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The Antenna Tracking and Control Equipment receives only initial pointing commands 
through its buffer thus performing another output function for the central data processor. 
It is tentatively planned to incorporate three antennas, each with its own tracking and control 
equipment. Each of these equipments would receive pointing and activation commands 
separately. 
Other buffei'ed peripheral equipments which communicate with the central data processor 
are those normally required input-output equipments such as central control operating 
consoles, minimum operational console visual display, a printer, and tape recorders. 
Also, a very accurate clock communicates with the buffer associated with the input 
telemetry equipment, and through its own buffer to the central data processor. The input 
telemetry buffer adds the time of message receipt to all incoming messages, and the clock 
buffer communicates the-time to the central data processor. 
System Time Standard 
The Navigation Satellite System time throughout the world should be based on a common 
standard. Such a standard is available to the various parts of.the system (in particular the 
vehicles. and ground stations) in the WWV sigrials transmitted throughout the world by'the 
Bureau of Standards. The accuracy of time of fix reported to the user vehicles is 'to the 

nearest second. Accordingly, for this purpose a timer synchronized to the WWV signals


should, suffice for both the ground stations and the user vehicles.


,6: 3.7. 1.2 Characteristics Desired in the Computer of the Ground Control Station.


Word Length


A computer with 36-bit word length is'more than enough to satisfy the Navigation Satellite 
System requirements, but when one can get a computer with 'a48-bit word length with even 
greater computational ability for a lesser price, the choice is obvious. 
Operation Time 
The add time of a computer is a real measure of its potential speed. However, unless the 
latest techniques for multiplication and division are uilized, the add time may be a misleading 
guide to the computer's comparative speed capability. That is, since the ratio of the time for 
operations other than add to the add time is not the same for all computers, it does not neces­
sarily follow that the computer with the best add time is the best computer for a given problem 
Only a detailed analysis of the programming required for a given problem dan positively de­
termine which computer is fastest for solving the problem. This is so because certain 
operations most frequently used in solving a given problem can cause the preferred computer 
to be other than the one with the fastest add. time. An add time of less than four microseconds 
was considered-desirable in the computer to b6 used in the Navigational Satellite System. 
Memory Requirements 
• Partial programming on an IBM 7094 of some of the tasks to be performed by the computer 
of the ground control station has given an indication that a thirty-two 'thousand word memory 
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would probably suffice initially, but the inevitable growth of the system should be considered 
along with the estimate of the initial memory requirements. Therefore, one of the prime 
requirements of the computer recommended for the ground station complex was that it 
'should have an expandable memory, preferably expandable to greater than one hundred thou­
sandwords. Andadditfonal requirement was that this expandable memory be implemented 
by magnetic cores rather than magnetic discs or -drums so that its access and cycle times 
would be short, preferably less than two microseconds. 
Input-Output Buffering'Requirements 
The required computer, or computer complex .as it should be called, must have a significant 
input-output capability. It has input and/or output interfaces with the Tracking Network, the 
Traffic Control Center, the Weather Bureau, three Receiving Synchronizers associated with 
the Data Receiving Equipment, a Transmitter Selection Unit and a Transmitter Frequency 
Control Unit associated with the Data Transmitting Equipment, an Antenna Tracking System 
.Selector for initial pointing commands, several magnetic tape units, a printer, and a console. 
Each of these units should be capable of operation concurrently with the operation of the 
main computer; however, it is possible to allow the computer to momentarily interrupt its 
operations to initiate the input or output operation. After initiating the input or output 
operation, the computer should be enabled to continue its computation. 
Redundancy Requirements in Ground Computer Complex 
To provide uninterrupted operation of the ground control station, an adequate use of re­
dundancy is required. It is necessary that the buffering equipment be duplicated and the 
output signals sent to each of two computers, one used' as a standby for the other. There 
should be a common memory used by both of the computers, and this common memory 
should also be redundant to provide for possible failure of one of the common memories. 
Such redundancy is essential to provide a reasonable assurance of continuous operation of 
the ground station. 
6. 3.-7. 2 Computer Configuration 
6. 3. 7. 2. 1 Choice of the Recommended Computer. - The computer requirements of the 
ground-control station must be approached from a reasonable point of view. The prime goal 
of the study has been to ascertain the feasibility of the system. With the present state of 
development of the computer field there was even initially little doubt that a computing system 
could be developed for the ground complex which could satisfy the needs of the navigation 
satellite program. However, the detailed design of such a complex ground computing system 
was never implied in this feasibility study, nor could it have been implemented with the 
funding provided if an adequate effort was to be directed to the less feasible portions of the 
system. 
As the study progressed and the system began to take a more final form, the major, systems 
equations to be solved were derived and partial programming of some was implemented on an 
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IBM 7094 Computer. Analysis of the partial programming along with rough estimating of 
the additional computational load, led to conclusions about the desirable and practical 
characteristics of the ground station computing system. Comparing the necessary char­
acteristics of presently available computers andthen reviewing the computers satisfying 
these requirements for further desirable characteristics implied by the nature of the 
navigation satellite program, led to narrowing the choices to a very few computers that 
seemed capable of handling the navigation satellite program in a satisfactory way. 
A necessary computer attribute which was used to eliminate many computers that 
could otherwise have been possible contenders was the availability of a high-speed random 
access memory of greater than one hundred thousand'words. Such a memory capacity was 
found available on only about eight computers of which two (namely LARC and STRETCH) 
were discontinued computers. Another three utilized 186, 000-word drum memories 
(namely the IBM models 7090, 7094 Model I, and 7094 Model II) to realize the greater than 
100, 000-word capacity and were accordingly eliminated because of the slower drum access 
time. The remaining three computers were the CDC6600, the IBM 7080, and the CDC 3600. 
The IBM 7080 was -eliminated because of its much slower operational speed. The CDC 
6600 is one of the most capable computers thus far available, but its capability is considered 
much in excess of the requirementsof the Navigation Satellite System, and its price is in 
keeping with its excess capability. The remaining system to be considered is the CDC 
3600 computer, a less capable computer built by the same company, Control Data Corpora­
tion. 
Of the several computers having adequate computational rates and memory capacity the 
CDC 3600 seems to have the most desirable overall,dharacteristics. Its computational 
speed is greater than that of the IBM 7094, its price is less, it has a greater memory capacity 
as well as a greater word length, and its planned modularity makes it more amenable to the 
navigation satellite task. 
From the analysis of the partial programming of the computational load, it appears that 
one operable CDC 3600 could handle the job, but for improved performance and the require­
ment that the ground station be continuously operable, it is necessary to have at least two 
such computers 'at the ground station. One could be in' operation while necessary mainten­
ance was undertaken on the other machine. Should the performance of just one machine 
prove inadequate, a third machine could later be added to the computer complex to take on 
the additional computational load. The system then would consist of two operating computers 
and one in a standby mode. 
The CDC 3600 is designed for just such a multiple computer system. 
6. 3. 7. 2. 2, Description of the 'Recommended Computer. - Basically each CDC 3600 system 
consists of three modules: 
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1) The High-Speed 3602 Communication Module with up to eight bi-directional 3606 
Data Channels. 
2) The High-Speed. 3603 Storage Module with 32, 768 48-bit words, each with an 
additional 3 parity bits. 
3) The High-Speed Compute Module. 
Included in the basic computer is a 3601 console, which contains an electric typewriter, 
which when used as an input device has direct access to the accumulator. Used as an output 
device its data is buffered through the Communication Module. Also included in the basic 
3600 Computer is a 250 card per minute reader which has direct access to the accumulator. 
The 3604 Compute Module 
This module is theheart of the 3600 Computer and performs all computing and logical 
operations, and provides the control for initiating input-output operations. This module 
operates in the parallel binary mode and has,direct access to the 3603 core storage module. 
The 3603 Storage Modules 
This module provides a high-speed, random access magnetic core storage of 32, 768 
48-bit words divided into two independent storage banks of 16, 384 words. Within each such 
bank, storage addresses are consecutive, permitting the 3603 to be treated' as two independent 
storage units. The storage cycle time of each 16, 384 word submodule is L.5 microseconds and 
is totally- independent of other submodules. 
The 3602 Communication Module 
The, 3602 Communication Module contains a storage adcess control section,; an, arithmetic 
and control section, and up to 8 bi-directional data channels. Its input or output operations 
are initiated by the Compute Module, but the arithmetic and control portionof-the 3602, 
Communication Module supervises all of the remaining input or output activity. 
The basic 3600 Computer can be smoothly expanded to include up to eight 3603 Storage 
Modules (each -with 32, 768 words) for a total capacity of up to 262, 144 48-bit words, each 
with 3 additional parity bits. Furthermore, the basic 3600 Computer can be expanded to 
include up.to four 3602-Communication Modules, each with a capacity of eight bi-directional 
data channels, for a total of 32 possible data channels, each with a capacity for up to 8 
control and/or peripheral devices attached to each bi-directional data.channel. 
6. 3: 7. 2. 3 Description of the Recommended Computer Complex. - A multiple computer com­
plex such as envisioned for the navigation satellite ground control station can readily be 
formed from the 3600 modules. Figure 6. 3-7 shows the modular layout of such a multi­
computer complex. 
Each of the two basic 3600 Computers requires two Communication Modules, one Compute 
Module, and one (or more) Memory Modules. In addition a memory consisting of two (or 
more) Memory Modules will serve as a memory that is capable of being used by both'computers. 
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The number of Memory Modules used exclusively by one computer plus the number used 
by the same computer in the common memory cannot exceed eight modules. Upon failure 
of computer A, computer B could immediately utilize the contents of the common memory. 
The common memory should'be formed of two simultaneously addressed memories. In 
case of failure, of one of the two common memories, the currently used computer would use 
the available common memory until the other was tepaired. The private memories vould 
consist of only one storage module for each computer to be used when trouble shooting 
either computer. 
Only by the incorporation of such redundancy can continuous operation of a ground station 
be assured. 
Characteristics of the 3600 which make it appropriate for the navigation satellite application 
ire: 
1) a satisfactory input-output capability 
2) modular expandability in input-output, number of storage modules in priVate or 
common storage, number of computers in complex 
3) more than adequate word length 
4) adequate operational speed 
5) adequate interrupt facilities 
6) simultaneous computation and input-output operations. 
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6.3.7.3. Event Sequencing at the Ground Computer. 
6.3.7.3.1 Initial Antenna Pointing, Satellite Position and Attitude Determination. The 
ground computer operations associated with initial antenna pointing, satellite position and 
attitude determination, and satellite transfer from one control station to another control 
station are listed in this section-
After the several necessary computer programs have been loaded into the computer, the 
satellite ephemeris data is acquired from a tracking network to enable the ground station to., 
initially point its two antennas to the satellites required by the given station for coverage of 
the vehicles in its assigned aTea. The computer then decides to which satellites its antennas 
should b'e pointed for coverage of the area assigned to the given ground station. It then for­
mats and outputs an appropriate pointing command to each of the Antenna Tracking Control 
Units. 
When the antennas have acquired their assigned satellites, the computer formats and, out- ­
puts a command to-each of the satellites, commandingeach(in time sequence) to supply sat­
ellite status data. Upon receipt of the satellite status data, the computer makes a comparison 
of the satellite status data with stored data limits and prints out any out-of-limits data and 
determines whether the satellite is capable of being used. 
The computer then determines, by position relative to the satellite's position, four appro­
priately positioned reference stations for use in determining the given satellite's exact posi­
tion and attitude. It then formats and outputs to the Data Transmitting Equipment a fix com­
mand to each of the reference stations, four for each of the two satellites. 
'Upon receipt of each message from the satellite, the ground Data Receiving Equipment 
affixes the time of receipt to the message and generates, by decoding the function code, a 
specific interrupt signal for each type of message received. The computer then inputs the 
data to the appropriate- part of its memory in -keeping with the specific interrupt program 
which 'Is activated by receipt of the interrupt signal. 
After receipt of the range and angle data by the computer it proceeds to compute the posi­
tion and attitude of the satellite at the time each reference station fix was made. By apprp­
priate computation the satellite's position and attitude can then be predicted for fixes on 
vehicles made during the next second, at which time the satellite position and attitude is 
determined again to provide more accurate satellite position and attitude data for the following 
vehicle fixds. 
Depending upon transfer rules yet to be established, the computer determines when a given 
satellite is to be transferred to the control of another ground station. When the satellite posi­
tion relative to the ground station is greater than the maximum, allowed by the transfer rules, 
the computer formats a transfer message and outputs it to the Interstation Communicating 
Equipment, through which it is transmitted to the appropriate ground station, thus effecting a 
transfer of the satellite control to the adjacent ground control station. The former ground station 
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then discontinues use of the, given satellite until it receives another satellite transfer message


from another ground control station.


Ground Processing to Implement Initial Antenna Pointing and Satellite Transfers from One


Control Station, to Another Control Station:


1. Input satellite ephemeris data from satellite tracking network (only necessary 
with new satellite) 
2. Compute initial antenna pointing parameters for #1 antenna 
3. Format antenna pointing command for #1 antenna 
4. Output antenna, pointing command for #1 antenna to Antenna Tracking Control 
5. Format satellite #1 status data command 
6. Output satellite,#1 siatus data command to Data Transmitting Eauiument 
7. Compute antenna pointing parameters for #2- antenna 
8. Format antenna pointing command for #2 antenna 
9. Outputantenna pointing command for #2 antenna to the Antenna Tracking Contro 
10. Format satellite *2 status data command 
11. Output satellite #2 status data command to Data Transmitting Equipment. 
1-2: Choose- by position relativeto satellite's position, (as determined from sat­
ellite ephemeris data), 4 appropriate reference stations for -satellite #1 position and attitude 
determination, compute doppler shift correction and output to. transmitter to be used to track 
satellite #1 (update as required). 
13. Format fix command for first reference station (reference station #1) used 
for satellite #1 position.and attitude determination 
14. Output 'fix command (for reference station #1, to Data Transmitting Equipment) 
15. Format fix command'for second reference station.(reference station 42) used 
for satellite #1 position and attitude ,determination. 
16. Output fix command for reference station #2 to Data Transmitting Equipment 
17. Format fix command to third reference station (reference station #3) for sat­

ellite 41 position and attitude determination. 

18. Output fix command for yeference station #3 to Data Transmitting Equipment. 
19. Format fix command to fourth reference station (reference station #4) for sat­

elite #1 position and attitude determination. 

20. Output fix command for reference station #4 ,to Data Transmitting Equipment 
21. Receive satellite #1 status data interrupt signal from Data Receiving Equip­
'nent 
22 Input satellite #1 status data from Data Receiving Equipment 
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23. Compare to stored status data limits


24.' Print out out-of-limits data (if any)


25. Determine whether satellite is capable of being used by analysis of limit 
comparison. If satellite is in satisfactory condition, continue position and attitude determin­
ation. If not, stop further use of the satellite and print out the results of the limit analysis. 
26. Receive satellite #2 status data interrupt signal 
27. Repeat 22 for satellite #2 Input satellite status data compared to limits, 
28. Repeat 23for satellite #2 print out out-of-limits data, determine usabilit 
,29. Repeat 24 for satellite #2 of satellite #. 
30. Repeat 25 for satellite #2 
31. Repeat 12 for satellite #2 
32. Repeat 13 for satellite #2 
33- Repeat 14 for satellite #2 Choose 4 reference stations lor position ant 
34. Repeat 1l5 for satellite #2 attitude determination of satellite #2 format 
35. Repeat 16 for satellite #2 and output the appropriate fix commands 
36. Repeat 17 for satellite #2 (ref. sta. 5'thru 8) 
37. Repeat 18 for satellite 42 
38. Repeat 19 for satellite 42 

.39t Repeat 20 for satellite #2 

40. Receive data interrupt signal from, Data ,Receiving Equipment 
41. Input fix data on reference station #1 from,Data Receiving Equipment 
4&. Receive fix data interrupt signal from 'Data Receiving Equipment 
,43. Input fix data .on reference station #2 from 'Dad Receiving Equipment 
44. Receive fix data interrupt signal -from Data Receiving Equipment 
45. Input fix data on reference station #3 from Data Receiving -Equipment 
46. Receive fix data interrupt signal from Data Receiving Equipment 
47. Input fix data on reference station #4 from Data Receiving Equipment 
.48. Check consecutive receipt of fix data on the four reference stations. 
49. - 57. Repeat 40 through 48 on fix data received on reference stations 
through 8 used for determination of satellite #2 position and attitude. 
58. Compute satellite #1 position using the range data on reference stations 1 

through 4. 

59. Compute satellite #1 attitude using the, angle data on reference stations 1 

through 4. 

60. Compute satellite #2 position using the range data on reference stations 5 
through 8. (Repeat operations 12 through 20, and 31 through 61 at one second intervals until 
a satellite leaves the control station area.) 
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61. Compare satellite'range from control station (i.e., range from reference 
station located at station control with maximum allowable range from control station to 
satellite. (When greater than allowable range, transfer position data on last two-or three sat­
ellite positions to next control station through appropriate link, thus effecting a transfer of 
satellite control to the adjacent control station; then discontinue use of given satellite and 
cease tracking it.) 
62. Format satellite transfer message. 
63. Output satellite transfer message .to Inter Station Communication link(teletype). 
6.3.7.3.2 Vehicle-Transfer Between Control Stations. The necessity of transferring a 
vehicle from one ground control station to an adjacent one is brought about by the movement 
of the vehicle from the area controlled exclusively by a given ground station into the peripheral 
area controlled by the given station and an adjacent station. Based on the vehicle's present 
position, velocity, and heading, the ground computer determines whether or not a satellite 
will be available to enable the given ground station to obtain the next scheduledposition fix on 
the vehicle. If it turns out that no satellite will then be available, the given 'station must 
effect a transfer of the given vehicle to the appropriate adjacent ground station. 
Rules for transfer rather than physical limits will control the transfer of a vehicle from 
one station to another. Rules of usage of the satellites by the several ground stations will 
also be required so that when a given satellite is required by a given station for its prime 
coverage it will not be in use by an adjacent station. These rules for transfer and usage 'are 
dependent upon the satellite orbit configuration and the number of satellites as well as' the 
number of ground stations and their configuration. 
When it is found necessary to transfer the responsibility for fixing a given vehicle'from 
one ground station to another, the station tentatively controlling-the fixes on the vehicle 
formats avehicle transfer message containing the following information for the adjacent 
station to which the vehicle is to be transferred. 
1) Time to effect transfer 
2) Vehicle identification 
3) Last known position and time of fix for vehicle 
4) Time next fix is due 
There 'are two basic approaches to obtaining the communications link required for this 
hand-off; one is to use the Navigation Satellite itself as a relay satellite, and the. other is to 
use existing or projected worldwide communications circuits. 
The first approach appears attractive since it would keep the entire operational procedure 
within the Navigation Satellite System. However, the hand-off data rate should be very low and 
would require at most one cbnventional teletype channel. The instantaneous reliability re­
quired for the fix procedures is not present for this data link -since a delay for several min­
utes to several hours (depending on the type of vehicles) would not impair the performance of 
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the system. In addition, the initial and operational costs of adding the communications link 
to the navigation satellite and installing the additional relay equipment in the reference 
stations for use when a common satellite is not available between the ground stations, would 
more than offset the cost of leasing external communication facilities. 
Thus, it is suggested that the hand-off problem be solved by leasing a conventional two­
way teletype channel from the Corn-Sat system. If operational circuits are not available dur­
ing the initial phases of the Navigation Satellite program, a: similar channel on submarine 
cable, H. F. radio or any other common carrier facility will suffice. 
6.3.7.3.3 Satellite Transfer Between Control Stations. The satellite array is a systemi of two 
orthogonal orbits of 6000 n.m. altitude, each with four uniformly spaced satellites, all with 
identical inclination angles of from 45 0 to 90 o. 
The ground station array consists of six ground stations, arranged to provide worldwide" 
coverage.


With two orthogonal orbits, each with four satellites, the coverage will be 100. Each 
orbit of four satellites will cover all of the earth except for a small section on opposite 
sides of the earth on the axis perpendicular to the orbit. These two areas are covered in­
stead by the other orthogonal orbit of four satellites. The two areas where the two orbits 
intersect is provided double coverage .by the two orbits. Also a significant area of overlap. 
exists between the two orbits. 
Transfer of a satellite from one ground station to another is effected by transfer commands 
between ground stations. A satellite under the present system cannot be shared, simultan­
eously be two adjacent ground stations. The given ground control station must first finish, 
using the satellite and must then notify the appropriate adjacent groundstation when it has 
done so before the adjacent station can make use of the satellite. 
Each time a vehicle is serviced, a new computation is made to determine which satellite 
and ground station will be used for the vehicle's next fix. If it is determined that another 
adjacent ground station should provide the next fix, the vehicle will immediately be transferred 
It will be treated as a new vehicle entering the new ground control area and will be given an 
immediate fix and a listing in the 'sequence lists of the -newground station. 'Satellites must be 
acquired by the tracking antennas of a station prior to actual use by the station. The ground 
station initiates tracking of a satellite even while it is being used by an adjacent station. 
However, the given ground station cannot begin to use it until the adjacent station relinquishes 
use of it. 
To ascertain which satellite will be avatilable to obtain the next fix on a given vehicle it 
must first be determined which satellites will be located within the specified geocentric 
angle from the ground station at the time of the next desired fix. Theoretically (on a single 
station basis), all such satellites could be used by the given ground station, but realistically 
some of them will be in use*by adjacent stations. For use with. a given vehicle, the usable 
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satellites must be within a specified geocentric angle from the given vehicle. Next it must be 
ascertained which satellites are available, that is, which of those satisfying the previous tests 
are not still being used by an adjacent station. Also, with a limited number of dish antennas 
located at a given ground station it must be further ascertained whether or not one of the local 
'antennas is directed to the desired satellite. 
With the rotation of the satellites in their orbits, assuming orthogonal polar orbits, and 
the rotation of the earth being in a ratio of about 6 to 1, the patterns shift primarily in the 
north to south direction or vice versa. Since the overlap patterns are constantly changing, 
the checks relating to usage of a given satellite must be based on the geocentric angles relating 
the satellites to 'the ground station and on the geocentric angles relating the satellites to the 
vehicle. Such a schemecan adequately' determine which satellite can be used, for obtaining a 
given vehicle fix. 
Obviously, the availability of a given satellite in terms of not being used by an adjacent 
ground station is data that must be stored by the computer in addition to the established rules 
-of usage by the ground stations (which rules of necessity are different for different satellite 
and ground station configurations). 
6.3.7.3.4 Vehicle Entry Request. The ground computer operations associated with process­
ing vehicle entry requests are listed in items a through p. of this section. 
A vehicle entry request is a vehicle-originated action which, arrives at the ground, station 
out of sequence with the planned operations. The Data Receiving Equipment generates a spec­
ific interrupt signal which alerts-the computer to the receipt of a vehicle entry request and 
causes the computer to momentarily interrupt its normal sequence of operations 'to take care 
of the entry request. From the vehicle address, the computer determines the type of vehicle 
and its fix rate and stores it in the appropriate vehicle list for proper fix rate and position 
message format. 
'The computer then formats and outputs a fix command to the requesting vehicle and checks 
to insure that fix data is received within a maximum allowed time. If the fix data is not re­
ceived, the computer repeats the fix command up to three times. If it has still not been re­
ceived, the computer formats a message to both the vehicle and Traffic Control indicating 
failure to receive the fix data. 
Assuming receipt of the fix data, the computer proceeds to compute the actual time of fix 

on the vehicle. The computer then computes the position and attitude of the satellite at the 

actual time of the vehicle fix. Using the position data and satellite position and attitude, the 

computer then computes the position in latitude and longitude of the vehicle at the time o'f fix, 

formats the vehicle position report and includes it with the next vehicle fix command and re­

port message sent to the Data Transmitting Equipment. Receipt of subsequent vehicle entry 

requests produces lists of vehicles to be serviced with different message formats and 'differ­

ent fix rates. After servicing the vehicle entry request, the computer resumes its normal 

sequence of operations. 
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If a vehicle desiring entry into the system should happen to be in an area between two 
adjacent ground stations covered simultaneously by two satellites, one satellite in use by one 
ground station and the other in use by the adjacent station, the vehicle would stimulate a 
repetition of its entry request by both satellites, which would in turn heterodyne repeat the 
message to their respective ground stations. To avoid the problem of both ground stations 
simultaneously transmitting the vehicle's fix, each station would first determine the position 
of the given vehicle. Then, according to the rules pertaining to area coverage by the ground 
stations, one station would determine that it shouldnot service the given vehicle and the other 
station would determine that it should service the vehicle. The rules should definitely avoid 
ambiguity as to which station should service the vehicle. 
a. Receive Vehicle N1 entry request interrupt signal from Data Receiving Equipment 
(This will determine through which satellite the request was repeated). 
b. Input vehicle N1 entry request from Data Receiving Equipment. 
c. Determine vehicle fix Tate and store, in appropriate vehicle list. 
d. Fornat vehicle N1 fix command.


e-. Output vehicle N1 fix command to Data Transmitting Equipment.


f. Receive fix data interrupt signal from Data Receiving Equipment. 
g. Input fix data on vehicle N1 from Data Receiving Equipment. 
h, Check that fix data on given vehicle is received within specified maximum, time 
allowance. If it has not been received, repeat fix command up to three times. If it has 
still not been. received, format and output a message to both the vehicle and Traffic Control 
indicating failure to receive fix data. 
1. Compute actual time of fix on vehicle N1 " 
j. Compute satellite position at actual time of fix of vehicle N1. 
k. Compute satellite attitude of actdal time of fix of vehicle N1 . 
1. Compute position in latitude and longitude of vehicle N1 at actual time of fix. 
m. Format vehicle N1 position report. 
n. Output vehicle N1 position report to Data Transmitting Equipment. 
o. Receipt of subsequent vehicle entry requests produces lists of vehicles to be ser­
viced with different message formats and different fix rates. 
p. Resume interrupted sequence of operations. 
6. 3. 7. 3. 5 Vehicle Exit Request. - The ground computer operations associated with processing 
-vehicle exit requests are listed in items a through g, this section. 
A vehicle 'exit request is another vehicle-originated action which arrives at the ground 
station out. of sequence with the planned operations. The Data Receiving Equipment generates 
a specific interrupt signal which alerts the computer to the receipt of a vehicle exit request 
and causes the computer to interrupt its planned operations momentarily to service the exit 
request. After receiptof the message the computer removes the vehicle from the fix sequence 
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listing, and formats and outputs amessage to Traffic Control indicating that the vehicle is no 
longer actively being serviced. The computer then returns to its normal sequence of operat­
ions. 
a. Receive vehicle exit request interrupt signal from Data Receiving Equipment. 
b. Immediately interrupt present operation such as to allow a later return to complete 
•it. 
c. Input vehicle exit request message from Data Receiving Equipment. 
d. Remove vehicle from fix sequence listing. 
e. Format vehicle exit message for Traffic Control. 
f. Output vehicle exit message to Traffic Control. 
g. Continue interrupted sequence of operations. 
6.3.7.3.6 Vehicle Emergency Request The ground computer operations associated with 
processing a vehicle emergency request are listed in items a through r, this section. 
A vehicle emergency request is another vehicle-originated action whose receipt at the 
ground station causes, the Data Receiving Equipment to generate a specific interrupt signal 
which in turn causes the computer momentarily to interrupt its current operation, input the 
message, and initiate the emergency procedure. The computer then immediately formats 
and outputs a fix command to the vehicle and temporarily increases its fix rate to more 
accurately track it. The increased fix rate continues until the Traffic Control discontinues 
the emergency status of the vehicle. 
After receipt of the fix data on the given vehicle the same necessary fix computations as 
described in the vehicle entry description are performed by the computer (as listed) ending 
with a position report to both the vehicle and the Traffic Control. The computer then con­
tinues its normal sequence of operations. 
a. Receive emergency request interrupt signal from Data Receiving Equipment. 
b. Immediately interrupt present operation such as to allow a later return to complete it 
c. Input vehicle E emergency request message from Data Receiving Equipment. 
d. Format a vehicle Y fix command. 
e. Output Vehicle E fix command to the Data Transmitting Equipment. 
f. Temporarily increase the vehicle E fix rate. 
g. Check that fix data on given vehicle E is received within specified maximum time 
allowance. If it 'has still not been received, repeat fix command up to three times. If it has 
still not yet been received format and output a message' to both the vehicle and Traffic Con­
trol indicating failure to receive fix data: 
h. If successful, receive, emergency fix data interrupt signal from Data Receiving 
Equipment. 
i. Input emergency fix data on vehicle E from Data Receiving Equipment. 
j. Compute actual time of fix on vehicle E. 
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k. Compute satellite position at actual time of fix on vehicle E. 
1. Comjpute satellite attitude at actual time of fix on vehicle 'E. 
m. Compute position in latitude and longitude of vehicle E at actual time -of fix ( and put 
into vehicle position storage). 
n. Choose next vehicle Nn (i. e. repeat the one that was interrupted). 
o. Format vehicle Nn fix command and vehicle E position report. 
p. Output position report 6n vehicle E to Traffic Control. 
q. Output vehicle Nn fix command and vehicle E position report to Data Transmitting 
Equipment. 
r. 'Restore normal fix rate for vehicle E only when advised to do so'by Traffic Control. 
6.3.7.3.7 Satellite Operational Commands and Operability Check. The ground computer 
operations associated with implementing satellite operational commands are listed in items a 
through k, this section. 
Assuming that antenna A is pointing to satellite.S, the computer simply formats the desired 
specific satellite command and outputs it to the Data Transmitting Equipment. To check on the 
results of the given command, the computer then formats and outputs a status data command 
to the given satellite. Upon receipt of the status data, the computer compares the several 
parameters with the stored limits and in particular verifies that the commanded change (if 
measured by the normal status data) has taken place in the satellite. 
a. Assume an antenna A is pointing to a satellite S. 
b. Format the desired specific satellite, command.. 
c. Output the 'satellite command to the specific antenna pointing to' satellite S. 
d. After 'allowing sufficient time for the satellite S to implement the command, format


a satellite S status data commahd.


e. Output the satellite S status data command to the specific Data Transmitting


Equipment.


f. Receive satellite status data interrupt signal from Data Receiving Equipment. 
g. Input satellite S status data'from Data Receiving Equipment. 
h. Compare to stored status data limits. 
i. Store status data on magnetic tape for further off-line processing. 
j. Print out out-of-limits status data. In particular the parameter/s modified by the


satellite command should be printed out.


k. The normal sequence of obtaining fixes is resumed pending initiation of corrective


action, if required.


6.3.7.3.8 Sequencing the User Vehicles. Sequencing the user vehicles is necessary to pro­
perly service the user vehicles according to the required service rate and the type of vehicle. 
Slow moving vehicles are serviced infrequently because their positions change slowly with 
6-394


time, and fast moving vehicles are serviced frequently (with the exception of special survey 
ships, etc.') 
The sequential listing can best be described as a commutator where the total commutation 
cycle is a cycle of length in time equal to the period of time between servicing the least 
frequently serviced vehicles. Such vehicles are serviced only once per commutation cycle. 
Other vehicles are serviced, an integral number of times per commutation cycle. 
- The number of vehicles in a class varies approximately inversely as a function of the 
class, the greatest number of vehicles being located inthe least frequently serviced class 
and the least number of vehicles in the most frequently serviced class. Accordingly, the 
lesser number of vehicles in the more frequently serviced classes must be interspersed 
among the much, greater number of vehicles in the less frequently serviced classes at appro­
priate intervals to satisfy all of the servicing rates. Although the number of vehicles that could 
be serviced in a given interval of time in the initial implementation is much less than the 
number forecast for the year 2,,000, the procedure for sequencing the user vehicles, will be 
essentially the same. The type of vehicle and its desired fix rate is an inherent property of 
its specific address code. Initially, with the reduced number of vehicles in the system, a 
count field (or a portion) of the total count can be allocated to specific user categories, 
where each category is a specific type of vehicle requiring a specific report format and a 
specific fix rate. Upon receipt of an. entry message with such a vehicle address appropriate 
checks are made to ascertain which field the vehicle address is a part of and accordingly 
what kind of message format is required and what fix rate is also required. At a later date 
when the number of vehicles of all types has greatly increased, it might cause considerable 
confusion if the several categories start overflowing their initial field (or count) allocations. 
It therefore seems much more straightforward to incorporate additional data (in addition to 
the address code) specifically, informing the ground station what kind of vehicle it is and 
what its fix rate is.' The computer could then straightforwardly assign the vehicle to the 
appropriate list without further checks and without the possible later confusion resulting from 
inadequate initial count allocations. 
After ascertaining the type of vehicle and, its fix rate the computer lists the vehicle in the 
list determined by these two factors. It then increases the tally of vehicles in that particular 
list by one and recalculates the number of vehicles that should be taken from that list in a 
given 5-minute time ppriod. 
When a vehicle exits from-the system, it must be removed from the list, and the compu­
ter must again change the tally of the given list and recompute the number of vehicles to be 
,serviced from the given list in a 5-minute interval of time. The updated tally N of vehicles in 
the given list is divided by the number of groupings G associated with the particular class 
(or list) to satisfy the given fix rate. The integer quotient Q is the number of vehicles that 
should be serviced in a 5-minute interval with the present tally of the given class. The 
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remainder of the quotient R defines the number to be serviced more precisely by saying in 
effect that the first R groupings of the class (if R is the remainder, modulo G) should be 
augmented by one to most evenly distribute the list over the entire commutation cycle. 
The computer services the vehicles at a fix rate commensurate with the tentative system 
load. This simple computation involves the determination of the total number of fixes re­
quired for a given interval of time which is simply the sum of the vehicles in a given class, N, 
divided by the number of groupings in the class, G, for the given.interval, of time (assumed 
to be 5 minutes at this'time) divided by the number of seconds in the 5-minute interval (300). 
30+ G 3 N +.. N4 No. of vehicle fixes per second(F/sec 
According to available estimates for the year 2000, in the North Atlantic (theoretically the 
busiest ocean area on the earth), 1600 active minimum user ,marine vehicles will require 
fixes about onceL every 6,hours, whereas about 5100 typical marine users will require fixes 
every hour. No estimates are available, on the number of special marine users so a figure 
of 100 (probably too large) was chosen. The marine special users would require fixes at five­
minute intervals. Likewise, the total of 100 was used as the largest number of jet transports 
or sequence transports active over the Atlantic, each requiring a fix every five minutes. For 
commercial propeller aircraft requiring fixes every 10 minutes, a total of 800 was estimated. 
The general aviation category requiring fixes every 15 minutes numbered 3800 active vehicles. 
Distributing the appropriate portion of each category over the 6-hour interval as shown in the 
following equation,­
1600 5100 100 100 800 3800 
-2 +-- +-'- +-- +-2- + 2315 fixes in a 5-minute period overNorth Atlaiic by year 2000 
A figure of 2315 fixes in a given 5-minute interval was computed (adequately less than the 
maximum allowable of 3000 at the 10 per second fix rate), or,1 
F/sec. = 2315 M = 7.7 fixes per second at year 2000. 
To properly service the entire listing of vehicles, the number of vehicles serviced in a 
second would be set to eight per second, with a short resultant slack period of 14 seconds 
available before the next 5-minute group is serviced. If messages other than the required 
fix and report messages are desired, the fix rate can be increased to allow more time at the 
end of the five-minute intervals as desired. 
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6. 3. 7. 3. 9 Operational Timing Sequence of Navigation Satellite System. - Two very impor­
tant system parameters are the vehicle fix rate and the message bit rate. A change in either 
of these parameters affects the satellite power requirements as well as the system interfer­
ence. This section is intended to clarify the timing associated with the system with regard 
to message content and.fix rate. 
The planned system requires attitude calibration of the satellite interferom~ter antennas 
once each second by means of consecutive angle measurements to four reference stations. 
Table 6.3-1 shows the message formats for links 1, 2, and 5. The transhnission time has 
been computed for a 25, 000 bits/sec rate and for a 2,500 bits/sec rate over link 2. The 
total transmission time required for 10 fixes has been computed for each case. Referring to 
Table 6.3-1, the sequence of events is as follows: 
Items 1 through 4. Obtain angle measurement onreference station no. 1. 
Items 5 through 16. Obtain angle measurements on reference, stations- 2, 3, and 4. 
Items 17 through 28. Obtain fix on vehicle N. 
Items 29 through 32. Send position report to vehicle N-10. 
Items 33, through 49. Obtain a fix on vehicle N + 1 and send a position report to 
vehicle N-9. 
Items 50 through 167. Obtain fixes on vehicles N + 2 through N + 9 with interspersed 
position reports to vehicles N-9 through.N-2. 
The time, t, required for transmission propagation betweei the satellite and a reference 
station or a vehicle is given by: 
c 
where 
r = range 
c = velocity of light = 161,000 nmi/sec 
then for maximum and minimum ranges we have: 
Range Propagation Time 
8500 nmi 52.8 m sec 
6000-nmi 37.3 m sec 
It should be noted' in table 6. 3-1, that some dead time has been placed before each position 
fix (items 4, 28 and 49). Adequate dead time is necessary to insure that no interference 
occurs between the range and angle pulses from two consecutive position fixes due to differ­
ences in lengths of transmission paths. 
Table 6.3-2 shows the message format over links 3a, 3b, aid 4, where the bit rate is 
10, 000 bits/sec. 
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TABLE 6.3-1


MESSAGE FORMATS, LINKS 1, 2, AND 5


25000 bits/sec 2500 bits/sec 
Item Description Link No. Bits Ait 
Length 
Time. 
m 
Bit
Length ime 
((sec) ssec) 
I Sync 1, 2 6 40 240 400 2400 
2 Function Conimand 1, 2 4 40 160 400 1600 
(Ref. Sta. Angle Fix) 
3 Ref. Sta. 41 1, 2' 8 40 320 400 3200 
Address 
4 Space 41,280 34,800 
(Propagation Time) 
-- Subtotal (Items 42,000 42,000 
1 through 4) 
5
,thru
8t 
Repeat 1 thru 4 
for Ref. Sta. #2 
9­
thru Repeat 1 thru 4 
12 for Ref. Sta. #3 
13 uRepeat 1 thru 4thru 
16 for Ref. Sta. #4 
Subtotal (Items 168, 000 "168, 000 
1 thru,16) 
17 Sync 1, 2 6 40 240 400 2400


18. Function Command 1, 2' 4 40 160 400, 1600 
(-Vehicle Fix) 
19 Vehicle (N) address 1, 2 24 40 960 400 9600 
20 Space, (to allow 80 300 
switching from link 
2 to link 5) 
21 Radar Sync 1, 5 6 100 600 100 600


22 Range Pulse I 1, 5 320 320 320 320, 
23 Space 15 15 
24 Range Pulse II 1, 5 320 320 320 320, 
25 Space 25 25 
26, Range Pulse I1 1, 5 320 320 320 320 
27 Space (to allow '80 800 
switching from link 
5 back to link 2) 
Subtotal (Items 17 3,120 16,800 
thru 27) 
6-398 
TABLE 6.3-1 (Continued) 
Item 	 Description 
28 	 Space (Propagation 
Time) 
29 	 Sync 
30 Function Command 
(Report) " 
31 Vehicle (N-10) Address 
32 	 Report Format 
--	 Subtotal (Items 28 
thru 32) 
--	 'Subtotal Items 17 
thru 32) 
33 Repeat 17 thru 32 
thru For Fix on Vehicle 
48 N+1 and report to 
vehicle N-9 
49 Space (Propagation 
time) 
50 Repeat 11 thru 32 
thru 8 more times for 
167 remaining 8 vehicle 
fixes and 8 vehicle 
reports


Total 	 time-to fix 
4 reference stations 
10 vehicles and report 
to 10 vehicles 
25000 bits/sec 2500 bits/sec 
Link No. Bits Bit 
Length Time ue 
Bit 
Length Time 
(1 tsec) (msec (lsec) (Jusez) 
38, 800* 25, 200** 
1, 2 6 40 240 400 2400 
1, 2 4 40 160 400 1600 
1,, 2 24 40 960 400 9600 
1, 2 153 40 6120 400 .61,200, 
7480 74,,800 
10,600 91,,600 
10,600 91,600 
31,400* 0* 
84, 800 732,800 
588,000 1,084,000 
The total time between fixes must be at least 38, 880 p sec. Part or all of the time may be 
used for transmission of, one or more reports. The deadxtime' at the end of a report (or
series of reports), must be such that it, plus the report transmission time, will be at least 
38, 880 /,sec. (For purposes of calculating average power requirements it is assumed that 
one report follows each vehicle fix.) 
A space of at least .25, 200 /sec must follow a vehicle fix before another vehicle fix .can be 
made. Part or all of the 25, 200 A sec may be used for a vehicle report. 
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The first part of table 6. 3-2 shows the format for links 3a (vehicle to satellite) and 4 
(satellite to ground) when the ,ground station has requested a vehicle or reference station fix. 
The second part of table 6. 3-2 shows the format over links 3b (vehicle to satellite) and 4 
(satellite to ground) when the message is one of the several evergency requests or an entry 
or exit request. 
TABLE 6.3-2


MESSAGE FORMATS, LINKS 3A AND 4


Bit Length TimeItem Description No. Bits (asec) (/,sec) 
1 Radar sync 6 100 600 
2 Range pulse #1 320 
3 Space 15 
4 Range pulse #2 320 
5 Space 25


6 Range pulse #3 320 
7 Partial Address 10 100 1000 
8 Angle Pulse 7000 
Total 1 through-8 9600 
PULSE FORMAT, LINKS 3B AND 4 
1 Sync 6 100 600 
2 Function Command 4 100 400 
3 Address 24 100 2400


Total 1 through 3 3400 
Figures 6.3-8 and 6.3-9 show the time sequence of links 2 and 3a. The ordinate is pro­
agation time in milliseconds and the abscissa is elapsed time in milliseconds. Figure 6.3-8 
is based on a 25, 000 bit/sec rate on link 2. Referring to Figure 6. 3-8, the sequence of 
events is as follows: 
Point 0, 0 transmission of a fix command to vehicle N 
begins at the satellite. 
Point 3.12, 0 end of transmission of fix command to 
vehicle N, beginning of report to vehicle N-10 
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Figure 6.3-9. Propagation Sequence for 2, 500 Bits Per Seecond 
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Point 37.3, -37.3 the first bit of the fix command to vehicle N 
travels the shortest possible distance 
(6000 'nmi) to a vehicle. 'If vehicle N were 
at this point it would set up to heterodyne 
repeat the range pulse 
Point 52.8, 52. 8 the first bit of the fix Command has reached 
vehicle N (arbitrarily placed at a maximum 
range from the satellite) 
Point 73.36, 52.,8 the last bit is sent from vehicle N to the 
satellite 
Point 126 16 0 the last bit from vehicle N is received by 
the satellite. 
The space between fixes is so arranged that the first bit from vehicle N'+ 1 will always 
arrive at the satellite after the last bit from vehicle N. Part or all of the space between 
fixes can be used for transmitting position reports to' the vehicle without causing interference. 
Figure 6.3-9 is based on a bit rate of 2500 bits/sec on link 2 and therefore, the trans­
missi6n time is greater than that shown in figure 6.3-8 where the bit rate is 25000 bits/sec. 
Referring to figure 6. 3-9, the sequence of events is as follows: 
Point 0, 0 satellite starts transmitting fix command 
message to Reference Station 3 
Point 42, 0 satellite starts transmitting fix command 
message to Reference Station 4 
Point 84, 0 satellite starts transmitting-lix command 
message to Vehicle N, 
Point 100. 8, 0 satellite starts transmitting position report 
to vehicle N-10 (end fix to vehicle N). 
It should be noted that the space between reference station fixes is determined by the prop­
agationtim6 jgust as in figure 6.3-8. The space between vehicle fixes however, is determined 
by the length of the report,- since the report tr~ansmission time is greater than the propaga­
tion time. Examination of figure 6.3-9 will show-that interference can never occur at the 
satellite, in the reception of consecutive range and angle transmission from vehicles or 
reference stations that are under control of a, common ground station. 
Table 6. 3-3 shows the variation of Per Cent Duty Cycle of links 1, 2, 4 and 5 as a function 
of the Vehicle Fix Rate for a 2500 bit per second data rate on links 1 and 2. Table 6..3-4 
shows the same data when the data rate on links 1 and 2 is 25, 000 bits per second. 
Link 3.(vehicle to satellite) is not shown since the duty cycle on this link is not a functioh 
of the system fix rate but only of the individual vehicle fix rate which is in the order of once 
every several minutes to several hours and therefore is not critical. Link 1 is also not 
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TABLE 6.3-3


TRANSMITTER DUTY CYCLE AT 2500 BITS PER SECOND


DATA RATE ON LINKS 1 AND 2


Vehicle


Fix %Duty Cycle


Rate


Link 1 Link 2 'Link 4 Link 5(Vehicle/sec) 
&(Ref. sta. only) 2.9 2.9 3.4 0


11 11.9 11.7 4.4 .16


2 20.9 20.6 5.4 .32


3 29.9 29.4 6.'3 .48


4 38.9 38.2 7.3 .64


5 47..9 47.1 8.2 .80


6 56.9 55.9 9.2 .96


7 65.9 64.8 10.1 1.12


8 74.,9 73.6 11.2 1.28


9 83.8 22.4 12.1 1.44


10* 92.9 91.3 13.0 1.60


A 2500 bits/sec system is limited to nine vehicle fixes per sec because the total time re­
quired for 10 complete fixes could exceed the one second time allowed. 
TABLE 6.3-4


TRANSMITTER DUTY CYCLE AT 2500 BITS PER SECOND


DATA RATE ON LINKS 1 AND 2


Vehicle


FixR % Duty Cycle


Rate


(Vehicle/Sec) Link 1 Link 2 Link 4 Link 5


0 .29 0.29 3.4 0 
1 1.3 1.17 4.4 .16


2 2.4 2.05 5.4 .32


3 3.4 2.94 6.3 .48


4 4.5 3.82 7.3 .64


5 5.5 4.71 8.2 .80


6 6.6 5.59 9.2 .96


7 7.6 6.48 10.1 1.12 
8 8.6 7.36 11.2 1.28 
9 9.7 8.24 12.1 1.44


10 10.7 9.13 L3.0 1.60
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critical so far as interference is concerned since it employs a directional antenna which 
discriminates against undesired satellites. It is also not cricital of power requirements since 
it is located at a fixed ground location where more or less unlimited power is available. 
Interference in the system is a function of the data rate and vehicle fix rate used. It is 
clear in tables 6.3-3 and 6.3-4 that the satellite is kept busy a much greater part of the 
available system time when the slower bit rate of 2500 bits per second is used. A vehicle 
desiring to enter the system, to exit from the system, or to notify the ground station of an 
emergency condition is not dependent upon the available free time of the system because a 
special offset frequency channel is set aside for this purpose, but the concurrency of such 
messages with resultant interference is less probable if the data rate is increased. 
The slower bit rate of 2500 bits per second would apply only until the faster bit rate of 
25, 000 bits per second becomes necessary. 
The satellite average power requirements are also a function of the data rate and vehicle 
fix rate used. The transmitters for links 2, 4, and 5 are aboard the satellite and as shown, 
eleswhere in this report they require peak powers of 20W, 2W and 5KW respectively. The 
average power for any desired vehicle fix rate is this peak power times the duty cycles shown 
in tables 6.3-3 and 6.3-4.' It can be seen that with a data bit rate of 2500 and a vehicle fix 
rate of one per second, the following average powers are required: 
Link 2 - 2. 34 watts 
Link 4 - 88 milliwatts 
Link 5 - 8..0 watts 
6. 3. 8 Data Processor Calculations. This section of the report describes the mathematical 
computations performed by the ground computer. These include the navigation problem 
solution as well as the determination of satellite position and attitude. Computations related 
to satellite position and attitude will be treated first, followed by the fix equations. 
6. 3. 8. 1 Satellite Position Calculation From Keplerian Orbital Elements. 
a. Inertial reference frame. A necessary prelude to the discussion of satellite cal­
culations is a description of the fundamental coordinate system. The system adopted is a 
geocentric, equatorial, inertial, cartesian coordinate reference frame, 'designated the E­
frame. The X-axis of this non-rotating coordinate system is aligned in the direction of the 
vernal equinox, the Z-axis coincides with the earth' s polar axis, positive in the direction of 
noith, andthe Y-as-completes an orthogonal "right hand" system. Satellite positions and 
velocities will be first computed in the E-frame coordinates then transformed to geographic 
polar coordinates. 
b. Orbital elements. Itis assumed that a set of satellite parameters will be available 
from an external tracking net. The set of 6 parameters assumed, together with 2 additional 
precessional rates, are as follows: 
,6-404


Semi-major'axis, a, in earth radii


Eccentricity, e, dimensionless


Inclination, i, indegrees


Time of, perigee, tp, in seconds UT'


Argument of perigee, wp, in degrees


Right ascension of ascending node, 2n, in degrees


Precession of perigee, &p, in degrees/day


Precession of node, 'Zn, in degrees/day


c. 	 The equations used in computing satellite position in E-frame coordinates (Xs, Ys, 
Zs) are outlined in table 6.3-5. Kepler's equation (3), will, be solved by Newton­
Raphson-iteration with mean anomaly being taken as a first estimate of eccentric 
anomaly. This procedure is based on the assumption of a low eccentricity orbit. 
d. 	 The sequence of calculations given in table 6. 3-5 will be followed for '2 satellite 
position calculations near the beginning of a pass ag the satellite enters the 
coverage area of a ground station. Subsequent positions will be obtained by a 
different method described below. 
6. 3. 8. 2 Satellite Position Refinement. 
As a satellite enters the control area of the ground' station two successive positions will 
be determined. Satellite inertial coordinates will be calculated from Keplerian elements and 
will then be. differentially corrected with the aid of three simultaneous range readings to 
different reference stations. Thereafter, satellite position, whenever required, will be 
calculated from the two most recently corrected position fixes by a variation of Gibb's method. 
At intervals of one minute, the satellite position will be differentially corrected using, range 
data obtained:from scheduled interrogation of three reference stations. See figure 6.3-10. 
Three simultaneous radar range measurements R1 , R2, R3 will be made from the 
satellite to reference stations located at positions (Xi, Yi' Zi: i --1, 2, 3). These same 
three ranges will also be calculated using a satellite position (X,, Ys, Zs) obtained from 
orbital elements of Gibb's, method. -Calculated range from satellite to i the .reference station 
will be­
Ric		 = [Xs- Xi)2 + (Ys-Yi)2+ (Zs- Zi)2]1 2 i =1,2,3 
Let A denote the matrix whose elements are the partial derivatives of the calculated 
ranges with respect to the satellite coordinates, i.e. 
a0 R le/ax s aR l/y s aRl/ Z s 
A = R2c/,X s aR2c/aY s a"R2 c/BZ 
s Rc/OYs OR 3c/Zs 
6-405


SAT. 
1 2 3 
Figure 6.3-10. Position Refinement Measurements 
Then the differential correction method yields corrections to satellite position (AXs, AYs, 
AZ s) as the solution to the linear system: 
X\ RR(s 1
 Ic (A) AY (R= ) 
It can be readily seen that the rows of the A matrix are comprised of the three sets of 
direction cosines associated with the reference station to satellite range vectors. The entire 
process may be iterated until the incremental corrections to satellite position fall below some 
preassigned threshold value. 
6.3. 8. 3 Satellite Position Extrapolation By Gibb's Method. 
Following the method outlined by Cole and Deutsch t , from known satellite positions Rs! 
andR s2 at times tI and t2, a position vector is calculated for t3. 
1 ARS Journal, September 1962 
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Let 
21 
-­
-t2 t1

=31t 3 t 1
 ­
32 = 3 - t2 
Coefficients M and M2 are calculated as follows: 
MI 2r32 1 (T2 - 22)6Rs 
r (21 2


M '31 1 (r2 -r3)
2 21 R3 
s2 
Then the satellite position vector at t 3 is given by: 
-Rs3 = M1 R s l 1 -' M 2 Rs 2 
/z appearing in the'expressions above is the earth' s gravitational constant. It is expected. 
that the satellite position will be differentially corrected once every minute so that the time 
'intervals -involved are of -that magnitude or -less. 
A variation of the method will yield the satellite velocity vector.: With.two known positions 
RS1, Rs2 at times t1 and t2, the velocity vector at time t2 is obtained: 
- RsI - tl) R1 s2 R111]slV=s2- Rst-tl2 t 2 3 R3 + 2R 3 
This is an adaptation of equation 10 in the reference paper. Velocity is used in the 
determination-of the time of fix as outlined in section 5. 
6. 3. 8.4 Attitude Determination. 
By attitude determination, is meant the finding of the E-frame inertial direction cosines 
(or components) of a unit vector presumed to be collinear with the arm of each interferometer 
in addition to a determination of the interferometer scale factor and delay. The orientation 
of the unit vector in inertial space is time varying due to 1) satellite orbital motion, 
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2) satellite rotation and possibly 3) warping of the interferometer arm. Additionally the scale 
factor and delay must be assumed to vary with time. Thus, an attitude fix on the satellite 
is essentially associated with a single point of time. For navigation purposes, there is a 
requirement to know satellite attitude at any given instant of time. Two possible approaches 
toward meeting this requirement are 1) infrequent attitude fixes, accompanied by tracking 
and prediction with the ground data processor 2) attitude determination made so frequently 
that the variations between fixes may be neglected. The -second approach is adopted here, 
satellite attitude being determined nearly simultaneously with every navigation fix on a user 
vehicle. 
See figure 6. 3-11. A set of four independent angle readings on separate ground reference 
stations is necessary and sufficient to, calculate the orientation, scale factor, and delay of a 
single interferometer. Ideally, the four measurements should be taken simultaneously. Since 
this is not possible the interval over which they are taken should be kept as short as the 
measuring process will allow. It will be assumed here that over the duration of the measure­
ment interval, the satellite attitude remains constant. 
The location of each referencestation in a rotating geocentric coordinate system will be 
known. With the X-axis of this coordinate system lying in the plane of the Greenwich meridian, 
the transformation of reference station coordinates to the E-frame involves a rotation of the 
X, Y components through,the Greenwich hour angle. 
e , 0e, 813 814 VI 
9 1j =ANGLE BETWEEN AXIS 
OF INTERFEROMETER 1V2 
AND LINE OF SIGHT TO 
2 4 REFERENCE STATION I, 
Figure 6. 3-11. Attitude Determination Measurements 
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=X' cos e - . sine


m X i m


y .=XI .sinS- y' . cos e 
Z .=Z.
ni ni 
(Xni,Ynm, Zni) is the location of the i th reference station in inbrtial coordinates. The 
corresponding primed quantities.are the known components in the rotating coordinate -system. 
e is the GRA effective at the time of measurement. 
8 =GHA +cot 
Here GHA° is the hour angle of Greenwich at the beginning of the day, t the time of0 m 
measurement and co. the rotation rate of the earth.e 
The components of the satellite-to-reference-station, range vector are obtained from:. 
R =X .- X
x ni s


R =Y . -Yy ni s


R =Z .-Z
 
Z ni s 
where (X Ysz ) is the satellite positionvector at tm, calchlated by the method of 
5 , Sz 
paragraph 6.3.8.3. Next a unit vector iscalculated in the direction satellite-to-ground­
station. 
rX Rx/D, r Y =Ry/D, r =D=R 2 2/-2 z 
D =/Q2 +Ry 2 + R,2x y z 
Unit vectors are calculated in this manner for the four separate ground reference stations. 
They are designated r,,. r 2 , r 3 and r 4 corresponding to reference stations number 1 through 
4; -Denoting by V 1 a unit vectbr collinear with the base line of interferometer number 1 and 
by cos 0' the cosine of the angle this vector makes with the vector rn' the following relations 
nn 
hold: 
V 1 . r1 = cos e, 
V I r2 cos e2 
V1 " 3 = cos a3 

V1 . r 4 = cos 84­
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The effects of interferometer scale factor A, and delay, D, are assumed to be such that 
the actual measurement C is of the form 
C =A(cos B- D) 
Subtracting the unknown delay from each side of the four equations above, then multiply­
ing them by the unknown scale factor A 
AV1 . r 1 -AD=C 1 1 
AV 1 . r 2 - AD = C12 
AV 1 . r 3 - Al = C 13 
AV 1 . r4 - AD = C 14 
Here C i denotes the angle measurement made by interferometer number 1 on the j the 
reference station. This system, of linear equations is solved for the quantities AV 1 , AViv! 
From the first three of these, A is obtained, AV zandAD. 
A (Avx)+ (Vi + (AV)2]'/2


The individual components of the unit vector V1 follow from


(AVI)1 (AVly V (AVlzd 
= ix x- ly A lz A 
= (AD)D follows from D A 
This sequence of calculations is repeated using measurements C21, C22, C23' C24 made on 
interferometer number 2. Direction cosines, scale factors and delays for each interfero­
meter are then stored in computer rmemory for use in the vehicle fix calculations. 
6.3. 8.5 Calculation of Time of 'Fix. 
The precise time assigned to the navigation fix will be defined as the time-of reception of 
the target vehicle angle CW transmission at the satellite interferometers. Since all precision 
time measurements will be made at the ground station this fix time must be calculated from 
such data as the time of receipt of the angle signals at the ground station, the fixed delays in 
various items of equipment and the transmission time from satellite-to ground station. 
Let Tm be the time at which the interferometer measurements are received-at the ground 
station. Denote by SDf. the sum of all hardware time delays in the satellite and ground station 
plus any delay within the data message between time mark and actual angle data. The trans­
mission time from satellite to ground station, tw, is an unknown since the exact position of


the satellite at the time of fix, Tf, is not known.
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Subtracting the fixed ,delays and transmission time from the time of signal, reception at 
the ground station, 
Tf =T m -ED f tw-
The satellite position (Xs, Ys, Zs) and velocity (Xs, Ys, Zs) in inertial coordinates at 
time t = T m -EDf are calculated from two known previous positions using Gibb's method; the 
ground station position (Xg, Yg, Z ) is also calculated for this same time. 
An expression in terms of these variables represents the range from satellite to ground 
station at time Tf, 
2 2 2= 2 
X X + (Y s Y- Y/ (z5 tw Zs- = (Gtw) 
Here C is the speed of light. The motion of the ground station due to earth rotation during 
the time between t and Tf is neglected because it is too small tobe of significance. 
Expanding and regrouping, 
2Me (Xs2+( Ys2 -Ys 2) + ( z s -z922 2t w[ X Ys -Y g) Ys +( 
+ tw s + = tw 
Rewritten in vector rotation witn tne sateinte position vector bemg denotec Dy As ant tie 
ground station-to-satellite range vector by R this equation becomes, 
2 s c t 2wR2_ 2 t(. Rs ) + t w 
or, when transposed 
(C2 _R2) tw2 + 2t R.R - ='08w w s 
The coefficients of this quadratic equation involve quantities which are known or can be 
calculated; its solution, tw, is then entered into the equation Tf = Tm - EDI - tw to yield the 
effective time of fix Tf. 
6. 3. 8. 6 Navigation Fix Calculation. 
It is assumed that for each of the two interferometers mounted on the satellite, the 
inertial direction cosines specifying the orientation of the axis collinear with the base line as 
well as scale factor and delay are available in computer storage. See figure 6.3-12. 
The measurements received from the two interferometers and assumed to be of the form 
C= A (cos e 1- ) 
C2 = A2 (cos e 2 -D 2) 
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72 SAT. 
R 

TGT 
VEH 
Figure 6.3-12. Navigation Vehicle Fix Measurements 
The A's are interferometer scale factors, the D's are time delays and the 8 's represent 
the angles between interferometer baselines and the satellite to vehicle line of sight. The 
problem is to determine the direction cosines (r , ry, rz) of the range vector, given the 
directional orientation of the interferometer axes in inertial space. From the measured-and 
known data, the following equations are set up: 
C 
VxrI + V r+y Vlz= Cose8 = 1/A +D1x 
 
V 2x rx+V2y ry +V 2 z = cos2 +fDrz A2 2 
where (V , -Vy, Vn ) is the set of direction cosines describing the orientation of the effec­
tive axis of interferometer -n ( = 1, 2) at the time of fix. Eliminating rx from these equations 
and obtaining ry in terms of rz, 
ryry=K 1 - ­kI rz 

Substituting this value of ry in the first equation, rx is ontained in terms ot r . 
r
x = x4
2 - k2 rz
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These -values of r and r are then,inserted into the relation 
2 2' 2 
= 1r 2 +r 
x y 
)2 2(Kz -k 2 r z + (K 2-k r )2 + r 
A 2_ 2Br +C= 0 
z z 
where 
2A= l1 +k2 1+ k2 
B = K1 kI + K2 k2 
C =K+K -12 
The roots of this quadratic yield 'two values of r and thus two, sets of direction cosinesz 
(r , Ty, rz), each of which represents the components of a unit vector. The scalar product 
of each of these unit vectors with th*e satellite position vector is calculated; the set of direc­
tion cosines yielding a negative product is taken to be the "true" set associated -with the sat­
ellite to vehicle range vector. 
r Rsx +r R y +r z Rsz < 0 
The measured range to the target vehicle <R is obtained from an independent radar deter­
mination. After conversion to units of earth radii, multiplication by the respective direc­
tion cosines rx, etc, will result in the inertial range vector components. 
Rx =Rr r;y
 Rry' Rz RrrR x';R 
Components Xn Y, Z of the target vehicle position vector at the time .of fix are simply 
the sums of the corresponding satellite position. and satellite to vehicle -rangecomponents. 
Y= = R +RYn 'sy y


Zn 
 Rsz + z


Geocentric latitude of the target vehicle is given by


-
/= tan [ --­
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From this geodetic latitude can.be obtained as 
'tan-' [t an 11 (1 f 
where f is the flattening of the earth. 
Inertial longitude (right ascension) of the vehicle is obtained fror 
-
= tan I (X, Yn 
where the notation signifies four quadrant determination of the angle 
This -isconverted to geodetic longitude 
X= XI- GHAo_ etf' 
Here GHA0 is the Greenwich hour angle for 0000 hrs. UT on the day of fix; We, the rota­
tional rate of the earth; and tf, the time of fix. Since altitude is not determined, the fix out­
puts will be 4 and Xafter conversion from radians to degrees, and nimutes. The five quanti­
ties tf, ; , min, x and Xmin are the final navigation fixoutputs. 
6.3.8.7 Interferometer Ambiguity Resolution 
The inner pair of antennas are separated by 6 wavelengths and constitute a channel for 
coarse measurements. The output of a counter associated with this channel will be equiv­
alent -to 4 radians of phase difference. The total phase difference is 
C, = :k 2n n=0, 1, 2 
yielding 5 possible values of ci The outer pair of antennas, constituting the vernier channel, 
will have its own count equivalent to a phase difference Ov' where 0_54v_ 2 r radians. Total 
phase difference for the vernier channel will be 
= Ov k2 m, m>nPv 
1etting Lv, Li denote the spacing between outer and inner antenna pairs respectively, then 
L 
__1%= 
 
v L. 11 
Of all possible values of ci'y, 5 will correspond to the possible values of multiplied by.i 
the ratio Lv /LI. The remaining problem is that of selecting the correct value of (v. 
Onie possible approach to this 'problem would utilize an apriori rough estimate of vehicle 
position, obtained from the traffic control system or by extrapolation from previous position 
information retained in data memory. The interferometer measurements expected to be 
received from such a position could be calculated and by comparison therewith, the spurious 
values associated with ambiguities could be eliminated. 
An alternative to be explored involves the computation of 'position fixes corresponding to 
the several ambiguities using only angle data and an assumbd sphericity of the earth, followed 
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by elimination of the spurious fixes on the principle that the calculated ranges associated with 
them would differ appreciably from the measured radar range. 
A solution, though undesirable, is to mount a third interferometer having antennas sepa­
rated by a half wavelength on the satellite. It is recommended that the above two alternatives 
be more thoroughly investigated before adding the additional weight to the satellite. 
TABLE 6.3-5


E-FRAME COORDINATE EQUATIONS


1) 	 P = 5069.4 a3 /2 
2 = (t - tp)


3) M = E-esinE


4) sinV - 1e sin E


I ­e cos E
1-ecosE
5) 	cosY - T-cosE

6) 	 Rs =a( - ecosE) 
7) 	 Xs = Rs~cosfln cos (wp +V) - cos i sinfln sin,(wp +V)]


Ys, = Re [sin2n cos (wp + V) + cos i cosn n sin (wp + V)]


Zs 	 = Rs sin i sin (wp+ V)

P = satellite period seconds


a = semi-major axis


M 	 = mean anomaly 
E 	 = eccentric anomaly

e 	 = eccentricity

V = true anomaly


Rs = length of' satellite radius vector 

Xs,Ys, Zs = satellite coordinates in E-frame 
6. 3. 9 Housing and Layout 
6.3.9.1 Site Planning. 
The ground control station should be situated in the center of several hundred acres of 
level terrain, free of projecting structures which may interfere with a line of sight path to 
the horizon. The control building shall be surrounded by at least three tracking antennas. 
6.3.9.2 	Antenna Spacing 
The tracking antennas shall be placed far enough apart and in such a manner as to prevent 
masking of the satellite signals by each other at elevation angles above 5 degrees. Trees 
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must be cleared to avoid interference at low angles. For the same reason any commercial 
power lines shall be placed underground as they approach the control building. 
6.3.9.3 Control Building 
The control building may be considered as being made up of three areas. One area will 
contain heating, power and utility equipment for the control building and the outlaying track­
ing antennas. Another area will contain the communications terminal equipment which will 
link the control station with traffic control, and other control stations. The third area will 
contain the ground station control consoles, antenna pointing computers, and other computing 
and buffering equipment necessary to formulate outgoing messages and process incoming 
messages. 
6. 	 3. 9. 4 Air Conditioning and Heating 
Neither the equipment nor personnel heating, cooling, or humidity control are expected to 
present much of a problem. Electronic equipment operates very efficiently in a stabilized 
ambient of 60 degrees to 85 degrees F. and low humidity. Most people are comfortable at 
about 72 degrees F. and 50 percent relative humidity. 
6. 3. 10 Ground Station Power 
6.3.10.1 	 Requirements


The power requirements of the ground station will be divided into three classes:


a. 	 Primary Essential Services 
b. Secondary Essential Services 
c. Utility Power


The primary essential services consist of items such as:


a. 	 Computers 
b. 	 Buffers 
c. 	 Receivers 
d. 	 Transmitters 
e. 	 Tracking Antennas 
f. Emergency Lighting


The secondary essential services consist of items such as:


a. Radome Blowers


b, Equipment Air Conditioners


c. Equipment Heating


Utility Power consists of items such as:


a. 	 Regular Lighting 
b. Personnel Comfort Air Conditioning or Heating 
c. 	 General Housekeeping Power. 
For the primary essential service to each of the three radomes, commercial power of


480 volts, 3 phase, four wire will be used. The backup to commercial power will be a
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150 KW to 300 KW No-Break Emergency Power Generating Set (described in a subsequent 
section) for each of the three radomes, and a 50 KW No-Break Emergency Unit for the com­
puter building. Any interruption of this power is intolerable, therefore; the system recon­
mended will provide for no interruption of operation regardless of failures of commercial 
power. 
The secondary essential servites are those for which an interruption of prime power is 
tolerable for a period of up to 10 minutes, but not desirable. For this service, manual start 
generators will be used, as.a back-up to commercial power except where time is 'a critical 
function, such as power for the radome blowers. In this case, an automatic starting unit 
which will respond to either or both an undervoltage or under frequency will be used. Since 
the probability of human error is greatest during the first few minutes of an emergency, 
this system is designed to perform all time-critical functions automatically. 
The utility service will also be provided with a back-up of manual start generators and a 
primary service of commercial power. 
To protect such items as the computers and data circuits from input voltage fluctuations, 
,an induction regulator will be used to regulate AC power to the receivers, transmitters, com 
puters and data processing equipment. The induction regulator will be designed to compress 
any voltage variation between ±50 percent to ±1..5 percent of nominal voltage. 
For -the secondary essential services and utility power, under voltage relays will cause 
the primary line circuit breakers to open and the emergency breakers to close. Audible and 
visible alarms 'powered from batteries will sound when a power failure occurs. When 
commercial power reaches 95 percent of normal, a transfer back to commercial power will 
be implemented automatically after a preset delay. 
6.3.10.2 No-Break Emergency Power Generator Set 
The generating set will consist of a diesel engine coupled through a heavy-duty induction 
clutch to a flywheel, induction motor and brushless generator. All rotating components will 
be connected by flexible couplings. 
During normal operation, the electric motor receives power from the incoming commer­
cial power source and, drives the inertia flywheel and generator at a-constant speed. The 
generator will feed the critical load of preferred power distribution panel. 'There will be no 
electrical connection between utility power and the critical load. In the event of commercial 
power failure, or dip in voltage, below 90 percent of normal value, controls will function to 
disconnect the electric motor from the commercial source; and the induction clutch is ener­
gized connecting the engine driveshaft to the inertia flywheel. The energy of the rotating 
flywheel shall instantly crank and start the engine, and the engine, and the engine shall then 
drive the generator with no interruption in the voltage supplied to the load. 
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Generator voltage shall be maintained within plus or minus 2 percent of normal output 
voltage during normal power service, during any fault condition, during any automatic transi­
tion period, and during diesel operation. 
The generator shall maintain at all times a frequency of 60 cycles per second within plus 
or minus 1. 0 cycle per second during operation from the electric motor or diesel engine. 
During transition from diesel engine to electric motor or vice versa, frequency dip shall not 
exceed 2. 0 cycles per second. 
6.3. 10.3 Switchgear 
Switchgear will be selected from standard commercial switchgear with conservative 
application. All lines will be protected with circuit breakers and all motor loads will be 
handled with standard line contactors and breakers. Sufficient indicators and voltage and 
frequency measuring devices coupled with audible and visible alarm and warning devices will 
be used to reduce the chance of human error to a minimum. 
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6.4 REFERENCE STATION 
6. 4. 1 Introduction 
This section of the report discusses the reference station each of which contains a trans­
'ponder placed at a specific known point on the earth's surface to serve as a reference point 
for calibrating the interferometer attitude of the Navigation Satellite. These stations will make 
it possible to determine satellite orbital data when the system becomes operational. For 
worldwide coverage, approximately twenty four stations, strategically located, will be required. 
There will be no need for these stations to. be manned, since adequate redundancy and auto­
matic substitution techniques will be employed to assure maximum reliability. 
6. 4. 2 Equipment 
The equipment used in the reference stations will be a re-packaged version of the vehicle 
transponder. 'Figure 6.4-1 'is a simplified block diagram of the station. The components used 
will be identical to those for the user vehicle, except that the "L" band antenna will -be a 
tracking type 'of antenna, rather than omni-directional. The data processing and display equip­
ment of the user vehicle will be deleted, since only identification codiig and gating capabilities 
will be required for the, transponder operation. 
6.A.3 Antenna 
For the simplest, least expensive installations, the reference station antenna(s) will be the 
same omni-directional antenna(s) employed on the vehicle (Section 6.2.2). However, to in­
crease the accuracy of system calibration for the special users (6. 2. 2.3) the gain of the "L" 
band antenna can be improved by approximately 10 db. There are two possible approaches to 
improving the antenna gain, both of which'tend to increase the cost of the reference station. 
'6. 4. 3. 1 Conventional Tracking 
The simpler approach to increased accuracy, is the use of small tracking dishes (approx. 
2 ft. diam.) with very coarse pointing data which is transmitted to the station by the VHF 
data channel and received via an omni-directional antenna. Since the beamwidth of a 2 foot 
antenna at " L"1 band frequencies is about 40 degrees, continuous tracking datawill not be re­
quired.- The hemisphere surrounding the station can be-divided into approximately 20 sectors, 
wherein the gain of 'the antenna will equal or exceed 10 db, and the antenna drive can be made' 
,to track in increments corresponding to these sectors. The ground station, upon acquisition 
of a satellite, can then compute the appropriate sector for the reference stations in its cover­
age area and transmit this information in coded form to each station. The segment -data will 
be updated three to five times during each satellite pass, and 26 bits of data will be used each 
time this function is performed. 
6.4.3.2 Electronic Scanning 
Recently, a new approach to eliminate the problem of mechanically tracking adirective


antenna on interplanetary spacecraft has been advanced. It consists of a planar array of


radiating elements which are triggered by an approaching signal in such a phase relationship
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F.igure 6.4-1. Statiogx Simplified Block Diagram. 
that sensitivity, oriented in the direction of the arriving signal results. This concept can be 
applied to the reference station; however considerable development will be required to pro­
vide hemispherical coverage. Its cost, compared to the conventional tracking system des­
cribed above will be high, but it will afford the advantage of eliminating moving parts, and 
consequently will not require as much computer capacity, data channel capacity and data 
processing in equipment at the reference station as that needed for conventional tracking 
antennas. 
6. 4. 4 Transponder Repeater 
The transponder repeater will be identical to that of the transponder receiver described 
(in paragraph 6.2.3) for the user vehicle equipment. The reference station transponder re-. 
peater will operate at a higher signal to noise ratio than user vehicle equipment, due 'to. the 
use of high gain reference station antennas. The packaging,of the reference"station equipment 
will be somewhat different from, that of the vehicle. However, to take advantage of mass ,pro­
duction economy, the same units that are produced for the user vehicle equipment (such as the 
IF strips, the mixers, and the circulators) will be used for both types of equipment. 
6. 4. 5 Data Processor 
The functions. which will be performed by the Data Processor are: 
a. To'receive and decode incoming message~at the required bit rate. 
b. To format the reference station identification code.


The equipment needed to perform these functions are shown in Figure 6. 4-2.
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Figure 6.4-2. Reference Station Equipment. 
6.4.5.1 The Reception and Decoding of Incoming Messages. 
Information received from the pulse shaper is serially read into the input Shift Register. 
When sync recognition occurs, the clock gating and control logic permits a pulse train to 
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drive the program counter and to act as the shift clock for the input shift register. This 
shifting of the ISR is continual throughout the message. ISR decoding gates in the message 
decoder and control logic are time gated by outputs from the program time decode gates to 
provide a source of control signals for the control logic. The output of the last flip-flop in 
the ISR is.coupled.through logic channels to the areaprodessor at selected times. 
6.4.5.2 	 Reference Station Identification Code Message Formation 
Generation of an identification dode i's initiated by a program time decode gate which per­
mits a 10 KC clock to trigger a 10 flip flop Binary Counter. The time gates generated by the 
timing decode and control logic govern the inputs to the message shift register, and the switch­
ing controls for the RF front end of the user vehicle equipment. The different bit rates of 
incoming and outgoing messages. prevents utilization of logic for more than one message rate. 
The necessity of understanding all parts of the incoming message also precludes the sharing 
of logic. 
'The output of the message shift register goes to the modulator. 
6.4. 6 Power Supply 
The power supplies for the reference station will be the same as those for the user vehicle. 
Although less power is consumed by the reference station equipment than is needed for the 
user vehicle ,equipment, the power requirement differential is not sufficient to justify the 
expense of designing separate power supply units for the two facilities. 
6.4.7 Reference Station ilousing 
6.4.7.1 	 Location


All reference station sites shall be selected in areas which are protected from bresent


and/or anticipated sources of rf interference (paragraph 6.3. 9-1).


Each ground control station will house one reference station. Wherever possible, addi­

tional reference. stations will be housed by cooperating universities, research centers,, and


similar institutions. Such institutions will consequently, have an ideal opportunity to conduct


earth-space rf'propagation research experiments. 
When necessary, a reference station can be housed in a remote area, and will be completely 
automated, although it will include the necessary accommodations to logistically support.a 
maintenance crew. 
6.4.7.2 	 Weather Protection


In order to achieve the maximum degree of reliability, the electronic equipment in each


reference station will be protected from extremes of temperature and humidity. No special


construction 	 technique will be required to accomplish this.


Size


An 8' x 10' area will provide enough floor space to accommodate the operational and


service equipment required 'by each reference station.
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6.4.7.3 
7. SYSTEM DESIGN INTEGRATION


7. 1 NUMBER AND DISTRIBUTION OF GROUND STATIONS 
This section lists three proposed ground station groupings arranged in an optimum 
octahedral distribution. Absolute requirements in site location are: a. land areas (excluding 
the polar regions) and b. iOQ% world coverage. Requirements recognized as desirable but 
not absolute are: a. large, non-remote land areas, b. one, at minimum, in the U. S.A. and 
c. 	 none in the USSR or China. 
-Locations were based' on a radius of coverage for satellite altitudes of 6000 nmt and a 
minimum elevation angle of 50. Optimum and non-optimum station groupings other than those 
listed below are assumed to exist. 
PROPOSED LOCATIONS 
Group A Group B Group C 
Argentina Ecuador Japan 
Aral Sea Region/USSR Nova Scotia kerguelen Islands/ 
France 
Virginia/USA India Tahiti 
Naysaland New Zealand Paraguay 
Hawaii South Africa Virginia/USA 
Australia Midway Islands Sudan 
Group A has the unique'advantage of two locations on US soil but includes ohe USSR location. 
Group B excludes both the USA and USSR. Other six stationgroups proved similar to 
Group C where small remote island areas make site location questionable. The method used 
to indicate possible site locations was crude but time saving. Use was made of the equation 
(from Appendix B) 
h +R0 cos E 
Ro cosTd0 +E 
E = minimum station elevation angle 
h 	 = altitude
where 
Ro = earth'-s radius 
do =great circle radius of satellite coverage 
r h =6, 000. nmi 
for Ro = 3,440 nmi 
E = 5* 
° d. = 632f 
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Six wire circles were constructed of radius d and mounted on a world globe. The circles 
were loosely joined together, as shown in figure 7-1 using string, such that no manipulation 
would reduce any triple overlap area to zero. This guaranteed 100?, -worldcoverage. The, 
six circles were then nianipulated over the globe until land areas appeared at the centers of 
each circle. These land areas.then became station locations. 
STRIPLE OVERLAP AREA 
A,B,C ARE POINTS- JOINED 
TOGETHER


(ONLY 3 CIRCLES AND ONE BOUND 
OVERLAP ARE SHOWN) 
Figure 7-1. Ground Station Location 
7.2 FREQUENCY ALLOCATIONS 
7. 2.1 General Requirements 
The.Navigation Satellite System described in this report requires several worldwide 
frequency allocations in the VIIF and UH1F'bands to provide channels for the-operational radar, 
data and maintenance telemetering and developmental tracking, and telecommand and tele­
metering. Specifically, the following links are required, 
Channel From To Functions 
Operational 
1 Ground Control Satellite (1) Radar Ranging (2) Data 
2 Satellite Vehicle Data 
3a Vehicle Satellite (1) Radar Ranging & Angle (2) Data 
3b Vehicle Satellite Data 
4 Satellite Ground Control (1) Radar Ranging & Angle (2) Data 
5 Satellite Vehicle Radar Ranging 
Developmental 
6 Tracking Net Satellite (1) RARR- Tracking 
,(2) Telecommand 
7 Satellite' Tracking Net (1) RARR Tracking(2) Autotrack 
(3) Telemetry 
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'The description of the specified channels are as follows: 
a.' Channel 1. This link shall utilize a high gain ground-tracking-antenna and under 
'suitable regulations,this ,channel can be shared with other 'terrestial and perhaps, space 
services. Since this link 'carries the radar ranging pulses, it must be above 'about 800 to 900 
MC to avoid a serious range error due to ionospheric refraction. The upper frequency limit 
is not critical and can be as high as'7 GC before propagation medium limitations occur. But, 
'hardware availability and economy indicate an upper limit of about 3 GC is more desirable. 
b. Channel 2. Only data is carried by this link, therefore; ionospheric refraction does 
not preclude lower frequency operation. In fact, since the satellite and vehicle antennas are 
wide beamwidth with their gain effectively constant with frequency, it is necessary to operate 
this channel as low as possible to minimize satellite power. However; below about 100 MC, 
extraterrestial galactic noise rises to a level that the satellite power requirements again 
begin to rise. Since this channel uses wide coverage antennas on both the satellite and' 
vehicle, it is required that the channel be a world-wide clear channel and not shared with 
-other services to avoid mutual-interference problems. 
c: Channel 3. 
 Since this channel carries radar ranging and angle pulses, the lowest
 
feasible frequency as described for channel 1 is 'in the order of 800 to 900 MC. However,


it also employs wide beamwidth antennas, similar to Channel 2, which causes the transmitter


power on the vehicle to increase as the square of the frequency. Thus, little latitude of


choice is available and the-optimum frequency is in the vicinity of 900 to 1100 MC. A secondary


choice would be for the frequency to go as high as, 1500 to 1600 MC realizing, that more than


twice the vehicle power would be required. Again this channel, the same as channel 2, can­

not be shared with other services.


d. Channel 4. The "down-link" from the satellite to the ground control station carries


all the radar range and angle information as well as data relayed from the vehicle. The


frequency for this link is required to-be between 800 MC and 3GC for the same reasons as


It also can be shared'with other terrestial services under'suitabledescribed for channel 1. 

regulations since a highly directive ground antenna is employed. 

This channel is similar to channel 2 sinceit employs wide coverage
e. Channel 5.' 

antennas and thus shall use the lowest possible frequency to conserve satellite power. How­

ever, it carries radar range pulses and therefore, shall operate above 800 to 900 MC. For


the same reasons as channel 3, there is little choice of frequency other than about 900-1100MC.


Operation at 1500 to 1600 MC would impose high power requirements on the satellite. Again,


this frequency is required to be an exclusive world wide allocation.


f. Channel 6 and 7. Four channels are required for the Developmental (or pre­

operational phase of the program. The precision tracking requirements for orbit injection


require the use of the Goddard Range and Range Rate System which operates on the


136-137, 148.25, 1700-1710, and 2271 MC space research frequencies.
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7.2.2 Available Allocations 
The conference called by the International Telecommunications Union (ITU) in Geneva in 
October 1963, resulted in the allocation of frequencies for various space services including 
radio navigation for satellite and space research. These allocations become effective on 
1 January 1965 with additional time (extending to 1 January 1970 in some cases) for various 
administrations to re-allocate certain other services presently operating in the specified 
'bands. The only applicable operational allocations made by the ITU for the Radio Navigational' 
Service are shbwn in Table 7-1. These freqdencies can be shared by maritime, aeronautical 
and land mobile services. Only the 149.9 - 150.05 MC band has the possibility of technically 
satisfying the needs of the system under study. Even this frequency has certain disadvantages: 
a.. it requires approximately 3 db more satellite power than the 110 MC frequency currently 
assumed and b. it would require sharing the band with an existing navigation satellite system. 
TABLE 7-1


RADIO NAVIGATION-SATELLITE SERVICE


(Maritime, Aeronautical, LandMobile Services)


149.9 - 150.05 MC Cessation date for fixed and mobile 
services in these bands is 1 January 
399.9 - 400. 05 MC 1969 except in a number of European 
14.3 - 14.4 GC countries and. Cuba. 
It can be seen that there is no suitable frequency allocated'for the radar system since 
it is required that the system operate at a frequency of about 1 GC or compromise 
satellite and velicle power with ionospheric refraction errors. 
Lacking suitable operational frequencies in the present allocations, the system require­
ments for a set of worldwide frequencies to be shared by maritime, aeronautical, and land 
mobile services shall be found by considering frequencies allocated to other services and 
looking to the next Plenary Conference in 1966 as an opportunity-to define and request 
frequencies suitable to the navigation satellite. The presently allocated space frequencies 
are not considered inflexible, and future ITU conferences will undoubtedly offer opportunities 
to make revisions commensurate with the advances in the state of the art and needs of the 
moment. 
Tentatively, the frequencies chosen to exemplify the' system design concepts contained 
in this document are as. acceptable as any other frequencies for the purpose. The impact 
of using other frequencies, as a result of official allocation problems, are discussed in this 
section and in other pertinent sections of this report. 
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7. 2. 3 Aeronautical Services 
Table .7-2 shows the frequencies applicable to an operational Radio Navigation Satellite 
System used exclusively by the Aeronautical Services. The 1540-1660 MC band can be used 
for the radar system with two major disadvantages. First, it would require approximately 
twice the power in the satellite transmitter and the vehicle transponder than the approximate 
I GC frequency; and second, the transmitting tubes on the vehicle can no longer be an inex­
pensive tetrode. 
TABLE 7-2

AERONAUTICAL RADIO NAVIGATION SERVICE

(EXCLUSIVE LY AERONAUTICAL- SPACE) 
1540 - 1660 MC These bands are reserved on a worldwide basis for the 
4200 - 4400 MC development of airborne electronic aids to air naviga­
5000 - 5250 MC 
tion and any directly associated ground based or satellite 
borne facilities. They are also allocated to the aero­
15.4 - 15.7 GC nautical mobile (R) service for the use and development 
of systems using space communication techniques. 
The data link can use the frequencies designated in Table 7-3 and are entirely suitable for 
the system. 
TABLE 7-3 
AERONAUTICAL MOBILE (R) SERVICE 
(EXCLUSIVELY AERONAUTICAL- SPACE) 
117. 975 - 132 MC This band is currently in use on a worldwide basis for 
aeronautical mobile (R) service. 
132 	 - 136 MC This band. has been further authorized (1963) for the 
use and development for this service of systems using 
space communication techniques. It is initially 
limited to satellite relay stations of the aeronautical 
mobile (R) service. 
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In addition to tables 7-2 and 7-3 which open to space systems, the allocations in 
table 7-4 are also for exclusive aeronautical use but are restricted to non-space systems. 
the frequencies currently under study in the' program lie within these ailocations for both the 
data and the radar systems. It is possible, that specific frequencies suitable to the system 
can be negotiated within these bands at some future conference. The frequencies of 149. 0 ­
150 05 and 399.9 - 400.05 MC were allocated to the radio navigation satellite service in the 
1963 Conference had originally belonged to other services when the AN/BRN-3, system was 
originally proposed several years ago. Since the Aeronautical Services will be an outstanding 
beneficiary of the system, it may not be difficult to open the specific frequencies required to 
system operation. 
TABLE 7-4


ON-SPACE AERONAUTICAL SERVICES


(EXCLUSIVELY AERONAUTICAL)


108 - 117. 975 MC 	 Aeronautical radio navigation (worldwide) 
138 - 143. 6 MC 	 Aeronautical mobile (region 1; fixed, mobile and radio 
location in regions 2 and 3} 
960 - 1215 MC 	 Aeronautical radio navigation (worldwide) 
1300 - 1350 MC 	 These bands are restricted, by the Aeronautical Radio 
Navigation Service to the use of ground-based radars 
and associated airborne transponders that transmit 
only in this band and only when actuated by radars in 
the band. 
7.2.4 Space and Space Research Services 
Table 7-5 shows a number of allocations designated for the space and space research 
services. Particularly, the 136 - 138 MC bandL can be used for the data and the 900 - 960 MC 
band can be used for the radar system with little change-from the current system concepts and 
parameters under study. In addition,, the 143.6 - 143.65 MC and 1427 - 1429 MC (or 1525 ­
1535 MC) can similarly be used -withthe disadvantage previously discussed for similar 
frequencies in paragraph 7.2. 3. 
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TABLE 7- 5 
SPACE SERVICE - SPACE, RESEARCH SERVICE 
136 - 138 MC 	 Space research (telemetering and tracking) band and is 
shared with fixed and mobile services, in regions 1 and 3. 
The space, space research (telemetering and tracking) 
is to be used mainly for research concerning the es­
tablishment, technical improvement, and maintenance 
of operational space system. This band is shared with 
other services in Australia and parts of Europe, Africa, 
and the Far East. 
143' 6 - 143. 65 MC 	 Space Research (telemerering ana tracnngj nana ana 
is shared with other services in all three regions of 
the world. 
267 - 273 MC 	 Space (telemetering and'tracking) band and is-shared 
with fixed and mobile services in all three regions of 
the world. 
400. 05 - 401 MC Space Research (telemetering and. tracking) band and 
is shared with meterological aids and meterological ­
satellite services in all regions and with other services 
in parts of Europe and United Kingdom. 
401'- 402 MC 	 Space (telemetering and tracking) band and is shared 
with meterological aids. services inall regions and 
fixed and mobile servic6s'in some parts of the world. 
900 - 960 MC 	 Specific portions of this band cab be used on a sec­
ondary basis for-experimental purposes and space 
research. The primary allocated services in each 
region are varied. 
1427 - 1429 MC 	 Space (telecommand) band and is shared with fixed and 
mobile services in all three regions of the world. 
1525 - 1535 MC 	 Space (telemetering and tracking) band and is shared 
with fixed and mobile services in, various parts of the 
world. 
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Channel 1 
APPLICATION FOR RADIO FREQUENCY AUTHORIZATION ,74 OFS1i/7/64 	 PRPARTION 
2. SECURITY CLASSIFICATION OF FREQUENCY 	 AS ASSIGNED 3. CONTRACT NO. 4. PROJECT NAME/NO. 
Unclassified 	 N-ASw-785 Navigation Satellite System 
5. FREQUENCY REQUIRED (Ko/e) (MCA) (c/) 	 A. OANDWIDTHGCC/a) & EMISSION 
Between 900 and 1215 Me/s 250 Kc/s (inol. guard band) P-9 
0. PEAK PULSE POWER 	 C. AVERAGE POWER 
50 watts (nominal) 	 Variable 5 to 50 watts 
D. 	 PULSE DURATIONS(SiiOSCrndad) 	 E. PULSE RECURRENCE RATE 
Variable to approx. 80 000 Variable - 9 to 49 per second 
F. RANGE IN NAUTICAL MILES 	 G. HOURS OF OPERATION 
8500 	 Unlimited 
H. CALL SIGN REQUIREMENT 	 I. CATEGORY OF STATION 
Radio navigation (fixed) 
6. TYPE OF ANTENNA A. DIRECTIVITY OF ANTENNA B. BEAMWIDTH OF AZIMUTH C. BEAMWIDTH IN ELEVATION 
Reflector 	 Conical Beam Approx. 10 Approx. 10 
7. TRANSMITTER NOMENCLATURE A. TUNABLE FREQUENCY RANGE B. METHOD OF FREQUENCY CONTROL 
TRANSMITTEROFDevelopmental To be detefmined 	 Precision Standard 
5. 	 'TRANSMITTER 	 LOCATIONS 
(I) 	 NO. TO BE EMPLOYED (2) LOCATION (Names of nearest cities and geographicalcoodinates-to nearest 
minte.)A. HXED 
6 (max) 	 To be determined 
(1) NO. TO BE EMPLOYED (2) AREA (Enter the radius in miles with respect to a fixed geographical coordinates.) 
.		 OBILE None 	 --
AIRBORNE III NO. TO SE-EMPLOYED (2) 	 ALTITUDE AND AREA (Include type otoperation, i.e. air to air,air to goun4

space to ground, etc.)
c. 	 AND/OR 

'SPACE None 

9. 	 JUSTIFICATION, EXPLANATION AND REMARKS. THIS'IS THE MOST IMPORTANT SINGLE ITEM IN THIS APPLICATION.

(Explain why this particularFreqancyor Band is necossay and shy an existing assliment cannot be shared Continue

on additional sheefs) of axIO'"paper.) 
This channel will utilize a high gain ground tracking antenna and under suitable regulations could be shared with other 
terrestial and perhaps space services. Since this channelcarries the radar ranging pulses, It must be above about 900 Mc 
to avoid serious range error due to Ionospheric refraction. The upper frequency limit is not critical andmight beas high as 
7 Go. before propagation medium limitations occur except that hardware availability and economy Indicate an upper limit of 
at ott 3 GIIs more desirable. 
10. TYPED NAME OF CONTRACTOR REPRESENTATIVE'I A. ADDRESS 
II 	 TYPED NAME-OF NASA' REPRESENTATIVE 	 A. ADDRESS 
12. SIGNATURE OF' AUTHORIZED NASA PROJECT MANAGER A. OFFICE CODE B. ADDRESS 
13. DATE AND LENGTH OF TIME REQUIRED 14. IDENTITY NO. I5.SIGNATURE OF AREA FREQUENCY COORDINATOR 
16. 	 TYPED NAME OF NASA;FIELD INSTALLATION FREQUENCY A. SIGNATURE OF RESPONSIBLE FREQUENCY MANAGER

MANAGER RESPONSIBLE FOR ALL ENTRIES ON THIS

APPLICATION

B NASA INSTALLATION FREQUENCY MANAGERS THROUGH WHOM APPLICATION IS ROUTED. 
(1) NAME 	 I2) NAME 
NASA FORM566 AUG 6 
Fieure 7-2. Anlication for Freauenev Authorization. Channel 1 
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I. DATE OF PREPARATIONAPPLICATION, FOR RADIO FREQUENCY AUTHORIZATION 1/7/64 
2. SECURITY CLASSIFICATION OF FREQUENCY AS ASSIGNED 3. CONTRACT NO. 4. PROJECT NAME/NO. 
Unclassified 	 NASw-785 avigation Satellite System 
5. FREQUENCYRQUIRED(KC/8)(MsC/)(GC/) 	 A. BANDWIDTHO(C/S1) & EMISSION 
Between 108 and 136 Mc/s 	 15 Ko (incl. guard band) P- 9 
B. PEAK PULSE POWER 	 C. AVERAGE POWER 
75 w (nominal) 	 Variable 2 to 75 watts 
D. PULSE DURATIONS(MitOsecrnds) 	 E. PULSE RECURRENCE RATE 
F. RANGE IN NAUTICAL:MILES 	 0 . HOURS OF OPERATION 
8500 	 Unlimited 
H. CALL SIGN REQUIREMENT 	 I. CATEGORY OF STATION 
Radio Navigation (Space) 
6. TYPE OF ANTENNAA. OIRECTIVITY OF ANTENNA 0. BEAMWIDTH OF AZIMUTH C. BEAMWIDTH IN ELEVATION 
-ConicalConical Spiral 	 Beam Approx. 600 , Approx. 600 
7. 	 TRANSMITTER NOMENCLATURE A. TUNABLE FREQUENCY RANGE B. METHOD OF FREQUENCY CONTROL


OF TRANSMITTER


Developmental 	 Fixed AF'C/Precision Std. 
a. 	 TRANSMITTER LOCATIONS 
(I) NO. TO BE EMPLOYED (2F-LOCATION (Name& of neatest Cities and geographic[ coordinates fo-nea test 
A.'FiXED minute.)
None 
(1) NO. TO BE EMPLOYED (2) AREA (Enter the radius in miles with respect to a fixed geographicaicoordfnates ) 
s. MOBILE None 
AIRBORNE 'I) NO. TO BE EMPLOYED (2) 	 ALTITUDE AND AREA (Include type et operation, I.o. air to air*air to ground,


spaceto ground, etc.)
c. AND/OR 
SPACE 8 	 6000 ni altitude -- Space to Mobile 
9. JUSTIFICATION. EXPLANATION AND REMARKS. THS IS THE MOST IMPORTANT SINGLE ITM IN -MIS APPLICATON. 
(Explain why this particular FrequVncy or Bandis necessary and why an existing assignment cannot be shared Continue 
on addtlonal sheet ) of xIOWI paper.) 
Only data is carried by this channel, therefore ionospheric refraction does not preclude operation in the VMF band. In fact, 
since the satellite and vehicle latennas are wide beamwidth with gain effectively constant with frequency, It is necessary to 
operate this channel as low as possible to miminize satellite power. However, below about 100 M extraterresfal galactic noisec 
rises ,at such a rate that the satellite power requirements begin to rise. Since this channel uses wide coverage antennas on both 
the satelliteand vehicle, it must be a world-wide clear channel, not shared with other services, to avoid mutual interference 
problems. 
' 10. TYPED NAME'OF CONTRACTOR REPRESENTATIVE A. ADDRESS 
It. TYPED-NAME OF NASA REPRESENTATIVE 	 A. ADDRESS 
12.SIGNATUREOF AUTHORIZED NASA PROJECT MANAGER A. ERESS 
13.DATE AND LENGTH OF TIME REQUIRED 14.IDENTITY NO. 	 15. SIGNATURE OF ARE FREQUENCY COORDINATORD 
16. 	 TYPED NAME OF NASA FIELD INSTALLATION FREQUENCY A. SIGNATURE OF RESPONSIBLE FREQUENCY MANAGER


MANAGER RESPONSIBLE FOR ALL ENTRIES ON THIS


APPLICATION


B. NASA INSTALLATION FREQUENCY MANAGERS THROUGH WHOM APPLICATION IS ROUTED.


.(1) NAME I2 NAME


NASA FORM 566 AUG SI 
Figure 7-3. Application for Frequency Authorization, Channel 2 
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ufannel 1 
APPLICATION FOR RADIO FREQUENCY AUTHORIZATION I1. DATE OF PREPARATION 
. /Z/642. SECURITY CLASSIFICATION OF FREQUENCY AS ASSIGNED 3. CONTRACT NO. 4. PROJECT NAME/NO. 
Unclassified 	 NASw-785 Navigation Satellite System
S. FREQUENCY REQUIRED (Kc/e)(MOM/slc1/0) 	 A. BANOW.IDTH(WS) & EMISSION 
Between 900 and 1215 Mc/s 	 250 K (icli offset & guard band) P-9 
B 	 PEAK PULSE POWER C. AVERAGE POWER 
3. 6 KW Nominal 	 Variable 12 to '35 watts 
D. PULSE DURATIONS(MIOSCOids) C. PULSE RECURRENCE RATE 
3400 or 9600 	 One per second (per transmitter) 
F. RANGE IN NAUTICAL MILES G. HOURS OF OPERATION 
8500 	 Unlimited 
H. CALL SIGN REQUIREMENT 	 I CATEGORY OF STATION 
_ 
_ _Radio Navigation (Mobile & fixed)

TYPEOF ANEA A.ORCIIYOFATNA B EAMWIOTN OF AZMTH C. OEAMWIOTI4 
 IN ELEVATION 
To be determined Hemispherical 3600 Approx. 1800 
7. 	 TRANSMITTER NOMENCLATURE A. TUNABLE FREQUENCY RANGE B. METHOD OF FREQUENCY CONTROL

OF TRANSMITTER

-fDevelopmental 	 To be determined AFC/Crystal Ref. 
B. TRANSMITTER LOCATIONS 
(I) 	 NO. TO BE EMPLOYED (2) LOCATION (Names of neatest cities and georaphlcaf coordinate. to neaes 
A. FIXED 	 minute.) 
Approx. 24 	 To be determined (worldwide) 
I BNO. TO BE EMPLOYED (2) AREA (Enter the radius in miles with respect to a fxed geographl cal coordinates.) 
s. MOBILE 
Unlimited 	 Worldwide 
TO BE EMPLOYEDAIRBORNE (I1 NO. 	 (2 ALTITUDE AND AREA (Include type ot operation, i.e. air to air, air to o-ndm 
space to ground. etc.)c. ANO/OR 
None
SPACE 
 
9. 	 JUSTIFICATION, EXPLANATION AND REMARKS. T.lS IS TIE MOST IMPORTANTSINGLEITEM IN THIS APPLICATION.
(Explain why this particular Freque cy or ad is necessary ad why an existhr assiemeat carnot be hare&L Conilnue

on addtional sheetrs) of18.O% paper.) 
The channel carries radar ranging and angle pulses, In addition to a limited amountof data. Therefore, the lowest feasiblefrequency is in the order of 900 Me to avoid serious.range error due to ionospheric refraction. However, it employs wide beam­
width antennas on both the satellite and vehicle which causes the transmitter power on the vehicle to increase as the square of thefrequency. Thus, little latitude of choice is available and the optimum frequency is in the vicinity of 900 to 1215 M A secondaryc . 
choice would be in the vicinity of 1500 to 1600 Me realizing that more than twice the vehicle power would be required. This-channel 
cannot be shared with other services due to use of essentially non-directional antennas. 
10. TYPED NAME OF CONTRACTOR REPRESENTATIVE A. ADDRESS 
IL.TYPED NAME OF NASA REPRESENTATIVE 	 A. ADDRESS 
12. SIGNATURE OF AUTHORIZED NASA PROJECT MANAGER A. OFFICE CODE ,B.ADDRESS 

13. DATE AND LENGTH OF TIME REQUIRED 54. IDENTITY NO. 15. SIGNATURE OF AREA FREQUENCY COORDINATOR 
16. 	 TYPED NAME OF NASA FIELD INSTALLATION FREQUENCY A. SIGNATURE OF RESPONSIBLE FREQUENCY MANAGER

MANAGER RESPONSIBLE FOR ALL ENTRIES ON THIS

APPLICATION 
5. NASA INSTALLATION FREQUENCY MANAGERS THROUGH WHOM APPLICATION IS ROUTED. 
(I) NAME 	 (2) NAME 
NASA FORM 566 AUG Sl 
Figure 7-4. Application for Frequency Authorization, Channel 3 
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Channel 4 
I1. DATE OF PREPARATION 
APPLICATION FOR RADIO FREQUENCY AUTHORIZATION 1/7/64 
2. SECURITY CLASSIFICATION OF FREQUENCY AS ASSIGNED I CONTRACT NO 4. PROJECT NAME/NO,
Unclassified 	 NASw-785- Navigation Satellite,System. 
S. FREQUENCY REQUIRED (Ko/s)(MVO)(GC/*) 	 A. BANDWIDTH (7CC/a) & EMISSION 
Between 900 and 1215 Mc/s 	 250'Ke/s (i. offset & guard band) P-. 9 
B. PEAK.PULSE POWER 	 C. AVERAGE POWER 
2 watts 	 'Variable 50 to 200 mW 
D. PULSE DURATIONS(,IciuOonds) 	 E. PULSE RECURRENCE RATE 
3400 or 9600 	 Variable,5 to 13 per second 
F. RANGE IN NAUTICAL MILES 	 G. HOURS OF OPERATION 
8500 	 Unlimited 
H CALL SIGN REQUIREMENT 	 1. CATEGORY OF STATION 
--	 "_RadioNavigation (Space)
6. TYPE OF ANTENNA A. DIRECTIVITY OF ANTENNA 0.oBEAMWIOTHOF AZIMUTH C. BEAkWIDTN ELEVATION 
Phased Array IConical Beam Aprx10 	 prx 0 
7. TRANSMITTER NOMENCLATURE fA. TUNABLE FREQUENCY RANGE IB. METHOD OF FREQUENCY CONTROL 
OF TRANSMITTER 
Developmental Fixed AFC/Precision Std. 
a. 	 TRANSMITTER LOCATIONS 
i) NO. TO BE EMPLOYED (2) LOCATION (Vames of nearest cities and geographical coordinatea to nearest 
minute.)A. FIXED 
None 
(I) NO. TO BE EMPLOYED (2) AREA (Enter the radius in miles with respect to a fixed geographical coordinates.) 
a. MOBILE 
None 
AIRBORNE (1) NO. TO BE EMPLOYED (2) ALTITUDE AND AREA (include type of operation, i.e. ai to air. atr to ground,


sace toground, etc.)
c. 	 AND/OR 
SPACE 8 6000 nmi altitude--Space to Ground 
9. JUSTIFICATION, EXPLANATION AND REMARKS. 7hIS IS THE MOST IMPORTANT SINGLE ITEM IN TIhiS APPLICATIO. 
(Explain why this particular Frequency or Band is neceassary ad why an. existing asslgment cannot he shared Continue


on additional shees) ofSxI0%o paper.)


This channel will utilize a high gain ground tracking antenna and-under suitable regulations could be shared with other


terrestial and perhaps space ser'ices. Since this-channel carries the radar ranging pulses, it must be above about 900 Mato


c


avoid serious range error due to ionospheric refraction. The upper frequency limit is not critical,and might be as high as


7 O before.propagation medium limitations occur except that hardware availability and economy indicate an upper limit of


about 3 G Is more desirable.
C T 
11.TYPED NAME OF CONTRACTOR REPRESENTATIVE A. ADDRESS 
11.TYPED NAME OF NASA REPRESENTATIVE 	 A. AOORESS 
12. SIGNATURE OF AUTHORIZED NASA PROJECT MANAGER , A. OFFICE CODE 0. ADDRESS, 
13.DATE AND LENGTH OF TIME REQUIRED * 14. IDENTITY NO. 15.SIGNATURE OF AREA FREQUENCY COOROINATOR 
16. 	 TYPED NAME OF NASA FIELD INSTALLATION FREQUENCY A. SIONATURE OF RESPONSIBLE FREQUENCY MANAGER 
MANAGER RESPONSIBLE FOR ALL ENTRIES ON THIS 
APPLICATION 
a. NASA INSTALLATION FREQUENCY MANAGERS THROUGH WHOM APPLICATION IS ROUTED. 
(I) NAME 	 (2) NAME, 
NASA FORM,566 AUG St 
Figure 7-5. Application for Frequency Authorization, Channel 4 
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Channel 	 5 
1.$DATE OF PREPARATI -ON 
APPLICATION FOR RADIO, FREQUENCY AUTHORIZATION 17 6T 
2. SECURITY CLASSIFICATION OF FREQUENCY 	 AS AS5IGNED Js.CONTRACT NO. 4.'PROJECT NAMEI/NO. 
Unclassified 	 NASw-785 Navigation Satellite System 
5. FREQUENCY REQUIRED (KC/a) (tAfCla(Gc/) 	 A. BANDWIDTHYN(C/) a EMISSION 
'Between 900 and 1215 Mn/os 250 Kc/s (incl. guard band) P-9 
S. PEAK PULSE POWER 	 C. AVERAGE POWER 
8 KW (nominal) 	 Variable 60 to 170 watts 
0. PULSE DURATIONStctOe1dO. 	 E. PULSE RECURRENCE RATE 
320 	 Variable 3 to 27 per second 
F. 	 RANGE IN NAUTICAL MILES G. HOURS OF OPERATION


8500 Unlimited


H. CALL SIGN REQUIREMENT 	 I. CATEGORY OF STATION 
Radio Navigation (Space) 
6. TYPE OF ANTENNA A. DIRECTIVITY OF ANTENNA a- BEAMWIDTH OF AZIMUTH C.BEANWIDTH IN ELEVATION 
Phased Array Conical Beam Approx. 600 AFC/Precision Std. 
7.TRANSMITTER NOMENCLATURE TA. TUNABLE FREQUENCY.RANGE B. METHOD OF FREQUENCY CONTROL

.OF TRANSMITTER

a. 	 TRANSMITTER LOCATIONS 
iI) NO. TO BE EMPLOYED (2) LOCATION (Names oPneateat cities and geographicae coordinates to nearest 
A. FIXED, N 	 minute.)None 
(IHNO TO BE EMPLOYED (2).AREA (Enter the radius in miles with respect to .exed aeographical coordinates.) 
a. MOBILE 
None 
AIRBORNE (I NO. TO BE EMPLOYED (2) 	 ALTITUDE AND AREA (Include type oLoperation, i.e. air to air, air to gromd

space to ground, etc.)
c. 	 -AND/OR 

SPACE 6000 nmi Altitude -- Space to Mobile 

9. JUSTIFICATION, EXPLANATION AND REMARKS. 7hiS IS THE MOST IMPORTANT SINGLE ITEM IN THIS APPLICATION.(Explain why this particular Freq'ecy or Bond is necessa and why a 	 existing ass caentnnot be shared. Continue 
on additional sheeg's) of 8xlo' paper.) 
Since this channel carries-radar ranging and angle pulses, the lowest feasible frequency is in the order of 900M to avoidc 
serious range error due to ionospheric refraction. However, it enploys wide beamwidth antennas on boththe satellite and 
vehicle which causes the transmitter power on the satellite to increase as the square of the frequency. Thus, little latitude of
choice is available and the optimum frequency is in the vicinity of 900 to 1215 M . A secondary choice would be in the vicinity of 
1500 to 1600 NI realiimg that more than twice the satellite power would, be required. This channel cannot be shared with other 
services due to use of non-directional antennas. 
10. TYPED NAME OF CONTRACTOR REPRESENTATIVE A. ADDRESS 
I. 	 TYPED NAME OF NASA REPRESENTATIVE 	 A. ADDRESS 
12.SIGNATURE OF AUTHORIZED NASA PROJECT MANAGER A. OFFICE CODE E.-ADDRESS 
I.,bATE AND LENGTH OF TIME REQUIRED 14. IDENTITY NO. 15.-SIGNATURE OF AREA FREQUENCY COORDINATOR 
16. 	 TYPED NAME OF NASA FIELD INSTALLATION FREQUENCY A. SIGNATURE OFRESPONSIBLE FREQUENCY MANAGER

MANAGER RESPONSIBLE FOR ALL ENTRIES ON THIS

APPLICATION

B. 	 NASA INSTALLATION FREQUENCY MANAGERS THROUGH WHOM APPLICATION IS ROUTED. 
(1) NAME 	 (2) NAME 
NASA FORM 56 AUG 61 
Figure 7-6. Application for Frequency Authorization, Channel 5 
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TABLE 7-5 (Continued) 
1535 - 1540 MC Space (telemetering and tracking), band and is shared 
with fixed services in a number of European countries 
and with aeronautical radio navigation in Morocco and 
Yugoslavia.' 
1700 - 1710 MC Space Research (telemetering and tracking) band and 
is shared with fixed and mobile services in regions I 
and 3 and Cuba (in Region 2). 
2290 - 2300 MC Space Research (telemetering and tracking in deep 
space) band and is shared with fixed and mobile ser­
vices in regions 1 and 3 and in Cuba. 
8409 - 8500 MC Space Research band and is shared with fixed and 
mobile services in regions I and 3 and in Cuba. 
7. 	 2. 5 Application for Radio Frequency Authorization 
Contained in figures 7-2 through 7-6 are the sample application forms for radio frequency 
authorization for the five operational channels of the Navigational Satellite System. The 
developmental tracking channeis are not included since these channels are already allocated 
for space research and are currently being implemented in the NASA tracking network. 
7.3 SUMMARY OF SYSTEM PARAMETERS 
Tables 7-6 through 7-10 contain a summary of the system parameters used to evaluate the 
overall system performance and feasibility. The detailed calculations can be found in 
appendices A and Z. 
'7.4 PARAMETRIC ANALYSES 
The goal of the parametric analyses is to derive the subsystem requirements subject 
to the constraints of the system requirements and at minimum system costs. These analyses 
are divided into two areas: 
a. 	 'Optimization studies 
b. Error analyses 
These are discussed in the following paragraphs. Following this discussion is a summary of 
the subsystem requirements. 
7.4.1 Optimization Studies 
The subsystem requirements model is a mathematical model of the relationships between 
the various subsystem parameters and costs of the Navigation Satellite System. This model 
is used to generate the optimum subsystem parameters that are based on the criteria of 
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TABLE 7-6 
LINK 1 - GROUND TO SATELLITE 
(RADAR RANGING AND DATA) 
Transmitter peak power 44 watts 
Frequency 1190 MC 
Ground Station Ant. Gain 44 db 
Free Space Loss 177 db 
Polarization Loss 3 db 
Atmospheric Loss 2 db 
Component Losses 1 db 
Fading Margin 6 db 
Safety Factor 2 db 
Satellite Antenna Gain 9.7 db 
Total System Effective Noise Temperature 2700°K 
Receiver Noise Figure 9.3db 
Receiver Bandwidth 190 KC 
TABLE 7-7 
LINK 2 - SATELLITE TO VEHICLE 
(DATA) 
Transmitter Peak Power 20 watts 
Frequency f1-0 MC 
Satellite Antenna Gain 9.7 db 
Free Space Loss 157 db 
Polarization Loss 3 db 
Atmospheric Loss 0.6 db 
Component Losses 1.2 db 
Fading Margin 6 db 
Safety Factor 2 db 
Vehicle Antenna Gain 2 db 
Total System Effective Noise Temperature 18350 K 
Receiver Noise Figure 5. 5 db 
Receiver Bandwidth 10 KC 
Data Rate 2500 bits/sec 
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TABLE 7-8 
LINK 3 - VEHICLE TO SATELLITE 
(RADAR RANGING, ANGLE, AND DATA) 
Transmitter Peak Power 3600 watts 
Frequency 1050 MC 
Vehicle Antenna Gain 2 db 
Free Space Loss 177.db 
Polarization Loss 3 db 
Atmospheric Loss .2 db 
Component Losses 1 db 
Fading Margin 6 db 
Safety 'Factor 3 db 
Satellite Antenna Gain 9.'1 db 
Total System Effective Noise Temperature 11600 K 
Receiver Noise Figure 6 db 
Receiver Bandwidth 170 KC 
TABLE 7-9 
LINK 4 - SATELLITE TO GROUND 
(RADAR RANGING, ANGLE, AND DATA) 
Transmitter Peak Power '2 watts 
Frequency 970 MC 
Satellite Antenna Gain, 9.7 db 
Free Space Loss 176,db 
'Polarization Loss 3 db 
Atmospheric Loss 2 db 
Component Losses 1 db 
Fading Margin 6 db 
Safety Factor 2 db 
Ground Station Antenna Gain 42. 5 db 
Total System Effective Noise Temperature 50'K 
Receiver Bandwidth 159,KC 
7-15 
TABLE 7-10 
LINK 5 - SATELLITE TO VEHICLE 
(RADAR RANGING) 
Transmitter Peak Power 5200 watts 
Frequency 990 MC 
Satellite Antenna Gain 9.7 db 
Free Space Loss 176. 5 db 
Polarization Loss 3 db 
Atmospheric Loss 2 db 
Conponent Losses 1 db 
Fading Margin 6 db 
Safety Factor 3 db 
Vehicle Antenna Gain 2 db 
Total System Noise Temperature 1270°K 
Receiver Noise Figure 7 db 
Receiver Bandwidth 219 KC 
minimum total system cost. In doing this, it generates trade-off relationships -between the 
various subsystem parameters and between these parameters and system cost. 
The model functions in the following manner. The system is subject to performance 
constraints such as fix accuracy and traffic handing capability. Within the framework of 
these constraints, the subsystem parameters are manipulated until a minimum system cost 
is obtained. By performing these manipulations, the trade-off relations are generated. The 
end result is an optimum set of subsystem parameters. 
As described in the discussions of the system concept, the navigation satellite system has 
four major subsystems: 
a. the ground control stations 
b. the network of satellites 
c. the user vehicle equipments 
d. the network of reference stations 
Therefore, any complete model should analyze each of these subsystems. In the study re­
ported here, the study constraints preclude this complete analysis. The system design shall 
first minirnize the cost of the user vehicle equipments. Therefore, the parameters of these 
equipments are not available for manipulation in a general optimization study. Rather, they 
become constraints on the optimization of the remainder of the system. It is, however, 
instructive to show the effects of the user vehicle equipment parameters on the system cost. 
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'It is also assumed, in deriving the subsystem requirements model, that the costs of the 
reference stations are, negligible compared to the costs of the ground control stations and the 
satellites. This assumption is justifiable since the reference stations are no more than 
simplified user vehicle equipments. The user vehicle equipment must have a low cost to be 
commercially valuable. Therefore, the model discussed here only considers the ground 
control stations and the network of satellites. 
The following paragraphs first describe the subsystem requirements, model in general 
and then present more detailed discussions of each element of the model. 
7.4. 1. 1 General Model Description 
Figure 7-7 is a block diagram of the elements and flow of, information of the subsystem 
requirements model. Given a set of inputs or system constraints; the satellite weight, number 
of satellites, number of ground stations, and the payload weight capability of the launch 
vehicles can be determined. From these valuesj the satellite cost, ground station cost, 
and minimum booster cost are calculated. These costs are then combined to obtain satellite 
subsystem cost and the total system cost. By varying the input values, a range of total 
system costs are generated. This allows ,trade-off curves, between the input values and 
costs, to be plotted. 
Table 7-11 contains a list of those input parameters and performance requirements which 
are 'used in this model. The inputs which are varied in addition to the performance require­
ments and' the inputs which have 'been fixed due to design considerations are shown. The 
fixed inputs are classified according to their use in figure 7-7. 
Each f the sections of the model shown in figure 7-7 shall now be discussed in detail. 
7.4.1.2 Satellite Weight 
Figure 7-8 is a detailed breakdown of the satellite weight block shown in figure 7-7. With 
the inputs previously mentioned, the' maximum range from the satellite to the. vehicle and 
the ground station and the signal to noise ratios on the 'range and data channels. can be deter­
mined. This defines the satellite, antenna beamwidth, which with the two signal to noise 
ratios, allows the various satellite peak powers to be calculated. With the peak powers 
known, the average output and input powers for the various-channels can be determined. 
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INPUTS 
Figure 7-7. Subsystem Requirements MocIeJ 
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TABLE 7-11


INPUTS TO MODEL


Variable Inputs 
1. Altitude 
2. Radar Channel Frequency 
3. Ground Station Antenna Gain 
4. Transponder Peak Power 
5. Data Channel Bandwidth 
Performance Requirements 
1. Vehicle Fix Rate 
2. Range Error due to Noise 
3. Angle Error due to Noise 
Fixed Inputs 
A. Satellite Weight 
1. Antenna Elevation Angles 
2. Satellite Attitude Drift 
3. Vehicle Antenna Gain 
4. Losses due to Polarization, Fading and Atmosphere 
5. Data Channel Frequencies 
6. Range Channel Bandwidth 
7. Angle Channel Bandwidth 
8. Receiver Noise Temperatures 
9. Pulse Compression Ratio 
10. Data Channel Bit Error Rates 
11. Fix Data Channel Bandwidth 
12. Range Channel Pulses/Fix 
13. Reference Station Fix Rate 
B. Number of Satellites 
1. Number of Orbital Planes 
2. Vehicle Elevation Angle 
3. Satellite Ground Path Width 
C. Number of Ground Stations" 
1. Ground Station Elevation Angle 
D. Booster Weight Capability 
1. Latitude of Launching Station 
2. Orbital Plane Inclination Angle 
7-19 
TABLE 7-11 (Continued) 
Fixed Inputs (Continued) 
3. Specific Impulses, of Boosters' Last Stages 
4. Radius of Perigee 
5. Velocity at Perigee 
6. Boosters' Weight Capability at 100 Nautical Miles


E.. Booster Costs


I. Boosters' Reliabilities 
The summation of these input powers allow total input power and secondary power supply 
weight to be calculated. 
Range and antenna beamwidth permit the angle channel signal Lu±*e X£4U LUUe ueLtUvI11t1eu 
for a given angular accuracy requirement. This ratio defines the interferometer antenna 
'separation. The antenna and arm weight and the radar electronics weight are then determined, 
With the average output -power on, the radar channel known, radar transmitter weight is 
calculated and combined with the antenna and electronics weights to find the weight of the 
satellite's radar portion. The communications transmitter and electronics weight are 
similarly determined from the average output powers of the data channel. 
The weight of the initial and final stabilization equipment is then determined and combined 
with other major'weights to give the total satellite equipment weight. This weight is then 
added to the necessary structure weight to determine the total satellite weight which is to be 
injected into orbit. 
It can be seen that as the inputs are varied; certain powers, weights, etc. shall also vary. 
This allows the total satellite weight variation to have its effect on choice of boosters, booster 
costs, and system, cost. 
7. 4. 1. 3 Number of Satellites 
The decision has been made that the Navigation Satellite System, at the time of its full 
deployment, shall have launch and tracking facilities available that are capable of providing 
highly accurate orbital injections. This decision implies that injection velocity can be 
controlled so that a network of satellites can be established that can maintain precise relative 
positions from three to five years. This decision results in a minimum number of satellites 
to achieve complete worldwide coverage. 
With these stipulations, the following relations are used to calculate the number of 
satellites as a function of altitude. 
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Cos H cos -g 
NS/p -1
-Icos€t 
cos -s D­
where 
0 = satellite great circle radius of coverage 

R = earth radius 

e 
H = altitude 
g = vehicle elevation angle 
qS/p = number of satellites required per orbital plane 
D = satellite ground path width 
The minimum number of orbital planes and consequently the minimum number of satellites 
that will allow 100 percent coverage of the earth is two. 
Therefore: NS = 2 (NS/P) 
where NS = total number of -satellites required 
7.4.1.4 Number of Ground Stations 
A ground station network is to be established so that the coverage of the satellite orbital 
sphere shall be complete. That is, a satellite will always be in sight of at least one ground 
station. 
With this constraint, the required number, of ground stations can be calculated knowing 
the satellite altitude and the minimum elevation angle of the ground station antenna. The 
followifig relations are ,used 
6880 sin (1/2 4'+ g). sin (4/2) 

cos ( + g)

1 .,NGS -3


cos 1 tan (NGS- 60)


where: 
H = satellite altitude 
4 = satellite great circle radius of coverage 
= ground station elevation angle 
NGS = number of ground stations required 
The actual number of ground stations considered in this requirements model varies from 
four to fifteen. The cost of each station is highly dependent on how many are used. For 
example, if only four are. used, the per, station cost would be significantly more than it would 
if fifteen were used. Also, because of the uneven distribution of traffic throughout the world, 
some ground stations, such as one'controlling thevSouth Atlantic, would have much less 
traffic to handle and would cost less in proportion to one controlling the North Atlantic. 
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7. 4.1.5 Booster Weight Capability 
To launch into the selected circular orbit, the booster shall initially launch the payload in 
a low circular orbit; approximately 100-400 nautical miles. At this time, the last stage shall 
inject the payload into an elliptical transfer or parking orbit whose perigee corresponds to the 
initial low orbit and whose apogee is at the altitude of the circular orbit desired. At elliptical 
transfer or parking orbit apogee, a final stage shall transfer the payload to the desired 
circular orbit. 
The desired weight capability is the payload weight that the booster can place into the final 
circular orbit. The known weight capability is the payload weight that various boosters can 
orbit at 100 nautical miles altitude and at an inclination angle equal to the latitude of the 
launching station. The total weight capability that will be lost between 100 nautical miles 
and the desired altitude is a summation of the following three weight losses 
a. the 	 weight loss in orbiting the payload at an inclination angle other than above, AW.f 
b. the weight loss due to the injection of the payload at perigee into the elliptical 
transfer orbit, AWp, and 
c. the weight loss due to the injection of the.payload at apogee into the desired 
circular orbit,& W aa 
Therefore 
AW t = AW +AW + AW


where 
AWt = Total weight loss for a given booster and altitude. 
and 
WH =W100 - AW t 
where


WH = weight a given booster can orbit at altitude H


W100 = weight a given booster can orbit at 100 nautical miles.


The relations used to calculate these weight factors are derived in Appendix Y.


7. 4.1.6 Booster Costs 
The cost of each booster is considered, as the combination of both production and launch 
costs. 	 A more accurate cost to the system, however, shall include the backup booster cost 
that is 	 defined by the reliability of the booster. With the assumption that total booster cost 
will vary in proportion to reliability, the total booster cost is 
CBR 	 C 
RELB 
where 
CBR = total booster cost including reliability 
CB = launch plus booster cost 
RELB = reliability of booster 
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7.4. 1.7 Satellite Subsystem Cost 
Before discussing the method of determining satellite system cost, it is mentioned that there 
are two methods of launch which shall be investigated. The first is the single launch method 
where one satellite is launched per booster. The second is the multiple or piggyback launch 
method where more than one satellite per booster can be launched. 
Regardless of which method is used, the objective of determining satellite system cost is 
to choose ,the combination of boosters'that is capable of launching the satellite at minimum 
cost. This combination is initially defined by the number of satellites desired, the weight 
of each satellite, and the orbital, altitude and inclination angle. 
4. 1. 7. 1 Single Launch. - The costs -forthis method' can be determined 'simply by intultiplying 
the sum of booster and satellite costs by the number of 'satellites desired., 
Of course, only those boosters capable of'launching the required satellite weight into the 
,desired orbit can be used. The cost shall then be calculated, and the minimum cost and 
booster chosen accordingly. 
Similar to booster cost, the cost of the satellite on a particular booster will vary 
proportionally to that boosters' reliability. 
CSR = CS/RELB 
where 
CSR = cost 'of each satellite including reliability 
'CS initial cost of',each satellite 
RELB = booster reliability 
therefore 
TC = NS (CBR + CSR) 
where:


TC = total satellite system cost


NS = number of satellites


7.4. 1.7.2' Multiple Launch The minimum satellite system cost for this case is-difficult 
to determine. A search through the various combinations of'boosters to find optimum points 
for each value of the satellite number, weight, and orbital altitude and inclination is required. 
Each booster' s~weight capability is divided by the satellite weight to obtain the number of 
th 
satellites, N9i, 'that the I booster is able to launch. This value can vary from 0 to the'
 

maximum number of necessary satellites in one orbital plane. The satellite system cost


for all the various combinations of boosters is then calculated, and the minimum cost is


chosen. Again, the reliability of each booster shall be included.


A possible minimum cost combination can then be NSI satellites on NB 1 of one booster,


and NS2 satellites on NB 2 of another booster. The total satellite system cost in this case


would be


NS xCS+CB 1 NS2xCS+CB 2


TO=NB1 ( RELB1 +NB 2 RELB 2 )
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where: 
TC = total satellite subsystem cost


NB 1 = number of first type of booster used


NB 2 = number of second type of booster used


NS 1 = number of satellites per first booster


NS2 = number of satellites per second booster


NS1 = NS2 = NS = total number of satellites required


CS = cost of one satellite


CB 1 = cost of the first type of booster


CB 2 = cost of the second type of booster


RELB 1 = reliability of the first type of booster 
RELB2 = reliability of the second type of booster 
There are various combinations which can be chosen for minimum cost. However, the 
general format will be similar to the example shown above. 
7.4.1.8 	 Total System Cost 
The total system cost is the sum of the satellite subsystem cost and the ground station 
costs. 
System Cost = TC + CGS. 
7.4.1.9 Results 
The objective of this evaluation is to present the values of the inputs which are used in the 
subsystem requirements model and a discussion of the results obtained. 
7. 4. 1. 9. 1 Input Values. The values of the inputs previously discussed in table 7-1 that have 
been fixed due to subsystem design consideration are presented in the succeeding paragraphs. 
The inputs are classified according to their use in the model. 
7.4.1.9. 1.1 Satellite Weight 
50Ground station antenna elevation angle 

Vehicle antenna elevation angle 5


Satellite attitude drift


Vehicle antenna gain 2 db


Losses due to polarization, fading and atmosphere 14 db


Fix data channel frequency 110 MC


Range channel bandwidth 159 KC


Angle channel bandwidth 150 CPS


Effective noise Temperature on link 1 2700 K


Effective noise Temperature on link 2 2750 K


Effective noise Temperature on link 3 1160 K


Effective noise Temperature on link 4 50 K


Effective noise Temperature on link 5 1270 K
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Pulse compression.ratio 
Fix data channel bandwidth 
Range channel pulses/fix 
 
Reference Station fix rate 
 
7.4.1.9.1.2 	 Number of Satellites 
lumber of orbital planes 
Vehicle elevation angle 
 
Satellite ground path width 
 
7. 4. 1. 9. 1.3 Number of Ground Stations 
Ground 'station elevation angle 
50.6 
10KC 
3 pulses/fix 
1 fix/sec. 
2 
5­
45 
7.4-'1. 9.1.4 Booster Weight Capability. Five boosters were considered in .the model. Sub­
scripts on the input values listed in this paragraph and in '7.4.-1. 9. 1. 5 indicate the following 
boosters: 
.a. Thor Delta 
b. Thrut Augmented Delta 
c, Super Delta 
d. 	 Atlas Agena 
e. Atlas Centaur. 
Latitude of launching station 
Orbital plane inclination angle 
Specific Impulse, b, c, d 
Specific Impulsee 
Radius of perigee 
Velocity at perigee 
Weight capability at 100 nmia 
Weight capability at 100 nmib 
Weight capability at 100 nmi 
c 
Weight capability at 100 nmid 
Weighlt capability at 100 nmie 
e 
7. 4. 1.9.1.5. Booster Cost 
Boqster reliabilitya 
Booster reliabilib 
Booster reliability, 
Booster reliabilityd 
Booster reliabilitye 
 
Booster costa 
 
Booster -costb 
 
28.4'


45'


260 sec.


350 sec.


3538 nmi


4.2064 nmi/sec.


810 lb.


920 lb.


1500 lb.


5000 lb.


8500 lb.


'0.95


-0..75


0. 7-5 
0.:60 
0.50 
$2.1 (10 
$2.6 (106) 
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Booster Cost $3.5 (106 ) 
Booster Costd -$6.3 (10)66
- )Booster Cost $7.8 (10 
e 
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7. 4. 1. 9. 2 Discussion of Results. -,A discussion of the effects on total system cost of 
varying the input parameters and performance requirements is presented in the succeeding 
paragraphs. 
7. 4.1. 9. 2. 1 Orbital Altitude Input Parameter Variations. - Shown in figures 7-9 and 7-10 
is the effect on total relative system cost caused by varying altitude. The-cost shown is 
relative to the minimum system cost obtained. Figure 7-9 represents the relative -cost 
variation for the single launch case and figure 7-10 represents the relative cost variation 
for the multiple launch case. As can be seen, the-only, range of altitudes that shall be 
considered is between 3, 000 and 13, 000 nautical miles. The extreme variation below 3000 
nautical miles is caused by, two factors. The first is great number of satellites required 
for 100 percent coverage andcsecond is the larger nuinber of ground stations necessaryfor 100 per­
cent coverage. As the number of satellites increases, the number of boosters required for the' 
single launch case, dr the'size of the booster(s) required for the multiple launch case 
increases. Both conditions cause an increase in cost. The rise in cost above approximately 
13, 000 nautical miles is caused by tha large-satellite weight required. This weight in­
crease necessitates. a larger and more costly booster. The increase in weight at this high 
altitude is necessary because of the large power requirements and long antenna arms 
necessary to satisfy the performance requirements. 
The optimum altitude is between 3600 and 4400 nautical miles for a single launch' and 
between 5000 and 5400 or 10, 400 and 12, 800 nautical miles for a multiple launch. However, 
6000 nautical miles is considered the minimum altitude for this satellite system due to ­
radiation belt effects. Also, the range, of altitudes between 10, 400 and 12, 800 nautical 
milesmust be discounted because of the extreme values of peak power, antenna arm length, 
etc. that are required. 
The next best region for minimum system cost is the single launch case at an altitude 
between 5000 and 7200 nautical miles. As previously mentioned; hbwever, 6000 nautical 
miles is-the minimum altitude to be considered. Any increase -above that value does not 
affect system cost but will increase satellite requirements such as weight, power, etc. 
Based on the above considerations and total system cost, the decision was made that the 
optimum-altitude is approximately 6000 nautical miles. Using this selected altitude requires' 
an eight percent increase in system cost over the optimum value. 
With an altitude selected,' the rest of the input variables and performance requirerr nts 
are varied at that particular altitude to,generate the trade off relationships. 
7. 4. 1. 9. 2. 2 Radar Channel Frequency Input Parameter Variations. - The variation of cost 
versus transponder peak power for different radar channel frequencies is shown in figure 
7-11. As the radar frequency increases, the path attenuation increases and this requires 
that transponder and satellite powers rise to satisfy the various accuracy requirements. 
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Providing the transponder peak power is at least 2 kilowatts, any radar frequency of 1000 
megacycles or less shall not increase the system cost from itsi optimum value. However, 
when the frequency decreases, atmospheric measurement errors become larger. Therefote, 
a radar frequency should'be chosen with a value of approximately 1000 megacycles and a 
minimum useable frequency of 800MC. 
7. 4. 1. 9. 2. 3 Transponder Peak Power Input Parameter Variations. - Referring to figure 
7-11, the effect of transponder power on system cost will be considered For a given radar 
frequency, as the transponder power is decreased,, the antenna arm length, satellite power, 
etc. increases, the results is an increase- in the system cost. For any radar frequency value 
of 1000 megacycles or less, a transponder peak power of 2 kilowatts or more is adequate 
and causes no increase in system cost. There are no-other significant reasons why the 
system frequency should be raised above 1000 megacycles. Therefore, a peak power of 
2 kilowatts or more shall be chosen. 
7.4. 1.9.2.4' Data'Channel Bandwidth and Ground Station Antenna Gain Input 'Parameter 
Variations. - Figure 7-12 describes the variation in system cost with the bandwidth of a 
data gathering channel for various values of ground' station antenna gain. For low antenna 
gain values, small increases' in the bandwidth of this data channel causes large increases 
in the, power required to be radiated from the satellite. This power increase results in 
larger satellit6 weight and system cost. As the antenna gain.is raised, the 'increase in, 
satellite power required for increased bandwidth begins to have a negligible effect on 
satellite weight, necessary booster, and system cost. 
As can be seen from figure 7-12, a 26db antenna:gain allows a bandwidth up to '10 
kilo6ycles with no increase in 'cost. A 30 db antenna will reduce the required power increase 
with increasing bandwidth, so that bandwidth values up to 100 kilocycles can be utilized with 
no increase in cost. Therefore, a ground station antenna gain of 30 db or more, with a 
data bandwidth of' 100 KC or less, is optimum for the system. 
7. 4. 1. 9. 2. 6 Vehicle Fix 'Rate Performance Requiternents. - In the model, the effect of.


increasing the vehicle fix rate is to increase the values to the average radar link powers


on the satellite. This shall cause the satellite weight to increase and consequently, the


launch costs.


In figure 7-13 the increase in weight caused by increasing the fix rate does not affect


the system cost (i. e., no larger booster is necessary). until the 'fix rate'isincreased above


five vehicles per second. Therefore, the system can handle up to approximately 18, 000


fixes per hour with no increase in cost. For a fix rate above five per second, the weight


increase begins to become a factor in the boosters necessary for launch and-consequently,


in the cost.
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7. 4. 2 Error Analysis 
A rigorous analysis of the position fix equations -isvery complex. However, the problem 
can be greatly simplified by geometrically handling the error propagation. Other 
simplifications are made by taking note of the system involved. 
Satellite position is measured by measuring the ranges to reference stations. Measure­
ment of the user vehicle position, relative to the satellite, is, equivalent to measuring the 
position of the user vehicle relative to the reference stations. Therefore, bias errors 
introduced by errors in the reference station location can be added directly to the bias 
error computed in the user vehicle position. These errors are not required to be carried 
through the error propagation equations. 
Relative positions of stations on the surface of the earth can now be computed from 
satellite observations to within approximately 25 feet. This is accomplished using an earth 
model that is only valid to the third harmonic. Programs are currently under way in 'NASA 
to carry this model out to the.ninth harmonic. Therefoe, when this navigation system' is 
implemented, it can reasonably be expected that the positions of the reference stations 
shall be known with greater accuracy compared to the one mile approximation of this system. 
Because of this reason, errors in reference station position are ignored in this analysis. 
Similarly, 'if the measurements "of satellite 'position and user vehicle position are taken 
nearly simultaneously, small errors in satellite position can be considered as bias errors. 
If these errors are sufficiently small,, they will cancel and can be neglected in the analysis. 
Tracking systems are currently being studied to determine the positions of spacecraft with 
better than 50 feet accuracies. With expected improvements in use 'by the time this 
navigation system is operational, it is reasonable to neglect errors in satellite position. 
The time that measurements of reference stations and user vehicles are made can be 
very accurately determined by the ground control stations . Therefore, timing errors 
shall also.be neglected in this analysis. 
The major sources of system error are the radar measurements and the atmosphere. 
This analysis considers the manner in which these errors, when measuring four reference 
stations and the user vehicle, propagate and contribute to the final error in user vehicle 
position. 
For the purposes of this analysis, the system can be considered as if photographed and


stopped at one instant of time. For convenience in numerical evaluation, the situation


shown in figure 7-14 is chosen. The centralcoordinate system is the inertial set of axes.


The satellite is located on the X-axis. The two interferometer arms are taken parallel


to the Y and Z axes, respectively. The user vehicle is located on the earth's surface in


° the X-Y plane and its line of sight to the satellite is at an elevation angle of 5 ,. These 
assumptions made merely for convenience in calculation and in no way invalidate the results 
of the error analysis, 
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Figure 7-14. System Geometry 
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7.4. 2.1 Error Equations 
The equations describing vehicle position error as a function of the reference station 
measurement errors and the vehicle measurement errors are derived in this paragraph. 
Consider a satellite-centered sphere, as shown in figure 7-15, with the numbered points 
on the surface of the sphere representing directions of the following quantities, 
0, 1, 2, 	 3 - reference stations


4 - vehicle


5 - interferometer


6 - intermediate step in locating 7


7 - the error


8 - north


9 - center of earth


also 
01' 05 - the spherical distance between 0 and 1 and between 0 and 5, respectively 
S15- the 	 distance between 1 and 5 
X15 -	 the angle between ! and 0 5 
Similarly; _i, tj, 0i. and Xij are used for any of the other points with 0' used as the 
origin. 	 Knowing the quantities Oil 4' and Xij, determines ij" 
cos 4'i 	 = cos 0icos 04+sin Pi.sin (P cos X.. 	 (7-1) 
and an such that may be defined 
COS a 	 .=cos 2 e i +cos 2 8 cos 2 8k (7-2) 
1 sin 2 8 sin2 ek 
where 
=1800 
-jk 
Then 
sinP = sin e j sin a j 	 (7-3) 
where 
sin.=sinG8 sksin a 	 .= sn9i snak 
kcsin 0 
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Figure 7-15. Satellite-Centered Spherie 
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and 
Cos(Pk =­ cos sco  + sin, i sin 
The quantity 0 16 is derived as 
sin/s -cos4q 6 cos4( 1 
cosS5 16 sinS 6 sinP 
Cos k 
(7-4) 
withsin/ =cos4, 6 cos , 1 +sin 6 sin c1 cos S 16 
andcos4 6 =cos 3 sin/8 +sine4 3 cos cos9 3 
but/9i =$i - i 
-
sin/ 	 cos psin )and cos­
i cos/3 sin. j 

cos4 . - cost .cos4 -.

coS/3' 	 . = 1 1 

i sin(P i sin4 ii 

For an error in the reference station located directly below the satellite, do , r 0 
are defined as 
a
o 

d COS4 6 sinS 	 (7-5) 
r 0= do sin/ 	 (-7-6) 
° =9S7 O	 (h6 (7-7) 
where a. is the input error and (P 6 and/3 have been previously determined. 
For an error in one of the outer stations define a P i and a g as 
- a. 1 
= (7-8)Pi sin2 0jsin a k 
where a. is the input error1 
g' gi + 	 (7-9) 
where 
cos ' i- cos ik cos( k 
cos gi sin ikSin*( k 
7 
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and 
sin28 . sina


cosgi'= sin ik


also iand are determined as 
cos 4f =sin0'kCos gi (7-10) 
Cos cos' cos8


cosgi - 1 (7-11) 
1sin4, i sin 8 
-so that 
' 
 i= - .. 
,(7-,12) 
q1 1 1 
tanj""i - n iCos gi"'. 
Define d.' and "as 
1 
_d. 
b. cos y1 (7-1. 
1 cos.y - sin$' 6. (7 
.where 
b = p i' Sosz i+ Ci cotp i 
ahd 
Ci= PisinB i

9 0 +
goo a, - " (.7-M")


d.-p cosS 1i 
­
-= d' 1tan 
Ci


Then for an error in one of the outer stations d., r iand # 4are given as 
C. 
d. I i= 1, 2, 3 (7-15)1 COS w .I


r 1i ,d.'sin)3
1 
S s i i cosgi (7-17) 
7-40'


Then the resultant error (fii) in the interferometer measurements is given by the 
equation 
h' = d. cos i -T (7-18) 
1 1 74 i 
where 4' is defined in equation (7-1) 
The angular error which will result from the error (h.) will equal 
h. 
ACi - 1 54 (7-19) 
TLsmTn4 
in which L is the interferometer baseline then 
sin 49Ac. = V5 (7-20) 
sin V5k 45 
cos V5. 49 
Aa.=.1.- (7-21)1 sin V5 4 
where the j anu R refer to the respective interferometer and 
cos (A ik - cos S5 ij Cos 4 jkCos Vijk sin ) ij sin jk 
A A Sa and, A Se is defined in terms of A a and A e 
A Se = R cos g Ae (7-22) 
AS = R Aa '(7-23) 
a


R is the slant range


and,


sinR 9-­4g =S5 94 + sin 1 (R 
H is the earth radius. And finally; the vehicle error in latitude and longitude are given
e


by


ALat. ASe cos'e e + ASa sin'G e (7-24)' 
e 
A Long. = ASesinS e - AS a05/3 e (7-25) 
R sin Z 
e 
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where cos Z = cos f4 cos f8 - sin f4 sin f8 Cos V 4 9 8 
sin V


sinje e = sin f8 48inZ


Ri sin. 
s9i
sin f.1 = Re 
e 
Equations (7-18) through (7-25) express the latitude and longitude error in terms of 
ai; a distance error in interferometer orientation. However, ai is given simply in terms 
of angular measurement error as 
a..li = AOii L sing i (7-26) 
where e is the angle measured from the interferometer axis to the line of sight with i 
representing the interferometer number and j the reference station. 
In order to apportion input angular errors in 8ij into both equipment and atmospheric 
errors, A eij is further resolved into component errors in the azimuth and elevation 
directions. 
A8 Af l (7-27) 
sin V1 452 
Ac2 
in- V (7-28) 
sin V51 452 
Equations 7-18 through 7-28 give the sensitivity factors for errors in measuring 
reference stations. The sensitivity factors for the vehicle position measurements are 
obtained from equations 7-20 through 7-25 with errors in latitude and longitude as functions 
of A e.1 and Aa..1 The radar range sensitivity factor is obtained from equations 7-24 and 
7-25 and the following relationship 
A Se AR sin g, R - radar range (7-29) 
The errors in latitude and longitude position can now be written as 
6 
zp lat. = lat. RSipltS2 t C+K=3 3 
€1(K-2) a +K lat. I 2 
12 
l+8 lat. W1a +8Slat. 82a + K=9 S Klat. 82 (K-8) a(7-30) 
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where the -eis are the1 bias errors in i and S.,1 s -are the corresponding sensitivity 
factors. The subscript, a, denotes errors that are due to the atmosphere. The bias 
errors that are due to the equipment are assumed to be zero. 
Then the longitude error, P long. is of exactly the same form as equation (7-30) 
except for the appropriate notation changes. 
The random errors in latitude and longitude are given by 
6

2 2 a-2 +o2 [ S 2 (-m- 2 +

plat. S2lat.( RIm Ra' + K=3 .Kat.

+((K lat. o-+S( 6) 0 (K-2) a' 
l a (K . (K2)a)(K-2)a +
12 
+ S 2 in_m 2 +( 7 a " a+ S S ~ 0r8 '2 +K =9 K (at. 2 (S7lat a 8 la 8lat e 2a + 
+(S2+at+ $8 .at8 2, (1-31) 
and similarly f6r longitude, p long' In these expressions, the atmospheric errors 
on measurements by the two interferometers on the same point on the earth's surface 
are assumed to be correlated. It is also assumed, that the error in measuring the 
vehicle is greater than that in measuring a reference station by-a factor of three. 
7. 4.2. 2 Sensitivity Factors 
In this situation, one reference station is placed directly'below the satellite and the other 
'three stations are placed'in a circle about the first station and are symetrically distributed. 
The interferometer arms are orthogonal. One arm is directed towards one of the outer 
reference stations. The vehicle is placed directly opposite this particular reference station 
.at a distance such that the line of sight elevation angle is 50 The reference station circle 
is at approximately 90% of the distance, between the user vehicle and the satellite. With 
this geometry,, the sensitivity factors previously defined have the values shown in table 7-11. 
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TABLE 7-11


SENSITIVITY FACTORS


Factor Error Source Value Units 
S2 lat. R 0 nmi/nmi 
S3 lat. o11 -879.03 nmi/rad 
$4 lat. 612 3449.7 nmi/rad 
85 lat. 813 -6212.4 nmi/rad 
S6 lat. 814 -6212.4 nmi/rad 
S$7 lat. e1 8489.6 nmi/rad 
S8 lat. 82 0 nmi/rad 
S9 lat. 821 0 nmi/rad 
S10 lat. 822 0 nmi/rad 
S11 lat. 827 0 nmi/rad 
S12 lat. 824 0 - nmi/rad 
$2 long. 8R .99619 nmi/nmi 
$3 long. 8'11 0 nmi/rad 
84 long. 812 0 nmi/rad 
85 long. 813 O, nmi/rad 
86 long. 814 0 nmi/rad 
7 long. 81 0 nmiirad 
$8 long. 02 739.97 nmi/rad 
long. 821 -71.04 nmi/radS9 
S10 long. 822 228.94 nmi/rad 
S11 long. 823 -519.57 nmi/rad 
$12 lone. 824 -519.57 nmi/rad 
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7.4. 2. 3 Atmospheric Errors 
The atmospheric errors in the measured angles are calculated in terms of azimuth and 
elevation angles as shown in figure 7-16. 
2 
~A-AZIMUTH 
E- ELEVATION 
.Figure 7-16. Error 'Geometry 
then 
cos 0 1 = cos E cos A (7-32) 
cos 6 2 = cos E sin A (7-43) 
Solving for A and E 
sin A cose 2 (7-34) 
[ os 2e 1 + COS2 8 2] 
cos A = 7osA=os2O e+ Cos1 2 21/2 (7-35) 
cos E = Cos20 1 + cos 2 0 2] 1/2 (7-36) 
sin E = - (cose 1 + cos 6 /2 (7-37) 
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and the errors in 81 and 92 are 
1 aE E + A (7-38) 
E 2 a2' 

= r E2 'A
"-+ (7-39) 
and 
sin E cos A cosE A (7-40)61 sin E sin i A 
%e2 sin Ebin A cos E cos C (7-41) 
=- sn92 E --- e2 (-1sin A 
Combining these relations 
1 
, 2 +c
 201 1/2 o 8inCAne ! (7-42) 
1 1/2 cos 
2=ctn612. 
~12e Cos~os8~1-~ (7-43) 
The bias error in elevation angle is shown in figure 7-17. The bias error in azimuth is


assumed to be zero.


The-random error in angular measurement due to the atmosphere is found as a function 
of the bias error for any given elevation angle, from the 'curvein figure 7-18. The random 
azimuth error is approximately equal,to the elevation error, therefore, 
C221 1 -Cos 0 ­
-2ijI n2 81]j cos2e j + cos2 02ji81/2 
. 
sinoa2 S ,7- ) 
2 j) c s
o 8 cr=2 22 11tn22 
- Fs 22) (7-45)t 
_'1jos2 Bi cos i2J sin'2j-j 
The bias error in random range measurement due to refraction is obtainedfrom the curve in 
Iigure 7-19. This figure shows range bias as,a function of elevation angle. The elevation 
angle is derived from: 
cosl(Re + h) (cs 2eG, +cos22.)1/2 (7-46) 
e 
-J 
The random error in range is small enough to be assumed negligible. 
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Figure, 7-17. Elevation Bias Error vs Elevation Angle 
7.4.2.4 Results 
If there are no equipment errors in the system, the atmospheric error contributions are 
shown in table 7-12. 
TABLE 7-12 
ATMOSPHERIC ERROR CONTRIBUTIONS 
[as


Latitude 0. 00464 nmi 
Longitude 0. 01854 nmt 
Random 
Latitude 0. 069106 nmi 
Longitude 0. 010923 nmi 
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Figure 7-18. Conversion for Random Elevation Errors 
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Figure 7-19. Atmospheric Range Bias 
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If the system is required to ,position the vehicle with an error no greater than one nautical 
mile with a 90 percent probability of confidence, then 
"A) 2 (7-47)plat. + /(1.6 a + (1.6 lat. I ) 2 -1 
plat. M is the random error due to equipment inaccuracy with, 7plong. and ap long. 
assumed to be negligible. For this case,o- 2 is found to be equal to 0. 38223 nautical plat. M 
miles. Then from equation 7-31, 
a-"2m -21 7S 2 +S (7 48) 
p la. M aM1 3K la. 7la] 
and assuming a 0. 1 nmi accuracy in range, the angular accuracy required is 68.25 micro­
radians for the vehicle measurement and' 22. 75 microradians for the reference station 
-measurements. ­
7.5 EMERGENCY SITUATIONS 
This section describes the method of alerting traffic control and the user to an emergency


situation and of monitoring the-remedial action.


7. 5. 1 Recognition of Emergency Situation


Traffic control shall be notified if any of the following symptoms exits:


a. Failure of.a vehicle to respond to a "position fix" command after three attempts


have been made within a five second time interval.


b. Receipt of an emergency condition code transmitted from a vehicle. 
c. Failure of the system to operate normally in any respect. 
Traffic coiitrol shall be supplied with all the available "fix" and weather information for 
each vehicle. From this information, traffic control shall determine which vehicles shall be 
notified of the possibility of collision, grounding, or other hazards. 
7. 5. 2 Responsibility for Initiation and Direction of Emergency Action 

Based on the information described in paragraph 7. 5. 1 traffic control shall determine 

when an emergency condition exists. 
 Traffic control will originate all emergency messages 
and decide which vehicles are to be informed of the emergency condition. Traffic control

determines the emergency services that the system provides to the distressed vehicle and to

other vehicles in the area.

7. 5. 3 Emergency Message Format and Vehicle Display 
The message format shown in table 7-13 shall be used to notify any vehicle of an emergency 
condition or to send emergency instructions to a vehicle. 
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TABLE 7-13 
EMERGENCY MESSAGE FORMAT (SATELLITE TO VEHICLE) 
Item Description 	 No. of Bits 
1. 	 sync 	 6 
2. 	 Function command 4 
(vehicle report) 
3. Vehicle address 	 24 
4. 	 Position code (binary) 	 20 
5. Alarm (on-off) 	 4 
6. 	 Information codoe ,(100 possibilities)** 	 8 
1. 	 collision is imminent, change course 
as follows 
2. 	 fix information 
3. 	 unchartered danger at following 
location 
4. 	 change cour'se as follows to aid distressed 
,vehicle at following location 
5. 	 change course as follows to avoid 
iceberg at following location 
00 
7. 	 latitude (as per item 6) -	 20 
8. 	 longitude (as per item 6) 	 24 
9. 	 time of fix** 	 24' 
10. V or range* (as per item 6) 	 8 
11. 'q or bearing* (as per item 6) 	 12 
12. weather' report (as per item 6) 	 28 
13. error detecti6n code (not displayed) 	 8 
*Not displayed on visual display 
**The information code will be displayed in the "seconds" position of the time of fix display. 
7.5.4 Acknowledgement of Emergency Message 
The user vehicle shall be equipped to respond, via the offset transmitter, to any 
emergency instruction. The response format is given in table 7-14. The response will 
acknowledge receipt of the emergency message and shall indicate compliance with the message 
content. 
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TABLE 7-14 
MESSAGE FORMAT OVER OFFSET CHANNEL (VEHICLE TO SATELLITE) 
Item Description 	 No. of Bits 
1. sync 6 
2. Function command (10 possibilities) 	 4 
1. 	 emergency (class I) 
2. 	 emergency (class 11) 
3. 	 enter system 
4. 	 exit system 
5. 	 acknowledge, yes 
6. 	 acknowledge, no 
7. 	 increase fix rate 
8. 	 return to normal operation 
9. 	 repeat report (internally generated by error 
detection circuit) 
0. 	 (available for use) 
3. vehicle address 24 
The system shall be capable of changing the position fix rate of any vehicle as directed 
by traffic control. By increasing the fix rate of vehicles in the emergency area, the vehicles 
may be "tracked" by traffic control. 
7.6 	 SYSTEM CONSIDERATIONS FOR PROVIDING HIGH ACCURACY POSITION INFORMATION 
FOR SPECIAL CLASSES OF USERS 
The objective of this contract has been to obtain position information for the general user 
to an accuracy of one nautical mile. In achieving this objective, considerable emphasis has 
been placed on minimum cost of the equipment on the user vehicle and minimum cost and 
weight of the satellite. There are some users, such as the Coast and Geodetic Survey ships, 
who would prefer to have a considerably greater accuracy. However, these requirements 
are basically outside the scope of this contract. Greater accuracy implies more cost. Since 
a -vast majority of the users are not interested in this accuracy, it is unnecessary to burden 
them, or the overall system, with any significant increase in cost which can be associated 
with a generally more accurate system. However, there is one approach for.achieving greater 
accuracy which would be acceptable and which has been given some consideration. 
For the high accuracy user, the requirement for the equipment to be of very low cost can 
be considerably relaxed. It is acceptable to ask the user who is getting extra service to 
'buy the more expensive equipment. The problem of achieving greater accuracy for special 
users, then reduces to the problem of determining means for increasing accuracy by intro­
ducing major changes into the equipment on the user vehicle but, only minor changes into the 
remaining system. 
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Within this acceptable framework for achieving greater accuracy the problem reduces to 
two parts. For an accuracy of the order of 0. 1 nautical miles, one set-of techniques is 
appropriate. For an accuracy of the order of 100 feet, another set of techniques shall be 
employed. These techniques are essentially independent of each other. Any particular user 
has the option of selecting those techniques which are most appropriate. 
7.6. 1 Accuracy Increase to 0.1 Nautical Miles 
IIn order to achieve an accuracy of 0. 1 nautical miles. for all users that are willing to carry 
the extra equipment, two techniques shall be used. These techniques employ increased 
radiated energy from the user vehicle plus a multiplicity of position measurements. 
7. 6. 1. 1 Increased Vehicle Power or Antenna Gain 
In order to determine means for achieving greater accuracy, one approach is to examine 
those factors which limit the accuracy of the unmodified equipment. The major contribution 
of error to this system comes from the thermal noise in the angle measuring interferometer. 
If the effective power radiated from the ground is increased, this error can be reduced. It 
can be shown, that the reduction in angle error will be equal to the increase in the ratio of 
signal voltage to noise voltage at the output of the interferometer receivers. The increased 
power from the ground can be obtained by either increasing the power generated or increasing 
the antenna gain; or both. The cost of increasing the power is basically the cost of the larger 
transmitter. The cost of increasing the antenna gain is essentially the cost of the larger 
antenna plus the cost of steering so that it will point its beam toward the satellite. Both of 
these costs are, of course, completely associated with the user vehicle equipment and there­
fore iepresent acceptable costs for achieving the desired objective. 
Unfortunately,, thermal noise in the interferometer is not the only contributor to error in 
the navigation system. Increasing power will achieve an improvement only to,the point where 
the original second order errors now become primary errors. The point that this occurs is 
a function of the remaining system. Now, the design work on any portion of the original 
system was considered completed when the error from that portion of the system was reduced 
to a minor role in comparison to the interferometer noise error. Thus, it is found that the 
limit of accuracy for the special user is determined by the errors which were unexplored for 
the general user. The question -then remaining is, how much improvement can be achieved 
without any real cost to the system by a more careful examination of these errors? There 
does not appear to be anything fundamental about any of the equipment errors. In the 
critical satellite location the reduction in these errors is basically dependent on increasing 
the precision of the hardware. Because of the nature of -hardware, many of the tolerances 
required for the general user will be easily exceeded; leaving only a few critical items the 
improvement of which must be weighed according to their cost. The fundamentally limiting 
error of the high accuracy system will be the atmospheric propagation errors. These 
errors canbe considerably reduced by making calibration corrections based on surface 
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refractometer data taken at the reference stations. It has been considered outside the scope 
of this contract to make the hardware and propagation investigations needed for a determina­
tion of the high accuracy system. Thus, it is not possible to specify how much increase in 
power or antenna gain should be inserted at the user vehicle nor the effectiveness of this in­
crease. It would however appear, that an increase in power or antenna gain of about 15 db 
would almost certainly make possible an increase in the accuracy of the system' by a factor 
of four. 
76..1. 2' Increased Data Rate to Vehicle 
The basic accuracy of the system is the accuracy achieved with one single measurement. 
If multiple,measurements are taken and an average position is determined from the sum of 
all of the measurements, then the resulting accuracy will be greater than that of any one 
measurement. If the individual measurements are statistically independent, that is, if there 
are no bias errors that persist throughout a multiplicity of measurements, then the error of 
the average position will be smaller than the individual errors by a-factor equal to the square 
root of the number of measurements. If, for example, there are nine measurements, then 
the error of the average will be one third the error of the individual measurements. In ­
achieving this type of improvement, it is important that the -measurements be independent. 
In the system described in this report, bias errors are removed by calibration from signals 
'coming from fixed reference stations at known locations. This.calibration is repeated once 
a second. Thus, it would be expected that if any bias errors were to accumulate over an 
interval'of a second, theywould be eliminated at the next calibration interval of a second. 
Therefore, if the measurements are taken once a second they should be nearly independent.-
Of course, there are some errors which do not fit into this category. 'The most important 
of these are the propagation errors. However, these errors are amenable to compensation 
from data taken at the reference stations. The ranging system is somewhat different 
because it is not rp-calibrated' every second. This, however, becomes unimportant since 
the range error on a single sample is only 0. 1 nautical miles and the bulk of, this error can 
be attributed to the thermal noise that is statistically independent from measurement to 
measurement. Thus, it would be expected that nine measurements, spaced with intervals of 
a second, should produce the nine essentially independent measurements that are needed to 
achieve a factor of three improvement in accuracy. 
It should be noted, that these nine measurements do cost the overall system a reduced 
traffic capacity. However, since the high accuracy special type of users are expected to be 
very small in number, increasing their data rate by a factor of nine would have only a 
negligible effect on the overall traffic capacity and this would be considered acceptable. 
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From the preceding considerations, it would not appear desirable to attempt to push ' 
either the increased power technique or the averaging technique to the point where a 0. 1 mile 
error would be realized. However, a combination of the two techniques would appear to make 
the desired accuracy achievable. 
7. 6.2 Accuracy Increase to 100 Feet 
The accuracy increase described in the preceding section would be available to any type of 
vehicle at any time provided only that the user be willing to carry the extra equipment. 
When an accuracy of 100 feet is required, it is found that such general service will not be 
available. For example, it will not be possible to,,provide such an accuracy to aircraft. 
Fortunately,, it does not appear that there is any need for this accuracy by this type of 
vehicle. The approach taken will not provide general service to all users but will study the 
requirement of the specific users in order 'to meet their particular requirements. 
7.6.2. 1 Stationary User 
All,very high accuracy users, who are at non-moving positions on earth, can be lumped 
into a single class. An example of this is the U. S. Geological Survey. They are interested 
in a convenient means to measure the location of points to al absolute accuracy of 100 feet. 
With this type of user, range data alone can be utilized to determine positions. The 
principal error, normally associated with range only systems, comes from uncertain motion 
of the user. For the stationary user, this error is eliminated. This essentially reduces the 
error to that of the ranging equipment. 
For the generaluser, range accuracy for the designed equipment is 0.1. To achieve a 
greater range accuracy, a modification to the system'shall be introduced. Unfortunately 
this modification will have to be made to the 'user equipment and to the satellite and gound 
equipment. The extra cost of the user vehicle equipment will not be a problem and the 
ground equipment cost should be negligible. Thus, the modification to the satellite becomes 
the most critical item. In the equipment designed-for the general user, a pulse packet of 
energy, having a complicated wave shape, is generated and then relayed via hetrodyne 
repeaters from the ground, to the satellite, to the user vehicle, back to the satellite, and 
then to the ground. The final pulse received is processed by the ground equipment to yield 
range information with an accuracy of 0. 1 nautical miles. An improvement by a factor of ten 
can be achieved in the system accuracy. First, the original pulse of energy generated at the 
ground can be divided into-two pulses of energy. Each pulse has a bandwidth equal to that of 
the original pulse. Next, the second pulse is shifted in frequency by 500 kilocycles and the 
entire signal radiated'from the ground. The.satellite and user equipment must now be mod­
ified to relay both pulses. The procedure, which can be used at both locations, is to employ 
hetrodyne receivers that shift their local oscillators-by 500 kilocycles between the reception 
of the first and second pulses. On transmission, these repeaters will shift the signal back by 
the same 500 kilocycles so the radiated signals will maintain the desired frequency separation. 
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By the utilization of this technique, the only change in the equipment at the satellite will be 
the replacement of a'fixed hetrodyne oscillator with an oscillator capable of shifting the 
frequency by 500 kilocycles. The associated circuitry to tell the oscillator when to shift 
shall also be included. With this modified equipment, it will be possible to make range 
measurements accurate to 60 feet. Therefore, navigation fix accuracies of approximately 
100'feet would be realized. For user equipment at known altitudes, postiondata can be ob­
tained from one pass of a satellite provided its path does not pass near the zenith. For 
unknown altitudes, two passes of a satellite should be employed to achieve the greatest 
accuracy.


The degree of equipment modification required at the satellite'appears to be minor and 
therefore a stationary user can'be accommodated within the framework of this system. 
7.6.2. 2 100 Foot Accuracy For Moving Ships 
Having provided very high accuracy for the stationary user, there now remains only one 
type of user requiring, this service., This is the moving ship. Unfortunately, the motion of 
the ship destroys the possiblity of using range, from a single satellite to determine position. 
For this purpose, even a ship adrift at sea will be moved enough by winds and current to 
completely destroy the accuracy of the system. However, there is one factor which may be 
employed to avoid this difficulty. There does not appear to be any moving vehicle which con­
tinuou'sly requires lOfoot accuracy data. For example, the Coast and Geodetic Survey 
ship can normally operate with an accuracy of 0. 1 miles. For the few occasions that an 
accuracy of 100 feet is required, they are quite willing to wait until the circumstances to 
achieve this accuracy are satisfactory. This gives the system the right amount of flexibility. 
If range data from a multiplicity of satellites are obtained simultaneously, then the errors 
resulting from vehicle motion do not appear. Since the vehicle is a ship located at the 
known altitude of the ocean surface, two satellites viewed simultaneously are-adequate to 
. determine position. Thus, if the satellites are modified to obtain the high accuracy range 
information described in the preceding section, ships may obtain precision navigation informa­
tion by the process of waiting until two satellites are in suitable positions for simultaneous 
measurements. 
The basic system, described in the report, measures range and angle to the navigating 
user vehicles. As a result, only one satellite need be in view to obtain navigation information. 
The number of satellites launched will therefore be those necessary to provide single.cover­
age over the earth. However, regardless of the method of obtaining single coverage,. 
multiple coverage over some portions of the globe will be unavoidable. For example, if the 
satellites are launched in two orthogonal planes, double coverage will occur near the axis of 
the two intersecting planes. If this axis is inclined at 45 , there will be a double coverage­
zone in northern latitudes and a double coverage zone in southern latitudes. As the earth 
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rotates, any vehicle on the earth will pass one or the other of these double coverage zones at 
least once a day. During this period, the very high accuracy data for the moving ship can 
then be obtained. 
Unfortunately, the ability to see two satellites simultaneously is not entirely sufficient for 
navigation purposes. There are, in fact, four conditions which must concurrently fulfilled 
before a navigation fix can be obtained. First, the user shall be able to see two satellites. 
Second, neither of these satellites can be near the zenith. Ranging information becomes 
valueless when the satellite is directly overhead. Third, the two satellites cannot 'be near 
the same azimuthal plane. For example, if they are both in the same aximuthal plane, their 
ranging lines will be tangent to each other at the location of the user vehicle. The position 
data in one direction therefore will be valueless. This would not occur if the azimuth angles 
of the two satellites were' nearly separated by 0 . The fourth requirement is that both 
.satellites be within view of one ground station. The ground stations shall be arranged so that 
all satellites will be seen by at least one ground station. Unfortunately, the two satellites 
seen by the user vehicle may be visible only to two different ground stations. In this cir­
cumstance, navigation fix information can be obtained only by processing the raw data between 
ground stations. While it 'ispossible to do this, it is felt that this degree of complexity 
should be avoided. 
Although there appears to,be a number of things that must happen simultaneously in order 
for very high accurancyinformation to be available, there will still be reasonably large time periods 
available for this information. The ground stations can be programmed to track the satellites 
and to inform any special user, on request, the time for the next high accuracy interval. 
This mode of operation appears to be satisfactory to all the users requiring this information. 
7.6.3' Summary 
Accuracy of approximately 0. 1 nautical miles can be obtained for any user who is willing 
to carry more expensive equipment. This can be done without any alteration to the satellite 
equipment. It would involve more careful design for accuracy than might otherwise be 
necessary.


Accuracy of approximately 109 feet can be supplied' to all users who required this type of 
information, To do this, the ground equipment, the satellite equipment, and the user vehicle 
equipment all must be modified. It appears that the modification in the critical location of 
the satellite would be sufficiently minor to make such an alteration acceptable. 
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8. SYSTEM EVALUATION


The evaluation of a system is made on the basis of its effectiveness and cost. This


section contains.discussions of the effectiveness of the Navigation Satellite System. 
 Costs 
are discussed in the following section. 
Effectiveness of a system concept is measured in terms of the benefits gained from per­
forming its mission, its capabilities to perform its mission, the feasibility of implementing 
the concept, and any bonus features which might accrue in implementing the system. Each 
Of these factors is discussed below for the Westinghouse Navigation Satellite System. 
8. 	 1 USER BENEFITS 
Ships and air'craft, especially at sea, now have noway of accurately determining their 
positions at all locations and under all conditions. The navigation system proposed here will 
provide frequent and accurate position information to traffic control centers, and to parti­
cipating ships andcaircraft, on a worldwide, all-weather basis. Receipt of this information 
will mean two things, to the.user: 
1.- Increased safety 
2. 	 More effective utilization of equipment. 
Since the positibns of all participating ships and aircraft will be continuously monitored 
by the responsible traffic control agency, the air/sea rescue.problem is greatly reduced. 
At present, when a ship or aircraft crashes or sinks at sea, large areas must be searched 
for survivors. But this system determines the position of each vehicle within every 1.00 
miles, of travel. 'Therefore, the maximum search area can be confined to a 100 mile circle 
about the last reported position, if a vehicle fails to reportat its next fix interrogation time. 
Since the mean velocity and heading of the vehicle die also available at the ground control 
station, the search area can be still further reduced and accurately pinpointed. 
Because the system also provides a relay function between the user 'vehicles and the 
traffic control agencies, the user vehicles can receive warnings of uncharteddangers, bad 
weather, heavy traffic areas, and other vital information. In addition, the traffic control 
agency can advise the vehicle of the safest and fastest'route which will avoid these dangers. 
This warning capability will mean fewer accidents. 
This data relay is a two way channel. Therefore, the user vehicles can alert the cognizan 
traffic control agency of an emergency, real or impending. 'The system can then increase 
the fix rates and track the vehicle right to splash. This track, capability reduces the search 
area to a one mile circle. 
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The combination of the position monitoring by the traffic control agencies and the data 
,relay capability provide an additional benefit. When an emergency situation arises, vehicles 
in the area of the vehicle in trouble can be requested to lend aid. In fact, airplanes going 
down over the open sea could be vectored to the vicinity of the nearest ship. 
In addition, the user vehicle, by adding to his basic equipment, can receive and display 
the positions of all vehicles in his immediate area. This capability, provided at only a small 
increase in cost to the user, has obvious advantages in heavy traffic areas or bad weather. 
Therefore, the implementation of this navigation system will mean fewer accidents re­
sulting in a saving of both lives and equipment. In case of an accident, this system will 
enable search and rescue forces to be alerted immediately, to know accurately the position 
of the Vehicle at the time of the emergency, and to know what vehicles are in the area to 
participate in rescue operations. Also, the Air/Sea Rescue Service can direct the rescue 
operations remotely. Thus, many lives that are normally lost in a crash or sinking will 
be saved. 
Besides increased safety, implementation of a navigation system of the type discussed 
in this report will mean lower operating costs and more effective utilization of equipment. 
First, by obtaining frequent and accurate position fix information, the master of a ship or 
pilot of an aircraft can approximate more closely a pre-planned optimum course. Thus, 
more rapid transit times can be made. This means more distance, and hence, more ton­
miles or passenger-miles in a given time. Warnings of storms and hazards provide the 
user with the capability to choose the optimum course fdr avoiding these dangers. This 
will result in faster passages through bad weather and decreased costs from weather 
damage. 
The amount of data that a merchant ship must return to its home office during a voyage 
is extremely small. However, the law now requires these vehicles to have radio equipment 
for emergency functions. The system described here performs the emergency function. It 
can also handle the small amount of data exchange between the vessel 'and its home office 
with little increase in cost and complexity, eliminating the necessity for the vessel to carry 
an additional expensive piece of radio equipment. Also, since the equipmentthat this 
navigation system will place on the vessel is inexpensive, reliable, and requires no operator 
in attendance, the need for a radio officer on board will be eliminated. These two factors 
will result in a continuous saving in costs per voyage. The costs per ton-mile or passenger­
mile are correspondingly lowered. 
Thus, implementation of this navigation system will'result in more ton-miles or passenger 
miles for a participating user vehicle in, a given time. It will also result in a lower cost per 
ton-mile or passenger-mile. 
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8.2 PERFORMANCE 
The Navigation Satellite System considered here will gather position data on participating 
ships and aircraft, and provide an accuracy of one nautical mile, 90 percent of the time. 
This meant that the bias plus one sigma errors in user vehicle position will not exceed 
0. 6 nautical miles, with the method of calibrating interferometer constants and claculating 
the position fix, previously described. 
This navigation system is required to provide fixes at rates between about 13, 000 and 
36, 000 per hour, depending upon the time period. The system described above will provide 
fixes at the rate of 3600 per hour. It is, then, an interim system, and because of the 
natural reluctance of users to accept a new idea, its fix rate will be entirely adequate for 
the first few years of operation. As the system effectiveness is demonstrated to ship and 
aircraft users in terms of increased safety and profits, the required fix rate will begin 
to approach the required values stated, as justified by the number of users. The present 
system fix rite can be increased to 18, 000 per hour with no increase in system cost. This 
rate will be adequate beyond 1980. When the fix rate exceeds 18, 000 per hour, larger 
boosters will,be required, resulting in increased system cost. 
In addition to its primary function of gathering position information, the Navigation 
Satellite System, is required to provide a data link between traffic control centers and user 
vehicles. It is shown above that the system can relay all the data requiredby the user' 
vehicles. This relay function will be accomplished with high reliability, at high speed, and 
at a negligible contribution to system cost. 
The speed factor is very important with respect to the reporting of position fix informa­
tion to the user vehicles. The system will make the position fix and report it to the traffic 
control center and the user vehicle in less than one second. This means that for the fastest 
vehicle, tfie supersonic transport, the reporting of the position fix will coincide with 
determination of position fix for a travel distance of less than 0. 5,nautical miles. This 
distance is within the accuracy of the fix, and hence, is entirely adequate. 
The final function to be performed by the system is the gathering of general data from 
remote locations. This data can include weather and oceanographic information. It is 
shown in the previous discussions that data bandwidths up to 100 kilocycles can be handled 
with this system at low error rates with n6 increase in system cost. These data band­
widths are more than adequate for the remote data gathering and, data dispersal functions 
which the system will be required to perform,at any future date. 
8.3 FEASIBILITY 
The system,described in this report is. technically feasible under the projected state­

of-the-art. The user vehicle and reference statidn subsystems are feasible under the


current state-of-the-art. The most critical component in these subsystems is the
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transmitter power tube. An existing tube has been found which meets the requirements 
for performance and reliability. 
The ground control station is also feasible under the present state-of-the-art. Existing 
general purpose computers have sufficient speed and storage capacity to perform the data 
handling and processing requiredin this system. 
Extensions in the state-of-the-art are required in the satellite subsystem, both in the 
satellite itself and in the launching system. Power and reliability are a problem in the 
spacecraft. Currently available transmitter power tubes that meet the power requirements 
are not sufficiently reliable to be economically feasible. In addition, tubes are inefficient 
due to the large filament powers required. However, high power, high frequency semi­
conductor amplifiers, which are both efficient and reliable, are not yet available. Therefore, 
-an extension in the state-of-the-art is required in this area. 
Work is currently being performed on long life tubes for space applications, and on 
high power, high frequency semiconductor amplifiers. Since this system will not become 
operational prior to 1970, it is reasonable to expect that by then, 
 one or both of these 
devices will be available. The tubes currently available can provide the power outputs

required for short life, experimental spacecraft.

To achieve zero outage time for periods of three to five years requires low drift rates 
of the satellites relative to each other. This, in turn, requires precise injection into

orbit. . Velocity accuracy isLmost critical, but currently available guidance systems will

not give sufficient accuracy. Advanced tracking and guidance systems are now being

studied by various missile test range contractors which will provide the required accuracy.

These systems are expected to be available by the time this navigation system becomes

operational.'

High 'injection accuracies are not required for an experimental system since multiple

satellites for worldwide, continuous coverage will not be required at this stage. Hence,

relative satellite, spacing is not critical for the experimental system.

Therefore, the equipment and techniques necessary to implement the -experimental system 
are currently available. Development programs are currehtly being pursued for the critical 
equipment and techniques necessary to implement the operational system. It is reasonable 
to expect that these critical equipments and techniques will be available prior to the 
operational date of this navigation system. 
8.4 BONUS FEATURES 
The navigation system discussed here isrequired to provide position accuracies of one 
mile. However, for a special class of user, the Geological Survey and the Coast and 
Geodetic Survey, much higher accuracies are necessary to effectively perform their mission. 
Techniques are described elsewhere in this report, which are easily incorporated into the 
system, and which will satisfy the requirements of'this special class of user. 
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The system is ideally suited to the performance of a multi-purpose mission. This is 
evidenced by the large data bandwidths which the system can handle in a data gathering mode 
with no increase in system cost. This increase indicates that booster capabilities are not 
being effectively utilized. Therefore, additional functions which this satellite system can 
perform within the framework of a minimum cost as determined in this study, should be 
investigated. Adding additional functions to the satellite until the system cost begins to 
markedly increase, will insure maximum effectiveness for a given cost. 
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9. SYSTEM COSTS


The estimated costs for development and achievement of initial operational capability are 
summarized in table 9-1., Funds are, shown by the fiscal year in which they would be obligated, 
rather than expended. 
The'basic operational system would consist of one ground control station, eight reference 
stations, and 8 medium altitude satellites; 4 each in two orthogonal orbits at 55 degrees 
inclination. This system will provide complete coverage for all ships and aircraft in the 
North Atlantic Ocean, Caribbean Sea, and eastern Pacific Ocean areas. 
Extension of the system to give complete world-wide coverage would not require more 
satellites but would call for additional ground control stations and reference stations as 
discussed in Section 6. 1. Cost for implementing additional ground stations are not givenhere, 
because they will depend on the specific locations involved. In any, event, the cost for each 
additionalcontrol station will'be lower thanfbr the first ground complex. The design concept 
for the ground control station is one of modular increments, since the capacity (and therefore 
the amount of equipment required) will be a function of the uiser activity in the control 
station's sector. 'Additional ground stations will have much less traffic to handle than the 
basic, or initial, system control station. Thus both investment and operating costs of each 
additional station will be only a portion'of the corresponding estimates for the initial ground 
control station. 
Table 9-1 includes all system operating costs through fiscal year: 1972, as a part of the 
development flight program. Post-1972 operating costs are estimated at $24 million per 
year, including an allowance for launching an average of 4 satellites per year. 
Development of the user equipment for both ships and aircraft is included, together with 
procurement and maintenance of approximately 100 equipments for experimental use aboard 
host ships, and aircraft during the development program. However, operational user equip­
ment is not included in. the costs, since it is assumed that these will be purchased or leased 
by the user. The production unit price of 1 set of user equipmentis estimated at $5,,000. 00. 
In the event leasing is adopted, the monthly rental to the user will be about $125.00. Equip­
ment for some of the special, or bonus, system services discussed in the report will be more 
expensive. User equipment price reductions below the $5, 000. 00 level will be encouraged by 
designing the equipment so that a number of manufacturers will be qualified to market the 
sets. 
Table 9-2 shows the recommended launch schedule on which, the cost estimates are 
based. 
9-1 
Tables 9-3, 9-4, and 9-5 are breakdowns of table 9-1. The following assumptions 
apply to the development flight program estimates: 
1. The main development of Super Delta or a booster with equivalent weight lifting 
capability will not be charged to this program. 
2. The gravity gradient stabilization technology program now contemplated by NASA 
and DOD will be carried out. 
3. The development integration of Super Delta with the spacecraft will be carried out 
on this program. 
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TABLE 9-1 
NAVIGATION SATELLITE BASIC OPERATIONAL SYSTEM SUMMARY 
OF ESTIMATED PROGRAM FUNDING REQUIREMENTS 
(Exclusive Of NASA In-House Support) 
Millions Of Dollars 
Fiscal Years -
Total 
1964 1965 1966 967 1968 1969 1970 1971 1972 R&D Prod. 
Development $ 0.5 $ 4.3 $11.3 $16.2 $22.1 $21.0 $16.7 $ 2.6 $ 2.6 $98.3 
Flight Program 
Supporting Research 1.0 3.9 6.5 4 A A R 6.5 * * * 29.2 
& Technology 
Additional (Produc­ 12.0 39.0 27.0 78.0 
tion) Investment 
Construction (1 Ground 1.0 1.0 
Control Station) 128.5 78.0 
$T­ $­ $17.8 $2-0 $--6 $3--5 $55.7 $29.6 $ 2.6 $206.5 
* Supporting R & T funds not envisioned fot FY1970-72 period. May be required depending on future developments. 
TABLE 9 - 2


RECOMMENDED LAUNCH SCHEDULE


Mission Launch Vehicle Launch Calendar Yr. 
Launch 
Location 
Interferometer Experiment(Piggyback on Tech. Satellite) 1966 
Development Satellites 
1 flight TAD 1967 AMR 
2 flights TAD 1968 AMR 
2 flights TAD 1969 AMR 
3 flights Super Delta 1970 AMR 
Operational Satellites 
8 flights Super Delta 19-71 AMR. 
4 flights Super Delta 1972 AMR 
TABLE 9 - 3 
DEVELOPMENT FLIGHT PROGRAM FUNDING REQUIREMENTS 
Millions Of Dollars 
Fiscal Years 
1968 1969 1970 1971 1972 Total1964 1965 1966 1967 
 
Spacecraft & Subsystems $ 0.5 $ 2.5 $4.6 $ 8.4 $10.0 $11.2 $ 7.1 $44.3 
2.7 2.7 5.4 6.2 7.0 24.0Launch Vehicles 
Ground Control Station 0.5 3.3 2.6 3.1 1.2 10.7 
Equipment 
Ground Control Station 0.8 1.5 1.8 . 2.0 2.0 2.0 10.1 
Operations 
Equipment for Reference 1.3 0 5 1.2 1.5 4.5 
Stations & Experimental 
Users


Data Reduction & Analysis _ - 0.2 0.5 0.6 .0.6 0.6 0.6 0.6 3.7 
$16.7 $.2.6 $ 2.6 $97.3Total Direct R & D $ .5 $4.3 $11.3 $16.2 $22.1 $21.0 
1.0Construction: Ground Station $ 1.0 
Total Including Construction $98.3 
TABLE 9 - 4 
SUPPORTING RESEARCH 	 & TECHNOLOGY FUNDING REQUIREMENTS 
Millions of Dollars 
- Fiscal Years ­
1964 1965 1966 	 1967 1968 1969 Total


Navigation System $ 0.4 $ 0.7 $ 1.5 $ 1.5 $ 2.5 	 $ 2.5 $ 9.1 
Research

Angle Measurement 0.6 1.3 0.9 0.8 0.8 0.8 5.2 
Techniques 
Synchronous 1.0 2.5 3.5 
Navigation 
Satellite 
Studies 
Component 0.7 1.0 1.0 1.0 1.0 4.7 
Development 
Advanced 	 0.2 0.6 1.5 2.2 2.2 6.7


* Component 
Development 	 - - - ­
$ 6.5 $29.2Total DirectR & D $ 1.0 $ 3.9 $ 6.5 $ 4.8 $ 6.5 
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TABLE 9 - 5 
ADDITIONAL INVESTMENT FUNDING FOR BASIC OPERATIONAL SYSTEM 
Millions Of Dollars 
- Fiscal Years -
1969 1970 1971 Total 
Spacecraft $ 4.0 $12.0 $ 8.0 $24.0 
Launch Vehicles 7.0 21.0 14.0 42.0 
Ground Control Station Equipment 5.0. 5.0 10.0 
Equipment for Reference Stations 1. 0 1. 0 2.0 
Total Procurement $12.0 $39.0 $27.0 $78.0 
Modular additions to development ground station complex to implement full operational capability With one ground* 
control station 
APPENDIX A 
'RADAR RANGING ANALYSIS AND PARAMETER CALCULATIONS 
A. 	 1 INTRODUCTION 
A relatively simple analytical technique can be used to calculate performance and' param­
eters of simple radar and communication systems. The straightforward radar range equa­
tion, or a modification thereof, is applicable to the cases of point-to-point transmission and 
reflecting-target detection. The subject Navigation Satellite System, however, requires a 
more involved analysis. The features of the Navigation Satellite System responsible for'this 
are: (1) each of the three heterodyne repeaters in the signal path contributes some thermal 
noise to the composite signal, which is subsequently amplified and transmitted; also, (2) the 
presence of four transmitters in the path causes a four-way trade-off of transmitted power 
in order to obtain the signal-to-noise ratio required for range measurement, (3) an addi­
tional complication inthe use of linear-FM pulse' compression to obtain the necessary 
equivalent 	 peak power. 
In this Appendix, a mathematical model is presented and analyzed; parametric constraints 
are examined; and values- substituted. The resultant trade-offs are then examined' to.deter­
mine the best combination of transmitted powers. The resultant transmitter powers are as 
follows: 
Transmitter Peak Power 
Ground, Station 44 'watts 
Satellite (to Vehicle) 5, 000 watts 
Satellite (to Ground) 2 watts 
Vehicle 3, 600 watts 
A. 2 MATHEMATICAL MODEL OF ON-GROUND RADAR RANGING 
This section derives the expressions for signal-to-noise ratio in the satellite, vehicle, 
'and of'most importance, the ground station when: (a). radar range measurement is done 
the ground station. and (b) the satellite and vehicle portions of the radar act as heterodyne 
repeaters.


A. 	 2. 1 Signal and Noise Diagram 
Figure A.- illustrates the location of the signal and noise power sources of the radar 
system. Also shown are the flow paths of the composite signals within and between units of 
the system. 
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Figure A-1. Signal and Noise Diagram 
A. 2. 2 Parameters 
Tabulated below are the symbols and subscripts describing the various parameters needed 
in the derivation. 
A. 2. 2. 1 Symbols 
A = power gain of repeater 
B = bandwidth


b = normalized bandwidth


F = noise figure


f = RF carrier frequency


f( ) = a function of'(


G = antenna gain


K = Boltzmann's constant


kn = noise adjustment factor due to limiting
n


k = power reduction factor due to narrowbanding
p


ks = signal adjustment factor due to limiting


kT = snr transformation factor


L = power losses


N = receiver noise power


n = noise component at the amplitude limiter


P = transmitter peak power


p = received power


QCR = pulse compression ratio


R = range


S = signal component at the amplitude limiter


SNR = signal-to-noise power ratio, compressed pulse


snr = signal-to-noise power ratio, stretched pulse


Ta = antenna noise temperature


Ts = average sky temperature


= effective receiver noise temperature
Te 

w = normalized power transmitted by ground station


x = normalized power transmitted by satellite in outward link


y = normalized power transmitted by vehicle


z = normalized power transmitted by satellite in return link


a = transfer constant from transmitter to receiver


x = RF wavelength


A. 2. 2. 2 Subscripts 
g = ground station


i = limiter input
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0 = limiter output 
r = receive (antenna) 
s1 = satellite in outward link 
s2 = satellite in return link 
t = transmit (antenna) 
v = vehicle 
vi = in vehicle before limiting 
vo = in vehicle after limiting 
gs = transmission from ground station to satellite 
sv = transmission from satellite to vehicle 
vs = transmission from vehicle to satellite 
sg = transmission from satellite to ground station 
The superscript (') refers to the value after bandwidth narrowing. 
A. 2. 3 Derivation 
A. 2. 3. 1 Ground-to-Satellite Path 
The transmitter at the ground station generates a stretched linear FM pulse of peak power 
P 	 . In travelling to and entering the satellite receiver, the pulse suffers a net attenuation of 
g Gg Gsl (x gs)2 
gs 2 2 	 (A- i)(4r) (Rgs) Lg s 
so that the power reaching the satellite receiver is the 
Useful Signal Power = Pgs = age Pg, (A-2) 
The satellite noise power, with which Pgs shall compete, is the 
Effective Noise Power = N = K (Te)s B 	 (A-3) 
and the first of four normalized power parameters can be defined as 
W=ag P 
- N g 	 (A-4) 
which is useful later in the derivation. 
The effective signal-to-noise ratio, i. e. , the ratio of (A-2) to (A-3), is: 
a P 
(snr) 1 Ns W (A-5) 
s1


In this case the snr is identical to the normalized power parameter. This will not be true at 
subsequent repeaters, however, where additional noise causes snr degradation. 
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A. 	 2. 3. 2 Satellite-to-Vehicle Path 
The gain of the satellite repeater is defined as the transmitted output divided by the front­
end power; that is: 
P P 
A 	 - 1 s I (A- 6) 
gs Pg + Ns Nsl(w 
This output power, 
Ps 1 =As 1 (ag s Pg +Nl) 	 (A-?) 
in travelling to and, entering the vehicle receiver, suffers a net attenuation of: 
G1 
 G
v (Xsv)2


a 
sv 	 
-7 (4)2 (s2L 	 (A-8)(v)(R SV) Lsv 
The composite (signal plus noise) received power is: 
Psv a sv PS=a sv (ags Pg +N) 	 (A-9)=slAs 
to which is added the internal vehicle receiver noise, 
Nv= K (Te)v By, (A-10) 
yielding a total front-end power of: 
p +N. = a A (ags P +Ns)+Nv (A-i) 
v sv s g 
of which the 
Useful Signal Power = a A a P (A-12) 
sv gs gsI 

and the 
Effective Noise Power = asv AsI N + N . (A-13) 
In the radar mechanization as conceived, in order to allow for doppler shifts, the vehicle 
receiver passband is made wider than that of the first satellite receiver. Thus, there is no 
narrow banding, or reductionof the satellite noise spectrum, and the respective noise powers 
simply add as indicated. 
The effective signal-to-noise ratio at this point, before amplitude limiting, is (A-12) 
divided by (A-13), or 
(A- 14)gs(snr).a sv A ag P 
avi A N + N 
sv sI sA v 
A-5 
Substituting (A-6) 
P


° .v R _Tw Igs PgPg
a [ s IT aig
 
(snr)vi - p 	 (A-15) 
as N 1 N +N 
which, after substituting (A-5) and multiplying numerator and denominator by (w + 1), 
becomes 
(snr) sv Ps1 w(A-)
vi a P +N' (w+1)sv sl V 
Finally, after dividing top and bottom-by Nv , the second normalized power parameter is 
defined and substituted, 
a Psv s ! 
.x = NK (A- 17) 
V 
yielding: 
(snr)vi w (A-18) 
A. 2. 3. 3 Limiting ini the Vehicle Repeater 
The inclusion of an amplitude limiter in the vehicle repeater has a significant effect on 
signal-to-noise ratio, and this effect shall be taken into account. Following a discussion of 
the phenomenon itself, the effect on the, system snr is, shown. 
A. 2.3.3. 1 Amplitude Limiting and Signal-to-Noise Ratio - A linear bandpass amplifier 
faithfully reproduces all fluctuations of the signal plus noise within the limits of the passband. 
An amplitude limiter restricts the, amplitude of its output by attenuating the composite signal 
as a function of amplitude. An ideal limiter clips'the composite signal peaks at a prescribed 
level, thereby fixing a maximum amplitude and maximum required dynamic range of the 
associated amplifiers. 
The effect of limiting on signal-to-noise ratio is analyzed in the literature. A pertinent 
result of the analysis is reproduced in figure A-2, which shows the output snr of an ideal 
symmetrical limiter as a function of the input snr The assumed conditions are a CW signal 
and Gaussian noise in a rectangular passband centered at the carrier and passing all carrier 
sidebands while rejecting all harmonic frequencies. 
1 	 W. B. Davenport, "Signal-to-Noise Ratios in Band-Pass Limiters", Journal of 
Applied Physics; Vol. 24, No. 6; June, 1953. 
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'The most notable chaiacteristic of the limiting phenomenon is the transition from-degra­
dation to enhancement of the signal-to-noise ratio as the input value increases. - Obviously, 
operation at the higher values of (snr)i pays dividends. The minimum and maximum improve­
ment factors are: 
osr0 ;t ' (snr)i 0 (A- 19) 
4(snr). 
and 
(sr) 2, (snr) - (A-20) 
T{snr). 2 (nr 
The amplitude limiter, being a nonlinear device of constant power output, is more diffi­
cult to analyze as part of a system than are simple amplifiers and attenuators. One method 
of accounting for its effect in the navigation satellite vehicle is to consider it as a 'sort of 
nonlinear signal-to-noise transformer at the output of the repeater. In this case, a numer­
ical calculation.of (snr)i without limiting is required in order to read from figure A-2 the 
value of (snr) with limiting. 
The output power, P,is constant and is composed of signal output s and noise output no. 
Therefore, as (snr). increases, not only does s increase, but no actually decreases. When 
I­
2 
t2


Z


r 
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Figure A-2. Limiter Signal-to-Noise Transformation 
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the values 'in figure A-2 are translated intoterms of the factors by which s and no change,, 
the signal and noise power terms without limiting can be converted easily into those existing 
with limiting. 
Without limiting, the output power is 
s.I + n. = P 	 (A-21)I 
and the signal-to-noise ratio is 
S. S(snr) (A-22) 
1 
so that 
si = ni (snr)i (A-23) 
combining (A-21) and (A-23), 
n (snr)i + ni = p 
n. [(snr). + i]­ p 
1.L 
n. =P 
1 1 (A-24) 
in,which case, 	 (snr)(8s
-
P- n.= 
-
[p - - p i 	 (A-25) 
5. =p-n. 	 	 -p(shr).+1 
By the same token, with limiting, 
s +n =P (A-26) 
o 	 0 
s/n= (snr)o (A-27) 
so that 
(A-28)n-P I 
0 
and- , (snr) (A-29) 
0 (snr)0 + 1 
-The factor by which the noise component changes with limiting is therefore ,(A-28) divided 
by (A-24). The noise adjustment is 
1 
n (snr) +1 (s)+ (snr)i +1 	 (A-30)
kn n p 1 (snr) +1 k (snr.) + 1 
nn P(snr).+1 0 T A 
where kT' the limiter transformation factor, is defined as 
kT (snr)° (A-31) 
A-8 
The signal component changes by (A-29) divided by (A-25). The signal adjustment factor is 
therefore;


(snr)


P(snr) i +1 
s (s--r ° + 1 (snr) (snr)


Si snr= (snr) 1 kTik (A-32)


(snr).i +I 
The three functions are plotted in figure A-3. 
A. 2.3.3.2 Effect of Limiting on System Signal to Noise Ratio. - By definition, the overall 
gain of the vehicle repeater is the output divided by the front-end composite power, 
P P 
A= v V (A-33)v a P +N N
'sv V .V 
This. will hold true with or without amplitude limiting. The mpodel of the limiter shall be 
considered as a device which merely juggles the relative values ,of output signal and' noise 
powers while keepingthe total power constant, and equal to P . Thus, A includes the loss 
v v 
due to the limiting process. 
-Inthe vehicle receiver, both signal (A-12) and noise (A-13) are amplified by Av, main­
taining the same snr (A-14) into the limiter. From this, the limiter output is determined. 
By evaluating (snr)vi for a particular set of parameters, the, corresponding values of kT' 
ks and kn can be determined from figure A-3. The important paiameters are ks and kn 
If desired, it is possible to calculate the quantities 
kT Wx 
(snri = kw +Tx+1 (A-34) 
(A-35)0 = (Signal Output) v = ks Ava sv As 1 a gs Pg 
md 
nvo = (Noise Output)v = kn IAv a sv As + NV (A-SO). 
= kn Av a sv Asi Ns1 + kn Av Nv 
noting that: 
PV = sV0 + nVO (A-37) 
A. 2.3. 4 Vehicle-to-Satellite Path


In traveling'from the vehicle back to-the satellite, Pv undergoes a net attenuation of


GV GS2 (xvs) 2 (A-38) 
a vs (47T)2 (R)2vs Lvs 
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and appears at the receiver input as: 
1(A-39)=PvksvessPv = s~~~v s 
asvf va Avvskjl a gs p (ASO
A N + a NVSA 
S N1 v s n v vs n v s vV s Ns 
At this point in the path of the composite signal, the effect of a narrowed passband is 
introduced. The mechanization, as conceived, embodies receiver passbands of widths such 
that: 
B < Be2 <B< 1s< B, v (A-40) 
where Bg is essentially the spectral width of the pulse stretched signal. Given such a 
relationship, on the return trip of the signal, the' satellite receiver will reject part of the 
noise introduced in the vehicle and the first satellite receiver. Moreover, the bandwidth 
will have been narrowed even further at the ground station, yielding additional noise re­
jection. 
With the normalized bandwidths defined as: 
bsl =Bs/Bg (A-41) 
'bv = B/Bg (A-42) 
be2 = Bs/Bg (A-43) 
the satellite receiver input, (A-39), entering the narrower-bandwidth circuit, becomes: 
'avs ks Av asv A 1 ags Pg 
Pvs = Av sv 1 (A-44)(bs+avskn Ns 
+avs kn A NvVv _ 
To A-44 is added the interval noise power, 
N =K(Te)s2 B, (A-45) 
2 2 
A-li 
and the total power entering the receiver is: 
avs k s Av a svA sIa ga k A gs Pg 
P'vs +N2= +Gvskn Avasv As N l (A-46) 
( b v) Ns vAv+ vs kn 
of which, the 
Useful Signal= a vs ks A av As a P (A-47)
vSV5 gs g 
and the 
s2kAa A N T 
vs n S (b S-) 

Effective Noise Power =(A-48) 

I+ V)bvU
vs (bs +N 
The effective signal-to-noise ratio at the second satellite receiver is: 
avsksAasvAsl g s Pa 
(snr) = b b (A-49) 
avs kn AV a svAs N- I+avsknAvNv bv +N S2 
By manipulating and substituting the same terms as in equations (A- 14) through (A- 18), the 
following result is obtained: 
(snr)s2 b b N (A-50)f5 
vs kn v -5 ( w+ 1) + - (w+ 1)2vs n v bsI x + v v 
Substituting (A-33) and multiplying numerator and denominator by (x + 1), equation (A-50) 
becomes: 
(snr) Sa~kvs Pv wx.A-1 
(snr) 2 = bs 2 b 2 kaA-51 

kn -- avs Pv x -kn ---v avs Pv (w + 1) +. (w+ ) (x +1) 
s nb 
A-i12 
Dividing top and bottom of A-51byNs2 and substituting the third normalized power parameter, 
a P 
vs V 	 (A-52)
Y 1 N2 
yields: 
(snr)s2 = b b 	 (A-53)2 sb s2


kn 2 	 x y+k- (w+l)y+(W+I) x+l)

nb_s5 i bv (w1y(+)x )

s1 

A. 2. 3. 5 Satellite-to-Ground Path 
The signal and effective noise power in the satellite front end (A-42), is amplified A2 
times and transmitted as, output power (P2). The gain term-is defined to be the output 
divided by front-end power, 
s2 =p vsPs2 Ns2 	 (A-54) 
For convenience of derivation, the first term of the denominator should be a function of Pvs" 
Therefore,- introduce a factor, kp, such that 
(A-55)
P'vs = kp.Pvs 
in which. case from (A-39) and (A-44) 
b b 
a~kA 5 A a ia k2 A NN -b- kA vsksAlls	 asv Asl1a,gs Pg+ vskn Av asv AsN b avskn A 
I 
k p-	 s, 
Svs a k AasAsags +a sk AvasvA N +a k A N 
vs s V v s1 Pgs vskn s I vskn v V 
a P2 + 2,)v 

asvA s I 	 a gs Pg + asv'As S- s\ " v/ (A-56) 
cs A a P +a A N +N 
s gs g sv s v
sI 
 
y substitutifig (A-6), (A-5), and (A-7) into, (4-56) and dividing top and bottom by Nv, as in 
steps (A-14) through (A-18), the equation reduces to 
1) b_2+(w(b~ s 2 
k =, (A-57) 
p wx + x+(w+1) 
v 
A-13 
Because equation (A-57) is unwieldy, the factor, kp, will be carried along in the subsequent 
equations. However, the above definition should be kept in mind. 
Considering equation, (A-54) and (A-55), the gain of the satellite second repeater is:Ps
Ps P 2 
 
A 2 -- 2 	 (A-58)sjk P 5 + + Ny N (k y+1)p 2vs2 _2 + N 
In traveling to the ground-station receiver, the composite signal suffers a net 
attenuation of 
(i-59)
s 2 g Xsg 
-
sg (4 )2 (Rsg)2 Lsg 
and appears at the receiver input as 
asg As 2 avsks Av sv AsAgs Pg 
Psg asg s 2 = +asgA a k A a A 2 	 (A-G ) 
vs n v sv sN OsFs2I s2­
+a A a k AN _ -a A N sg s2 vs n v v asg s 2 
In entering into the narrower passband of-the 'ground-station receiver, the front-end 
composite power becomes 
bs2 
asg As 2avs ks Avasv Asl ags Pg +asg As 2 avs kn Av sv As s 
5g g: 
 5 	 .2

+ a a k A N- )+agAS2 N +Ng (A-61 
sg s2 vsn v v S2/ 	 6S2/b sg 	 S2 
where 
Ng = K (Te)g B :(A-62). 
Of 	 the composite power in the receiver, the 
Useful Signal Power = ks asg As2 a vs Av asv As 'ags Pg (A-63) 
1 
A-14 
and the 
k 
5 s 5 2 vs v sv s s 

Jk 
Effective Noise Power +-ga A a A N (A-64)
by sg s 2 vs V v 
1/ a As N +N 
b g 2 N2 gs 2 
so that the effective signal-to-noise ratio is 
sg s2 sv v svA sa gs P(snr)g9- kas gA s 2 avA a sINIS (A-65)" 
5­
1


+sr) k a a A a A+~ 1N A-A5) 
ry sg s 2 vs v sv sg +Ng 
v S2 
Making the same substitutions as suggested by equations (A-14) through (A-18) and (A-49) 
through (A-53), the'following expression is obtained 
ks asg ASwxy 
(snr)g = kn ugA Y+ kn (A-66) 
b ~ x+- vsgA 2 (w-i2-1) y 
-asg A (w+ )(xvl)+N2(w+1)(x+ 1)be- g 2 222 
Substituting equation (A-58) for A and multiplying numerator and denominator by 
(kp y + 1), equation (A-66) becomes 
ks asg Ps wxy 
.(snr)g - *k. n (A-67)
9 kn 'kn 
b-asg Ps 2 x'y + asgPs2 (w + 1) y 
22v 
.. !a p (w±l)(x+1)+N (w+1)(x+1)(ky+1 
Dividing numerator and denominator of (A-67) by N and substituting the last normalized 
power parameter, 
asg P s2 
z - (A-68) 
A- 15


yields the' final signal-to-noise expression, i. e., that at the ground station; 
(snr)= k -kck (A- 69) 
g -xyz + (w + 1),z (w + 1)(x + 1)z + (w +i1)(x +1) (k y+1) 
s1 
 v 
 s2


which, after pulse compression, is 
(SNR)g = (PCR)(snr) (A-70) 
The interrelationships of the several parameters will be demonstrated after an examination 
of the constraints upon, and the calculation of, the signal-to-noise ratio. 
A. 3 PARAMETRIC CONSTRAINTS 
This section examines the relationships which determine the required SNR at the range­
pulse detector. This will influence the specification of satellite, vehicle, and ground-station 
transmitted power. 
A. 3. 1 Additional Parameters 
In addition to the parameters 'defined in paragraph A. 2. 2. 1, the following parameters will 
be used in the discussion of constraints. 
c = speed or light ­
e = energy in the signal received -by the ground-station 
f( ) = a function of ( )
 

(No)g = noise power density of ground-station receiver


PCR = pulse compression tatio 
PD = probability of detection 
BR = rms error in range measurement 
T = round-trip delay time of radar pulse 
8,T R = rms error in round-trip delay time 
dt/df = slope of dispersive delay line characteristic 
r n = compressed (narrow)pulse width 
T = stretched (wide) pulse width 
A. 3. 2 Range Accuracy 
In the absence of noise, a transmitted pulse will echo from a, target (or will be' retrans­
mitted' by a repeater) and will return to a radar receiver delayed by the two-way transit time. 
A'threshold level in the receiver will be exceeded at time 
T 2 R 
T=e (A-71) 
Superimposing noise upon the above pulse waveform, however, causes an uncertainty or 
error in the range information. The randomness of the noise will cause threshold tripping 
sometimes before, or sometimes after, the nominal delay time. In this case, the rms time­
delay error will cause an rms ranging error of 
A-16 
SR= --. ,TR - (A-72), 
Assuming independent measurements in the satellite on both the leading and lagging edges 
nf the compressed pulse, the ranging error of a pulse stretch radar is given i by 
BTR r3 (A-73)R - Bg N)g 
For a single measurement per pulse, as would be done in the assumed system., the error would 
be ./2times greater. Multiplying (A-73) by ,/Tgives 
r Bg e( g (A-74) 
This may be put in terms of signal-to-noise ratio by substituting 
e, r (useful signal power) (A-75) 
and 
(N0) (total effective ,noise power)/Bg (A-76) 
g 
in (A-74) so that 1-
STR elu si 7 B CrB)(sr (A-77) 

T rBg^V Bg) tousl effective noise power ) Bg ( Bg)(snr)g
w w 
ug)(totailseful signal power


The time-bandwidth product in the denominator is very nearly equal to the pulse
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compression ratio, 2, 3, 
TiiB T 
w g" w (T- ) PCR (A-78) 
The range error is then 
,fT 
8TR = rB g (PCR) (snr)g (A-79) 
g g 
Solving for the required swept bandwidth, 
B =-1 (A-0) 
g ir (STR) N.(-PCR) (snr)g 
Because pulse compression correlates the coherent signal and not the incoherent noise, the 
peak signal-to-noise after compression is multiplied by the PCR, and 
1M. . Skolnik, "Theoretical Accuracy of Radar Measurements," IRE Transactions on 
Aeronautical and Navigational Electronics, December 1960. 
2J. R. Klander, et al, "The Theory and Design of Chirp Radars," Bell Telephone Monograph 
366Q; also published in the Bell System Technical Journal, Vol. 39, July 1960. 
3G., P. Ohman, "Getting High Range Resolution with Pulse Compression Radar," 
Electronics, October 7, 1963. 
4 M. Bernfield & C. Cook, "Matched Filtering and Pulse Compression," Sperry Engineering 
Review, Spring 1963. 
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Bg-= ir (8TR) (SNR-g 	 (A-81) 
A. 3. 3 Delay Line Considerations 
Mechanization of the pulse stretch network imposes a practical limitation on the time­
bandwidth relationship. The most practical device appears to be the ultrasonic frequency­
dispersive delay line. This delay line consists of an aluminum wire or strip with barium 
titanatetransducers on each end. The 'input transducer converts electrical energy to , 
acoustic energy.. The energy propagates down the delay line at a velocity dependent onfre­
quency and is Teconverted to electrical energy at the delay line output. 
The constraint imposed by dispersive delay lines 5' 6, 7 can be expressed in terms of the 
delay-frequency slope. That is, 
7rw/B = d/d (A-82) 
where dt/df represents the possible dispersion of realizable delay lines. 
A. 3.4 Probability of Detection 
The final constraint upon the power-related parameters is imposed by the signal-to-noise 
ratio of the collapsed pulse. It must be high enough to ensure an adequate probability of 
8detecting the signal and a small probability of detecting noise: The curves of Marcum 
indicate this relationship for a given radar configuration, once the allowable false alarm 
(noise-triggered detection) rate is chosen. At this point with all else being equal, it is 
sufficient to indicate that, 
(SNR)g = f (PD) 	 (A-83) 
The next section will give numerical meaning to the foregoing expressions. 
A. 4 CALCULATION OF REQUIRED SIGNAL-TO-NOISE RATIO 
This section further examines the previous parametric constraints, assigning numbers 
where required. 
A. 4. 1 Allowable Range Error 
Assuming that the ultimate range accuracy allows 
Total Range Error = 0. 1 nmi (A-84) 
it seems reasonable to allot one-half of this error to signal-to-noise effects. 
5A. H. Meitzler, "Ultrasonic Delay Lines Using Shear Modes in Strips," IRE Transactions 
on Ultrasonic Engineering, June 1960, p. 35.


6J. 
 E. May, "Wire-Type Dispersive Ultrasonic Delay Lines," op. cit., p. 44. 
7T. R. Meeker, "Dispersive Ultrasonic Delay Lines Using the First Longitudinal Mode in a


Strip," op. cit., p. 53.


.8J. 	 I. Marcum, "A Statistical Theory of Target Detection by Pulsed'Radar," IRE Trans­
actions on Information Theory, April 1960. 
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Therefore, within the context of paragraph A. 3. 2, assume 
8R = 0.1/2 = 0. 05 nmi (A-85) 
In terms of allowable echo-time uncertainty, this then represents 
&TR = 2 BR = (12. 36jvsec/nmi) (0. 05 nmi) = 0. 618pusec 	 (A-86) 
A. 	 4. 2 Realistic Frequency Dispersion 
The assumed amount of frequency dispersion is based on realizable ultrasonic delay lines.
• 9,10, 11 
Because devices have already been mechanized with time-frequency slopes of 2000'1' 
psec/mc, a reasonable value for dispersion is 
-
dt=2x 10 9 sec/cps (A-87) 
df 
so that, from (A-82), 
Tw = 2 x 10- 9 B (A-88) 
A. 4. 3 Required Signal-to-Noise Ratio 
Paragraph A. 3. a refers to the dependence of (SNR) on the probability of the threshold 
being tripped by the signal or by noise. The actual relationship is demonstrated here. 
A. 4. 3. 1 Selection of Probability Curve 
Marcum's 1 2 family of curves illustrates the probability of detection versus signal-to-noise 
for a variety of conditions. By defining those conditions applicable to the satellite-vehicle 
radar, a relevant curve is determined. 
Each curve is valid for a unique combination of values for each of three parameters: 
7 = the number of pulses received during the time allotted to signal detection 
N = the number of pulses integrated 
n = the number of opportunities for noise to exceed the threshold 
Assuming one pulse transmitted per round-trip transittime, i. e. , assuming no range 
ambiguities, 
7 = 1 (A-89) 
,so that, 
N = 1 	 (A-90) 
The remaining parameter, n, known as the false alarm number, is defined as 
n = Tfa frr 	 (A-91) 
where 
Tfa = required false alarm time 
f 	 = pulse repetition (sweep) frequency
r


= number of pulse intervals per sweep


9 A. H. Meitzler, op. cit. 
1 0 J. E. May, op. cit. 
1lT. R. Meeker, op. cit. 
12jL. I. Marcum, op. cit. 
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The PRF period, 1/fr, shall be slightly longer than the two-way transit time of the signal, 
which is 
T = R = (12. 36sec/nmi) (8496 nmi) = 0. 105 sec (A--92) 
Therefore, assume 
(A-93)1/f 0 . 11 sec 
or 
(A-.94)fr 9.1 cpsr 
The number of pulse intervals per sweep equals the radar listening time divided by the ­
compressed or narr6w pulse width. In this case., the satellite receiver must listen for an echo 
return for at least 
2 (R-h) = (12. 36psec/nmi) (8496-6000)' (A-95) 
= 0. 0308 sec 
The compressed pulse width is undetermined at this point, but it is probably on the order of 
7 microseconds. Therefore, 
7) TL/T N = ..0308/7x10-6 =. 4400 pulse intervals (A-96) 
The third factor, false alarm time, is somewhat arbitrary. Choose 
(A-97-)Tfa = 1 hour = 3600 seconds . 
Substituting equations (A-94), (A-96) and (A-97) into equation (A-91), results in 
n = (3600) (9.1) (4400) = 1.44 x 108 -108 (A-98)' 
In review, then, the pertinent conditions are 
(A-99)7'= N = 1 
 
n,= 108 (A-100)

which, for a square law detector, stipulate that the Marcum curve be shown in figure A-4. 
(In the cited reference, it is Marcum's' figure 21.) 
A. 4. 3. 2 Application of Probability Curve 
For high probabilities of,detection, figure A-4 illustrates the marked influence of signal­
to- noise ratio. Note that the following dependency exists: 
(SNR)g PD 
17 db 
16db 
15 db 
14 db 
13 db 
99.99% 
99.6 % 
95 % 
75 % 
50 % 
For a reasonable probability, a minimum 
(SNR)g = 15 db (A-101) 
will be the assumed value for these.calculations. 
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,Should two pulses be transmitted, the probability that at least one of the' two pulses is 
detected is a so-called cumulative probability. In this case, it corresponds to the probability 
of not having two undetected pulses: 
•P, = I- (1 - PD)2 = 1- (1- 0.95)2 =0.9975 - 99.75% 	 (A-102) 
If three pulses are permitted, the probability of detecting at least one of them is improved 
even more: 
PC 	 = 1 - (I- 0. 95)3 = 0.999875 -' 99. 99% 	 (A-103). 
Also, the probability of detecting at least two of the three pulses is equal to the summation 
of the probabilities of the several possible combinations: 
=PC (PD)3+ 3 PD) 2[ (1- PD 
= (0. 95) 3 + 3 (0. 95) 2 (0. 05) = 0. 992750 a-' 99.28%. 	 (A-104) 
A. 4.4 Final Parameter 'Calculations 
The constraints on the radar parameters may now 'be combined in oraer to caiculate 
bandwidth, 	 pulse width, pulse compression ratio, and stretched signal-to-noise ratio. 
Substituting equations (A-86) and (A-1Oi) into equation (A-81) yields 
/Bg V(ST*8 
0. 55218x,0-)V/1 
0.6552 0. 159x 106 = 159 KC (A-05)(0. 618 x 10 -6)(5.62) 
This is the required frequency dispersion and the nominal bandwidth for these preliminary 
calculations. 
The effective width of the compressed pulse, from (A-78) is essentially the reciprocal of 
the swept bandwidth, 
Tn - -- = 6 6. 29usec (A-406) 
g 0. 159 x 10 
and, from (A-88), 
2 x 	 10 . 9 Bgrw = = (2 x 10 . 9 ) (159 x 103 )= 38sec 	 (A-107) 
The pulse compression ratio, from (A-78), is established as 
PCR = rw/ n =318/6.29= 50.6 '17.04db (A-l08) 
and, from (A-78), (A-10.), and (A-08), 
(snr)s = 15 - 17.04 = -4. 04 db - 0. 626 power ratio (A-109) 
A. 	 5 ILLUSTRATION OF NORMALIZED POWER TRADE- OFFS 
This section examines the result of sectionA. 2, the expression for signal-to-noise ratio 
at the ground station as a function of the four normalized' power parameters, in the light of 
A-22 
the snr calculated in section A. 4. The resultant expression of section A. 2 was 
(snr)k wxy z 	 (A-110)s 
-- xyz +E-(w+1) y z + w+1)(x+i)z +(w+1)(x+1)(k py+) 
s1 vVs2


The.number of independent parameters in equation (A-l10) makes it extremely difficult 
to illustrate the interrelationships. In order to convey an idea as to how they vary, assume 
that the constants are equal to unity. That is, 
ks = kn = b s = = kp = 1.0 	 (A-11.1) 
This equality implies: (a) the, amplitude limiter in the vehicle is operating at a unique 
signal-to-noise ratio, and (b) all accumulated noise power reaches the ground station receiver. 
The first condition assumes a special case and the latter ignores the narrow banding effect. 
Obviously, neither assumption is "realistic;but they do allow a simplified view of the relation­
ships involved. 
Assuming that (A--l1) holds, equation (A-110) reduces to 
(srg=- Wx yz (A-1'12) 
(snr) xyz +(w+l)'yx +(w+T)x+l)z +(w+l) (x+l) (y --IT 
wx y z 	 (A-113) 
1 +(w+x+y+z)+(wx+wy+wz +xy+xz +yx)+(wxy+wx z+wyz +xyz) 
From section A. 4 a stretched-pulse snr of -2. 04 db was required at the input to the pulse­
compression delay line in.order to meet the system requirements. Choosing this value for 
(snr)g, 	 i.,e. , 
(snr) = 0. 626 72.04 db 	 (A-114) 
a curve of w versus z for each specific, combination of x and y can be computed. Put another 
way, for each value of y, a family ofcurves in w, z, and x can be computed. 
Figures A-5, A-6, and A-V-llustrate-these relationships. The curves precisely illustrate 
the power trade-off that is intuitively suspected. For a given pair of normalized transmitted 
powers between satellite (x) and vehicle (y), the required signal-to-noise ratio can be 
maintained by trading-off the normalized satellite power (z) for normalized ground-station 
power (w). Also, the requirements on the latter two (w and/or z) canbe eased by raising 
either of the former (x or y). 
The calculation of'the absolute power level depends on a numerical evaluation of each 
receiver noise, N, and the inter-unit transfer constant, a . This evaluation is accomplished 
in the suc6eeding section. 
A. 6 NUMERICAL EVALUATION OF PARAMETERS 
The 	 inter-unt transfer -constant has been defined as 
t r (A- i1 5 ) 
a = (4r)2 R 2 L 
A-23


I 
1000­
(snr), = -2.04DB 
k=,b 
x= 2.0 
100-" 
22.2 
103.0 
I ,I I ...
I. 	 i II Iiil III -I . 1

10 100 
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Figure A-6. Illustrative Family of Normalized Power Curves, y 5
=1. 
A-25

w1oo­
(snr)g =-2.04DB 
k- b-I 
10-

JO2 2

I I' K 11111 II I II II I


10 100 100


Figure A-7. Illustrative Family of Normalized Power Curves, y = 1. 6
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and the receiver noise power as, 
N=KT B (A-!16)e 
The effective noise temperature in this, equation is calculated by the equation 
Te 	 =290 (-F-1) + aj 	 (A-117) 
The normalized power parameters relate these quantities to transmitted power, 
a pg 	w gs (A-118) 
a. P 
X -N (A-l19) 
V 
avV


y Nv2 V 	 (A-120)N2


P 
sg 2 (A-121) 
g 
Given the normalized parameters, the transmitted power, P, can be calculated if the re­
spective values of N and a are known. This section evaluates these numbers. 
A. 	 6. 1 Parametric Values 
The following radar parameter values are based on a model which assumes a satellite 
altitude of 6000 nmi and a minimum elevation angle of 5 degrees at the ground and vehicle. 
A. 6. 1. 1 Radar Range 
The maximum straight-line distance between satellite and ground or satellite and vehicle 
is 
Rgs = Rsv = Rvs = Rsg = 8496 nmi - 39.29 db nmi (A-122) 
A. 6. 1.2 Losses 
The losses in the ground-satellite links are


L =L 3db + 2db + 1db

gs sg 
(Polarization) (Atmospheric) (RF Transmit) 
loss loss loss (A-123) 
+ 	 6db + 2db =14db 
(Fading (Safety
Margin) Factor) 
while the losses in the satellite-vehicle links are 
L sv=Lvs =3db+2db+ldb+6db+3db= 15db (A-124) 
(Safety 
Factor) 
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A. 	 6. 1.3 Frequencies and Wavelengths 
The carrier frequencies for the four radar links are 
f = 1190 mc (A-125)gs 
f = 990 mc (A-126) 
sv 
f = 1050 mc (A- 127)
vs 
f = 970 mc (A-128) 
sg 
so that the pertinent wavelengths are 
gsgs = cfgs = 162 x 103 nmi/sec1190 x 106 cps 
= 0. 1361 x 10- 3 nmi -38. 66 db nmi (A-129) 
X = 0. 1638 x 10 . 3 nmi - -37.86 db nmi (A-13O) 
sv 
x 
vs 
0. 1543 x 10­ 3 nmi - -38.12 db nmi (A-131) 
X 
sg = 0. 1670 x 10
­ 3 nmi - -37.78 db nmi (A-132) 
A. 6.1.4 Antenna Gains 
The remaining parameter calculations are the satellite, vehicle, and ground-station 
antenna gains. The satellite antenna gain, which is determined by the required coverage, is 
G =G =9.7db (A-133)
s1 
 s2


The vehicle antenna gain, at the 5 degree elevation angle, is 
= 2 db 	 (A-134)Gv	
and the gain of A 60-foot parabolic antenna is used for the ground station antenna gain. The 
gain of a parabolic antenna is 
2 2 X2 2 2X2 
where 
A = effective aperture areae 
A = actual aperture area 
k = antenna efficiency 0. 52 
D = dish diameter 
For the .outward link, the wavelength in feet is 
= C -0.827=0 2 ft. 	 A 36 
gs 1190 x 10 cps 
so that the ground-station antenna gain in the outward link is 
xg s =6 9.84 x 106 ft/sec t 	 ( -1 )
G 	 - (0. 52) (60)2 = 27, 000 - 44. 32'db 	 (A-137) 
g (0. 827)2 
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For the return link 
= 984/970 = 1. 014 ft. (A-138)xsg 
so that the return-link gain is 
2 
G = 27,000 0.82) =17,920 - 42.54 db (A-139) 
A. 6.1.5 Receiver Bandwidths 
Calculating Teceiver noise from equation (A-116) requires that the bandwidth and the 
effective noise temperature be given. The assumed bandwidths and their normalized 
equivalents are: 
B = 190 KC = 190/159 = 1. 194) (A-140)
Bs (b1(Ai) 
Bb = 219 KC (b = 219/159 = 1. 378) (A-141) 
B = 170 KC (b = 170/1,59 = 1. 070) (A-142) 
B = 159 KC (A-143) 
A. 6.1. 6 Effective Noise Temperatures. 
A. 6. 1. 6. 1 General. The thermal noise temperature, with which a radar signal must 
compete, consists of two components. The first component is the internally generated 
noise of the receiver, symbolized by the system noise figure, and the second is that 
component introduced by the receiving antenna. Both components are substituted in equation 
(A-11) to obtain the total effective noise temperature. 
The temperature of each receiver-ground, satellite, and vehile-are examined here. A 
value, based on-data from another space project, is assumed for the temperature of the 
ground station. The temperature of the satellite is based on-an assumed noise figure and 
an inference as to antenna noise temperature. The vehicle temperature isbased on an 
assumed noise figure and a calculated antenna temperature. 
A. 6. 1. 6. 2 Ground Station. Data 1 from the Telstar program indicates that a reasonable 
total effective noise temperature for a low-noise front end and high-gain antenna looking 
toward the sky is 
(Te)g = 500 K (A-144) 
A. 6. 1. 6. 3 Satellite. The tunnel diode amplifiers of the vehicle to satellite receivers ie 
system noise figures of 
F =F =4 6 db (A-145) 
1Telstar I, NASA SP-32, Vol. 3; June 1963. 
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The noise temperature of an antenna is an average of that seen by all portions of its gain 
pattern. The satellite antenna is attempting to exclusively look at the earth. Neglecting the 
additional bearmwidth allowed for attitude deviations, assume the most pessimistic case of 
(Ta)sl = (Ta)s2 - 2900 K (A-146) 
The satellite tunnel-diode receivers are assumed to yield system noise figures of


F =F =4 - 6 db (A-147)
s1 s'2 .


so that the total effective. noise temperature, from (A-l17) isF , 2901 F 
(Te) 290. [ (4 - +20 =290 [4] = 11600 K (A-148)(es2 7-O 
The ground station to' satellite noise temperature is 2700 0 K. 
A. 6. 1.6.4 Vehicle 
A. 6. 1. 6. 4. 1 Component Temperatures. The vehicle antenna has a nearly uniform, antenna 
pattern. The side and back lobes, constituting approximately 0. 3 of the entire pattern, 
senses the earth's temperature of 2900 K. The nearly hemispheric main beam virtually 
senses the entire sky. By calculating an average sky temperature, Tsky', the vehicle 
antenna temperature can be found by 
(Ta)v = 0. 3 (290) + 0. 7 (Tsky) (A-149) 
The galactic noise temperature 1 The sky temperature contains three separate components. 
• 2component, at 1000 me, is about 200 K and is independent of elevation angle or antenna 
beamwidth because of its uniformity. The tropospheric component is due to oxygen and 
water vapor, and because its density varies with altitude this component is a function of 
1 3 
elevation angle. The sky temperature component due to the- sun is a function of the 
width of the antenna beam. 
A. 6. 1. 6.4. 2 Model. Figure A-8 depicts the hemispheric model for calculating the average 
trdpospheric sky temperature. At zenith angle 4), the temperature in figure A-8b is seen to 
vary with frequency 4 . The values at 1000 mc are replotted versus angle in figure A-8c. 
The method of averaging the sky temperature involves summing, over the entire hemisphere, 
incremental products of temperature and solid angle, and then dividing by the s6lid angle 
of a hemisphere. 
'ID. C. Hogg & W. W. Mumford, "The Effective Noise Temperature of the Sky", Figure 3,


The Microwave Journal, March 1960.


21bid, figure 8.


3bid, figure 2. 
4 Ibid, figure 8. 
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Let the temperature at a given zenith angle, 4, be designated T(f). For an approximate 
calculation, it can be assumed that this temperature is constant over a small angular incre­
ment,A. Due to symmetry, then, the temperature is constant over the entire solid angle, 
A91, where the solid angle is defined as 
(A-150)AR = 2 r sin(P A k 
Note that this is equal to the area of -the concentric surface strip illustrated in figure A-8a 
when the hemispherical radius is of unity amplitude: 
(A-151)Radius = R 
 
Strip Area = [2,r(Rsino)] (RAO)= 2rR2 sine A4' (A-152)


(A-153)
[Strip Area] R.i = 2w sin., A 0 
 
Assuming the hemisphere to be divided into m strips of equalA 4, where


(A-154)
m v/24, 
and recognizing the solid angle of a hemisphere to be 1/2 (47) steradians, the average 
temperature due to the troposphere may be calculated as 
T(O1 ) .[2irsin4, 1 A 4]+T(42) [2 ir sin4,2 A4']+... T('k) [2 7 sinq4k- - T(* m ) [2lrsinm mA'] 
Ttrop = I2(4w) "-J5) 
mm 
trop = Z T (0k) sinOk A#= Z T.(kA ).. sin (kA)'-AO (A-156) k=1 k=1


A. 6. 1. 6.4. 3 Calculation of Average Tropospheric Temperature. Equation (A-156) was used


to calculate average temperature using the T (4) of figure A-Bc. The angular increment


chosen was


(A-i57)60= 1 degree = 19- radian 
so that (A-156), becomes


90 1 1'0 k ~ fk ( 15
3) sin 3 (A-158)T = Z T 0k) sinin. Pk 7.3 1 k2 i\T 7 Tfrop k 1i 
The result of the calculation is


T 1 524] = 9.150 K (A-159)
Ttrop -57.3 L"'J 
The noise temperature of the sun atA. 6. 1. 6. C 4 Calculation of Temperature Due to Sun. 
 
The plane angle subtended by the sun is
1000 me is approximately 3 x 105 degrees Kelvin'. 
 
only about 1/2 degree. Therefore, the effective sun temperature sensed by an antenna with


hemispherical, coverage is reduced by the ratio of the respective solid angles.


Ibid,, figure, 2. 
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Specifically, the solid angle of a hemisphere is 1/2 (47r) = 2 vrsteradians, and the solid 
angle subtended by a 1/2 degree beam is approximately 
= 6 x 10- 5 7 ] steradian 	 (A-o160) 
Note that this is equal to the area that the beam would project on the surface of a hemisphere 
of unit radius. 
The effective sun temperature is therefore 
Ts =Tsun 111(4r) =3x10 5 6xi052 =2.870 K 	 (A-161) 
A. 6.1. 6. 4.5 Total Effective Noise Temperature. The total sky noise temperature is the sum 
of the three components, 
T -T T +T
sky gal + Ttrop s 
= 20 + 9 + 3 = 320 K (A-162) 
so that the vehicle antenna temperature is 
(TA) = 0. 3 (390) + 0.7 (32) 
= 87 + 22 = 1090 K (A-163) 
The system noise figure is equivalent to the noise figure for a commercial, television-type 
front .end, 
Fr = 5 - 7db (A-164), 
so that the total effective noise temperature is 
+ 1 0 9(Te)v = 290 -1) 290 [4. 376= 12700 K. 	 (A-165) 
A. 6. 2 Calculation of a and N 
The foregoing parametric values will be combined here to calculate the values of a and N, 
equations (A-115) and (A-116), for each of the four signal paths. This will permit relating 
the transmitted power requirements to the normalized power parameters via equations (A-118) 
through (A-121). 
A. 6. 2. 1 Ground-to-Satellite Link 
a 	 - [44.32 + 9. 7+ 2 (-38. 66)] - [22. 0 + 2 (39. 29) + 14] (A-16) 
- 0. 163 x 10- 1 3 
-137.88 db 
and 
-N = (1.38 x 10- 23) (2.7 x 103) (1. 90 x 105) = 7.1 x 10 15 watts 	 (A-167) 
so that 
"7.1 x 1 - 1 5  (A-168) 
Pg= 0.163x10_13 w=0.44w 
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A. 6. 2. 2 Satellite-to-Vehicle Link 
sv: [9.7+2.0+2 (-37.86)] - [22.o+2(39.29)+1] (A-169) 
10"17 
= -179. 60 db - 0. 1097 x 
and 
N = (i.38 x 1023) (1. 270 x 103 (2. 19 x 105) 3.84 x 10- 15 watts (A-170) 
so that 
- 3.84x10- 5 "x=3500x (A-171) 
sl1 0.1097 x 10 "17 
A. 6. 2. 3 Vehicte-to-Satellite Link 
a - [2.0 + 9.7+2 (-38. 12)] - [22.0+2 (39. 29) + 15] (A-172) 
= -180.12db - 0.973x10 
18 
and 
Ns = (1.38 x 10 21)(1.16 x 103)(1.70x 10 = 2. 72 x 107 15 watts (A-173) 
2 
so that 
2. 72 x 10- 15  (A-174) 
-V 0. 973 x10 1 8 
A. 6. 2. 4 Satellite-to-Ground 'Link 
a 	 [9. 7 + 42.54 + 2 (-37. 78)] - [22.0 + 2 (39. 29) + 14] (A-175) 
=-137.90db -0.1622x 10- 13 
and 
-
N = (1.38 x 10723) (50) (1.59 x 10) 1.098 x 10 16 watts (A-176) 
so that 
i~o9l-16 
P2 0. 1622 x 10- 1 z = 0. 00676 z 	 (A-177) 
A. 7 POWER EQUATIONS 
This section uses the equations and parametric values of the preceding sections to 
calculate the required transmitted power at the satellite, vehicle, and ground station. 
A. 7.1 Signal-to-Noise Ratio 
The required signal-to-noise at the input of the pulse compression device at the ground 
station is, from equation (A- 109), 
(snr)g = 0. 626 - -2.04 db (A-178) 
This result will be substituted into equation (A-69), once the other required numbers are 
determined. 
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A. 7. 2 Satellite-Vehicle Power Trade-Off (Approximate) 
If the normalized power parameters of the ground-satellite links are assumed to be very 
large, the (snr) equation will be considerably simplified. This assumption will permit an 
.approximate evaluation of the trade-off between satellite and vehicle transmit powers. 
Actually., this is not an unreasonable assumption because, due to the high-gain ground 
antenna, w and z may be allowed to become quite large before the actual powers, (A-168) and 
(A-177), -become appreciable. 
The fundamental equation is 
(A- 179)k ks(snr)g= k x 
y----Yz+I-(w+l)yz-- ~) )z+(w+l)(x+)(kp +) 
v bs2s1 
Dividing numerator and denominator by wz yields 
(snr) s x y ) (x (A-180)w +)gbx y k w+ + 1)k y + ) 
n jw+r- w '(x+i)+( wJ 
Letting w and z become very large, 
] ksxY (A-181)kn x + 1
w-M b_ Y+ b. 
z - CO v s2 
Even in this approximate form, some point-by-point evaluation is required in order to plot 
z versus y. Where b and bs2 are constants, k s and kn depend on the actual signal-to-noise 
at the vehicle limiter, (snr)vi. For evaluation, the curves of figure A-3 must be used. The 
assumption of large w simplifies the calculation of limiter signal-to-noise ratio. From (A-18), 
(A-182)
,(snr) = +x
Substituting (A-178) and the values of normalizedbandwidth, (A-141) and (A-142); into 
equation (A-181), 
ks xy 
0. 626= kn x+1 (A- 183) 
T y+ 1.070 
Then, taking into account (A-182) and figure A-3 for each value of x, the curves of figure


A-8 are calculated from (A-183). These curves approximate the actual trade:off between


satellite and vehicle transmitted power, provided w and z are made large.
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A. 7.3 Transmitted Power Calculations (Actual) 
'Using the exact form of the signal-tb-noise equation, the power transmitted by the ground, 
station,, satellite, 'and vehicle will now 'be calculated.. 
A. 7.3. 1 Ground-Station Transmitted Power 
A suitable large value for the normalized ground-station power would, be 
w = 100 (A- 184) 
in which case, from (A-168), 
Pg = 0.,44 x 100= 44 watts (A-185) 
a small value for a ground-based radar. In fact, considerably higher values for P are g 
conceivable, but little is gained.from a further increase in w. 
In this case, the signal-to-noise ratio at the limiter is, from (A- 18) and (A-182), 
(snr)=vi XA-186)
+1W100


A."?. 3.2 Satellite-to-Ground Transmitted Power 
The power output of the second satellite transmitter is required to be within the capability 
of the proposed solid state device. Choose; as a reasonable value 
PS2 = 2 watts 
-(A-187) 
In this case, from (A-177), 
z -0 - 296 (A-188) 
which is large enough to cause little snr degradation. -
A. 7. 3. 3 Satellite-to- Vehicle Transmitted Power 
The value of figure A-§ lies in its visual presentation of the satellite-vehicle 'power 
trade-off. A suitable approximate operating point can be chosen by keeping in mind the two 
opposing system requirements: (a) low vehicle tube power for the purpose of low cost, versus 
(b) low satellite tube 'power for the purpose of high reliability. 
A reasonable value bf satellite transmit power is 
P = 5000 watts '(A-189) 
-.a which case, from (A-171), 
=
.5000 1.43 (A- 190) 
A. 7.3.4 Equation-Factors 
At this point, the three factors in the (snr) equation - ks, kn' and k - can be evaluated. 
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The limiter input signal-to-noise ratio is required in order to determine the limiter signal, 
and noise adjustment factors. Substituting (A-188) and (A-190),in equation (A-186); 
(AA 191)(snr) 1.43 1.431. 0243 1.396 v 1.43+1 100 
lom figure A-3, then, 
ks 5 1. 080 (A-192) 
and 
(A- 193)k = 0.890 
 
n


The power reduction factor is calculated by substituting (A-184) and (A-190) in equation 
(A-57), along with (A-140), (A-141), and (A-142). 
1. 070 +(10) 1.070(100)(1.43) + (1.43) 
k - 1.194 1378 = 222.78 _0.909 - (A-194)245.43p (100)(1.43) + -1.43+ 101 
A. 7. 3. 5 Vehicle Transmitted Power

The final calculation, that of vehicle transmitted power,, can now be calc,e Substitutina
d-nfer 
the previously calculated-numbers intoequation (A-69) yields 
0. 626= (1.080)(100)(1.43) y (296) 
1.14 (1.43) y (296) + 138(101) y (296) +891 (101)(2.43)(296) +(01)(2. 43)(0.'909 y +1) 
45700,y 
19838 y + 68146 
y = 42650 1.282 (A-195)33=2 = . 28 
so that the vehicle transmitted power is, from (A-174),


3590 watts (A-196)
= 1. 282 x 2800 =Pv 
A. 8 REPEATER GAINS 
Three other quantities of interest are calculable from the equations and parametric values


previously developed; They are the required net gains of the repeaters in the satellite 'and


vehicle. 
Substituting (A-189), (A-167) and ,(A-184) into equation (A-6) yields


5000 
 1 

A s(3.04x10- 5 ) (100+1) = 1.63x 1016 162.1db (A-197) 
which is the gain of the satellite outward repeater. 
Substituting (A-196), (A-170), and (A-190) in equation (A-33) yields 
A = 3590 = 3. 85 x 1017 - 175.9 db (A-198) 
v (3.84 x 16")(1.43 + -1) 
which is the gain,of the vehicle repeater. 
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Finally, substituting (A-187), (A-173), (A-194), and (A-195) in equation (A-58),yields 
A 2 = 3.40x 1014 145.3 db (A-199)
-
A2 ,(2. 7-2 x 10 15) [(0. 909) (1. 282) + 1] 
which is 'the gain of the satellite return repeater. 
A. 9 SATELLITE AND VEHICLE SIGNAL-TO-NOISE RATIOS 
While, the signal-to-noise ratio'at the ground-station is the important quantity, it is of 
interest to know those ratios at the other three stations in the signal path. They may be 
found using the equations pSreviously derived. For this purpose, it will be recalled that the 
normalized power parameters were chosen to be 
w= 100 (A-200) 
x 1. 43 (A-201) 
y = 1. 282 (A-202) 
z 296 (A-203) 
and the factors were 
k = 1. 080 (A-204) 
kfi = 0. 890 (A-205) 
b = 1.194 (A-206) 
b- = 1. 378 (A-207) 
V 
b = 1.070 (A-208) 
A. 9. 1 Satellite ,(Ground-to-Vehicle Relay) 
The signal-to-noise ratio at the satellite in the outward path is. from equation (A-5), 
(snr)si = w = 100 - + 20 db (A-209) 
A. 9. 2 Vehicle


At the vehicle, before limiting, the signal-to-noise ratio Is from equation (A- 18),


(snr) WX (100)(1.43) - 1396 ,+ 1.45 db (A-210) 
100+1.43+1vi w+x+l 
This snr yields a transformation factor, 'from figure A-3 of 
kT = 1.224 (A-211) 
so that the snr at the limiter output is, from equation (A-34) 
(snr)v° kT (snr)vi = (1. 224)(1. 396) = 1. 708 + 2.33 db (A- 212) 
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A. 9. 3 Satellite (Vehicle-to- Ground Relay) 
On the return trip through the satellite, the signal-to-noise ratio is, from (A-53)


b k%wxy
(snr)s2 = b 
s2 s2


knb xy+kn-5 
-
(w+1)y+(w+1) (x+1)
vsI 
 
(1. 080)(100)(1.43)(1. 282)/1.0. (1 1(.28)+(01(.3(0. 890) (- 9-4) (1.43) (1.282) + (0. 890) 1.o78) 2 
198.2 = 198.2 0. 589 - -2.30 db (A-213) 
1.460+89.5+245.6 -336.6 
Comparing this value, with the - 2. 04 db on the ground demonstrates the improvement in snr 
due to the noise reduction resulting from close AFC andbandwidth reduction at the ground 
station. 
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APPENDIX B 
NUMBER OF GROUND STATIONS VS. ALTITUDE (GEOMETRIC CONSIDERATIONSi 
This Appendix examines the geometrical basis for ground station spacing to effect world­
wide coverage. It is assumed that 100% minimum coverage is necessary but that minimum 
overlap coverage is desirable. Ground station minimum elevation angle visibility is taken in­
to account. 
B. I POSSIBLE DISTRIBUTIONS OF GROUND STATIONS 
Assume first that uniform world-wide coverage is desired such that any satellite in any 
location is always in contact with at least one and preferably not more than one-or two ground 
stations. If this is the case, then all satellites have maximum usefulness with regard to 
vehicle location. 'If ground bdacons are then added to the ground complex, a given satellite 
will see at least one ground station whenever it sees a beacon. Then, at the worst, a complete 
-satellite angular attitude fix may be obtained every time the satellite -passes over a beacon, by 
a pair of,(approximately) simultaneous interferometer measurements to both beacon and 
grouid 'station, followed by a second pair of measurements after the direction of the beacon 
has changed by about 30 degrees with respect to the satellite. (However, a complete attitude 
and attitude rate determination may be made more quickly by taking pairs of measurements 
for every few degrees of directional change of beacon direction by an iterative procedure in­
volving least squares or minimum variance data processing, which will cause the initially 
rough attitudedetermination to converge to the correct value.) 
For a first examination of the problem, we examine what perfectly uniform distributions 
of ground stations on a spherical earth are possible and then examine these in detail. Having 
'done this, we then generalize to approximately regular distributions for any number of ground 
stations. 
B. 2 PERFECTLY UNIFORM WORLD-WIDE DISTRIBUTION OF GROUND STATIONS 
Given a uniforn distribution oftpoints on a sphere, a plane may be passed through every 
point, tangent to the sphere, and in this way a regular polyhedron is obtained. Since only 
five regular polyhedra exist, it follows that there are only five perfectly regular distributions 
of ground stations possible. The ground stations ,may be visualized as located at either the 
vertices or the face centrbid of a spherical projection of the tetrahedron, cube, octahedron, 
dodecahedron, or icosahedron. A rundown on these is as follows, (in table B-i), where F = 
number of faces, V = number of vertices, and E = number of edges: 
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TABLE B-1 
POLYHEDRONS FOR PLACEMENT OF GROUND STATIONS 
Edges Edges 
Eulers Rule: F V E 
per
Vertex, e 
per
Face, n "Face 
F + V = E + 2 Tetrahedron 4 4 6 3 3 Triangle 
AloVtEdges/face
Also V -F e)F 
Cube 
Octahedron 
6 
8 
8 
6 
12 
12 
3, 
4 
4 
3 
Square 
Triangle 
Dodecahedron 12 20 30 3 5 Pentagon 
n F (Edgesn F---aceF = 2E Icosahedron 20 12 30 5 3Triangle 
The area of a spherical polygon (one face) = 4 =roFp = (0 - (n-2) r) ro02 where n =edges/face, 
8= sum of internal angles in radians. So, for a regular spherical polygon, one internal angle 
in degrees is: 
A0 '1/n) 0 
8_= 
720 (-2) 180o 1800- (n-2)V 
° =o n--F =1/80) 180 
nFi + flnB n(TV--2) 
If a is the great circle length in degrees of one edge, then: 
For a spherical triangle: cos a/2 = cos (180/n) csc A/2 = cos 600 csc (30 + 120 
9Ogo
For a spherical square: cos a/2 = cos (180/n) csc.A/2 = cos 45 0 csc (45 +- -) 
For a spherical pentagon: cos a/2 cos (180/n) csc A/2 = cos 36 csc (540 +72 
If the ground station locations are regarded as at the vertices, then V is the number of 
stations and a is the angular great circle distance between them. If r o = 3440 nmi, is the 
earth's radius, then r a is the nmi distance between stations and we may make up0 
table B-2. 
TABLE B-2 
SPACING ,OF GROUND STATIONS FOR VARIOUS POLYHEDRONS 
No. of Angular Distance 
Stations, V Spacing, a nmi, r 0a 
Tetra. 4 109.40 6560


Octa. 6 90 5400


Cube 8 °

70.4 4220' 
Icosa. 12 63.70 3820 
Dodeca. 20 41. 80 2510
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Stations at the face-centroids of a tetrahedron can be regarded as located at the vertices of 
a similar tetrahedron', and stations located at the face-centroids of a cube may be-considered 
as located at the vertices of an octahedron, so that -no-additional station distributions are 
gained this way. 
To determine satellite altitude, h, consistent with the above distributions, assume that 
ground station visibility (figure B-i) is limited to a minimum elevation angle, e*, above the 
horizon. 
From the law of sines: 
h o+r0 sin(90'+E) Cos


- = ro sin,(9 0 r# e) cos(#o +-c)
0 0 0 
+


= 2r° sin (- + 4 sin eo/2 cosgiving: h 
Thus the region of the earth from which a satellite at altitude, h, is visible to a ground 
station is a circular area on the earth of great circle radius, (o degrees. If the satellite is 
to be. in contact with a least one. ground station at all times, then at least one ground station 
must be within or on the edge of the circular area determined by 0o at all times. If stations 
are distributed to form the vertices of triangular areas, as in the, case, of the tetrahedral, 
octahedral and icosahedraldistrbutions, then figure B-2 may be used to find 9o minimum: 
0 
SATELLITE 
h 
GROUND STATION 
r 
0 
r 4 
EARTHS CENTER 
Figure B-i. Ground Station Visibility 
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For the sub-gsatellite point, S,as .shown, if 40were any smaller than shown, the satellite, 
would be out of contact with any ground station. It can be seen that for sin eo-csc 60 sin(a/2) 
the, satellite is always in contact with either one or tw6 ground stations for0 a-negligible 
movement of S in any direction from that shown above. 
The same procedure for a cubic distribution gives: 
sin So = csc 450 sin (a/2) 
and the satellite is always in contact with one or two ground stations. Similarly for the 
dodecahedral (pentagonal), distribution. 
Substituting for a/2, it will be found in general, that 
cos o = Cot (180°/n)'cot((V/E)900) = cot (180 0/n)Tan (V-n) 18') 
For 4 stations: Cos 00 = cot 600 cot 600 giving o= 70. 50 
6 stations: " = cot 600 cot 450 " o= 54.70 
8 stations: =cot 45' cot 600 = 54:70 
12 stations: = cot 600 cot 360 = 37.40° 
 
20 stations:. = cot 36° cot 609 I o0 37.4 
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So for 4 stations: h = 3970 sin (35. 25°+,C°)/cos (70. 5°+Q) = 6860 nmi for e= 00 
6 or 8 " h =3160 sin (27. 35°+ c')/cos ,(54. 70+ a) = 2510 nmi for e= 00 
12 or 20 " h 2200 sin (18. 70 + c)/cos (37. 4+ c')= 890 nmi for e= 00 
For a minimum ground station elevation angle of c0 = 50: 
For 4 stations: h = 3970 sin 40. 250/cos 75. 50 = 10, 250 nmi for c= 5' 
6 or'8 " h = 3160 sin 32. 350/cos 59. 70 = 3..350 nmi 
12 or 20 " h = 2200 sin 23. 70/cos 42.40 = 1,385 nmi 
For aminimum ground station elevation angle of co = 100: 
For 4 stations: h = 3970 sin 45. 256/cos 80. 50 = 16, 300 nmi for c = 100 
6 or 8 h = 3160 sin 37. 350/cos 64.7' = 4, 480nmi 
12 or 20 " h = 2200 sin 28. 70/cos 47. 4' = 1, 560 nmi 
B. 3 APPROXIMATELY UNIFORM WORLD DISTRIBUTION OF GROUND STATIONS 
Eulers rule, F + V = E + 2 is true for an spherical polyhedron. 
nF = (edges/face) F = 2E is true if every spherical polygon has the same edges per face, 
and 
Ao (n-2)V 
x 180n(-2 
is approximately true if the interior angles are all approximately equal. With these 
assumptions, approximately: 
cos 4)o = tan (90 --- 2) tan (180n(-) 
Examination shows that 4o is smallest for n smallest, which gives minimum altitude satellite 
,for minimum number of stations, so assume n = 3. 
The cos 4 = (1/!Ff) tan (600 7) where V = no. of stations 
and altitude, h = 6880 nmi sin (-n-- + c) sin ((A/2) lcos (Ao + c) 
Where c0 = minimum station elevatioh visibility angle. The above is plotted up as h versus 
V for values of c' in figure B-4. 
B. 4 GROUND STATION OVERLAP COVERAGE (INTERFERENCE) 
For a network of ground stations, each having circular coverage, and placed on the earth 
in such a fashion that 100 percent coverage is obtained, there will in general be overlapping 
coverage. For ground station distribution as in the tetrahedral, octahedral and icosahedral 
distributions ,(that is, uniform distribution of 4, 6 and 12 stations) exainined preViously, a 
description of the overlap situation is obtained as follows. The great circle arcs between 
stations form triangular areas as shown in figure B-3. 
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Figure B-3. Ground Station Overlap 
The station overlap included in one triangular area is, shown in cross hatched lines. It can 
be seen that thearea of the shaded area is: 
2 2 
A(1-cos 9O) r -(A + -- -+)ro A cos <p r


0 0 3 3 -- r 0 3-Aos 0) 
 0

The area of the ground station triangle is:


2


(A+A + A-) r
° =(3A -Y) r0 
So the percentage overlap areawithin the triangle is: 
io i-3A cos 950 
x- 100 ,o where cos 4o cot 60 ° cot (A/2) 
A similar routine, run through for the 8 station (cubic) case, with qtnro- A=+r,,. 
at the corners of a square will show a percentake overlap of 
lOicx r-2A cos 0xwhere cos4o = cot 45' cot (A/2) 
In general, for n sides, the percentage of overlap area is: 
• lnn (n2) - nA cOS~o 
.. 00 x (- (n-2) where cos 15 = cot*(180°/n) cot (A/2) 
=100 x (V-sin2 (4o/2)- 1), where 'V = number of stations. 
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Examination will show that in the case of the 4 station, 6 station, 8 station and 12 station 
uniform distributions previously cited, 100 percent coverage is obtained by at least one 
ground station and there is some overlap between pairs of stations (figure B-4), but there is 
.no areacovered or'overlappedby as many as three stations. For the 20 station dodecahedral 
case, on the other hand, it will be found that a certain percentage of the area is covered by 
three stations. The percentage of three station overlap is: 
2v- 20 B cos* o


100 x 5A - 3v 0, where cot B = tan 72' cos o


and cos (P = 36' cot (A/2) 
On the basis of the above formulas, if A1%is the percentage .of earth's surface covered by 
at least one ground station, A2 % the percentage area covered by at least two ground stations, 
and A 3%the percentage of three or more station coverage (figure B-5), and if the ground 
station minimum elevation angle co is assumed to be 5', then table B-3 may be drawn. 
TABLE B-3


GROUND STATION COVERAGE


E50 
of Stations Overlapping aNo. of Stations Satellite Alt., A A%2% A3% No. 
Given Stationh nmi 
 
T etra. 4 10, 250 -100 33.3 ,0 3


Octa. 6 3,350 .100 26.7 0 4


Cube 8 3,350 100, 69.0 0 3


Icosa. 12 1,385 100 23.0 0 5


Dodeca. 20 1,385 100 93.9 11.1 9


Approx. 
Uniform 0 800 100 22 approx. 6 
Triangular 
Distrib. 50 500 100 21 approx. 6 
To obtain the figures in the last column, thought shows that for the tetrahedral distribution, 
any one station overlaps the other three; for the octahedral any one station is overlapped by 
the neighboring four equidistant stations, etc. For the dodecahedron, any one station overlaps 
all stations on the three joining pentagonal surfaces. For large numbers of ground stations, 
the maximum number of equilateral triangles that can be joined to form a vertex if there are 
enough stations so that the triangles are approximately planar (with -internal angles approxi­
mately 600) is six. 
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Figure B-5. Construction of Circles to Obtain Ground Station Placement 
B. 5 GROUND STATION LOCATION FOR 6000 NMI SATELLITE ALTITUDE 
As pointed out previously in this Appendix a uniform distribution of six ground stations 
will insure contact at all times with satellites having a subsatellite great circle radius of 
coverage of (to = 54. 7 degrees, or more. At an altitude of' 6000 nmi we have: 
For 
00, t0 = 68.60


°


= 50, g ° =63.7


= 100, o =59.00


c= 150, 00 =54.40


Choosing an elevation angle of 5 degrees as an example, each station, fdr this altitude 
has a radius of coverage of 63. 7 instead of 54. 7 degrees. It is thus evident that for -this 
altitude, any one or more, up to all six ground stations could be displaced by as much as 
63.7 - 54.7 = 9 degrees from its nominal position without destroying 100 percent coverage 
The situation is actually more flexible than this, however, since a given ground station 
location can be moved more than the minimum 9 degrees by an amount depending upon the 
displacements of its neighboring ground stations. For the final solution to the ground 
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station placement problem for an altitude of 6000 mni, we turn to a practical if not ­
analytical approach. A globe of the earth is selected. Six wire circles are constructed, 
such that each, when placed on the globe has a great circle diameter of 2 x 63. 7 = 127. 4 
degrees. The six circles are then mounted on the globe such that their circumferences are 
loosely joined together at their junction points (as shown below) using string so that no 
manipulation will reduce any triple overlap area to zero. This insures that 100% coverage 
is maintained. The six circles are then manipulated over the globe until land areas appear 
at the center of each circle. These are the possible ground station locations that will 
insure 100 percent coverage. 
Possible ground station locations obtained in this way are listed in paragraph 7.2 of 
this document. 
B. 6 CONCLUSIONS 
An absolutely uniform distribution of ground stations results in maximum utilization of 
each station for 1000o coverage. Six station octahedral distribution results in 100% 
coverage for a satellite altitude of 2500 to 4500 nmi, depending on minimum ground 
station visibility elevation angle. 
Numerous combinations of site locations are possible for the geometric configurations 
of six ground stations that will serve the system and provide world-wide coverage, with 
satellites at an altitude of 6000 nmi. 
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APPENDIX C


RADIOISOTOPE POWER SUPPLY CONSIDERATIONS


The'effects of space environment on phbtovoltaic energy converters and the necessity of 
providing energy storage for night time electrical loads has resulted in a study of direct 
energy conversion devices for the iavigation satellite. While there are many different direct 
energy conversion systems now in use or development, relatively few can be considered for 
extensive operation by 1970. Besides the photovoltaic-electrochemical (solar cell-battery) 
systems, the thermoelectric systems appear to have the greatest potential for applications in 
the power range under consideration in the 1970 period. 
Since the thermoelectric couple depends on a difference in temperature to generate an 
electric current, some, source of heat must be provided. Two sources of -heatavailable 
are the sun and radioisotopes. To utilize the abundant thermal energy provided by the sun, 
about 130 watts per square foot in the vicinity of earth; some means of concentrating and/ or 
collecting this energy must be provided. Orientation of this solar collector toward the sun 
within. 2 to 5 degrees imposes a complexity and weight on the satellite which can not be 
justified. For this reason, a solar-thermoelectric system will not be considered. 
Perhaps, the most attractive heat sources for use in space application in the electric 
power range being considered, are radioisotopes. A radioisotope-thermoelectric generator 
(RTG) would be uneffected by space radiation, has the potentiality of high reliability, can havE 
long life, is uneffected by day-night orbits and can compare favorably with an oriented solar' 
cell-battery system on the basis of the ratio of power output to weight. Norwithstanding 
these advantages, there-are disadvantages which place serious doubt on possible use of an 
RTG as the primary source of electric power in the navigation satellite. These are the 
relative unavailability of suitable isotopes, their high cost and the need for heavy shielding, 
of some of the isotopes which may be available. 
C. 1 EVALUATION OF CANDIDATE ISOTOPES 
With over a,thousand known radioisotopes, the problem of selecting the most -likely heat 
source candidates may seem quite formidable. However, there are criteria which can be 
applied to reduce this to a relatively few outstanding candidate isotopes. The main criteria 
influencing the selection are: 
a. Characteristics which assure the utility an isotope as a heat source: 
(1) The isotopes must have a half-life in the range of 1 to 100 years. 
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(2) The isotope must exist in high concentration as a stable, inert solid at the 
operating temperatures. 
(3) The pure isotope must have a heat output greater'than 0. 1 watt/gram. 
b. Characteristics, which assure the future, practical and economicalproduction of large


quantities (thousands of grams) of the isotope:


(1)' Isotopic separation processes are not required for either the target or the product.


(2) The target material must not be rare, too costly or practically unobtainable. 
(3) Sufficient information must be at hand to define a realistic production process. 
(4) If the isotope is a fission product, the fission yield must be greater than 0. 1%. 
Fission yield is the number of atoms of isotope produced per hundred atoms of 
U-235 fissioned. 
Since it establishes the time during which a.device using the .radioisotope may function, 
half-life is perhaps the most important factor in the-evaluation of radioisotopes as heat 
sources. By applying the 1 to 100 year half-life criteria, the number of candidate isotopes is 
reduced to about 50. By applying the other criteria, this number can be reduced to eight can­
didate isotopes. Table .C. 1 lists these isotopes and several of their more important


characteristics.


As was pointedout above, the list of eight candidate isotopes resultedfrom consideration


of realistically usable half-lives and the practicality of the production processes. 
 Three of 
the candidate ibotopes are fissionproducts, 'Strontium-90, Cesium-137 and Promethium-147, 
the remaining five are produced by neutron irradiation of special target materials. 
C. 1. 1 Thermal Factors 
In general, fission products have low specific power and irradiated products have high 
specific power; The heat producing properties become much more significant when the 
density of the compound form in which the isotope is used is taken into consideration. These 
differences are shown in Table C. 1 in the values of power density (watts per cubic centimeter) 
and the v6lume of compound needed for a given heat output. In this table, the volume of the 
compound required to provide two-kilowatts of heat is shown. Two kilowatts were chosen 
because at a realizable conversion efficiency of 5 'percent (thermal to electrical energy) 100 
watts of electrical energy could be produced. Figures C. 1 and C. 2 show the thermal watts 
output per initial gram versus time for various isotopes. This decay in heat output must be 
considered'when designing an RTG because provision must be made to-dissipate the excess 
thermal energy during the early life of the device. 
C. 1. 2 Biological Factors 
Although all radioisotopes mustbe regarded as very hazardous 
-materials, the effects of 
isotopes on biological systems pan influence the choice of isotope. Elements such as 
strontium and plutonium are readily deposited in human tissues (bone) and are difficult to 
expel. Cesium and promethium are not as readily retained in living tissue as strontium 
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and plutonium. Extensive precautions can be taken to insure the integrity of the isotope con­
'tainer so that it would not be ruptured during a launch abort or reentry. The least soluable 
compound forms can be selected and the satellite orbits can be selected such that many isotope 
half-lives pass before orbit decay would permit reentry into the earth's atmosphere. Regard­
less of these precautions, the political impact of launching certain of the biologically hazardous 
isotopes (strontium- 90) must be considered. 
C. 1. 3 Radiation Factors 
Because energy is: to be recovered by absorption of emitted radiation in matter, the easily 
absorbed alpha and beta radiations are of paramount interest. Alpha emitters of practical 
interest are available only by neutron irradiation of target materials. Beta emitters of 
practicar interest are available as lission products and are produced. as nuclear reactor 
by-products. 
For beta emitters, there is a secondary effect which must be considered. Absorption of 
beta particles by any medium proceeds in pattby collison energy tiansfer and partially by 
field interaction effects which result in continuous deceleration of the moving electron. 
Electromagnetic radiation, called bremsstrahlung, is released when the electron undergoes 
deceleration. 
Ideally, the selected heat source would emit either no'gamma radiation or would emit 
low energy radiation that would be absorbed, by the container or encapsulating material. This 
condition exists in only two of the eight candidate isotopes (Promethium-147 and Plutonium 
-238). 
The remaining six isotopes will, when fabricated into heat sources of practical size, emit, 
electromagnetic radiation in the gammaor X-rayregion. In applications where the existence 
of a substantial radiation fieldexternalrto the source is intolerable, this field shall be 
attenuated with shielding materials. The amount of shielding varies with the energy of the 
primary beta radiation. Comparison of two pure beta emitters included in Table C..1 will 
illustrate this effect. In the strontium-90 system, the radio-adtive decay process does not 
produce primary gamma radiation. However, the emitted beta particles, which range in 
energy up to 2. 26 Mev, ptoduce brem~strahlung gamma radiation external to a 100 thermal 
watt source. This requires shielding equivalent to 5 inches of lead to reduce -the gamma 
dose rate to 10 mi/hr at 3 feet -from the source. In contrast to this, the pure beta emitter 
Promethium-147, whose maximum energy in the beta spectrum is only about 0 23 Mev, emits 
only weak bremsstrahung. The shielding required to attenuate the gamma field, external to 
a 100 thermal watt source to adose rate of 10 mr/hr at 3 feet is equivalent to about 0:3 inches 
of lead. 
C. 1. 4 Availability and Cost 
The availability and cost of the candidate isotopes are closely related and are, to a great


extent, 'based on by-product availability, availability of target materials, and/or irradiation
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source, processing facilities, and isotope fuel requirements. The quantity of isotopes made 
available is under study and is subject to actual isotope demand. 
The fission products, Strontium-90, Cesium-137 and Promethium-147, have particular 
appeal because they do exist in fairly large quantities in waste from nuclear reactor fuel 
processing. However, dilution of these isotopes with relatively enormous volumes of other 
elements and salts in these wastes makes for costly isolation and purification of these mat­
erials. But the cost per kilowatt-hour on an optimum mission basis still would make the 
fuel costs of the fission product isotopes substantially less than the neutron irradiated isotopes. 
One reason used for not considering an isotope as a preferred candidate was the need for 
isotope separation of either or both the target and product. This criteria for rejection is 
probably the only factor which has much hope for improvement. Reasonably economic 
isotopic separation processes, while not likely in the near future, can be anticipated for a 
variety of elements including those highly radioactive. The most outstanding isotope in this 
category is Thallium-204. This element is a pure beta emitter with a half life of 3.9 years 
and a specific power of about 0. 65 watts per gram. 
C. 2 COMPARISON OF SYSTEMS 
A comparison was made in Table C. 2 of the RTG power supplies of likely isotopes and the 
solar-battery system on the basis of weight and cost for a 100 electrical watt output. Three 
and five year life systems were considered. 
The fuel weight for the isotopes was derived for a thermoelectric generator with 5% 
efficiency and requiring 2 KW of thermal power. The lifetime of the isotope was considered. 
The "other 'weight" included the thermoelectric generator and the radiator. Converters and 
regulators were not included. This weight is based on the following: 
Thermoelectric generator - 0. 062 pounds per electrical watt 
Radiators - 0. 007 pounds per thermal watt dissipated. 
The shield weight m Table C. 2 includes sufficient shielding to limit the gamma and neutron 
does rate to a sufficiently low level so that electronic equipment in the satellite will not be 
damaged during a five year mission. 5,6 Shield weights assume a contoured shield 
that would limit gamma and neutron radiation at a distance of about one foot from the source 
to about 3 Rad in 48 hour period. A substantial reduction could be realized in the weight of 
the shield for the Sr-90 and Cm-244 isotopes if shielding for launch pad safety were not 
provided in the satellite. This can be done by programming of the launch with a "last minute" 
fuelding operation that would include ground based shielding, special handling techniques 
and safety practices which would provide proper shielding for launch personnel. An approach 
such as this would make the Sr-90 isotope a much more attractive fuel. 
The fuel costs were projected for availability in 1970 and are based on the Hanford Isotope 
Production Plant being in operation. The costs are also dependent on demand for the isotopes. 
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C.3 CONCLUSION 
The possibility of using an RTG as the primary source of electric power in the navigation 
-atellite is based primarily on the availability of suitable isotopes. It is felt that the thermo­
electric technology has advanced to a state which makes it entirely practical for 1970 
applications. However, at this time, it appears very unlikely that suitable isotopes in 
sufficient quantity will be available for application to the navigation satellite. For this reason, 
the primary.power supply for the navigation satellite will be a photovoltaic battery system. 
Today, Plutonium-238 is most generally favored as a heat source because 
of its 'long half-life and that it can be used with essentially little special shielding. However, 
its projected high cost, scarcity, and unfavorable biological hazard encourages the search for 
a competitive material. It is probable, that the -very long half-life of plutonium-238 cannot 
be considered as a strong point in its favor for use in the navigation satellite. 
Although it is on the short end of the half-life scale, (2. 7 years) Promethium-147 can be 
realistically considered a substitute for Plutonium-238 in some applications. Its energy, cost, 
low shielding requirements, and minimum biological hazard are favorable aspects of 
Promethium-147. 
In conclusion, it would appear that Promethium-147 should be seriously considered as a 
heat source, particularly if the use of Plutdniunr-238 is not indicated because of its cost, 'lack 
of availability, or the biological hazard. The availability of Promethium-147 ts contingent 
on the proposed Hanford Isotope Production Plant being constructed and in production by 1970. 
BIBLIOGRAPHY: 
1. 	 "Radioisotopic Heat Sources" - Atomic Energy. Commission Research and Development


Report, HW-76323 Rev. 1.


2. 	 "Radioisotopic Heat -Sources, Supplementary Data, "AEC Research and Development


Report - HW 78180


3. 	 "The Hanford Isotope Production Plant, " Engineering 'Study - HW-77770 
4. 	 "Nucleonics, " March, 1963, Page 63, "Isotopes Costs and Availability" by H..L. Davis 
5. 	 "Shielding Requirements for Promethium Sources," HW-77375 
6. 	 "Radiation Characteristics and Shielding Requirements of Isotopic Power Sources for


Space Missions." - ORNL-TM-591 (Rev.).


C-7 
TABLE C-I


CHARACTERISTICS OF RADIOISOTOPES


Cobalt 
-60 
Strontiqm
-90 
Cesium 
-137 
Promethium 
-147 
Thorium 
-228 
tianium 
-232 
Plutonium 
-238 
Curium 
-244 
Specific Power, 
Watts/gr 
Half Life, years 
Compound Form 
17.4 
5.3 
Metal 
0.95 
I 
28 
Sr Ti 03 
0.42 
30 
Glass 
0.33 
2.1 
Pm 2 03 
170 
1.9 
Th 02 
4.4 
74 
U0 2 
0.56 
89 
Pu 02 
2.8 
18.4 
Cm 02 
Compound Density, 8. 9 
g/cc 
Power Density 15.5 
Watts/cc 
Volume for 2KW 129 
Heat: cc 
4.6 
1.05 
1840 
3.2 
0.215 
'9300 
6.61 
1.8 
1120 
9 -
1270 
1.58 
10 
33 
61 
10 
3.9 
513 
1. 75 
27 
74 
Decay Product Gamma Beta Beta-
Gamma 
Beta Beta Beta Alpha -Alpha-
Neutron 
Shielding Re4 
Est. Cost, 
$/wati(thermal) 
Heavy 
33 
Heavy 
19 
Heavy 
2i 
Minor 
91 
Heavy 
40 
Heavy 
350 
Minor 
894 
Heavy 
357 
Production 
Capability 
-(thermalKW) 
1963 
Avail­
able now 19 5 6.01 - . 
1967 67 48 11.0 - 11.0 41 
1970 1517 110 25 - 25.8 129 
1989 693 458' 111 - 73.0 134 
.TABLE C-2


COMPARISON OF COST AND WEIGHT FOR SATELLITE POWER SUPPLY TO PROVIDE


100 - ELECTRICAL WATTS 
3 Year System 
Pm-147 Pu-238 Cm-.244 Sr-90 Solar-Battery 
Fuel Wgt. '(ibs) 
Other Wgt. (ibs) 
Shielding 
Total 
Fuel 'Cost, est. 
31.8 
32.8 
33.0 
97.6 
$353,OdO 
11.4 
23.5 
17.0 
51.9 
$1,810,000 
2.3 
22.3 
145.0 
169.6 
.$842,000' 
21.6 
21.4 
135.0 
178.0 
$42, 800 
56.0 
$285,000* 
5 Year System 
Pm- 147 Pu-238 Cm-244 Sr-9O Solar-Battery 
Fuel Wgt. (Ibs)-
Other Wgt. -(Ibs) 
Shielding 
Total 
44.6 
43.6 
47.0 
, 135.2 
11. 7 
24.0 
17.0 
52.7 
2.5 
23.3 
158.0 
13.8 
22.4 
21.9 
140.0 
184. 3 56.0 
Fuel Cost, est. $497,000 
*Cost of-Solar Cells 
$1,850,000 $920,000 $44,.300 $285, 000* 
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APPENDIX D 
TRANSPONDER ENERGY REQUIREMENT FOR ANGLE MEASUREMENT 
In this appendix the relationship is -established between vehicle transmitted energy and 
the signal-to-noise ratio in the ground station angle measurement noise bandwidth. From 
this relationship, the antenna spacing versus energy expression is derived as a function of 
angle accuracy. 
D. 1 ANALYSIS MODEL-
The angle pulse will originate at the vehicle, be received, multiplexed and retransmitted; 
by the satellite, to the ground station. Angle measurement will be done in a bandwidth 
matched to the angle pulse width, i.e. B = 1-. Peak power requirements are established by 
the ranging requirements (Appendix A). These being fixed, transponder energy will be 
adjusted by varying pulse width. 
,The analysis model is shown in figure D-1. The 'transponder energy, Pv will be 
attenuatedby the factor a1 in transmission to the satellite. There receiver noise Ns will 
be added. and 'the sum amplified by a factor /3 and retransmitted. Satellite transmitted power, 
Ps, will undergo attenuation (a2 ) befora reception at the ground station, where ground station 
receiver noise NG will be added. 
D. 2 -ANALYSIS 
The vehicle transponder will transmit a peak power, Pv, and power received at the 
satellite will be a I Pv" 
where 
a1 (4r)2 R 2 L 
G= vehicle antenna gain = 2 db,v


Gs = satellite antenna gain = 9. 7 db,
 

= wavelength, on vehicle to satellite link = O 937 it,


6
R = maximum range = 51.6 X 10 ft,- and 
L1 = RF losses (including fade margin, polarization loss, safety 
factor, etc.) = 15 db. 
Noise added at the satellite will be 
N =KT B,s es 
where 
K = Boltzmann's constant 
D-i 
SATELLI:E GON 
OVEHICLE I STTI N 
PULSE WIDTH=r= 
S/N


+ 2 
Figure D-1. Analysis Model, Angle Measurement Signal-To-Noise 
= satellite effective noise temperatureT es 

B = angle noise bandwidth


The sum of signal plus noise will be amplified by 3 to the level Ps" 
Ps = (al PV +N ), 
where 
= satellite repeater gain. 
The signal plus satellite ,noise power received at the ground station will be 
=a2 Ps a2 	 0 (a, Pv + Ns), 
where 	 G G X2 
a s g2 
2 -- 2R2 
Gs = satellite antenna gain = 9. 7 db, 
G = ground station antenna gain = 42. 5 db,g 
2 = wavelength on satellite to ground station link = 1. 014 ft, 
R = maximum range = 51.6 X 106 ft,


L = RF losses (including fade margin, etc.) = 14 db.


Ground station receiver noise will add to the signal power plus satellite noise power: 
NG =KTeG B, 
where 
TeG = ground station receiver effective noise temperature = 50'K. 
Signal power then will be 
a I a2 Pv 
and total noise power will be


NG + a2 9 Ns.


So the signal-to-noise ratio will become 
SIN 12 v


S/N = N0 + a2 Ns


The satellite power, (Ps) will be 0. 2 watt. (The two watt transmitter is shared by ten


signals - interferometer signals and reference frequency signals. Thus the power per signal


becomes 0. 2 watt.)


Satellite gain will be that required to amplify signal plus noise to Ps = 0. 2 watt.


P (= P 	 5al+


'+N_­

D-3 
Thus, substituting into the S/N term, 
_S a 1a Ps Pv2 
N- NG (P al + Ns) + a2 Ns P5 
and substituting the value for NG and Ns 
_S - a 1 a2 Ps Pv 
+N KB(aPvT a 2 PST +KBT T


eG2 es eG'T es)

P 
= P r =Since transponder energy 
v B 
S a a P 
NKB T T ) X transponder energy
K~ 1 PT 0 + 2 s es eQ es 
Using the values listed above, this 'relationship is plotted in figure 6. 1-28. 
S/N is related to interferometer baseline by the expression for angle error as a function 
of phase error: 
8 27TD, 
where 
Ce= angle error 
60= phase error 
D/ = antenna separation in wavelengths. 
As shown in Section 3. 5. 2 (angle error analysis), the phase error (la) as a function of 
S/N is 
-
0.463 
Therefore . 
0.463X
= 2wD X 
The angle error allotted to noise effects is 0. 02 milliradian. Thus, 
3.69 X 103 D/x 
The latter is also shown in figure 6.1-28. 
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APPENDIX E 
SOLAR' CELL SURFACE CONFIGURATIONEFFICIENCY 
In the Navigation Satellite, the, solar cells are mounted on the satellite body. The, 
efficiency of the solar cell mounting configuration is examined in this appendix. The 
efficiency is examined in terms of effective solar cell area to total solar cell area. 
The satellite is cylindrical with the long axis, of the cylinder 'stabilized along the local 
vertical. The cylinder may be thought tobe made up of two representative areas AN 
and AE as seen in Figure E-i when AN is the projected area of the long section of the 
cylinder and AE is the end area. 
The case of lowest solar cell efficiency is when the orbital plane is parallel to the 
sun line. It is seen in Figure E-1 that the power output from the solar cell areas'AN 
and AE are rectified sine waves except for a shadow region of 2 0. The end. of the 
cylinder away from the earth follows a half wave sine wave path and is unaffected by 
shadowing. The end of the cylinder facing the earth is not coated with solar cells because 
of the low efficiency. 
The solar cell efficiency, as used in the power supply analysis, is: 
I . Effective Solar Cell Area During Sunlit Portion77= Total Solar Cell Area 
Using Figure E-1 as a reference, the following equation is obtained: 
AN 18Q0 e A 
- sin 6d 8+ --
i.AN + AE 
The central angle portion of the orbit in shadow is 2 8 where 
ESine­
e 
and-for a 6000 nmi altitude 
e 21.50 
Solving for7 and rearranging terms 
N I [ +cos81 +1 
AE 
AE 
E-1 
AN 
For the navigation satellite configuration, x- = 10. 
AE 
Substituting this value and solving the equation for 7 
n.= 24.7% 
This value is used to determine the solar cell area required on the vehicle. 
E-2 
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Figure E-1. Solar Cell Output in Orbit 
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APPENDIX F


PULSE STRETCH DEGRADATION


The accuracy of the -range measurement depends on the quality of the received stretched 
signal. When the signal is compressed a number of time side lobes appear. No side lobe 
can be large enough to have a high probability of detection if a true measurement on the-maimn 
return pulse is to be ensured. In addition, the compressed pulse main lobe is required to 
have a high detection probability to ensure reception of the pulse and a large s/n ratio to 
allow a precise measurement. 
Because the frequency distribution of the signal is rectangular, its time transform is of a 
sin X
x form. This means that without compensation, the compressed signal will have natural 
side,lobes at a level of -13.5 db. To reduce this effect, an amplitude weighting filter is used 
to reduce the hatural side lobes to -20 db., 
In passing-through the various components in the radar links, the stretched pulse's phase 
and amplitude characteristics will be altered. This distortion introduces disturbance side 
lobes on the compressed pulse which increase the false detection probability. The effects of 
phase and amplitude distortion introduced in the multiple repeater system are analysed in 
section F. 1 and the magnitude of the disturbance side lobes is calculated. 
F. 1 ANALYSIS 
The ranging system can be considered as a -linear transmission system whose steady state 
transfer admittance is defined as 
j (
 
Y(w) = A(w)e 
The steady state amplitude response of the system is A(W) and the steady state phase 
characteristic is B(w). Each of these terms can -be described by a Fourier series expansion 
,about the frequency band of interest. Analysis in.the literature 1 shows that this relationship 
is accurately given by 
A(o) = a0 +a1 cos co°
 
and B(w) = b° +b1 sin cw 
When the stretched pulse is passed through the transmission system described by the abovi 
equations, distortion terms appear in the compressed pulse. A simplified Fourier series 
expansion for the first order terms of the system output pulse is 
I(t) a0 '[E(t +bo) +- +b,) E (t+b 0 +-c) 
This series expansion 'represents the system response to amplitude and phase distortiori 
only. 'The exparision ddes not include the natural response to the stretched pulse simal. 
1 J.R. Klauder, et al, "The Theory and Design of Chirp Radars", Bell System 
Technical Journal, Vol. 39, July 1960 
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It can be seen that the response consists primarily of a main pulse plus a pair of echoes pro­
duced by the amplitude and phase distortion. These echoes are, in effect, side lobes of the 
main response signal and can result in an erroneous range measurement if they are large 
enough to be detected by the range threshold. The spacing of the echods with respect to the 
major response is determined by the frequency (C) of the disturbing function. When C is 
large, enough to produce distinctive -side lobes, the side lobe amplitude dub to amplitude dis­toto sal bi 

.otortion is and the amplitude due to phase distortion is --. Plots of these relationships 
are shown' in figure F-i. The magnitude of these disturbance side lobes depends upon the 
total system intrapulse amplitude and phase linearity. 
If the frequency, C,, of the disturbing function is low, its period is less than the length of 
the expanded pulse, a resulting side lobe will be superimposed on the compressed pulse main 
Jobe. The result will be a pulse distorted in amplitude and of broadened width. The amount 
of dist6rtiondepends on the size and frequency of the, disturbance. Such a disturbance can re­
sult from an IF amplifier whose phase characteristic in the pass band is non-linear. These 
characteristics are associated with a single tuned band pass amplifier. 
Another source of pulse distortion is quadratic phase distortion. Since the transmitted 
pulse has a phase characteristic which contains a square-law term, any characteristic 'of the 
system transfer function which contains a like term in, the system transfer function is a 
potential distortion source. The effect on the pulse is to alter the expanded pulse length. 
When the pulse is recompressed, the resultant pulse will be broadened with a corresponding 
decrease in amplitude. The main source of quadratic phase distortion would be froni the 
difference in:the transfer characteristics of the delay lines used to expand and compress the 
pulse. This problem is essentially eliminated by mechanizing the system such that the same 
delay line is used for both functions. The effects of any additional incidental quadrature phas( 
error would be reduced to an insignificant amountby. the amplitude weighting filter 1 . 
The above 'effects on side lobe .level by amplitude' and phase distortion can be assumed to 
result principally from the characteristics of the IF amplifier portions of the repeaters. In 
addition, the microwave portions must have linear phase characteristics. Non-linearity can 
be caused'by multiple' reflections in the RF transmission lines in the repeaters 2 . 
If a length of lossless transmission line connects a generator and an antenna of equal mis­
match, the transmitted voltage is given by 
1 
Tcos B+j 2 (z,+.) sine8 
where Z is the normalized impedance and 0is the phase shift of the lossless transformer. 
The maximum resulting differential phase shift is given by, 
1 Klauder, et al; ap. cit.


2J. Reed "Long Line Effect in Pulse Compression Radar", The Microwave Journal,


vol. 4, pp 99-100; September, 1961.
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Figure F-2 is a plot of this differential phase shift as a function of the mismatch VSWR. 
To determine whether mismatch will result in individual side lobes or in superposition of 
signal on the main lobe, the rate of occurance of reflections must be knbwn. Mismatch phase 
distortion is essentially a sinusoidal modulation that is superimposed on a lineak phase 
characteristic. The frequency of the modulation is given by the number of times that the 
pattern repeats. This is. equal to -the number of times that the phase shift varies by a wave­
length on the frequency changer. For a coaxial cable this -is given by, 
IfX0 
Af=-­

where S is the length between the two mismatches. For the nominal-frequency of 1 kmc bf the 
various links of the proposed system and a frequency sweep of 159 KC; this is given by, 
3


Af= 160 x 10
 
S


The period is then 
S • 
-ATT 160 x 103 3 
If S is equal to one wavelength, the side lobe will be spaced at the first zero crossing of the 
Sin output aracteristic. If the length, S, is less than a wavelength the sidelobe will be


At


superimposed on 'the main lobe of the compressed pulse.


F. 2 DEGRADATION OF PULSE STRETCH SIGNAL IN SYSTEM COMPONENTS 
F. 2. 1 Satellite Repeaters 
The characteristic of the satellite repeaters is determined by the IF amplifiers. By 
allowing for a.design where the amplifier is basically a wideband, amplifier with a bandpass 
filter very good amplifier characteristics can be obtained. The two satellite repeaters are 
essentialiy the same type and the specifications for the repeaters will be considered to be 
similar. Amplifier amplitude ripple of 0. 1 db is a reasonable design goal and will result in 
a side lobe of -45 db. The phase characteristic will depend on the characteristic of the filter 
and the stability of the local oscillator. The filter phase characteristic should be linear and 
contain no high frequency phase variations. Solid state multipliers, for use as local 
oscillators, are capable of having phase stability of 0. 1 degrees. For a very conservative 
overall design case of 1.0 degree stability, the side lobe would be -42 db. A reasonable


design goal for VSWR in the microwave portion of the circuitry is 1. 2, which results,in a
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maximum phase shift of 0. 5 degrees. The resulting side lobe level is -47 db. There should 
not be an appreciable quadrature phase error due to the repeater mechahization. 
F. 2.2 Vehicle Repeater 
The characteristic of the vehicle repeatet can be considered to be that of the IF band pass 
filter. The specifications for this repeater will be somewhat relaxed from the specifications 
of' the satellite repeaters. An amplitude ripple of 0. 5 db results in a side lobe of -31 db. A 
conservative phase stability design goal of 5 degrees would result in a side lobe of -27 db. 
The microwave design should be as good as the design for the satellite repeaters with a 
corresponding side lobe of -47 db. Again there should not be significant quadrature phase 
error sources inthe vehicle repeater. 
F. 2.,3 Ground Station 
The characteristic of the ground station receiver, is that of an IF bandpass amplifier in a 
well controlled environment. As such, a maximum of 0. 1 db amplitude ripple would be 
expected with a. corresponding side lobe of -45 db. The phase characteristic should be 
sufficiently linear to insure that no high frequency phase variations are introduced. The solid 
state multiplier used as the local oscillator is capable of maintaining a phase stability of 0. 1 
degrees. Additional miscellaneous phase instabilities can be held to within 0.5 degrees. The 
resulting side lobe from the phase instabilities would be -47 db. Since the same delay line 
is used,for reception and transmission, there will not be a significant quadrature phase dis­
tortion. The microwave portion of the ground station will have a VSWR of less than 1. 2 and 
results in a maximum phase shift of 0. 5 degrees with a resulting side lobe level of -47 db. 
F. 3 SUMMARY 
To determine the possibilities of a false range measurements on, a side lobe, both the 
natural side lobes and the disturbance side lobes must be considered. Table F-1 summarizes 
the effects on the pulse stretched signal resulting from the amplitude and phase response 
tolerances of all portions of the system hardware. 
TABLE F- 1 
SUMMARY 'OF PULSE STRETCHED DEGRADATION FACTORS 
DUE TO SYSTEM MECHANIZATION 
Amplitude Phase a, b 
Source Ripple Ripple + 0 I a, (Radians) 
a.a db) b(degrees) 
Satellite Repeater #1 0.1 1.5 1.0126 0.0063 0.0131 
Vehicle Repeater 0.5 5.5 1.0604 0. 0302 0. 0454 
Satellite, Repeater #2 0.1 1.5 1.0126 0.0063 0.0131 
Ground Station 0.1 1.0 1,0126 0.0063 0.0087 
F-6 
The frequencies of the most sighificant disturbances would be those where the resultant'side 
lobes occur at the same time separation as the natural side lobes. The contribution of the 
natural side lobes at -20 db. is 0. 1000. The most significant disturbance side lobes for the 
satellite range measurement are: 
S. L. s = 0. 1000+0.0063 + 0.0131 + 0.0063 + 0.,0087


=0.1344- - 17.4db


The side lobe level then is so low that itsdetection probability is negligible.' The most 
significant disturbance side lobes for the vehicle range measurement are: 
S. L. V = 0. 1000 + 3(0. 0063) + 0. 0302 + 2(0. 6131) + 0. 0454 + 0. 0087 
= 0. 2294 -12.8 db 
The most significant compressed s/n ratio is 15 db. This will result ina detection proba­
bility of 99.3% for the required dtection of 2 out of 3 range pulses. The side lobes are at 
s/n = 2. 2 db and is so low that the probability, of detection is negligible. 
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APPENDIX G 
GENERALIZED APPROACH TO SATELLITE ANGULAR ATTITUDE 
DETERMINATION AND ERROR ANALYSIS EQUATIONS. 
In this Appendix, the necessary equations to determine. satellite angular attitude and target 
vehicle location and the resulting equations for a system error analysis exclusive of orbit 
and satellite dynamics are derived. Non- simultaneous attitude measurement fixes, inter­
ferometer scale factors and time delays, and non-orthogonal interferometer axes are 
considered with the satellite assumed to be rotating in any known manner. 
G. 1 	 SUMMARY OF ATTITUDE MEASUREMENT CONSTRAINTS 
a. Two beacon measurements (angular fixes) .determine one interferomneter axis if 
the scale factor and time delay are known. 
b. Four beacon measurements determine two independent axes. 
c. Three measurements determine two axes with one constraint, i. e.,. perpendicularity 
d. One ground station (or beacon) gives one measurement per axis. 
e. Two ground stations or beacons fix two independent axes (except for ambiguities) 
or fix one 	 orthogonal, pair of axes and give one check measurement. 
f. Therefore, two ground stations or beacons give one less than the required number 
of measurements to fix one orthogonal pair of axes plus two interferometer constants. 
g. Three beacons-( measurements for two interferometers) determine two independent 
axes (4 measurements) plus two interferometer constants (2 measurements); or determine 
one orthogonal pair of axes and one additional check measurement. 
h. 'To determine two axes plus 4 interferometer constants (3 [orthogonal axes] or-4 
[independent axes] measurements plus 4 measurements, making a total of 7 or 8 required 
measurements), four beacons are required, 
G. 2 LIST 	 OF SYMBOLS USED 
'I, J, K: 	 The satellite angular attitude reference set of orthogonal coordinates that 
are centered at the satellite and are assumed known. I, J, K are unit 
vectors. I, J, K are fixed in space or have a known moving orientation in' 
space and are not fixed relative to the satellite. 
i, 	 j, k : The satellite coordinate system that is approximately fixed in the satellite 
body and is not necessarily orthogonal. Interferometer axes are assumed 
fixed or aligned to i, j, and/or k wher6 i, j, k are unit vectors. 
D: 	 The rotation matrix, dyadic, or tensor describing relation between i, j, k 
and I, J, K and not necessarily orthogonal. 
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cP=iI+jJ +kKandi=Z * I, j =' " J, etc. 
Cmn : The mth measurement made by the nth interferometer. This quantity is a 
scalar. 
an: The nth interferometer scale factor. This quantity is a scalar. 
Dn : The nth interferometer time delay. This quantity is a scalar. 
rj, r 2 , r 3 : Unit vectors describing the known directions of the fixed ground beacons 
- - -	 with respect to satellite and are expressed in terms of I, J, K. 
1 	 2.3r , r , r : 	 A reciprocal set of vectors (not -necessarily unit vectors) to the set


rl-, r2, 173"


r-i1 r T" 	 r F3r" 0, etc. 
rI (F2 xF) etc.


(F 2 X 3


CI :The satellite attitude at time t 1 . This quantity is a tensor.


CD2 :The change in satelliteattitude from time t I to time t 2 . This quantity-is a


tensor.


0 3 :The change 	 in satellite attitude from time t 2 to .time t 3 . This quantity is a 
tensor.


T', r r 3 ' 	 The beacon measurements that are taken at different times and are expressed 
in terms of I, J, K and W. (vectors), 
W : The satellite body angular velocity vector relative to inertial space. 
1, : A unit tensor, matrix or dyadic. For any vector or tensor, V, 1.V = V. 
1 =,II + JJ + KK 
H, T, J : The satellite angular momentum, external torque and inertia. These 
quantities are vectors and tensor. 
AX : A small increment of X. 
lVI, 	 lVii : The magnitude of vector, V. -

A, B, C : Direction cosines. These quantities are scalars.


a 	 : Direction cosine angles. A = cos a, etc. These quantities are scalars. 
R s : A vector from the earth's center to the satellite's eg 
s 
Rtt: A vector from the earth's center to target vehicle's'cg. 
R: A range vector from satellite tci target. R jR r 
0 
r : A unit vector on the satellite in the direction of the target vehicle. 
R0 : The earth's radius. This is a scalar quantity and not a vector quantity. 
410 : The bearing of the target vehicle relative to the sub-satellite point 
velocity direction. 
G-2 
6: 	 The angle subtended at the earth's center by the satellite and the target 
vehicleR. IR liRticos 
ht : The target vehicle's altitude from sea level; RtI = RO + ht. 
A , B0 , C : The direction cosines of a unit vector from the satellite in the direction 
.0 00 
of the target vehicle.


X and. : The cross and dot vector products, respectively.


G. 3 DERIVATION OF SATELLITE ANGULAR ATTITUDE 
In this derivation, the method of 4yadics is used. The reader is referred to pages 135 
through 146 of Brand's Vector and Tensor Analysis for a complete definition of dyadics. 
Let the satellite coordinate system be i, j, k where i, j, k are unit 4ectors, not 
necessarily orthogonal. 
Let the'satellite reference coordinate system be I, J, K where I, J, K is a known 
orthogonal unit vector system. Then satellite angular attitude with respect to this system 
is c and: 
0=iItjJ +kKsothati= '. I, etc. 
nitially assume that'the interferometer measurements are made with respect to the i 
and j satellite axes and are of the form: 
C1.I = al,( l" -1- D1) 
C12 = a 2 (7.3- D2 ) 
Where 1is a unit vector in the direction of beacon number 1. 
Initially assume that simultaneous measurements to three beacons in the directions of 
r, j7 andN, are made: 
C 21 	 = a (F2. i-fD1 ) 
C31= a1 (F3 . i-D 1 ),, etc. 
Define C1 = (1/a,) CI+(1/a2) C12 J +r7i kK+D II+D 2 J 
C2 (l/ai)C211 +( /a2) C22 2 k K +D1 I+D 2 -J 
C3 = (1/a,)'C31 I (i/a 2)C32 J +r 3 " k K + DI I-+D 2 1 
Where C21, C22 are measurements made with respect to r 2 etc. 
ThenC 1 -F. iI +F. j J +r. kK--r. C;2 =-r 2 .', etc. 
r3- F XDefiner r 	 
-- r 2 Xr 3 -- 1 r 3 
1 23 	 -- 1- 2- + r 3-Then r , r , r is the' set of reciprocal vectors to r1 , r 2 , r 3 and r r1 + r 2r r 
= unit dyadic if Fj, r, 3 are non-coplanar. 
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3andi r I l 0* I r(+r 2 ' I+r C I. 
-(1/al)(Clr1 + C21 r 2 +0 31 r ) +D1 (rI +r 2 +r3 
I + Cand (1/a 2)(C 12 r 2 2 r 2 +C 3 2 r ) +D 2 (r +r 2 +r 3 
To generalize, for an arbitrary interferometer pair along an arbitrary axis described 
by the unit vector, en, with which three.measurements Cni, Cn2' Cn3 are made to three 
known beacons, r1 . r 2 ' r 3: 
+ (rI +r 2 +r )
=(/a) a (Cr +C 2 C r ) + D 
Multiplying by ( -7 + F2 + ') 
+ 7) ('/ + C + ) 3 ( F2+ F3nl+Cn2 dna + 3Dn) =(1/a) 
Assume first, that Dn, the nth interferometer time delay, = 0. 
I1 t2 .3
=Then an , Cnl r + Cn2 + Cn 3 
77xr-F-- _x __T 1 r r 
+ c n  + c n 
=Cn' 7. X- 1 2 r3 r' r r 3.n2 n2 -rXr I n .r 2 r 
Since and are known in terms of I, S, and K, then a F is known in terms of Sic Ta 
I, J, K and the direction and magnitude of a en is known. Since the magnitude of e-F is n n nt 
unity, the value of a is known. Thus if' the interferometer time delay is negligible, three, 
measurements in three non-coplanar directions are sufficient to determine-the interferometer 
axis and the interferometer scale-factor, an 
Now assume Dn, the nth interferometer time delay 0 0. Then measurements to a fourth. 
beacon in direction _r must be made.4 
Define C4 = (4/a1 ) C4 1 1+ (1/a 2 ) C4 2 J +4 k K + D1 I- + D2 J 
Define C1= Cl - C41 C2' = 2 -C4, Ci= C3- C4 
r'= 1l- rT4' r2' r2- r4'-r,W r3 - 4 
Then, by a repetition of the previ6us analysis: 
a e + F._F7 Cnl 
. 
Xr 3 +r 4 X (F2 ­
n in r1 2 3 1 42 3\ JL

+[CnZ Cn4]'[T3 X F1 + 4 X (:3 - F1)

+ [Cn3 - .n4]'rl X r 2 + r 4 X (r-i!- r2]) 
giving an and en 
G-4 
To find Dn: 3D = -. (F + 2 +f)-('/an) (0nl + +n2 +n3) 
The conditions on the above are that r r X r 60 and r ,. WX . rx ( -F)r
 
I*2 3 1 2F3 1 4 (2 3) 
The above shows that three non-coplanar measurements are sufficient to determine both 
attitude and interferometer scale factor. It is also shownthat four measurements, three 
non-coplanar and a fourth that does not lie on the circle determined by the first three, -are 
sufficient to determine attitude, scale,factors and time delays. The determinations by 
measurements to two beacons is shown in the latter part of thus appendix. 
Now assume that measurements are not made simultaneously, but are made at successive 
time intervals, t,, t2 ' t3, etc. Assume that the attitude at time t is i'at time t2 
is 'D2 * 1 and attime t 3 is CD3 * 2 1 .* Then ct' 2 is the change in attitude from time 
tI to time t 2 and tZ)3 is the change in attitude frnm tim A 2 to time t 3 , etc. 
Proceeding as before: 
C2 =rF. iI+r 2 . jJ + ,".kK=' 2 . l 
C2= F2 -"i+ '2. ijJ+r2, kK =T2 .- 3. 2 C "1 
If We define 1 ' = rl, r2 ' = F2 . (2' F3' = F3. D3 '2' the analysis proceeds.as before,


substituting i primes for r's.


To find )2 :


Suppose, for the moment, that the reference frame, I, J, K is an angularly fixed, inertial 
frame moving with the satellite and that the satellite has anangulaf velocity, W. 
LetcD 1 +A 1 =' 2 * :1 sothat 2 = 1 +A 1 . D1-1 
Now (D is composed of sets of vectors with trigonometric terms for coefficients and so-may 
be expanded in a Taylor's series expansion so that: 
2AcD1 = Ci (t 2 - t) +1/2! ci (t2 - tl) +1/3! (DI (t2 - tl) + etc. 
giving , 2 = 1 +41 . '(P (t2 - ti) +1/2! (1 . 41-1 (t2 - t1 )2 + etc. 
Since c1=WX431 1c= X'WI + WX (WXD), etc. 
The result is: 
('2 =1 +WX1 (t2 -t!+1/2! WX (t2 -t1 ) +1/3! wxi (t2 -t) +...


3 +
 
+1/2! w w(t- 2I2 	 - l + 1/3! (2ww +WW) (t2 - t1 )+ 

+ 1/2 ! W 2 1 (t2 -t1 )2 - 3/3! (W. w ) I (t2 - 1)3 +.. 

-1/3 !w 2 (w x 1) (t2 -tl)3.+ 
If W is sufficiently slow and t - t sufficiently small then valid approximations are: 
P2 = I + (WX 1)(t2 - Y. 
and r-'= 2 - (W X i2) (t2 - t1 ) 
The above shows that if measurements are made at successive intervals instead of ­
simultaneously, knowledge of satellite angular velocity relative to inertial space (or relative 
to a known rotating reference coordinate system) is sufficient to enable determination of 
satellite attitude if the time interval between measurements is known. It is also shown that 
the measurements may be done by the above procedure. It is evident that measurements 
on two beacons are equivalent to two measurements on the same beacon after either a. change 
in vehicle attitude or a change in bearing as the satellite moves along its orbit; or a. 
combination of both. 
If J is the satellite inertia tensor, H is the momentum vector and T is the external 
torque- (such as gravity gradient) applied to the vehicle, thex 
H=J. W 
andT =k i w=J. W+WXJ .WW. 
These are the equations of motion of the vehicle. All of the above,, by an iterative 
procedure, may-be used to ultimately determine the satellite attitude over a period of 
several orbits. The-differential cor-rections method is used if sofine idea of satellite 
attitude or angular velocity is known. The attitude may be obtained quickly if the angular 
velocity is sufficiently small or if W is constant. With no external torque, W is a-constant 
and 5. W = 0. This implies that rotation takes place only around a principal axis of inertia. 
This -willultimately be the case if the body is riot entirely rigid. For minimum rotational 
energy (W . J . W) and constant momentum, (J . W), rotation is about the axis of greatest 
inertia. How rapidly this is achieved depends on how rapidly excess rotational energy is 
dissipated through damping. 
G.4'PRELIMINARY EQUATIONS FOR ERROR' ANALYSIS 
If it is assumed that the interferometer time delay is negligible, then any time delay 
existing is a contribution to total error. For negligible time delay assumed, equations fox 
the attitude errors as a function of measurement errors and vehicle location errors. may. b 
obtained-by taking increments on the previously derived attitude equation: 
2 +r 3
2 +C 3 r 
3) +D- (rI +re=(l/(Cnr +C 2 r


Where r.is a unit vector along the Nth interferometer axis, an is the interferometer


scale factor, and D is the time delay. Thus angular attitude error, A en, is given by:


3) +D n (r + 2 +r )Aen =(/a(ACn l r + AC n2 r2 + Acn3 r 
-
0 Ar
+,(/an) (Cnl A r Cn2 Ar 
-2 + i0 n3 
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and scale 	 factor error is given by: 
2 + Cn 3 3 +Dn (rI +r2+r3)IAan= AICnIr +Cn2 r r 
The above 	 equations may be reduced to useful working equations. First, the directions 
2 , of r , r r are known with respect to a reference coordinate system I, J, K, although 
certain direction errors do exist because of the error in beacon location with respect to the 
satellite, and r1 r and r may be expressed as: 
r I =AII+B 1 J +C 1 K 
2 ' r =A 2 I+B 2 J+2K 
3 
r =A3+B 3J+C3 K 
If i, 
n 
then A (i.I) =(1/a 1 ) (fAG1 > 'a'D.] A1I + fAC12 - a,,nl A 2 + [A C13 - a1 D 1 A 3 ) 
+,(i/a 1 ) (Cll A.A, + C12 AA 2 1 + Cll AA 3 ) 
A,(i.3J) = 1/aI [A, 1C aI D1 ] + -a Dy,]B 1 [AC12 1 B2 +. [A C1 3 -, Dn] B3 ) 
+ 1/a (Cli A B1 : C1 2 A B2 + C13 AB3 
A (i. K) = etc. 
An error in a 1 . does not enter into the attitude determination since only direction cosine 
ratios are necessary to determine the~directions. 
'To find a,: 
a 1 =(ai. I) 2 + (ai. J)2+(ai. K) 
2 
To find A 	 al: 
al , A1 alIa I A.(a1 i - I) +a l i:j A(a, i.J) +a l . K  -(a Li.K) 
giving A'a I P a1 i.I, A(i.I) +i.j A (i.J) +i.k A(i.K)i 
The other axes are determined in an identical manner. 
To obtain an idea of the required minimum angles between rl, 2 3andro adequately 
'determine attitude; it can be seen in figure G-i that 
- r2Xr 1 r 2 X F_ 
r r .rxr sin 01 X F 
where 01 is the angle 1 makes withthe plane of F2 anar 3 " 
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r r
2


Figure G-1. Determination of Attitude Error 
The attitude error due to a measurement error can be written as 
2Xr1 r3Xr .AC
-Ae (dueto AC.)AC 1 X + AC 2 3 
- et A1 n I r2 xX 31 -sinIF Xr + si-43 71 X T2}sin<I 2 XF1 
In order that the attitude error caused by measurement errors be increased by not more 
than a factor of 2, it is required that sin 1./2, giving 4 30*. If the spherical 
triangle of figure G-2 is assumed equilateral: 
cos 9ecos e/2cosS 
tgiving ens 9 Cos4 (n + \/ 2 0 +8)for =0, cos 0 .217 
868 + 8) =.83, e = 340 .(. .752 
Thus, in order that the effect of measurement errors be increased by no more than a 
factor of 2, a minimum angular spacing of 340 -between beacon fixes is required. 
G. 5 DIRECTIONAL MEASUREMENT ERRORS RESULTING FROM ATTITUDE ERROR 
'If T is a unit vector at the satellite in the direction of a vehicle whose position is to be 0 
measured, and'if I, J, K is the satellite reference system, then 
G-8 
r 
8/2 
Figure G-2. Equilateral Spherical Triangle 
-- 2 I 2 B2 
-rT=A I+B J+C KwhereC = -A 
 
0 00 0 0 0


giving Ar = AA 1+ AB J+ AC KwhereC 0 AC o -AoA A -B A B-
Assume a two axis interferometer system, where one axis is the i axis, the other is the jaxis 
and the two are not necessarily perpendicular. If Cot is the interferometer measure­
ment that is made with respect to the i axis, and Co2 is the measurement that is made by the 
j axis interferometer, then 
ri= (1/al) Cot = A0.i+Bo J.i+C0 K.i 
ti. = (l/a 2 ) Co2 = A0 Li + B0 J.j + C K.j 
taking increments 
-(1/a 1 ) Co (Aa 1 /al) +(1/al) ACo = AA 0 Li+ AB o J.i+ AC K.i+A o A (I.i)o 
 
+B A (J.i)'+C A (K.i) 
0 0 
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- (I/a 2) Co2 ( Aa 2 /a 2) + (1/a2) A Co2  A Ao I . j+ ABJ.j + AC o K.j +AoA (I.j) 
+B A (J.j)+C A, (K.j) 
and (K. i)2 = 1 - (J. i)2 - (I. i)2 givingK. i (K.i) = - J.j (J. i) - K. i (I. i) 
(K.j)2 = 1'- (J.j)2 _ (Li)2 K.j A (K.j) =- J.j A (J.j) - K.j A (I.j) 
Substituting for A Co, A (K. i) and A (K. j), which are perturbations on quantities and 
are not measured; 
(I. i-A 0 /C o ) AA 0+ (J.i-Bo/Co ) AB o =(1/a l ) ACo1 - (1/a 1 ) Col (Aa 2 /a 2 ) 
- (A0 - .i/K.k) A (I.i) - (B -J.i/K.i) A (J.i) 
(I.j-A0 /C 0 ) A A0 + (J.j-B0 /C 0 ) A B = (1/a2 A Co 2 - (1/a 2 ) Co2(Aa 2 /a 2 ) 
(A0 -1.j/K.j)'A (I.j) - (B0 -J.j/K.j) A (J.j) 
For any assumed attitude, the above two equations can be solved for the pointing errors, 
AAoABo, andACo, 
A-Ce - (Ao/C 0 ) AA - (Bo/C e) AB o , 
to give the target vehicle location errors as a function of measurement errors (A Col , ACo2 ) 
interferometer constant errors, (Aa!, Aaj), and attitude errors fA'(I. i), A (J.j), 
A(I.j), A(J.i)] 
If the satellite coordinate system is approximately orthogonal and approximately aligned' 
with the reference system, i. e: i s I, j s J, k zK, the equations simplify and: 
AA =- (1/al) Col ( 1A a, /a ) + (l/a1 ) A Col - Ao A (K.i) - B6 A (J. i) 
AB =- (1/a 2 ) Co 2 Aa 2 /a 2 + (1-/a 2 ) ACo 2 - A0 A(K.j) - Bo. A(I.j)

AC e -(A 0 /Co) A A 1 - (Bo/Co) AB o

For a non-rotating satellite that is approximately stabilized to the local vertical, a 
convenient choice of reference axes is to assume K pointed to the center of the earth,, I 
along the satellite orbit in the direction of motion, and J = K X I, i. e., J is perpendicular 
to the orbit plane. This terminology coincides with standard aircraft axes terminology 
and I is the roll axis, J is the pitch axis, and K is the yaw axis. 
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G. 6 TARGET VEHICLE' COORDINATES AND ERROR EQUATIONS 
Target location with respect to the satellite vehicle ffay be specified in terms of heading 
angle (0 ) relative'to the velocity of the subsatellite point, distance R0 along the earth"s 
surface; where R is the earth's radius and e, is the angle between satellite and target, 
subtended at the earth's center, and IRtI ; where Rtis the radius vector from earth's center 
to the target. 
Target altitude ht = IRt I-
As shown in figure G-3, 'letR s be the radius vector tothe satellite; R the radius vector 
to the target; and R = IRI 0 the vector range from satellite to the target. 
Then R = R + R 'where R is known and R is measured. 
Ifr=A ' +B J+C K 0 0 0' 0 
=cos a I+Cos eBJ+cos y K 
=cos qpo sin 0 I+sin o sin ,YoJ+Cos, K 
then tan 1= os - o C o s a 0 R I R cos Y o 
andsin e=(IRI/IRs+RI)sin Yo orCos = iRs+R 
The above assumes I, J, K are chosen so that K is toward earth's center, I and J are 
horizontal, and I is in-direction of motion, and J = K X I. 
so that R -- Rs lK. 
From the above equations 
TgT . Bearing Angle, 'Po='tan-'l-(B /Ao) 
o 0 
TgT 
I R
Great Circle Distance, R 8 =R0 tan, 
-RsI_ 
5 Co 

2 2 2
and since R =R +R -2R Rs 
Target Altitude, ht = /2 +Rs 2 - 2 IRI ]Rs1C 0 - R0 
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EARTH'S 
CENTER 
Figure G-3. Target Location Determination 
Taking increments: 
A 
A(R80 0 
A(R 
°0 ) 
2 +B2 B 
RdRR) 
R(R0 2,o 
R)­(R-R 
A o 
R LC 
Vo 
/-2I­
+ 
R.R 
s z 
R-R). 
1)R 
. R0 
0R 
AR 
L R R_ 
R0 
-RAh t \IT-tI - oIR[R[- RtCI t[ 0/IRtI AR - R'R AC oCO~ 
In terms of direction cosine angles: 
A =(Aa tan a- ACotS o tan o) . a0 s 
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R RR -R) R"Rs AlRIA(oe) 0 2 A + 1o __o' (ta , ),'T


(R R) 0R RR)


A ht = (1/IR I) (IR -I RsI C o) AR + -R]tl (tan 'Yo) A 
For 
r e ; 0,o = r/2 - a , 0, $o=r/2-o 0 
The distance-error due to heading error is R 8A /o, and: 
Ro1R[sin yo IRI


0o '1H - l 0- sinY'


sin a , sin,/3 °


A*=- 2 0 1A3o'- 2 0 a0

sin 7 sin YO 
and 
0IR] sinGYo sin0 
since 
za 2 ++2sin 2'0= sin 'o + sin2z'o 
2 
0 0 0 0

/1~ I a's 'U 2 
R6Vo - ..y aoo + o '20 
For a sea-level target 'the constraint imposed is' 
R2R2 + R2 
-0S= 
o 21RIIRsI 
and 
A = [(rl -I Rs1 CO) (00 /R.H 5 )] AR 
since it is known that ht = 0. Thus, one redundant measurement is obtained. This-may be 
usei to reduce the error volume by constraint onAC 0 or may be used to check satellite 
altitude, I RS1 
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- To find, out what can be determined if sightings to only two beacons are made, let j7.of 
figure G-4 be a unit vector describing one interferometer pair axis and let Nv i2 of figure 
G-4 be unit vectors in the known directions of two beacons. 
Figure G-4. Unit Vectors 
Define 
Cl =r1 .e, C1 2 =r e2 
021 = r 2.e 1, C22 =r. e2 
Let 
e =ar 1 Xr 2 +bT +Cr 2 
Then 
CII -C12 cos 8 
r 1.e I=Cll = &+b+ Crl.r 2 b = s n 
giving

C1 2 -Cll COS

r 2 .eI = C2 1 = 0 +br 1 .r 2 + C C - . 2

sin

Also, 
e1 -rI Xr 2 el.rl Xr 2 
 cos 41 
S2 sin2 sin 0

and 
si1 x 2)\ -(1/sin e ,.C21+C + 2CCIsinsin eX 
sine 12 112Ccos e 
'So: 
(1/e, 2e)(±sin ecos .,(r1 x T) + Fc1 1 -C1 2 cos e] 
+ [c12 - c11Cos 8]) 
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'Similarly, if ej2 describes a second interferometer:


6 2 = (1/si1 AO) (sin 9 cos 0'2 (r1, XiT) + [021 - c22 Coso]Nr


+'[C22 C21 cos a] T2) 
Now assume -that the measurements Cl1 and C12 contain an unknown interferometer scale 
factor, a1. 
It can be seen that the direction of e (the projection of _ein the plane of r1 , r) is still 
known, -since: 
L = I/alj[ Ci1- C12cos ej1r.+[C12 - C, cose] r 2 ) 
but that the nagnithde of e1p is not known. While the quantity (a1 sin*1,) is known, the 
quantity cos 01­
cosN= 1- 1a 2 1 ) (a1 i ) 
isnot known until a1 is known. The component of ij along F1 X T is not known and the 
measurements to two beacons restrict el to'a plane through N X F making a known angle 
(*,)with respect to the N direction. If two interferometers are used, el and e2 are confinec 
to known planes intersecting along r ! X T2 . If the angle between T and T is known, ,this is 
still not sufficient to fix the attitude of the pair of axes e and 2 relative to N, and r2 . 
G. 7 CONCLUSIONS 
a. Three non-coplanar beacon sightings are sufficient to determine any number of 
interferometer-pair axes and associated scale factors, but not the time delays. A fourth 
sighting, not located on the right circular cone determined by the first three, is necessary 
and sufficient to determine time delays also. 
b. .The angular spacing of the measurements with respect to the satellite axes must be 
at least 34 degrees if the effect of measurement errors on attitude errors is to be enhanced 
by no more than a factor of 2. 
c. Items a. and b. also apply to a rotating satellite if the angular velocity and its 
derivatives with respect to'inertial space is known. The velocity vector that is relative to 
the satellite axes does not have to be known. 
d. A convenient set of coordinates to locate a target vehicle relative to the satellite 
are: (1) the heading (or bearing) of the target relative to the subsatellite point velocity, 
(2) the great circle distance from the subsatellite point to the target, and (3) the target alti­
tude. These are all expressed in terms of two angles and range from the satellites. 
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APPENDIX H 
SATELLITE REPLACEMENT RATE ANALYSIS 
Velocity errors occurring when satellites are placed in orbit will cause the satellites to 
drift with respect to their nominal positions, possibly causing coverage gaps to appear. 
This appendix discusses the probability of such gaps, and the expected number of replace­
ment satellites which must be used during a-given period to-fill these gaps. A number of 
satellites (n) are assumed initially equally spaced in a nominal 6000 nmi orbit. The initial 
satellite velocity errors are assumed to have magnitudes which are independent and normally 
distributed about a mean of zero, with variance a 2 . Each satellite covers a central angle
segment of the orbit of 102,degrees, assuming that 5' is the' minimum elevation angle -for 
satisfactory coverage.


,H. 1 T3a v (TWO SATELLITES)


If it is assumed that two adjacent satellites have initial velocity errors of 3c v in opposite 
directions, the two satellites will tend to drift apart. For an incremental velocity of-Av, 
where a,6000 nmi orbit has been assumed, the drift, indegrees per year is given by 
AY= 94.7 (Av in ft/sec). (S. H. Reiger, "A Study of Passive Communications Satellites", 
Feb. 1963, R-415-NASA, p. 94). Thus if each satellite has an error of 3cr, in opposite 
directions, the equivalent value forAV is 6cr, and the drift is 94. 7 (6 cr) degrees/year. 
Letting 6be the central angle coverage of one satellite (8 = 102 degrees) and a 0 the initial 
satellite 	 spacing, the coverage gap would then be a + 94. 7 (6 ) T - 0, where T is the0 v 
elapsed time in years and negative gaps signify a coverage overlap. Where 8-is the maximum 
permitted gap length, the elapsed time T30v until this ,gap length is exceeded under the above 
conditions is 
=8+ a­ a o go= 
T 3a 568 cr 568cr 
v v 
e+8'go 
H. 2 T1 0 %(FOUR OR FIVE SATELLITES) 
Leta a3 0 +Aa 3 and a2 = a2 0 +Aa 2 (a 3 0 >a 20 be the relative positions of two adjacent 
satellites in orbit. For a small number of satellites that are initially equally spaced, the 
probability of a gap is approximately 
=PG n x p (a3 >a 2 +eo) 
where n is the number of satellites. This is true providing ,the probability of two or more 
gaps existing simultaneously is negligible in comparison with the probability of one gap 
H-1 
existing. The assumption should be reasonable for small values of PG" However, 
P (a3 > a2 + 9o) = p (A 3 -Aa 2 >.o - a 
where 
2Aa 2 and Aa 3 are normally distributed about zero and have a variance c-a = (94.7Ta )2 
Therefore, their difference will be normally distributed, with a zero mean and a variance of 
2 a 2. This leads to the result 
2 
- a 
0 0 
Substituting 
,Z v a 17aa=vi94.7T)a 134 Ta, 
/2v v, 
f c° 
"G:nJ 1 z 2 /'2dz
=PG -z' 
/o -00


134T&


PG n i/2 -4#l1'3 4Ta 
L v 
where a 1 2/g


*(a)= e dz 
- - 0 
With 190 = 102 + 19.1 = 121. 1; corresponding to a 20 minute gap; and a° 900 or 720; 
corresponding to n = 4 or 5; the value of (134 Tv) may be found for which PG = 0. 1. From 
the result, T may be plotted vs 3 a," T in this case is,designated T10, and is 
plotted in figure 6.1-20 for n = 4 and 5. 
H. 3 T10%; (EIGHT SATELLITES) 
For eight satellites,, the possibility that the order of the satellites may change cannot be 
ignored. Consider the positions of four satellites which are-given by, 
a1 = a1 0 +An 1 a 2 =a 2 0 +Aa 2, a 3 = a 3 0 +Aa 3, a4 = a4 0 +Aa 4 
where 
al 0 -2 0 ' a 3 0 ' a4 0 are the njominal positions with a k0 a1 0 + (k-1)-! 0 and k = 2, 
3, and 4. Neglecting all other satellites than these four, a gap will appear if either 

- >- + /9 
a. a 1 a2, a3 a2 ,anda 4 >a 2 +)go 
or 
b. q 1 >a 2, a 3 - aI + Rolanda 4 ->a,+P0 
H-2 
Assuming that the probability of more than one gap appearing is negligible, the probability of 
a gap is approximately, 
PG;;n [p(al< a 2, a 3 >a2 + o' a4> a 2 +90 
) 
Q:a±p (a?' 2 ' "3 0'21 +'o'9oi+1)] 
since the probability of a gap between any two-adjacent satellites is the same. 
.The first probability may be found by integrating the joint probability density function of 
al' a2, a3, a4 over the range determined b1 <a-2 a 3>a2 +/ o' a4>a2 + 1o" Since 
a1, a2, a3, anda 4 are independent, this is equivalent to fixing a2 , integrating the density 
functions of a1 , a3 anda4over the appropriate range, and then multiplying by the density 
function of a2 andintegratingwith respect to a 2" Following this outlined procedure, 
P(a1 2,' a3>a2+IS0, a 4 >-a 2 t ') 
2 
-owa 
-ff 2 (a 2) fl (aI)daIff 3 (a3 ) '.a 3 ff 4 () dac4 daci 2 
a2+ A'0 a2 +Ro. 
2


Since all the a, are normally distributed with a nmean of a.io and a variance of ca


(ab b b °i -io 22 
f.(a da e 2 a a

i a


a a b = (. 1


a a 
10 
x2/2 d 
a -a.,
a-

Thus 
-
+ P0),p(a- 2, a3? a2 + 1o'a4 a 2 
/ a 2 r 
ya~~~'2 2 (a-D>F - 2 PO 3 
[1/2 - 2 ~0~4 da2 
2
e-z 2+)( + /o"-(z 2 + ojJo2 + -!'oj- -j5 E 
P(a , a32 +a o0, 
 , d2 
 
-- J(D ) ~2 (z) '3(Z) (P4 (Z) dz 
where 2/2(D(z)= ­
- e=/2+ 
D (z)=1/2 +(z+ I°o-+ao ) 
4>4 (z)-= 1/2- #(z+ 2o


>­
p(a1 >a2,a 3a + GoI a 4 1+,e) may be found in a similar manner, so that the 
final probability of a gap is given by 
n L:Dl ('Z)t 2 (z) CD (z )4 (z) dz + fc1(z)P4 (z)05(z)D6 (z)dzPG 3 
where 
)1')2CD3' CD4 are given above and 
' 5(z) = 1/24(z+/,o ). 
For n = 8, an = 450, 80 = 121. 10 (corresponding to a 20 minute coverage gap), the value of 
ca corresponding ,to a gap probability'of 1 6 was found by numerically integrating for 
several values of o-, plotting the resulting PG vs oa curve,, and reading off the value of 'a 
.
corresponding to PG = 0. 1. This value was found to be 29. V Then, since o-= 94. 7Ta ,a
Wl07 was found to53be T 2.- . years and T, was plotted vs 3 a- in 
v
-figure,6. 1-20. 
H. 4 NUMBER OF REPLACEMENTS, a, < 250 (FOUR SATELLITES) 
It is assumed that the probability 'is nearly unity that satellites remain in'their original 
order (i.e., a4>a3 >a2> a ). If A1, A2 , A 3 , A4 are 'the evehts that a-gap appears between 
H-4 
aI and a 2 , 'a2 and a3 a 3 and a4 , and a4 and a, the probability of one or more gaps isgiven by 
P + = p (A 1 u A2 u A3 uA 4 )

= p(A )- T : p % A.) + p(A.AjA)

1 1<3 1 1 3< Icjj 
Mote ithat with the parameters of interest here, the probability of four gaps is- zero. Similarly, 
the probability of two or more gaps is 
P2 + = p (AIA2 u A1A 3 uAIA4 uA2A3 uA2A4 uA3A4) 
=p (El uE 2 , uE 3 uE 4 UE 5 UiE 6 ) 
- .(E)- j, p(E '.E.+(S 1 1 j j ij (EiEjEk)


p<](A.A.) - 3 P(A+ .AAk)

" 1 i<j<k n(AiAjA i<jck (A


p (A.A.)- 2 p


i j i i<j<k P(A.Ajk)


The probability of three gaps is 
P, = p(A.A.A)3 i<j,<k iAik)
Fromthese expressions, the probabilities df zero, one, and two gaps maybe found as follows: 
=P2 -P 2 4 -P 3 < p (A.A. -'3P3


E1


P! =Pl+- 2 + = Z p(A)- 2P 2 -3P 3 
po = 1-P1 - P2-P3 
if 
P3 0,


p 2 p (A.A..
2 icj a j


P 1 s p(A -2P 2


P -P I - P 2 - P]3 
Four of the A.A. terms will involve adjacent satellites and'will have the same probability. 
The remaining two A.A. terms involve opposite satellites, and will have equal probabilities.1)]


Also, p (A.) is the same for all A.. Thus1 1 
P2 s4 p(AIA2 ) + 2 p(AIA3) 
PIZ 4 p (A1).- 2P 2 
In section 4.2, 4p (A1 ) was found as PG for four satellites; thus, 
4p (Ai)4[1/2- 0( . So)]0 
A' and A3 are approximately independent; therefore 
p-Z )( )= [P 2 [ < o -21 A 3 
H-5

The probability of A1 and A2 may be found in a manner similar to that employed in section 
H. 3, as follows: 
p (A- = P(a 2 >a1 +Go' a3 > a2 + Ro)

o 
 a>2 +Ro)
=p( a<a2 ­
02 -f~ - ­

i a da f f3(a 3) a. 2 if f (w ) 2 
fW 1 1/2 ( a§ a-20) aL -a, l/ L (a2+ a3 0)])daz2/ 2 _ oI°o o-Z,+.d
f l - ze / 0a/ 2 +0 o /2] ( + :ao+ 1o~ 2 
P (AIA2 ) --. e 1/ + 0 
Summarizing, the formulas required to determine P,0 P1V and P2 ; with the assumption that 
P 3 0; are: 
P2 4p 1A 2 )+2 [p (A)1 2 
P1 z4p(AI)-2P 2 ' 
P0 ,l-p1 - YP2 
-where ) W 
h (A1A2 - -z/2 1//2 ++0 -,-O }/2 -95( + oUO 
-ao dz 
1/2 €j J9&- a° 
The probability that the original assumption is violated, i. e. that the satellite order changes, 
is found in a manner similar to section H. 2. 
PC, 4p (h > a2 )= 4P(Aa1 -Aa2 > aO) 
P p4 /2-1( a 
° 
 Ifa-a<22.6', Pc <0.01; if a<32.5, Pc< 0.1, since a, = 90 for four satellites. By 
a . =numerical integration PCAIA2)was found for several values of o- Since o- 94.7TOy, 
this permitted the determination of'P 0 , P1 and P2 for several values of 3 ov and an.elLpsed 
time(T) 5 years. - The limitations oncaimposed by P vlimited a-Sto less than about 0. 2 
feet per second.' Knowing P 0'P'1, and P 2 for the 5 year period, the expected number of 
replacement satellites required for the five year period is given by: 
H-6 
N = P1 + 2P2 
The standard deviation is given by 1/2 
+ (N-i)2 + P2 (N-2)2J
-=o[P. (N)2 P1 
The probabilities that were found are plotted in figure 6. 1-19 where has b'een taken as 
0 
111.5', -equivalent to a 10 minute gap with a nominal orbit altitude of 6000 nmi and a minimur 
elevation angle for effective coverage of 5'. The expected number of replacementsis plotted 
in figure 6. 1-18, with upper and lower la-bounds. 
H. 5 NUMBER OF REPLACEMENTS, o0 a-> 250 (FOUR SATELLITES) 
When the possibility that the satellite order changes must be considered; the complexity of 
the problem is'considerably increased. Techniques similar to those used in section H. 4 lead 
to double integrations for which no analytical solutions were found. For example, the 
expression obtained for p, (A1A3) 
was 
where 
900


z 3 =~2 
3'Z - $ 0 a 0 ] ( z2Q+a o+ 9 0S 
-P z o aR)- z~ 
{(z2 4'SA ) 4)(z3 + 1~ + 0a:-3) oa oj 
for 
2>22~90 
or 90 0 +a 0-0 0 1)0'-o)1 [~(+ 90'+ ao-G 
3 0) 3 2Oa Oa) ) 
4 i,.+ .*o -90 o forZZ < -
In an effort to obtain an approximation to the expected number of replacements required, a 
short graphical analysis was performed. A list was constructed of-drift rates which were 
ifidependentand had an approximate normal distribution with a zero mean. Four drift rates 
were chosen from the list and the relative positions of the four satellites having these drift 
rates were plotted against time as straight lines. Whenever it was apparent that two 
satellites were sufficiently separated to open a gap, at that time a replacement satellite was 
added at the midpoint. A drift rate from the list was assigned to the replacement satellite 
and its relative position was plotted. This procedure was continued until t = 5 years, at 
which time the number of replacement satellites was counted. A second trial analysis was 
made using different drift rates chosen from the list. This analysis was carried-out for those 
drift rate distributions having standard deviations of 10' per year and 200 per year. These 
H-7 
standard deviations correspond'to 3 o- values of 0. 316 ft. per sec. and 0. 633 ft. per sec.v 
The results obtained are recorded in table H-1. 
TABLE H-i 
SATELLITE REPLACEMENT DUE TO DRIFT 
Number replaced (ni ) 
Trial Number (i) 3 0v = 0. 316 3 V = 0.633 
1 3 4 
2 0 2 
3 1 5 
4 2 3 
5 1 3 
6 4 4 
7 4 4 
8 2 2 
9 4 2


10 2 2


11, 2


The average number was taken as


k


N= I Z nI


where the number of trials is k. k 2] 1/2 
The standard deviation was = 
The numbers obtainbd were


3 o- N 0,


0.316 2.3 1.3 
0.633 3.1 1.0 
These values are listed in table H-i. 
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APPENDIX I 
LIFE LIMITATIONS FOR SEMICONDUCTORS AND INSULATION 
'DUE TO RADIATION IN SPACE 
A critical part of the space environment is the high energy charged particles encountered 
by an earth orbiting satellite. This -space radiation plays an important part in determining 
the lifetime of a satellite., In this appendix, life limitations of semiconductors and insulators 
in circular orbits up to 10, 000 nmi altitude are investigated to define the considerations 
involved in orbit selection and electronic system design. 
This investigation requires estimation of the .space radiation dose rates, with shielding, 
due to electron and proton fluxes and utilization of radiation damage data for semiconductors 
and insulation. 
1. 1 SPACE RADIATION ENVIRONMENT 
The artificial electron fluxes used in the calculations and shown, in figures I-1 through I-3 
are based upon the data of Brown and Gabbe. (reference 1) with predicted variations reported 
by Hess (reference 2). These data include only the measurements after the Johnson Island 
1. 4-megaton hydrogen bomb explosion of 9 July 1962. Although additional USSR high altitude 
tests were subsequently conducted in the Fall of 1962, no reported data are available to cor­
rect the artificial electron fluxes. However, for semiconductor damage the artificial elec­
tron contribution is an order of magnitude smaller than the natural proton damage. There­
fore, doubling or tripling the electron fluxes should not materially affect the equivalent pro­
ton dose rates. 
The particle fluxes shown in figures I-1 through 1-5 were then averaged for the rotation of 
the earth to give the effective fluxes. that are shown in figures 1-6 through I-10. These figures 
and estimated data for solar flare proton fluxes are analyzed to give the space radiation dose 
rates in accordance with paragraph.I-2 to give the dose rates in figures I-11 through 1-15. 
Natural belt electrons are inconsequential for electronic system damage in comparison with 
the artificial electron and belt protons. Particle fluxes are given above specified energy 
values in conformance with the data in the references. 
1. 2 SPACE RADIATION DOSE RATES 
Orbit plane contour maps such as shown in figures I-13 through 1-15 are employed for 
estimating space radiation dose rates. Dose rates plotted are the effective rate of energy 
absorption by 'a thin film that is perfectly shielded on one side and' shielded by Q01-g-cm2 
aluminum on the other. Dose rates for other shielding densities and configurations are 
readily computed from these reference dose rates. 
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Figure I-i. Artificial>Electron Flux10(Mag. Coord. ) 23 July 1962 
'E> 0. 2 mev) (Ref. 1-) 
SO 
Analytic representations of factors used in computing the dose rates from ,particle fluxes, 
writh appropriate assumptions about the energy distributions and energy absorption character­
istics, are as follows: 
Linear energy absorption: 
dE E-b 2'- 1 
- "-- =aE ,mev cm g 
Energy distribution: 
-e 
Minimum energy of particles passing shield density x g cm 
x-dEE-b x-
Ex E=E = xaE =(ax) ,mev 
-2 
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1512A-VS-10 
Figure 1-2. Predicted Artificial Electron Flux (Mag. Coord.) for January 1970 
(E >0.2mev) (Ref. and 2) 
Radiation dose rate: 
Dx= dx dnf 
E 
x 
-c 
0 a Eb n0 d(-cT= f 
E 
=x EoC -(b + C)n0 
b +c Ex 
a c E0 c -1 -1 
b+ c (a x) no, mev g see 
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Figure I3. Predicted Artificial Electron Flux (Mag. Coord. ) for January 1980(E> 0.2mev) (Ref. 1and2) 
where 
0X -2 100 IM)a, b, and c = empirical constants­
-1 -l


D = dose rate, mev g sec


Dx = shielded dose" rate, mev g sec


E = energy, 'mev


E0= the reference particle energy, mev


E = the minimum energy of particles' passing shield of density x, mev 
n = particle flux with energy greater than E, cm sec 
-2' -1 
n= flux of particles with' energy greater than the E cm see 
S= equivalent aluminum shielding, g cm 
The factors for artificial electron, belt proton, solar flare proton, and belt electron radia­
tion were evaluated and givenv in table I-a.x~ 
-2 -1 
Magnetic field coordinate representations of particle fluxes (figures I-1i through 1-5) 
(references 1, 2, and 7) are averaged over one rotation of the earth to give the effective 
particle fluxes in geographic coordinates (figureste,6 through 1-10). The average flux (refer­
-
ence 8) of solar flare protons (E 0 > 30 mev) is assumed to be n o = 34cm sec 
1-4 
TABLE I- I


RADIATION DOSE FACTORS


-
dE E O~D DO.0* 
Radiatio 7 Ux n EX x DO1Rdain-1 2 iF mev -1 -1' -1 ­mev g cm 0 mev g sec mev g sec­
(aluminum) 
Artificial Electron 1.6 -1.17 L1. 6x 0°"140 n02. 07 
2 no 
Belt Proton Bel 0.75Pr20 toE -(20 E 1.66 0x)-T57. 42 n0no-­39I010.,0 no0 
x 
075 - 2.*13 o0 " 71 33 no0 Flare Proton 200E- (_) (200 x) 1470. 0o


) - 3  Belt Electron 2 .2 x xo-n 0. 0002 n30X, 
soo 
D(EGREES 
0 3 I 4 8 6 *' MAGNETIC LAT. I 
ALTITUDE MINUS ALTITUDE CORRECTION 
Figure I-4. Proton Flux (Mag. Coord. ) E > 40 mev (Ref. 7) 
I-s 
00M M AGEI .I 
Figure 1-5. Natural Electron Flux (Mag. Coord. ) E > 0. 2 mev (Ref. 7) 
-With 0. 1-g-cma shielding, particles, reaching materials have sufficient energy for both 
ionization and atomic displacement. Organic insulators are degraded as the extenti of ioniza­
tion and the total dose rate shown in figure I-10. 
However, semiconductors and inorganic insulation are degraded as the atomic displace­
ments for which, the electrons are not as effective as protons for identical absorbed energy 
doses. Using the ratio 
i015 .protdn dose _1.3 x 0.060electron dose 9 10­
for equivalent degradation (refer to section I. 4), the proton equivalent dose rates are shown 
'in figure -il as a measure of the degradation of semiconductors and inorganic insulation. 
Belt (natural) electrons do not contribute to dose rates pf organic insulation or semicon-' 
ductors-with shielding adequate t6~give reasonable protection against the more energetic 
artificial' electrons and belt protons. 
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Figure 1-6. Effective Artificial Electron Flux July 1962 .(E > 0. 2 mev) 
Figures 1-11 through I- 15 include the dose rates from artificial electrons, belt protons, 
and solar flare protons. The estimated background average solar flare proton dose rate is 
5. 	 0Qx 104 mev g-I sec-1 
Artificial electrons are the major contributor to total dose, rates, whereas belt protons 
dominate the equivalent proton dose rates. 
Bremsstrahlung or secondary radiation from deceleration of artificial and natural elec­
trons can be shown to be negligible; compared to, the primary penetrating radiation, for its 
effects upon organic insulation or semiconductors. 
The orbit plane dose rate contour drawings were prepared for special applications and are 
available,upon request. 
Total Radiation Dose Rates, 0-degree-Inclination, Sketch No. 113-S6-4234 
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Figure I-7. Predicted Effective Artificial Electron Flux January 1970 
(E > 0.2 mev) 
Equivalent Proton Dose Rates;, 0-degre -Inclination, Sketch NQ. 113-S6-4241 
23. 5 4243 
47.5 4240 
49 4244 
60 4242 
65 4245 
90 4246 
Figures 1-13 through 1-15 are representative of these drawings. 
1. 3 RADIATION TOLERANCE 
Statistical reliability data-for semiconductor devices subjected to doses of belt radiation 
after shielding is insufficient for a completely rigorous prediction of failure rates versus 
f 
shielding for given orbits. 
Silicon and germanium traisistors may exhibit transient leakage for time ranges from 
9 - 1 ­
seconds, to minutes when subjected to a dose rate near 5 x 16{ mev-g -sec 1. Unshielded 
exposure to belt or flare protons could give much larger dose rates, 'and, permanent damage, 
rather than transient leakage, would be the primary concern. Shielding that exceeds 0. 01 g 
cm - 2should eliminate any possibility of transient leakage caused by space radiation. Photo­
-
voltaic effects (transient voltage) at dose rates near 2 x 1012 mev-g -see are eliminated 
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Figure -8. Predicted Effective Artificial Electron Flux January 1980(E >,'0. 2 mev) 
1100 
by such shielding. Noise, similar to thermal,noise, will accompany absorption of radiation 
particles in circuit elements and is decreased by shielding,treference a3). 
Permanent damage to silicon and permanium diodes is caused by a total dose 
of 6 X 1012 
Tolerances of both diodes and transistors are about 
1013 
0r14 mev g- (referencer3).to 2 x 
 
-nvt fast neutrons, so proton effects should be similar.


Silicon and germanium transistor small signal ac gain, hfe decreases 30,perent for 
 
total proton dose of 1012 to Z x 1013 mev g-1 reference 4). Typical gain versus 40-ev pro­
ton radiation doses for transistors is.shown infigure 1-16. (The average rate of energy loss• 
for 40-miev protons is 10 mev-g-1cm 2. ) Types 2N128(Ge), '2N743(Si), and 2N13_0(Si) are 
exa~nples of transistors with a superior radiation tolerance. 
-The thinnest base thicknesses (radii) for diodesand transistors are associated with the 
greatest radiation tolerance. Heavily doped N regions 'also increase radiation tolerance. 
"Deteriorationof maximum power of silicon solar cells of different types and resistances 
is shown in figure 1-17 (1-mev electron). and figure 1-18 (4. 6-mev protons). A decrease of'30 
,percent in maximum power of solar cells is caused by the electron and proton dosages in 
table 1. 2 (reference 5). 
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Figure 1-9. Effective Proton Flux (E > 40 mev)


TABLE 1-2


DOSES FOR 30-PERCENT DECREASE IN POWER-OF SOLAR CELLS


Electrons (1 mev) Protons (4.6 mev) 
Resist­
ance .Number "d E Dose Number d X t Dose(mev gType (ohm- - 2 )  (mev g-i 1-­cm) (cm cm2)g (mev g-), (cm-2) cm2) '(me 
npSi 25 8x101 4 1.6 1.3x1015 1.5x1011 60 9.0x1012 
npSi 1 7x101 4 1.6 1.1x1015" 1.1x1011 60 6.6x1012 
1.6 x 1013 
1.6 1010 60 6.0 x 10"1,pnSi 1 1013 
rThe higher tolerance of the solar cells to electron doses is attributed tothe low efficiency 
of electrons for atomic displacements associated with semiconductor degradation. 
Because'there are diodes and transistors with.greater radiation tolerances than the np Si 
25-ohm-cm solar cells and since detailed proton and electron reliability data are not 
I-10 
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Figure 1-10. Effective Natural Electron Flux (E > 0. 2 mev) 
available for transistors and diodes, the damage thresholds 1. 3 x 1015 mev-g for electrons 
-and 9'x 1012 mev,g for protons are adopted as a guide for estimating the life limitations of 
the class-of devices based.upon semiconductors. 
The accuracy of the dose rate charts and the tolerance of semiconductors is supported by 
the actual life measurement for solar cells on Relay I in section I. 5. 
Tolerances of organic insulating materials are based upon'totil dose rates since ionization 
is the primary damage mechanism. Semiconductor encapsulation resins, greases, and sur­
face impurities are examples of organic insulation which are less obvious than wire insula­
tion 'and potting resins.The tolerance oforganic insulation useful in space applications is assumedt be 6 x 
1
-mev-g (109 erg g-I) total dose., Specific materials have tolerances from 0. 01"to 1000 
times this reference value. 
Tolerances of inorganic insulation vary widely according to composition but appear tobe 
equal or greater than the tolerances for semiconductors. Borosilicate glass becomes 
-
severely discolored with a 1013 -mev-g proton dose. Quartz slightly darkens with a 
- Sapphire may decrease 25 percent in transmission with a 6 x 1014 5 x 1014 mev-g dose. 
mev g-1 dose (reference 6). 
The data of figures 1-16, 1-17, and 1-18 suggest that the radiation dose tolerance of semi­
conductors as a function of a parameter change, A Y, may be approximated by equations of 
Athe formT=Ae B Ymevg l 
4 
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Figure I-11. Estimated Dose Rates - January 1970 (for Organic 
Insulator Damage With 0. 1-g-cm -2 Aluminum Shield) 
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Figure 1-12. Equivalent Proton Dose Rates'- January 1970 (for Semicdnductor 
Damage With 0. 1-g-cma- Aluminum Shield) 
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1.4 LIFE LIMITATIONS 
Damage to semiconductors by simultaneous electron and proton radiation dose rates 
for which the semiconductors have, different tolerances requires the following relation in 
analogy to calculating the resistance of a parallel resistance circuit: 
1, - D (protons) D (electrons) -1


=T-T(protons + T (electrons) sec


where 
.1= the life, seconds 
D = dose rate mev g-1 sec- and,
-1 
mev gT = tolerance, 
,Computationof semicdnductor life limitations is aided-by introducing the ,equivalent proton 
dose rate, 
T (protons)_ -1e-
D = D (protons) + TT (protons) D (electrons) mev g-I se 
ep (el1ectron-s) 
so 
T (protons) sec 
D 
ep 
using 
T (electrons) = 1. 3 x 101"5 mev g-I and 
= 9 x' 1012 mev g-1T (protons) 
-1 
D = D (protons) +-0. 0069 D (electrons) mev g sec and 
ep 
= 8x 10 seconds'D 
ep 
2.85 x10 
-. D years


ep


Damage to organic insulation is based upon total (ionizing) dose rate, so the life is simply 
Life limitation for organic insulation with ,radiation ,tolerance not less than 6 x 1014mev 
-1 (polyethylene, hydrocarbons, etc) is 
_= 6 secondsD 
1. 90 x 107 
- D years


-1 -1


where D is the dose rate, mev g sec


-
Life limits with 0. 1-g-cm 'shielding (aluminum) versus altitude to 10, 000 nmi (in circu­
lar orbits with a 60-degree inclination) are shown in figures 1-19 and 1-20 for organic insula­
tion and semiconductors respectively. 
 Dose rates, and life limits were computed from the 
particle fluxes shown in figures I-6 through 1-9 in accordance with section I. 2. The effects
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5. DOSE RATES ARE FOR ARTIFICIAL BELT ELECTRONS 
(JAN 1970) NATURAL BELT PROTONS AND SOLAR 
FLARE PROTONS. ARTIFICIAL BELT ELECTRONS-
BELOW 2000 N. MILES GIVE HIGHER DOSE RATES 
-BEFORE JAN 1970. SPECIAL CHARTS SHOULD BE USED 
FOR ORBITS BETWEEN 500 AND 2000 MILES AT TIMES 
NBEFOREJAN 1970. 
4. DOSE RATES ARE FOR THIN FILMS WELL SHIELDED ON 
ONE SIDE, FORMS SUCHIAS WIRE INSULATION, PLATES,. 
POTTING AND LUBRICANTS ARE NORMALLY SUBJECT TO 
TWICE THIS RADIATION DOSE RATE. 
3 THE RADIUS OF THE EARTH IS ASSUMED TO BE 3440 
NAUTrICAL MILES. 
2 THE ORIGIN OF ORBIT ANGLES IS THE LINEVOF 
INTERSECTION OF THE EQUATORIAL AND ORBIT PLANES 
I DOSE RATES ARE MEVgF'SEC ABSORBED IN ALUMINUM 
AFTER ATTENUATION BY 0 Ig CMv2 ALUMINUM. THE 
RADIATION IS, CHARACTERIZED BY<ELECTRONS .FOR ITS 
EFFECT UPON ORGANIC INSULATION. 
Figure 1-13. Estimated Radiation Dose Rates, Orbit Plane Inclination: 60-Degree 
Organic Insulation -DoseRates 
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Figure 1-14. Equivalent Proton Dose Rates Orbit Plane Inclination: 60-Degree Inorganic

Insulation and Semiconductor Dose Rates
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4 	 DOSE RATES ARE FOR THIN FILMS WNELLSHIELDED ON ONE SIDE. FORMS 
SUCH AS TRANSISTORS,DSI)DES, SOLARCBELLS, CERAMIC INSULATORS,= 
GLASS; COqER PLATES, AND OPTICAL ELEMENTS ARE NORMALLY SUBJECTr 
T0 TWICE THIS RADIATION DOSE RATE 
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Figure 1-15. Equivalent Proton Dose Rates, Orbit Plane Inclination: 47-1/2-Degree 
Inorganic. Insulation and Semiconductor Dose Rates 
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Figure 1-20. Life Limits for Semiconductors (60-Degree Inclination Circular Orbits) 
of variation of shielding and inclination angle are shown in figures 1-21 and 1-22. The life 
limits are conservative for materials with the radiation tolerance indicated. Section 1. 5 
demonstrates that the dose rates used for computing the life limits in figures I-1-9 and 1-20 
are realistic. 
Organic insulation and semiconductor devices should be selected discriminately for radia­
tion tolerance -with close attention to the tradeoff between redundancy and shielding. The 
weight increase for doubling the power of solar cells (figure 1-18) effectively increases tle 
proton radiation tolerance by a factor of 10. Redundancy or excess gain of transistors 
(figure 1-16) also provides a disproportionate increase in effective proton radiatior tolerance. 
This enables lower shielding weight or ,permitting adaptation of a subsystem to arbitrary 
shielding configurations. I 
1. 5 RADIATION DAMAGE TO SOLAR CELLS ON RELAY I 
The measured effects of radiation damage to n$ and pn silicon solar cells with different 
thicknesses of silicon shielding on Relay I provides a good check on the estimates of radiation 
dose and life limits in this document (reference 9). 
Relay I was launched into orbit, 13- December 1962, with an inclination of 47..5 degrees, 
7441-nmi apogee, and 4153-nmi perigee (earth center distances). 
Unshielded cells degraded more than 50 percent in 3 days and shielded cells degraded 
more slowly. 
The altitudes of Relay I are calculated at intervals in table 1-3 and used to compute the 
average equivalent proton dose rates in tables 1-4 and I-5 for the lowest dose orbit, the 
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TABLE I-3 
COMPUTATION OF ALTITUDE AND TIME VERSUS ORBIT ANGLE - RELAY I 
OrbitAngle
+6 sin
2 8 2.21 sin 0 1 + 2.21 sinI +12.21.2
.L8l si' 
0 0 0 1.000 0.969+ 
10 0.029 0.064 0.939 0.867­
20 0.117 0.259 0.794 0.718+ 
30 0. 250 0.553 0.643 0. 583­
40 0.414 0.915 0. 522 0.478+ 
50 0.587 1.298 0.435 0.406­
60 0.750 1.658 0.376 0.357+ 
70 0.883 1.951 0.339 0.329­
80 0,971 2.145 0.318 0.315­
90 1.000 2.21 0.311 
av 
h 
4001 
3770 
3190 
2530 
1930 
1470 
1120 
 
920. 
740 
710 
 
At t 
0.0966 0.00 
0.0865 
0.0716 
0.0581 
0.0476 
0.0405 
0. 10 
0.18 
0.25 
0.31 
0.36 
0.0356 
0.0328 
0.0314 
0.5007 
0.40 
0.44 
0.47 
0.50 
TABLE 1-4


RELAY I - AVEGRAE DOSE RATES VERSUS ALTITUDE MEV g-I se- .(PROTON EQUIVALENT)


Orbit Angle Elapsed Ti.me 0 ±0. 10 *0. 18 =0. 25 i0. 31 ±0. 36 '±0.40 *0. 44 =0. 47 =0.50 Fraction 
47. 	 5-Degree-Inclination Altitude 4000 3770 3190 2530 1930 1476 1120 920 740 710 ntn 
in Orbit 
0 	 80x 104 300 x 104 800 x i04 2400 x104 3000 x 104 2360.104 1300 : 104 1000 x 104 300 x 104 200 x10 
10 60, 90 1000 2200 2700 2200 1200 900 300 300 
20 45 60 500 1600 2200 2000 1100 70b 400 300 
30 40 45 200 900 1600 1400 900 600 300 200 
40 35 40 60 400 800 900 700 600 300 200 
80 300 350 350 250 200 150 
60 8 8 20 35 45 70 100 80 60 50 
50 	 25 30 40 
5 5 5 5 5 570 	 5 5 5 5 
80 	 5 5 5 5 5 5 5 5 5 58 
90 5 5 5 5 5 5 5 15 5 5 
266 x104 4 , 104 2233 . 104 6428 x 104 9158 x 104 8083 , 10
4 5013 . 104 3647 . 104 1723 . 104 1313 . 104 Total* 
4 14 715. 104 1018 x 104 898 x 104 557 . 10
4 405 x 10 192 x 104 6 x 104Average 30 x 104 48 x 104 248 x 10
4 
Notes: 
Dose rates are from figure 1-14. 
1/2 values at 0 and 90 degrees; full values at other angles. 
** 1/9 total 
- - -
TABLE 1-5 
RELAY I - HIGHEST AND LOWEST DOSE RATES 
Highest Dose Orbit Lowest Dose Orbit 
Elapsed, Time, Altitude Orbit Angle Dose Rate Orbit Angle Dose Rate 
Arbitrary Units ~,(nmi) -1 1 
(degrees). (mev g- sec) (degre6s) '(mev g se­
50 x 10 4 270 5 x 104 
-0.50 710 230 
 
0.47 740 240 40 280 5 
0.44 920 250 5 290 5 
0.40 1120 260 5 300 100 
0.36 1470 '270 5 310 350 
0.31 1930 280 5 320 800 
0.25 2530 290 5 330 900 
0.18 . ' 3190 - 300 .20 340 400 
0.10 3770 310 30 350 100


0.,00 4000 320 35 0 80 
+0. 10 3770 330 45 10 100 
0.18 3190 340 450 20 400 
0. 25 2530 ,350 2100 30 900 
0.31 1930 0 3000 40 800 
0.36 1470 10 2300 50 350 
0.40 1120 20 1300 60 100 
0.44 920 30 700 70 5 
0.47 740 40 300 80 5 
0.50 710 50 200 90 5 
Dose rates are from figure 1-14 
average dose orbit, and the highest dose orbit. Less then 25-percent variation of orbit dose


rates from the average dose rate is shown in table 1-6. Time variations of dose rates are


shown in figure 1-23.


Computation of Altitudes and Time:


Inclination i = 47. 5 degrees


Semimajor axis, a = 7441 nautical miles


'Semiminor axis, b = 4153 nautical miles.


2 2


'C Y =


a b


(h -3440) . [cos2 6 74412 .2i ]74402 
 sin 
1-22 
Highest Dose OrbitElapsed Time 
t 
-0:Z0 
0.45 
0.40' 
0.-35 
0.30 
0.25 
'0.20 
0.15 
0.10 
0.05 
0.00 
+0.05 
0.10 
0.15 
0.20 
0.25 
0.30 
3.35 
3.40 
.45 

3.50 
Total* 
Average** 
Dose Rate 
5x104 
5 
 
100 
 
540 
 
800 
 
900 
 
520 
 
250 
 
100" 

82 
 
80 
 
82 
 
100 
 
250 
 
520 
 
900 
 
800 
 
540 
 
100 
 
5 
 
5 
 
RELAY I -
Lowest Dose Orbit 
Add 
3x104 
5 
 
100 
 
540 
 
800 
 
900 
 
520 
 
250 
 
' 100 
 
82 
 
80 
 
82 
 
100 
 
250 
 
520 
 
900 
 
800 
 
540 
 
100' 
5 
 
2 
 
6679 x 104 
 
352 x 104 
 
TABLE 1-6 
AVERAGE DOSE RATES 
Average Orbit 
Dose Rate 
146x104 
360 
 
557 
 
910 
 
1200 
 
715 
 
360 
 
130 
 
48 
 
33 
 
30 
 
33 
 
48 
 
130 
 
360 
 
715 
 
120 
 
910 
 
557 
 
360 
 
146 
 
• 1/2 values at t = ±0. 50; full values at other times. 
•* 1/19 total. 
(h +3440) 2 L + 7441 2 *1~i 2 ej=1


7440 4153 1 1


+2.21 sin2] 
 1
(h + 3440) 2 74412 

Add 
7& xl104 
360. 
557 
 
910 
 
1200 
 
715 
 
360 
 
130 
 
48 
 
33 
 
30 
 
33 
 
48 
 
130 
 
360 
 
715 
 
'1200 
 
910 
 
557 
 
360 
 
73 
 
8802 x 104 
 
463 x 104 
 
Dose Rate 
50x104 
19 

5 

5 

5 

5 

16 

25 

30 

34 

35 

37 

-45 
150 

720 

2100 

3000 

2350 

1300' 

560 

200 

Add 
25x104 
19

5

5

5

5

16

25

30

34


35

37


45

150

720

2100

3000

2350

1300

560

100

10566 
x 104

556 x 104
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2 de ab (360)r dt 
 
- p 
2


_pr d8
dt ab 3 normalize p to 2. 000 
d- 7441 (4153) (360)2 (h+ 3441)2 d4 
-
dt = 18.O x 10 (h + 3440) 2 ,de


- z
At--18. ox 10 (h + 3440) -Ao 
18. ox 10 11 (,7441)2 [1 + 2.21 sin2B -I3Ae 
-0.00998 1±2.21 sine] te 
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Figure 1-23. Dose Rates for Relay I Orbits 
I. 5. 1 Calculationof Time for Critical Dose of Solar Cells on Relay I 
The time for 30-percent decrease in short circuit current of solar cells with shielding of 
x g cm 2 subjected to radiation that would give a dose ,of 463 x 104 meV gI see (proton 
equivalent) for 0. 1-g-cm- 2 shielding is estimated as follows: assuming the critical doses 
for np and pn cells to be 2.6 x 1011 and 1. 9 x 1010 protons cm - 2 (4.0 mev)' (1.56 x 1013' and 
1.14 x10 12 mev g-1) respectively, (reference 5) 
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TABLE I-7 
SOLAR CELL DEGRADATION - RELAY I 
Shield Shield Time forA I = -30 Percent Initial Value 
Ty 7940 •Density Observed 
Type Silica 
(mils) 
xereOerveX 
(g cm - 2) (sec) 
(reference 9) 
(days) (years) (sec) 
Calculated 
(days) (years) 
of 
Obs 
np Si 60 0.33 1.30 x 107 150 0.41 1.75 x 107 202 0.55 134 
np Si 30. 0.17 0.95 110 0.30 0.70 81 0.22 73 
pn Si 60 0.33 0.39 45 0.12 0.13 15 0.041 34 
pnSi 30 0.17 0.26 30 0.08 0.05 6 0 016 20 
x 
Do= D0 1 ( 01X 
463 x104:to.1)1 3 = 
 
T0c - D 
For up cells, 
13)1.38


ec=1.50 x10 13 4 13


463 x 104 ( )1. 38 
=3. 37xi 6 (--)1.3 seconds 
pn cells, 
1.38 
1. 14 x 1012 
 
e 
 463 x 104

-2.46x 105 (-x) 1.38 seconds 
1. 5..2 Comparison of Observed'and Calculated Times for Critical Doses 
The calculated times for 30-percent decrease in short circuit current of solar cells based 
upon the average dose rates for the Relay I satellite were 20 to 134 percent of the observed 
times in table 1-7. The differences are attributed to the cumulative effect of errors in flux 
data, energy distributions, and tolerance of the particular solar cells used in this experi­
ment. 
This close agreement confirms that radiation dose rates and lite limits computef in mis 
report are'realistic. 
1. 6 CONCLUSIQNS 
Belt proton and artificial electron radiation limit the lives of reference semiconductor


-

devices and organic, insulation with standard shielding (0. 1 g cm 2 ) to about 3 years at 6b0­

and 5000 nmi altitude and to a few weeks at 2000 nmi altitude. Literature data show that


specific types of semiconductor devices such as germanium and silicon transistors, 
 diodes;
 
and solar cells -varyfrom 0. 1 to 2 times the tolerance of the reference semiconductor. Sim­
ilarly, specific organic insulating materials vary from 0. 01 to 1000 times the tolerance of


the reference organic insulation; some are seriously damaged before semiconductors.


Life with increased shielding is approxdmately proportional to the weight of shielding. 
Higher life is also achieved at the higher inclinations for a given altitude. Life is propor­
tioned to time spent in the radiation belt and decreases for anincrease in altitude below 2000 nmi. 
-Changes in parameters of specific semiconductor devices ahd tolerance of circuits for 
 
such changes determine the shielding requirements for the required life in specified orbits'.
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Since the acceptable dose as a measure of life increases 'exponentially with permissible pa­
rameter changes, marked advantages in reliability or decreased' weight of shielding are 
associated with circuits designed to accommodate parameter changes (e. g., by redundancy 
and adaptive functions). 
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APPENDIX J 
AMES GRAVITY GRADIENT CONTROL 
SYSTEM AS APPLIED TO-THE NAVIGATION SATELLITE 
The Ames gravity gradient system, as described by Tihling and MerrickI , is mechanized 
by use of a single auxiliary body that is pivoted with respect to the main satellite body through 
a spring and damper mechanism with one degree of angular freedom. The principle of inertial 
coupling is used to achieve damping for all possible modes of oscillation by use of the single 
body. Tinling and Merrick have extensively studied this configuration and have arrived at 
design criteria for optimum or near optimum performance. 
These criteria chn be summarized as follows: 
Mass distribution: II = 1. 2 1r 
Id. = 0 	 08 1 
13 = 1. 5 1d 
I 	 12 - 1 
3 1I3 
where I. (j, = 1, 2, 3) = principal moments of inertia of main satellite body excluding damper 
rod as shown in figure J-1 
I = transverse principal moment of inertia of a slim rod which-has thesane gravity 
- gradient t restoring torque as required in the final design. 
Id = transverse .principal moment of damper rod. 
Spring rate~and damping: K =4.5 o 2 id 
D=1.5 w Id 
where 	 K = damper rod pivot spring. 
D = damping constant for damper rod pivot. 
In, order to achieve the Ames mechanization, the navigation -satellite must be arranged so 
that it has the specified mass distribution. As presently conceived, the navigation satellite 
has; in addition to the orientation boom; fohr 50 foot antenna support booms at a nominal angle 
of.90 0 between booms. At equilibrium, these booms will lie in the horizontal plane. In order 
to adapt this satellite to the Ames configuration, two approaches are possible. The first 
approach is to allow the four antenna booms to remain unpivoted (as presently conceived), add 
an additional damper rod pivoted with respectto the. satellite body, and make other mass dis­
tribution changes as required. 
IB. E. Tinling, V. K. Merrick, "The Exploitation of Inertial Coupling in Passive Gravity


Gradient Stabilized Satellites." Aug 1963, AIAA Paper No. 63-342.
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Figure J-1. Ames Gravity Gradient System 
J-2 
The second4s to utilize the antenna booms to help achieve the required mass distribution. 
The principal difficulty associated with the first approach is that a significant increase in 
system weight is necessary to obtain the required mass distribution. This can be determined 
by examination of the procedure necessary to obtain J3 1. To have J3 approach unity re' 
quires that the mass of the satellite body, including all fixed booms, shall approach a planar 
distribution. This .appears physically unrealizable if four fixed orthogonal booms are used. 
However, J3 can be forced to approach unity by making the moment of inertia contributed by 
one set of diametrically opposed booms much greater than that contributed'by the second set. 
For example, if one set of booms,has 10 times the inertia of the second set, J = 0.82, which 
is considered satisfactory. This alone would require the addition of considerable weight. The 
other, listed constants on mass distribution would require the addition of a larger orientation 
rod inertia, 1,. In addition, the damper, rod must be added, and this further increases the 
weight. It is true, however, that once thi weight penalty is paid, performance should be 
near the predicted optimum by Tinling and Merrick. 
In order to use the second approach, one iset of diametrically opposed antenna booms would 
be joined together to form the damper rod and the other set would be firmly attached as be­
-
-ore. This would, without further change, give a near planar mass distribution, J 1, and 
the other mass distribution constraints could be easily met. The angle between diametrically 
opposed pairs of antenna booms would become approximately 630 instead of 90 . This 
would require a slight estimated 15% increase in computing accuracy for the same overall 
error. The difficulty with thisapproach results from using one set of antenna support booms as 
the pivoted damper rod. This difficulty arises because each rod-mounted antenna uses one 
coaxial RF lead and three insulated' conductors, that pass from the pivoted rod to the satellite 
bddy. These leads would mechanically interfere with the action of the, damper rod pivot 
spring which has a very small and accurately controlled rate. A satisfactory solution to this 
problem is unavailable at this time. Arrangements of slip rings or conducting torsion wires 
either add excessive friction or make the damper unit too complex'to be feasible. 
It can be concluded, unless further investigation leads to a satisfactory solution of the 
antenna lead problem, that the application of the Ames system to the navigation satellite is 
feasible only by the first approach which yields near optimum performance, but carries-a 
significant weight penalty. 
J-3/J-4


APPENDIX K 
INTERFEROMETER PHASE MEASUREMENT TECHNIQUE 
In order to obtain the highest interferometer accuracy, the difference in phase between the 
signals arriving at the two interferometer antennas shall be accurately measured. The rela­
tive phases of these signals shall not be distorted in transmission to the phase comparator. 
In this appendix several methods of phase comparison-RF, IF, and Audio and both open and 
closed loop measurement techniques-are discussed. It is shown that an open loop phase 
measurement at audio frequencies, using adigital zero crossing phase detector, is satis­
isfactory. 
K. 1 RF PHASE MEASUREMENT 
The need to maintain phase fidelity prior to actually making the comparison suggests that 
the measurement be made early in the system. This minimizes the number of phase sensitive 
components that are detrimental to measurement accuracy. On -this premise, the possible 
RF phase detection techniques are examined. 
Suppose the two antennas comprising an interferometer pair feed opposite ends of an RF 
transmission line. When a signal arrives at the interferometer, a standing wave is set up 
in the line. The position of the standing wave is a function of the arrival angle of the signal 
(See figure K-i). The signal at some point in the line,, following its down conversion and 
amplification, can be detected. A voltage E=A sin sin 8); where D/A = antenna sep­
aration in wavelengths and 0 = angle of arrival'of the signal. This approach has several 
serious drawbacks which deny its use in this application. Theprincipal drawbacks are: 
a. Ambiguities exist each quarter wavelengthor each 900 'of electrical phase shift. 
b. Thd measurement is sensitive to the amplitude of the incoming signal and to gain 
pattern mismatch Of the antennas. 
c. The -system noise figure cannot be optimized'because of the long line lengths between 
the antennas and the first mixer. 
A much more satisfactory performance can be obtainedby changing to a closed loop system. 
Two additional items are necessary to implement a feedback phase'demodulator. A variable 
phase shifter, driven by an integrator whose input is the phase detector output, is required in 
one of the RF channels and a dither switch is needed to polarize the error signal. Without 
the latter, the error signal characteristic for negative angles is the mirror image of that for 
positive angles. Dithering converts the error signal to one with angle sense, (shown in 
figure k-2), ,so that the servo will be capableof tracking the null in the interference pattern. 
K-1 
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Figure K-2. Error Signal 
K-2 
The closed loop system, shown in figure K-3, has half the ambiguities of the open loop 
system and its accuracy is only slightly dependent upon absolute signal amplitude. These 
advantages are offset by other weaknesses. 'The first weakness is that the gain difference in 
the two RF channels will result in the standing wave pattern shown in figure K-4. Unlike 
figure K-i, which shows the infinite VSWR resulting from equal signals, figure K-4 shows a 
finite VSWR which has a rounded null at zero phase difference. While this introduces no 
boresight error in the error characteristic, it substantially reduces the slope and the loop 
sensitivity. This results in noisy tracking with increased angle error induced by noise. 
The imperfections in the antenna patterns, which cause this reduction in performance -in 
the presence of noise, cannot be totally eliminated. Signal-to-noise ratio must be increased 
to compensate for the antenna pattern imperfections. 
Another objection to this system is the error introduced by imperfections in the phase 
shifter. The most satisfactory phase shifter is a digital delay line comprised of a number 
of sections of transmission 'lines whose lengths are integral powers of twice the basic phase 
quantization. These sections may be switched -in and out of the signal path by digital control 
logic in the feedback path. 'The principal objection to such phase shifters is their sensitivity 
to environment, particularly to temperature. Unfortunately, -variations due to temperature 
are not readily amenable to calibration. It is estimated that a phase shifter accuracy of 1/2 
to 1 degree could be obtained with considerable development effort. Existing devices have 
twice this error over a modest temperature range. A uncertainty of 10 would' absorb the 
total space angle error with 100 wavelength antenna separation. 
While it appears that a closed loop system employing an RF phase shifter could be used 
with success, it would. be demanding on other system parameters, viz, power and/or antenna 
separation and was eliminated from further consideration. 
K. 2 IF PHASE MEASUREMENT 
Next under consideration is the phase measurement techniques that can be effected at the 
IF level. In these systems, the signals from the two antennas are heterodyned to an IF prior 
'to phase comparison. This approach permits optimization of the system noise figure. The 
long,cable lengths between antenna and first mixer are eliminated. An equally important 
advantage of the shift to IF is that a synchronous phase detector can be used rather'than the 
RF signal subtraction accomplished by feeding the signals into a common transmission line. 
(Synchronous phase detection can be' accomplished at the RF level but in so doing, the system 
noise figure is vastly degraded.) 
Two general schemes for measuringphase are again possible; open loop and closed 
loop. An open loop system can be implemented' by comparing the twoIF signals from the two 
antennas in a double balanced, synchronous phase detector. Such a device is sensitive only 
to quadrature noise. Gain imbalances in the two channels are cancelled. The principal dis­
advantage is the poor sensitivity of the' phase 'detector except at small phase angles. Since 
the output is the sine of the phase difference, accuracy could not be expected to be adequate 
except over a range of about ±600 phase. 
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Figure ,K-3. Closed Loop System With RF Phase Comparison 
K-4 
A superior approach is to insert a digital IF phase shifter in one of the two channels and 
use the synchronous phase detector as an error detector in a closed loop system. Figure K-5 
shows the closed loop technique. Dither is not required when operating at IF because the 
phase. detector provides a polarized output. 
But a phase shifter remains in the system. Although the temperature characteristic of an 
IF phase shifter is somewhat easier to compensate, temperature variations introduce some 
phase uncertainty which cannot easily be calibrated. This drawback accompanies any closed 
loop system operating in a changing environment. 
K. 3 LOW FREQUENCY, OPEN LOOP SYSTEMS 
An open-loop system having good accuracy can be used if the interferometer signals are 
converted to a low frequency. Figure K-6 shows the salient features of a technique which 
measures phase as a, function of the time between zero crossings of the two signals. Identical 
double conversion receivers use common local oscillators to heterodyne signals in the two 
channels to a relatively low frequency. Then small phase increments are represented by 
reasonably large time increments. The t o channels must phase track with frequency 
and temperature variations in order -to maintain accuracy. 
The most critical portion of the- system, with respect to phase stability, is, the required 
narrow banding of the signals prior to the zero-crossing detectors. To indicate the nature of 
the problem, it is pertinent to determine the phase shifts which might be expected if the 
filters detune with age or temperature; or if the incoming signal frequency is not adequately 
controlled. The phase shift through a parallel tuned circuit-at angular frequency w is: 
0=tan-' R _RwC 
The circuit isnominally tuned to the resonant frequency w. . If the filter is mistuned to 
frequency wr, then fractional mistuning is k = r m The resulting phase error is: 
tan R lk)_ ] wr 
0f$ =$21 L(1-k) - 'r (1k] 
-
= tan,1 [7 -k Q(1-k)] 
= tan 2k0 
The angle measurement noise bandwidth shallbe approximately 150 cps. The filter Qis then 
,.2nd IF Tescn Fsol 
";150 cps The second IF should be reasonably high. With a low2dIF, the st IF amp­
lifier bandpass is required to be small to avoid-an appreciable degradation of S/N due to noise 
folding at the 2nd mixer. Anarrow 1st IF bandpass would compound the phase tracking dif­
ficulties. The 2nd IF is also required to be low enough to permit adequate phase quantization 
by feasible digital counters. If 0. 360 phase quantization is required, a counter with the speed 
of 1000 times the signal frequency is required. With a 100 mc counter, a 100 KC 2nd IF can 
be used. Under this condition the 1st IF must have a bandpass a little less than 400 KC. 
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K-7 
Now with a filter Q = 100 KC 
N50,fpe = 660 and a permissible phase shift due to mistuning of 5 
milliradians (a differential phase shift of 5 mr causes'a 0.008 mr space angle error with 100 
wavelength antenna separation), the allowable mistuming is 
63.8xl1fK = tan0.00 0.005 
This is a stringent requirement, but two filters can certainly be expected to track this well 
between calibrations for a fixed signal frequency. The difficulty is that calibrating frequen­
cies and vehicle frequencies will be alike only within the tolerance of the AFC and 2nd, LO. 
The requirements on AFC and 2nd LO stability can be determined. Due to aging, the resonant 
frequencies of two crystal filters may drift apart several ppm. Since drifts due to aging are 
random (unlike temperature drifts); the filters can ,have differential mistuning of 3 or 4 ppm. 
If the input frequency changes by 3 or 4 ppm, the differential phase shift through the' filters 
will be the same as that caused by 6 or 8 ppm mistuning of one filter alone. Thus, the 2nd 
LO stability must be such that it does not drift more than 4 x 10- 6 x 100 KC = 0.4 cps be­
tween calibration and vehicle fix. And the AFC must correct to within 0. 4 cps. These are un­
reasonable requirements for light weight paceborne equipment. If the filter environment 
could be controlled and their characteristics periodically measured, 'the requirements on 
AFC and 2nd LO would be relaxed. But this approach is not feasible in the satellite. 
A variation of the zero crossing phase detection technique results in relaxed requirements 
on the oscillator and filter stability. Figure K-7 illustrates this modified technique. In this 
system, the signal frequencies in the two channels are offset by a reference frequency fr, 
filtered, and amplified in a common 2nd IF. The two signals are mixed and the teference 
frequency beat between them is filtered (in a 150 cps filter) and used to trigger a zero, 
crossing detector. - At this point the desired phase is the,phase between the reference osdillator 
signal and the beat frequency signal at the output of' the mixer. 
Filtering prior to 2nd IF summation is necessary for preventing doubling of the noise power 
in the 150 cps post detection bandwidth. Also, the signal to noise ratio at the mixer must be 
very high so that S/N performance approaches that of a mixer with a noise free reference. 
The, phase shift problem through the 150 cps filter is considerably relaxed because there is 
only one filter rather than two identical filters and the input frequency to the filter depends 
only upon 'the reference oscillator frequency. The problem now falls on the pre-summing noise 
filters. But these are at the relatively low 2nd IF (several megacycles) and their bandwidth 
can be nearly twice the reference oscillator frequency. 
All things considered, a system, of the sort illustratedin figure K-7 has less critical 
phase shift specifications that than of figure K-6. The former system, has been selected 
for use in the satellite. 
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APPENDIX L 
GRAVITY GRADIENT TORQUE DERIVATION 
The principle of the gravity gradient torque expressions are well covered in the literature. 
But to be as general as possible, the following derivation is performed. 
Figure L-1 depicts the dynamic geometry of the satellite in orbit. The figure indicates a 
cylindrical shape but, the analysis shall be performed to derive the torque expression for the 
most general shape. 
From figure L-1 an expression for the force imparted, to the vehicle from an incremental 
mass attracted by the earth's gravitation cah be written. This is: 
(L-)dF -Mm 3dm s r 
r 
where /x is the gravitational constant, me is the mass of the earth, din s is the incremental 
mass of the satellite, and r is the distance from the center of the earth to the mass center of 
the satellite. The vector relation 
r =a- p (L-2) 
can be obtained from the same figure. The vector a is referenced, from the earth coordinates 
while the vector p is referenced to the satellite-coordinate system. Thus, it is required to 
find the coordinate transformation between the two coordinate systems. To accomplish this 
as simply as possible, it is assumed that the order of rotation of the satellite shall be yaw, 
pitch, and then roll. Doing this, it is possible to write the transformation matrix, from 
figure L-2, as 
i" cos q, cos.8 (sinpcos4)+ cos*sinesin*) - (sinq cost­ cospsin~cos*) I 
il sinpcos ekI sin 8 (coscosn- sinqisin~sin#)cos~sin (cososine)os 8Cos + sinqpsinecoso) j(L-3) 
From this is obtained: 
= ak, = ai sinO+ aj cose sin+ ak cos ecos 1, (L-4) 
= ix + j y +k z. (L-5) 
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Figure L-1. Dynamic Geometry of the Satellite While In Orbit 
Ther efor'e: 
r =i (a sinG- x) +j (a cos Ssin *- y) +k (a cosecos#- z). (L-6) 
The expression for the incremental torque is 
d L = pXd F (L-7) 
Inserting the expressions (L-1), (L-5), and (iL-6) and taking their cross product, results in 
dL dm [t y cos 8eos - z a cos Gsin 8) + ] (za sin 8- x a coso cos#) 
r +k (xa cosGsin-ya sin)] (L-8) 
The r term in equation (L-8) can be derived by taking the squarleof equation (L-2) 
r 22=(i -x) j(=a +p 2 - Z a (L-9) 
and then taking the dot product of equations (L-4) and (L-5) as 
p ax sin8+ay cos i +az ac co +,os e (L-O) 
and 
2 2 2 
r =a +p =2a(xsin 8+ycos 8sin +zcO 8Cos @) (L-1) 
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Figure L- 2.4 Transformation Matrix Diagram 
Taking the -3/2 power of equation'(L-11) obtains 
r 3 = a2 +p 2_2a (xsin e +y cos esin +z cos 0 cos -3/2 (L-12) 
i + 2 (xsin +ZCOS8COS -3/2 (L-13) 
a aa 
However, due to the very small value of p with respect to a, 
2 
1>> P (L- 14) 
a 
this term can be neglected in equation (L-13) and then using the binomial theorem to expand 
and accepting only the linear terms the f6llowing result is obtained 
--9 =_I l +3 (x sin 0 + y'cos e sin, 0 +-z cos 6,cos (L-15) 
ar 
Substituting this ,into equation: (L-8) 
L= m + (xsin 8+ycos 8sin +zcos 8 cos*)


a


+ [i (yacos Scos - z a cos 8 sin#) + j (za sin 6- x a cos 6 Cos *) (L-16) 
+k (xa cos e sin 9 - ya sin 8)


=idL +jdL +KdLz


y z L 
L- 3 
Solving for dLx dLy and dLz, 
;me r


dLx=--- I(yacose cost - zacos Osin@)


a 
+ 3 (y cos 0 cos zcos sin )(x sin 8 +y cos 8 sin 0 	 .(Lrl,) 
+zcos 8cosS] dm 
or integrating, 
Lx =f (y'cos 8 cos - z COS 6sin4i) din 	 (L-18) 
+ 	 e (ycos8cos -zcos esin )(xsin+ycos Osin*+zcos 8cos )dm 
3 f(Yoecs-zo 
dL e a (zsin 8 - x cos 8 cos),+ 3 (zsin - x coseos) (xsine 
a3 1 (L-.19) 
+y 	 cos 9 sin.-+z cos 8cos*)j dm 
or 
L£ =l f(z sin 8 -x cos Gcos q)dm 
a (L-20) 
+ (z sin 8- x cos e cos) (x sin 8+ycos sin,+z cos Bcost) dm 
a3


and 
sin


dLz -3- a(xcos esirt -y sinO) +3 (xcos 0 sin p-ysinS8)(xsin6+ycos 
(L-21) 
+ zcos Gcos'#)1 dms 
or 
S -me.(xcos a sin p-y sin e) dm, 
z a2 
(L-22)3,um 
 e	 f


+ 	 a43 x (csOsin 0-y sin) (x sin 0 +y cs' sin'+z cos ecos )dms 
a3.) 
However, because x, y, and z are measured from the center of mass, the first integralterms on the left side of equations (L-18), (L-20), and (L-22) go to zero. Collecting the


remaining terms


&me 
a I ySfSa---- xCOS 8cos 4sin 8dm - zxCOS 8sinP Cosqdm


+fv2 cos2 0 sill COS 5d 
+fyz (cos 2 4). s,
in 2¢ dms (L-23) 
22
-fz 2 cOs 8sill 4 cos 9 dm 
3p COS*SSin2G9 dm 
 
-
sin sin2 
 din


x .1S 2 
-8x S 
+cos 2 9 cos 2 8fyz din +4 cos 2 8 sin 2' y2 -z 2 ) d ] (L-24) 
but:

f(Y -2s f(, 21)d- in 2 +x2 dmdSiy2 , 
 '(L-f)d)


fXY dms I 
- (L-26) 
fxz dm s = Iz


xz S xz 
 (L-27) 
fyz dm = Is yz 
(L-28) 
Therefore 
Lx = 2a- ' [I COS sin29-.xzsin#sin2 8 
+ Y. Cos2 9 cos 2 &+ (z -IJ ) Oss t 2 1 (L-29) 
Similarly for Ly and LZ, 
- e I2 1 (sin2 8 -cos e Cos2

2a3


+ sin 
€sin 28 + (Ix -Izz) cosP sin 2 8-x cos 8 sin 24, (L-3o) 
L-5


Lz=Sme 1 L21 cos' i -sin4 8) + cxzCos8(sin22a XY(L-31) 
Iyz cosp sin 2S+'(Iyy - Ix) sin (Psin'2 8 
Equations (L-29), (L-30, and (L-31) are the general expressions for the torque applied to .a 
satellite due to the gravity gradient. The only restriction to these equations is that the 
center of mass remains fixed with respect to the center of the satellite coordinate system. 
Now if some additional assumptions are made further simplification of equations L-29, L-30, 
and L-SI results. 
For the first assumption, fix the satellite in a circular orbit. Then applying the classical 
expression 
2 g' (L- 32-) 
o a 
where g' is the gravitational acceleration' at the altitude of the orbit, w is the orbital rate,, 
and a is the radius of the orbit'from the center of the earth. The term g' can be written as 
g, = go0(Re) (L-33), 
where g0 is the gravitational constant at the surface of the earth and Re is the radius of the 
earth. However, 
1me= R 2 (L-34)' 
o e 
Therefore, 
2 Lme (L- 35') 
a 
Now assume that the cross products of inertia are zero and that I is equal to I . Then xx yy 
we can rewrite equations L-29, L-30 and L-31 
3 2 y) 
-36) 
Lx23o (Izz -I )Cos 8sin295 (L-36)20 ZZyy 
Ly 2 2( (x 1 o 'XX z)zz cos j5sin 2 8 (L-37) 
L = 0 (L-38) 
z 
These are the equations that are normally contained in the literature -forthe gravity gradient 
of a bisymmetrical satellite. 
L-6 
,If the satellite coordinates are assigned to enable the cross products of inertia: to.go 
to zero and if the orbit is circular, the following is obtained from L-29, L-30 and L-31. 
= 2 y.) cos 2 sin2*-
L 2 oI 
-I


Ly 2 (o -1 )cosy , sin2 8


3 2


Ly=2 -0 ( yy -Izz cs 4sin 2 9


Thus, if the satellite has different principle moments of inertia, it would orient itself to 
the direction of the orbital velocity vector and the vertical. However, the tdrque about the 
vertical axis (L z ) is dependent on the cross coupling"expression sin-* sin-2 0, which-indicates 
that both angles have a value other than zero to realize any torque. This principle is employed 
in the NASA Ames Research Center configuration. The other configurations considered 
during the course of this study are the Johns Hopkins Applied Physic Laboratory and the 
Bell System Laboratory configurations, both of which are bisymmetrical (Ixx= I ). 
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APPENDIX M


PRECISION VELOCITY INJECTION ANALYSIS


This appendix presents the analysis that were performed to determine the desirable 
nominal parameters for the' initial catch-up orbit and to evaluate the residual errors in orb 
parameters after a number of vernier corrections have been made. The approach was to 
perform the analysis by utilizing equations describing first or second order perturbations 
from the desired final circular orbit. 
The 	 specific factors, investigated were: 
a. 	 The effects of error sources. 
b. The choice of nominal catch-up orbit in consideration of launch opportunity duty 
factor, and' maximum and minimum waiting times in orbit. 
c. The choice of biases for the vernier thrust corrections either to minimize the 
errors or to reduce the probability of requiring thrust reversal from one 'correction to the next. 
d. 	 The evaluation of residual errors. 
Two approaches are possible in making the precision velocity injection corrections. The 
first approach is to,attempt the correction of the entire measured error on each trial. This 
approath'minimizes the number of attempts for the desired accuracy, The second method, is 
to bias each velocity impulse correction in such a way that the error in' that correction will 
not give a total orbital velocity greater than desired. In this way, the velocity corrections 
are never subtractive and the total velocity impulse required is minimized. Also, it is 
unnecessary to provide for reverse thrust either by multiple thrusters or by thruster 
reorientation, Both of these approaches are analyzed in the following paragraphs. 
M. 1, BASIC NOMENCLATURE AND EQUATIONS 
e = orbit eccentricity 
r = orbit radius 
a = orbit semi-major axis 
v = orbit speed 
0 = velocity elevation angle 
7 	 = angle of satellite about orbit focus


dt


(x)= desired value


(x)" = initial value


(x) n = value after nth correction


A (x) = (x)- (x) incremental deviation
0 
M-1 
(x) a = value at apogee 
For the desired orbit: 
v =VO


e = 0


w =,, = v, /r, 
For any particular orbit, the following approximation equations hold: 
e 2 (2Av - +02 = constant 
Vo ro 
a 2 A.+ = constant 
Aw 3 Aa


wo 2 
 r0

M.2 CATCH-UP ORBIT 
IfA7is the angular difference between the injection apogee and the desired orbit position, 
the number of orbits (n) required for catch-up is approximately 
Awi A7


W o 2 "v'
n 
Because of the injection errors,A w. will be a random variable. Therefore, the length of time for .
atc-up t=2,rn 
for catch-up (t; 2 ) will vary from its predicted value. It is desirable to allow at least 
2 orbits for catch-up. The first orbit for tracking and the second for position correction. It 
is also desirable to keep the maximum waiting time fairly low. If gaussian distributions of 
the injection errors are assumed, the maximum and minimum variations may be assumed to 
result from the respective 3 0 injection deviations. 
3a 
+ i A'?min a a 
Jo o 2 rnm I 
3rAwW A'?max_i 
 
"o °"o 2 rnmi 
where


-
3 AV'= 3-1OiV0 
If the preceeding equations are solved for A w/w , the following equation isobtained: 
Awi A'7max - A7'min + 3 n +nn o


=W 27v max + minl2


nl n . 
max min 
M-2 
The quantity(A'.max - Aimin) is the angular interval over which the desired orbit 
position may be at satellite injection without requiring waiting times less than nmin 
orbital periods or greater than nmax periods. Therefore, this represents the duty factor or 
relative utility of each launch opportunity when the orbital plane is in proper phase with the 
launch site. For the proposed orbital altitude, the satellite position changes 'by nearly 900 
in every 2 launch opportunities (24-hours). Since there will. be 4 satellites in each orbit, 
only a very small duty factor will be required for initial placement in the orbit provided a 
launch can be made every opportunity (i. e., once every 12 hours for alternating orbits; or 
once every 24 hours for sequential orbits). This schedule is probably too rapid for conven­
ience. Also, in the replacement problem, it will usually be undesirable to wait a long time 
for the selected satellite position to reach a place that is easily attained. Since this position 
does traverse approximately 3600 in four 900 steps (each step taking 24 hours), a duty 
factor of 0. 25 appears to provide rapid replacement without excessive catch-up rates (a 
maximum wait of 2 days on the ground). 
Using this duty factor value, and requiring nmin to be 2, the bias catch up rate is given by 
0.25+(n +2) 3Od iAw i max

Wo n - 2

max 
From this equation, the maximum velocity decrement, that shall be made up by the 
(biased) vernier thrust system, can be specified in terms of the maximum number of catch­
up orbits and the injection errors. For the correct period, 
(_Ax'ArAa Ara 0


Vo ro )0


It will be shown that Ara Ar. if the injection angular error is fairly small. 
r. ro 
Therefore, 
A Av\ Ava 0 Avi i + vA}Av i 
\ Vo/ \, o V0 r. V. 
'A-v a vJ + = +3m. 6nmax 
(--)max V 1 12(nmax - 2) + - 2 i 
The average velocity decrement below circular velocity at injection into the transfer orbit is 
=+ 3 ,2n - + n-
V0 max -2 
M, 3 CORRECTION OF CATCH-UP RATE 
Because the catch-up rate shall be biased to ensure suitable properties for the waiting 
time and direction of travel, the angular steps between apogee positions are likely to 
M-3 
0  
result in greater quanta than desired for the final satellite position accuracy. If it were not de­
sired to make the period corrections at apogee in order to minimize the eccentricity, there 
would be no problem and the period corrections could be made whenever the desired angular 
position were reached. Since both corrections are desired, it is proposed that a position 
correction be made on the last orbit preceding catch-up. 
To a good approximation the, angular increment ALlf remaining on the last catch-up 
orbit is likely to be equal to any value between 0 and the 4uantum apogee position step. 
That is

Af 
.7 a 
 
.0 <a<l1

where a is uniformly distributed between 0 and 1.. 
Then a nominal velocity increment, should be used to bring


AWl A v1 Ar Awl [ AV. Ari.
 
3 __ a = a WO . 3a I+ I 

- Vo r. o vO r, I 
Now -it can be shown, from the basic equations given in paragraph M1, that 
Ar / Ar. AVi r. x 2 
a 2 1 + "'/ + 1 + 2


ro kr. v r0. i


Since AV. is biased large and.negative, the 6'2 term under the root sign will be

1 1 
negligible,. and


Ar Ar. Av. ( 2Av. Ar.


ra , '2 1 I1 
 
Ar Ar. 
az. 1 
r. ro 
Then, to a good approximation,
Avi Av i Ar, 
= ,a- + (a 4)Vo , V r. 
- vi  A r[
 A(v,) vI ( Avi +, , 
jAy-V = &v'-Av = - -(1 -a) 
0 V0 v 
'However, there will be a statistical error in this velocity increment, and it may be desired 
to insert a bias error. The statistical error will be assumed gaussian with zero mean and 
a-propqrtional by 'the factor f to the velocity increment. The desired bias, as yet undeter­
mined, will be assumed to be in a direction to decrease the magnitude of A (A v 
A Vi L' + A ri 
(ALv AV (i -a)(1 b f) (I +f A + ) 
v. V. / . 
1=0, 2 
The resulting position error at the next apogee will be


A'2) e_V liA Ar.\

1 3_ 
-3 (1 -a),(b f-
I fe1 +bif 2 I) \'Vo + o


In this equation, a positiveA7 1 indicates that the satellite has overshot the desired position.
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It will be assumed that the satellite has been tracked on this new orbit and is prepared to 
make a period correction on the first apogee opportunity (after one orbit). It would be desir­
-able to know in advance if-more than one orbit were required before thfs correction were made 
With this knowledge, the position correction would bring the satellite to the proper point at the 
time it was possible to perform the period correction. If more than one orbit were allowed to 
elapse, the position error would, in general be larger. But, these cases are not analyzed at 
this time. 
The satellite apogee velocity is still given by ( Avi/v, ). In order to achieve the desired 
period, the-nominal apogee velocity should be 
Aaj = Ara Ar: 
\V, 0o r, r. 
Since the period accuracy must be very good to-ensure low drift, at least two period 
corrections shall be. made. On any correction, a bias can be used to minimize the possibility 
of, reverse thrust being required on the next correction. This bias would typically be set 
equal to the 3 a error for, the particular correction. 'On the last correction, a bias is not used 
because the probable overshoot error is less serious than the expected bias error. 
For the first period correction, 
AV2 AV , Ari AV I 2i)' 
 
-A+ Ar.' / Avi Ar
 
( b2 f) 
2 
"2 ) [1 -(1 - a )(l - b1 f)(1 +i 1 )] \ 
+ / 
A rr+ b I 
 - f 2,+ b2 f2 
_ 2v- -
The velocity error in this correction will cause a further position errort,7 2 to be added


to A-u I after one orbit


A TA 71 v 2 \AV 
= -~ = _3S b f - f C+ b f 12 )lbi~) + f.ei)]Ti +[i~4a 
 
If it is assumed that only two period corrections will be necessary, the second


correction will be made without bias yielding


AV3 Av2 r v2


vo vo r. t )(1 +f 3


AV3 Ar. / f' 2 1 1 Av. Ar.\

-j;;=---r;;- " 2 b2 ; .)]'tc-' + r--­

VO r.o 2 2 2 

The final velocity error is 
c 3 b- E+ 2 2[t- ( l -ai(1-b l f) (l+fc~ 
=- + 
-a ba(e)vi(I +b_
v( 2 2 2 /i[ 
- \i). r / 
The final rate error is 
Aw 2 Cv
 2 

-Wa V0 
The ellipticity is 
Ar


M-5 
The position error is 
~'7/21T (A71=A7) 
= -3 f,(b 2 +,b2 f 2 )(l-a)f(l+b 2 f -f2+'b 2f 	 2 2(b 1 _ l+bffef) 
.O r5(Av. Ai 
If it is assumed that three period corrections are made, the resulting errors can easily be 
inferred from the preceding equations to be as follows; 
(v 
- )(1-bf(l + f ev. 	 f 42).[l 
 
1AV. nkr


2r + )1v. Ar1) 
Eq 	 = -~. + . ){>-a B' [113B2 (1 +B3)] , + a B2 3J 
where 
Bn b-nf - f n + bnf2 Cn 
Notice that the velocity error is significantly reduced but the position error is only slightly 
increased by using the'additional velocity correction. 
M. 4 CHOICE OF BIAS LEVELS 
Notice that as far as the accuracy of the corrections is concerned, it is desirable to 
make all the vernier bias errors zero (including bl). The penalty has been stated to be an 
increase in 'the fuel required and the necessity for thrust reversal. The equations for the 
errors in-a zero-bias system are as follows 
- -- 1- 1

(Notice that a =

Zero Biases - n Corrections 
Av
~0- n '2 elj V0 0 i 
= fn--14/ 	 in+Ar. 
Velocity, n = 0Vo 
U2 -v2'


V 2n-2 2 +22 Ax 
 
M6(+f)( +
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e 
12Eccentricity 	 6 ; 2 jori/r.

emax; 3ori/r; 
3 ( + -Ai'[fc(1) fcl -fe) 
position 	 C7) 0 
2w
n=3 
T2 3f2 (2 + f i 
If thrust reversal is not desired, the bias levels should be chosen so that there is an 
extremely low probability that the desired nominal velocity increment is exceeded. It is 
assumed in this analysis that this is equivalent to biasing against 3 a error. Hence, 
-2bk+ 1b f - 3f 31 1<k<n ; b = 00b= 	
bkf-fkk + k > k 3 0' -+3 	T ' n

For bl, it isonly when a - 0 that the position correction is sufficiently similar to a typical 
period correction that this varticular bias is the best choice. Referring to the equation for 
the first period correction (after the position correct n), it is observed that if the velocity 
> . 	 biased to ensure its0) and since (- i +n. Ai+ is 

increment is to be kept positive (AAv1 	 r 

o


being negative, then 
1 - (1-a) (1-b 1 f) (l+f c1 ) I - (1-a) (1-blf) (1+3) > 0 
from which


3f a


However, it is also desirable to keep the average final position error zero. For two period 
corrections the average position error is 
= 
 2-3 + "-' / ab 2 f + (1-a) (l+b2 f) blf2w V\oVOr. 2_ 2 l~. Ar. 	 (I -a) (1+ 6f) b fi

AV 1 ii. La if + 
 
v0 r+ 3 1+S3f


If C is set equal to zero


blf 3 a f


(1-a) (1 6)
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This choice does not conflict with the previous requirement imposed&on b1 provided that 
3af 3f a 
IaT _6(f) - 1-- (1-a) (1+Sf) 
or, 
a ? 3f(i+6f)2(1i+3f) 
Then for the case of 2 period corrections, the best choice for b1 is 
T a +f61 (I+3f)U.+3f Laa~+f_ -f (I +3f) 2z bfa 3 a! fU 2 <Sf (1+f) 6f) aj -<1b f 0 -(1+f) blf (l ,l+6f) ( 
For more than 2 period corrections, the optimum choice for b1 would be slightly different. 
The following equations for the biased -thrust error assume that b, is chosen from the above 
equation. The biased thrust equations are: 
Av. Ar. 
1 ) ( v fn n (3 - e._1) (3 - + a< 3f(1+6f) 
.n _ n irv __

vo (1 + 3f)" (1 + 3f) 2

EVn n -1 A V ' Arf0

-n- n(3-en_- e2) (+Sf - [(-c)(l+6f)+3af]jk-- +,T

3f (1 + 6f) 
(2 +3f) 2 
27r (1 +3f) 2 2 e+ c f4
671 3(1+ 2. [3f (1 +6f) -a(1 +3f) -3f 2 . E f(1 +6f) 2 
3f (I +6f)(1+3f) 2 
/ Av i Ar i


27 +V0 1 " 1( +6f) [1+6f -a (143f] +a c 'I+ 3f).


+T[1+6! 1 3f) (11 
-1 C2f[6f-a (+f, 
3f (1 +6f) 
_ 2 
(1 +3f) 
The analytical evaluations of the mean and standard deviation of these errors are given 
a are considered.below. The evaluation of the velocity error is difficult ifthe statistics of 
 
Hence, the evaluation, was made when the, velocity error will be greatest. (a = 1)


V Rvn 2 < f2n-2 10 n-2 I1+3f) 2 f [~Av 2 2] 
no (1 +'3f)2n-2 (1 + 6f)2 + + i (a= 1) 
M- 8 
/! 2r


The average position error is zero for a > 3f (1 + 6f) /(l + 3f) and is finite for a 
smaller a Averaged over all possible injections, the position error is 
77 	 27 / vi f2 (1+f) 2 ,1-f-f 
(1+6 -6 f 2)2,- 2- - 0 (1+3f) 4 
Again, the statistics of a make the evaluation of the standard deviation ofthe posiLion 
error difficult. However,'a bound may be conveniently found by making a single evaluation
" 
= + 
for a = 0 This is the condition that requires the greatest thrust impulse to correct the 
position, and is most subject to error. 
= (Avi) (1 + f)


2v=9 \-2-o ) 2


a =0 V (1 + 3f)


(Ei)2 A 2+J f2 (11 + 120f + 369f2)


2 = 9 (1 +Sf 4


02 	 2/0 
The eccentricity error is the same as for the unbiased thrust case. 
M. 5 EVALUATION OF SYSTEM ERRORS 
The major contributions to the errors in orbit parameters are: 
a. Error in velocity at the perigee of the transfer ellipse, a- A typical value for v 
P
this 	 erxor is 
O'oPv = 1.43 x 10 -3 	 (typical) 
p 
b. Error in altitude or radius at the perigee of the transfer ellipse, 81p 
ar­

- 1.9 x 10 -4 (typical)

r 
p 
c. 	 Error in the 4th stage apogee kick 8(va - v)


Va = 5x10 
-3. 
 (typical)


a Ava


d. Error in the vernier thrust velocity increment


= Avn = 1.67 x£-2 0(typical)
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The effects of various thrust misalignment errors have 'been evaluated andfound to be negligible 
-compared to the above errors. 
From the data represented by (a), (b), (c), it is necessary to determine the quantities 
'Ari/r, and o-. and-from these to determine v-./v 
From the equations for the transfer ellipse, 
p rp =var a


'a rpp K


a = r 
 
- 2K
 V 22-­
r 

-'the following errors result at the apdgee of-the transfer ellipse before the application, of the 
apogee kick 
BSr ar./r\ i O r /r \ S
- =- = (2 +- p + 2 +0
 
ra rT Vp
ro 
 
8r. av. ro2- r,, rp + lr ) _ -2 2r v 
2+__ 2 0J 
+ = p + 1- rr )­
+ 1r r
nD


The ad'ditional error added to the initial velocity v. is 'given by


avi =(AV" 2


a aa aaa
S ro 
p


Letting rp = 3555 and ro = 9440, the following numerical evaluations can be made


Sr. 8r 8'v


= 4.66 r + 7.32 _.P


p p 
= 1.05 x 102 
av + ri 21.96-p +2.64 
- +(0.26+--b fa


a'2--14.-35 x10 -6 + (26+- I 25x10-6 
M-10'


The quantityZ--/v will be small compared to 0.26, and negative, so the greatest value for 
-
i


is 
3 
ai <4x10
-
Using this value, the catch-up time in orbit was evaluated as a function of the bias (ZVTi) and 
the maximum vernier (Av) as previously derived in this appendix. The results are plotted in 
figure M-1 and show, both the maximum vernier (Av) and the average apogee kick (Av) as 
functions of the maximumn number of catch-up orbits required. A time of three days, 
corresponding to about 11.3 orbits, was chosen. From this value, the value of Av. is 
determined to be vO 
Avi 600 fps, 3x4x10 -3


v, 1 v- 15, 700fps
o-3x 
Avi.­i 2.62 x 10 2 
V,


Notice that since 0. 026 << 0.26, the original evaluation of a-. is valid. 
1 
All the numbers required for the final error evaluation are now available, and the results 
are presented below (in table M-1) for the case of biased vernier thrust. 
Table M- 1 - Summary of Final Errors 
Number of Period 
Corrections 2 (n = 3) 3 (n = 4) 
Velocity Error 
Avg. 0 0 
1 U <0.32 fps* <.016 fps 
3o- <0.95 fps <.048 fps 
Position Error 
Avg. 0.03 (approximately 
Ir <0.660 the same as in the 
3cr <2.0 ° preceding column) 
Period Error 
Avg. 0 0 
1 a <1.4 sec < 0.07 sec 
3 - <4.3 see <0.21 sec 
Eccentricity 
Avg. .00835 .00835 
Max. .0315 .0315 
When the error is given as less than a number, the number was evaluated for the most un­
favorable geometric relation between the initial and final orbits. 
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Figure M-1. Maximum Number of Catch Up Orbits Vs Maxiium Vernier Av. 
APPENDIX N 
POST INJECTION DISTURBANCES 
In this appendix, the perturbations of the navigational satellite orbits due to post-injection 
disturbances are analyzed. The effects which are considered are -thefollowing: 
a. Perturbations due to solar radiation 
b. Perturbations due to solar and lunar gravity 
N. 1 SOLAR RADIATION PERTURBATIONS 
Analysis of the orbit perturbations due to solar radiation naturally breaks into the follow­
ing two parts: 
a. Determination of the solar radiation force on the satellite. 
b. Calculation of the effects of this force on the satellite orbit. 
N. 1. 1 Calculations of Solar Radiation Force 
The force on a satellite due to direct solar radiation can be considered to originate from 
the direct interception of solar energy by the satellite surface and the reflection of this energy 
from the satellite surface. Considering the direct interuption of sunlight, a differential 
SUNLINE 
\d FI 
Figure N-1. Differential Surface Element of Satellite Exposed to Direct Sunlight 
N-1 
surface element of the satellite which is exposed to the direct sunlight and shown in figure 
N-1 is obtained. 
From reference 1 or 2 
dF1 = t 	 'cos 8 dA 
Integrating over the surface exposed to the sunlight yields
F. =rA 
F= 	 f cosa dA -A


Sc n'
As 
where .An	 is the satellite surface area projected onto a plane normal tothe sunline. 
From reference 2, 
4,= 92 lb/ft-sec., 
So 
F = . 938'x 10 - 7 An cirectea along tne sunne) 
The component of F due to reflected radiation (F2 ) is more difficult to determine. This 
component is a.function of the satellite's shape, orientation, and surface characteristics'. 
In' general, F2 will not lie along the sunline. For the present analysis, F2 was assumed to 
be equal to FI in both magnitude and direction. The approach is conservative and yields a 
magnitude of F which is somewhat higher than actually would be encountered. It does, 
however, 	 yield some error in the direction of F. 
The total force now becomes' 
F = i88 	x 1077-A 
n 
The net projected surface area A will vary as a function of time. The area ,(A )'is
n 
dependent upon the orbit'inclination, location of 'the satellite in the orbit, 'and the satellite 
orientation. In the present study, .a constant An equal to the average value during an orbit 
was used. 'A-surface efficiency (average projected area/total' area) of 0.33 was used for the 
solar cells. This is the value of the proposed configuration at the most severe orbit inclina­
tion. Using an approximate value for the projected area of the main body, the following 
expressions are obtained: 
= 30. 1ft 2 
n 
A = .33x72 +6.3 
n


and


F = 0;55xO -l5b.


av


Generally, the radiation force is expressed in lb per unit satellite mass. For a weight of


355 lb, the following value is obtained:


N-2 
-
F' 	 = 0.5 x 10 6 ft/sec 2 
The main approximations, in the value of F' determined above, are the following. 
a. 	 Components of the radiation force normal to the sunline are neglected. 
b. 	 A constant value of the projected area of the satellite is used. 
N. 1. 2 Investigation of Orbit Perturbations 
N. 1. 2. 1 Preliminary Calculations 
In order to compute the effects of solar radiation force,. approximate values of L,, 92, and 
X are needed. Symbols are defined in Section N. 3.s 
The value of Xs (apparent angular rate of the sun along the ecliptic) has been determined 
to be about 0. 0172 radians per day. 
The quantities a and (s were assumed to be caused entirely by the earth's oblateness. The 
necessary equations for these quantities were obtained from reference 3 and are 
anJ 2 cos i 
a 
1 2 2
-nJ () (5cos i-i) 
Using the numerical values listed in table N. I in the equations yields the following mag­
nitudes: 
10- 2 = -0. 516 x cosi radians/day 
= 	 0.258 x 10-2(5 cos 2 i-1) radians/day 
TABLE N- I


NUMERICAL VALUES USED


(Slide Rule Accuracy)


Astronomical and Geophysical Data 
c .984 x 109 ft/sec


C 23.5 degrees


1.408 xGM 	 1016 ft3/sec
2 
e 1. 623 x 10- 3 (dimensionless) 
M moon 1/81.45


Me


M sun 3. 325 x 10 5


Me


3440 nautical miles
r o 
rm1.26 	 x 109 ft.moon


r .485x 1012 ft.


sun


92 lb/ft-sec
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TABLE N-I (Continued) 
Nominal Satellite Orbit Parameters 
a = rc 9440 nautical miles =. 574 x 108 ft 
n 23.9 radians per day 
i 550 
Wsatellit e 	 355 lb 
For i (inclination of orbit with respect to equator) of 550, the values are 
-£2 = 0.295 x 10 2 radians/day


& = 0. 167 x 10-2 radians/day


N. 1. 2. 2 Effect of Radiation Force on Orbit Eccentricity 
Reference 	 4 derives the following equation for e due to solar radiation


aZ2 2 S2
3 F, 1-1-e C2 i (++s


e 2 G Me o2 -S


+2i C2 	 s + 
+S 2 i 2 (+ -+X 
T$i 2 S) 
+S - a-S) 
12Si Se S ( +,S) 
1 
2 Si S S (-XS) 
C = cos


S sin


where 
i = inclination of orbit with respect to earth's equatorial plane 
e = angle between ecliptic and earth's equatorial plane 
The main approximation in this equation is that F' is constant and lies along the sunline. 
The effect of the earth's shadow is not included. 
N-4 
To obtain an approximate integration,of this equation, perform the following 'operations: 
a. 	 Replace 1-e with I 
b. 	 Let a = r (constant)e 
c. 	 Assume any change in i to be negligible. 
d. 	 Assume that w,11, andX s vary linearly with time. Then, w +S2 + XS (for example) 
can be replaced by Q( + A + Xs) t + a0 
e. 	 The integration will be restricted to the case where none of the combinations of 
, , and XS are zero. 
After 	 integration, the following expression is obtained 
• 2 
-3F'nrc ( 1 C2 i $2 e c, ( s1+'X)t+ al 
Ae=2G~~e ,+ h + "'X - C /+ 
2U~S- 5 	 2 [(+z 2 2 .t~ 
ss 
i 2i t2 
t-S-I +X 
1 s 
-2 C Co 
(s) t+' 
- 2 2 
to+ S'XiC ( 5 	 ) 
S 
Where Kis the integration constant needed to make A e = fl at t = o. Because its large orbita 
o and1 2 radius results in small with respectto Xs, the navigational satellite isfar removed 
from any of the resonance' conditions. Substitutingnumericalvaluesintothe+ 	 C C+10.50 +a]} 	[.055 +a6x+86[.0X 6 as]E	 4. si'C equation, yields 
. 21 0.N-t+ 4 1 
[.1 x16_2.06 C I019t+-40.0a ­ Ca 5 1.5a ]7937a 018. t +
N4-5


Even by using an overly conservative approach and adding all maximum values of the 
terms together absolutely, the following small value for Ae is obtained 
6x 10 4

Aemax 
concluded that solar radiation has a completely negligible effect onLFrom this, it is 
eccentricity since the required eccentricity is to be less than 0. 03. 
N,1. 2. 3 Effect of Solar Radiation on Orbit Orientation 
Reference 4 also derives equations for and A. For a near circular orbit, these ex­
pressions are as follows: 
- [S ,S2 6 S(w+S1 +X s) SS 2 S -,_.
-s)_Xs + S iC2 ,6 S('+.Q-X s )2(w
di 3 F'nre 
 
dt 4 GMe


e


s)
-SiC 2 S( -n+x)+CiSS(+s -CISS(-x 
-+X sicS c(- k+s acs2c s)+ e c( xnF'nr 
-
s ) + 4. IGieS 1C(W +.0+9X Si S C(w SI X) 
SI2 .. )- iC 2 C'Q'I+ + CiSC(W +X) 
4 G~- Ci S-CC(W- XS)e


For the navigational satellite 
3,F'nr2 e


4 I%4. 17 eF' = 2. 09 x 10 6 rad/day),


any of theThe derivation inthe preceding sections showed that the satellite is not near 

possible resonances. Therefore, the terms within the brackets are periodic, and the


perturbations in i and SI due to solar radiation shall be bounded. The equations indicate 
that there are no perturbations, when e = 0. Actually, some variations would probably be en­
countered, even in the circular orbiting case, due to variation in F' and the earth's shadow 
effect. 
The technique of the preceding section can be used to obtain magnitudes ofAi and LR. To 
obtain rough answers however, the following approximations shall be used: 
S 2 
 
-00


C
C2 2 -1


c,.l= 0 
Using these approximations and integrating jields 
Ai z 2.42x10-4e [- Si+SC Ci1"[C( kst+a.)_ C' radian ASL= 0 
N-6,

This expression shows that the solar radiation force should have acompletely negligible 
effect on orbit orientation. 
N. 2' SOLAR-LUNAR GRAVIATIONAL PERTURBATIONS 
N. 	 2. 1 In-Plane Perturbations of the Orbit 
In reference 5, the following equations for the in-plane perturbations of the satellite due 
to 	 extra-terrestrial gravitation are derived. 
( Mdre4 ) 
u =M c (1 + 2 cos 20) 	 N-1 
(2M---r ) (88+11 sin 20) 	 N-2 
Figure N-2 shows the geometry which is involved. N-1 and N-2 are simplified equations 
which give the deviation from a circular orbit. They omit the effects of motion of the dis­
turbing body and inclination of the satellite orbit. The quantities u and, v are assumed to be 
small with respect to rc. These equations are used in the present analysis in order to obtain: 
a quick determination whether extra-terrestrial gravitation can possibly produce significant 
effects on navigational satellite orbit shape. 
LOCATION OF 
PERTURBED


LOCATION OF 
UNPERTURBED
SATELLITE 
PERT URBSING 
rd 	 p 
UNPERTURBED


ORBIT 	 (CIRCULAR) 
Figure N-2. In-Plane Perturbations Due tb Solar Lunar Gravity (Reference 5) 
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Equation N-1 shows the maximum perturbation in altitude to be 
4 
= Mar-- N-3 
dMr 
This equation is also given in reference 7 
From equation N-3T, the following values of A a are obtained 
sun A a = 32 ft. 
moonAa = 67 ft. 
These values are insignificant. This indicates that extra-terrestrial gravitation shall have 
negligible effect on the orbit shape of the navigational satellites. 
Using.the secular portion of equation N- 2, the-following drift rates are obtained: 
sun v =45 nautical miles per year 
moon v = 94 nautical miles ,per year 
These are drift rates of an actual, perturbed, satellite with respect to a hypothetical, non- • 
perturbed, satellite. It is not immediately apparent that the magnitudes are small enough to 
have negligible effect on the performance of the Navigational Satellite System. To investigate 
this, the drift rates of the satellites relative to one another shall be examindd. To do this, 
refer to equation 47 of reference 6. 
3 Mr 4 [ 2 2 11 22in dsn2


2
(2 cos id sin2 i)f -sin r sin2
8
-

Mer d(4 -1)


e d 

(42 + 12,-+ 11) .(1 - cos id)2 sin 2 (r+8) U(42
12a-+ 11) (1 + cos id)2 sin 2 (r­
+ 2 
4(-+ 1)2 (2a-+ 1) (2o+ 3) 4(-- 1)2 (2c-- 1) (2-- 3) 
where, 
o-0, I, ±.5, ±1.5 N-4 
For the navigational satellite 
3 Mdr 4


8 33 12 ft. (sun), 25 ft. (moon)


er d 
For now, it will be assumed that the satellite is not at a resonant condition. The 
'effect of resonance shall be investigated in section N. 2. 3. Satellites moving at different 
angular positions in the same orbit will have different values of 8 and the same values of id, 
),, f, and o in the above equation. Therefore, equation.N-4 indicates that such satellites 
shall have no secular drift rates, relative to one another due to extra-terrestrial, gravitation. 
In an actual system, some drift rates would occur due to slight differences in the 
N-8 
,parameters. These, however, should be negligible. As an example, an error in inclination. 
of 5 degrees in one of the satellite orbits, with a.nominal inclination of 700, would yield a 
relative drift of about 3 miles per year due to solar gravitation. 
N. 2.2 Orbit Orientation Perturbations 
N. 2.2.1 Nodel Regression 
References 5, 6, 7 and 8 list similar, or equivalent, equations for nodal regression 
due to extra-terrestrial gravitation. Using equation 7 of reference 8 and neglecting the 
eccentricities of both the satellite and the disturbing body orbits, results in the following: 
3rGMd sin2 Y cos id

ASId/orbit nfN
r d 
Converting this to a time derivative yields­
3 GMd- 3 GMd r 2Gdd sin cosi =- - sin r'cosi d N-6 
rd dd Mrdn rd e 
.2 
Using the average value of sin "Yover one revolution of the disturbing body, yields the 
following: 
=- rc. cos 'd N-7GM3G 
4 rd e 
This equation also appears in reference 6 of the bibliography. 
For the navigational satellite, equation N-7 yields the following nodal regression rates 
sunmi d = - .2 cos id degrees/year N-8 
moond - *4 cos iddegrees/year" 
The curves in reference 7 also show regression rates of roughly these magnitudes . 

Euqation N-8 indicates that nodal regression due to extra-terrestrial gravity would 

produce no orientation displacement of the two orbit planes relative to-one another, if both 
planes had the same inclination with respect to the orbit of the perturbing body. Actually, 
however, the two planes, in general, will not have the same inclination with respect to 
either the sun or the moon planes. Therefore, extra-terrestrial gravitation shall produce 
some relative displacement of the two orbits. 
The relative regression rate due to solar gravitation shall now be considered. Figure N4 
indicates the geometry involved. The development shall assume that the inclinations of the 
two orbit planes with respect to the earth's equatorial plane are constant and of equal 
magnitude. The average value of 'sin2 r , as in equations N-7 and N-8, shall be used. 
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Figure N-3. Navigational Satellite Orbit Geometry 
a. Using triangle BEF 
cos 9 0 =0 =-cosi Icosi 2 + sini I sini 2 cos ASI 
Since 
oA 21. 
S2 COSBCsAQ COs i 
b. Using triangle ABC 
cosi o=s cos i+ sin, sinicosS1 
c. From triangle ADF 
cos i = cos E cos i - sin e sin i cos +AS) 
d. 	 Using equation N-8, the relative regression rate is 
[Cos - Cos (12 +A12)]r S 2 = *. L[Cos - Cos is] = .2 [sin c sin i] 
N-10 
But 
cos(2 1 +All) = Cos 91 cos ARQ- sinfl1 sin Afi 
2A 
sini 4 4,


2- vsin i - COs 1= cos 2i


,Cos i


"Cos n 1 cos2i sinRIN-! S1 
cos(S2 +AS') = . 2..2. 
sin i sin 1 
so 
sin irCoS cos2iRr =-2sin 	 1 2s 1 	 -N-9
___s_ 
cs21'bos'9 1.2sin /- cos 2i 	 sinS - i+ deg./year

sin i

The earth's obliteness causes 2I to vary almost linearly.. The frequency is approxi­
mately 1.1 radian per year for i = 55'. Eqiuation N-9, therefore, indicates that the relative 
orbit displacement due to solar gravity shall be bounded. The period, however, is roughly 
similar to the operational life of the satellite. 
Putting numerical values into.equation N-9, yields, 
.0575 [sin (n. + 1. it) +. 	 59 cos 7(R2 + 1'. It)] deg/year 
Integrating the equation results in 
a 0522 [-cos (R.o 	 + 1.It)+. 59 sin (£ + 1.lt-) + cos S1. -. 59 sin S2. 
This indicates that the relative displacement of the orbits due to nodal regression resulting 
from solar gravity shall not exceed 0.1 degrees. 
N. 2. 2. 2 Orbit Inclination Perturbation 
To 	 evaluate the effect of solar-lunar gravitation on orbit inclination, equation 6 of 
Setting the satellite and orbiting body eccentricities equal to zeroreference 8 shall be used. 
in, this equation yields 
3 rGMd 
'"d/orbit 2 2 si d sin Y cos Y n, rd 
Converting this to a time 	 derivative yields 
di 3 M GM 
_ e sin id *sin2 	 N-10 3dt 4 M 
erd 
N-i 
This indicates that the variation of inclination due to extra-terrestrial gravitation is periodic, 
rather than diyergent. Let Y= Xt + YO in N-10 and assume that the variation in sin id, during 
the period of interest, is negligible. Equation N-10 can thien be integrated. 
K


i-,cos 2(*t +yo)


tan d Ae


where 
3M r GM 
K d c 
4 Ivr3 
then 
sun, K = 0.2 degrees per year 
moon, K = 0. 4 degrees per year 
sun, K =0.28 x1073 
0. 52 x 10-3 moon, 
Clearly, these two effects will produce insignificant variation in inclination-with respect to the 
plane of the disturbing body. 
N. 2. 3 Resonance Effect 

The work of reference 9 indicates that there are a large number of possible resonance


conditions and each resonance condition would cause an initial eccentricity of the orbit to


increase without bound. Since the simplified approach in section N. 2. 1 of this appendix did


not include these effects, they are investigated here.


Reference 9 shows that satellites with perigee no smaller than;that of.the navigational


system experience the resonance phenomena at following orbit inclinations (with respect to


earth's equator):


46.4, 73.2, 56.1, 63.4, 69, 123.9, 116.6, 111, 133.6, 106.8


The purpose. of the investigation in this sectioii is to determine whether or not this phenomena 
might cause an initial small eccentricity to diverge to a significant magnitude during the 
operational lifetime of the satellite. 
Using simplified notation and letting e be small, equation 55 of reference 9 can be Ox­

pressed in the following form:


=A B] sin i 
 
N-12


N-I 
In this equation, the B.'s are functions of i and. e, and'both assumed constant in the presentJ, 
analysis. The Pj's are linear combinations of the angles w , X ,1S1 and Sl1.. Also, 
15= /3r5 GM e 
4 Merd3 
The current development assumes a hypothetical case in which an initial eccentricity is 
modified only by the extra-terrestrial gravity effect. 
1
Assuming w, Xd'S, and Sd to vary linearly with time, it is,aeterminea mat 
'p. = pt + 4. 
Resonance occurs whenever one of the 1P'S is zero. Consider the satellite to be at one of thE 
resonance inclinations. Let Bn and ,norepresent this condition. 'Equation N-1 now 
becomes 
=A ' Bsin (B.)+B sin no N-12 
1 i n n"'o 
Integrating this equation yields. 
-1 - AB cos (*t+tio)j no)1 NeDL . (AB si 
Ij jn n oN -13 
Considering the solar gravity effect we have 
A-= 0. 0176 radians/year. 
Let sin pno be 1. Using equation 55,of reference 9 the maximum value of B for the navi­
gational satellite is calculated to be D.3 (for i -= 63. 4). In this case, the e term has a value 
of approximately 1. 03 at t = 5 years. This means that the resonance effect due to solar 
gravity would cause an initial eccentricity to diverge only about '3:percent or less after 5 
years. The lunar effect could be expected to be roughly twice this value,. Clearly,,. this 
amount is insignificant. . 
N. 3 DEFINITION OF SYMBOLS


A The surface area of the satellite prbjected onto a plane perpendiclar to' the sun
n 
line 
dA A vector with its magnitude equal to the area of a.differential surface element and 
its direction perpendicular to the element 
a Semi-major axis of the satellite orbit ­
e Velocity of light 
e' Orbit eccentricity 
N-13 
F Force 
F' Force per unit mass 
f Angular position of satellite in orbit, measured from its position at t = 0 
G Universal gravitational constant 
i Inclination angle of the satellite orbit with respect to earth's equatorial plane 
id Inclination angle of the satellite orbit with respect to orbit of disturbing body (sun 
or moon) 
J Coefficient of the second harmonic of the earth's oblateness-
M IMass 
n Mean angular rate of satellite 
r Radius of circular orbit of satellite 
Distance from the earth to -the disturbing bodyrd 
r 	 Earth's equatorial radius 
t 	 Time 
u, v 	 Defines the in-planar perturbation displacement of a satellite due to disturbing 
forces. The perturbation component along the line betweenthe earth's center and 
the unperturbed satellite position is u. Perpendicular to u and in the plane of the 
unperturbed orbit is v. The unperturbed orbit is taken to be circular. 
Y 	 The angular position of the disturbing body in its orbital plane measured from the 
intersection of its plane and the satellite's orbit (satellite ascending node) (Tin 
reference 5 and 6 notation). 
a 	 The angle between the sunline and a perpendicular to a differential surface area of 
the satellite 
c 	 The angle -between the plane of the disturbing body and the earth's equatorial plane. 
0 	 The angular position of the satellite in its orbital plane, measured from the inter­
section of its orbital plane with the plane of the disturbing body. 
Xd 	 The" angular position of the disturbing body (sun or moon) in its orbital plane 
measured from the intersection (ascending node) of its orbital plane and the earth's 
equatorial plane (Xs refers tothe sun). 
- Ratio of the angular velocity of the disturbing body to the angularvelocity of the 
satellite (Xin reference 6 notation) 
4 The solar radiation energy intercepted each second by a unit area in space at a 
mean distance of the earth and perpendicular to the radiation. 
ai The angular displacement along the earth's equatorial plane between the line of 
Aries and the satellite's ascending node. 
N, 	 14'


Lid		 The angular displacement along the orbit plane of the disturbing body between a ref­
erence direction and the satellite's ascending node. 
The satellite's argument of perigee, measured from the ascending node. 
N. 3.1 Subscripts 
d Indicates the disturbing body (sun or moon) 
e Indicates the earth 
m Indicates the moon


r Indicates a relative quantity


s Indicates the sun
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APPENDIX 0 
POWER PATTERN OF ANTENNAS BASED ON CARDIOID 
p(O, ) = 1 + Cos02 
*D (0, f V 4 P2 (0, ) at zenith 
0 0 p2 (0, 0)sin0d d0 
8 p2 (o0 o) 
(1 + 2 cos 0 + cos 2 0) sin 0 dO 
8p2(Oo, ¢0 
00 liCo - Cos 2 0 - Co 
= 3/4 (1 + cos 0)2 from zenith 
Elevation angle from horizon Gain 
00 -1.25 db 
50 -0. 53 db 
100 0.14 db 
150 0. 74 db 
200 1. 3 db 
30a 2.27 db 
40 ° 3.06 db 
500 3.52 db 
600 4.16 db 
° 
 70 4.49 db 
800 4.70 db 
900 4.77 db 
*McGraw Hill "Antennas" by Kraus, P. 542, Eq. 24a 
0-1/0-2


APPENDIX P


CALCULATION OF MAXIMUM DOPPLER AND MAXIMUM DOPPLER VELOCITY


P. 1 INTRODUCTION 
The purpose of this appendix is to present the maximum doppler and maximum doppler 
velocity as a function of sdtellite altitude and transmitter, frequency (Fs). The riesults are 
presented both in tabilar form and,as a series of curves. 
P. 2 CALCULATION OF DOPPLER SIIIFT 
CALCULATION OF DOPPLER SHIFT 
_rSATELLITE 
= R +h 
(Rb 
WHERE h=SATELLITE 
\ T ALTITUDE 
Figure P-i. Orbit Geometry 
The tangental vdlocity', Vt, of the satellite may be calculated by equating the centripetal 
force and the,force of gravity 
mv2


F = b' = centripetal force


F = mg 0 force of gravity 
'where 
g = force of gravity at the earth's'surface 
P.-1 
mv2
y2t R 2


b (9)


gR2 92 
 
t -b -, 
the angular velocity, 6, is given as; 
Vf


b (P-i) 
R 91/2 
b (b) 
the range, r, is given by; 
2 
(R2 +b 2bRcosO)1/2r = 
dr dr d 8 dr 
r (It- dt =do8 
therefore


(R2 + b2 2bR cos 8)1
!/ 2


_
Sd 
 
d8 
bR sine bR sinO


r = - 8


+ b2
(R2 - 2bR cos 8)1/ 2 r


for an assumed circular orbit, 
S= a constant 
o'=0 
di dr d8 di


r =- = - ' t- = -e-e 
- bR(cose) 2-r 2


r


The line-of-sight range is a maximum when the satellite is on the horizon, (r is tangen­
tial to the earth) at which time; 
R 2
= b- (P-2)r max 
The received frequency, Fr, is given as; 
Fr= F (I1-)r s c 
P-2 
where 
F = source,frequencyS 
r = rate of change of, range 
C = velocity of light 
The frequency ,shift due to doppler, Fd, is given as; 
d=F FI IF -FS+FsU


Fd= IFS-I 
Fd is a maximum (for line of sight operation) when the satellite is on the horizon, at 
which time 
therefore


Fdmax =, FdR-C- (P-3)s 8 
The doppler velocity, Fd' is given by; 
d F


Fd = U- Fd 
 C


Fd is a maximum when a = 0 (satellite is overhead) at which time r 0, r = h 
therefore


2bRaF 
Fd max (h (P-4 
Calculated values of maximum slant range, maximum angular velocity, maximum 
doppler and maximum doppler velocity for various satellite altitudes are presented in table 
P-1. Equations P-1 through P-4 were used to calculate the values listed in table P-1, using 
an assumed polar orbit and: 
Case 1 a stationary vehicle at the earth's surface with satellite in overhead orbit 
Case 2 a ehicle travelling at an altitude of 10 nmi and a speed of 2000 nmi in opposi­
tion to the satellite's orbit. 
Curves of maximum doppler and maximum doppler velocity for both cases are shown in 
figure P-2. 
P-3 
TABLE P-1.


VALUES CALCULATED, FROM EQUATIONS (P-i) THROUGH (P-4)


Case 1 Vehicle stationary with respect to earth's surface 
Satellite Max. slant Angular 'Max. doppler Max. doppler 
,altitude range velocity shift 'velocity2 
n.i. . n. mi. (rad/sec) (cycle/sec) (cycle/sec 
- 4600 2107 9.76(10) ±20.5(10)- 6 Fs ±133.5(10)9Fs 
1000 2793 8.50(10) ­ 4 ±I. 9(10)-6 Fs ± 78. 8(10),-9Fs 
3000 5426 4. 84(10) - 4 el0: 2(10)-6Fs ± 10.50(10)-9 Fs 
- 46000 8765 2.71(10) ± 5.7(10)-6_F s ± 2.42(10)- 9 Fs 
- 410000 12960 1. 60(10) ± 3. 36(10)-6 F ± 0.72(10)-9 Fs 
Case 2 Vehicle moving 2000 n. mi. per hour opposing satellite's orbit 
Satellite Max. slant Angular Max. doppler Max. doppler 
altitude range velocity, shift velocity2 
n. mi. n. mi. (rad/sec) (cycle/sec) (cycle/sec 
600 2107 11. 3 9 (1 0 )- 4 ±24. 0(10)[ 6 Fs ±ll(10)-9F 
5 5 
1000 2793 10.13(10) - I. ±21.3(10)-6F ±95. 0(10)79 F 
-6 9 
3000 5426 .6.47(10) - 4 ±13.6(10)-6F s ±18.8(10)-9Fs 
6000 8765 4.34(10)- 4 ± 9. 14(10)-:F 5 ± 6.,18(10)-9F's 
10000 12960 3. 23(10) 7 4  ± 6. 80(10)-6F s ± 2. 94(10)-9F s 
P-4 
200­
(MAX. DOPPLER) (FS)(i0 - 6 
MAX.DOPPLER VELOCITY) 
CURVES (u)AND(b) 
- 9(FS ) ( 10) CURVES (c) AND (d) 
80- CURVES, SHOW RELATIONSHIP BETWEEN THE. 
60(d ) 
(d) MAXIMUM DOPPLER, AND THE MAXIMUM 
CHANGE OF DOPPLER AS A FUNCTION OF 
SATELLITE ALTITUDE FOR. 
CASEI, CURVES (a) AND(c)VEHICLE 
40, (c)(0k STATIONARY THE EARTH 
WITH RESPECT TO 
CASEIt, CURVES bAND(d IVEHICLE 
" (b) , ITHE 
'MOVING 20OON.MI./HR OPPOSINGSATELLITE'S ORBIT 
_ \ I CURVE MULTIPLIER 
20­
(° " ,,, I 
a- AND(b)(c)}AND (d) MAX.MAX. DOPPLERRATE OF (O)-6{1FS)(10) -9(1FS) 
', .\" CHANGE OF DOPPLER 
2­
0.8­
06­
0.5­
03 
_ 
4 5 
SATELLITE ALTITUDE 
_ _ _ _ _ _ 
6 7 
(1000'S OF N.MI) 
_ _ _ _ _ 
0 
Figure P-2. Doppler Curves as a'Function of Satellite Attitude 
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APPENDIX Q 
The Bendix Corporation 
Bendix Radio Division, Baltimore, Maryland 
21 October 1963 
Westinghouse Electric Corporation 
Friendship International Airport 
P. 0. Box 1897, Mail Stop 811 
Baltimore 3, Maryland 
Attention: Mr Keith Fellerman 
Gentlemen: 
Enclosed please find a copy, of an interim report on SPADAT Transmitter life test 
data to present,.*October 1, 1963. This includes arc rates and emission decline of various 
types of 4CPX 250K's. The tubes are samples representing different phases of development 
of the product. Certain portions of the report have been deleted since thev have no bearina On 
6ur particular common interest. 
In a conversation with Mr. Washburn on October 17, 1963 the following SPADAT 
operating parameters for the 4CPX 250K were given: 
Plate 5, 500 volts DC 
Screen 1, 000 volts pulsed 
Control'Grid' -100 to -200 volts DC 
Cathode DC ground 
Filament 6. 0 volts AC 
The tube operates in a- grounded grid; Cathode-driven clrcuit where 'the cathode 
drive pulse is 250 microseconds wide at a 1 KW level and at a duty cycle of .'005.. The stage'­
gain is 10 db. The tube pulsed plate current is 3 amps resulting in a plate efficiency of 60.6% 
at UHF'(400-500 MC). The high pulsed energy is supplied to the plate -via a:_2. 6 microfarad 
storage capacitor which is recharged during the interpulse period by the power supply. The 
4CPX 250K has a 2 square 'centimeter cathode area and is therefore working at a pulsed -cur­
rent density of 1. 5 amps per square centimeter, Life testing at 3 amps per square centimeter 
on 4CPX 250K cathodes at ..005 duty has been, done with results indicating negligible-reduction 
in tube life.. 
'Your particular application at L-band and 2 KW output will require a pulsed plate 
current of approximately I ampere at 5000 volts. This would result in a plate efficiency of, 
Q-11 
40o which is in agreement with our experience at that frequency. The problems that need 
answering are: 
1., 	 Can the tube operate at 5000 volts DC reliably with no arcing? 
2. 	 Can the tube cathode operate with a 10 millisecond pulsewidth at a cathode 
loading of 1/2 amp. per square centimeter? 
3. 	 Will tube electrodes be able to withstand the 10 millisecond pulses without 
overheating? 
The answer to the first question at present can only be given in terms of expected 
number of tube arcs in a given time interval. Circuitry can be designed to quench tube arcs 
without damage to the tube and then automatically turn the high voltage back on. A better 
solution is to get the tube manufacturer to produce an are free tube. Because of the large 
quantities of 4CPX 250K's required in the SPADAT application a concerted effort by both 
Raytheon and EIMAC is being undertaken to accomplish this. 
Tests recently run on a group of ML 7815R's planar triodes (of the 2C39 family) 
indicate operation at 1/2 to 1 amp per square centimeter at 10 millisecond pulse widths is 
These tubes were operated at 3500 volts 15Cpossible with no cathode droop during the pulse. 
screen grid to plate spacing.and have a grid to plate spacing only 1/5 to 1/6 of the 4CPX 250K 
After operating in this manner for several hours tubes were broken open and inspected for 
damage. It did not appear that the electrodes were effected by the high impulse energy. 
Further life testing should be done beforedefinite conclusions about 10 millisecond operation 
can be drawn, but the prospects of success are good. 
Very truly yours, 
THE BENDIX CORPORATION 
Bendix Radio Division 
s/S 
Allen I. Sinsky 
Principal Engineer 
SPADAT Engineering 
Department 462-4 
AIS/if 
Q-2 
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Eitel-McCullough, Inc. Eimac Electron Power Tubes


301 Industrial Way, San Carlos, California


Telephone Lytell 1-1451


November 18, 1963 
NESTINGHOUSE ELECTRIC CO. 
ir Arm Division 
Friendship Airport 
Baltimore, Maryland 
kttention: Keith Fellerman 
[)ear Mr. Fellerman, 
I promised that we would comment on two requirements you have for long pulse 
power at 1000 mc in your study program for NASA. 
Requirement I: 
Power Out 3.6 KW 
Pulse Duration 9 ms 
Gain 36 DB 
Time between pulses 
Phase stability 
Long 
2 1/2 ° 
Requirement II: 
Power Out 5 KW 
Pulse Duration 1 to 2 ms 
Frequency 1000 MC 
Life Operating 25, 000 hours 
Since our conversation I have also tilked with Mr. J. Hrusovsky on a third require­
ment for the same program. Some of our comments apply to all three requirements so I 
promised to supply Mr. Hrusovsky with a copy of this letter. 
Requirement I: 
Power Out Frequency 150 to 200 watts 
Frequency 110 MC 
Type of signal Data 
Pulse Duration 10 ms 
Time between pulses 10 to 100 sec 
Required operating life 20, 000hours 
R-1 
In Requirement III it is assumed that pulsed data of some form of modulation is 
transmitted during the 10 ms on time. 
For Requirements I and II wpe recommend use of existing planar triodes. Power 
gain and efficiency of the planar triodes are high at 1000 me compared to other devices. 
Since low transit time of electrons contributes to efficiency and phase stability, 
electrode spacings are small and. so there is a limit to the anode voltage which can be safely 
used. This*will range from 1500 volts to possibly 4000 volts and will certainly affect relia­
bility. 
Average pulse plate current for the tube tobe suggested may range from ..3 a -to. 
1.,0 a for the long pulses considered here: . A conservative estimate based on known infor­
mation would limit this, current to . 3a for the 9 ms pulse length and perhaps . 5 a for the 
1 ms pulse.- Grid heating and power gain, as well as cathode 'loading must be considered here. 
The EitelMcCllough X843D planar triode is suggested as the best available tube 
structure for this work at 1000 me. Power input per tube could range from 450 watts to 
4 kW using the range of possible plate 'voltages and currents suggested above. A practical 
limit for moderate tube 'life would probably be 1500 watts input of 750 watts output per tube. 
Tubes would be used in clusters or diplexed to obtain the required total pulse power. 
36 db of gain would be possible at the lower end of this pulse power range with 
three' stages of the same tube type. The first stage would provide the most gain since it 
would have the lightest loading. 
For Mr. Hrusovsky's Requirement I I suggest the high gain 4CX350A, or some 
modification of this off-the-shelf tetrode suitable for conduction cooling. Mr. Hrusovsky has 
been supplied with a data sheet on the 4CX350A and with a drawing of a similar tube type 
showing-how the conduction cooling may be done. 
The'long life requirement of II and III should 'be the subj ectof a study-program 
possibly followed' or .parallered by a development program. 
It is perfectly obvious that the high current density mentioned as a possible way to 
realize high power from an existing tube type is not likely to result in long tube life. The 
standard and most promising way to increase service life from vacuum, tubes is to reduce 
cathode temperature and operate with low current density. 
The suggested study program would be in two phases for the purpose of: 
I a) Establishing the best possible cathode for use in an unusually long life device. 
b) Establishing the highest current density for a given tube geometry to achieve 
extra'long life. 
c). To determine if other design modifications, such increased element spacings, 
would result in higher power once the current density for greatest life is 
established, 
d) To consider the possibility'of bunching assemblies in a 
which would be continuously pumped.throughout life. 
common envelope 
R-2 
II a) To develope structures which look promising in Phase I studies. 
b) To dolimitedtestingonthetubes selected or developed inPhase I or Phase H a). 
Phase I would be possibly a three-month study. Phase II should be at least a 
year's program. 
Very truly yours, 
S/s 
W. H. McAulay -
Chief Application Engineer 
Power Grid Tube Marketing 
WHMcA/mi 
R-3/R-4


APPENDIX S 
RADIO CORPORATION OF AMERIC2 
Lancaster, Pa. 
November 27, 1963 
Mr. K. D. Fellerman, Sr. Engineer 
Westinghouse Electric Corp. 
Box 189, Mail Stop 811 
Balfimore 3, -Md. 
Dear Mr. Fellerman: 
Subject: 3.6kw peak power output 1050 Me rf pulsed amplifier chain. 
Enclosed please find a pulse rf amplifier chain,which will supply 3. 6kw peak power 
output with three stages providing 35db gain. No plate and screen pulsing is required. All 
stages are grid pulse to simplify circuitry. 
We have run a matrix cathbde Cermolox tube type 7214 in 'a RCA J1853 cavity with 
pulses of I second on 59 seconds off. CW current for the 7214 would be about 1.26,amperes. 
In the pulsed-application, we ran 3. 9 amperes. This piece of evidence shows that the Cermo­
lox tubes can be run with long pulses. 
The typicals suggested in this letter will provide the type of operation you need. 
Please contact George Cr-ouchley or me if you need further information . 
Very truly yours,

Paul'S. Augustine

Regular Power Tube Application Eng.

ek 
Enclosure (Table S-1) 
cc: George Crouchley 
S-i 
TABLE S-i 
RF PULSE AMPLIFIER CHAIN TYPICAL OPERATION IN 
GRID PULSE CATHODE DRIVE AT 1050MC 
Pulse Width 
Pulse Rate 
DC Plate Voltage 
DC Grid No. 2 Voltage . 
DC Grid No. 1 Voltage 
DC Plate Current during Pulse 
DC Plate Current 
DC Grid No. 2 Current 
DC Grid No. 1 Current 
Output Circuit Efficiency 
Driver Power Output at Peak 
of Pulse (Approx.) 
Useful Power Output at Peak 
of Pulse (Approx.) 
1.0W 3.6Kw 
7649 7649 7651 
9000 9000 9000 usec 
1 1 1 pps 
2000 2000 5000 volts 
300 300 800 volts 
-40 -40 -120 volts 
0. 025 0.28 1. 5 amps 
--­ 0.0025 .014 amps 
.0001 .0002 .001 amps 
.0001 .0002 .001 amps 
80 80 80 % 
1 25 280 watts 
25 280 3600 watts 
S-2 
APPENDIX T 
Litton Industries, Electron Tube Division 
960 Industrial Rd., San Carlos, California 
November 18, 1963 
Mr. Fred L. Washburn, Jr., MS 129 
Westinghouse Electric Corp. 
'Box 746 
Baltimore, Maryland 
Dear Mr. Washburn: 
I enclose four copies each of preliminary design data on two .electrostatically focused 
klystrons, per your conversation with Al Mixuliara. (Figures T-1 and T-2) 
The phase sensitivity of these tubes to beam voltage is calculated by the relationship 
Aq =0.5 .v 
AV 
where 4 is the tubes electrical length, about 10000, and V is the beam. voltage. For the


5 kw tube, this is about . 05'/V. For the 25 kw tube, it is about . 02°/V.


Out estimate of the selling price for the 25 kw tube is approximately $350 for 5000


tubes, after a development program amounting to about $60,.000.


We trust this information will aid you in your planning and that you will contact us if


we can, be, of further service.
 

Very truly yours, 
P. E. Hargrove


Sales Engineer 
Research Laboratory 
PEH:ka


Enclosur


T-1 
I15" NOTE: ALL DIMENSIONS ARE 
NOMINAL VALUES. 
1 5 ELECTRON1 
CAVITIE! 92" 
RF INPUT COAXIAL.RIUPTL,_____________ 
CONNECTOR- RF OUTPUT _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 
WAVEGUlDE 
"ENTATIV'E CHARACTER(ST ICS' 
FRED BAND 1000-1100 MC/S 'ULSE WIDTH 0.001 SEC 
BANDWIDTH 0.5% NERGY PER PULSE 25 IJOULES 
GAIN 36 DB EFFICIENCY 45% 
V CATHODE 20 KV ,ATHODE LOADING. 0.15 A/CM 2 PEAK 
I CATHODE 2:8 A HEATER POWER 75 WATTS 
RF OUTPUT COOLING NATURAL CONVECTION 
POWER, MIN 25 KW PEAK 
Figure T-1. Electrostatically Focused Klystron (Proposed) for 1050 MC 
I NOTE: ALL DIMENSIONS ARE 
12" NOMINAL VALUES 
16 5"D 
Q'D ELECTRON GUN CAVITIES 
TYPE N 
RP OUTPUT
CONNECTOR


TYPE TNC 
RF INPUTI


CONNECTOR 
TENTATIVE CHARACTERISTICS: 
FREO BAND 1000-1100 MC/S PULSE WIDTH 0.001 SEC


BANDWIDTH 0.5% DUTY 0.001


GAIN 36 DB EFFICIENCY 45%


V CATHODE II KV CATHODE LOADING 0.1 A/CM 2 PEAK


r CATHODE 1.1 A HEATER, POWER 40 WATTS


RF OUTPUT WEIGHT, COMPLETE 7 POUNDS


POWER, MIN 5 KW PEAK COOLING NATURAL CONVECTIO


Figure T-2. Electrostatically Focused Klystron (Proposed) for Satellite Use 
APPENDIX U 
"L" BAND POWER AMPLIFIER OUTPUT STAGE 
Technical Considerations and Calculations 
As mentioned in section 6.2. 3.2.4, for the driver Stage a very approximate calculation 
was used. An i -e characteristic was drawn at 1700 volts from the published data. From 
this it was calculated that maximum gm = 25, 000 x 10- 6 . It was then estimated that half of 
this value was a sufficiently close approximation to an effective gm" Using this assumption 
effect plate loads were calculated for both the desired operation and for a published "typical 
operation". 
Assuming that the same relation exists between the rms currents in both .cases a close 
approximation to the peak pulse .current to the plate can be calculated. The resulting value 
was 0. 4A. Machlett confirmed that this value was well within the capabilities of the tube. 
Very likely the approximation of gm = 12, 500 x 10 . 6 is too high. It is however, almost 
certain to be within 50 percent of the correct value. The lower realized value, which will 
have to be obtained experimentally for other reasons, will require a larger value of plate 
load to get the desired gain. This will result in a smaller value of plate -current and make 
the use of the tube even less marginal. The higher plate load is practical as the 1000 ohms 
calculated results in a Q of 50. In practice a value of Q of better than twice this value is 
easily achieved. 
In both the triode driver and the tetrode final stage bias to cutoff was assumed' In 
neither case was pulsed electrode voltages assumed, although in 'practice this may be 
necessary. In calculating the tetrode output stage an Emiac application bulletin was used. 
This bulletin, in effect, gives a normalized fourier analysis for a typical tetrode. To use 
this it was also necessary to draw an i -eg characteristic and to numerically integrate the•~P 

plate current to obtain the average value. This method gives a much closer approximation 
to the equivalent gin. 
In both of these cases it'was assumed that power gain was given by equation U-1. 
Power gain = g Rp (U-l) 
This is only an approximation, but lack of information as to the true input admittance requires 
this approximation. The true input admittance is given by: 
= 
-
R 2 (1-ginR 2 ) (U-2)in=T + R2 1


2 2


UC) 
U-i 
In this equation R1 is associated with input circuit loss and R2 with a component of 
electron energy derived from the input. The capacity is the coupling capacity between 
these accelerated electrons and the physical grid. If it is,assumed the capacitive reactance 
is low because of the frequency and values of R1 and R2 are large, then power gain as 
expressed in equation (U-1) results. It is extremely difficult to obtain values for R1 and R2 ' 
and C so that it is fortunate that the gain calculated from ,(U-l) is a good approximation. 
An equation for the transit time was also derived. This is given in (U-3). 
Tv- ( - VV 
t Xg7 s 9 X~~s:v vg) + slgj 
-d R P Vs - -V (Vp - _V  )2s )2 V++VT 
_ s (U-3)-
2 3.98 x 
d = cathode-grid spacing, in meters


ds = grid-screen spacing in meters


d = scrden-plate spacing in meters


Vg= grid electrode voltage


V = screen electrode voltage


V = plate electrode voltage


,p


To calculate the allowed supply voltage change for a, small increment of total phase


shift equation (U-4) may be used.


A *T (U1-4), 
T = rf period in seconds 
V = any of the electrode voltages, Vg, Vs , V gs p 
In equation (U-3) above as well as equations (U-5), (U-6), and (U-7),below it should be


kept in mind that -the electrode voltages substituted in the equations are the instantaneous


values. The incremental voltage calculated from V, is, however, the 'tolerance on the


sunnlv voltame for an allowed vhase shift.


U­

Equations (U-5), (U-6), and (U-7) give the incremental change in total transit-tinie for 
small changes in the eletrode voltages. 
aTt 
change in transit time for control grid variations 
ag9


ag yr> + s

V7*2+d s 2 /'
26


3V -V


___V s 
 
- V + 1


(Vs -V )3  (Vs - g


(Vs vg)2- + ]1 (U-5)s 
a Tt = change in transit time for screengrid variations


2V.


s + 2 
I IsVpwtjwj + Vpvgu-62 rU 1 
V -V(V +V) 

-d 4- Vs- 1/2 - VS)3 ( - )2
V-9V (sI VsIV 
- V -_ + V__ 1/ 211-6) 
- = change in transit time for plate voltage variations.


2 Vs 
 2 
=J2 Vs (VP- VS) 
3+ (VP- V ) 
L7 d1/ 
-VV 
~~~
g~ 
V 
s '[vLvVp5 +- U-7) 
U-3


Equation (U-3) may be used to determine the transit time in a triode by setting d = 0 and 
p
substituting the real d' for d and the real V for V . The tolerances on the triode voltages 
p Ppcan be obtained from (U-5) and U-6) by making the same substitutions. 
Equations (U-3), (U-5), (U-6) and (U-7) are approximations to the transit time and the 
variation of the transit time with the various voltage changes. They are equations for a 
particular electron crossing from cathode to plate under conditions of the specific electrode 
voltages. To use these equations it is necessary for the user to select an electron which is 
considered to be typical of the phase delays or, perhaps, selectan electron which is believed 
to give conservative results. The latter selection was chosen for the calculations. It was 
chosen to work with the electron which left the cathode at the time when the grid Voltage was 
at its most positive phase and the plate voltage was at its most negative value. This selection 
was made because this is the phase in which the transit time will be most. effected by-plate 
voltage changes and also because this is the phase in which the current was a maximum, so 
that the electron represents the largest increment of current. 
Second or third order approximations to the transit time effects became rapidly more 
complex to handle, for small increments of improvements in the results. In the ultimate, 
.relation (U-3) defines only the transit time for the increment of current passing from cathode 
to plate at the equivalent electrode voltages used. The equivalent voltage would have to take 
into account the flight time between electrodes, the phase of arrival at a particular electrode, 
and the phase variation of voltage due to tuning. 
These voltages would have to be estimated at the beginning of the calculation and then 
corrected towards the end after better numbers had been established for tle phase and 
magnitude of the fundamental current component at the plate. 
Having the transit time for the particular-increment of current-pulse over an rf cycle 
could then be constructed using this transit time and specific iP = eg characteristic for 
the tube at the assumed electrode vbltages. The fundamental component of the plate current 
could then be determined by a numerical fourier analysis. Using this component it would 
then, in general, be necessary to correct the transit time, etc., until a closed calculation 
was achieved. 
An exact solution of the type outlined above can be obtained easily only if the calculations 
are done on a computer. 
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APPENDIX V


GROUND STATION LOW NOISE PREAMPLIFIER 
To keep the required peak power of the satellite transmitter low, an extremely low noise 
preamplifier is required at the ground station. The two types of'amplifier which merit 
consideration because of the low noise, sensitivity, stability and reliability characteristics 
required are the maser and the parametric amplifier. If the choice had to be made today it 
probably would be the maser amplifier, since the system noise figure achievable with the 
maser is -approximately two fifths that of the system noise figure-for the parametric ampli­
fier. The feasibility of a system with a noise temperature of 50*K or less is demonstrated 
by the Telstar system. 
The maser amplifier operating "atAndover. Maine, as part of the Telstar ,ground complex 
is selected as an example of the present state of the -art in respect to the use of masers. 
The basic components .f the maser amplifier are the maser, the magnet, the pump and the 
liquid helium cooling system. The maser used for Telstar is a travelling wave maser with 
the following general characteristics. 
2 
Center frequency: 4, 170 mc 
Effective instantaneous bandwidth: 25 mc 
Effective gain: 34.5 db 
Pump-frequency: 30,175 mc 
Pump power: 70 mw 
Magnetic field: approx. 3300 gauss 
Over-all noise temperature: 3.5 K. 
Bath temperature: 4.2 "K: 
Liquid helium consumption: approx. 1/2 liter/hr. 
Helium capacity: 10 liters 
Power output at 1-db gain compression: -38 dbm 
The frequency of 4, 170 MC is greater than four times the frequency (970 and 990 MC) to 
be used in the Navigation Satellite program. To achieve the same gain at the lowerfrequencies 
a much larger maser or a more effective slow wave structure is needed since 
G = 2,7.3 (-x"F) S L where: 
G = electronic gain in db 
X"= imaginary part of the ruby paramagnetic susceptibility 
1 Telstar I NASA SP'-32 Vol. 3 June 1963, p. 1907. 
2 Telstar I: NASA SP-32 Vol., 3 June 1963, p. 1863-1886. 
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F = filling factor 
L = maser physical length 
s = slowing = velocity of light


group velocity of signal


Xo= free space signal wavelength 
The magnetic field must also be stronger due to the fact that at the lower frequency the 
wave guide structure, and therefore the magnetic gap, is greater. Since Telstar was de­
veloped, superconductive magnets have become'practical. As the maser is already being 
operated at 4. 20 K, it is no problem to include the magnet in the bath. The supercooled 
magnets which can provide a powerful magnetic field are small and light in weight but they 
are very expensive at present. It is expected that the price will decrease as more are 
produced. The pump is an "' band klystron. Since the pump frequency will be lower than 
that of TELSTAR, less difficulty is anticipated in acquiring satisfactory pumps and power 
supplies. 
The bandwidth requirements for the two systems are not equivalent. The principal 
method' of broadbanding in Telstar was accomplished by equalization following the amplifier. 
Thus some gain was sacrificed for broadbanded application. In the Navigation Satellite 
System, the principal signal from the satellite is 970 MC with, 159 KC bandwidth. Since 
the 990 MC pulses are transmitted with sufficient power for reception at the vehicle in spite 
of a lossy antenna, it can be surmised that the 990 MC signal will result in ,operation well 
down on the gain curve of the maser and still be satisfactory, thus the full gain of the, maser 
which was 42 db for Telstar may be used for the Navigation program without equalization. 
One of the principal disadvantages of maser operation is that the maser must be im­
meised in liquid helium. The reasonfor the selection of the 4. 20K operating temperature 
is that at 4. 20 K liquid helium is in equalibrium with its vapor at atmospheric pressure. If 
lower (and more gainful) temperatures were used the dewar would have to be tnalntained 
under a partial vacuum. This would mean periodic interruptions of service since the dewar 
is open to the atmosphere during each 2-hour period of liquid helium transfer. At 4. 20 K 
Telstar was operated continuously for months since the dewar could be recharged in oper­
ation. One charge of liquid helium lasts about 20 hours. A four to five day charge of 
'liquid helium costs about $210. The alternative of using a recycling plant will cost seventy 
to one hundred thousand dollars. 
Telstar has demonstrated that using a travelling wave maser, a system noise figure of 
50'Kis achievable for navigation system since Telstar achieved a 350 K system temperature. 
There have been subsequent improvements in masers and the components of masers. At 
"L" band, a cavity maser may be used instead of a TWM, but again of 20 db and a noise 
temperature of 100K was being achieved three years ago at various bands. 
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The other system that cannot'be ruled! out for future use is the parametric amplifier. An 
important point in favor of parametric amplifiers is that as the frequency decreases from 
"5' to"IL" bands it becomes easier to design the necessary parametric amplifier,, while 
the maser becomes more of a problem. 
The parametric amplifier consists of three basic sections: 
a. A very stable pump 
b. A circulator type parametric amplifier 

-c. A cryogenic system 

The first advantage of the parametric amplifier in relation to a maser is that there is no 
highly expensive magnet in the parametric amplifier. The requirements for varactor diodes, 
with extremely difficultto obtain parameters, is a short coming of the parametric amplifier;, 
however, Bell Laboratories solved this problem by using a gallium arsenide diode. It is 
also noted that as the frequency decreases the diode problem becomes less severe. 
The gaih stability of the 'parametric amplifier is largely,dependentupon the stability of 
pump power level and frequency. The pump would operate at a frequency somewhat above 
the output frequency. For the "IL' band amplifier, and "Y' band pump will be necessary. 
Here the lower frequency of the system proposed in the navigation system compared to the 
Telstar system is advantageous. To get the low noise temperature required bythe system 
the parametric amplifier must be operated at the temperature of liquid nitrogen. This 
created a simpler probleni than the use of liquid helium in a maser. Bell Labs has developed 
a cyrogenic system that enables parametric amplifiers to operate for ten days without refill. 
About 10 liters of liquid nitrogen is used in the dewar for this purpose. 
The Telstar I system utilized a two-stage parametric amplifier for test, with one ampli­
fier refrigerated and the other at room temperature. 
The following parameters were obtained: 
Frequency 4.17 gc 
Bandwidth 60 mc min.


System input noise temp. less than 850 K


Gain 38 db


Gain stability 0. 1 db short term


0. 3 db long term 
Although, the present maser makes possible lower noise temperatures and slightly better


stability, a parametric amplifier can be used at lower initial costs, lower maintenance and


operational costs.
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APPENDIX W 
DYNAMIC DEFLECTIONS OF THE GRAVITY GRADIENT MAST 
AND OF THE RADAR ANTENNA BOOMS 
W. 1 MOTION OF THE MAST DUE TO THERMAL BENDING 
Thermal bending takes place about the center of mass, and the mass distribution is such 
that the instantaneous angular momentum sums to zero. The c. m. is assumed to be close 
to the satellite by virtue of the fact mI>> In2 . Further, the angular error encountered by 
assuming the end-point to end-point line is coincident with the inertial axis is small for 
increasing modes. The angle is conservative for the fundamental mode (307 high) and is 
within 7% of the actual value for higher modes. Mast bending is shown in figure W-1. 
W. 1. 1 Equations of Motion 
•Therefore the equation of displacement is assumed'to be sinusoidal over L, the length of 
the mast, and is composed of the sum of its normal modes I 
y - Ui.(x)
i=l


where: 
U.i (X ) =sinirX


and: 
ci = ith normal coordinate 
The kinetic energy (T) and the potential energy (V) of the moving mast are evaluated: 
L L.


A &)2dX= PA 2 (U.(X))2 dX


- 0' i=1 
L Lo y" 2 

0 ~ i=1


vEf f: 7~#EI 2fof~ ,x,],(o]

L 
where the cross products 4 [u 1][Uj (Xj dXi 
 
reduce to zero for i=j.


ITimoshenko &Young - Advanced Dynamics, McGraw-Hill Publishing Co., 1948
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The Lagrangian is L = T - V. Operations on the Lagrangian yield the equations of motion 
for the mast. 
L 
at a =-PA i i (X)I dX 
a8L 
€ 
EI Z ifVi (x)]2 dx 
For the ith coordinate, the equations of motion are derived from 
8 8L aL

aOt adi a~ 6

whence:


L L 
'*.f [fa (xx2 dX+ EI 'f [ut" (X)1 2 dX 
0 0 
where Q= the generalized force.

Since

L L 2
f fu.Ux]2 dx f (sin' 7X ) dXL=

0 0. 
and 
[u.13l]2 = (iAr)4,[Ui] 
2 
- The Lagrangian equation of motion is therefore: 
pAL " + EITv4  
= 
 
- i L iPi Qi 
2 EI 4.4 2 th


P i = pAL4 = natural frequency] of i mode.
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The solution for , depends on the nature of Qi. 
The generalizedforce Qi is determined by noting that a displacement independent moment Mt 
imparts energy to the boom according to: 
t &.o=Z t(FX) x-f
L M dXM E de 
dMt ~X 0 M 
M , t Y dXL 
L


-Mt.xif (U)d 
t
For the ih mode, the energy is: 
0 
E Mt Pi f dX dX 
0 
AE. = Ei ! (L)- U '(0) 
An incremental change in -the normalr coordinate by the generalized force causes an incre­
mental change in the energy: 
Q~~ i = Mt [U8*U.i(L) i-U (0)] 
iirII i~r ivrX


Ui 
 cos 
-L 
U. (L) = cosi v 
U,(0) =-Li 
 
Q.= tiAj (cosiir -1)Qi Mt "L-(Cow
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Q1 L Mt 
Q2= 0 
6Or


3= L t 
etc. 
The thermal moment is derived in the following manner. For any temperature profile 
across the mast, the thermal stress is given by: 
s c E =CTE (T- Tref) 
Where Tref is that temperature which occurs at a location where the first moments of 
stress on either side of this location are balanced. This location is the equivalent neutral


axis. A temperature profile is shown in figure W-2.


The bending moment becomes:


h 
Mt=o s tg W. (hn - h) •dh 

hn
 
n . (hn - h) [ - T (h)] dh=2 W.CT*t T (h) 
The neutral axis is defined by: 
h .CTE. (h - h) [T (h) - T (h) ] 
f W*C, ,.* (h - hn) [T (h) - T (n h 
n 
For a uniform temperature gradient the thermal moment reduces to: 
h ° / 2M2 =f h- T I h)] d 
0 h/ h 2/2 
=2-WC E J[h- h] ['-] ho - 2h1 dh 
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GRAVITY GRADIENT


MAST


0--m 2 8L 
// 
ANTENNA


BOOMS 
Figure W- 1. Bending of Gravity Gradient Mast in Inertial Space 
TH 
X-= (HOT SIDE) --
X=O (COOL SIDE)4 
T OF 
TREF 
Figure W- 2. Temperature Profile for Mast 
W-5 
h0/ 2 
=2WAC [0+hE - 2 hf 2h'2 dhT 2hJ -2 hh 
.0 
=W*C ATE h 3 h°3 h 3]


='T" ho 4-" 4 - 1-2­

2 CTATEI1 ATh0 E==n-W.CT. h
_9 ho 

For non-uniform gradients, as in dynamic responses, numerical methods are generally 
best used to determine the thermal moment due to the nature of the function which describes 
the temperature -wave. 
The thermal moment will assume a characteristic form in time which can be approxi­
mated by the following: 
r 
Mt (t) =Mt (o)[-e 
- t/ 
Applying this moment to the mast: 
.. +pi2r (Cos i -Wi)I [MUt (t)]2 
p AL 
or 
ii+ALPi2O=2v -2 [MMt (t)]i~~ 2 ~i AL 2 c) 
whence:


.j .... [i -t/2 
The parameter of interest is the angle of the satellite with respect to the earth radial. 
This is 
=ys(0) = U (0) 
i= 
W- 6
 
where: 
u-! (0)=LvCoc  ir I i=0IT-- =vx j-i
L L TT L 
The angular displacement of the it h mode of the mast at the'satellite base, and therefore 
the satellite, is 
ir


es.- L i 
2 2 ­M3(M) = CT.T2/ 
pAL4 Pii 
The mast deflection, and therefore the. satellite rotation, reduces to: 
I-C T L o s 2 iI i~T ( 1 ,.--- sinp i t cos~ t / 
+ 2 ) - t+p---[4-CTAfl<[p. rLY 1+pi 2 
2AT "L sii p sinoP i t e -t/rl1' 
CTTATLMt CT 
The rate is: 
ilii j 
For 
pir >> 
4 CTAT L 
For 
pit <<l 
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For this design, 
Pi = .1039sec - 1 AT = 0.1 0 F


r = 24 sec. CT = 10-5/OF


L = 2.4x!O3 in h = 0.5 in.


Pi r = 0.333 
esi" =(.9x 10. 3) F-.300 sinp,t -. 900 Cos pi t +1-.10 e -t/t] radians 
and 
s =0.,0800x lo-[-0.10 cos P t +O.30 sin Pt + 0.10e-tlr ] radians/sec. 
The time constant associated with thermal bending is primarily determined by the rate 
of change of solar flux as the satellite passes through the earth's penumbra. The penumbra 
is given by the apparent diameter of the sun when viewed from the earth's orbit. 
diameter of sun


distance to sun


751, 680 nmi


80, .700, 000 nmi


.0094 radians 
For an orbital rate of 2.48 x 1074 rad/sec, the time required to pass from full shadow 
to full sunlight is 38 seconds. This can be represented by a simple exponential function 
with, a time constant of 24 seconds. 
The temperature drop across the mast is calculated by assuming that half of the absorbed 
heat is conducted to the cooler side, since the temperature drop is small. The heat ab­
sorbed is: 
q =a Ssin eA' 
where: 
a = solar radiation absorptivity = . 025 
S = solar flux = 440 Btu/hr. ft 
2 
e = angle between mast and solar flux = 21. 5' 
A = absorbing area of mast = 1/2" x length (L). 
.. q = .168WBtu/hr. 
The heat conducted to the cool side is: 
kA AT


1/2q = .084WBtu/hr = Lc


where: 
F0k = thermal conductivity of Be Cu mast = 100 Btu/hr ft. 

A = conduction area =2 t L 
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t = mast wall thickness = .002"


L = conduction path 'length , h = diameter of mast


Solving AT: 
AT = 0.100 F 
W. 	 1. 2 Comparison of Mast Coordinates and Inertial Coordinates 
With little error, the mast coordinates can be measured from a line connecting the end 
points 	 of sin instead of the true inertial coordinates as the following shows. 
Conservation of momentum for the mast fundamental yields: 
fyxdm =0 = Ap fyx dx 
L


APf (Y0 Sin -a x)x dx


0


2 d x 
= 	 Ap Y f xsin L dx- x 
0 f0 
= 	 A Y (1)2 - a T­
3Yo


ir L 
Now referring-to figure W- 3, 
a dy =K2v


max dx L Yo


x =0


3 Yo L 2


LmaxWy0L 
and 
=a - a= L (1 1inertially max L 
corrected


= .7a 
max 
For higher modes, the error is smaller. The second mode has 
L L 	 L 
A fyx dx =A p f yo (sin 2rLxxd-A f x2d 
0 0 	 0 
[ 2vr j 
= 	 y (_L ) .L3 
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ACTUAL INERTIAL


AXIS


1 =Y, SIN S N 
ASSUMED INERTIAL Y7 OXAXIS 2 X 
MAST COORDINATES AND INERTIAL COORDINATES 
FIRST MODE (c) 
ASSUMED INERTIAL AXIS 
ZACTUAL INERTIAL Axis 
SECOND MODE (b) 
- ACTUAL INERTIAL


AXIS


ASSUMED INERTIAL AXIS 
CORRECTED 
Figure W- 3. Mast Coordinates 
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2,7r


a max = Yo


a21inertially = amax (1 + .,075)


corrected


= 1.075 a 
max. 
Comparing actual curvature due to thermar bending moments with assumed flexure, the 
bending moment is found to be: 
h/2 

Mt - 2f y-s (y)-. W(y) dy 
h/2


= 2f E Cfjy -T 0 ) yj w&y) 
also 
h/2 
I =2f y2 .W(y)-dy 
Assuming a uniform temperature gradient, 
T T AT/2 AT


y 0) h/2 y ='Yy


h/2EC ,'AT y2
Mt = 2 ECT~ 0 - y . W(y)- dy 
T h2 CTA TE fh/2 2 
- y * W(y). dy
h 0 
Mt C T ATE


I -h


A beam deflects according to the following, for a moment applied to it, where , is the 
slope at each-end: 
M 1 26


y" El - R -L


CTATL 
= 0. 50-O= ELLI Th 
Fo the sinusoidal flexure, 
e= - CTATL CTATh 
-- __= .405 T 
2 h
r ,h 
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esinusoidal = .405 
= =0.8eactual . BT-
Combining this with the inertial correction for the fundamental: 
etheoretical esinusoidal amax


Oactual Oactual 
 inertially corrected

= (0.8)/(0.7) = 1.1


, actual Z *9 etheoretical


W. 1. 3 Analysis of Satellite 22A 
a. 	 Known data (APL Report TO: 514)


Mast (Be Cu):


k = 100 Btu/hr-FT 2 _ RO


a =.4 
t = . 002 inches 
h = . 55 inches 
L = 100 ft = 1200 inches 
P = .3 lb/in3 
b. Performance 
(a) Static offset = 10' 
(b) Freq. 	 of fundamental - . 055 cps 
(c) Time Constant = 20 to 60 seconds 
(d) Peak ampl. of oscillation = 1.2 to 1. 5 degrees 
c. Calculations 
2 EI r4 (1) P 1 PAL4 
= 273sec - IP 1 
f = .0435 cps 
t
1
CTATL 
(2 TT I 1+~+l 
Pt		 ico& 
1 -- 1 JtT 
where 
Pir =-6.55 
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-- 
and 2 
AT - Te =--k'-qh 2 -t= 12.9 0 F 
-4 CT ATL 4 (10 5 ) (12.9) (1200) 0.1


h r2 (0.55) . iradian


The sinusoidal peak is 
1Yi peak = (0.11) (g7) = .0168 rad 
= .0"


The offset is


Y offset = 0.11


= 6.40


(3) Time Constant 
6')(e (6(.0094) 6000 see 
*.6 penumbra) rorbit ) = 
= 5.4 sec 
ITEM PREDICTED ACTUAL 
1. Static offset (degrees) 6.4 10 
2. Sinusoidal peak (degrees) 1.0 1. 2 to 1. 5 
3. -Freq. of oscillation (CPS) .044 .,055 
4. Time Constant (sec) '5.4 20 to 60 
W. 2 MOTION OF THE ANTENNA BOOMS'DUE TO THERMAL BENDING: 
The kinetic energy (T) and potential energy (V) of the booms are 
L 
T = P A 2 dx 
0 
L 
V = E ()2 dx 
0 
Assuming the boom' curvature follows a half cosine function: 
Y = E i Ui (x) 
where 
= I cos i,2xU. 2L 
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0 
whence L 
T = "A f [2i x2d 
L OD+

i. cj dx 
Rayleigh shows that 
U U dx = Olor normal modes. 
n m


L 

T= 2'1 2f i1(x] dx
1=1 ,0 
X 2 = f L [1 (x dx 
,i=1 . O 
let 
L, 
0 
. iVF"LI [/ .i
 
Let LIfSo[U, (x)]2d =2] ,4(+ m 
0 (iiv


F2 W LU X 2 x T6 i , 2 i v


Performing the appropriate operations onthe.Lagrangian in amanner identical to the pre­
eding'section, the. equations of motion are derived:


PAL F1 (i) ~i F2 (i)ji ='Qi


The generalized bending force, Q associated with the ith mode of the boom is derived

rem a consideration of the energy required to bend the boom:

L

AE =Mt (00) f t(d

0

1Rayleigh, J.W. S. - Theory of Sound Volumn I, MacMillan Co., 1945 
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L dU! (x)


ZMt i 1 dx


x­
U
Mt (L)- U! (0)] 
For 
U(x) =1 - Cos, 
2L 
U"(x) = i n L 
For the i h mode, 
JAEji =Mt q5,ij- sin "2--
An incremental change in the energy results in 
BE. = 1 Qi 3 i =Mtt 8 #*-
i 
sin -2 
iv 
The generalized force Qi associated with the thermal bending of the boom is therefore 
si 2lIQi = Mt-M:L-i 
0 = = Q4 = Q6, etc. 
Allowing 
iv . ivlsin = F 3 (i), 
and since 
-
e t/r)
Mt= (CTATEI/h) (I-
The complete equation of motion is 
.E1 4 F2 CTA T E f F 3 (i) t/rSPAi F()- Oi -AL 3 h F' (I -
The solution is 
CTATE 1 ( +
-sinpit Cosp t 
1 ALh F1 i W *-
 - pr P.2r 2 + 
--- :1L TMe7 ­
1+ 1 e-t/)

p2
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whder 
2- EI F2 (i)
P 1 PAL 4 
 F1 (i) 

If the end slope of the boom 'is solved for the fundamental,
dYl =. 618 CTAT L 
=E6 h 
All modes, neglecting the modifying dynamic portion of the expression, yield 
SCTATLd_.y =. * -u33 
The actual slope is 
. CT ATL 
-h 
Therefore the cosind function. indicates a slope which is about 27 percent lower than the actual 
,deflection. 
The rate of change of the end slope for the i mode is: 
p -t/- [iL sinU) FOTATL2 FP +1 p ."sin +t1 

[ -C~hF2 ()1 - 'T24
L+osreit2-uL+r 
t[2 CT TLF i iL sin2 ] i - c t - si 
r2J-T+ 
-1 |2 1 i Si - t / r - Co s V/2 |[ PiA +-I­ sin Pt 
For P r 91 and=AT =.25°F 
4'[ (1-/o)(.250)(600 in)l fiiF 2 4h i (0.5 in) (24 sec) L"JL J L 042 miiradians/ec 
with 
y' =,0 9 milliradians 
W. 3 MOTION OF THE AN4TENNA BOOMS DUE TO SATELLITE MOTION: 
In this case it is the motion of'the'reference axis from which strain deflectfons are 
measured that induces further boom motions in inertial space. If Y(x) is the displacement of 
the boom in inertial space, for small displacements, 
Y(x),z y(x) +ex 
*P. must be modified to account for end mass according to part 4 of this appendix. 
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where 
o = angular rotation of reference axis


y = deflection of boom from reference axis


x = distance from origin to point on boom


then 
Y =y +ex 
and 
2 = -2 + 2x 2 g 
In a manner similar to the preceding sections, the kinetic (T) and potential energies (V) arc 
evaluated 
x2dx
 
T A 	 L 2 A f L PA2
 2L 

o o- 0 - f 

Now 
fL 2f ''2 = 
o 	 i= i o 
' LU5( X =L tF 1 i0 	 L F2(i)L 
f i 1_ 
-.-
2-i-7T	 i=1' .82 F,(i)FL - 84 si,.- (iur)2S Cos 12 

0 

fLx 2 dx = I


0


Also L 4 i- 2(i) 2


2 
 2 	 L2i
V- El.~fL(")2 	 0 EI i=1 p,2v16L, i4(+,sin2 2 -i Ely1=1 
Performing the necessary operations on the Lagrangian (L), where L = T - V, 
a L [2LPAi LF 1 (i)+ 8L2 F4 (i)]and- --a=L=-KF2 ()iat•4=0 
th


The equation of motion for the i mode is therefore


= 0
PA 	 E03 F2 (i) 'i(-,F) (2LF1 (i) 4i + L2F 4 (i)e ) + EL
Rearranging, 
+ EI F 2 (i) _ L F4(i)


i pAL4 F (i7 - FT1 1T


where Wis synonomous with the acceleration of the satellite orientation due to the bending of 
the mast, as,derived in section W. 1 of this appendix. Note that the left side of the equation is 
identical with that of section W. 2, thermal bending, as one would expect. Differentiating 6 with 
respect to time twice yields the acceleration. Care must be exercised at this point to avoid 
confusing boom and mast parameters, since it is the latter which primarily determine the 
magnitude of the satellite rotation and the former which determine the response. Accordingly, 
the mast frequencies are designated by wkand the boom frequencies by pi. 
The mast length is 
.1th 
L'and the'boom length is L. The magnitude of the acceleration corresponding to the k mode 
of the mast is 
=1 2v 2 Mt [k]F t + wTsin w t - et2 	 (cskvj 

r2 7 (cs1- + 	 2i~ Wk k
u23 kL' 
=G(k)l cos kt + Wk sinw kt -e 
The solution for )iis: 
F4(i) Gjk) 	 L i 
+ wos cos pi-- (sin 
skT2F 1 (i) p2 	 Wckt it) k b-kt 
s 
= -+ ---	 t) 
i 
 t


Co P1 sinpit -et/+ 1+ 2 
where it is assumedwk Pi* IfWk= pi then a.large boom deflection is indicated. 
 This will 
be limited by the effects of damping and finite system energy which were not included in this

derivation. These effects are considered in the following sections of this appendix. Finally
 
the deflection of the boom and its end slope are 
(!-Cos 2
O 
 
-=L- iPi sin -
Note that if wkr is smaller than 1.0, corresponding to a quickly developed thermal moment, 
then the satellite angular acceleration for the fundamental mast mode is: 
61 h=[[t4 - Cos 
which quickly diminishes to 
81= -Ah ) cos wit. 
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For the disturbance frequency wk sufficiently lower than the resonant frequency of the 
boom pi' the time independent part of the displacement becomes, 
A 5F4 2 5TLI 4 CT T 2 F4 CT 
-2 .53 161 T ha )PAL5w2 /-EI=.0264\ h ] PAL'- E 
= - .- 4 h h 
The equivalent static load applied to a cantilever beam yields 
y = .0167 ATLI) PAL 5 w2/EI 
Therefore, the cosine flexure equationyields a deflection for the fundamental which is about 
60 percent larger than the actual deflection for a cantilever beam of the same geometry and 
with the equivalent static load. 
In evaluating the natural frequencies of the boom, Rayleigh notes that certain derived 
values of i must be used instead of the integral values 1, 2, 3, etc.- corresponding to these 
modes. The natural frequencies are 
E p =a 
n n,\/-PAL4 
where 
a z1(2n - 1)rl2..-
This value a corresponds to the previously derived quantity


n


17 1/- /
1si- 41/2 1. si 2 
2+I
[ F2I 2 i 1/2 i r 1/+ 
2 4____.2
F 3/2-
. 
sin


The proper values of i for the first, second, etc., modes can be derived by setting the above 
quantity equal to1(2n-1) 2 
where 
n =1, 2, etc. 
or 

i 1.31 (2n - 1) for n>1. 

A more exact calculation yields the following: 

n i an 
1 0.92 3.5 
2 3.97 22.4 
3 7.13 61.7 
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W. 4, CALCULATION OF NATURAL FREQUENCIES:' 
For booms and mast


E = 18 x 106 PSI


2


I/A;D 2 /8 =. 031 in
 
For mast


3


g P .3.b/in 
-and 
L'- 200 ft = 2.4 x 103, inches 
For !booms, cabling effectively triples the density of the material, 
3


g p=.91b/in


and


L = 50 ft = 600 inches


Mast:


El 1/2 _ 18 x 106 PSI x 0. 031 in2 x 8 nsc271/2 5 2 
= .18 x 10 se jx 3.3 1013 in4PAL 4JL .3 b/in3 
- 3 ­1
=4.65x 10 sec


-
3 
-1 see ­1 .0460 sec 
- 1 
v22 x 4.65;c. 10--3 = 4. 60 x 1072 
=v x 4.65x 10 4.G15x 10  sec ='415see' 
- 1

a5 -25W2 x 4.65 x 10-3_- 1. 15 sec
- 1 
= 1. 15 sec 
oBoom:


EI 1 8 x 106 PSI x .031 in2 x 386 in/sec 2 1 2.92 x 10-2 sec-14
t.-L =1.94 lb/in3 x. 13 x 1012 in 
-1


p = 3.5 x 2.92 x 10 =. 102 see 
-

=.655 sec-! 
P2 = 22.4 x 2.92 x 10 
P3 = 61.7 x 2.92 x 10-2 =1.80 sec-i 
The, boom frequencies are adjusted to account for the mass -of the electronics mounted at 
,the-end. If the kinetic energy term is restated, 
TAfL &2 d+1 r, '2 =PA 2 fl,. 2 mx+I 2U (, 2 
T F+ 04) 2x+~ (L)I 2 Joi f 0*[2x~W + Dk .IN) 
2~ L2A J i0L 2 1 1 
w2, L4 F 1 (0)+ 3 (1 cos)1


p* is adjusted to account for weight of cabling within boom AW= 3. 0 lbs.


W-20 
The booms' resonant frequencies are thereby adjusted according to


p2 2 1


1iin (


1+ FAL -Ffi


where 
Fl(i) = 3/2 	 - 4r sin 12 
For 
gm = 5.0 lbs 
and 
gPAL = 3.5 lbs, 
the frequencies are 
(k 1) p= 102) 1.8 seJ 1.43
"/l+ 
72 
1 -0.655sec 
- 1 
= (.855).
p2 +


p3 (-1.80) 1 = 1. 33 secp3 /-+1.43 
Similarly, since the satellite structure and the center -of mass of the total system are displaced, the 
natural frequencies of the mast are likewiseadjusted. The-kinetic energy term is:. 
4TPAL , 2Ui(2) 2 y42 1)=AL i2 
0 i 2-r i LXj +.Ell sin[4LJ(L 
where 
lL = 10;/200' = .05 
T 2 PAL +2m sn ir(.05)i 4 _PAL 
Each value 	 of 2 is accordingly adjusted by the factor ­

1


1 + 400 sin2i(. 05ir) 
/1 0139 sec 1 w -(.0460) 	 ­
-0460 see-1
3= (.415) 1 

1 -8


.081 sec(1.15) 
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3 
TABLE W-1.


RESPONSE OF BOOMS TO SATELLITE MOTIONS INDUCED BY THERMAL


BENDING OF GRAVITY GRADIENT MAST 
A Deflection Boom 
Mode 1 2 
Freq, Sec - '1 .038 .655 1.33 
Mast Freq. Deflection 10- 3 RadiansMode Sec y/L Yy y/L y'y' 
1 0.0139 0.536 .773 .005 0 * .006 
2 
­
_ 
3 0.0460 .111 .160 * 0 * * 
4 --
­
5 0.081 .016 .024 * 0 * * 
*Less than 0.001 
B Rate Boom 
Mast Mode 1 2 3 
Mode d-(y') 10-3 Radians/Sec. 
1 .022 0 * 
2 
3 .012 0*


4


5 .001 0* 
*Less than 001 
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W. 5 DAMPING OF BOOM MOTION AND MAST MOTION BY MATERIAL HYSTERESIS. 
The energy lost in mechanical hysteresis as a material is strained is related to the 
maximum stored energy1 by 
AW (LOST) = yWmax 
For a complete cycle, 
AW=2 yWmax 
The energy stored in either a boom or mast has the form:


L


Wmax- i -2 fo I


i=_1 0


The energy lost can be expressed in terms of an equivalent damping factor and the rate 
of change of displacement: 
A W = FORCE x DISPLACEMENT 
fZ(.) x (Wdt)-(G 
- i i 2 f sinjtdt


i=1


i~l


Where it is assumed the motion is sinusoidal, 
(A= W4' L 
4 2 o L in42 iLxAlsoAW /cycle =2Y 
 
i 2f ( sin L x


for the mast, where 'U. () = sin iTx1 L 
oo 2 Rl (i 4L


AW/cycle =2i 21 i L


co 2 .4YEIV, 4 

i2L i=T

 244El2Lv 3 =3


=

." B Y2L3 
1Newton, R. R., Damping of a Gravitationally Stabilized Satellite, APL Report TG-487.


April 1963
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For an equation -of motion for the mast 
=


i+ Q
+ )i EIr1/2'PAL.#I 
2L1 1 
The response when expressed in operator form has a characteristic quadratic: 
2 2t


n n 
L 3


2 
 
where 
n El r 4qi 
wand E,v 
4 
n PAL 4 i4 
For the ith mode, the equivalent damping factor is given by 
E L3WL 3 r3 .4 Wn3 4 i4
SL2L
 EI -

EI Tr4


2 r 
For free vibrations, the characteristic time constant for the decay is 
1 2w 2v_


'n YWn rwk


Values of y for most metals are about0. 1or lower. The APL satellite 22A achieved 
Y = 0. 5 on the mechanical spring in the motion damping system. The time constant 
for the first three oddharmonic of the mast and boom are givenin table W-2. 
For a mast disturbance of 1.9 milliradian, the time required for the displacement to 
reduce to .01 milliradians is 78. 5 minutes with Y =. 5. This defines the mihimum period 
over which calibration would be required. Combined boom and mast velocities reduce 
from . 10 milliradians/sec to . 01 millirad/sec in 30 minutes. 
W. 6 CROSS COUPLING EFFECTS BETWEEN MAST AND BOOMS 
When the phenomenon of resonance occurs between the mast and the booms, boom dis­
placements can become large compared to the original mast displacement. The boom dis­
placement can no longer be treated as a perturbation to the general satellite - mast motion. 
That the displacement is finite is shown in the following derivation. . For simplicity, the 
motion is assumed to occur in a plane defined by the mast and two of the four booms. 
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TABLE W-2. CHARACTERISTIC TIME CONSTANT 
MODE BOOM MAST


Freq r (Sec) r (See) 
- 1 Sec - 1  Sec Y=.1 r=.5 Y=. 1 =. 5 
1 .038 1640 1328 .0139 4480 896 
3 .655 95 19 .0460 1360 272 
5 1.33 47 9 .081 770 154 
The general method is to assume that the mast and boom have similar geometry resulting 
in identical natural frequencies, then write the Lagrangian for the 'In" components of the 
system and construct an "a' t x "n" matrix for determining the eigenvectors and eigenvalues 
of the motion 
1 
The potential energy of the booms and mast due to bending is: 
V=K22 K 3 2 K(4 2 
-2 0 - 82) + 2 (e1 03)2+ -2- ( e1- 04) 
where K2' K3, K4 are the spring constants if the booms and mast are assumed to be simple 
oscillators with only one mode of motion for each by itself. 
The kinetic energy of the booms and mast plus the satellite structure (II) is 
T_= 11 2 1 " 2 1 02 1


'f 1161 _9I262 3 3 + 4 64.


Written in matrix form: 
K1 - 2 ,- K2 - K3 - K4 
_K K2 - w2 12 0 0 
V- W2 T= -K3 0 K3 - W2 13 O =0 
-K4 0 0 K44- 2 4 
where K1 = K2 +K 3 +1K4 
I Goldstein - Classical Mechanics, Addison-Wesley Publishing Co., 1959 
W-25 
%' ­

.e2 
Figure W-4. Mast and Boom Coordinates for Cross Coupling Analysis 
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12 
Solution of the determinent yields the eigenvalues wk . It is assumed that 
K 2 K3 K 4 
13 1(4 
esulting in resonance:

2

w1 = 0


2 2 K2 
W2 W4 = 1 
K12 3 IIII 1 3I1 
Solution of the simultaneous equations yields the eigen vectors "ak":


2


(K1 - wk 2 1 )all-K -K
2 a 2 1 -K 3 a 3 1 4 a4 1 =0 
-K 2 a11 + (K2 - k I2) a2 1  -0 
-K 3 a l + (K3 - k 13) a3 1  -0 
+ (K44allN - 'k 14 ) a4 1  -0 
For the case wI = 0, this implies pure rotation of the satellite as a rigid body. The 
motion of the satellite in toto is discussed in another section. This motion will be slower 
and not as critical as une individual component motions. 
K2 K3 K 4 
Since the roots are triply degenerate _ - 4 ,the solution of the 
eigenvectors involves a straight forward solution of three and a construction of the fourth 
within the contraints of orthogonality requirements. 
W = 0 
a1 1 =a 2 1 =a31 -a41 
 2
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2 K2


_2 
 12 0 
=0 
- a22 -a42 = 221 
a 1 2 =a 3 2 
32 =K 1 1 + 1 11 ) ° 3=-r-1 a"T2 
a1 3 
Allowing a4 
settinga 4 
a4 . 
I 
 
=-+ a2 3


= a 1 4 + a 2 4 
a2 =0 
a--o 
I3 14 1 
-11 a3 3 =-a 4g 2 /1, 
+ a 3 4 + a 4 4  and 
a 4 a3 =0, 
all components of a4 are solved and presented in the following table. 
EIGENVALUE EIGENVE C TORS 
1 
2 
3 
4 
k 
-
3K2 
12 
22wk 
0 
2 
2'/' 
I 
3 
K 2 
2-)2 
a 1kak 
1 
,3I+I2-', 
0 
12-22 
21 
0 
(Satellite) 
2k 
1 
311 
1 
-I/I2 
1 
612 
(Boom) 
aa3k 
1 
/TI11 
.0 
-I2 
-
-2 
/62 
(Mast) 
a4k 
1 
SI +1J 
-1 
I2 
1 
/612 
(Boom) 
The normal modes are illustrated in figure W-5. 
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1ST MODE 2ND MODE 3RD MODE 4TH MODE 
0 2 3 r )>w '4= 
(PURE ROTATION) 
Figure W-5. Normal Modes of Satellite, Mast and Boom Motions 
The total motion of each of the four components is given by 
Z Ck aik elWkt17i = 
k 
where 
ni = displacement of it h component (boom, etc) 
Ck = constant for kth eigenvalue 
= th.t


ai = k component of th eigenvector 
i = kth eigenvalue


The constant Ck is determined from initial conditions:


Real part of Ck = Tij 717 (0) a k


ij


Imaginary part of C = - Z T. i (0) a k
k 131ijj


Where T.. = appropriate inertia term 
(T11 = I1,T22 = 12 etc).


Assuming that


)i (0) =0 i 1, 2, 3, 4


7i (0) =0


773 (0) = 8, which corresponds to a step or rapid displacement of the mast, the response 
of the boom is calculated. 
Im Ck = 10


Re- C_IV 
 e a3k*,.RC =1i8 1 I2


e 1 3 
 1 -I 
- I +-1 

Re C2 13 e (o) = 0 
=1 1 2C e 3 3 2 
20R 2 =­
e C4 3 6 2 
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The boom deflection 772 is given by 
-j wk t 
k 
-ie /I-2 -j w3 t 12 t2e ) e 
8[ 1 -jw3t 1 e-j w4 t 
4 Y2_] 
The other boom is simply: 
jI1 -j ! e, 4t=e w3 
 
4--8 4 I--e--e


Since II << I2, the deflection is essentially 
-j =04 t 
-. e 
Therefore it can be seen that for a finite step displacement 6 of the mast, the boom 
executes a displacement in inertial space of 8/3, in the opposite sense. 
Note that the satellite structure rotates 
711 0+ (- 1 -W)2 + 0 
= - ,ej 3 t 
Therefore, the displacement of the boom with respect to its equilibrium position varies in 
time from 8/3 - -8/4 = . 138to 8/3 + 8/4 - . 588. This is in good agreement With the calcu­
lated response of paragraph W. 3 of this appendix whichshows the subresonant boomiundarnental 
displaced 'by 0. 28 of the disturbance. The conclusion of this analysis is that in a resonant 
condition and for a rapid displacement of the' mast, the maximum dynamic displacement of the 
booms is not greater than that for the mast. 
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APPENDIX X


SAMPLE CALCULATIONS OF ATTITUDE DETERMINATION,


AND VEHICLE POSITION FIX


X. 1 GIVEN DATA 
X. 1. 1 Reference Station Locations 
Sta No. Lat. long. 
1 10N 60°W 
2 40'N 30 0 W 
0ON03 
4. O°N 75W 
X. 1. 2 Satellite Position 
Altitude: 6000 nmi 
Projection on earth surface: Lat. = 300N, Long. = 30 0 W 
X. 1. 3 Earth Configuration 
A spherical earth is assumed-for this, illustrative example with rpriii = S443 nmi 
X. 2 MEASURED DATA 
X. 2. 1 Interferometer Readings on Reference Stations 
Interferonieter No. Ref Sta No. Designation Value 
1 1 C1 1  31. 666400 
1 2 012 .06.97-1I3 
1 3. C13 314. 55529. 
1 4 C 1 4  195. 21342 
2 1 C21 
-274.07753 
2 2 C22 
-148.83161 
2 3 C 23 -81. 83879


2 4 C24 
-307. 09617


X. 2. 2 Satellite Readings on User Vehicle 
Interferometer No. 1 CV = 223. 69004 

Interferometer No. '2 C = -212.'09230 

Radar Range 6290. 669 nmi 
X. 2.3 Time Consideration 
All measurements assumed to be simultaneous. 
X. 3 PROBLEM 
To find unknown, latitude and longitude of user vehicle. 
X-1 
X. 3. 1 Outline of Method of Solution 
a. Satellite and reference station geographical coordinates are reduced to cartesian 
coordinates. 
b. Direction cosines of the range vectors from satellite to reference station are cal­
culated; 
c. The direction cosines from (b) are entered as coefficients in a 4 x 4 linear system 
of equations. The interferometer measurements on reference stations enter as the right 
'hand side of this system. The solution of the system yields interferometer orientation, scale 
factor,, and delay. These Values are calculated for each of the interferometers. 
d. Scale factor and delay from (c) are applied to the angular measurements on user 
vehicle. 
e. 	 Corrected measurements from,(d) are entered into two equations, the coefficients 
of the equations are the interferometer direction cosines solved for in (c). The solution of 
the equations gives 2 sets, of direction cosines for-the satellite to vehicle range vector. 
f. One set of direction cosines from (e) is eliminated. The range vector (satellite to 
vehicle) is obtained. 
g. The range vector is added to the satellite position vector. The result is converted 
into latitude and longitude designations. 
X. 	 3. 2 Calculation of N, Y, Z Coordinates 
a. 	 Reference station no. 1: 
X1 	 =R cos osX 
= 3443 cos 100 cos (-60) 
= 1695.3465 
= latitude 
X = longitude 
= R sin XY cos 
= 3443 cos 100 sin (-600) 
= -2936.4263


Z1 	 =R sinP 
= 3443 sin 10 
597. 8707 
b. Similarly for reference stations no. 2, 3 and 4: 
x 2 = 3443 cos 400 cos (-360 ) = 2284. 1342 
Y2 = 3443 cos 400 sin (-300) = -1318. 7455 
Z2 = 3443 sin 40 0 = 2213.1177 
XI3 = 3443 cos 600 cos 0= 1721. 5000 
=Y3 3443 cos 60 0 sin 0' 0 
Z3 = 3443 sin 600 = 2981. 7255 
X-2 
X4 = 3443 cos 40* cos (-750) = 682. 6329 
Y4 = 3443 cos 40		° sin (-750) -2547. 6207


° 
 Z4 = 3443 sin 40 = 2213. 1177 
c. Satellite:


Xs = 9443 cos 300 cos (-30) = 7082. 2500


Ys = 9443 cos 30' sin (-30) = -4088. 9389


Z = 9443 sin 300 = 4721. 5000


X. 3. 3 Direction Cosines of Range Vectors 
a. Satellite to reference station no. 1:


X - Xs = 1695. 3465 - 7082. 2500 = -5386. 9035


Y1- Ys = -2936. 4263 - (-4088. 9389) = 1152. 5i26


Z1 - Zs = 597. 8707 - 4721. 5000 = -4123. 6293 
Range: 
2 Ys ) 2 Zs ) 2  R sI ="(XI- IQ + (Y1 - + (Z! - 6881. 2305 
Direction cosines: 
lx R = 
--
-0.78284015 
s1


y 
- = 0.16748641


1y 1


Z 1 - Zs 
rlz S 	 = 
 -0.59925755


s1


In a similar manner the range and direction cosines for reference stations no. 2, 3 and 4 
are calculated. 
b. Satellite to reference station no. 2: 
Range: 
R s = 6081. 7652 2


Direction cosines: 
r2x = -0.78893473


ry = 0.455491672


r2z = -0. 41244313


c. Satellite to reference station no. 3: 
Range: 
R = 6963. 0365 
sx
3


X-3 
Direction cosines:, 
"3x = -0. 76988682


"3y = 0.58723502


r3z = -0. 24985859


d. Satellite to reference station no. 4:' 
Range: 
R s4
- 7044.3412
 
Direction cosines: 
r4x = - 0.90847631 
r4y = 0.21880232 
r4z = -0.35608473 
X. 3. 4 Linear Equations for Interferometer Orientation and Constants 
a. Interferometer no. 1: ' 
(1) System solution


xi(A, Vlx) + rly (A1 Vly) + r1 j (A1 Vlz) - (A1 D1 ) = C!!


r2 ,(A1 Vx) + r 2 y (A1 Vly) + r2z (A1 Y1z) - (A1, D1 ) = C12 
r 3x (A1 Vlx) + r3 y (A1 Vly) + r3z (A1 VIz) - (-A,'D1 ) = C13 
r 4 x (A1 Vlx) + r4y (A1 Vly) + r 4 z (A1 Vlz) -(A 1 D1) = C14 
With numerical values entered: 
- .78284015 (A1 VIX) +. 16748641 (A1 Vly) - . 59925755 (A1 VIz) 
- (A1 D1) = 31. 666400 
- .78893473 (A1 VQx 45549167 (A1 V 1y) -. 41244313 (A1 Vlz)) +. 
- (A1 D!:) = 206. 97113 
-. 76988682 (A1 Vlx) + .58723502 (A1 Vly) - .24985859 (A1 Viz) 
- (A1 %,) = 314. 55529 
- . 90847631 (AIVIx) +. 21880232 (A1 Vly) - . 3560847,3 (A1 Viz) 
- (A1 D1) = 195. 21-342 
Solution of this 4 x 4 system gives the following values: 
A1 DI = 0. 62796357 
A1 Vlz = 444.06309 
AI Vly = 313. 99998
 

A1 V1,x = - 314.03019 
X-4 
Where Vlx, Vly, Vlz are the direction cosines of the interferometer arm. 
(2) 	 Scale factor determination: 

2 2 ) 2 
A2 	 (A1 Vx + (A1 V') +(A V 2 
= (- 314. 03019)2 + (313. 99998)2 
 + (444. 06309)2
 
A1 =394, 402. 9733 = 628. 01511


(3) 	 Delay determination: 
(A1 D 1) 0.62796357 = 0. 00099992


1 =--- = 28.T15fT


(4) Determination of the cosines of the vector that is aligned with interferometer 
no. 1: 
(AIVIx) _ -314. 03019
 

-628. 01511 0.50003605
Ix A 1 
(AI V1y) 313. 99998 = 0.49998794


Vly = A -628. 01511


'(A1 	 Viz) 444. 06309 
lz A =6FT = 0.70708982 
b. Interferometer no. 2: 
(1) 	 System Solution: 
r1 x (A2 V2x) + rly (A2 V2y) + r1 z (A2 V2 z) - (A2 D2 ) = C21 
r 2x (A2 V2x) + r2y (A2 V2 y) + r2z (A2 V2z) - (A2 D2 ) = C2 2 
r 3 x (A2 V2x) + r 3 y (A2 V2 y) + r3z (A2 V2z) - (A2 D2 ) = C2 3 
r 4 x (A2 V2 x) + r4y (A2 V2y) + r4z (A2 V2 z) - (A2 D2 ) = C24 
The solution of this system yields the values: 
A2 D2 = 0. 69113131 
A2 	V2z = 0.00001241 
A2 	 V2y = 444.27517 
A2 	V2x = 444.23102 
From these solutions, in the same manner used for interferometer no. 1, the following


values are obtained:


(a) Sale factor: 
A 2 	= 628. 26875


X-5 
(b) 	 Delay:


D2 = o..noOO6


(c) 	 Vector cosines: 
V2x =0.70707165


V2y 	 = 0.70714191


V2 z - -0.00000002 
At this point, the direction cosines describing orientations, 'scale factors, and delays have 
been calculated for both interferometers. 
X.3. 5 User Vehicle Position Fix Calculation 
The-cosines of the angles between the line of sight from the satellite interferometer axes 
to the vehicle are computed by aprplying the scale factors and delays to the actual measure­
ments. 
0 1v • 223. 69004


C= + Dr = -D23.6904 +.00099992 = 0. 35718568


C C 2v  
 '212.09230 
- + D 2  
 2 	 62. 230 + 0.00110006 = - 0. 33648207 
2 
The set of equations for the direction cosines (-r ry, r z of the satellite to vehicle range 
Vector are:- -
VMTx + Vly ry + V 1z rz =.cos 8 = C1 
V2xrx + V2y ry + V2 z r =cos 82 = C2 
rx 2 Y4+2 +-r z 2 =1" 
x y 
Solving this 3 x 3 system for rz, the following quadratic equation in rz isobtained: 
1. 9999040.r~2 1.0102020 r - -0.'63162830 = 0 
Solving this equation by the quadratic formula yields: 
r= 0.86869345 
r 	 = - 0. 36356819 
z 2 
Solution of the 3 x 3 system of' equations for r and r and applying the values of r and " x y 	 Z .


r 	 to the 'system solutions, yields the following values:z2 ' 
=O. 01914792 
x1


r = 0.49497985


Yl


X-6 

2 
r = - 0.85219414xC
 
r = 0.37627559 
y2 

The dot product test of two vectors is applied to determine which set 6f direction cosines 
is applicable to the problem solution. A vector from the center of the eaith to the satellite 
and one from the satellite to. the, vehicle are shown in figure X-1. 
SATELLITE 
RS


a 
EARTH 
- VEHICLE 
Figure X-1. Vector Orieftation 
The angle a in figure X-1 must always be < 9 bynature of the vector geometry. 
Forming. the dot product,' places the two-vectors involved in a tail to-tail orientation. Under 
thig condition, the angle 19 in figure. X-.1 is formed and is always > 90 ° . With this' require­
ment, the product Rs 'f < '0 is the desired solution. 
R s r =B r + r z" x S,xl sy r y ! 
- (7082. 2500) (.01914792) + (- 4088- 9389) (- .49497985) + (472-1. 5000) (. 86869345) 
By inspection, Rs - r1 > 0. This is not the required result. 
Rs .- r. R x s x2 + R r 2 +R z r z 
~~~s8 2 y z5 z 
-(7082. 2500) (-. 85219414) + (- 4088. 9389) (.37627559) + (4721. 5000) (-.36356819) 
By inspection, R • r 2 < 0. This result meets the prescribed requirement. The r 2 
values of the.direction cosines-are the values required, for problem solution. , 
Using the, calculated 2 direction cosines in conjunction with the radar range measure­
ment, the components of the satellite to vehicle range vector are obtained. 
X-7 
Rx =R"rx= 6290. 6647 (- . 85219414) = - 5360. 8676 
Ry =R"ry= 6290. 6647 (.37627559) = 2367. 0236 
R =R"rz= 6290.,6647 (- 36356819) = - 2287. 0856,z 
 
Adding this range vector to the satellite radius vectori the user vehicle position vector is 
obtained. 
X = R + R = 7082. 2500 - 5360. 8676 = 1721. 3818 
x 
Y = R + R = - 4088. 9389 + 2367. 0236=- 1721. 9153 
Zv = Rs +R z = 4721. 5000 - 2287. 0856 = 2434. 4144 
2 + Y 2+Z 2R =3443.0393 
V V V v 
Conversion, from rectangular to geographic polar coordinates is as follows: 
Latitude 0 = sin- 1 (Zv/Rv) = sin- 1 (0. 70705392) = 450 0:256 N 
Longitude X= tan- 1 (Yr/Xv) = tan- (- 1. 0003102) = 450 0. 533 W 
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APPENDIX Y 
BOOSTER WEIGHT CAPABILITY 
This appendix describes the assumptions, lerivat ions and relationships used in determining 
thepayload weight that the various boosters or launch vehicles can orbit at different altitudes, 
As previously described, there are three weight losses considered between a 100 nmi cir­
cular orbit, and the circular orbit at-the desired altitude and inclination angle. These weight 
losses will vary with different boosters, altitudes and inclination angles. The exoression for' 
this variation will'now be discussed. 
Y. 1 INCLINATION ANGLE WEIGHT LOSS 
The objective of this section is to determine the loss of weight (AWl) that a particular 
booster can orbit by changing the inclination angle from X (the latitude of the. launching 
station) to some greater value, i. For a given booster, let: 
E = Energy capability of the booster


AKE = Change of kinetic energy applied during launch to a 100 nmi altitude at an


inclination angle, x.


AKE. = Change of kinetic energy applied during launch at an inclination angle, 1."


APE1, = Change of potential energy applied during launch at an inclination angle, X


APE i = Change of potential energy applied during launch at an inclination angle, i.


Therefore 
E =&KE + APE X 
and 
E=AKEi + APEi 
or'


AKE X +.APE X = AKEi+ APEi 
but for the same 'orbital altitude 
APEX =APEi 
Therefore


=
AKEX AKEi 
but 
AKE K 21 Mr (AVX,) 
2 
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and 
Kmi = m )2_2 , (AV, 
so 
I (AvX) 2=1 mi'(AV)i 2 
mi (AVd)2 
or 
2 
W.i =W k (AVx) 
I2

 ( AVij)


where 
m = mass of payload capable of being launched at an inclination. angle, x. 
m. = mass of payload capable of being launched at an inclination angle, i.1l 
W = weight of payload capable of being launched at an inclination angle, X 
*W' weight of payload capable of being launched at an inclination angle, i. 
AV), velocity increment which is added to the payload during launch to an inclination 
angle i. 
AVi = velocity increment which is added to the ,payload during launch to an inclination 
angle L 
Figure Y-1 describes the orbital plane at 100 nmi, and illustrates the various velocity vec­
tors involved. The velocity increments of interest' can be determined from the orbital plane

geometry. These increments are:

AVx = Vlo 0 - Ve 
and 
= 0 (o C i -X ) -e + [V4100 sin (i - x)1'2 AV. V1 
-
A Vi 2 V2 os2 (i- X +. 2V e Co (1- '+ V 2 sn ( 0 
ocs(ix+ e~ e)+ 1 0 0 si.ix(4100 V10 0 V06 
. 

200 + V 2 V100 IV cos (i - >).


= +e 10 e1 0 
Therefore 
i(V 100 - Ve) 
- 2 V1 00 Ve Cos (i- X)V10 0 + Ve 
Y-2'


Figure Y-I. Orbital Plane at 100 Nautical Miles 
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but 
AWI = X - W 
so (Vl00 - Ve) 2 
V100 +V e - 2V 10 0 V c (io ) 
where 
AW. = inclination angle weight loss 
The remaining terms in the above equations are: 
'V = r w cos X 
e e e 
V1 00 =N 
le = earth angular velocity


r e = radius of earth


r100 = radius at 100 nmi altitude


go = gravitational acceleration at earth's surface


i = orbital plane inclination angle


X = launching station latitude


Ve = tangential velocity at earth's surface


V10 0 = tangential velocity at 100 nmi altitude.


Y. 2 PERIGEE WEIGHT LOSS 
The next weight loss to be determined is that due to the injection of the payload at 100 inmi 
into an elliptical transfer orbit. The perigee is at 100 nmi and the apogee is at the desired 
orbital altitude. 
It is assumed that the last stage of the booster injects the payload. into the elliptical orbit 
by adding a velocity increment AVp .to the payload velocity at 100 nmi altitude. The neces­
sary velocity increment is defined to be the difference between the 100 nmi circular velocity 
and the necessary perigee velocity. 
Where 
V = perigee velocity of ellipse. 
V100, = circular velocity at 100 nmi 
but* 
2 
¥!00 =V rp , = Gravitational Constant (1. 4 x 1016 ft3/se


ra = radius of apogee


r2-T a r = radius of perigee


Vp(r =ap +r p
pp a 
*Jensen, Townsend, Kork and Kraft; "Design Guide to Orbital Flight" 1962 
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so 
/22Ar 1a 
pV r (r +r)­pTa
p rpr~ a -1 
For a given stage on aparticular booster, the loss of payload carrying capability can be 
determined from the following expression: 
eAVp/go Isp Wi


WrW
I p 
Where 
W. = weight of payload at inclination angle i before injection1 
W = stage propellent weightP


go = gravitational acceleration at the earth's surface


I = propellent specific impulse
 

sp 
But the weight of the payload before injection is the sum of propellent weight, stage struc­
ture weight, and elliptical payload weight, i. e. 
W = W +W +WI e s p 
Therefore 
+ + Wpe AVp/g 0sp = We s W +W,
e s 
where 
We = weight of payload injected into the elliptical dr-bit 
= structure weight of the last stageWs 
but W 
= pa s 
S
 ws 
so


+ 
 
e AV p/g°0s1 -SWe (1 +I s)Wp


We + 1/ ) W p
 

where ­

= propellent weight

= as stage mass ratio prpletwih


stage structure weight
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* Solving the above expression for W 
p 
w AVwpa sp 11+I/ seAVes. p/g sPWp 'ej 
For the stage mass ratios and ellipses considered in this model, the value of the denom­
inator of the preceeding relationship remains very close to unity. Therefore, for simplifica 
tion: 
W We (AV /g Ispw =W (e p Oi 1 ) 
As previously described:


Wi = We+W s+W p


or 
W. = W +W (1+1/s
1 e *p s


Combining the above, equations for W. and W
1 p 
AVp/g I' )W.= We +W e (e p- l'!+l/8s 
and, solving for We 
Ie L eAVp/go Isp - 1/1 + 
but


W = W]- W


or 
Wp,=Wi s/b + BSl1ea A 
 
AWp = w.[1 A V /g,. ls 
 j/ 
where


AW = weight loss due to injection at perigee.

P 
Y-3 APOGEE'WEIGHT LOSS 
The final weight loss to be determined is that loss due to the injection of the payload at 
the apogee, of the elliptical transfer orbit into the desired circular orbit. 
It is assumed that regardless of the booster used, an additional stage or rocket motor is 
included with the' satellite for circular orbit injection at the apogee of the eliptical transfer 
orbit. The motor accomplishes this function by adding a velbcity increment, AVa . This 
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___ 
increment, the difference in the velocity at apogee of the ellipse and the velocity of the desired 
circular ,orbit at altitude h, is: 
AV
 = a V h -V 
a


where 
Vh = circular velocity at altitude h 
Va = apogee velocity of ellipse 
but* Vh~ fL/a 
V 
arp


Va - ra (r. + r )


so 
AV = 
Further loss analysis is identical to the analysis used for determining the weight loss at 
perigee. Using the expression 
AVa/g Isp We
o 

e W -W


e p


where 
W = weight of payload in the elliptical orbit,e


= stage or motor propellent weight
Wp 

It can be found that


AV/a/g Isp

-
W Wf (e 
where 
Wf = final weight of the satellite payload injected at apogee 
We = Wf +Ws+ W p 
Ws,= weight of the stage structure or rocket motor.


By combining these last two expressions and solving for Wf


- + ass/1 
 
Wf = We eAVa/g Isp 1 ++/ 
but 
AWa = W -Wfe 
 
Ibid. 
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or 
AWa = We [1 
 6 s/1 +as
 
e a/gosp - ,/1+


where 
AWa = weight loss due to injection at apogee. 
Y. 4 SUMMARY 
The three derived weight losses and the factors involved in calculating these losses are 
summarized in this section. The subscript i indicates the value of that quantity is dependent 
upon the booster used. The subscript m indicates the value of that quantity is dependent upon 
the type of rocket motor used for injection at apogee. The subscript h indicates the value is' 
dependent upon the altitude chosen for orbit. For a particular altitude, booster, and final 
stage motor, the total weight loss of that booster's capability can be determined as follows: 
AW = W (1 -A) 
AW = W. (1- B)p 1 
AW =W (1- C)a e 
where 
- Ve)2A (Vo0 
2Vo O Ve cos (i-X)V00 +Ve2- 1 
BsOj)/1 + 8s (j)


eAVp(h)/g P(J) - 1/1 s(j)


=s(m) /1+ 8 s(m)C'= eAVa(h)/g°Is (m) 
- 1/ 1+ ,s(m) 
The total weight loss, AWt, has been defined as 
AWt = AW i + AWp + AWa


t i p


or 
AWt = wx(1-A) + wi (1-B) + We (1-c) 
From section Y. I 
Wi = AWX 
and from section Y. 2 
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W =BW. 
e I 
or 
We ABWx 
Substituting these values in the equation for AWt yields 
AWt=WX (I-A) +W)(A) (1 - B) +W (AB) (1 - C) 
which reduces to 
AWt =W> (1 - ABC) 
The weight that can be put into orbit at altitude h by a given booster W (j, h) is defined as 
the weight the booster can orbit at 100 nmi, WX>j), less the weight lost in going to altitude If 
Al (j, h), i.e., 
W(jh) WX(j Wt(j,h) 
or 
W(j, h) = W(j) - W() (1 - ABC)(h) 
Therefore 
=W(j, h) X(J) (ABC)(h) 
where 
W(j,h) booster weight capability at altitude, h. 
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APPENDIX Z 
DATA SYSTEM ANALYSIS AND PARAMETER CALCULATIONS 
Z. 	 1 INTRODUCTION 
Of the five RF links in the Navigation Satellite System,, three links carry a combination 
of radar and-data on a time shared basis, one link exclusively carries radar and one link 
exclusively carries data:. Since the power and bandwidth requirements are greater for'the 
radar portion, the three combination, links .are sized for the radar requirements and are 
extensively analyzed in Appendix A along with the exclusive radar link. The link from" 
satellite to-vehicle, that exclusively carries data, is the subject of this analysis and is 
referred to as channel 2 in other sections of this report. 
Since only data is carried by this channel, ionospheric refraction does not limit its 
frequency of operation to above 800 MC as required for the other four channels in the 
system. Since the satellite and vehicle antennas are wide beam, their gain is essentially 
independent of frequency and, the satellite power requirementsincrease as the square of 
the frequency. To minimize the power, the lowest possible-frequency is desirable. However 
below about -100 MC, extraterrestial galactic noise rises to a level that causes the power 
requirements to again begin rising. Thus, the optimum frequency for minimum satellite 
power is approximately 100 MC. A frequency of 110 MC was chosen for this analysis. 
Under present-day state-of-the-art, a peakpower of approximately twenty watts within 
the satellite is feasible. This analysis starts with this constraint and determines the 
transmission, reliability 'in terms of the detected message errors that are subject to 
correction by re-transmission. During the early stages of the program, when the system 
is lightly loaded, some of the system capacity may be utilized for error correction through 
redundant transmission. As the system is enlarged and more of its capacity is utilized, 
less system capacity can be applied to error correction. However, increases in, satellite 
power capability shall be concurrent with the system growth and the requirement for 
message redundancy is decreased. 
The error analysis presented in this appendix is based on the least desirable situation. 
This is when the satellite is near the vehicle horizon. Under this condition, it is shown 
that approximately one vehicte report in one hundred shall be in error and require re­
transmission. When the satellite is overhead,, the number of errors will be greatly 
reduced and will result in a negligible number of repeated messages. The actual number 
of repeated transmissions that are required will be the integral of the error probability 
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over the hemisphere above the vehicle. Since the least desirable case of one repeat in 
one hundred messages is within the capability of the system, it was deemed unnecessary 
to compute the actual system redundancy to show system-feasibility. 
Z. 2 	 DATA SYSTEM BANDWIDTH REQUIREMENTS 
Z. 2.1 	 Introduction 
In order to evolve a conceptual system model for purposes of evaluating the feasibility 
of power requirements, equipment weights and costs, etc., it is necessary to determine 
specific-values for a number of highly complex system parameters. One of the more 
significant of tliese is the data channel bandwidth. This parameter is a function of a 
number of inter-related system variables as well as sub-system and equipment design 
choices. These can be enumerated as follows: 
a. System Variables 
(1) 	 Data Rate


-- Fix rate


-- Total quantity of data


(2) 	 Doppler


-- Satellite Altitude


-- Operating Frequencies


-- Vehicle Velocity


b. 	 Sub-system Design Choices


-- Modulation Techniques


-- Detection Techniques


-- Error Rate Requirements


c. 	 Equipment Design Choices


- Component stabilities


-- AFC/APC considerations


-- Pulse -characteristics 

-- Specific circuit'choices 

-- Deviation ratio 

-A -rigorous'analysis of all of these factors is beyond the scope of this report since the 
results would, only be of academic interest. The extensive effort would be justified only 
after the variables affecting data rate and doppler are more clearly defined. However, in 
this appendix assumptions shall be made covering these parameters and the significant 
factors in the choice of a system bandwidth shall be discussed. Finally, a value for use 
in evaluating a conceptual system shall be determined. 
Z. 2.2 	 System Variables 
The data rate is dependent on the capacity of the system in terms of fix rate and total 
amount of data to be handled. The fix rate is a factor determined by the total number of 
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users and the fix rate each user requires,, For purposes of determining the system band­
width, it is assumed that a 2500 bit per second rate will handle the initial requir~ments ofthe system and provide fixes for up to nine vehicles per second. The total data per fix
'contains the basic fix data which consists of time, latitude, longitude and a limited amount 
of general and weather information. 
The doppler shift due to satellite and vehicle velocities is discussed in Appendix.P.Assuming a 6000 nautical, mile satellite height, the curve in Appendix P shows the maximumdoppler to be approximately (9.2 x 10-6)('Fs) CPS. This is approximately ±I KC for the
110 MC link and±10 KC for the "L"band link. 
The effect of this doppler shift on the bandwidth of the channel is dependent on the type of,detection circuit. If a phase tracking loop were employed, no additional IF bandwidth shallbe required to accommodate the doppler. However, since the cost and complexity of thevehicle equipment maust be kept 'to a minimum, use of such techniques 4s not desirable.'Therefore, the doppler shall be accommodated, on the 110 MC link to the vehicle. Assuminguse of AFC or APC on the satellite or frequency control'in the ground station, the 10 KCdoppler on the "L" band ground to satellite link can be neglected. 
Z. 2. 3 Sub-System Variables


The-choice of the type of modulation to be employed in a system usually involves a
highly complex analysis of trade-offs of various sophisticated techniques. However, in thecase of the navigation satellite; certain factors make this decision relatively uncomplicated.First, the basic operational concepts dictate a pulsed system since the radio channels shalltime share the data transmission with the radar pulses. Second, the constraint of minimumvehicle cost precludes any complex, and therefore expensive, techniques. This narrows thechoice to conventional AM or FM (FSK) systems that employ simple modulator and detector/discriminator circuits. The system chosen for evaluation can be defined as a PCM/FM
systeni with the qualification that discreet messages; rather than binary, coded characters
that represent quantized samples of analog signals; are transmitted. 
The error rate in the system is dependent on the signal-to-noise ratio in the decision

circuit. 
 This ratio is a function of a great many variables in both equipment and systemsdesign, For purposes of determining bandwidth, it is necessary to-determine the effect ofband limiting on error rate. The problem in a PCM/FM system is to narrow the receiverIF and video bandwidth as much as possible to reduce the threshold and minimize the
signal to noise ratio in the decision circuit. Ii6wever, a limit exists where the errorsincrease rapidly due to the inability of the filter to pass the signal energy. McRae, showsthat it is only necessary to have a post detection bandwidth equal to one half the bit rate. 
1Consideration of RF Parameters for PCM Telemetry 'Systems,. D. D. 'McRae, IRE
Trans. in Space Elec. & Telemetry, June, 1959.
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Thus, for the system under consideration, the ideal video filter would'be 1250' C PS. McRae 
further points out that it is unnecessary for the receiver-to pass frequency components 
higher than the 1250 CPS. The channel bandwidth required shall also include the separation 
between the "mark" and "space" frequencies. This separation is a function of the deviation 
ratio that is chosen. The rigorous solution tothe choice of deviation ratio is beyond the 
scope of this report sinde it involves manj specific design considerations. However, an 
approximation can be arrived at by considering that the minimum bandwidth is desirable to 
maintain minimum threshold, Since the maximum error rate will occur when the satellite 
is on the horizon (maximum path loss and fading), it is desirable to maintain a low threshold 
by sacrificing the FM improvement when the satellite.is overhead and the signal levels are 
high with minimum fading. Thus, a deviation ratio in the order of unity is desirable. 
From McRae, the ratio of channel bandwidth to bit rate for a deviation ratio of unity is 
approximately 2, if all components above 10% of the unmodulated carrier are to be passed. 
.Thus, a channel bandwidth of 5 KC is a gdod approximation of the system requirements. 
Z. 2. 4 Equipment Design Choices 
Many of the equipment design choices have already been discussed as variables affecting 
sub-system parameters. The major design choice remaining is the component stabilities. 
Again, minimum cost of vehicle equipment dictates a system limitation. A stability of 1 
part in 105 is considered economical on the vehicle. At the 110 MC frequency, the 
,additional bandwidth allowance must then be approximately ± 1. 1 KC. 
-Allowing an additional ±0. 5 KC to cover the AFC capabilities of the satellite, the total


allowance would be ±1. 6 KC maximunm or ±1.2 KC RMS.


Z. 2. 5 Total Bandwidth 
Allowing for the least desirable case, the total receiver IF bandwidth would be the 
sum of the doppler, information bandwidth and component instabilities. This -bandwidth 
is -10. 2 KC. For purposes of this study, 10 KC shall be used for system evaluation. 
,Z. 3 EVALUATION OF PARAMETERS 
Z. 	 3. 1 Free Space Attenuation


- The free space attenuation between the satellite and vehicle is


Lfs = 37.8 + 20 log D,+ 20 log f 
where


SLfs = free space loss in db


- D = straight line distance between satellite and vehicle in nautical miles


f frequency in megacycles
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Lfs 	 =37.8 + 20 log 8496 + 20 log 110


= 37.8 + 78.6 + 40.8


= 	 157.2 db 
Z. 	 3. 2 Antenna Gains 
The satellite antenna gain, determined by the required coverage, is 
=9.7 dbGs	
The vehicle antenna gain is 
G =2db 
v 
The sky temperature contains contributions from the sun, oxygen and water vapor, and 
extra terrestial galactic noise. At 110 MC, the sun, and oxygen and water vapor components 
are negligible but, the galactic noise is significant. The temperature varies from about 
3000 K, at the galactic pole, to about 30000 K, at the center. The sum of incremental 
components, over the entire sky, has an average value of approximately 14500 K. 
Then: 
T 	 = 0.3 (290) + 0.7 (1450)a


= 87 + 1010


= 1097 0 K


The effective noise temperature is calculated by the equation 
= Ta + 290 (F-I)T e 	 
where 
F is the receiver noise figure 
On the vehicle, the noise figure is 5. 5 db (3. 54) and 
T
.e 	 = 1097 + 290 (3. 54-1)

= 1097 + 738


= 1835 0K


Z. 	 3.3 Losses 
The losses in the satellite to vehicle path are 
L 3db + 0.8db + 1.2db


(polarization) (atmospheric) (component)


+ 	 6 db + 2 db = 13 db


(fading margin) (safety factor)
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Z. 	 3.4 Effective Noise Temperature 
The vehicle antenna has an approximately uniform antenna pattern for its temperature 
characteristics. The side and back lobes, which constitute about three tenths of the entir 
pattern, sense the earth's temperature of 2900K. The hemispherical portion of the patter 
virtually senses the entire sky. Thus, the vehicle antenna temperature can be found by: 
Ta=.3(290)+.'7(Ts) 
where 
T s 	 = average sky temperature. 
Z; 3. 5 Receiver Noise Power 
The receiver noise power is 
N 	 =KT B , 
e 
N 	 =(1.38x 10- 23) (1. 835 x 103) (10 x 103)


= 25.32 x 10- 1 7 watts­

= -156 dbW (-126 dbm)


Z. 3. 6 Calculation of Signal-to-Noise Ratio and Energy Contrast 
Z. 	 3. 6. 1 Signal-to-Noise'(S/N) 
The signal received by the vehicle receiver in the absence of fading is 
-S 	 =Ps + G + G =Ls -L 
(all values in db or dbm) 
S +43 + 9.7 + 20 - 157.2 - 7 
=-109.5 dbm 
S/N.= -109.5 - (-126) 
-S/N= 16. 5 db 
Z. 3.6. 2 Energy Contrast 
Digital Systenis require discrete elementary signals as information, carriers. Such 
signals shall be separated in time and frequency. Each signal will occupy a bandwidth 
(WL) in the low-pass-band for a duration of time (T). 
The theoretical limit of bandwidth occupancy (W,) of the elementary signal is


1
wL 
sin A 'sinA 
This, can only be achieved with X signals. Because the X signal is not limited 
to a time interyal(T) (the distance between two zero crossings of the waveform), a more 
practical value of (WL) is 
2


WL = 2
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The total signal energy (E.) contained in the detected signal is 
Eo =,WL'T S 
where S is the signal strength of'the elementary signal. Dividing both, sides by the 
received noise level to determine energy contrast, the result is 
" EO/N =WLTS/N=2S/N 
For 
S/N= 44.6 (16..5 db) 
the energy contrast is 
Eo/N = 2 S/N = 89.2 (-19.5db) 
In the error analysis,, the median value of energy contrast is required. Since the free 
space loss can be considered a mean or rms value and the fading is assumed to be Rayleigh 
distributed, the energy contrast of 19. 5 db shall be corrected to median value of 1. 6 db below 
the mean value. Therefore, the median energy contrast on the data link'is 
19.5 - 1.6 = 17'.9 db. 
Z. 4 ERROR ANALYSIS UNDER CONDITIONS OF RAYLEIGH FADING 
Z. 4. 1 Introduction 
The results of a theoretical analysis of the message transmission reliability of the 
navigation satellite data. transmission system is presented in this paragraph. Consideration 
is given to thefeasibility of using either error-detecting or error-correcting coding to 
enhance the message transmission reliability. 
The received signal power is assumed to be Rayleigh distributed in agreement with 
a curve plotted from an actual channel test between a satellite and a ground station. Curves 
of message transmission reliability are plotted vs. median received energy contrast. 
Conclusions, and recommendations are made on the basis .of a 17. 9 db median energy contrast 
at the receiver. This value was given as a specified system design parameter, 
The major conclusion of this presentation is that while the overall long-term average bit 
error rate in the data transmission channel is not good, most of these errors will be 
concentrated within a few messages that occur during fades. Thus, a reasonable message 
error rate is feasible at a 17.9 db median received energy contrast. In addition, most 
of these erroneous messages could be detected by a relatively simple error-detecting 
coding system. On the other hand, if it is desired to correct the erroneous messages 
rather than to request a retransmission, only the most complex and costly of error­
correction-coding systems would be applicable. 
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There are many complex problems associated with a Navigation Satellite System, 
including the determination of accurate fixes of satellite numbers and orbits, equations 
for position calculations, etc. Once these are all determined one problem,perhaps the 
most important, remains. This problem is whether a data transmission complex can be 
set up between the satellites and possibly thousands of users so that the required number 
of position fixes can be accurately and quickly provided without overloading the system. A 
complete answer to the problem involves the consideration of message error-rate in the 
channel, expected channel transmission conditions, expected number of users, and the 
parameters of the transmitter and receiver system between the satellite and the user. 
While it is desirable to have a negligible message error rate, it might be feasible to 
tolerate a few percent of erroneous messages if they can be detected and requests made 
for retransmission. 
The purpose of this presentation was to make a theoretical observation of'the expected 
message error rates under the specified system parameters. Based upon these calculations, 
recommendations were to be made on the feasibility of error-detecting or error-correcting 
coding to enhance the message transmission reliability to the user. 
Z. 4. 2 Description of Message Transmission System and Format 
a. Communication System Parameters: 
(1) The received power is considered to be Rayleigh distributed. 
(2) The bit rate of transmission is 2. 50 KC. The pulse width is 400L sec. 
(3) FSK modulation is used in message transmission. 
(4) Detection is non-coherent, non-orthogonal frequency discrimination. 
(5) The median energy contrast at the receiver is 17.9 db. 
b. Message Format: 
(1) All messages begin with a sync code consisting-of sixbits (all marks). The 
timing circuits, ini the receiver are activated upon verification of the sync code. If the sync 
code is in error, the receiver shall disregard all transmission until a subsequent sync 
code is detected and verified. 
(2) Every sync code shall be followed by a four bit function code. The receiver 
shall decode the reference code and interpret it as one of the following: 
(a) Reference station fix command 
(b) Vehicle fix command' 
(c) Vehicle report follows (airborne) 
(d) Special user vehicle report follows 
(e) Emergency report follows 
(f) Vehicle report follows (seaborne) 
(g) Other type report 
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(3) Every function code will be followed by either an eight bit reference station 
address, or a 24 bit vehicle address, depending on which function code is sent. The address 
will constitute the ,end of message transmission fora vehicle or reference station fix 
command. If the function code calls for a report, the report will immediately follow the 
vehicle address. 
(4) The vehicle report consists of 153 bits of information including eight bits 
for error detection. 
(5) There is'built-in system error detection. 
(a) If an addressee does not correctly decode a sync and/or function 
command that was intended to be a fix command, the addressee shall not respond to the 
range pulse. Its failure to respond shall be noted at the ground station. 
(b) When an addressee responds to the range pulse following a fix'command, 
it generates and transmits its address. The ground station shall determine if the proper 
addressee has responded t6 the range pulse by comparing the address transmitted by the 
addressee'to the address originally transmitted by the ground station. 
(c) When a vehicle has -received a fix. command, it shall start a clock 
that is preset to run a timeo(T). If the vehicle does not receive its report within time (T), 
the vehicle shall initiate a request for another fix report. 
Z. 4. 3 Assumptions Made in Mathematical Model of Message Transmission System-Analysis 
A simplified mathematical model of the-transmission system was assumed and approximate 
calculations, rather than extremely accurate calculations, were made because of time 
limitation. However, it is felt that the results still provide a good overall picture of the 
expected transmission, channel behavior, as well as a bases.for evaluating the feasibility 
of protective coding as applied to the data transmission. 
Z. 4.3. 1 Definition of Terms 
This section contains some of the basic definitions used in the mathematical model. 
a.. Energy contrast -E (Signal energy divided by noise power per cycle per second.)E g N 
Usually taken to be the median E/N, at the receiver. 
b. Erroneous message - any message received with one or more bits in error. 
c. Undetected error - any error which results in an invalid report being displayed­
by any vehicle. 
d. Short Message - A message 50 bits in length, used in some places as a 
mathematical model of a vehicle fix command which is composed of somewhat fewer bits 
(including address, sync bits, etc.). 
e. Long Message - a 187 bit message used as a mathematical model-of the vehicle 
report message. The, 187 bits include a 34 bit preamble consisting of addressing bits, 
synchronization bits, etc. A long message shall be said to have an undetected error 
Z-9 
if the preamble is received.correctly, but the data has one or more errors. The short 
message, by definition of its format, will always give an indication of an error (i. e., a 
synchronization bit is not received, or the wrong address is received, or a wrong 
command, etc.). 
Z. 4..3.2 Assumptions 
a. Channel - The channel was assumed to be such that the received signal power 
was Rayleigh faded. This assumption was based on a graph made from data taken on an 
actual satellite-to-ground test where both-the satellite and ground, antennas were semi­
directional. 
b. Detection - The detection was assumed to be based upon noncoherent, non­
orthogonal FSK signals. , A supplied curve gave probability of bit error in Gaussian noise 
as a function of 2/N. at the receiver. A Rayleigh distribution was superimposed-upon 
this curve to supply the channel analysis in this document. 
. c. Message format - Message transmission reliability was calculated for 
50 bit and.200 bit messages. These calculations are good for messages of approximately 
the same sizes. Also, if a reliability figure is good for a longer word size, it shall 
always be good for a smaller word size. 
Z. 4. 4 Message Transmission Reliability Analysis 
Z. 4.4. 1 Short Message 
Figure Z-1 is a plot of the probability of receiving a short word in error as a function 
of median received energy contrast, The probability of error was calculated for various 
bit -error rates and the results were then averaged over a Rayleight distribution fok each 
mean E/N . At the specified system E/N of 17.9 db, it is noted that 6 out of 1000 short 
messages would be received in error: 
-Z. 4.4. 2 LongMessage 
Figure Z-2 presents essentially the same calculations for the 187 bit word at the 
specified system median E/N and the result is that 15 out of 1000 long Tnessages shall 
be received in error. 
Figure ;Z-3 presents a plot of the probability of not detecting an error in a long message 
vs. median E/N 0 for zero check bits and one parity check bit. More advanced error 
detecting systems are discussed in the following paragraph. 
Figure Z-3 is calculated on the basis of the 34 bit preamble (synch + function code +


address), being correct in a 187 bit word with one or more of the remaining 153 bits being


in error. This was calculated for various bit error rates and then the results averaged


over a Rayleigh distribution. These results were halved for the one check - bit-case


since a single parity check shall detect all odd errors.
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Figure Z-3. Probability of an Undetected Error in a Vehicle Report with Zero and 

One, Check Bit vs Median E
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Note that at the specified system median receiver energy contrast of 17.9 E/N, 10 out 
of 1000 long messages shall get through with an undetected error if no check bit is used, 
while 5 out of 1000 will have undetected errors if one parity check bit is used. 
Figure Z-4 is a plot of the difference between figures Z-2 and Z-3 and gives the 
probability of a detected error in a long message as a function of E/N for zero and one 
check bit. 
Note that in all curves, the slope is steep and a difference of a few db in the median 
received, energy contrast can make a signficant difference in the data transmission re­
liability. Thus, for all cases where the satellite is above the vehicles horizon, significantly 
better results can be expected. 
Z. 4. 5 Application of P-rotective Coding to Improve the Reliability of Message Transmission 
Z. 4. 5. 1 General Considerations 
There is an increasing need by communication systems for high speed andextremely 
'reliable digital communication and data transmission complexes. Often, the desired 
transmission reliability is difficult to achieve within moderate equipment cost and complexity. 
In satellite systems, size becomes- an even more important consideration' than cost. In 
many cases it is becoming increasingly evident that ever tremendous increases in antenna. 
size, transmitter power, etc. do not result in the desired reliability. This has brought 
about an increased interest in error control techniques (error-detecting and/or error­
correcting coding) which, in many cases, can achieve the same improvement in transmission 
reliability at less cost. 
Z. 4.5. 2 Error Correction Coding and Its Possible Application to the Satellite Data 
Transmission System 
Past studies have shown that easily implementable error-correction techniques do not 
-materially improve transmission reliability in a Rayleight fading channel. Only the more 
complex and expensive coders can be effective. Therefore, this, document shall not study 
this application any further since the cost of error-correction equipment would be prohibitive. 
The addition of a small amount of redundancy to a message, according to one of the many 
possible coding techniques, permits the detection of expected error patterns at the receiver. 
Cyclic forms of Bose-Chaudhurt codes can be used to-detect a -number of random errors 
or a larger number of errors in a burst. Other forms of codes, such as the Reed-Solomon 
codes, combat multiple bursts of errors. Although these error detection systems are 
efficient, they are only practicable where the erroneous message can be eliminated, or a 
request can be made for retransmission of the message. 
The implementation of error-detecting coding is relatively simple, This method requires 
a linear sequential circuit of length equal to the number of check bits with codes at the 
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transmitter and receiver. A linear sequential circuit is a shift register with .several 
feedback connections to exclusion -OR gates. 
For the particular long message, it is seen that the addition of one check'bit would 
detect half of the erroneous messages. The analysis of the detecting properties 'of two 
or more check bits is extremely complicated and cannot be examined within the context 
of this. document. It can be said, 'however, that the addition to the long message of from 
10 to, 20 check bits would permit the detection of possible 99% or more of erroneous 
messages. 
Z. 4. 6 Conclusions and Recommedations 
Z.4. 6. 1 Conclusions 
As a result of this analysis of the message transmission reliability it is concluded that 
a. The message transmission reliability is reasonable but not excellent at the 
specified 17.9 db median received energy contrast. 
b. The message reliability is quite sensitive to changes of a few db in, energy 
Contrasts since the curves have a steep slope. 
c. Error detection coding can possible provide a feasible means of signficantly 
reducing th'e probability of an undetected erroneous message, 
d. Error-correcting coding is not feasible in the situation studfed. 
Z. 4.'6.2 Recommendations' 
a. Since the message transmission reliability is so sensitive to small changes 
in median energy contrast at the receiver, careful design of the system should be made 
to insure that it will be above the 17. 9 db level in the actual expected environment. 
b. Further study of the cost and error detecting capabilities of various longer 
error-detecting coding systems should be made to proyide a means for making the data' 
channel -extremely reliable. 
Z.'4.6. 3 Sample Calculation 
As an example, the probability of an undetected error in a 187 bit word with a 
34 bit address shall now be calculated for a median E/N of 15 db and zero-check bits. 
* For a fixed-bit error rate (R), the probability of an undetected error is P = {1-(-R)1 53 34 34 t15311 
(I-R) in which (1-R) is the probability of a correct preamble and {i - (I-R) } is the 
probability of one or more errors in the remaining 1.53 bits. 
1
 ­Error, rates of l , 10-2,10 3, 10-4 10-5 , 10 ,10-7, 108 were'chosen, andP 
was calculated for each. The results are: 
- -7 -8


-1 -3 -4 10-5 10 6 10 10
R 10 10-2 , 10 10 
P .0275 .500 .101 1.19 x.I 2 1.19x 10 3 1.19x 10-4 1.19x1O- 5 1.19x10
- 6 
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Using the relationship P = 1/2' e -h/ ZNo, the energy contrasts were calculated for 
bit error rates halfway between the ones chosen above. 
- 1 - 2 	 - 4 5 5x10- 6 5x10- 7 R 	 .5x0 5xl10 5x10- 3 5x10 5x10
-
E/N o 6.5 9.A8 11.5 12.8 13.7 . 14.8 15.2 
The fraction of the time when E/N0 lies in each region can then be read from Rayleigh 
distribution graph paper for a median E/N o = 15 db. The results are: 
Fraction of the Time


co<E/N° <6. 5 . 0075


6.5 <E/N0 <9.8 	 .0925 
9.8 <E/N o <11.5 .1:10


Ida5 <E/N0 <1-2.8 .110


12.8 <E/N0 <13.7 .070


13.7, <E/N o <14.8 .090


14.8 <E/N0 <15.2 	 .040 
15.2 <E/N<c< .48 
Multiplying the fraction of time by the appropriate error probability and summing, 
results in the average error probability, ,which in this case is 0. 059. 
For higher median E/N 0 , the lower s/N, 's are not on the Rayleigh graph paper. In 
this case, the distribution shall be-approximated by a straight line in this region, and the 
"fraction 	 of the time" calculated by integating this curve. 
Note that in the above calculations. all E/N 0 >15.2 db are assumed to produce a bit ­
- 8error rate of 10 . "This is not true. If-E/N , >15..62, the bit error rate is closer to 
10- 9 , etc'. However, in this particular calculation the 10- 8 bit error rate has negligible 
contribution to the total probability of an undetected error. For higher median E/N0 , the 
smaller bit error rates'contribute significantly to the error probability and error rates 
less than 10- 8 might have to be considered. 
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APPENDIX AA 
FORTRAN PROGRAM 
This appendix contains the FORTRAN programs which compute the weights of the various 
satellite subsystems and the costs of the Navigation Satellite System according to the analysis 
presented in paragraph 7.4. 1, entitled Optimization Studies. 
The results presented in paragraph 7.4. 1. 2 were calculated by execution of these routines 
on the IBM 7094 digital computer. 
MAIN RMF 12/5/63 12/14/63 
DIMENSION ALT(121,NGS(121,CGS(lZ),OMLAM(5),PUL(3),CBDO(5),


XRELB('52,ACTCST(5),WW(5WWE(5),WWH(5)


DIMENSION ZBUSO(S)


IRPUN=O


NALT=12


READ INPUT TAPE 5,1O0O,(ALT(I),I=NALT).


READ INPUT TAPE 5,l0I,(NGS(IjI=1tNALT)


READ INPUT TAPE 5,1000(CGS(I),I=tNALT)


1001 FORMAT(1213)


1000 FORMAT(6E11.4)


OML-AM(11=810.


OMLAM(.2I=920.


OMLAM(31=1500.


OMLAMC4)=5000.


OMLAM(5)=8500.


PUL1)=260.

PUL(2)=350.


PUL(3=210.


CBOO(I)=2.1E+06


CBO'(2)=2.6E+06


CBOD(3)=3.OE+06


CBOO(4)=6.3E+06


CBOO(5)=7.8E+06


RELB{ 1)=0.95

RELB'(21=0.75


RELB(3)=O.75


RELB14)=0*6


RELB(5=0.5


GMU=6.26E+04


GG=5.3E-03


RRP=3538.


GLAMB=28.4*0.0174532925


GGII=45.D.0.0174532925


VV1=4.2064


VVE=O.22


00 80 1=1,5


ACTCST(I)=CBOO(I)/RELB(I)


80 CONTINUE


TOMP=(VVI-VVE)**2/(VVI**2+VVE**2-2.0*VV1*VVE*COSF(GGII-GLAMB))


00 50 1=1,5


WW(I)=OMLAM(I)*TOMP

50 CONTINUE


200 READ INPUT TAPE 5,1009OH


1009 FORMAT(FIO.31


IF(OH) 211,211,210


211 CALL EXIT 
210 
20 
1=1 
IF(OH-ALT(l).)10,10,20 
DO 30 I=2,NALT 
IF(OH-ALT(I))40,10,30' 
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30 	 CONTINUE


I-NALT


GO TO 10


40 l1-1


10 MNGS=NGSII).


RCGS=CGS(I')


OHI-ACOSFI3424.9/{3438.+OH)|-0.08721


TEMP=3.14159271/ACOSF(COSF(PHII/0.70711)


NSAT=TEMP O.9999


NSATsNSAT*2


CSTPS=I.5E+06


TMSAT=NSAT


TOTCOS-=TMSAT*CSTPS


RRA=3438.+OH


DELUP=SQRTF(-GMU/RRP)*(-1.O+SQRTF(2.0*RRA/(RRA+RRP)))


FACI=O.1/I(EXPF(OELUP/(GG*PUL(1)I)-0.3)


FAC2=0.,7/(EXPF(DELUP/(GG*PUL(2)})-0.3)


FAC4=0.5/(EXPF(DELUP/(GG*PUL(1)I1-0.5)


DELUA=SQRTF(GMU/RRA)*(1.0-SQRTF(2.0*RRP/(RRA+RRP|))


FAC3=O.9/(EXPF(OELUA/('GG*PULC3)2)-0.1)


00 60 1=1,3


WWE(I)=WW(II*FAci


60 	 CONTINUE


WWE(4)=WW(4)*FAC4


WWE(51=WW(5*FAC2


00 70 1=1,5


WWH(11=WWE(I)*FAC3


70 CONTINUE


888 CALL.'WEIGHT(OHWTSAT.,IRPUN)


IF('IRPUN-2) 887,200,200


887 	 DO 90 1=1,5


IF(WTSAT-WWH(I)).OO,IO0,90


90 CONTINUE


GO TO 888


100 BOOST=TMSAT*ACTCSTC'I)


NN=I


COSTI=BOOST+TOTCOS/RELB(NN)


COST3=COSTI+RCGS.


MSAT=NSAT/2


SMSAT=MSAT


,GMSAT=SMSAT


SATCOS=00


WTPPL=SMSAT*W TSAT


Do 169 I=1,5


169 ZBUSD(I)=O.O


175 IF(WTPPL-WWH(5)170,11a;171


170 DO 172 1=15 '


IF(WTPPL-WWH(I)) 173,173,172


172 CONTINUE


173 ZBUSD(I)=ZBUSO(I)+I.O


SATCOS=SATQOS+GMSAT*CSTPS/RELB('I)


GO TO 180


171* 	 ZMICH ,.


181 	 ZMICH=ZMICH+1.0


ZMACH=ZMICH*WTSAT


IF(ZMACH-WWH(5)) 181,182,183


183 	 ZMICH=ZMICH-I.O


ZMACH=ZMICH*WTSAT


182 	 ZBUSD(5)=ZBUSD(,5)+I.O


SATCOS=SATCOS+ZMICH*CSTPS/RELB(5)


GMSAT=GMSAT-ZMICH


WTPPL=WTPPL-ZMACH


IF(WTPPL) 180,180,175


180 	 TPBOCT=O.O


00 190 I1=15


ZBUSD(1)=-2. 0ZBUSD(1)


TPBOCT=TPBOCT+ZBUSDI)*ACTCST(I)
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190 	 CONTINUE


COST2-2.0*SATCOS+TPBOCT


COST4=COST2+RCGS


999 	 A-A


GO TO 888


ENDC1,OO0,OtO.t1l O.OO.OOtOtO)
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SUBROUTINE WEIGHT(HtWSIRPINI) 
 
SUBROUTINE WEIGHT(HWS,.IRPIN'


DIMENSION G(2),A12),.FR(7),B(5),,TNB(2),TN('5),F(7)


DIMENSION R(2bC(2),PH'(2),ALP(7)PNR(7)-iPNA(6)PN(7),PP(7),


XS(5B5PAOVS),PA(5)


DIMENSION OG12),OA(2),OF(7)


DIMENSION TABLE(10,11),ICAS(I1t85)


IF(IRPIN) 6969,6969,6970­

6969 OG(1)=5.O


,OG(2)=5.O


RE=3438.0


P1=3.14159


OSD-0.0


OXI=290000O


OGV=1.5


X2=1.6L88E+05


OAt11=13.0


0A(2)=13.0


-FR(I:)=9.9E+08


FR(2)=1.1E+08


,FR,(3)=1.OE+08


FR14)=9.7E+08


FR(5)=2.1E+09


FR(6')=9.gE+08


FR7)=9.6E+08


READ INPUT TAPE 5tlOOO,((TABLE(IJhI=,1O)Jl,11)


1000 FORMAT-(5E1O.3)


READ INPUT TAPE 5,1001.,1{ICAS(IJ),I=1-.L)tJ1,30)


1001 	 FORMAT(11,2)


OGG=44.0


X3=4.OE-21


BR=1.6E+05


OF(i1=&.4 
OF(2)=4.72


OF(3)o4.72


OF(4)=-7.6


OF(5)=-7.6


OF (,61=6.0­

OF(7)=6.0


PPG=15.O


,PPT=3o6E+03


SIGR=5.OE-02


TPRW=3.2E-04


BA=L43.0


SIGP=2.OE-l


PE=I.OE-04


'GP4=50,.0


B(3)=O*O


.B(5)=O.O


B(2)=5.OE+04


TN(1)=.66E-03


TN(2)=1.028E-02


TN(3)=1.156E-02


TN(4)=I.856E-02


TN(5)=2.556t-02


tNB(-I)=1.66E-03


TN8(2)=1°'92E-03


ITV=I.0


TTB=1.0


BCN=4.0


CUNV=PI/180.O0


GCI)=OG(1)*CUNV


G(21=OG(21*CUNV


SD=OSD*CUNV


Xl=OXI*CUNV**2


GV=EXPF(O.2303*OGV)


A(I1=EXPF(O'.230310A(I)


A(2)=EXPF(O.Z303*OA(2))


"GG=EXPF(O.Z303*OGG)


DO' 333 1=1,7
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333 	 F(I,)EXPF(O.2303*OF(II)


ICO=1


6968 A=A


6970 IRPIN=l


IF(ICO-1)6971,697lt6972


6972 IFIICO-30 ) 6973,6973,6974


6974 IRPIN=2


ICO=n


RETURN


6973 J=ICO-1


00 6976 I=1,11


IF(ICAS(IJ))6976,6976,6977


6977, 1=1


ZK=ICAS[I,J)


GO TO(I,9,,1l,12t2,3,4,5,6,7,8),-

I tl


GO TO 13


9 L=4


GO TO 13


11 L=6


GO TO 13


12 L=7 ,


13 FRiL)=TABLECKI)


GO TO 6976


2 	 OGG=TABLE(K,I)


GG=EXPF(O.2303*OGG)


GO TO 6976


3 	 PPG=TABLE(K,I)


GO TO 6976


"

4 PPT=TABLE(KI),
 
GO TO 6976


5 SIGR=TABLE(KI)


GO TO 6976


6 SIGP=TABLE(K,I)


GO TO 6976


7 8(5)=TABLE(KtI)


GO TO 6976


8 TTV=TABLE(K,I)


6976 CONTINUE


6971 ICO=ICO+1


'00 10 I=l,2


Z = 'RE*COSP(G(,I))/(RE+Hi


B = Z*COSF(G'(I))+SINF(G(I))*SQRTF(1.0-Z**2)


R(I) = SQRTF(RE**2+[RE+H)**2-2,.O*RE*(RE+H)*B)


C(1) = ACOSFCB)


PH(I) = 2.O*[PI*0.5-C(I)-G(I))+SD


10 	 CONTINUE


20 	 TEMP = XI*GV*(X2/R(I))**2/((4.0*P[I**2*A{U)*PH(I))


00 30 1 = 1,3


ALP(1) = TEMP*(I.OE+1O/FR(I)**2


30 CONTINUE


GO TO 80


82 IF(PP(I)-400.3 83,83,84


84 PA{I) -= 3.0*PAO(I)


GO TO 80


83 PAI) = 3.5*PAO(I)


80 CONTINUE


TPA = 5.0


00 89 I = 1,5


89 TPA=TPA+PA(I4


WRT = 2.4*PA0(l)


WCT = 23.0


DO 90 I = 2,5
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90 	 WCT = WCT+0.3*PAOC(I)


WSP - 0.StTPA+lO.O


WR = WE+WAA+WRT


WSTA = IO.O+50.348*((RE+H)/(RE+6000.1)


WET = WCT+WR+WSTA+WSP+10.0


WSTU = 0.25*WET


'WS, - 1.25*WET


OH=H


PH(11=PH(1)/CUNV


PH(2)=PH(2)/CUNV


SR=4.343*LOGF(SR)


SA=4.343LOGF(SAl


DL=6080.*DL


0M=6080.*DM


OS=6080.*OS


S(2)=4.343*LCGF(S(2)1


S-{3')=4.343LOGF(S(3))


S(5)=4.343*LOGF(S(5))


900 WRITE OUTPUT TAPE 6,9000


9000 FORMAT(iHIlOX)


WAIT=WS


100 	 A=A


RETURN


END(,tOtO,0, vOl1,O,OOOtOOO)


ALP(6) = TEMP*(1.OE+10/FR(6))**2


35 	 TEMP = XI*GG*(X2/R(2))**2/((4.0*PI)*.2*A(21*PH(2))


ALP(4) = TEMP*(1.OE+10/FR(4)l**2


ALP(5) = TEMP*(1.OE+1O/FR(5))*2


ALP(7) = TEMP.(I.OE+10/FR(7))**2


40 	 rEMP = BR*0.4


PNR(1) = F(I)*TEMP


PNR(4) = F(4)*TEMP


PNR(6) = F(6)*TENP


PNR(7) = F(7)*TEMP


45 	 TEMP = BA*0.4 
PNA(4) = F(4)*TEMP 
PNA(6) = F(63*TEMP 
PN(2) = F(2)*B(2)*0.4 
PN13) = F(33*B(3)*0.4 
PN(5) = F(5)*B(5)*0.4


PN(7) = F(7).*B(2j*0.4


SR = O.75*(X2/BR)**2/(PI**2*SIGR**Z*BR*TPRW)


PP(I) = SR*PNR(1)*(PPG*PPT*ALP(6)*ALP(7)+PPT*ALP(6).PNR(7)+PpG*


XALP(7)*PNR(6)+PNR(6)*PNR(7))


PP(1) = PP(1)/(PPG*PPT*ALP(6*ALP(7)-SR*PPT*ALP(6)*PNR(7)-SR*PPG*


XALP(7-)*PNR(6)-SR*PNR(6)*PNR(7))


PP(1)=PP()/ALP(1)


TEMP = PP(I)PPTOALPi()*ALP(6)*PNR(6)/((PP(1)*ALP(1)+PNR(l))*(PPG*


XALP(7)+PNR(7))


TIMP = PPT*ALP(6)*PNR(I)/(PP(1)*ALP(1)+PNR())


PP(6) = GP4*(PPT.ALP(6)'*PNR(4)+PNR(4)*PNR(6))/(ALP(4)*(TEMP+


XTIMP+PNR(6))')


PP(7) = GP4*(PPT*ALP(6)*PNA(4)+PNA(4)*PNA(6)/(ALP(4)*PNA(6))


IF(PP46)-PP(7)) 55,55,60


55 PP'(4) = PP(7)


GO TO 56


60 PP(4) = PP(6)


56 SA = PPT*ALP(6)/PNA(6)


DL = X2*R(1)/(2.O*PI*SIGP*FRC6)*SQRTF(SA,)


61 TUMP = X2/(2.0*FR(6)*SINF(O.5*PH(1)))


IF(DL-TUMP) 62,62,63


62 	 CS = 0.0


DM = 0.0


GO TO 69


63 	 OSI = TUMP 
TAMP = 2.0*X2/FR16) 
IF(DSI-TAMP) 64,64,65 
SU3RUUTINE WEIGHT(HAtsIRP1NT 
65 DSD31OS


- -GOTO 66


-6 , OS a TAMP-*v .- --- _


66 -CC -X2/12 O*P.Tl$4,VR( ) i! a-TF CSA 
IF(DL-TO$P) 67,67* 6B 
67 OM-0.0 
i. GO0TO69 
68 OM - TOXP 
:6 SC2)t-AB5FILtGF(ZO*#'EN 
S(35) .. stgrl 
P9) PNI3).S(3)/ALP 13). 
PI3 PNl5)X*S(5)/ACP(5) 
1ALP7)-S(21*ALPI2)*Pnt.7i)
PAU(3) PP3) 
FL/ PAOt!) -PP(t)*(ThNtIi)/TTB+tNHI)/TTV)>­
!tF(O$) 72,73,72 
74, PAt-IA) -PPIA)*(8CN.TM2)/UtTSTN(3)/TV)_ 
W4:. 364SG*UL+4.0%
72 !FtMhY- l75,-lS- - ­
7,6 PAaf4J - PP14)*4CN *Th{4)TT1f&C4)TTVE­
WAA-r't3648.O.OLt6.O, 
GO:. TO'"A27- 'k>-' 
75 PAO4)>&Ppv4t *LC*TN(5)tTTaTm(254tT21) 
wAA 368,*LLZ,O 
we 410. U-,t' 
.. 74.~ 
