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integration scenarios [5]
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• Extensive frequency response and inertia analysis under high RES integration
scenarios: application to the European interconnected power system [8]
En todas ellas, la doctoranda ha sido autor principal. También se ha publicado un
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inertia techniques for renewable energy-based generators.
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Renewable Energy Resources Impact en el año 2019.
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• Comparison of power flow analysis tools under high renewable energy
sources integration: application to engineering bachelor degrees en
International Technology, Education and Development Conference en el año
2020.
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• Impact of combined demand-response and wind power plant participation in
frequency control for multi-area power systems [9]
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a shape clustering algorithm [10]
• Categorization and analysis of relevant factors for optimal locations in
onshore and offshore wind power plants: A taxonomic review [11]
• Offshore wind power integration into future power systems: Overview and
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1. Motivation & Objectives
Over the last decades, most countries have been suffering an electrical energy
transition, changing from a model based on non-renewable sources (mainly based
on fossil fuels), to a new framework characterised by the integration of renewable
energy resources (RES). These important changes have been mainly supported by
the development of power electronics, environmental protection policies, and the
need to reduce energy dependence on third countries. Moreover, the electrical
sector stands out because of the diversity and heterogeneity of sources that can
generate electricity. As a result, the current electrical scenario includes a high
interest in the integration of variable renewable energy sources (vRES) shifting
towards a new generation mix. In fact, these vRES (mainly photovoltaic and wind
power installations) already play a relevant role, as some European countries have
experienced generation levels over 50% during some time-periods of last years.
As aforementioned, the two most mature renewable resources integrated into
power systems are solar photovoltaic (PV) and wind power (especially variable
speed wind turbines, VSWTs). Together with the integration of these two sources,
and in contrast to traditional grids based on conventional power plants (i.e.,
hydro-power, thermal, and nuclear power plants), several important issues have
emerged, needing to be analysed, assessed, and resolved. The main concerns
include: (i) the reduction of the synchronous inertia of the power system due to the
connection of vRES to the grid by means of inverters; (ii) fast power fluctuations
because of the variable and ‘unpredictable’ natural resource (i.e., wind speed and
solar irradiation) of vRES; and (iii) the dependence of vRES on the times when the
natural resource is available, thus needing some reserves as conventional power
plants. Moreover, these problems affect at different time-horizons: very short term
(inertia reduction), short-medium term (fluctuations of natural resource) and long
term (absence of natural resource). This PhD focuses on the two first concerns, as
the system inertia emerges as a fundamental parameter of the system, affecting the
frequency deviations because of power imbalances between generation and
demand.
The system inertia is usually understood as rotating elements directly
connected to the grid. In fact, these rotating masses (basically generators and
synchronous turbines of conventional power plants) have traditionally been
responsible for counteracting power imbalances by modifying their rotational
speed, subsequently affecting the system frequency. However, with the integration
of vRES and the subsequent reduction of the system inertia, it is necessary to study
and propose new solutions that allow: (i) to maintain the stability of the electrical
systems, and (ii) to soften the frequency excursions that will increase as the inertia
of the system decreases. Due to the recent changes suffered by electrical power
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systems in terms of generation mix, ancillary services (such as grid frequency
regulation and maintenance, electrical demand supply or spinning reserves) must
be shared by all the generation units (instead of only by conventional power
plants).
Under this new scenario, it is necessary to develop and adapt new tools and
solutions that facilitate the integration of vRES without reducing the capacity of
the grid in terms of stability and response to contingencies. Indeed, all the
peculiarities and characteristics of vRES must be addressed before proceeding to
their massive integration and, therefore, to their independence from conventional
power plants based on non-renewable sources. As a result, over the last few years,
a line of research that aims to include frequency control and inertial response (IR)
with vRES has emerged. In this way, concepts such as ‘virtual inertia’, ‘emulated
inertia’ and ‘hidden inertia’ have been developed, with the aim of providing new
lines of work to ensure the stability of the power system. In addition, and because
of the variable nature of vRES generation units, it is also important for
transmission and distribution system operators (TSOs/DSOs) to ensure some
power reserves to allow them to act efficiently and faithfully after power
imbalances.
The main objective of this PhD thesis is the study, analysis and evaluation of
electrical power systems with high penetration of vRES in order to assess possible
solutions to emulate virtual inertia and similar responses to those that would be
obtained with conventional power plants. This would allow to effectively integrate
vRES to the frequency control of the grid. Therefore, the solutions proposed,
studied, and analysed here would ease the massive integration of vRES,
maintaining the stability of power systems. Subsequently, it would be possible to
gradually replace conventional power plants, by emulating their response with
vRES. As a result, the grid would offer the same reliability. These solutions will
make possible to promote the large-scale integration of vRES, increasing the share
of generation from vRES without this implying a loss of characteristics with
respect to classic approaches of the stability of the grid. This is therefore a current
issue and totally necessary for the large-scale integration of renewable resources,
which is the next and natural step within power systems.
2
2. State of the art
Over the last decades, power systems have evolve, replacing pollutant generation
units (fossil fuels and nuclear) by RES [15], as depicted in Figure 1. As can be seen,
fossil fuels and nuclear power plants represented more than 80% of total electricity
supply in 1990, both in the world and in Europe. However, in 2017, more than 25%
and 30% of electricity generation was provided by RES (including hydro-power,
vRES (PV and wind power plants), and others (such as geothermal, solar thermal,
biomass, and waste)), respectively. Even though their generation shares are still
quite low, ambitious road-maps are being nowadays proposed in order to increase
the electrical supply from RES, especially vRES. Examples of several road-maps
until year 2050 can be found in [16–18]. In Figure 2, the expected national trends
for the electrical supply in Europe in 2025, 2030, and 2040 are shown, expecting
that in 2040 more than 75% of the electricity of Europe will come from RES.
(a) World 1990 (b) World 2017
(c) Europe 1990 (d) Europe 2017
Figure 1: Evolution of electricity generation. Data from [19]
This important supply-side change is because of the fact that RES can provide
an acceptable solution for two important issues of the electricity generation. The
first one is related with greenhouse gas emissions (especially CO2), as the fossil
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Figure 2: Expected electrical supply in Europe following the national trends
fuels’ combustion is considered as the main source of such emissions [20]. In fact,
fossil fuels’ combustion has been increasing non-stop since 1990 [21]. As a
consequence, and in order to fulfil the Paris agreement target (limit the increase of
the global average temperature below 2ºC above the pre-industrial levels), the
electricity generation should be de-carbonised by 2050 [22, 23]. The other one is
mitigating the importation of fuels from other countries [24]. After the oil crises of
the 70s, countries started to be aware about the importance of being
energy-independent because of the risky consequences of supply disruptions [25].
In fact, depending on third countries means that the electricity supply security is
linked to market liberalisation, political stability, and foreign affairs [26]. As a
result, the lower the fuel dependence, the better the electricity supply security [27].
However, there are also important problems that should be considered before
the massive integration of vRES into the grid [28]. These problems involve the non-
dispatchable, variable, and unpredictable nature of vRES due to their dependence
on weather conditions [29, 30]; and the use of power electronics to connect them
to the grid [31]. The variable behaviour of vRES pose stress on the operation of
power systems [32, 33]. In fact, due to the stochastic weather conditions (i.e., wind
speed for wind power plants, and solar radiation and temperature for PV), important
power variations within small time-periods can occur, causing significant ramps
up/down (or even start up/shut down) of conventional power plants [34, 35]. As a
result, TSO/DSO have to deal with not only the uncontrollable demand, but also
uncontrollable generation [36].
The use of inverters to connect vRES to power systems make these generation
units to be ‘electrically decoupled’ from the grid [37]. Indeed, the rotating inertia
of the power system may be drastically reduced under high vRES penetration
rates [38]. Even though VSWTs store kinetic energy in their blades, drive train,
and electrical generators, they cannot naturally provide it to the grid due to the
4
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power inverter [39]. On the other hand, PV power plants are static elements,
subsequently having no stored kinetic energy [40].
The combination of inertia reduction and the non-dispatchable nature of vRES
will significantly affect the system reliability in terms of frequency deviations [41].
In fact, the rotational inertia is related to both nadir (minimum frequency) and the
rate of change of frequency (ROCOF) [42]. Hence, low rotational inertia values are
related with low-frequency nadir values, and steeper (faster) ROCOFs [43]. Large
frequency deviations can cause the activation of load shedding programs, generation
tripping, and even wide-spread blackouts [44], especially in small isolated power
systems [45]. As a consequence, it is important that frequency is kept as closer as
possible to its nominal value for the secure operation of any power system [46].
Indeed, the European Normative (EN) entitled Voltage Characteristics in Public
Distribution Systems (EN 50160) establishes the maximum frequency variations for
interconnected and isolated power systems (refer to Tables 1 and 2) [47]. Load-
frequency control is one of the most crucial ancillary services (AS) [48]. AS involve
the different services needed for a reliable and secure power system, including active
power and load-frequency control, reactive power and voltage support, harmonics
rejection, spinning reserves, and system protection [49–51].
% Variation Range Time
50 ± 1% 49.5 – 50.5 Hz 99.5% of a year
50 + 4%/-6% 47 – 52 Hz 100%
Table 1: Interconnected power systems [47]
% Variation Range Time
50 ± 2% 49 – 51 Hz 95% of a week
50 ± 15% 42.5 – 57.5 Hz 100%
Table 2: Isolated power systems [47]
Frequency control (FC) tries to reduce the effects of unpredictable power
imbalances between generation and consumption [52]. Actually, it requires that
generation units increase/decrease their generation to the grid, in order to match it
with the total power demand (plus the power system losses) [53]. In Europe, FC
has a hierarchical structure, usually organised in primary (frequency containment
reserves), secondary (frequency restoration reserves), and tertiary (replacement
reserves) control [54], as depicted in Figure 3. Moreover, conventional generation
5
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nertial response Primary control Secondary control Tertiary control
Figure 3: Frequency evolution and controls
units (based on synchronous generators) inherently release or absorb kinetic





J ω2r , (1)
where J is the moment of inertia and ωr is the rated rotational frequency of the
machine. In electrical grids, it is preferable to use the inertia constant H instead of
the moment of inertia J. The inertia constant H determines the time interval during
which an electrical generator can supply its rated power only by using the kinetic
energy Ekin stored in its rotating masses [57]. H is defined following eq. (2), being










Usually, the inertia constants H of conventional power plants range in between 2
and 10 s [59].
Primary frequency control (PFC) is locally and automatically activated by the
generator’s governor within a few seconds after the imbalance. The target of PFC is
to balance generation and consumption, thus stabilising the grid frequency to some
extent. With this aim, those generators that provide PFC must have some power
reserves to deploy (primary frequency reserves, PFR). The power response of the
involved generators is proportional to the locally measured frequency deviation ∆ f ,




According to the European Network of Transmission System Operators for
Electricity (ENTSO-E), there is also a dead-band, lying in between 10–30 mHz, in
which PFC is not activated. ENTSO-E also recommends that the droop R ranges
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Figure 4: Primary frequency response capability
As the PFC is based on the droop of the generator’s governor to be automatic and
fast, it implies a permanent error of frequency. Thus, a secondary frequency control
(SFC) is needed. SFC is also automatic, and ensures that frequency deviation of the
grid goes back towards zero. It is in charge of modifying the nominal set-point of the
power plants involved in the SFC (as not all the power plants participate in it), and is
usually carried out by an integral controller. The automatic generator control (AGC)
coordinates the SFC effort’s dispatch among the different conventional power plants
that participate in the SFC. Moreover, in case of interconnected power systems, the
AGC also restores inter-area power flows exchanges [65–68]. Figure 5 shows the
frequency deviation of the same power system by only considering the PFC or both
PFC and SFC.











Figure 5: Frequency deviation with PFC and PFC & SCF
Finally, the tertiary frequency control (TFC) is manually activated. It is in
charge of the economic operation of the power system (economic dispatch or unit
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commitment), and to restore primary and secondary frequency reserves. Moreover,
if SFC was not able to restore frequency to its nominal value, the TFC will carry
out this task [69–73]. As this control is performed manually, it is not usually
considered for frequency simulation purposes.
Figure 6 depicts the main blocks needed to analyse frequency deviations in
electrical grids by considering an inertial model, in which transmission lines are
neglected and frequency is assumed to be exactly the same in the different nodes.
This assumption was proposed in classical power system stability books [74, 75].
These blocks include conventional power plants and vRES, the power system, and
the frequency control. As nowadays vRES do not usually participate in frequency
control, the link between the ‘Frequency control’ block and ‘Variable renewable
energy sources’ block is dotted. As can be seen from Figure 6, the output of the
power system block is the ∆ωr, which is equal to the frequency deviation of the
grid ∆ f when a per unit system is used.
Figure 6: General block diagram of a electrical grid with frequency control





= Tm−Te , (4)
being Tm and Te the mechanical torque of the turbine and the electromagnetic torque
of the generator, respectively. As P = T ·ω and considering the initial status as 0:
P = P0 +∆P = (T0 +∆T ) · (ωr0 +∆ωr),
where ∆P = ∆Pm−∆Pe and ∆T = ∆Tm−∆Te. Moreover, for small variations:
∆P' T0 ·∆ωr +∆T ·ωr0,
and in steady-state:
Tm0 = Te0 ,
ωr0 = 1 pu.
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As a result, by considering small variations around the steady-state, eq. (4) can be





Moreover, there are some electrical loads which can also change their consumed
power depending on the frequency value, thus working as a load resource under
frequency deviations (i.e., synchronous machines). In this way, the electrical power
can be expressed as:
∆Pe = ∆PL +D ·∆ωr , (6)
where ∆PL is the power change of those loads independent from frequency
deviations, and D is the damping factor (load-frequency response of loads).
Subsequently, by considering this frequency dependence of loads, eq. (5) is




= ∆Pm− (∆PL +D ·∆ωr). (7)
Power systems are also simulated by means of the swing equation [77]. In this
case, all synchronous generators of such grid are grouped in an equivalent rotating








where Hi and SB,i are the inertia constant and rated power of synchronous generator
i (respectively), SG is the total number of synchronous generators connected to the
grid, and SB is the rated power of the power system. In the same way, loads are
reduced to an equivalent one with damping factor Deq. Hence, the swing equation




= ∆Pe− (∆PD +Deq ·∆ωr) , (9)
where ∆Pe is the variation of the active power provided by all the generation units
(regardless of being conventional or vRES), and ∆PD is the variation of the demand-
side power consumption. Applying the Laplace transform to eq. (9), the block
diagram of Figure 7 is obtained.
In case of interconnected power systems, together with the considerations
previously mentioned, the tie-line power exchange between areas is determined by:
∆Ptiei, j =
2 ·π ·Ti, j
s
· (∆ωri−ωr j) , (10)
9
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Figure 7: Swing equation of a power system
where Ti, j is the synchronising moment coefficient of the tie-line between i and j
areas [78]. When there is a frequency deviation in one area, the balance between
the interconnected power system is determined by generating the area control error
signal (ACE), expressed as a linear combination of the tie-line power exchange and
the frequency deviation [79]:





∆Ptiei, j , (11)
where i, j refers to i and j areas, respectively, B is the bias-factor, ∆Ptie is the
variation in the exchanged tie-line power and N is the total number of interconnected
areas. Figure 8 shows an scheme of these power exchanges for a three-area power
system.















(b) Imbalanced situation in area 1
Figure 8: Multi-area power system. General overview under frequency deviations
As already mentioned, the absence of rotational parts in PV plants make them
to have an inertia constant H ≈ 0 [80]; and the stored kinetic energy (and,
subsequently, deployable inertia) of VSWT is not seen from the power system due
to the power inverter [81]. As a consequence, the more the vRES penetration into a
power system, the weaker it will be in terms of frequency stability due to the
10
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reduction of Heq [82, 83]. According to ENTSO-E, conventional power systems
used to have an Heq between 5 and 6 s; and the minimum recommended equivalent
inertia should be in the range 2–3 s [84, 85]. As a consequence, the maximum
penetration of vRES for this Heq,min is between 50-70%, as depicted in Figure 9. In
fact, some authors affirm that with current vRES technologies, only 50% of the
overall electricity demand can be provided by them, which is in line with values
presented in Figure 9 [86, 87].
Figure 9: Evolution of Heq depending on the vRES integration
Traditionally, Heq was considered as time-independent. However, nowadays,
because of the variation of electricity generation with vRES throughout the day,
season of the year, etc., the equivalent inertia constant is assumed to change with
the time. In fact, [88] presented the inertia variation of the German power system
in 2012. The cumulative frequency curve of such data is presented in Figure 10. It
can be seen that the maximum Heq was 6 s, in line with the maximum value given
by ENTSO-E. Half of the year, the equivalent inertia was under 5.7 s; and only 10%
of the year, the equivalent inertia constant was lower than 5 s.
In Figure 11, the frequency excursion after a power imbalance ∆P= 5% in t = 10
s is depicted. It is assumed that the power system consist of reheat thermal (HT = 6.7
s), hydro-power plants (HH = 4 s) and vRES. vRES are not providing any inertial
nor frequency response. The base power of the isolated power system simulated is
SB = 100 MW. In the first case under analysis (red continuous line in Figure 11),
80% of the total power was provided by the thermal power plants (80 MW), 15%
was provided by the hydro-power plants (15 MW), and 5% came from vRES (5
MW). In the other case (blue dotted line in Figure 11), 25% of the total power was
provided by the thermal power plants (25 MW), 15% was provided by the hydro-
power plants (15 MW), and 60% came from vRES (60 MW). As a consequence,
the equivalent Heq estimated with eq. (8) reduces from 6 s to 2.3 s. As can be seen,
11
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Figure 10: Cumulative frequency of Heq in Germany in 2012
this equivalent inertia reduction causes a larger nadir (49.7 Hz for Heq = 6 s; 49.4
Hz for Heq = 2.3 s) and a steeper ROCOF (180 mHz/s for Heq = 6 s; 426 mHz/s for
Heq = 2.3 s).









Heq = 6 s
Heq = 2.3 s
Figure 11: Frequency deviation depending on the Heq
As a consequence, in order to avoid (or, at least, minimise) the negative effects
of vRES into power systems in terms of frequency stability, concepts such as
‘virtual inertia’, ‘synthetic inertia’, ‘hidden inertia’, and ‘emulated inertia’ have
been under discussion over the last decade [89–92]. Even though these terms have
similar meanings, it is important to remark that VSWTs have some inertia based on
the kinetic energy stored in their blades, drive train and electrical generators
(hidden inertia); whereas PV has no inertia due to the absence of rotating masses
(synthetic/virtual/emulated inertia). These terms aim to ensure the stability of the
power system by including frequency control and/or IR with vRES. In fact, several
strategies have been proposed in the specific literature to allow vRES to participate
in frequency control, both for PV and VSWTs power plants, as depicted in Figure
12
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12. Also energy storage systems have been considered as suitable options to
improve the frequency deviations after power imbalances. These strategies will be
later explained and detailed within the papers included in this PhD, which focuses
on the emulation of inertia and frequency integration of vRES into the grid.






















Figure 12: Inertial and frequency control techniques for vRES
• Power systems with high renewable energy sources: A review of inertia and
frequency control strategies over time
An extensive review on damping factor values and inertia constants of
conventional power plants and VSWT is carried out. An strategy to estimate
the equivalent inertia of a power system is also presented. In addition, the
different PV and VSWT techniques to participate in inertial and/or frequency
control are presented.
• An adaptive frequency strategy for variable speed wind turbines: application
to high wind integration into power systems.
A new fast power reserve strategy is proposed for VSWT frequency control.
It is tested in an isolated power system made up of thermal, hydro-power and
VSWTs following current and future road-maps. Comparing with the current
situation (VSWTs do not participate in frequency control), nadir was
reduced around 50%. Moreover, the secondary frequency dip was also
improved compared to a previous approach.
• Fast power reserve emulation strategy for VSWT supporting frequency
control in multi-area power systems.
The fast power reserve strategy previously proposed was also tested in an
interconnected power system of two and three areas. The nadir reductions
were maximised (between 40% and 50%) when only wind power plants
within the area submitted to imbalances are considered. When wind power
responses of all areas were considered, higher frequency oscillations and
lower nadir reductions were reached.
• Frequency control analysis based on unit commitment schemes with high
wind power integration: A Spanish isolated power system case study.
Frequency excursions are analysed under a realistic framework in the Gran
Canaria Island’s isolated power system (Spain). The loss of the largest
13
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conventional generation group is assumed, including a wind frequency
control strategy, a load shedding program and realistic energy scenarios
obtained from a unit commitment model. Results provide a variety of
influences from wind frequency control depending not only on the wind
power integration, but also the generation units under operation, the
rotational inertia reductions as well as the available reserves from each
resource.
• Analysis of power system inertia estimation in high wind power plant
integration scenarios.
An analysis, comparison and discussion of the inertia estimation
methodologies previously proposed have been carried out by considering the
participation of VSWTs into frequency control. Results show that all
methodologies considered give an accurate result to estimate the equivalent
inertia when wind frequency control is not considered, as inertia was only
provided by conventional power plants. However, when wind power plants
participate in frequency control, only one methodology was able to estimate
the new equivalent inertia as a combination of rotational and virtual inertias,
obtaining that the virtual inertia constant of VSWT has a value of
HV,WT = 3.57 s.
• An adaptive control scheme for variable speed wind turbines providing
frequency regulation in isolated power systems with thermal generation.
A new VSWTs frequency control technique is proposed, determining the
overproduction power of VSWTs according to different power system
parameters. Results show that the new adaptive control reduces significantly
the VSWTs maximum torque variations (23%), and slightly the speed
variations (5%) in comparison to previous frequency control strategies, while
maintaining similar values for the power shed with the load shedding
program. As a result, a longer life span is expected for the VSWTs electrical
and mechanical components.
• Hybrid wind–PV frequency control strategy under variable weather
conditions in isolated power systems
A hybrid wind–PV frequency control strategy is proposed. VSWTs include a
hidden-inertia emulation technique, and PV power plants are working with a
10% power de-loaded. The difference to previous PV frequency controllers
is that the PV controller monitors the VSWTs rotational speed deviation,
instead of the frequency deviation, as already proposed in the specific
literature. The hybrid wind–PV scheme is compared to other frequency
controllers, obtaining better results in terms of frequency deviation (reducing
the mean squared error between 20 and 95%) and rotational speed deviation
14
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of VSWTs. However, this hybrid strategy requires up to a 30% reduction in
the PV generated energy.
• Extensive frequency response and inertia analysis under high RES
integration scenarios: application to the European interconnected power
system
An algorithm to estimate the minimum inertia needed to fulfil the ROCOF
values following ENTSO-E recommendations is proposed and assessed.
Also the additional active power needed to be within the frequency dynamic
range is also estimated and determined. Both inertia and additional active
power can come from different sources (such as storage solutions, renewable
sources decoupled from the grid including some frequency control strategies,
interconnections with other grids, or a combination of them). This
methodology is applied to more than 700 generation mix scenarios. The
results show that an additional power between 0 and 0.32 pu is enough to
avoid any frequency excursion lower than 49.2 Hz, even if RES generation is
over 50% and the power imbalance is 40%. Considering a maximum
additional inertia of 15 s, the ROCOF values following the ENTSO-E




3.1 Power systems with high renewable energy sources: A
review of inertia and frequency control strategies over time
Traditionally, inertia in power systems has been determined by considering all the
rotating masses directly connected to the grid. However, over the last decade, the
integration of renewable energy sources has led to a significant dynamic
characteristic change mainly due to the fact that most renewable sources have
power electronics at the grid interface. Consequently, power systems become more
dynamic and require a new set of strategies modifying traditional generation
control algorithms. A detailed analysis of inertia constants of conventional power
plants, considering their type of technology and rated power, as well as damping
factors is conducted. The proposed inertia constants of wind turbines are also
included. Averaged inertia constants are estimated for different regions and
countries for the last two decades considering the electrical generation of each
technology. The findings indicate that, nowadays, Europe presents a significant
averaged inertia reduction –around 20% in the last two decades–, mainly due to the
renewable integration decoupled from the grid –from 14% in 1996 to 31% in
2016–. The contribution of PV to frequency control in terms of storage systems
and de-loading techniques are discussed. Inertial response and frequency control
with VSWT are also presented, using storage systems, de-loading techniques
and/or hidden inertia emulation approaches. The paper provides significant
information for PV and wind turbines frequency control strategies and frequency
stability studies of current power systems with high renewable energy source
integration.
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bRenewable Energy Research Institute and DIEEAC-EDII-AB, Universidad de Castilla-La Mancha, 02071 Albacete, Spain
cDept. of Electrical and Computer Engineering, Auburn University, 220 Broun Hall, Auburn, AL 36849, USA
Abstract
Traditionally, inertia in power systems has been determined by considering all the rotating masses directly connected
to the grid. During the last decade, the integration of renewable energy sources, mainly photovoltaic installations and
wind power plants, has led to a significant dynamic characteristic change in power systems. This change is mainly
due to the fact that most renewables have power electronics at the grid interface. The overall impact on stability and
reliability analysis of power systems is very significant. The power systems become more dynamic and require a new set
of strategies modifying traditional generation control algorithms. Indeed, renewable generation units are decoupled from
the grid by electronic converters, decreasing the overall inertia of the grid. ‘Hidden inertia’, ‘synthetic inertia’ or ’virtual
inertia’ are terms currently used to represent artificial inertia created by converter control of the renewable sources.
Alternative spinning reserves are then needed in the new power system with high penetration renewables, where the lack
of rotating masses directly connected to the grid must be emulated to maintain an acceptable power system reliability.
This paper reviews the inertia concept in terms of values and their evolution in the last decades, as well as the damping
factor values. A comparison of the rotational grid inertia for traditional and current averaged generation mix scenarios
is also carried out. In addition, an extensive discussion on wind and photovoltaic power plants and their contributions
to inertia in terms of frequency control strategies is included in the paper.
Keywords: Inertia constant, Power system stability, Frequency regulation, Damping factor, Renewable energy sources,
Virtual inertia
Nomenclature
DFIG Double Fed Induction Generator
EU European Union
FSWT Fixed Speed Wind Turbine
HAWT Horizontal Axis Wind Turbine
PMSG Permanent Magnet Synchronous Generator
PV Photovoltaic
RES Renewable energy sources
ROCOF Rate Of Change Of Frequency
SCIG Squirrel Cage Induction Generator
VSWT Variable Speed Wind Turbine
WPP Wind Power Plant
1. Introduction
Presently, power system stability relies on synchronous
machines connected to the grid. They are synchronized
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to the grid and their stored kinetic energy is automati-
cally extracted in response to a sudden power imbalance.
For example, a sudden additional large load or a loss of
a large generation unit from the grid, will slow down the
machines on the grid and subsequently reduce grid fre-
quency [1]. However, the power systems generation fleet
is changing from conventional generation to renewable en-
ergy sources (RES) [2]. Limited fossil fuel reserves and
the importance of reducing greenhouse gases emissions are
the main reasons for this transition in the electrical genera-
tion [3]. For instance, wind, solar and biomass generations
overtook coal power in the EU for the first time during the
year 2017 [4]. However, some authors consider that only
half of the overall electricity demand can be provided by
RES [5, 6], despite the fact that it is expected that future
electrical grids will be based on RES, distributed genera-
tion and power electronics [7]. As an example, in Europe,
it is expected that 323 and 192 GW of wind and PV will
be installed in 2030, which will cover up to 30% and 18%
of the demand, respectively [8, 9].
Among the different renewable sources available, PV
and wind (especially doubly fed induction generators,
DFIG [10]) are the two most promising resources for gen-
erating electrical energy [11]. Apart from their intermit-























tency, they are connected through power converters which
decouple them from the power system grid [12, 13]. There-
fore, the effective inertia of the electrical grid is reduced
when conventional generators are replaced by RES [14, 15],
affecting the system stability and reliability [16]. This fact
is considered as one of the main drawbacks of integrat-
ing a large amount of non-synchronous generators (i.e.
RES) into the grid [17], as the frequency stability and
its transient response is compromised [18]. Actually, low
system inertia is related with (i) a faster rate of change
of frequency (ROCOF) and (ii) larger frequency devia-
tions (lower frequency nadir during frequency dips) within
a short-time frame [19].
In this work, we conduct an extensive literature review
focusing on the inertia values for power systems and wind
power plants. The averaged inertia values are estimated
by different countries for the last two decades, by con-
sidering the ’effective’ rotating masses directly connected
to the grid. In addition, the damping factor evolution is
also included in the paper based on most of technical con-
tributions and analysis found in the literature. The rest
of the paper is organized as follows: inertia and damping
factor analysis for power systems is discussed in detail in
Section 2, determining the averaged inertia estimation for
different countries; control strategies and contributions to
integrate RES into grid frequency response is described in
Section 3; finally, the conclusion is given in Section 4.
2. Inertia analysis in power systems
2.1. Modeling the inertial response of a rotational syn-
chronous generator: inertia constant analysis
The group turbine-synchronous generator rotates due to
two opposite torques: (i) mechanical torque of the turbine,
Tm and (ii) electromagnetic torque of the generator, Te.




= Tm − Te , (1)
where both the Tm and the Te are expressed in pu and H









being J the moment of inertia, ωbase the base frequency
and Sbase the base power. H determines the time interval
during which the generator can supply its rated power only
using the kinetic energy stored in the rotational masses of
the generator. In Table 1, a review of H values for different
types of generation units and rated power is shown.
Expressing Eq. (1) in terms of power, and considering
the initial status as 0, P = P0 + ∆P = (ωr0 + ∆ωr) · (T0 +
∆T ). For small deviations, the second order terms are
neglected due to their small values, thus ∆P ' ωr0 ·∆T +
T0 ·∆ωr, being ∆P = ∆Pm−∆Pe and ∆T = ∆Tm−∆Te.
Type of generating unit Rated power H (s) Reference Year
Thermal 500− 1500 MW 2.3− 2 [22] 2008
Thermal 1000 MW 4− 5 [23] 2011
Thermal 10 MW 4 [24] 2007
Thermal Not indicated 4− 5 [25] 2012
Thermal (2 poles) Not indicated 2.5− 6 [26] 1994
Thermal (4 poles) Not indicated 4− 10 [26] 1994
Thermal (steam) 130 MW 4 [12] 2012
Thermal (steam) 60 MW 3.3 [12] 2012
Thermal (combined cycle) 115 MW 4.3 [12] 2012
Thermal (gas) 90− 120 MW 5 [12] 2012
Thermal Not indicated 2− 8 [27] 2011
Hydroelectric 450 < n < 514 rpm 10− 65 MW 2− 4.3 [22] 2008
Hydroelectric 200 < n < 400 rpm 10− 75 MW 2− 4 [22] 2008
Hydroelectric 138 < n < 180 rpm 10− 90 MW 2− 3.3 [22] 2008
Hydroelectric 80 < n < 120 rpm 10− 85 MW 1.75− 3 [22] 2008
Hydroelectric Not indicated 4, 75 [28] 2013
Hydroelectric n <200 rpm Not indicated 2− 3 [29] 1994
Hydroelectric n >200 rpm Not indicated 2− 4 [29] 1994
Hydroelectric Not indicated 2− 4 [26] 1994
Table 1: Summary of inertia values (H) for different generation
types.
Furthermore, in steady-state Tm0 = Te0 and ωr0 = 1 pu.
Hence, ∆P = ∆Pm −∆Pe ' ∆Tm −∆Te.
Therefore, if small variations around the steady-state
conditions are considered, Eq. (1) can be written as Eq. (3)










2H · s (4)
Some loads (especially inverter-based loads) can also be
modified to work as a load resource (demand response ca-
pability) under frequency deviations (e.g., motors driving
compressors, pumps, industry loads, HVAC-heating ven-
tilation air conditioning...). This fact can be modeled by
including the damping factor D. As an example, for a
synchronous machine, the electrical power Pe can be then
expressed as follows,
∆Pe = ∆PL +D ·∆ωr, (5)
where PL represents the load independent from frequency
excursions.
Substituting Eq. (5) into Eq. (4), the mathematical rep-
resentation of the motion of a synchronous generator is
obtained. It is commonly referred to as swing equation,
see Eq. (6). It can be expressed in the form of a block di-
agram as shown in Figure 1. Hence, the initial response of
a synchronous generator to a frequency event is governed
by its stored kinetic energy at the rated frequency [30],
∆ωr =
∆Pm −∆PL
2H · s+D (6)
2.2. Aggregated swing equation: equivalent inertia con-
stant and damping factor analysis
2
Figure 1: Block diagram representation of the swing equation
Ref. Value (puMW /puHz) Analysis Year
[26] 1–2 Power system stability 1994
[35] 0.83 Two areas with non-reheat thermal units 2011
[36] 1.66 Two areas with thermal units 2011
[37] 1–1.8 Three areas with non-reheat thermal units 2012
[38] 2 One area with nuclear, thermal, wind and PV 2012
[39] 0.5 – 0.9 Three areas with non-linear thermal units 2013
[40] 0.83 Two areas non-reheat thermal units 2013
[41] 0.83 Two areas with thermal units 2013
[42] 0.83 Two areas with reheat units 2015
[43] 0.8 IEEE 9 bus system with hydro-power, gas and wind turbines 2016
[44] 1–1.8 One and three areas with non-reheat thermal units 2017
[45] 1–1.8 Three areas with non-reheat thermal units 2018
[46] 1 Two areas with non-reheat thermal units 2018
Table 2: Damping factor values. Literature review
In order to apply the swing equation to a power system,
Eq. (6) is rewritten. All synchronous generators are re-








being GCPS the number of generators coupled to the
power system [31], such as conventional power plants and
FSWTs. In the past, it was considered that the equiva-
lent inertial constant Heq of a power system was constant
and time-independent. However, due to the RES integra-
tion and the variation in their generation throughout the
day, the season of the year, etc., it is understood that Heq
changes with time. An example of this variation is pre-
sented for the German power system during 2012 in [32],
see Figure 2. From these data, the cumulative frequency
curve is obtained and depicted in Figure 3. It can be seen
that during 50% of the year 2012, the equivalent inertia
was under 5.7 s; 10% of the year, Heq was under 5 s; and
only 1% of the year, its value was under 4 s.
In the same way as synchronous generators, all loads are
grouped in an equivalent one with an equivalent damping
factor Deq. As stated in [33], the impact of an inaccurate
value ofDeq is relatively small if the power system is stable,
but this can be a major contribution under disturbances.
Moreover, it is expected to decrease accordingly to the
use of variable frequency drives [34]. Table 2 summarizes
the different values proposed for the damping factor in the
literature over recent decades.
By using Eq. (7), an estimation of the equivalent inertia
Heq of several parts of the world has been carried out by
the authors. The International Energy Agency (IEA) pro-
vides global statistics about energy [47]. By considering
Figure 2: Histogram of equivalent inertia Heq in the German power
system during 2012, [32]















Figure 3: Cumulative frequency of the equivalent inertia Heq in the
German power system during 2012
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Conventional sources: coal











(a) Generation mix in 1996
Conventional sources: coal
















(b) Generation mix in 2016
Figure 4: Generation mix in the world: change between 1996 and
2016
the annual averaged electricity, an averaged equivalent in-
ertia constant (Heq) provided by such conventional power
plants —Table 1— can be estimated. Note that for this
estimation, S of Eq. (7) is replaced by the annual electric-
ity value (Eg). The expression used to estimate the inertia
is then Eq. (8), being Eg,total the total electricity supplied







Figure 4 shows a significant change in the averaged gen-
eration mix between 1996 and 2016. The total electric-
ity consumption has been increased by more than 80%
within these two decades. However, RES generation has
only increased by 4% in the same two decades. Moreover,
the share of the different renewable sources has changed
significantly. Indeed, the contribution share from hydro-
power has been surpassed by biomass, biofuels, wind, and
PV. Based on the approach previously described, Figure 5
depicts the differences between the inertia constant for dif-
ferent continents in 1996 and in 2016. EU has reduced the
equivalent inertia constant by nearly 20%. In contrast, the
reduction of inertia in Asia, USA, and South America lies
between 2.5 and 3%.
A more extensive analysis is conducted for the EU,
where an average inertia reduction of 0.6 s can be esti-
mated. In Figure 6, an overview of the evolution of the
equivalent inertia in some EU countries is summarized.
Similar information is given in Figure 7, where the reduc-
tion of the equivalent inertia is illustrated for those EU
Figure 5: Equivalent inertia constants estimated in the world by
continent. Change between 1996 and 2016
Figure 6: Equivalent inertia constants estimated in EU-28. Change












































































































Figure 8: Evolution of equivalent inertia in EU-28 and some countries
between 1996 and 2016.
countries which have suffered a reduction larger than 15%
(Heq reduction > 15%). Figure 8 represents the equivalent
inertia evolution of EU, as well as in three different coun-
tries (Ireland, Spain, and Denmark). For the EU, RES
supply has increased nearly by 20%, in line with the re-
duction of its inertia constant (refer to Figure 9). Similar
to the generation mix in the world, wind, biomass, biofuels,
and PV have surpassed the development of hydro-power,
which has drastically slowed down in recent years.
2.3. Modified equivalent inertia analysis: emulating hid-
den and virtual inertia from RES
To obtain the maximum power from the natural re-
source, both wind and PV power plants are controlled by
power converters using the maximum power point track-
ing (MPPT) technique [48]. This power converter pre-
vents wind and PV power plants to directly contribute
to the inertia of the system, being thus referred to as
Conventional sources: coal,













(a) Generation mix in 1996
Conventional sources: coal,

















(b) Generation mix in 2016
Figure 9: Generation mix in Europe: change between 1996 and 2016.
’decoupled’ from the grid [49]. As a consequence, to ef-
fectively integrate RES into the grid, frequency control
strategies have been developed [50, 51, 52]. Such methods
are commonly named as synthetic, emulated or virtual in-
ertia [53]. If this emulation of inertia coming from RES was
included in power systems, it would have to be considered
to estimate the equivalent inertia. Then, this modified
equivalent inertia would have two different components:
(i) synchronous inertia coming from conventional gener-
ators, HS and (ii) emulated/virtual inertia coming from
RES,HEV [54, 55, 34, 56, 57], modifying Eq. (7) to Eq. (9).
EV G is the number of RES connected to the grid through
emulation/virtual control methods, and HEV is the inertia












This modified equivalent inertia expressed in Eq. (9)
is graphically illustrated in Figure 10, based on [58].
Note the different representation between the coupling of
VSWT and PV to the grid. The reason to this is that WPP
has ’hidden’ deployable inertia based on the kinetic energy
stored in their blades, drive train and electrical generators,
whereas PV has no stored kinetic energy due to the ab-
sence of rotating masses. Actually, modern VSWT have
rotational inertia constants comparable to those of conven-
tional generators [30, 59, 60]. However, this inertia is ’hid-
den’ from the power system point of view due to the con-
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Figure 10: Power system with synchronous, hidden and virtual iner-
tia.
verter [61]. For instance, in Table 3 and Figure 11, the in-
ertia constant of several types of wind turbines are summa-
rized, and most of them are within the range 2−6 s, in line
with values presented for conventional units in Table 1. As
a consequence, it is commonly considered that VSWT pro-
vide ’emulated hidden inertia’, as rotational inertia could
be provided by them [62, 63, 64, 65]. On the other hand,
PV installations don’t have any rotating masses [11, 66],
having an inertia constant H ≈ 0 [67]. Therefore, due to
this absence of rotational masses and, subsequently, ab-
sence of inertia, the specific literature refers to the ’emu-
lated synthetic/virtual inertia’ provided by such PV power
plants [68, 69, 70, 71].
With regard to the equivalent inertia estimation for the
EU, and considering the averaged hidden inertia of WPP
depicted in Table 3, the inertia change is reduced around
0.3 s, corresponding to 50% of the value determined in
Section 2.2. Figure 12 presents the evolution of the equiv-
alent inertia in the same EU countries of Figure 6, being
the dark blue values those due to the hidden inertia pro-
vided by VSWTs. As can be seen, by considering the
hidden inertia of VSWT leads to a smaller reduction of
the equivalent inertia.
3. RES frequency control strategies
3.1. Preliminaries
Generation and load in the power systems must be
continuously balanced to maintain a steady frequency.
Under any generation-load mismatch, grid frequency
changes [94]. Moreover, significant deviations from the
nominal value may cause under/over frequency relay op-
erations, and even lead to the disconnection of some loads
Type of wind turbine Rated power H (s) Reference Year
Not indicated Not indicated 2− 5 [12] 2012
Not indicated 2 MW 4.45 [72] 2007
Not indicated 2 MW 2.5 [73] 2003
Not indicated 16 · 600 kW 3.7 [74] 2003
HAWT with SCIG 200 kW 1.2 [75] 2010
FSWT 10 · 500 kW 3.2 [76] 2005
FSWT Not indicated 3.5 [77] 2005
VSWT 2 MW 6 [78] 2006
VSWT 3.6 MW 5.19 [79] 2008
Types 1, 2, 3 1–5 MW 2.4− 6.8 [80] 2005
DFIG 2 MW 3.5 [81] 2003
DFIG 660 kW 4 [82] 2006
DFIG 1.5 MW 6.35 [83] 2009
DFIG 1.5 MW 4.41 [83] 2009
DFIG 3.6 MW 4.29 [84] 2011
DFIG 2 MW 3.5 [85] 2003
DFIG 2 MW 2.5 [86] 2004
DFIG 660 kW 4 [24] 2007
DFIG (WPP) 300 MW 1 [87] 2007
DFIG 750 MW 5.4 [88] 2005
DFIG 2 MW 3 [89] 2013
DFIG 1.5 MW 3 [90] 2012
DFIG 2 MW 0.5 [91] 2006
DFIG 2 MW 3.5 [92] 2003
PMSG 455 kW 2.833 [93] 1996
Table 3: Wind turbines inertia constants H according to rated power
and reference














Figure 11: Inertia constant values (H) for different wind turbine
technologies
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Figure 12: Equivalent averaged inertia constants estimated in EU-28
considering emulated inertia provided by WPPs (1996–2016).
from the grid [95]. Consequently, frequency stability is
related to the ability of a power system to maintain the
operating frequency close to its nominal value (i.e., 50 or
60 Hz, depending on the region) when an imbalance situ-
ation occurs [96]. Hence, frequency control is an essential
component of a secure and robust electrical power sys-
tem [97].
Frequency control is traditionally implemented by ad-
justing real power generation to balance the load. This
traditional scheme has a hierarchical structure, and in Eu-
rope it is usually composed of three layers: primary, sec-
ondary and tertiary, from fast to slow timescales [98]. The
primary and secondary controls are automatic, while ter-
tiary control is manually executed by the transmission sys-
tem operator [99].
The primary frequency control (PFC) operates at a
timescale up to low tens of seconds and uses a governor
to adjust the mechanical power input around a set-point
based on the local frequency deviation [100]. It is the auto-
matic response of the turbine governors in response to the
deviations of the system frequency and depends on the
setting of the speed-droop characteristics of each power
plant [101]. Therefore, each generating unit can be mod-
eled with its speed governing system [102]. However, it
does not restore grid frequency to its nominal value [103].
In Europe, primary control is triggered before the fre-
quency deviation exceeds ±20 mHz [104].
Secondary frequency control or automatic generation
control (AGC) removes the steady-state frequency devi-
ation generated by the PFC [105]. An integral controller
modifies the turbine governor set-point to bring the fre-




























Figure 14: Inertia and frequency control techniques for RES
quency back to its nominal value [106]. It also keeps the
scheduled exchanges between the different areas of an in-
terconnected power system to their expected values [107].
In Europe, the time-frame is from seconds up to typically
15 min after an incident [104]. Figure 13 gives an example
of a typical frequency excursion, where primary frequency
control and AGC time intervals are shown.
Finally, the main objective of the tertiary frequency
control is to perform an economically efficient generation-
dispatch (economic dispatch) [108]. Moreover, it is also
intended to relieve transmission congestions and restoring
the secondary control reserves [109]. This is also called
security-constrained-economic dispatch (SCED).
An increase in the penetration level of RES addresses a
decreasing of the number of synchronous generators, lead-
ing to an initial decline in system inertia and power re-
serves for primary and secondary control [110]. Subse-
quently, low inertia is related to larger frequency devia-
tions after a generation-load mismatch event [111], having
implications on frequency related power systems dynam-
ics [112]. It is important to note that the rate of change
of frequency (ROCOF) is strongly affected by the inertia
available in the system [113]. By this means, it is nec-
essary that RES become an active role in grid frequency
regulation, providing active power support under distur-
bances [114]. The different technologies proposed to give
additional inertia and frequency control from RES are usu-
ally classified as summarized in Figure 14.
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3.2. PV power plant frequency control strategies
PV power plants can use ESS such as batteries [115,
116, 117], super-capacitors [118, 119] and flywheels [117] in
order to provide additional active power in an imbalanced
situation.
A different strategy to be considered is the ‘de-loading
technique’ of the PV plant. It is based on operating these
generating units below their optimal generation point, in
order to have a certain amount (headroom) of active power
to supply real power to the grid in case of a frequency-dip
contingency [120]. In general, PV power plants operate
at the maximum power point tracking mode according to
certain meteorological conditions (i.e., temperature T and
irradiation G), maximizing the revenues from selling en-
ergy [121]. Contributions focused on this technique can be
found in [122, 123, 124, 125, 126, 127]. By curtailment, we
are operating the PV plant at a de-loaded point Pdel, below
PMPP , so that the PV plants are able to support system
frequency, as some power reserves ∆P = PMPP −Pdel are
available. As depicted in Figure 15, Pdel involves two dif-
ferent voltages: (i) over the maximum power point voltage,
Vdel,1 > VMPP and (ii) under the maximum power point
voltage, Vdel,2 < VMPP . Due to stability concerns, the de-
loaded voltage corresponds to the higher value Vdel,1 [128].
3.3. Wind power plant frequency control strategies
As in the PV power plants, wind power plants can also
use ESS to provide additional power boost during an im-
balanced situation (i.e., frequency dips). Batteries [116],
super-capacitors[118, 129] and flywheels [130] are proposed
in the literature review.
Wind turbines have two possibilities to operate with the
de-loading technique: (i) pitch angle control and (ii) over-
speed control [61]. The pitch angle control consists of in-
creasing the pitch angle from β0 to β1 for a constant wind
speed VW , keeping the rotor speed at the maximum power
point ΩMPP (Figure 16). This way, the power supplied
Pdel is below the maximum available aerodynamic power
PMPP . Therefore, a certain amount of active power re-
serve is available to supply additional generation in case of
a frequency deviation occurs [131, 132, 133, 134]. The over-
speed control shifts the de-loaded power Pdel towards the
right of the maximum power PMPP , maintaining the pitch
angle β0 for a constant wind speed VW , see Figure 17(a).
When frequency response is provided, rotor speed has to
be reduced from Ωdel,1 to ΩMPP , releasing kinetic energy
to the system [135, 136, 137, 138]. As depicted in Fig-
ure 17(b), a third possibility could be to set the turbine to
operate the rotor speed below the rotor speed for MPPT
operation. In that case, the rotor speed must increase
from Ωdel,2 to ΩMPP utilizing some power extracted from
the turbine. As a consequence, the frequency response is
reduced, and could even be opposite to the desired behav-
ior during the first seconds. Because of this, it is usually
considered as a ‘detrimental strategy’ [139, 140].
(a) Vdel,1 > VMPP
(b) Vdel,2 < VMPP
Figure 15: Deloading techniques for PV




Figure 17: Over-speed and under-speed control
With regard to providing an inertial response from wind
power plants, the main idea is to increase the output power
of the VSWT for a few seconds. One or more supplemen-
tary loops are introduced into the active power control,
which are only activated under frequency deviations. Both
blades and rotor inertia are then used to provide primary
frequency response under power imbalance situations. The
kinetic energy stored in the rotating masses is supplied to
the grid as an additional active power [141].
The droop control emulates the behavior of a gover-
nor in a conventional synchronous generator, respond-
ing to the changes in the system frequency. The active
power supplied by the VSWTs changes proportionally to
the frequency deviation ∆f as illustrated in Figure 18(a),
where RWT is the droop control setting (speed adjustment
rate). Subsequently, the variation of power is defined as
Eq. (10), where ∆P is the signal given to the power con-
verter to release the stored kinetic energy. The increase of
the active power output results in a decrease in the rotor
speed [142, 143, 144, 145].
∆P = − ∆f
RWT
(10)
Hidden inertia emulation for wind turbines is character-
ized by an emulation of the inertial response of a tradi-
tional synchronous generator. There are two types of hid-
den inertia emulation controls: (i) one loop and (ii) two
loops. In the first case, an additional power ∆P based on
the ROCOF is added to PMPP after a generation deficit,
(a) Droop characteristic
(b) Block diagram of droop control [146]
Figure 18: Droop control for VSWTs
thus, reducing the generator speed and releasing the stored
kinetic energy of the rotating blades [147, 148, 149]. The
drawback of this control strategy is that frequency is not
restored to its nominal value [150]. An additional loop
proportional to the frequency deviation ∆f is then added,
as indicated in Figure 19(b). This second loop lasts until
the frequency is restored to f0 [78, 151]. Figure 20 com-
pares the frequency responses by considering one or two
loops controllers.
The fast power reserve technique is based on supply-
ing the kinetic energy stored in the rotating masses of
the wind turbine to the grid as additional active power.
Afterward, the energy extracted is recovered through an
under-production period. When the frequency deviation
surpasses the predefined threshold value, the additional
active power is provided, decreasing the rotational speed
of the rotor. Overproduction power was initially defined
as a constant value [79, 152, 153, 154, 155, 156]. However,
new approaches consider it as variable [157, 158, 159] by
considering other limits (e.g. toque limit, the current limit
of the power electronic switches, etc). The recovery period
is used to restore both power and rotational speed to their
pre-event values. Different techniques have also been pro-
posed in the references listed. Figure 21 shows the fast
power reserve emulation control indicated in [152].
Table 4 presents an overview of the application of some
of the techniques. It includes the integration of wind power
plants (WPP) and the power imbalance ∆P ; both in the
percentage of the total capacity of the system. As can be
seen, some strategies are combined, in order to improve the




Figure 19: Hidden inertia emulation controllers
Figure 20: Frequency response of the one loop and two loops con-
trollers
Ref. Type of control WPP (%) ∆P (%) Year
[160] Droop 46 14 2012
[160] Hidden inertia (i) 46 14 2012
[160] Droop + Hidden inertia (i) 46 14 2012
[161] Variable droop 30 – 2011
[162] De-loading by pitch 24 3 2016
[162] De-loading by pitch 50 4 2016
[163] Fast power reserve 57 8.5 2017
[164] Hidden inertia (ii) 25 1.7 2012
[165] Dynamic droop + Hidden inertia (i) 10 8.5, 10, 11 2016
[166] Droop + Hidden inertia (i) 15 2 2016
[166] Droop + Hidden inertia (i) 50 2 2016
[167] Fast power reserve 12.5 6.25 2015
[168] Hidden inertia (i) 20 8.33 2015
[168] Droop 20 8.33 2015
[168] Droop 20 8.33 2015
[169] Hidden inertia (ii) 30 2.5 2013
[170] Hidden inertia (i) 38 2.3 2012
[170] De-loading by pitch + Over-speed 38 2.3 2012
[170] Hidden inertia (i) + Pitch + Over-speed 38 2.3 2012
Table 4: Wind turbines frequency control proposals
(a) P − Ω curve
(b) Power variation
Figure 21: Fast power reserve emulation technique [152]
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4. Conclusion
An extensive literature review focused on inertia esti-
mation for power systems and wind power plants is con-
ducted by the authors. The contribution of PV power
plants as a ’virtual inertia’ is also discussed in the pa-
per, as well as a detailed analysis of the damping fac-
tor evolution. Averaged inertia values are estimated for
different regions and countries for the last two decades.
Conventional generation units are considered accordingly,
summarizing their inertia constant values in accordance
with each type of technology and rated power. Our find-
ings indicate that, nowadays, Europe presents a significant
averaged inertia decreasing –around 20% in the last two
decades–, mainly due to the renewable integration decou-
pled from the grid –from 14% in 1996 to 31% in 2016–.
With regard to wind turbines, they present inertia values
similar to conventional generation units –between 2 and
6 s depending on technologies–, which is commonly con-
sidered as ’emulated hidden inertia’. The paper provides
significant information for wind turbines frequency control
strategies and studies of current power systems with high
renewable energy source integration.
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3.2 An adaptive frequency strategy for variable speed wind
turbines: application to high wind integration into power
systems
This paper presents a new frequency controller for VSWTs based on the fast power
reserve emulation technique. This scheme has two operation modes
(overproduction and recovery), varying the active power provided by the VSWTs
through the ‘hidden’ kinetic inertia stored in their rotating masses. In the
overproduction mode, the active power provided by the wind turbines is set over
the mechanical power, reducing their rotational speed. This overproduction power
is estimated proportional to the frequency excursion. In the recovery mode, the
active power is established under the mechanical power to recover the initial
rotational speed through a smooth trajectory. The power system considered for
simulation purposes includes thermal, hydro-power and wind power plants. The
frequency control technique is tested within four different supply-side scenarios,
increasing the wind power plants penetration from 15 to 45%, at the time that
thermal plants decreased from 73 to 43%. In this way, it is possible to simulate the
frequency response of a future power system with high integration of renewable
energy sources. Simulations are carried out in Matlab/Simulink. Results show that
the nadir (minimum frequency value) can be reduced a 45% if the wind power
plant control strategy proposed participates in frequency control, compared to
current situations in which only conventional plants provide frequency control. A
secondary frequency dip is identified due to the change from overproduction to
recovery periods, consequently increasing the stabilisation time. Results are also
compared to a previous proposal, improving nadir, stabilisation time and especially
the secondary frequency excursion.
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Abstract: This paper presents a new frequency controller for variable speed wind turbines connected
to the grid under power imbalance conditions. It is based on the fast power reserve emulation
technique, having two different operation modes: overproduction and recovery mode. In the first
mode, the active power provided by wind turbines is set over the mechanical power, reducing their
rotational speed. This overproduction power is estimated according to the frequency excursion.
In the second mode, the active power is established under the mechanical power to recover the initial
rotational speed through a smooth trajectory. The power system considered for simulation purposes
includes thermal, hydro-power and wind-power plants. The controller proposed has been evaluated
under different mix-generation scenarios implemented in Matlab/Simulink. Extensive results and
comparison to previous proposals are also included in the paper.
Keywords: frequency control; wind energy; renewable energy sources integration; power
system stability
1. Introduction
During the last decade, and due to aspects such as climate change, energy dependence, fossil
resource scarcity and the increasing costs of nuclear power [1], most developed countries have
promoted large-scale integration of Renewable Energy Sources (RES), mainly wind and PV power
plants [2]. This relevant integration of RES has raised important concerns in terms of grid stability
and reliability, mainly due to: (i) the nature of RES power variation [3] as well as the uncertainty in
the privately-owned renewable generators that puts the generation-load balance at risk [4]; (ii) the
reduction of the total system inertia by the decoupling between rotor mechanical speed and grid
frequency [5], or even the absence of rotating machines [6]. As the system inertia decreases, an increase
of primary frequency control (PFC) reserves is needed [7]. Traditionally, PFC reserves are provided by
synchronous generators [8], as depicted in Figure 1a. Under power imbalance conditions, PFC reserves
from conventional generation are traditionally released to compensate the disturbance and recover
the rate grid frequency. If these reserves cannot compensate for the mismatch, it could cause a
sharp decrease of the system frequency [9]. With the relevant penetration of wind power plants,
some proportional capacity of the system reserves must be provided by them [7,10] see Figure 1b.
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Additional reserves can be then provided by renewables, reducing the primary reserves from
conventional generation units and providing enhanced solutions for weak and/or isolated power
systems [9,11]. Under this scenario of high RES penetration, transmission system operators have
required that not only conventional utilities contribute to ancillary services [12], but also renewables,
especially wind power plants [13]. Indeed, [14] affirms that the participation of the wind power plants
in the ancillary services such as grid frequency control becomes inevitable. For this reason, frequency
control strategies are being developed to effectively integrate Variable Speed Wind Turbines (VSWTs)
into the grid, in order to replace conventional power plants by maintaining a secure power system
operation [15]. Most of them are based on ‘hidden inertia emulation’, in order to enhance the inertia
response of VSWTs [16,17]. A classification for different control strategies based on principles for
inertia emulation concept can be found in [18]. One of the possible solutions to overcome this is called
fast power reserve emulation. It is based on supplying the kinetic energy stored in the rotating masses
to the grid as an additional active power, being afterwards recovered through an under-production
period (recovery). Overproduction is defined in the specific literature over the electrical pre-event
power reference [19–24] and the overproduction power is considered as constant and independent from
the frequency excursion severity [21–23]. Other proposals define the time that the wind power plant
must be overproducing independently from the event [19–22] or consider that it should last until the
wind turbine achieves its minimum speed limit [23]. Moreover, the transition from overproduction to
recovery is defined as an abrupt drop in the active generated power by VSWTs [21,23,24] or as a constant
slope [19,22]. A different strategy is described in [20], where the VSWTs of the wind power plant are
designed to recover at different times, avoiding ‘synchronization’. Most contributions consider a low
wind energy integration for simulations, between 10 and 20% [19,20,22], and only recent contributions
analyze penetration level scenarios up to 40% [10]. However, the renewable share is currently over
20% in different power systems. Actually, some countries have already experienced instantaneous
penetration higher than 50% (i.e., Spain, Portugal, Ireland, Germany and Denmark) [25]. Subsequently,
scenarios with a very relevant integration of wind energy should be considered and evaluated.
To overcome these drawbacks, and with the aim of improving the frequency response of power
systems with massive wind energy penetration, this paper describes and evaluates an alternative fast
power reserve emulation controller. The main contributions of this paper are summarized as follows:
• The active power provided by VSWTs during the overproduction operation mode is defined
over the mechanical power instead of the pre-event electrical power. Such mechanical power
varies with the rotational speed instead of keeping constant as the former one. Moreover,
the overproduction power is estimated according to the frequency excursion, being thus an
‘adaptive’ overproduction strategy.
• The active power provided by VSWTs during the recovery operation mode is defined below
the mechanical power to recover the rotational energy delivered in the overproduction mode.
It is defined as a parabolic trajectory until the rotational speed reaches the maximum power
tracking curve. Thereafter, that curve is followed. Because of that, it is considered as a ‘smooth’
recovery period.
• The control strategy proposed has been tested under different scenarios, considering a maximum
wind energy integration of 45%. In all the scenarios, the proposed solution reduces significantly
the grid frequency deviations under power imbalance conditions.
The rest of the paper is organized as follows: in Section 2 the proposed frequency controller
for VSWTs is described and compared to previous approaches. The power system and the different
scenarios needed to assess the proposed control are discussed in Section 3. Simulation results are given
in Section 4. Finally, Section 5 gives the conclusions.

























































Figure 1. Change in primary frequency control (PFC) reserves from current to future power systems:
(a) Current situation; (b) Future situation.
2. Proposed Frequency Strategy for Wind Turbines
A new frequency control strategy for VSWTs is presented in this work. It is based on
supplying the kinetic energy stored in the rotating masses of the VSWT in order to enhance its
inertial response. Three different operation modes are defined: normal operation, overproduction
mode and recovery mode. Each mode sets a different commanded active power Pcmd to restore the grid
frequency after a power imbalance. In Figure 2, a general scheme of the proposed VSWTs frequency
controller is shown.
Figure 2. Scheme of the proposed Variable Speed Wind Turbines (VSWTs) frequency controller.
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2.1. Normal Operation Mode
The VSWTs operate at a certain point Pcmd according to their mechanical curve Pmt(ΩWT).
The power controller compensates any change in the rotational speed ΩWT or in the wind speed VW ,
tracking the maximum available active power for a current wind speed PMPPT(VW).
Under power imbalance conditions, and assuming a power supply-side decreasing, a frequency
(negative) deviation ∆ f is suffered by the power system. The proposed frequency controller is then
initialized through an adaptive overproduction strategy:
∆ f < −∆ flim → Overproduction.
2.2. Overproduction Operation Mode
The active power provided by the VSWTs, Pcmd, involves the mechanical power Pmt(ΩWT)
obtained from the wind and an additional active power ∆POP taken from the rotational speed energy
stored in the rotor, Pcmd = Pmt(ΩWT) + ∆POP. The proposed strategy results in a rotational speed
decreasing, and subsequently a reduction of the mechanical power provided by the blades. Regarding
to the additional power ∆POP, it is estimated proportionally to the frequency excursion evolution,
see Figure 3, which gives an adaptive response depending on the frequency excursion severity and thus
emulating PFC of conventional generation units [26,27]. This strategy gives a more realistic scenario,
a smoother response and, additionally, provides a frequency response in line with conventional
primary frequency performances. Previous approaches assume the overproduction as a constant value
and independent on the frequency excursion [21–23]. Moreover, the overproduction mode defined in
this work considers that mechanical power Pmt depends on the rotational speed Pmt(ΩWT), whereas
most authors assumed that mechanical power was constant when rotational speed decreased [19–24].
This overproduction strategy remains active until the frequency excursion disappears, the rotational
speed reaches a minimum allowed value, or the commanded power is lower than the maximum
available active power.
∆ f > −∆ flim or ΩWT < ΩWT,min or Pcmd < PMPPT(ΩMPPT)→ Recovery.
In previous contributions, the minimum rotational speed was considered as a constant value; i.e.,
ΩWT,min = 0.7 pu in [23]. Under this assumption, the rotational speed deviation interval, ∆Ω depends
on the initial rotational speed value ΩMPPT , giving different regulation ranges. To improve this
solution, the minimum rotational speed is proposed to be determined according to the initial value
ΩMPPT , being thus ΩWT,min = 0.7 ·ΩMPPT . This way, ΩWT,min is a function of ΩMPPT and a 30% of
rotational speed deviation is allowed. Figure 4a shows the corresponding ∆ΩWT = ΩMPPT −ΩWT,min
differences depending on the wind speed values VW considering a fixed ΩWT,min. Figure 4b depicts the
proposed definition for ΩWT,min. In addition, Figure 5 compares the overproduction strategy discussed
in [23] and the alternative approach proposed in this work.
Figure 3. Proposed relationship between ∆POP and ∆ f for VSWTs during overproduction.
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(a) (b)
Figure 4. Comparison between overproduction operation modes. (a) ∆ΩWT for different wind speeds
VW , [23]; (b) Proposed ∆ΩWT for different wind speeds VW .
(a) (b)
Figure 5. Comparison between overproduction operation modes; (a) Overproduction operation mode
in [23]; (b) Overproduction operation mode proposed.
2.3. Recovery Operation Mode
After the overproduction period, a recovery operation mode is proposed to restore the rotational
speed to the initial value ΩMPPT and provide an optimal active power from the VSWTs. With the
aim of minimizing undesirable frequency oscillations and abrupt changes from the supply-side,
an alternative recovery strategy is defined and evaluated. This proposal is based on a parabolic smooth
recovery strategy. Three points are considered to define this trajectory: (i) mechanical power at the
minimum rotational speed achieved during the frequency excursion,
P1 : (ΩWT,min, Pmt(ΩWT,min)) .
(ii) mechanical power corresponding to the middle rotational speed deviation,
P2 : (ΩV , PMPPT(ΩV)) ,
where ΩV is ΩWT,min + 0.5 · ∆Ω, and ∆Ω is ΩMPPT − ΩWT,min. (iii) maximum mechanical power
available according to the wind speed,
P3 : (ΩMPPT , PMPPT(ΩMPPT)) .
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The commanded power before achieving P2 is determined according to
Pcmd = a · Ω2WT + b · ΩWT + c, where a, b and c can be estimated by considering the three
mechanical power points aforementioned. Finally, the commanded power tracks the maximum
power curve available according to the power wind speed curve: Pcmd = PMPPT(ΩWT). The normal
operation mode is then recovered when either ΩMPPT or PMPPT(ΩMPPT) are respectively achieved,
ΩWT ' ΩMPPT or Pcmd ' PMPPT(ΩMPPT)→ Normal operation.
In [23] the recovery period is defined as Pcmd = Pmt − Pacc, being Pacc a constant underproduction
power value. Under this assumption, the higher Pacc, the faster the rotational speed recovers its
optimal initial value ΩMPPT . Despite the fact that a value of Pacc = 0.02 pu was fixed, the fast
and abrupt transition from overproduction to recovery operation mode may cause an additional
and severe frequency oscillation. The recovery operation mode defined in this work determines
the trajectory followed by the wind farm instead of fixing a certain underproduction power, Pacc.
In Figure 6, a comparison between the recovery mode proposed in [23] and the alternative strategy
described in this work is depicted. Furthermore, the recovery operation mode has been improved
by modifying P2. The power in point P2 is then defined in accordance to the differences between
PMPPT(ΩV) and Pmt(ΩV), PMPPT(ΩV) + x · (Pmt(ΩV)− PMPPT(ΩV)), where x has been considered
as 0.25, 0.50 and 0.75. When Pcmd achieves P2x , the active power is above the curve of PMPPT
proportionally to the difference between Pmt(ΩWT) and PMPPT(ΩWT), providing an adaptive and
smooth recovery response. In Figure 7, the different proposals for the recovery operation mode
are compared.
(a) (b)
Figure 6. Comparison between recovery operation modes. (a) Recovery operation mode in [23];
(b) Recovery operation mode proposed.
Figure 7. Different proposals for recovery operation mode.
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In Figure 8a, the control strategy proposed in [23] is shown. Figure 8b summarizes the new
approach discussed in this work. Moreover, Figure 9 compares the VSWTs active power variations
submitted to a frequency excursion, where ∆PWF = Pcmd − PMPPT(ΩMPPT). As can be seen,
the proposed strategy offers a more adaptive and smoother power oscillation, which leads to reduce
possible frequency oscillations due to abrupt imbalances.
(a) (b)
Figure 8. Comparison of frequency control strategies for VSWT. (a) Control strategy in [23];











Figure 9. Additional active power of wind power plants: comparison of strategies. (a) ∆PWF in [23];
(b) ∆PWF proposed.
3. Cases of Study
3.1. Power System Modeling
From the supply-side, the power system considered for simulation purposes involve conventional
generating units such as thermal and hydro-power plants, and wind power plants, Simulations have
been carried out in Matlab/Simulink (2016 Student Suite Version, MathWorks, Natick, MA, USA).
The total capacity of the power system is 1350 MW. Simplified governor-based models have been used
to simulate both thermal and hydro-power plants according to [26], see Figure 10a,b. In Appendix A,
the different values of the parameters of the block diagrams are presented. To simulate the wind power
plant, an equivalent generator with n-times the nominal power of one wind turbine is assumed [28],
being n the total number of turbines [29,30]. The frequency controller introduced in Section 2 is added
to the wind power plant model in order to provide frequency response under power imbalances.
With those considerations, the block diagram of the VSWT can be seen in Figure 10c. Appendix B
explains the different blocks of the VSWT model.
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(a) (b)
(c)
Figure 10. Power plants models. (a) Block diagram of a thermal plant model; (b) Block diagram of a
hydro-power plant model; (c) Block diagrams of a VSWT model and the proposed frequency controller.
A simplified diagram in terms of variations of the power system can be s 11, being the
generated extra power ∆Pg = ∆PWF + ∆PT + ∆PH (the sum of the active po of the wind
power, thermal and hydro-power plants), and ∆PL the d mand variation. Th xcursion can
be thus estimated from the following expression,
∆ f =
1
2 Heq s + Deq
· (∆Pg − ∆PL), (1)
where Deq is the equivalent damping factor of the loads and Heq is the equivalent inertia constant of








Hi refers to the inertia constant of power plant i, SB,i is the rated power of power plant i, SB is the
rated power of the power system and N is the total number of conventional generators.
Figure 11. Simplified diagram of the modeled power system.
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3.2. Description of the Scenarios
Taking into account the contribution of the different sources from the supply-side in the
EU-28 during 2016, see Table 1, four different scenarios have been studied. The first scenario
corresponds to the current European supply-side situation, where 75% comes from thermal power
plants (conventional and nuclear plants), 12% from hydro-power plants and 13% from non-manageable
sources, mainly wind, and other renewables that do not provide frequency control. According to
the relevant presence of wind energy, in the rest of scenarios the non-manageable sources have been
considered to be just wind power plants. Moreover, the frequency controllers indicated in Section 2
(approach of [23] and the new scheme proposed in this work) have been included in the wind power
plant model, keeping constant the capacity of the hydro-power plant (12%). Both thermal and wind
capacities have changed depending on the scenarios in order to simulate a power system with high
integration of RES. As a consequence, the total inertia of the power system is reduced, due to the
fact that VSWTs and thus wind power plants are decoupled from the grid. The considered scenarios
for simulation purposes are summarized in Table 2, where Heq has been determined according to
Equation (2). To evaluate the VSWTs frequency controller, three power imbalances (∆PL,1 = 0.025,
∆PL,2 = 0.050, ∆PL,3 = 0.100) have been considered, resulting in 12 different scenarios.








Table 2. Capacity of each generating unit and total RES integration.
Source Scenario 1 Scenario 2 Scenario 3 Scenario 4
Thermal plant 75% 73% 58% 43%
Hydro-power plant 12% 12% 12% 12%
Wind power plant Others 15% 30% 45%
Heq 4.15 s 4.05 s 3.29 s 2.54 s
4. Results
With the aim of evaluating the suitability of the proposed VSWTs frequency controller, three
different strategies have been analyzed:
1. Thermal and hydro-power plants with frequency control (without frequency response from wind
power plants).
2. Thermal and hydro-power plants with frequency control and wind power plants with the
frequency controller of [23].
3. Thermal and hydro-power plants with frequency control and wind power plants with the
proposed frequency controller.
When wind power plants are excluded from frequency control, frequency excursions by
considering the different scenarios are shown in Figure 12. As wind power integration increases,
without providing frequency response, the lowest point or Nadir becomes more and more significant,
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achieving −302 mHz in scenario 4 considering the same value of ∆PL, being over 1.5 times in
comparison to the first one. With regard to the stabilization time (defined as the time interval taken by
the frequency deviation to be within the range |∆ f | < 10 mHz [32]), it enhances slightly. In scenario 4,
it is 1.3 times over the first one, increasing from 28 to 34 s. The rate of change of frequency (ROCOF)
also increases with the integration of wind energy without frequency response, from 83 mHz/s
in scenario 1 to 132 mHz/s in scenario 4. Therefore, the more wind power integration into grids,
the more sensitive is the power system under imbalance conditions. Subsequently, a more unstable
grid results from the integration of renewables without implementing any frequency response. Similar
relationships are found when ∆PL = 0.050 and ∆PL = 0.100 (Figure 12b,c, respectively). In Figure 13,
a comparison among Nadir, stabilization time and ROCOF for the different scenarios and ∆PL = 0.050
is depicted. Results are shown in pu, considering as base the results of scenario 1, where there are no
wind power plants.
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Figure 12. Frequency excursions for scenarios 1–4 without wind power plant control










Figure 13. NADIR, stabilization time and ROCOF: comparison for the different
scenarios without wind power plant control for ∆PL = 0.050
(b)
(c)
Figure 12. Frequency excursions for scenarios 1–4 without wind power plant control. (a) Considering
∆PL = 0.025; (b) Considering ∆PL = 0.050; (c) Considering ∆PL = 0.100.
To overcome previous frequency excursion drawbacks, and to determine the most suitable
recovery strategy of the smooth controller proposed in this work, the four different recovery strategies
are analyzed hereinafter. They are represented for the scenario 2, considering ∆PL = 0.050 in Figure 14a
and ∆PL = 0.100 in Figure 14b. Due to the low value of the power of point P2 (see Figure 7),
the frequency deviation presents undesirable oscillations when the wind power plant is within the
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recovery operation mode. This effect is especially significant in the original proposal, and it is
reduced as the power considers the difference between the actual mechanical power Pmt(ΩWT) and the
maximum mechanical power available according to the wind speed PMPPT(ΩWT). Actually, the best
response is obtained when P2 is defined as PMPPT(ΩV) + 0.75 · (Pmt(ΩWT)− PMPPT(ΩWT)). Because
of that, the rest of the results only consider that case (x = 0.75).
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Figure 13. Nadir, stabilization time and the rate of change of frequency (ROCOF): comparison for the
different scenarios without wind power plant control f PL = 0. 5 .









































Figure 14. Frequency excursion for scenario 2. Comparison among values of x. (a) Considering
∆PL = 0.050; (b) Considering ∆PL = 0.100.
Figures 15–17 summarize the different scenarios including frequency response from VSWTs when
∆PL = 0.025, ∆PL = 0.050 and ∆PL = 0.100, respectively. Figures 15a, 16a and 17a refer to the controller
indicated in [23]. Figures 15b, 16b and 17b use the new proposal of this work, assuming x = 0.75
in line with the previous discussion. According to the results, scenarios 2–4 present two different
well-identified frequency shifts: (i) due to the power imbalance and (ii) due to the supply-side decrease
as a consequence of the step from overproduction to recovery operation mode of the VSWTs frequency
controller, see Figure 8.
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(a) (b)
Figure 15. Comparison between frequency excursion for scenarios 1–4 including wind power plant
controls and considering ∆PL = 0.025. (a) Controller from [23]; (b) Proposed control with x = 0.75.
(a)

















Figure 16. Comparison between frequency excursion for scenarios 1–4 including wind power plant
controls and considering ∆PL = 0.050. (a) Controller from [23]; (b) Proposed control with x = 0.75.
(a)












Scenario 1 and ∆PL = 0.100
Scenario 2 and ∆PL = 0.100
Scenario 3 and ∆PL = 0.100
Scenario 4 and ∆PL = 0.100
(b)
Figure 17. Comparison between frequency excursion for scenarios 1–4 including wind power plant
controls and considering ∆PL = 0.100. (a) Controller from [23]; (b) Proposed control with x = 0.75.
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With regard to the power imbalance condition, the frequency shift decreases as the wind
energy integration increases. This reduction is due to the fast support provided by VSWTs under
a generation-load mismatch. It is more noticeable when the proposal of [23] is considered, as the
overproduction power is constant and independent from the frequency deviation. Actually, if the
demand variation is small (i.e., ∆PL = 0.025), the overproduction mode of the approach indicated
in [23] may cause an overfrequency instead of an underfrequency, since the additional active power
definition ∆POP (see Figure 15a, scenarios 3 and 4). This drawback does not occur if the adaptive
frequency controller proposed in this work is used, as seen in Figure 15b. Considering the case in
which ∆PL = 0.050, a reduction of 70% is obtained with the approach of [23], from 391 mHz in the first
scenario to 117 in the last one. This reduction accounts for the 44%, reaching 215 mHz in scenario 4
with the new controller proposal. Finally, when ∆PL = 0.100, both frequency controllers have similar
responses during the firsts seconds, reaching a Nadir ' 750 mHz.
With respect to the second frequency shift, it increases with high wind power plant integration,
as it increase leads to a greater wind power generation reduction when switching from overproduction
to recovery. The underfrequency value can decrease to 2 Hz in scenario 4 with the approach indicated
in [23], due to the sudden drop of generation from VSWTs, see Figure 9. Nevertheless, this second
excursion is reduced using the smooth recovery proposal of this work, decreasing up to 163, 266,
450 mHz for scenario 4 when ∆PL = 0.025, ∆PL = 0.050, ∆PL = 0.100, respectively. This fact
brings out that the new proposed adaptive and smoother controller gives an improvement of the
frequency response, being suitable for power systems with high wind power penetration. In Figure 18,
a comparison between both frequency deviations corresponding to both frequency control strategies
considering ∆PL = 0.050 are depicted.
Figure 18. Comparison between ∆ f1 and ∆ f2 for the different scenarios depending on the wind power
plant control and considering ∆PL = 0.050.
Regarding to ROCOF, its behavior depends on the scenario and ∆PL. In general, it can be said that
ROCOF decreases in scenarios 2 and 3, but increases in scenario 4. Actually, it is higher than the ROCOF
of scenario 1 when the wind power plant frequency controller of [23] is analyzed. The stabilization time
increases with the wind power plant integration, as a result of the second frequency dip. In the last
scenario, the stabilization time is around 280 s for the control strategy indicated in [23] (independently
from the value of ∆PL), varying between 80 and 140 s for the proposed approach. Figures 19 and 20
compare Nadir, stabilization time and Nadir for ∆PL = 0.050. The increasing of the stabilization
time in [23] is due to the fact that when the wind power plant changes from recovery to normal
operation mode, a third frequency shift occurs. Despite it is not so noticeable compared to the second
frequency excursion, see Figures 15a, 16a and 17a, it can achieve up to 70 mHz for scenario 4.
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Figure 19. NADIR, stabilization time and ROCOF: comparison for the different
scenarios considering ∆PL = 0.050 and including wind power plant control
from [24]
the control strategy indicated in [24] (independently from the value of ∆PL), varying between
80 and 140 s for the proposed approach. Figures 19 and 20 compare NADIR, stabilization
time and NADIR for ∆PL = 0.050. The increasing of the stabilization time in [24] is due to
the fact that when the wind power plant changes from recovery to normal operation mode, a
third frequency shift occurs. Despite it is not so noticeable compared to the second frequency
excursion, see Figures 15(a)-17(a), it can achieve up to 70 mHz for scenario 4.
In Figure 21 the wind power plant response of scenario 2 and ∆PL = 0.050 with the
frequency controller of [24] is depicted. Between points [1] − [2], the VSWT is working in
the normal operation mode, providing its maximum power PMPPT = 0.745 pu. Because of
that, the variation of active power provided is 0 (see definition of ∆PWF in Section 2). The
rotational speed of the machine is ΩMPPT = 1.197 pu. At time t = 20 s, the power imbalance
occurs, activating the overproduction mode (points [2] − [3]). Hence, the variation of active
power provided by the wind power plant is constant and equal to ∆PWF = 0.1 pu. This
value corresponds to the additional active power provided by the VSWTs in this operation
mode, ∆POP, which is taken from the stored kinetic energy of the machine. As a consequence,
the rotational speed of the VSWT decreases from ΩMPPT = 1.197 to the minimum value
ΩWT,min = 0.700 pu, corresponding to a 42% of decrease in 30 s. When ΩWT reaches
Figure 19. Nadir, stabilization time and ROCOF: comparison for the different scenarios considering
∆PL = 0.050 and including wind power plant control from [23].
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Figure 21. Wind power plant response for scenario 2 and frequency controller of
[24]
Figure 20. Nadir, stabilization time and ROCOF: comparison for the di ferent scenarios considering
∆PL = 0.050 an including the proposed wind power lant control.
In Figu e 21 the wind power plant response of scenario 2 and ∆PL = 0.050 with the
frequency c ntroller of [23] is epicted. Between points [1]–[2], the VSWT is working in the normal
operation mode, provid ng its maximum power PMPPT = 0.745 pu. Be ause of that, th variation of
active power provided is 0 (se definition of ∆PWF in Section 2). The rotational speed of the machine
is ΩMPPT = 1.197 pu. At time t = 20 s, the power imbalanc occurs, activating the overproduction
mode (points [2]–[3]). Hence, the variation of active power provided by the wind power plant
is constant and equal to ∆PWF = 0.1 pu. This value corresponds to the additional active power
provided by the VSWTs in this operation mode, ∆POP, which is taken from the stored kinetic energy
of the machine. As a consequence, the rotational speed of the VSWT decreases from ΩMPPT = 1.197
to the minimum value ΩWT,min = 0.700 pu, corresponding to a 42% of decrease in 30 s. When ΩWT
reaches its minimum value, the frequency controller changes to recovery operation mode (points
[4]–[5])). The sudden drop of the variation of active power generated (points [3]–[4]) causes a second
frequency departure, being this deeper than that due to the power imbalance. This power variation is
∆PWF = P[4] − P[3] = −0.27− 0.1 = −0.37 pu. Apart from that, it is important to notice that it takes
around 250 s to restore the rotational speed to the initial value ΩMPPT .
Regarding to Figure 22, the wind power plant response of scenario 2 and ∆PL = 0.050
with the proposed controller considering x = 0.75 is shown. In this case, the rotational
speed decreases from 1.197 to 1.117 pu in 20 s (points [2]–[3]). Despite it takes less time
than in Figure 21, the reduction of rotational speed is also lower, only 0.07%. Furthermore,
the second frequency departure caused by the drop from overproduction to recovery (points [3]–[4]:
∆PWF = P[4] − P[3] = −0.015− 0.075 = −0.090 pu) is negligible in comparison to the one indicated
in Figure 21. The wind power plant needs only 80 s to restore the rotational speed to the initial value
(points [4]–[5]). The equation of the parabola in this case is:Pcmd = 19.06 ·Ω2WT − 43.93 ·ΩWT + 26.02.
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Figure 21. Wind power plant response for scenario 2 and frequency controller of
[24]
(d)
Figure 21. ind power plant response for scenario 2 and frequency co troller of [23]. (a) Frequency
deviation; (b) Rotational speed; (c) Variation of wind power; (d) Frequency control strategy.
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Figure 22. Wind power plant response for scenario 2 and adaptive and smoother frequency controller
with x = 0.75. (a) Frequency deviation; (b) Rotational speed; (c) Variation of wind power; (d) Frequency
control strategy.
5. Conclusions
A new control for VSWTs has been proposed in order to allow them to participate in
frequency control. It is based on two operation modes: overproduction and recovery, varying the active
power provided by the VSWTs through the ’hidden’ kinetic inertia stored in their rotating masses.
It is tested within four different supply-side scenarios consisting of thermal, hydro-power and wind
power plants. In each scenario, wind power plants have increased their capacity from 15 to 45%, at the
time that thermal plants have decreased from 73 to 43% in order to estimate the frequency response of
a future power system with high integration of renewable energy sources.
Results show that the Nadir can be reduced a 45% if the wind power plant control proposed
participates in frequency control, compared to current situations in which only conventional plants
provide frequency control. A secondary frequency dip is identified due to the change from
overproduction to recovery periods, consequently increasing the stabilization time. Results are also
compared to a previous proposal, improving Nadir, stabilization time and especially the secondary
frequency excursion. Actually, it is due to the lack of coordination between power plants, as well as the
different time response of the supply-side operation units. New aggregated and coordinated strategies
are being analyzed by the authors to minimize the impact of these secondary deviations.
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Abbreviations
The following abbreviations are used in this manuscript:
a First parameter of the parabola
b Second parameter of the parabola
c Third parameter of the parabola
n Number of VSWT in the wind power plant
CP Power coefficient
Deq Equivalent damping factor of the power system
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Heq Equivalent inertia constant of the power system
Hi Inertia constant of each generator unit
Pacc Acceleration power
Pcmd Commanded power of the VSWT
Pe Active power provided by the wind power plant
Pe f Active measured power provided by the wind power plant
PMPPT Maximum power point tracking of the VSWT
Pmt Mechanical power of the VSWT




P2 Second point to calculate the parabola: P2 : (ΩV , PMPPT(ΩV))
P3 Third point point to calculate the parabola: P3 : (ΩMPPT , PMPPT(ΩMPPT))
SB Rated power of the power system
SB,i Rated power of each power generation unit
VW Wind speed
β Pitch angle
∆ f Frequency excursion
∆ flim Value at which frequency controller of the VSWT activates
∆Pg Variation of active power of the power system: ∆Pg = ∆PWF + ∆PT + ∆PH
∆PH Variation of active power of the hydro-power plant
∆PL Variation of power demand
∆POP Additional active power in overproduction operation mode
∆PT Variation of active power of the thermal plant
∆PWF Variation of active power of the wind power plant
∆Ω Rotational speed deviation: ∆Ω = ΩMPPT −ΩWT,min
λ Tip speed ratio
Ωerr Rotational speed error: Ωerr = ΩWT −Ωre f
ΩWT Rotational speed of the VSWT
ΩWT,min Minimum rotational speed of the VSWT
ΩMPPT Rotational speed at maximum power point tracking
Ωre f Rotational reference speed
ΩV Middle value between ΩWT,min and ΩMPPT : ΩV = ΩWT,min + 0.5 · ∆Ω
Appendix A. Parameters for Simulations
Tables A1 and A2 summarize the thermal and hydro-power plant parameters.
Table A1. Thermal power plant parameters [26].
Parameter Name Value (puthermal)
TG Speed relay pilot valve 0.20
FHP Fraction of power generated by high pressure section 0.30
TRH Time constant of reheater 7.00
TCH Time constant of main inlet volumes and steam chest 0.30
RT Speed droop 0.05
I(s) Integral controller 1.00
Hthermal Inertia constant 5.00 s
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Table A2. Hydro-power plant parameters [26].
Parameter Name Value (puhydro)
TG Speed relay pilot valve 0.20
TR Reset time 5.00
RT Temporary droop 0.38
RP Permanent droop 0.05
TW Water starting time 1.00
RH Speed droop 0.05
I(s) Integral controller 1.00
Hhydro Inertia constant 3.00 s
Appendix B. Wind Turbine Model
The wind turbine model is based on [29,30]. Parameters of the wind turbine model are




· CP · ρ · Ar ·V3W , (A1)
being Sn the rated power, ρ the air density, Ar the swept area by the blades, CP the power coefficient










This expression gives the mathematical representation of the CP curves, depending on the pitch
angle β and the tip speed ratio λ,
λ =
Ω0 · R ·ΩWT
VW
, (A3)
where Ω0 is the rotor base speed (rad/s), ΩWT refers to the rotor speed (pu), R is the rotor radius (m)
and VW is the wind speed (m/s). Coefficients of αi,j are taken from Table A3.
Table A3. Coefficients αi,j to calculate CP(λ, β)
ij 0 1 2 3 4
0 −4.19 · 10−1 2.18 · 10−1 −1.24 · 10−2 −1.34 · 10−4 1.15 · 10−5
1 −6.76 · 10−2 6.04 · 10−2 −1.39 · 10−2 1.07 · 10−3 −2.39 · 10−5
2 1.57 · 10−2 −1.01 · 10−2 2.15 · 10−3 −1.49 · 10−4 2.79 · 10−6
3 −8.60 · 10−4 5.71 · 10−4 −1.05 · 10−4 5.99 · 10−6 −8.91 · 10−8
4 1.48 · 10−5 −9.48 · 10−6 1.62 · 10−6 −7.15 · 10−8 4.97 · 10−10
The reference rotational speed Ωre f is estimated from the maximum power tracking based on the
measured active power Pe f
Ωre f = −0.67 · P2e f + 1.42 · Pe f + 0.51, (A4)
being Pe f the active power generated Pe after a delay Tf .
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being HWT the inertia constant of the wind turbine. The speed controller is modeled as a PI controller,








Table A4. Wind power plant parameters [29].
Parameter Name Value (puWF)
Vw Wind speed 10.000 m/s
HWT Inertia constant 5.190 s
Ω0 Base rotational speed 1.335 rad/s
Tf Time delay to measure Pe 5.000 s
Tcon Time delay to generate the current Iinj 0.020 s
VWT Wind turbine voltage 1.00
Kpt Proportional constant of speed controller 3.000
Kit Integral constant of speed controller 0.600
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3.3 Fast power reserve emulation strategy for VSWT supporting
frequency control in multi-area power systems
The integration of renewable sources into power systems involves significant
targets and new scenarios with an important role for these alternative resources,
mainly wind and PV power plants. Among the different objectives, frequency
control strategies and new reserve analysis are currently considered as a major
concern in power system stability and reliability studies. This paper aims to
provide an analysis of multi-area power systems submitted to power imbalances,
considering a high wind power penetration (between 25% and 40%). From the
supply-side, conventional and renewable resources are considered, including
thermal, hydro-power, wind, and PV power plants. Tie-line power is limited to a
maximum value of 10%, in line with recent EU directives. Frequency control from
wind power plants is considered, comparing among different strategies depending
on the area in which the imbalance occurs. According to the results, the nadir
reductions are maximised when only wind power plants within the area submitted
to imbalances are considered. In this case, the nadir is reduced between 40% and
50% in the area where the power mismatch occurs, in comparison to conventional
generation unit scenarios. Moreover, these nadir values are also reduced in the
other areas between 20% and 30%. When wind power responses of all areas are
considered, higher frequency oscillations and lower nadir reductions are reached.
Stabilisation time remains almost constant under different situations, and very
similar to simulations where only conventional units respond under frequency
excursions. Subsequently, the authors suggest including only wind power plant
frequency response within the area submitted to imbalances, avoiding additional
frequency oscillations coming from wind power plants located in the other areas.
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Abstract: The integration of renewables into power systems involves significant targets and new
scenarios with an important role for these alternative resources, mainly wind and PV power plants.
Among the different objectives, frequency control strategies and new reserve analysis are currently
considered as a major concern in power system stability and reliability studies. This paper aims to
provide an analysis of multi-area power systems submitted to power imbalances, considering a high
wind power penetration in line with certain European energy road-maps. Frequency control strategies
applied to wind power plants from different areas are studied and compared for simulation purposes,
including conventional generation units. Different parameters, such as nadir values, stabilization
time intervals and tie-line active power exchanges are also analyzed. Detailed generation unit models
are included in the paper. The results provide relevant information on the influence of multi-area
scenarios on the global frequency response, including participation of wind power plants in system
frequency control.
Keywords: frequency control; wind power integration; power system stability
1. Introduction
Traditionally, synchronous generators have provided frequency control reserves, which are
released under power imbalance conditions to recover grid frequency [1]. In fact, any generation-
demand imbalance leads the grid frequency to deviate from its nominal value, which can cause serious
scale stability problems [2]. With the significant penetration of renewables, mainly wind power plants,
a proportional capacity of the system reserves must be provided by these new resources [3]. In this
way, reference [4] considers that wind power plant participation in grid frequency control is imminent.
However, wind turbines usually include back-to-back converters, and they are electrically decoupled
from the grid through power electronic converters [5]. Consequently, with the significant integration of
wind power into power systems, grid frequency tends to degrade progressively due to the reduction
of the grid inertial responses [6]. Therefore, this new scenario presents a preliminary reduction of
reserves from conventional generation units, mainly in weak and/or isolated power systems with high
renewable resource penetration [7,8]. Moreover, these problems would be exacerbated in micro-grids,
with a high share of power-electronically interfaced and thus a low grid inertia [9,10]. Under this
framework, frequency control strategies must be included in wind power plants to provide additional
Energies 2018, 11, 2775; doi:10.3390/en11102775 www.mdpi.com/journal/energies
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active power under disturbances [11]. These new strategies would allow us to integrate Variable Speed
Wind Turbines (VSWTs) into these services, replacing conventional power plants by renewables [12]
and maintaining a reliable power system operation [13]. Most of the proposed strategies for VSWTs
are based on ‘hidden inertia emulation’, enhancing their inertia response [14–16]. According to the
specific literature, ‘Fast power reserve emulation’ has been proposed as a suitable solution. It is based on
supplying the kinetic energy stored in the rotating masses to the grid as an additional active power,
being subsequently recovered through an under-production period (recovery) [17–19]. Different
studies can be found to discuss the definition of overproduction period and the transition from
overproduction to recovery period [20–25]. These studies are mainly focused on analyzing the inertia
reduction problem on isolated power systems [20,21,23–27]. However, there is a lack of contributions
focused on large interconnected power systems with high wind power penetration [28]. These new
scenarios are in line with current wind generation units, covering more than 20% in different power
systems. Moreover, renewables have accounted for more than 50% at different times in some European
countries such as Spain, Portugal, Ireland, Germany or Denmark [29].
In general, synchronous generators inherently release or absorb kinetic energy as an inertial
response to imbalance situations [24]. However, to recover the grid frequency at the nominal value,
an additional control system is needed as well [30]. Automatic Generation Control (AGC) is thus
considered as one of the most important ancillary services in power systems. AGC is used to match
the total generation with the total demand, including power system losses [31]. Over the last decade,
different authors have proposed several control strategies and optimization techniques. A modified
AGC for an interconnected power system in a deregulated environment is described in [32]. A similar
contribution can be found in [33], where an energy storage system is added to a multi-area power
system, and the I controller gains are optimized by using the Opposition-based Harmony Search
algorithm. A teaching-learning process based on an optimization algorithm to tune both I and PID
controller parameters in single and multi-area power systems is described in [34]. In [35], a hybrid fuzzy
PI controller is proposed for AGC of multi-area systems, yielding significant improvements compared
to previous approaches. In [36], the gray wolf optimization method is proposed to tune the controller
gains of an interconnected power system. This solution presented a more suitable tuning capability
than other population-based optimization techniques. An optics inspired optimization algorithm is
proposed in [37] and compared to other optimization algorithms, reaching a better performance for
maximum overshoot and settling time values. However, in these contributions, only thermal, gas and
hydro-power plants are considered from the supply side [32–36]. Therefore, multi-area power system
modeling by including wind power plants are required to simulate frequency excursions under power
imbalance conditions. Consequently, and by considering previous contributions, this paper analyzes
different power imbalance situations and the corresponding frequency deviations in a multi-area
interconnected power system with high wind power penetration. The main contributions of the paper
are summarized as follows:
• Different multi-area power systems are analyzed with significant wind power integration, in line
with current shares of renewables accounting for between 25% and 40%. Most previous studies
on multi-area power systems only consider conventional generating units, such as thermal, gas
and hydro-power [38–41].
• Wind power plants include a fast power reserve emulation control strategy in order to provide
frequency response under power imbalances. Indeed, there is a lack of contributions describing
frequency control response in wind power plants without energy storage solutions under
multi-area power systems [42–45].
• The total power exchanged between areas is in line with the recent EU-wide targets, assuming a
power interconnection share of 10% [46].
• The impact of wind power plants located in different areas on the frequency evolution is included
in our model and dicussed in detail.
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The rest of the paper is organized as follows: Section 2 presents the frequency control strategy for
VSWTs. The implemented multi-area interconnected power system is described in Section 3. The results
are provided and widely discussed in Section 4. Finally, the conclusions are presented in Section 5.
2. Improving Frequency Control Strategy of Wind Turbines
According to the specific literature, different methods for VSWTs have been proposed to provide
frequency control. Figure 1 summarizes the corresponding solutions to be implemented in wind
power plants: (i) de-loading, (ii) droop control and (iii) inertial response [47]. With regard to
de-loading control methods, they are based on operating VSWTs below their optimal generation
point. A certain amount of active power reserve is thus available to supply additional generation under
a contingency [48]. It can be implemented by regulating the pitch angle from βmin to a maximum
value or by increasing the rotational speed above the Maximum Power Point Tracking (MPPT) speed
(over-speeding) [49]. An extension of de-loading strategy applied to Photovoltaic system (PV) taking
into account a percentage of the PV power production for back-up reserve can be found in [50].
Secondly, droop control solutions have a significant influence on the frequency minimum value (nadir)
and the frequency recovery [51]. The controller is based on considering the torque/power-set point
as a function of the frequency excursion (∆ f ) and the rate of change of frequency (ROCOF) [52–56].
Finally, ‘hidden inertia’ controllers introduce a supplementary loop into the active power control. This
additional loop control is only added under frequency deviations. Both blades and rotor inertia are
then used to provide primary frequency response. Different approaches can be found in the specific
literature. One solution is based on emulating similar inertia response to conventional generation
units, shifting the torque/power reference proportionally to the ROCOF [51,57–60]. Another study
uses the fast power reserve emulation. Constant overproduction power is released from the kinetic
energy stored in the rotating mass of the wind turbine, with the rotational speed being recovered later














Figure 1. Wind power plant frequency control: general overview [28,47].
In line with previous contributions, the frequency control strategy for VSWTs implemented
in this work is based on the fast power reserve emulation technique developed by the authors
in [25]. This approach improves an initial proposal described in [61], by minimizing frequency
oscillations and smoothing the wind power plant frequency response. Three operation modes
are considered: normal operation mode, overproduction mode and recovery mode, see Figure 2.
Different active power (Pcmd) values are determined aiming to restore the grid frequency under power
imbalance conditions. Figure 2b depicts the VSWTs active power variations (∆PWF) submitted to an
under-frequency excursion, being ∆PWF = Pcmd − PMPPT(ΩMPPT).
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(a) (b)
Figure 2. Wind frequency control strategy and VSWTs’ active power variation (∆PWF) [25];
(a) frequency control strategy used for VSWTs; (b) ∆PWF with frequency control strategy.
1. Normal operation mode. The VSWTs operate at a certain active power value (Pcmd), according to
the available mechanical power for a specific wind speed, Pmt(ΩWT). It matches the maximum
available active power for this current wind speed PMPPT(VW); see Figure 2a,
Pcmd = Pmt(ΩWT) = PMPPT(VW). (1)
Under power imbalance conditions, and assuming an under-frequency deviation, the
frequency controller strategy changes to the overproduction mode and, subsequently,
∆ f < −∆ flim → Overproduction.
2. Overproduction mode. The active power supplied by the VSWTs involves (i) mechanical power Pmt
available from the Pmt(ΩWT) curve and (ii) additional active power ∆POP provided by the kinetic
energy stored in the rotational masses,
Pcmd = Pmt(ΩWT) + ∆POP(∆ f ). (2)
∆POP is estimated proportionally to the evolution of frequency excursion in order to emulate
primary frequency control of conventional generation units [26,62]. Most previous approaches
assume ∆POP as a constant value independent of the frequency excursion [22,23,61]. Moreover,
the mechanical power Pmt is also considered as constant by most authors, even when rotational
speed decreased [20–24,61]. This overproduction strategy remains active until one of the following
conditions is met: the frequency excursion disappears, the rotational speed reaches a minimum
allowed value, or the commanded power is lower than the maximum available active power,







3. Recovery mode. With the aim of minimizing frequency oscillations, wind power plants have to
move from overproduction mode to recovery mode as smoothly as possible, avoiding abrupt
power changes and, subsequently, undesirable secondary frequency shifts [20,22,24,61]. With
this aim, the authors’ solution described in [25] follows the mechanical power curve Pmt(ΩWT)
according to the wind speed instead of the maximum power curve PMPPT(ΩWT) [22]. The power
provided by the VSWTs in this mode is based on two periods according to [25]: (i) a parabolic
trajectory and (ii) following the PMPPT curve proportional to the difference between Pmt(ΩWT)
and PMPPT(ΩWT). The normal operation mode then can be recovered when either ΩMPPT or
PMPPT(ΩMPPT) are respectively reached by the wind turbine.
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This strategy was evaluated in [25] and compared to [61] for single-are power system modeling,
providing an improved frequency response under power imbalance conditions. This approach is
considered in the present paper and extended to a multi-area power system with significant wind
power integration into different areas.
3. Power System Modeling
3.1. General Overview
Traditional power system modeling for frequency deviation analysis under imbalance conditions
is usually based on the following expression [63],
∆ f =
1
2 Heq s + Deq
· (∆Pg − ∆PL), (4)
where ∆ f is the frequency variation from nominal system frequency, Heq is the equivalent inertia
constant of the system, Deq is the equivalent damping factor of the loads, and ∆Pg − ∆PL is the power
imbalance. Heq is estimated from Equation (5), Hm is the inertia constant of m-power plant, SB,m is the
rated power of the m-generating unit, CG is the total number of conventional synchronous generators








Transmission level voltage is usually considered for multi-area interconnection purposes through
tie-lines. Frequency and tie-line power exchange can vary according to variations in power load
demand [64–68]. The total tie-line power exchange between two areas is determined by
∆Ptiei,j =
2 · π · Ti,j
s
· (∆ fi − ∆ f j), (6)
where Ti,j is the synchronizing moment coefficient of the tie-line between i and j areas.
When a frequency deviation is detected, the balance between an interconnected power system is
determined by generating the Area Control Error signal (ACE), expressed as a linear combination of
the tie-line power exchange and the frequency deviation [69]






where i, j refers to i and j areas, respectively, B is the bias-factor, ∆Ptie is the variation in the exchanged
tie-line power and N is the total number of interconnected areas. Figure 3 schematically shows these
power exchanges for a three-area power system example. Recent contributions focused on a new
control logic of the Balancing Authority Area Control Error Limit (BAAL) Standard adopted in the
North American power grid can be found in [70].
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Figure 3. Multi-area power system. (a) balanced situation; (b) imbalanced situation in Area 1.
3.2. Supply-Side Modeling
From the supply-side, the power systems considered for simulation purposes involve conventional
generating units (such as non-reheat thermal and hydro-power) and renewable energy sources (wind
and PV power plants). One equivalent generator is used for each type of production to model the
supply-side. This assumption is in line with previous contributions focused on frequency strategy
control analysis.
The conventional generating unit models considered for simulations can be seen in Figure 4.
Taking into account the specific literature, they are modeled according to the simplified governor-based
models widely used and proposed in [62]. Parameters are provided in Tables 1 and 2, respectively. The
different transfer functions of governor and turbine are indicated in Figure 4.
(a) (b)
Figure 4. Conventional generation modeling. (a) thermal plant model; (b) hydro-power plant model.
Table 1. Thermal power plant parameters [62].
Parameter Name Value (puthermal)
TG Speed relay pilot valve 0.20
FHP Fraction of power generated by high pressure section 0.30
TRH Time constant of reheater 7.00
TCH Time constant of main inlet volumes and steam chest 0.30
RT Speed droop 0.05
I(s) Integral controller 1.00
Hthermal Inertia constant 5.00 s
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Table 2. Hydro-power plant parameters [62].
Parameter Name Value (puhydro)
TG Speed relay pilot valve 0.20
TR Reset time 5.00
RT Temporary droop 0.38
RP Permanent droop 0.05
TW Water starting time 1.00
RH Speed droop 0.05
I(s) Integral controller 1.00
Hhydro Inertia constant 3.00 s
Wind power plants are able to provide frequency response according to the strategy discussed
in Section 2. An aggregated model for wind power plants is considered for the simulation purposes.
They are represented by one equivalent generator, which is generally accepted in the specific literature
for frequency response simulations (Figure 5). The equivalent wind turbine has n-times the size of
each individual wind turbine, with n being the number of wind turbines [71,72]. The equivalent wind
turbine model is based on [73,74], which have been widely used in recent publications [22,23,25,75–77].
Parameters are shown in Table 3. The remaining renewable generation is modeled through an
equivalent PV power plant connected to the grid. It represents a renewable non-dispatchable energy
source, following recent contributions [78]. Due to the short period of simulated time (under 5 min),
a constant active power provided by this non-dispatchable resource is considered for our analysis.
Figure 5. Aggregated wind power plant model with frequency controller.
Table 3. Wind turbine parameters [74].
Parameter Name Value
Vw Wind speed 10 m/s
Sn Rated power 3.6 MW
HWT Inertia constant 5.19 s
Ω0 Base rotational speed 1.335 rad/s
Tf Time delay to measure electric power 5 s
Tcon Time delay to generate the injected current Iinj 0.020 s
VWT Wind turbine voltage 1 puWT
Kpt Proportional constant of speed controller 3 puWT
Kit Integral constant of speed controller 0.6 puWT
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3.3. Area Descriptions
Figure 6 summarizes the percentages for the different generating units of each area. Previous
studies address the problem of multi-area power systems considering only conventional power plants
(mainly thermal, hydro-power and gas) and assuming two or three areas [32–36,38–41]. In this work,
two different interconnected multi-source power systems are analyzed: (i) a two-area power system
(considering only Areas 1 and 2) and (ii) a three-area power system. Both systems allow us to study in
detail the relationships between the number of areas and the exchanged power between them when
a significant number of renewable energies are considered from the supply-side. A base power of
2000 MW per area is assumed that corresponds to the capacity of each area. In Europe, it is expected
that wind and PV will cover up to 30% and 18% of the demand respectively by 2030 [79,80]. Therefore,
the integration of these sources in the areas considered in this paper are in line with current European
road-maps, having a RES/non-dispatchable integration lying between 25% to 50%. In addition, ∆Ptiei,j
is limited to a maximum value of 10%. This limit agrees with recent EU-wide targets, which expect to
have an interconnection power of 10% in the year 2020 [46]. Most contributions found in the literature
























Figure 6. Generation contribution per area. (a) Area 1; (b) Area 2; (c) Area 3.
Ti,j and B values are provided in Table 4 for the two-interconnected areas [30,35] and in Table 5
for three-interconnected areas [30]. The equivalent inertia Heq of each area is calculated according to
Equation (5), and taking into account the inertia constants of thermal and hydro-power plants indicated
in Section 3.2. With regard to the damping factor, the impact of an inaccurate value is relatively small if
the power system is stable [85]. Moreover, it is expected to decrease accordingly to the use of variable
frequency drives [86]. Table 6 summarizes different values proposed for the damping factor in the
literature over recent decades. A value of Deq = 1 is considered for simulation purposes, which is in
line with recent contributions and is lower than values corresponding to previous works. A general
overview of a two-area power system can be seen in Figure 7.
Table 4. Interconnected two-area power system parameters [30,35].
Parameter Name Value
B1 Bias factor of Area 1 0.425
B2 Bias factor of Area 2 0.425
T1,2 Synchronizing moment coefficient between Areas 1 and 2 0.545
Heq,1 Equivalent inertia constant of Area 1 2.997 s
Heq,2 Equivalent inertia constant of Area 2 3.324 s
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Table 5. Interconnected three-area power system parameters [30].
Parameter Name Value
B1 Bias factor of Area 1 0.3483
B2 Bias factor of Area 2 0.3827
B3 Bias factor of Area 3 0.3629
T1,2 Synchronizing moment coefficient between Areas 1 and 2 0.2
T2,3 Synchronizing moment coefficient between Areas 2 and 3 0.12
T3,1 Synchronizing moment coefficient between Areas 3 and 1 0.25
Heq,1 Equivalent inertia constant of Area 1 2.997 s
Heq,2 Equivalent inertia constant of Area 2 3.324 s
Heq,3 Equivalent inertia constant of Area 3 2.246 s
Table 6. Damping factor values.
Ref. Value (pu/Hz) Analysis Year
[62] 1–2 Power system stability 1994
[87] 0.83 Two areas with non-reheat thermal units 2011
[88] 1.66 Two areas with thermal units 2011
[89] 1–1.8 Three areas with non-reheat thermal units 2012
[90] 2 One area with nuclear, thermal, wind and PV 2012
[91] 0.5–0.9 Three areas with nonlinear thermal units 2013
[92] 0.83 Two areas non-reheat thermal units 2013
[93] 0.83 Two areas with thermal units 2013
[67] 0.83 Two areas with reheat units 2015
[94] 0.8 IEEE 9 bus system with hydro-power, gas and wind turbines 2016
[95] 1–1.8 One and three areas with non-reheat thermal units 2017
[96] 1–1.8 Three areas with non-reheat thermal units 2018
[97] 1 Two areas with non-reheat thermal units 2018
- 
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Figure 7. Two-area power system modeling for frequency control.
4. Results
As was discussed in Section 3, and with the aim of evaluating frequency oscillations and power
system performances under imbalance conditions with different number of areas, two different
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multi-area power systems were simulated: (i) a two-area power system and (ii) a three-area power
system. Both power systems were implemented in Matlab/Simulink c© (2016, MathWorks, Natick, MA,
USA). Source codes are available under request.
4.1. Two-Area Interconnected Power System
Firstly, and in order to evaluate the sensitivity of frequency excursions in a multi-area power
system, two different imbalance conditions were simulated. In both cases, one area is submitted to
imbalances while the other area maintains a balanced condition. A 5% increase in demand of the
base power is assumed in all simulations as imbalance power (∆PL,1 = ∆PL,2 = 100 MW). Under
these scenarios, with an active-power deficit, different frequency control strategies are addressed
by the simulations depending on the generation units involved in the frequency response: case (1)
whole conventional generation units of the multi-area power system; case (2) whole conventional
generation units and only wind power plants within the area submitted to imbalances; and case (3)
whole conventional generation units and wind power plants.
Figure 8a,b shows the frequency oscillations in both areas when a power imbalance is applied
to Area 1 (∆PL,1). As can be seen, the maximum nadir is achieved in both areas when case (1) is
conducted. The nadir values are improved when wind power plants are considered for frequency
control: cases (2) and (3). Indeed, case (2) offers a smoother and less oscillatory response than
case (3), yielding a stabilization time interval very similar to case (1). Moreover, case (3) causes three
different well-identified frequency shifts: the first one is due to the power imbalance; the second one
occurs due to the lack of coordination between power plants as well as the different time response
of the supply-side operation units (see Figure 9); and the last one depends on the transition from
overproduction mode to recovery mode of the wind power plant located in Area 2 (see Figure 2b and
the active power decrease in WPP2 Figure 9).


















Case 1: No WPPs
Case 2: WPP1
Case 3: WPPs1 & 2
(a)

















Case 1: No WPPs
Case 2: WPP1
Case 3: WPPs1 & 2
(b)
Figure 8. Area 1 under power imbalance (∆PL,1); (a) frequency oscillations in Area 1; (b) frequency
oscillations in Area 2.
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Figure 9. Area 1 under power imbalance (∆PL,1): generation deviations in Area 2.
A similar study can be carried out by considering power imbalance conditions in Area 2 (∆PL,2).
Figure 10 compares the results in terms of nadir for both scenarios (∆PL,1 and ∆PL,2) and considering
the different frequency control strategies. As can be seen, minor differences are found in both analyses.
In addition, Figure 11 compares the tie-line power evolution under both imbalance conditions, ∆PL,1
and ∆PL,2 accordingly, and peak-to-peak tie-line power exchange. Subsequently, and according to the
generation mix considered in each area, frequency oscillations and active tie-line power results present
similar values regardless of the area submitted to imbalances. Based on these results, and taking
into account the different frequency control strategies implemented and simulated, lower frequency
oscillations are obtained when only wind power plants within the area submitted to imbalance
conditions are considered. Therefore, the contribution of wind power plants from other areas under
frequency excursions would provide additional oscillation responses.


























Figure 10. Nadir: Comparison of ∆PL,1 and ∆PL,2 scenarios. (a) Area 1 submitted to imbalance (∆PL,1);
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scenarios. Stabilization time remains almost constant under different situations, and very similar to
simulations where only conventional units respond under frequency excursions. Subsequently, the
authors suggest including only wind power plant frequency response within the area submitted to
imbalances, avoiding additional frequency oscillations coming from wind power plants located in the
other areas.
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Abbreviations
The following abbreviations are used in this manuscript:
ACE Area Control Error
AGC Automatic Generation Control
CG Total number of conventional synchronous generators
ROCOF Rate of Change of Frequency
VSWTs Variable Speed Wind Turbines
WPP Wind Power Plant
nadir Minimum value of the frequency excursion
n Number of VSWT in the wind power plant
tstab Stabilization time
B Bias factor
Deq Equivalent damping factor of the power system
Heq Equivalent inertia constant of the power system
Hm Inertia constant of generating unit m
N Number of interconnected areas
Pcmd Commanded power of the VSWT
PMPPT Maximum power point tracking of the VSWT
Pmt Mechanical power of the VSWT
SB Rated power of the power system
SB,m Rated power of generating unit m
Sn Rated power of a VSWT
Ti,j synchronizing moment coefficient of a tie-line between areas i and j
VW Wind speed
β Pitch angle
∆ f Frequency excursion
∆ flim Value at which frequency controller of the VSWT activates
∆Pg Variation of active power of the power system
∆PL Variation of power demand
∆POP Additional active power in overproduction operation mode
∆Ptiei,j Tie-line power changed between areas i and j
∆PP−Ptiei,j Peak-to-peak tie-line power changed between areas i and j
∆PWF Variation of active power of the wind power plant
ΩWT Rotational speed of the VSWT
ΩWT,min Minimum rotational speed of the VSWT
ΩMPPT Rotational speed at maximum power point tracking
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3 PUBLISHED PAPERS
3.4 Frequency control analysis based on unit commitment
schemes with high wind power integration: A Spanish
isolated power system case study
Most contributions regarding wind turbines participation into frequency control
discuss power imbalances under arbitrary power imbalance conditions, usually
ranged between 5% and 20%, and assuming averaged energy schedule scenarios.
In this paper, the Gran Canaria Island’s isolated power system (Spain) is used as
case study. Frequency excursions are analysed by considering the loss of the
largest conventional generation group, including a wind frequency control strategy,
a load shedding program and realistic energy scenarios obtained by a unit
commitment model. With regard to the frequency analysis, by including wind
power generation into frequency control, nadir and RoCoF are reduced in most of
energy scenarios considered (110 mHz and 185 mHz/s in average, respectively),
subsequently reducing the load shedding in 11 out of the 30 power imbalance cases
analysed. This improvement is more significant in high wind power integration
scenarios (regardless of the power demand), and for high power demands
(regardless of the wind power integration). Therefore, wind frequency control can
be considered a remarkable solution to reduce load shedding in isolated power
systems with high wind power integration. Moreover, there is no homogeneity in
the frequency response results, providing a clear dependence on the dispatch of the
conventional rotational generation units, their participation in the global energy
scenario and the inertia changes addressed by the generation unit tripping.
Subsequently, the participation of wind power plants into frequency control should
be analysed by considering not only the wind power integration level, but also
other variables, such as the energy scenario, the rate power of the different
generation units, as well as the reserves provided by conventional generation units
and thus, the equivalent rotational inertia given by them. Indeed, nadir and RoCoF
values give almost homogeneous values when such aspects are not included in the
simulations. Whereas our findings are derived based on an specific power system
case study, our results are useful and significant based on the relevance of our
realistic case study coupled with the number of different energy scenarios and
wind power integration ranges.
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Abstract
The relevant integration of wind power into the grid has involved a remarkable impact on power system operation,
mainly in terms of security and reliability due to the inherent loss of the rotational inertia as a consequence of such
new generation units decoupled from the grid. In these weak scenarios, the contribution of wind turbines to frequency
control is considered as a suitable solution to improve system stability. With regard to frequency response analysis and
grid stability, most contributions introduce wind control discuss generation tripping for isolated power systems under
arbitrary power imbalance conditions. Frequency response is then analyzed for hypothetical imbalances usually ranged
between 5% and 20%, and assuming averaged energy schedule scenarios. In this paper, a more realistic framework is
proposed to evaluate frequency deviations by including high wind power integration. With this aim, unit commitment
schemes and frequency load shedding are considered in this work for frequency response analysis under high wind power
penetration. The Gran Canaria Island’s isolated power system (Spain) is used for evaluation purposes. Results provide
a variety of influences from wind frequency control depending not only on the wind power integration, but also the
generation units under operation, the rotational inertia reductions as well as the available reserves from each resource,
aspects that have not been addressed previously in the specific literature to evaluate frequency excursions under high
wind power integration.
Keywords: Power system stability, Wind energy integration, Wind frequency control, Unit commitment
Nomenclature
cc Combined cycle (subscript)
ds Diesel (subscript)




Hi Rotational inertia of synchronous generator i
hWT Number of wind turbines
Pi Power supplied by generation units i
Pd Power demand
PJ Power of Jinámar power plant
PMPPT Maximum power point of wind turbines
Psp Set-point active power of wind turbines
PT Power of Barranco de Tirijana power plant
Pw Power of wind power plants
RR Regulation effort
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Tm(t) Inertia of the power system
Tu,th Secondary response time constant
vw Wind speed
AGC Automatic generation control
RES Renewable energy sources
MILP Mixed integer linear programming
RoCoF Rate of change of frequency
TSO Transmission system operator
UC Unit commitment
VSWT Variable speed wint turbines
1. Introduction
Conventional power plants with synchronous generators
have traditionally determined the inertia of power sys-
tems [1]. However, during the last decades, most countries
have promoted large-scale integration of Renewable En-
ergy Sources (RES) [2, 3]. RES are usually not connected
to the grid through synchronous machines, but through
power electronic converters electrically decoupled from the
grid [4, 5]. As a consequence, by increasing the amount
of RES and replacing synchronous conventional units, the
effective rotational inertia of power systems can be sig-
nificantly reduced [6–8]. Actually, Albadi et al. consider
























that the impact of RES on power systems mainly depends
on the RES integration and the system inertia [9], being
the RES negative effects more severe in isolated power
systems [10]. Among the different RES, wind power is
the most developed and relatively mature technology [11],
especially variable speed wind turbines (VSWT) [12–16].
Indeed, Toulabi et al. affirm that the participation of wind
power into frequency control services becomes inevitable
due to the relevant integration of such resource [17].
Power imbalances between generation and demand can
occur, among others, due to the loss of power genera-
tors [18]. Actually, this loss of power generators can be the
most severe contingency in case it is the largest one [19].
These imbalances cause frequency fluctuations, and subse-
quently the grid becomes unstable, even leading to black-
outs [20, 21]. Hence, the frequency control services are
playing an essential role for secure and reliable power sys-
tems [22]. Moreover, frequency stability is the most criti-
cal issue in isolated power systems due to their low rota-
tional inertia [23–25]. Frequency control has a hierarchical
structure, and in Europe is usually organized up to five
layers: (i) frequency containment, (ii) imbalance netting,
(iii, iv) frequency restoration (automatic and/or manual)
and (v) replacement, from fast to slow timescales [26].
According to the specific literature, several studies have
proposed wind frequency control approaches. However,
authors notice that in those contributions: (i) energy
schedule scenarios considered are usually arbitrary and
unrealistic, without considering a unit commitment (UC)
scheme and individual generation units [27–31]; (ii) the
power imbalance is usually taken as a fixed random value
(between 3 and 20%), excluding the N − 1 criterion [32–
35]; (iii) load shedding is not taken into account in the
frequency response analysis [36–38]; and (iv) only a few
wind power integration scenarios are commonly analyzed
to evaluate the wind frequency controller —usually one or
two different scenarios— [39–42]. As a consequence, simu-
lations can address unrealistic and inaccurate results. For
instance, recent studies considering two wind integration
share rates provide different —and even opposite— con-
clusions regarding frequency nadir and RoCoF (Rate of
Change of Frequency): some authors conclude that these
parameters can improve [33, 43], others that they could get
worse [31, 44] or even be similar [34] as wind penetration
increases.
By considering previous contributions, the aim of this
paper is to analyze the frequency response of an isolated
power system with high integration of wind power gener-
ation including wind frequency control and load shedding.
These energy schedule scenarios are determined by a UC
model, taking into account some technical and econom-
ical constraints [45] and guaranteeing the frequency sys-
tem recovery after the largest power plant outage (N − 1
criterion) [46]. A realistic load shedding program is also
included, as well as wind frequency control. With this aim,
our study is carried out in Gran Canaria Island power sys-
tem, in the Canary island archipelago (Spain), where the
wind power integration has increased from 90 to 180 MW
in the last two years. Moreover, in the Canary island
archipelago, more than 200 loss of generation events per
year were registered between 2005 and 2010. In fact, the
number of this kind of incidents even surpassed 300 per
year, subsequently suffering from the activation of the load
shedding programs [47]. This analysis can be extended to
other isolated power systems with relevant wind energy
potential, such as Madagascar [48] or Japan [49]. The
main contributions of this paper can be thus summarized
as follows:
• Evaluation of wind frequency control responses, in-
cluding load shedding and rotational inertia changes
from realistic operation conditions under generation
unit tripping.
• Analysis of frequency deviations (nadir, RoCoF) in
isolated power systems with high penetration of wind
power, using energy schedules and unit comments ob-
tained from an optimization model.
The rest of the paper is organized as follows: Section 2
describes the Gran Canaria power system and the genera-
tion scheduling process. The power system model, includ-
ing both optimization and dynamic models, are described
in Section 3. Simulation results are analyzed and discussed
in Section 4. Finally, Section 5 outlines the main conclu-
sions of the paper.
2. Power System and Generation Scheduling Pro-
cess
2.1. Preliminaries
Different frequency analysis studies have been carried
out by authors based on specific power systems. For in-
stance, Zerket et al.. considered a modified Nordic 32-bus
test system [50]; in [51], the power system of Flores Island,
and the electric power system of Sao Miguel Island were
used; Moghadam et al.. focused on the power system of
Ireland [52]; in [53], the Singapore power system was used;
Pradhan et al. tested the three-area New England system
[54]; and [55] considered the Spanish isolated power sys-
tem located in El Hierro Island. In this paper, authors
have focused on Gran Canaria Island (Spain), where the
wind power integration has increased from 90 to 180 MW
in the last two years.
Gran Canaria Island belongs to Canarian archipelago,
one of the outermost regions of the European Union. Ca-
narian archipelago is located in the north-west of the
African Continent. From the energy point of view, Gran
Canaria Island is an isolated power system. Traditionally,
Gran Canaria Island’s generation has been exclusively as-
sociated with fossil fuels: diesel, steam, gas and combined
cycle units from two different power plants: Jinámar power
plant and Barranco de Tirijana power plant. However,
this fossil fuel dependence has involved an important eco-
nomic and environmental drawback. To overcome theses
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problems, the Canary Government promoted the instal-
lation of wind power plants in the 90’s, accounting for
70 MW in 2002. In the following decade, the installation
of wind power plants stopped around 95 MW and, since
2015, wind power capacity has been doubled, nearly reach-
ing 180 MW.
Regarding the wind power generation and system de-
mand in Gran Canaria Island along 2018, both are shown
in Fig. 1. The system demand is discretized for six differ-
ent intervals, considering the lowest and highest demand
of Gran Canaria Island. Wind power generation is dis-
cretized for five intervals. According to the ranges in the
system demand and the wind power generation shown in
Fig. 1, thirty energy scenarios are proposed to analyse the
frequency response of the system including wind frequency
control. Each energy scenario is based on a pair demand-
wind power generation as it is further described in Sec-
tion 4.
2.2. Generation Scheduling Process
The generation scheduling of the Gran Canaria Island
power system is ruled in [57, 58]. It is carried out by the
Spanish Transmission System Operator (TSO) according
to the economic criterion of variable costs of each power
plant. The schedules are obtained according to differ-
ent time horizons: weekly or daily. Each energy schedule
depends on the previous time horizon and, subsequently,
weekly and daily schedules are required to determine the
hourly generation scheduling, which is used in the present
paper. An overview of these schedules is summarized in
Fig. 2.
1. Weekly scheduling: Estimation of the hourly start-up
and shut-down decisions from each Saturday (00:00 h)
to the following Friday (23:59 h). This initial genera-
tion schedule is determined following two steps: (i) an
economic dispatch is carried out to minimize the total
variable costs to meet the net power system demand
(i.e., the power system demand minus the renewable
generation). The result of such economic dispatch in-
cludes both the hourly energy and the reserve sched-
ules (labeled as Schedule-A). (ii) an economic and
security dispatch is determined taking into account
the transmission lines and minimizing the total vari-
able costs to support the net power system demand
and a certain level of power quality. The result of this
economic and security dispatch is also a hourly energy
and reserve schedule (labeled as Schedule-B).
2. Daily scheduling: Updates the Schedule-B of a cer-
tain day D from the updated available information
of the power system: generation from suppliers, de-
mand from consumers and the state of the transmis-
sion lines. The result of the daily scheduling in the
day D is a new hourly energy and reserve schedule (la-
beled as Schedule-C). It is obtained before 14:00 h
of the day D − 1. This Schedule-C is determined
following a similar process as in the weekly schedul-
ing: (i) an economic dispatch is firstly carried out and
(ii) an economic and security dispatch is then calcu-
lated. The daily scheduling processes aims to min-
imize the total variable costs to meet the net power
system demand with a minimum certain level of power
quality.
3. Methodology: Unit Commitment and Fre-
quency Model
Frequency deviations are analyzed according to possible
generation tripping and power system reserves by consider-
ing explicitly individual generation units and technologies.
With this aim, a series of energy scenarios for each sce-
nario of system demand and wind power generation based
on a real isolated power system (the Gran Canaria Island)
are estimated and evaluated accordingly, considering cur-
rent wind power integration percentages and load shed-
ding programs. Fig. 3 shows the proposed methodology,
highlighting the novelties and differences presented in this
paper compared to other approaches focused on frequency
analysis (i.e., carry out a UC to determine the energy sce-
narios, consider the loss of the largest power plant as im-
balance, and include load shedding with and without wind
frequency control). The following subsections describe re-
spectively the unit commitment model and frequency mod-
els used in this work. Fig. 4 shows a simplified scheme of
the modelled Gran Canaria Island power system, where
conventional and wind power plants are depicted.
3.1. Unit commitment model: creation of scenarios
In order to analyze frequency deviations in the Gran
Canaria power system, a UC model is required to esti-
mate the number of thermal units connected to the grid
for each generation mix scenario. These thermal units re-
main unchanged during the subsequent frequency control
analysis. The UC model used in this paper has been re-
cently proposed by the authors in [59], based on [60], which
is a deterministic thermal model based on mixed integer
linear programming (MILP). Other contributions focused
on probabilistic unit commitment can be also found in
the specific literature. In this way, [61] proposes an op-
timal allocation of up/down spinning reserves under high
integration of wind power. The planning horizon of our
model is adapted to 24 hours with a time resolution of one
hour consistent with the approach used by the TSO for the
next-day generation scheduling [62]; and the hydropower
technology is excluded from the model formulation in or-
der to be consistent with the generation mix of the Gran
Canaria power system. The model formulation is partially
based on [63] which is, to the author’s knowledge, the most
computationally efficient formulation available in the lit-
erature when considering different types of start-up costs
of thermal units.
The Gran Canaria power system is operated in a cen-
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Figure 10: Scenarios under study
As a consequence, a different generation group is discon-
nected in each scenario, depending on the energy schedule
obtained by the UC model and subsequently addressed a
variety of power imbalance situations. Fig. 11 summarizes
the energy schedule of each scenario after these disconnec-
tions, pointed out the technology and generation unit trip-
ping under such circumstances. Due to these sudden dis-
connections, the equivalent rotational inertia of the power
system is reduced according to eq. (2).
4.2. Frequency response analysis
With the aim of evaluating frequency deviation and
power system performance under the sudden generation
disconnection established with the N−1 criterion, grid fre-
quency response is analyzed (i) excluding wind frequency
control and only considering conventional units; and (ii)
including conventional units and wind frequency control
strategy. Firstly, nadir and RoCoF results for the 30 sim-
ulated scenarios according to the generation unit tripping
obtained for the UC model and depicted in Fig. 11 are com-
pared to results obtained following methodologies of pre-
vious contributions [27, 28, 31, 32]. They usually assume a
constant 10% imbalance, neglect any inertia power system
modification and do not include load shedding scheme in
their frequency analysis models. With this aim, Fig.s 12
and 13 summarize nadir and RoCoF respectively, includ-
ing (or not) wind frequency response. RoCoF is calculated
between 0.3 and 0.5 s after the sudden disconnection of
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Figure 11: Generation mix after disconnections
scenario. As can be seen, clear differences are identified
between both approaches. In fact, most obvious results
are determined with a constant power imbalance, as was
to be expected, see Fig. 12b and 12d for nadir comparison
values. If a simplified power system modeling is considered
for frequency control analysis, with typical 10% power im-
balance conditions —usually assumed in previous contri-
butions as was previously discussed— 49.4 Hz nadir and
0.5 Hz/s RoCoF values are obtained for all cases, which
provides significant discrepancies with our proposal, see
Fig. 12 and 13 respectively. Indeed, nadir lies in between
48.54 and 49.15 Hz when wind power plants are excluded
from frequency control, depending on each scenario —see
Fig. 12a—. In fact, these values were even worse if the
load shedding program was not considered, as it is ac-
tivated in 21 of the 30 scenarios analyzed. However, a
larger wind power integration without frequency control
—see Fig. 12a— doesn’t imply a worse nadir response,
which could be deduced a priori, due to the loss of the
larger power plant (which is different, depending on the
scenario). When wind frequency control is considered for
simulations, the minimum frequency is increased 110 mHz
in average for all cases. Moreover, the more wind power
integration providing frequency control, the lower nadir is
obtained. For instance, for wind power integration over
50%, the minimum frequency is reduced around 200 mHz.
It can’t be then deduced an homogeneous response of the
considered power system submitted to realistic generation




Table 3: Comparison of results: nadir, RoCoF, inertia change and load shedding
Without wind frequency control With wind frequency control
µ σ2 µ σ2
Proposed analysis
nadir (Hz) 48.8 0.036 48.9 0.037
RoCoF (Hz/s) 1.4 0.085 1.2 0.085
Inertia change (s) 1.9 0.64 1.9 0.64
Load shedding (MW) 34.9 894.7 24.7 938.6
Previous approaches
nadir (Hz) 49.2 0.006 49.4 0.0002
RoCoF (Hz/s) 0.6 0.005 0.5 0.0002
Inertia change (s) — — — —
Load shedding (MW) — — — —
homogeneous values when such aspects are not included in
the simulations, with a typical deviation near zero. In ad-
dition, and according to the remarkable frequency excur-
sion dependence on different parameters such as on power
system rotational inertia, generation unit technologies and
rate power of the tripping-generation unit; controller pa-
rameters should dynamically vary in line with those power
system variables and at the same time keeping frequency
requirements. These aspects are currently under analy-
sis by the authors for further contributions. Whereas our
findings are derived based on a single-islanding power sys-
tem case study, our results are useful and significant based
on the relevance of our realistic case study coupled with
the number of different energy scenarios and wind power
integration ranges.
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[45] M. Farrokhabadi, C. A. Cañizares, K. Bhattacharya, Unit com-
mitment for isolated microgrids considering frequency control,
IEEE Transactions on Smart Grid 9 (4) (2018) 3270–3280.
[46] F. Teng, V. Trovato, G. Strbac, Stochastic scheduling with
inertia-dependent fast frequency response requirements, IEEE
Transactions on Power Systems 31 (2) (2016) 1557–1566.
[47] S. Padrón, M. Hernández, A. Falcón, Reducing under-frequency
load shedding in isolated power systems using neural networks.
gran canaria: a case study, IEEE Transactions on Power Sys-
tems 31 (1) (2015) 63–71.
[48] J. P. Praene, M. H. Radanielina, V. R. Rakotoson, A. L. An-
driamamonjy, F. Sinama, D. Morau, H. T. Rakotondramiarana,
Electricity generation from renewables in madagascar: Oppor-
tunities and projections, Renewable and Sustainable Energy Re-
views 76 (2017) 1066–1079.
[49] METI, Japan’s energy plan, Tech. rep. (2015).
URL https://www.enecho.meti.go.jp/en/category/
brochures/pdf/energy_plan_2015.pdf
[50] A. Zertek, G. Verbic, M. Pantos, A novel strategy for variable-
speed wind turbines’ participation in primary frequency control,
IEEE Transactions on sustainable energy 3 (4) (2012) 791–799.
[51] M. H. Nazari, Z. Costello, M. J. Feizollahi, S. Grijalva,
M. Egerstedt, Distributed frequency control of prosumer-based
electric energy systems, IEEE Transactions on Power Systems
29 (6) (2014) 2934–2942.
[52] M. R. V. Moghadam, R. T. Ma, R. Zhang, Distributed fre-
quency control in smart grids via randomized demand response,
IEEE Transactions on Smart Grid 5 (6) (2014) 2798–2809.
[53] Y. Wang, H. Li, Y. Xu, Y. Tang, System frequency regulation
in singapore using distributed energy storage systems, in: 2017
Asian Conference on Energy, Power and Transportation Elec-
trification (ACEPT), IEEE, 2017, pp. 1–6.
[54] C. Pradhan, C. N. Bhende, Online load frequency control
in wind integrated power systems using modified jaya opti-
mization, Engineering Applications of Artificial Intelligence 77
(2019) 212–228.
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los sistemas eléctricos de los territorios no peninsulares, Bolet́ın
Oficial del Estado Edition (2015).
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Lázaro, Á. Molina-Garćıa, Fast power reserve emulation strat-
egy for vswt supporting frequency control in multi-area power
systems, Energies 11 (10) (2018) 2775.
[84] G. C. Tarnowski, P. C. Kjar, P. E. Sorensen, J. Ostergaard,
Variable speed wind turbines capability for temporary over-
production, in: Power & Energy Society General Meeting, 2009.
PES’09. IEEE, IEEE, 2009, pp. 1–7.
[85] G. Lalor, A. Mullane, M. O’Malley, Frequency control and
wind turbine technologies, IEEE Transactions on power systems
20 (4) (2005) 1905–1913.
[86] L. Sigrist, I. Egido, E. F. Sanchez-Ubeda, L. Rouco, Represen-
tative operating and contingency scenarios for the design of ufls
schemes, IEEE Transactions on Power Systems 25 (2) (2009)
906–913.
[87] P. Daly, D. Flynn, N. Cunniffe, Inertia considerations within
unit commitment and economic dispatch for systems with high
non-synchronous penetrations, in: PowerTech, 2015 IEEE Eind-
hoven, IEEE, 2015, pp. 1–6.
14
3 PUBLISHED PAPERS
3.5 Analysis of power system inertia estimation in high wind
power plant integration scenarios
Nowadays, power system inertia is reducing as a consequence of replacing
conventional units by vRES, mainly VSWT and PV power plants. This reduction
affects significantly the grid frequency response under contingencies. As a result,
new frequency control strategies for vRES are being currently developed to
emulate the behaviour of conventional power plants under such power imbalances.
These approaches are usually called ‘virtual inertia emulation techniques’. In this
study, an analysis, comparison and discussion of the inertia estimation
methodologies previously proposed have been carried out by considering the new
supply-side scenarios. The power system under study involves conventional units
(i.e., thermal and hydro-power), and wind power plants, which are considered to
have the ability to participate in frequency control. Four different generation mix
cases are considered. In this way, wind power plants are increasing their generation
capacity from 15 to 45%, reducing the thermal plants capacity accordingly, in line
with current and future generation mix road-maps. Under this considerations,
results show that all methodologies considered give an accurate result to estimate
the equivalent inertia when wind power is not participating in frequency control
(inertia was only provided by conventional power plants). In fact, the deviation
error is lower than a 10% with respect to the global rotational generation units
directly connected to grid. However, when wind power plants participate in
frequency control, most inertia estimation strategies gave a similar value to the one
estimated when wind frequency response was disabled. Only one methodology
was able to estimate the new equivalent inertia as a combination of rotational and
virtual inertias. In fact, the virtual inertia constant of VSWT estimated with this
methodology has a value of HV,WT = 3.57 s, in line with the typical inertia
constants of conventional power plants. Moreover, the estimation of equivalent
inertia values is highly dependent on the wind power plant frequency control
strategy, and then, different results would be obtained if derivative frequency
dependence is (or not) included in the frequency strategy. Alternative
methodologies and processes should be thus proposed to provide suitable results
regarding equivalent inertia estimation in power systems with high renewable
penetration including frequency control.
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Abstract: Nowadays, power system inertia is changing as a consequence of replacing conventional units by renewable energy
sources, mainly wind and PV power plants. This fact affects significantly the grid frequency response under power imbalances.
As a result, new frequency control strategies for renewable plants are being developed to emulate the behaviour of conventional
power plants under such contingencies. These approaches are usually called ’virtual inertia emulation techniques’. In this paper,
an analysis of power system inertia estimation from frequency excursions is carried out by considering different inertia estimation
methodologies, discussing the applicability and coherence of these methodologies under the new supply-side circumstances. The
modelled power system involves conventional units and wind power plants, including wind frequency control strategies in line
with current mix generation scenarios. Results show that all methodologies considered provide an accurate result to estimate the
equivalent inertia based on rotational generation units directly connected to the grid. However, significant discrepancies are found
when frequency control strategies are included in wind power plants decoupled from the grid. In this way, authors consider that it
is necessary to define alternative inertia estimation methodologies by including virtual inertia emulation. Extensive discussion and
results are also provided in this study.
1 Introduction
Frequency of a power system deviates from its nominal value after a
severe power imbalance between generation and consumption [1].
Due to the increasing penetration of renewable energy sources
(RES), mainly wind and PV, electrical grids can suffer more fre-
quency stability challenges [2]. RES are intermittent and uncertain
because they depend on weather conditions [3]. This fact makes
them hard to integrate into power systems [4], as they pose stress on
their operation [5]: Transmission System Operators (TSOs) have to
deal with not only the uncontrollable demand but also uncontrollable
generation [6].
Moreover, renewable power plants are not connected to the
grid through synchronous machines, but through electronic con-
verters [7]. Thus, by increasing the amount of renewable sources
and replacing synchronous conventional units, the effective rota-
tional inertia of the system can be significantly reduced [8, 9]. The
rotational inertia is important to limit the rate of change of fre-
quency (ROCOF) right after a power imbalance [10]. Therefore,
power systems with lower equivalent inertia are initially more sensi-
tive to frequency deviations [11, 12]. As a result, frequency control
strategies have been developed to effectively integrate RES into the
grid [13]. Such methods are commonly referred to as synthetic,
artificial, emulated or virtual inertia [14].
The aim of this paper is to estimate and compare the equiva-
lent inertia constant of a power system with high RES integration
from the frequency deviations suffered after an imbalance. Sev-
eral methodologies have been proposed during the last decades in
the specific literature [15–21]. The power system considered in
this paper is in line with current grids, involving conventional and
wind power plants. Moreover, wind plants include frequency con-
trol according to a recent approach [22]. The rest of the paper is
organized as follows: the theoretical background of the problem is
covered in Section 2. Section 3 reviews and explains the different
strategies to estimate the inertia constant of a power system after
an imbalance. In Section 4, the power system and different scenar-
ios considered in this paper are detailed. Results are discussed in
Section 5. Conclusions are given in Section 6.
2 Theoretical background
2.1 Inertia constant H
From a traditional point of view, after a power imbalance, the kinetic
energy stored in the rotating masses of a generator is released




J (2 · π · fm)2 , (1)
where J is the moment of inertia and fm is the rated rotational fre-
quency of the machine. The inertia constant H of a generator is
defined as the ratio between the stored kinetic energy Ekin and its
rated power Sr [24]. H determines the time interval during which
an electrical generator can supply its rated power only by using the





J (2 · π · fm)2
2 · Sr
. (2)
Depending on the type of conventional units (i.e., steam, com-
bined cycle, hydroelectric, etc.), typical inertia constants are in the
range of 2–10 s, as indicated in Table 1.
2.2 Swing equation of a power system. Equivalent
rotational system inertia
Power systems include several synchronous generators. Thus, it is








Hi refers to the inertia constant of power plant i, SB,i is the rated
power of power plant i, SB is the rated power of the power system
and CP is the total number of conventional plants.
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Table 1 H according to generation type, rated power and reference
Type of power plant Rated power (MW) H (s) Ref. Year
Thermal (2 poles) Not indicated 2.5-6 [26] 1994
Thermal (4 poles) Not indicated 4-10 [26] 1994
Thermal 10 4 [27] 2007
Thermal 500-1500 2.3-2 [28] 2008
Thermal 1000 4-5 [29] 2011
Thermal Not indicated 4-5 [30] 2012
Thermal (steam) 130 4 [31] 2012
Thermal (steam) 60 3.3 [31] 2012
Thermal (combined cycle) 115 4.3 [31] 2012
Thermal (gas) 90-120 5 [31] 2012
Thermal (nuclear) 100-1400 4 [25] 2016
Thermal (fossil) 0-1000 5-3 [25] 2016
Hydroelectric Not indicated 2-4 [26] 1994
Hydroelectric n <200 rpm Not indicated 2-3 [32] 1994
Hydroelectric n >200 rpm Not indicated 2-4 [32] 1994
Hydroelectric 450<n<514 rpm 10-65 2-4.3 [28] 2008
Hydroelectric 200<n<400 rpm 10-75 2-4 [28] 2008
Hydroelectric 138<n<180 rpm 10-90 2-3.3 [28] 2008
Hydroelectric 80<n<120 rpm 10-85 1.75-3 [28] 2008
Hydroelectric Not indicated 4.75 [33] 2013
The swing equation of a power system is used to analyse transient
stability problems, as well as frequency control design and regula-







(∆Pm −∆Pe) , (4)
where ∆f is the deviation of the grid frequency, Heq is the equiva-
lent inertia constant for the power system determined by (3), ∆Pm
is the mechanical power change supplied by generator and ∆Pe is
the electrical power demand variation.
Some electrical loads are frequency dependent (such as rotating
machines). Consequently, ∆Pe is expressed as [37]:
∆Pe = ∆PL +D ·∆f , (5)
being ∆PL the power change of frequency independent loads and
D the damping factor (load-frequency response constant). Com-







(∆Pm −∆PL −D ∆f) . (6)
2.3 Future definition of inertia constant of a power system
By considering policies to promote the integration of renewables,
RES have replaced conventional power plants and, subsequently,
synchronous generators [39]. Among the different renewable sources
available, PV and wind (especially doubly fed induction generators,
DFIG [40]) are the two most promising resources for generating
electrical energy [41]. Both wind and PV power plants are con-
trolled by power converters according to the maximum power point
tracking (MPPT) control [42, 43]. This technique prevents both
sources to directly contribute to the inertia of the system [44–46],
which is considered as one of the main drawbacks to integrate large
amounts of RES into the grid [47]. In fact, modern wind turbines
have rotational inertia constants comparable to those of conventional
generators, provided by their blades, drive train and electrical gen-
erator. However, this inertia is hidden from the power system point
of view due to the converter [48]. Moreover, ROCOF depends on
the available inertia [49]. As a result, larger frequency deviations
are achieved after an imbalance between supply-side and demand
when RES replace conventional units without providing frequency
response [50].
Therefore, it is necessary that RES become an active agent in grid
frequency regulation [51]. Actually, several TSOs are requiring that
RES contribute to ancillary services as well [52], especially wind
power plants [53]. Toulabi et al. affirm that the participation of wind
turbines in frequency control is necessary [54]. Under these require-
ments, different solutions providing inertia and frequency control
from RES have been under study during the last decades. These
technologies are usually known as ‘virtual inertia techniques’ [55]
and are explained in [55–59].
If RES providing frequency response were considered, the equiv-
alent inertia of the power system would have two different com-
ponents: (i) synchronous rotational inertia due to conventional
generators HR,eq , calculated with eq. (3), and (ii) virtual inertia
corresponding to RES, HV,eq , as indicated in eq. (7) [60, 61]. In
this way, HV,j refers to the emulated inertia constant of power plant
j, SB,j is the rated power of power plant j and V G is the total
number of virtual generators included in the power system under












However, the values of HV,j are not normally known and can be
time dependent. Thus, it is difficult to apply eq. (7).
3 Inertia estimation strategies. Methodology
Different inertia estimation strategies have been proposed during
the last decades [15–21]. Damping factor is neglected in most
approaches as its effects are small on the firsts moments of the
imbalance ∆P .
Inoue et al. propose a procedure for estimating the inertia con-
stant of a power system using transients of the frequency measured
at an imbalance [15]. At the onset of an imbalance (t = 0+), the fre-
quency deviation is ∆f = 0. Assuming that the imbalance ∆P =
∆Pm −∆PL is known, and by estimating the ROCOF (df/dt) at








To calculate the ROCOF, a 5th degree polynomial approximation of
∆f/f0 with respect to time is fitted. The time interval is about 15 to
20 s after the imbalance
∆f/f0 = A5 · t5 +A4 · t4 +A3 · t3 +A2 · t2 +A1 · t , (9)
where t is the time. By estimating the coefficients A1 to A5, the
equivalent inertia constant Heq is obtained by using eq. (11), as A1
is approximately equal to the ROCOF at t+0
A1 = f









Chassin et al [16] frequency and power values from the West-
ern Electricity Coordination Council were collected. In this case,
ROCOF is estimated by removing noise from the frequency data
recorded and applying the first derivative. The equation to estimate







Wall et al. present a robust estimation method for the inertia avail-
able in the system [17, 18]. It uses as input data the active power P
2
Fig. 1: Sample of windows. In this case, A = 5 and W = 2
and the derivative of frequency df(t)/dt, measured from a single
location. The proposed algorithm consists of a set of four filters (two
for the total active power –P1 and P2– and two for the ROCOF –R1
and R2–) applied as sliding windows, see Figure 1. Windows have a
width of A data points and they are separated by a width W .





































The result of applying eq. (13) is only Heq during the time in which
the power imbalance has occurred (tdist) [18].
Zografos and Ghandhari [19] consider an aggregated load model
to represent the behaviour of the average system load. The load
power change is expressed by
∆PL(t) = Pprod · (Vs(t)− 1) (15)
where Pprod is the total power production before the disturbance
and Vs(t) is the system’s overall voltage profile, approximated by










being VG,i(t) the voltage at the bus of generator i at time t, VG0,i
the voltage before the disturbance at the bus of generator i and n
the number of connected generators. By combining (6) and (15), the
inertia constant of the system is calculated from (17), where ∆Pdist










Tuttelberg et al. [20] simplify the dynamic response to a reduced
order system with the generic form of (18)
H(s) =
bn−1sn−1 + bn−2sn−2 + ...+ b0
ansn + an−1sn−1 + ...+ a0
. (18)
The inertia of a power system Heq can be determined by the value
of its unit impulse response at t = 0. For a transfer function like the
one presented in (18), the first value of the impulse response can be
evaluated in Matlab with: (i) the impulse function, (ii) the gain
value of the zero-pole model from tf2zpk or (iii) as the ratio of
an to −bn−1.
Zografos et al. [21] introduce two approaches to express the
power change due to the frequency and voltage dynamics (R and
V approaches, respectively)
∆P (t) = h1(f(t)) + h2(V (t))−∆Pdist , (19)
where Pdist is the size of the disturbance, and h1(f(t)) and
h2(V (t)) deal with the power change due to the frequency and the
voltage dynamics, respectively.
In the R approach, it is considered that ∆P (t) = h1(f(t))−
∆Pdist. To obtain h1(f(t)), the governor’s behavior is analysed.
h1(f(t)) relates the mechanical power change and the frequency
deviation. It is considered that
∆Pm(t) = −R(t) ·∆f(t) , (20)
being ∆Pm the mechanical power change and R(t) an unknown
time varying function that accommodates the dynamic response of
the system related to ∆f(t). Then eq. (6) is converted into
2 ·Heq df
dt
= h1(f(t))−∆Pdist = R(t) ·∆f(t)−∆Pdist
(21)
where Heq is the estimated inertia constant to be found. However,
as previously said, R(t) is also unknown. To compute R(t), a spe-
cific selected time tsr is considered. tsr is recommended to be the
first local extreme of the ROCOF curve after the moment of the
disturbance. Moreover, eq. (21) is considered for N discrete points
equally distributed around tsr . R(t) can thus be approximated by
the average of the values of R(t) of the N neighbouring points to
tsr . Therefore, a system with N + 1 linear equations and N + 1
unknowns is obtained (22). By solving it, R(tsr) is obtained
2 ·Heq df(tsr + i)
dt






∀i ∈ Z : −N/2 ≤ i ≤ N/2 : i 6= 0
(22)
In the V approach, it is considered that ∆P (t) = h2(V (t))−
∆Pdist. To obtain h2(V (t)), the load power change due to voltage
dependency is analysed
∆PLV (t) = Pprod(kz(Vs(t)))
2 + ki(Vs(t) + kp)− Pprod ,
(23)
where Pprod is the total power production before the disturbance,
kz , ki and kp define the fraction of each component, and Vs(t) is
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Table 8 Equivalent wind turbine parameters[63, 64]
Parameter Description Value Units
vw Wind speed 10.00 m/s
Kpt Proportional constant of speed controller 3.00 –
Kit Integral constant of speed controller 0.60 –
VWT Voltage of the wind turbine 1.00 pu
Tcon Time delay to generate the current Iinj 0.02 s
Tf Time delay to measure the active power Pe 5.00 s
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3.6 An adaptive control scheme for variable speed wind
turbines providing frequency regulation in isolated power
systems with thermal generation
The contribution of VSWTs to frequency regulation involves several drawbacks
related to their efficiency and equipment wear due to electrical power
requirements, rotational speed changes, and subsequently, shaft torque oscillations.
As a result, wind energy producers are not usually willing to offer such frequency
regulation. This paper proposed a new control technique to optimise the frequency
response of wind power plants after a power imbalance situation. The proposed
frequency controller depends on different parameters of the grid (RoCoF,
synchronous inertia, and assigned power of thermal units before the incident)
through a linear regression. Based on such regression, the contribution of VSWTs
is determined for each imbalanced condition. Consequently, VSWTs frequency
contribution is estimated to minimise their mechanical and electrical efforts, thus
reducing their equipment wear. The proposed adaptive controller is compared to a
conventional fast power reserve strategy. Results show that the new adaptive
control reduces significantly the VSWTs maximum torque variations (23%), and
slightly the speed variations (5%) in comparison to previous frequency control
strategies, while maintaining similar values for the power shed with the load
shedding program. Moreover, transitions between overproduction and recovery
periods are considerably smoother, and thus, electrical and mechanical VSWT
efforts are reduced. In addition, VSWTs are not required to react to frequency
deviations in 56% of the imbalance scenarios under consideration, maintaining the
frequency excursions within acceptable ranges. As a result, a longer life span is
expected for the VSWTs electrical and mechanical components.
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is included in those special protection systems. Moreover, it is considered as the last option to prevent
frequency instability [5]. Despite load shedding being an effective solution to prevent a power system
collapse after a major imbalance, it is considered as an undesirable situation and it is important to
reduce it as much as possible [6–8].
Traditionally, power systems have been based on conventional power plants with synchronous
generators directly connected to the grid, automatically providing their stored kinetic energy after
a generation-load mismatch [9]. However, in recent decades, power systems have been suffering a
slow change from conventional synchronous power plants to inverter-interfaced renewable energy
sources (II-RES), i.e., wind power plants based on variable speed wind turbines (VSWTs) and/or
solar photovoltaic (PV) [10]. Among them, VSWTs are considered as the most efficient, developed,
and installed renewable resource, and currently they account for more than 650 GW of installed
capacity around the world [11,12]. This remarkable integration of wind power plants requires an
important reformulation of their contribution to ancillary services [13]. Moreover, as they are connected
to the grid through power inverters, the synchronous inertia of the power system decreases when
such renewable source replaces conventional power plants [14]. Indeed, faster rate of change of
frequency (RoCoF) and larger frequency deviations are related to low synchronous system inertia
values [15]. These effects are even more critical in isolated power systems [16,17]. As a result,
Toulabi et al. consider that, due to the massive integration of VSWTs, their participation into frequency
control is necessary [18]. With this aim, different frequency control approaches can be found in the
specific literature to effectively replace conventional power plants by VSWTs and maintain a reliable
power system operation [19]. These strategies are summarized in Figure 1 according to the different
approaches [20,21].















Figure 1. General classification for Variable Speed Wind Turbines (VSWTs) frequency control techniques.
VSWTs are designed to work in their maximum power point (MPP) according to the available
wind speed sw: pMPP(sw) [22]. As a consequence, the first approach (deloading technique) consists of
operating the VSWTs in a suboptimal power point pdel , below pMPP(sw). Therefore, a certain amount
of power ∆pd can be supplied in case of a power imbalance [23,24]. Two different possibilities are
identified [25]: (i) the pitch-angle control and (ii) over-speed control. In the first one, the pitch angle
is increased from β0 to β1 for a constant sw. Subsequently, the generated power pdel is below the
maximum power pMPP [26–29]. When the additional power ∆pd is supplied, the pitch angle reduces to
β0. The over-speed control increases the rotational speed of the rotor, shifting the supplied power pdel
towards the right of the maximum power pMPP [30–32]. When the additional power ∆pd is supplied,
the rotor speed has to be reduced to ωMPP, releasing kinetic energy [33]. However, despite the fact
that this technique can improve the long term frequency regulation, it is not an economically viable
solution for wind power plants’ operators due to loss of profits [34].
Due to the power inverter, VSWTs cannot naturally provide the kinetic energy stored in their
rotor and generator. To overcome this, one or more additional control loops must be included in
the power inverter. Three different possibilities can be found in the specific literature: (i) the droop
control, (ii) the hidden inertia emulation control, and (iii) the fast power reserve approach. The droop
control provides an additional active power ∆p proportional to the frequency deviation ∆ f , following
∆p = − ∆ fRWT , where RWT is the droop control setting of the VSWT [35–39]. This definition of ∆p gives
an adaptive response depending on the frequency excursion severity and thus emulating primary
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frequency control of conventional generation units [40]. The hidden inertia emulation control usually
includes two different loops: one considering the RoCoF and the other considering the frequency
excursion (∆p ∝ RoCoF & ∆ f ) [41–43]. However, there are also proposals to use only one additional
loop, being ∆p ∝ RoCoF [44–46]. Even though these methods improved the nadir frequency (minimum
value), a little frequency dip was observed in later stages. This was due to a small reduction in the
generated power compared to the prefault active power (thus, not operating in the MPP) [47]. The fast
power reserve approach defines the overproduction power ∆p as a constant value independent of
the power system configuration and frequency deviation [48–51] or as a variable value depending on
the frequency deviation or minimum rotor speed limits [52–54]. With these three techniques, as the
additional power ∆p is provided, the rotor and generator rotational speeds decrease (subsequently,
modifying their torques). Rotor speed variations cause large amplitude edgewise vibrations for the
blades [55], affecting the productivity and reducing the efficiency [56]. Large torque increases can
address severe mechanical loads on the turbine, even causing critical situations under high mechanical
stress conditions [57]. Moreover, consecutive torque increments is related to random load cycles,
with important influences on fatigue loads [58].
In this work, a new fast power reserve controller for frequency regulation is proposed for isolated
power systems including conventional generation (thermal units) and wind power plants (VSWTs).
The proposed adaptive frequency controller is based on a linear regression from different power
system parameters (i.e., RoCoF, active power supplied by each synchronous group, and synchronous
inertia) to estimate the additional power provided by the wind power plants by maintaining certain
frequency thresholds. This way mechanical stress is reduced without excessively prejudicing power
system. Subsequently, VSWTs do not always participate in the frequency control but only when they
are required according to both the monitored variables. VSWTs frequency control contributions are
thus optimized, improving the grid frequency response and providing similar or lower load shedding
actions in line with previous frequency control strategies. This proposed VSWT controller approach is
tested in the Gran Canaria Island (Canarian archipelago, Spain), an isolated power system where the
wind power capacity has doubled since 2017 (from 90 to 180 MW) [59]. Moreover, from 2005 to 2010,
more than 200 trips of generators were registered per year in the Canarian archipelago, hence activating
the corresponding load shedding programs [60].
The rest of the paper is organized as follows: Section 2 describes the mathematical model used to
simulate the power system under consideration; the new frequency control approach proposed in this
work is explained in Section 3; cases of study and simulation results are provided in Section 4; Finally,
Section 5 gives the conclusions.
2. Power System Modeling
A mathematical model has been designed to analyze the proposed VSWT adaptive frequency
control in an isolated power system. A generic wind-thermal isolated system is considered in this
study (refer to Figure 2), including steam, diesel, gas, and combined cycle units, as well as wind
power plants. Consequently, the model developed in Matlab/Simulink (2016) includes these thermal
units, one equivalent VSWT acting as the wind power plants, the automatic generation control (AGC),
the power system, and the power demand (including a load shedding scheme). The electromagnetic
transients are supposed to be much faster than the other components of the model, and their influence
in the system’s dynamics is omitted [61]. In Figure 3, the block diagram of the power system under
study can be seen.
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When frequency disturbances are higher than certain limits, an under frequency load shedding
scheme is activated to recover the grid frequency and fulfill certain frequency range requirements.
In this work, a realistic load shedding scheme is included, consisting of the sequential and sudden
disconnection of certain amount of load as established frequency thresholds are exceeded. The load
shedding program can be found in [59].
2.2. Thermal Power Plants
The different thermal generation technologies (i.e., steam, diesel, gas, and combined cycle)
included in the isolated power system are modeled by different transfer functions proposed in [59,65].
These transfer functions supply the power variation of each thermal technology from the frequency
deviation and power reference provided by the AGC. Both the model and the parameters can be found
in [59]. Since fast response of combined cycle power plants is in charge of the gas turbines, frequency
response of combined cycle and gas units is assumed to be equal. The total thermal generation is then
the sum of each thermal unit power supplied.
2.3. Variable Speed Wind Turbines
One equivalent VSWT model aggregating all the VSWTs is used [59,66]. The proposed VSWT
equivalent model includes the wind power model and both pitch and torque maximum power point
tracking control. Further information can be found in [67]. The one-mass rotor mechanical model is
used for simulations, which is detailed enough according to [68] for power converters decoupling the
generator from the grid. The VSWT diagram is represented in Figure 4. This wind turbine model has
been previously used in [69] for short-time period frequency analysis. The equivalent aggregated wind
turbine modeling also includes the frequency control response strategy, described in Section 3.
Figure 4. Block diagram of VSWT.
2.4. Automatic Generation Control (AGC)
The secondary control action removes the steady-state frequency error after the primary frequency
control. It is modeled similar to [70]. The total secondary regulation effort (∆RR) is obtained from:
∆RR = −∆ f K f , (2)
being K f determined according to the European Network of Transmission System Operators for
Electricity (ENTSO-E) recommendations [71]. This regulation effort is distributed among each i
synchronized thermal unit as a function of their participation factors (Ku,i), which are related to the
speed droop of each unit [72]. Subsequently, the result of adding all Ku,i must be one:









Ku,i K f dt, (3)
where i represents gas, cc, die, and st respectively. All thermal units connected to the grid participate
in secondary control, whereas the participation factors of those units not connected are considered as
zero, Ku,i = 0.
3. Adaptive Frequency Control Strategy—Methodology
The adaptive control approach proposed in this work tries to minimize the effort of VSWTs
when providing frequency response. The proposed approach is based on the fast power reserve
technique. This control strategy distinguishes two different periods after a sudden power imbalance:
(i) overproduction and (ii) recovery. During overproduction, the stored kinetic energy in the rotating
masses of the VSWTs is supplied to the grid as an additional active power ∆p during a few seconds,
being thus pw over pMPP(sw). Subsequently, the rotational speed ω is reduced. Different definitions
of this ∆p have been proposed. In fact, some authors consider ∆p as a fixed constant value [48–51],
whereas others propose to estimate ∆p as dependent on the torque limit [52] or proportional to the
frequency excursion [53]. The recovery period aims to restore ω to the prefault rotational speed
value ω0. To overcome this, pw should be reduced below pmech(ω). Previous proposals specified
an underproduction power pUP by different ways, being thus the supplied power of each VSWTs:
pW = pmech − pUP.
In the proposed adaptive frequency control strategy, the initial value of ∆p for the overproduction
period is related to the power system conditions. The authors propose a new frequency control
approach based on the methodology followed in [73]. This reference estimates the exact and minimum
amount of load needed to be shed after an imbalance depending on the RoCoF. In fact, a decision table
that links the RoCoF with the strict amount of load shedding is developed based on presimulations.
Then, the corresponding load shedding is activated after a contingency, tripping some amount of load
demand immediately [74]. In this case, the proposed adaptive controller is based on a decision table
that estimates the accurate value of ∆p for the VSWT overproduction.
The first step to formulate the decision table consists of defining several simulation scenarios
that reflect the variability of the demand, the scheduling units, and/or the wind power penetration.
To estimate the overproduction power ∆p after the outage of a thermal group, an iterative process
is proposed for each scenario (see Figure 5). The condition considered to calculate such ∆p is that
frequency f should not be below a certain limit flim for longer than a preset time limit tlim. Both values
flim and tlim are related to the load shedding program of the power system. A counter is thus triggered
when f is below flim, computing the time that frequency is under that flim. Initially, the i–scenario is
simulated assuming that the overproduction power in the first iteration j is equal to 0 (∆pj = 0). If f
is below flim for longer than tlim, ∆pj is increased by a fixed value ∆pinc with respect to the previous
iteration (∆pj = ∆pj−1 + ∆pinc) and the same i–scenario is simulated again with the new value of
∆pj. When the condition is satisfied (i.e., f is below flim less time that tlim), the minimum ∆p for
the i–scenario (∆pi) that VSWTs should provide has been determined (∆pi = ∆pj). Note that the
overproduction power ∆p is supplied with a delay of 200 ms, in order to have the measure of the
RoCoF and in line with the delay time-interval in between 50 and 500 ms suggested in [75]. Once all
the ∆p values have been determined from the simulations, a mathematical relationship between such
∆p and other variables of the power system need to be found. The obtained expression will be the
decision table for the adaptive controller.
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i = 0, j = 0
Scenario i
∆pj = 0
f < flim &
counter > tlim?
j = j + 1
∆pj = ∆pj−1 + ∆pinc
∆pi = ∆pj
i = i + 1
∆pi, RoCoFi, Tm,i,
Pcc,i, Pdie,i, Pst,i, Pgas,i
yes
no
Figure 5. Flow-chart to estimate the overproduction of VSWTs.
When a power imbalance occurs, the VSWTs’ controller determines the overproduction power ∆p
according to the previous decision table. This situation causes a sudden pw increase and, after that,
the supplied power starts to decrease. In this approach, instead of “forcing” the recovery period,
the transition to recovery is carried out by the rotor speed PI controller in the converter, which slowly
reduces the active power to achieve again pMPP(sw). In order to avoid a fast power change, that could
cause a secondary frequency dip, Kpt and Kit (proportional and integral constants of the converter,
refer to Figure 4) must be conveniently tuned. As a consequence, instead of fixing a pUP or defining an
underproduction trajectory, the converter should adapt both the electrical power and the rotational
speed to make them return to their pre-event values. Figure 6 presents the evolution of PW and ω
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1. If the power supplied by the combined cycle power plants before the imbalance was over 180 MW
(Pcc,0 > 180 MW), ∆P = 0
2. If the estimated ∆P with the regression is negative (∆P < 0), ∆P = 0
Moreover, the maximum overproduction power ∆P of the wind power plant was considered as
20% over the installed capacity of the wind power plant, ∆Pmax = 0.2 · Pw.
4.3. Results
Apart from the adaptive control approach, other frequency strategies have been simulated and
compared for the sixty scenarios under consideration:
1. Frequency control only provided by thermal power plants (referred to as without VSWTs).
2. Frequency control provided by thermal power plants and VSWTs. The overproduction is defined
as proportional to ∆ f ; change from overproduction to recovery period occurs when ω/ω0 < 0.9,
and pUP = 0.05 pu (fast power reserve technique). It is triggered when ∆ f ≥ 100 mHz and the
maximum ∆p = 0.15 · pmech(ω) (referred to as previous approach).
3. Frequency control provided by thermal power plants and VSWTs using the proposed control
approach (referred to as adaptive approach).
As was discussed in Section 4.1, sixty different scenarios are considered to evaluate the new
frequency control approach for VSWTs. Results are focused on four different aspects for each scenario:
(i) the minimum rotational speed ωmin; (ii) the maximum torque Tmax; (iii) the power shed due to
the corresponding load shedding programs; (iv) number of cases in which VSWTs do not participate
in frequency control with the adaptive proposed approach. Both ωmin and Tmax are expressed in %
with regard to the pre-event values, which is equal to their values when they do not participate in
frequency control.
Figure 9 depicts the range values of the rotational speed in % compared to the pre-event value.
When VSWTs do not participate in frequency control, its ω variation is null, as they are providing
pMPP(sw). According to these results, and depending on the frequency control strategy, important
differences can be identified. With regard to the frequency control referred to as previous approach,
and considering that the change from overproduction to recovery period is always with ω/ω0 < 0.9,
all scenarios then give the same minimum ω, which represents more than a 7% variation. Based on the
adaptive approach, ωmin variations range in between 0 (for those cases in which the frequency control is
not activated) and 6.62%. In fact, the average ωmin variation with the proposed strategy is 2.15%. As a
consequence, the new frequency control strategy technique does not only optimize those imbalances
where VSWTs frequency control participation is required but also reduces the averaged variation of ω
to more than half of the previous frequency control approaches.
Figure 10 compares the maximum torque during the VWST frequency response to the
corresponding pre-event value. These results are in line with the previous rotational speed comparison,
see Figure 9. The torque does not vary when VSWTs do not participate in frequency control, as both ω
and pe remain constant. With the previous approach for VSWT frequency control, the maximum torque
variation is always the same. Moreover, this variation is over a 30% increase—in comparison to the
pre-event value, which can address relevant mechanical loads on the turbine shaft. In contrast, with the
proposed adaptive approach, the maximum Tmax variation is 26.5% (only 9 out of 60 scenarios), with an
average Tmax of 9.7%. It can be then deduced that the new frequency control approach does not only
avoid the activation of the frequency control of VSWTs in most of imbalance scenarios but also that
both ω and Tmax ranges are reduced significantly compared to previous approaches.
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Figure 12. Results for scenario 9 (a) Frequency (Hz). (b) Load shedding (MW) (c) Wind power (MW)
(d) VSWTs rotational speed (pu).
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Figure 13. Results for scenario 16 (a) Frequency (Hz); (b) Load shedding (MW); (c) Wind power (MW);
(d) VSWTs rotational speed (pu).
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Figure 14. Results for scenario 27 (a) Frequency (Hz); (b) Load shedding (MW); (c) Wind power (MW);
(d) VSWTs rotational speed (pu).
5. Conclusions
Due to the massive penetration of VSWTs, their contribution to frequency regulation has become a
need. As isolated power systems have low synchronous inertia, VSWTs frequency control is even more
required. Even though different control strategies for VSWTs have been proposed in the last decade,
they usually imply important drawbacks in terms of efficiency, economic profits, and/or equipment
wear. As a result, with the aim of reducing the mechanical stress of VSWTs providing frequency
response, an adaptive control strategy is proposed in this work. Our approach is based on estimating
the minimum overproduction power provided by VSWTs following a linear regression estimation.
In this way, such overproduction power depends on some grid parameters (i.e., RoCoF, synchronous
inertia, and assigned power of thermal units before the incident). The proposed controller is compared
to a conventional fast power reserve strategy. The Gran Canaria isolated power system (Spain) is
considered as case study, analyzing sixty representative imbalance scenarios. Results show that similar
values for the power shed with the load shedding program are obtained with the two approaches.
However, the new adaptive control reduces the VSWTs maximum torque variations and the speed
variations (23% and 5% on average, respectively), in comparison to the conventional VSWTs frequency
control strategy. This is due to the smoother transition from overproduction to recovery periods, which
reduces the electrical and mechanical VSWT efforts. In addition, in 57% of the imbalance scenarios
under consideration, VSWTs are not required to participate in frequency response. Thus, both electrical
power and rotational speed are kept as constants (subsequently maintaining the torque). As a result,
a longer life span is expected for the VSWTs electrical and mechanical components.
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3 PUBLISHED PAPERS
3.7 Hybrid wind–PV frequency control strategy under variable
weather conditions in isolated power systems
As variable speed wind turbines (VSWTs) and photovoltaic (PV) power plants are
connected to the grid through power converters, they are electrically decoupled
from the grid. Moreover, the variable and stochastic nature of wind speed and solar
irradiation may lead to large frequency deviations, especially in isolated power
systems. This paper proposes a hybrid wind–PV frequency control approach for
isolated power systems with high VSWTs and PV power plants integration under
variable weather conditions. The proposed controller consists on VSWTs
including a hidden-inertia emulation technique and PV power plants working with
a de-load power of 10%. The input of the PV frequency control is the rotational
speed deviation of VSWTs, in contrast to previous studies where the frequency
deviation was the input of the de-load PV controller. In this way, the PV power
plants modify their generated power by following the rotational speed deviation of
VSWTs. The proposed hybrid frequency approach is compared to three different
frequency strategies: (i) conventional power plants; (ii) conventional power plants
and wind power plants; and (iii) conventional power plants, wind power plants,
and PV power plants with grid frequency as input. Results show that frequency
oscillations are drastically reduced by including the proposed hybrid controller. In
fact, the mean squared error of frequency variations is reduced up to a 95%
comparing to the case in which only conventional power plants are controlling the
frequency excursions. Severe reductions are also found when comparing the hybrid
wind–PV strategy to the other two strategies in which VSWTs and PV were also
participating in frequency control (between 20–65%). The rotational speed
deviation of the VSWTs also reduces with the hybrid wind–PV frequency
approach, even getting the same mean squared error as when VSWTs do not
participate in frequency control. However, the generated energy by the PV power
plants decreases between 20–30% by using the proposed approach, and should be
subsequently analysed by the transmission/distribution operators to guarantee
some additional benefits for the owners of such generation units. Due to the
interesting results here obtained, authors believe that new hybrid frequency control
strategies in line with this work should be proposed and analysed to minimise
frequency excursions linked to a massive RES integration.
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under power imbalances [6]. Consequently, the high penetration levels of vRESs will substantially
challenge the supply security and reliability of future power systems, thus requiring more flexibility to
maintain the balance between generation and demand [7–9]. Moreover, this real-time power balance is
required for a stable grid frequency [10].
As an attempt to improve the frequency response of power systems with high vRES integration,
several frequency control techniques have been proposed for such generation units in the specific
literature [11,12]. In fact, they are usually classified as depicted in Figure 1. Together with these
strategies, energy storage systems (i.e., batteries, flywheels, and supercapacitors) have also been
considered as suitable options to maintain grid stability [13,14]. With regard to PV power plants, as
they are static elements without any rotating parts, they do not have any stored kinetic energy [15].
Therefore, their synchronous inertia constant is nearly zero (HPV ≈ 0) [16]. Consequently, they can
only provide frequency response based on de-loading strategies. The de-loading technique implies
the reduction of the supplied active power under normal operation conditions, going towards the
right part of the P–V curve (refer to Figure 2). In this way, when grid frequency is lower than its
nominal value, the PV installations can slightly decrease their voltage (from Vdel to VMPP, see Figure 2)
and subsequently increase the corresponding generated power [17]. The ∆V decrease is usually
estimated based on the grid frequency deviation ∆ f through a proportional or proportional–integral
controller. Similarly to PV power plants, VSWTs can also provide frequency response using the
de-loading technique. In this case, it is performed by pitching the blades or over-speeding the rotor [18].
De-loading strategies imply a reduction of the electrical power generated (both for PV and VSWTs)
and, subsequently, a considerable decrease in the benefits for their owners [19]. As VSWTs have some
stored kinetic energy due to their blades, drive train, and the electrical generator, some authors affirm
that VSWTs’ inertia constant HWT is in line with those of conventional power plants, but it is hidden
from the power system point of view due to the power converter [20,21]. Consequently, together with
the de-loading approach, VSWTs can provide such rotational inertia to the grid through different
inertial response strategies. These strategies require at least one supplementary control loop to be
included in the power controller [22]. Under frequency deviation conditions, the frequency control
loop(s) will provide an additional input to the VSWTs, aiming to temporarily increase their active
power generation. With this type of controller, VSWTs can always generate their maximum active
power according to each wind speed value, in contrast to the de-loading technique, in which they
slightly curtailed certain amounts of power. As a result, inertial response approaches are preferable
to the de-loading technique, since the wind resource is better used [23]. However, inertial response
approaches are limited by the VSWTs’ speed governor, which prevents the rotational speed of the
VSWTs from decreasing below the minimum allowed value [24]. Tables 1 and 2 summarize different
vRES frequency control strategies proposed in the specific literature over the last years, including the
type of control, PV/VSWT integration level, and the power imbalance (∆P) that causes the frequency
deviation. As can be seen in Tables 1 and 2, these frequency control strategies are usually analyzed
under severe power imbalances (up to 50%). However, in isolated power systems with high wind–PV
integration, the variability of wind speed and solar irradiation commonly causes large deviations
in the system frequency [25]. Indeed, these fluctuations pose stress on the power system operation,
as transmission and distribution system operators (TSOs/DSOs) deal with not only unmanageable
demand, but also uncontrollable generation [26]. Consequently, there is an acute need to improve the
frequency response of isolated power systems with high vRES integration, especially under typical
variable meteorological changes. In fact, over the last decade, some studies have already focused on this
topic. However, most of the works proposed are based on including energy storage systems [27–34],
demand response [35], and electric vehicles [36], or using independent frequency controllers for VSWT
and PV power plants [37–39].
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In contrast to the previous studies, this paper proposes a hybrid wind–PV frequency control
strategy in which the VSWTs’ rotational speed deviation is the proportional–integral (PI) controller
input of the PV frequency response strategy. Similar approaches have been previously proposed by
the authors, but by linking the rotational speed deviation of VSWTs to hydro-power plants instead of
PV power plants [55]. The main contributions of this paper can be summarized as:
• A new hybrid wind–PV frequency control strategy is proposed. VSWTs include the hidden-inertia
emulation technique, whereas PV power plants use the de-loading approach. The novelty of the
hybrid control is that the PV frequency controller receives the VSWTs’ rotational speed deviation
as an input instead of the grid frequency deviation.
• The proposed controller is tested on an isolated power system consisting of thermal, hydro-power,
VSWT, and PV power plants under six different scenarios. Frequency deviations are the result of
the variability of both wind speed and solar irradiation, synthetically estimated (wind speed) and
based on real measured values (solar irradiation).
• The frequency response is compared to three different frequency strategies: (i) conventional power
plants; (ii) conventional power plants and wind power plants; and (iii) conventional power plants,
wind power plants, and PV power plants with frequency deviation as input. Minor frequency
oscillations were obtained with the hybrid wind–PV frequency strategy in terms of minimum
and maximum frequency deviations and mean squared error (MSE) of frequency, as well as in
terms of minimum and maximum rotational speed of the VSWTs and MSE of their rotational
speed deviation.
The rest of the paper is organized as follows: The models used for the simulations are described
in Section 2; the methodology followed to carry out this study is presented in Section 3; in Section 4,
the results of the study are shown and analyzed; finally, Section 5 presents the main conclusions of
the paper.
2. Proposed System Modeling
A mathematical simulation model is used to analyze the proposed hybrid wind–PV frequency
controller. This power system and, consequently, the model implemented in Matlab/Simulink includes
conventional generators (hydro-power and thermal power plants), PV power plants, and VSWTs
as well as the power demand, as shown in Figure 3. The frequency control is in line with current
European requirements (primary and secondary controls), as will be presented in Section 3. In the
following subsections, the main components of the proposed model are described in detail.
Figure 3. Block diagram of the model.
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2.1. Power System and System Inertia
The power system is modeled considering an aggregated inertial model as proposed in [56].
This formulation has been previously used to model the Irish isolated power system [57] and El Hierro
isolated power system [58], among others. Grid frequency variations are the result of the imbalance







(pw + pPV + phyd + pther − pdem − Dnet ∆ f ) , (1)
where pw, pPV , phyd, and pther represent the power supplied by VSWT, PV, hydro-power, and thermal
power plants, respectively; pdem is the total power demand; and Dnet is the consumer load sensitivity
factor to frequency variations. System inertia (Heq) is estimated as [59]:
Heq = Hhyd + Hther , (2)
where Hhyd and Hther are the hydro-power and thermal power plants’ inertia constants, respectively.
The VSWT and PV power plants are connected to the grid through power converters and, therefore,
do not inherently provide synchronous inertia to the grid, as already discussed in Section 1.
2.2. Conventional Power Plants
The conventional power plants (CPPs) considered in this paper are reheat thermal and
hydro-power plants. Both of them are modeled following the transfer functions proposed in [60].
Thermal power plants’ transfer function, shown in Figure 4a, provides the power variations of these
power plants from the frequency deviation (∆ f ) and the automatic generation control (AGC) power
reference (pther,re f ). Figure 4b shows the transfer function to model the hydro-power plant, including
the conduits’ dynamics. The generated power phyd also depends on the frequency deviation ∆ f and
the power reference signal provided by the AGC (phydr,re f ). The parameters for both models in Figure 4
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Figure 4. Block diagram of conventional power plants: (a) thermal power plants’ transfer function and
(b) hydro-power plants’ transfer function.
2.3. Wind Power Plants
Four different wind power plants (WPPs) are considered by modeling each WPP with an
aggregated wind turbine. Therefore, one equivalent wind turbine is then simulated by multiplying
the corresponding generated power by the number of VSWTs of such a WPP [61]. The VSWT model
includes the wind power model, which determines the power extracted from the wind speed; the blade
pitch control to regulate the wind input torque; the torque maximum power point (MPP) tracking
control, which restores the optimal rotor speed after a rotational speed deviation; and the frequency
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controller, which is discussed in Section 3.2. Further information with regard to the VSWT model can
be found in [62]. The one-mass rotor mechanical model is used for simulations, and is acceptable when





The reference rotational speed ωre f is determined from the measured power pe f , which is the
active generated power pW after a delay Tf :
ωre f = −0.67 × p2e f + 1.42 × pe f + 0.51 . (4)
The VSWT model is represented in Figure 5. The values of the different parameters are
listed in Table 3.
Figure 5. Block diagram of a VSWT.
2.4. PV Power Plant
Four different PV power plants are also considered. They are modeled following the diode
equation, where the output current IPV is given by [65,66]:












Ns is the number of cells in series, NP is the number of strings in parallel, Iph is the photo-current,
q is the electron charge, kB is Boltzmann’s constant, TC is the temperature of the cell, A is the diode
ideality factor, and VPV is the PV voltage. The photo-current Iph is calculated by:
Iph = [Isc + kI(TC − TSTC)]× G, (6)
where Isc is the PV cell’s short-circuit current, kI is the short-circuit current temperature coefficient
of the PV cell, TSTC is the temperature under Standard Test Conditions (STC), and G is the solar
irradiation. The PV cell’s reverse saturation current Irs follows Equation (7), where Ir,re f is the reverse
saturation current at TSTC, and EG is the band-gap energy of the PV cell’s material:

















The voltage at the MPP (VMPP) for a given irradiation G and cell temperature TC is estimated
depending on its value at STC and a correction factor αV :





× (1 + αV × (TC − TSTC)). (8)
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By multiplying the PV voltage VPV by the output PV current IPV , the active power of the PV
generator is then estimated. In the case that the PV voltage corresponds to the MPP voltage VMPP, the
output power of the PV power plants would be the maximum available active power under such G
and TC conditions. The values of the different parameters considered are listed in Table 3.
Table 3. Power plant parameters [60,62,66].
Thermal Hydro-Power VSWTs PV
Parameter Value Parameter Value Parameter Value Parameter Value
Rther 0.05 Rhyd 0.05 Tf 5 kI 0.0017
Tg 0.2 Tg 0.2 Tcon 0.02 Ir,re f 1.2 × 10−7
TCH 0.3 TR 5 vWT 1 αv −5.53 × 10−3
FHP 0.3 RT 0.38 Kpt 1 q 1.602 × 10−19
TRH 7 RP 0.05 Kit 0.2 kB 1.38 × 10−23
Hther 5 Tw 1 A 1.92
Hhydro 3.3 Isc 8.03
Eg 1.12
3. Methodology
Frequency control strategies focus on minimizing grid frequency variations due to
generation–demand mismatches [67]. With this aim, generation units must increase/decrease their
generation to equal the total power demand (plus the power system losses) [68]. In the following
subsections, frequency controls for CPPs, VSWTs, and PV power plants are described.
3.1. Frequency Control in Conventional Power Plants
CPPs based on synchronous generators inherently release or absorb kinetic energy as a natural
inertial response to frequency deviations. In Europe, frequency control with CPPs has a hierarchical
structure, usually organized in primary control (frequency containment reserves), secondary control
(frequency restoration reserves), and tertiary control (replacement reserves) [69]. Primary frequency
control (PFC) is automatically activated by the generator units some seconds after the power imbalance.
The CPP power response is proportional to the frequency deviation ∆ f , following Equation (9),
in which R is the droop characteristic [70,71]:
∆p = −∆ f
R
. (9)
According to the European network of transmission system operators for electricity (ENTSO-E),
R should range between 2% and 12%, with a dead-band between 10 and 30 mHz in which the PFC
is not activated [72]. For this work, R is considered as 5% for both thermal and hydro-power plants,
and the dead-band is established at 30 mHz. Subsequent to the PFC action, there is still some remaining
frequency deviation due to the power imbalance. The secondary frequency control is then required
to completely remove this frequency deviation [73,74]. In fact, this secondary frequency control is in
charge of modifying the power generation set-point accordingly [75]. The AGC coordinates the effort’s
dispatch among the different CPPs of the secondary frequency control. In this paper, the equivalent
total secondary regulation effort (∆RR) is determined by:
∆RR = −∆ f × K f , (10)
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where K f is estimated following the ENTSO-E’s recommendations [76]. This ∆RR is distributed
between the thermal and hydro-power plants depending on their participation factors (Ku,i),





∆RR × Ku,i dt =
−1
Tu,i
× Ku,i × K f ×
∫
∆ f dt, (11)
where i represents hyd or ther, and Ku,hyd + Ku,ther = 1.
3.2. VSWT Frequency Control Strategy
Among the three different inertial response strategies for VSWTs (refer to Figure 1),
the hidden-inertia emulation technique is selected for this work. The hidden-inertia emulation
technique is based on a proportional–derivative (PD) control loop, with ∆ f as input. This PD controller
provides an additional power proportional to the frequency deviation and its derivative value:
∆pFC = Kd ×
d∆ f
dt
+ Kp × ∆ f . (12)
The derivative part represents the inertial control loop (emulating the hidden-inertia of the
VSWTs). These inertial (derivative) and proportional control loops allow that some of the kinetic
energy stored in the rotating masses of the VSWTs (i.e., rotor, drive train, and electrical generator) is
released to provide a fast frequency response from the power converter’s capability. This ∆pFC signal
is added to the power reference output depending on the wind speed.
3.3. PV Frequency Control Strategy
The de-loading technique is used for PV frequency control. This strategy curtails a certain amount
of active power, working the PV power plant on a de-loaded voltage value (Vdel) on the right side of
the MPP voltage (VMPP), as shown in Figure 2. Note that Vdel > VMPP. In the following subsections,
the traditional de-loading strategy and the proposed hybrid wind–PV frequency control approach
are analyzed.
3.3.1. Conventional De-Loaded PV Frequency Control Strategy
To provide frequency response, the PV power plant usually works at the de-loaded voltage Vdel .
In the case of frequency reduction, the PV voltage should be also reduced, moving towards VMPP
to increase its generated active power. The strategies previously proposed in the specific literature
include a proportional (P) or proportional–integral (PI) controller, with the frequency deviation (∆ f )
as an input of such a controller [40–43]. Frequency deviation (∆ f ) passes through the corresponding
control loop (P or PI), giving an additional voltage ∆V (refer to Figure 6). The modified PV voltage is
then determined as:
VPV = Vdel − ∆V . (13)
This VPV is used in Equation (5) to determine the PV current, IPV , which is the corresponding PV
active power:
PPV = IPV × VPV . (14)
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pPV, k . (18)
A heterogeneous distribution of wind- and PV-generated power is estimated to give more realistic
simulations, considering that WPP1 and PV1 account for 50% of the total pWPP and pPV ; WPP2 and
PV2 are 25% of the total pWPP and pPV ; and WPP3 =WPP4 and PV3 =PV4 are 12.5% of the total pWPP
and pPV , respectively. The wind speed values sw and solar irradiation G for each WPP and PV power
plant are depicted in Figures 9 and 10.























Figure 9. Wind speeds considered for the wind power plants (WPPs): (a) WPP1 and WPP2 as well as
(b) WPP3 and WPP4.

























Figure 10. Solar irradiations considered for (a) PV1 and PV2 as well as (b) PV3 and PV4.
4.2. Simulation Results
The six scenarios presented in Section 4.1 were simulated in a Matlab/Simulink environment.
A fixed step with the ode3 (Bogcki-Shampine) solver and a step size of 10−2 s was used. The Matlab
version was r2016a. Four different frequency control strategies were compared:
1. Frequency control is only provided by conventional power plants (referred to as CPP).
2. Frequency control is provided by conventional power plants and WPPs with a hidden-inertia
emulation technique (referred to as WPP).
3. Frequency control is provided by conventional power plants, WPPs with a hidden-inertia
emulation technique, and PV power plants with 10% de-loading and a P controller with ∆ f
as input (referred to as PV ( f )).
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4. Frequency control is provided by conventional power plants, WPPs with a hidden-inertia
emulation technique, and PV power plants with 10% de-loading and a PI controller with ∆ω
of the VSWTs as input (referred to as PV (ω)), which is the hybrid wind–PV frequency strategy
proposed in this paper.
In each simulation, the authors considered different criteria to compare the frequency control
strategies under consideration. Specifically, the parameters taken into account are the following:
the minimum and maximum frequency values, the MSE of the grid frequency, the PV-generated
energy, the MSE of the thermal and hydro-power plants with respect to their initial assigned power,
the minimum and maximum values of the rotational speed of each WPP, and the MSE of the rotational
speed of each WPP with respect to their reference value (ωre f ) for each wind speed. Tables 5–9 show
the results of the parameters for the six scenarios simulated under the different frequency control
strategies. The PV-generated energy is determined by multiplying the active power PPV by the time
interval under analysis (5 min).
Table 5. Simulation results: frequency, PV electrical energy, and the conventional power plants’ mean
square error (MSE).
Scenario Load (MW) 250 400 550
Year 2025 2040 2025 2040 2025 2040
fmin (Hz)
CPP 49.28 44.89 49.31 46.24 49.34 45.74
WPP 49.54 48.49 49.55 48.59 49.57 48.63
PV ( f ) 49.58 48.88 49.61 48.85 49.60 49.00
PV (ω) 49.58 48.94 49.61 48.87 49.61 49.20
fmax (Hz)
CPP 50.85 54.30 50.84 54.16 50.78 54.08
WPP 50.47 50.74 50.47 50.71 50.45 50.72
PV ( f ) 50.26 50.41 50.29 50.48 50.32 50.48
PV (ω) 50.23 50.25 50.18 50.23 50.17 50.54
MSE f (Hz2)
CPP 0.072 1.481 0.069 1.123 0.063 1.154
WPP 0.035 0.243 0.034 0.216 0.032 0.203
PV ( f ) 0.019 0.108 0.021 0.111 0.023 0.104
PV (ω) 0.015 0.087 0.014 0.082 0.015 0.085
EPV (MWh)
CPP 1.536 2.878 2.636 4.645 3.424 5.955
WPP 1.536 2.878 2.636 4.645 3.424 5.955
PV ( f ) 1.269 2.391 2.251 3.930 3.096 5.010
PV (ω) 1.072 2.186 1.962 3.610 2.740 4.091
MSEPther (MW
2)
CPP 105.4 198.7 258.1 515.6 442.0 932.0
WPP 83.40 171.8 206.3 442.2 370.9 795.8
PV ( f ) 56.98 128.2 143.9 320.5 290.7 555.3
PV (ω) 73.62 150.3 170.5 359.4 328.7 773.7
MSEPhyd (MW
2)
CPP 2.931 41.51 7.272 97.38 12.51 177.1
WPP 2.579 31.51 6.426 74.60 11.69 130.8
PV ( f ) 2.029 20.28 4.939 49.68 9.798 81.92
PV (ω) 3.021 26.07 7.021 61.54 13.19 127.3
With respect to the frequency deviations, the proposed hybrid wind–PV technique results in
the maximum fmin and the minimum fmax values. This means that smaller frequency deviations are
obtained, which is also shown in the MSE. In fact:
• A reduction of the MSE between 75% and 95% is obtained when the proposed hybrid wind–PV
frequency strategy is used, in contrast to the CPP approach.
• A reduction of the MSE between 50% and 65% is obtained when the proposed hybrid wind–PV
frequency strategy is used, in contrast to the WPP approach.
• A reduction of the MSE between 20% and 35% is obtained when the proposed hybrid wind–PV
frequency strategy is used, in contrast to the PV( f ) approach.
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Moreover, the authors would like to highlight that similar results are obtained for the three
different power demand scenarios in terms of minimum and maximum frequency deviations, together
with the MSE of frequency. Consequently, it can be affirmed that this study is scalable to other
isolated power systems, and similar results will be obtained independently of the demand as long
as the generation mixes are similar to those considered here, which are in line with future European
renewable energy integration roadmaps. It is important to remark that, for the 2025 scenario, frequency
deviations are nearly within the acceptable range proposed by the ENTSO-E, i.e., ±800 mHz [89],
even if the vRESs do not participate in frequency control. However, as vRESs massively replace CPPs,
frequency response will be substantially deteriorated. In fact, minimum and maximum frequency
values under 45 Hz and over 54 Hz, respectively, are obtained if only CPPs are considered for
frequency control response for year 2040. This means that, in the medium term, it is a crucial need that
vRESs participate in frequency control to avoid such negative effects due to important (and negative)
frequency oscillations.
Focusing on the PV-generated energy, the hybrid wind–PV technique gets the minimum values,
mainly due to the initial 10% power de-loading and the action based on the ∆ω that comes from
VSWTs. Specifically:
• Considering the CPP and WPP strategies, the PV power plants work on their MPP and,
subsequently, their generated energy is the maximum among the four strategies (and the same for
both cases).
• Considering the PV( f ) strategy, the PV power plants are de-loaded by 10%. A reduction between
10% and 20% of the PV-generated energy is then obtained in comparison to the CPP and WPP
strategies.
• A reduction between 20% and 30% of the PV-generated energy is obtained by using the proposed
hybrid wind–PV control compared to the CPP and WPP strategies.
Therefore, the hybrid wind–PV strategy implies an additional PV energy reduction of up to 10%
in comparison to a conventional PV frequency control strategy. This aspect should be subsequently
evaluated by the PV installation operators. Indeed, their benefits should be partially reduced if
TSOs/DSOs do not reward them for providing frequency control services.
With regard to the conventional power plants, including any frequency strategy of vRESs reduces
the contribution of thermal and hydro-power to the frequency response. The MSE between the power
generated by them and their initial assigned value is thus reduced:
• Comparing the CPP and WPP strategies, the use of VSWTs for frequency control reduces the
MSE of thermal power plants by between 14%–20%, with a reduction between 12%–24% for
hydro-power plants.
• Comparing the CPP and PV( f ) strategies, including a conventional de-loading frequency control
strategy for PV power plants reduces the MSE of thermal power plants by between 35%–46%,
with a reduction between 31%–51% for hydro-power plants.
• Comparing the CPP and PV(ω) strategies, using the hybrid wind–PV control approach reduces
the MSE of thermal power plants between 24%–30%, with a reduction between 5%–35% for
hydro-power plants. Moreover, there are some cases in which the MSE of the hydro-power plant
is slightly increased.
The PV( f ) strategy is then the best technique from the point of view of the MSE of conventional power
plants.
Finally, focusing on the rotational speed of WPPs (Tables 6–9):
• The CPP strategy has the smallest variations of rotational speeds. This is due to the fact that such
rotational speed variations are only the result of wind speed changes.
• The WPP strategy has the largest variations of rotational speed values. In fact, both the
minimum/maximum values of ωj are obtained with this technique, even though they are small
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variations of around 5%–10%. Consequently, the maximum MSE is obtained with the WPP strategy.
In some cases, the MSE result is three times higher than the value obtained with the CPP approach.
Naturally, the speed deviations with this strategy are the result of both the wind speed changes
and the hidden-inertia frequency control approach.
• The PV( f ) technique slightly improves the minimum/maximum rotational speed values and the
MSE (if comparing to the WPP strategy). However, these values are still worse than with the
CPP approach.
• The PV(ω) strategy reduces the minimum and maximum values of the rotational speed even
more, and, consequently, reduces the MSE (if comparing to the WPP and PV( f ) strategies). In fact,
there are some cases in which the MSE is quite similar for both the CPP and PV(ω) techniques.
It can be affirmed that the PV(ω) technique is the best overall frequency control strategy,
as frequency deviations are reduced and the rotational speed variations of the WPPs are closer
to their reference values. Nevertheless, this frequency control solution implies certain reductions
in PV-generated energy that should be analyzed by the PV installation operators to compensate for
possible decreases in benefits. In Figure 11, the frequency evolution, active power of the four generation
units, and ∆ω input for the PI controller of PV power plants for the hybrid wind–PV strategy are
presented for the 550 MW load and 2025 year scenario. As can be seen, when CPPs are only considered
for frequency control, there are severe frequency oscillations, which are reduced by including vRESs
into the frequency control. As was discussed, among the three different vRES frequency control
strategies, the proposed hybrid wind–PV technique reduces frequency oscillations, together with
lower fluctuations in both thermal and hydro-power generation units. Even though CPPs oscillate
less than with the other approaches, they are working further than their initially assigned values,
as demonstrated with the MSE of Table 5. Similar output wind power values are determined for the
three vRES strategies, as the same PD constants are assumed. This response is also less oscillatory
than the case in which only CPPs are responding under imbalance conditions. Finally, the PV output
power is equal if only the CPP or WPP strategies are considered, as PV active power only changes due
to the variations in the solar irradiation G. When the de-loading technique is implemented, the PV
power plants include a curtailed 10% active power (from 50 to 45 MW, approximately). Moreover,
note that considering the ∆ω as input significantly reduces the PV-generated power and, consequently,
the generated energy (refer to Table 5), but the frequency deviations are also reduced in comparison to
the PV( f ) strategy. In Figures 12 and 13, the active power of the four WPP and PV power plants are
shown, respectively.
Table 6. Simulation results: rotational speed of WPP1.
Scenario Load (MW) 250 400 550
Year 2025 2040 2025 2040 2025 2040
ω1,min (pu)
CPP 1.067 1.067 1.067 1.067 1.067 1.067
WPP 1.000 0.971 1.003 0.983 1.005 0.976
PV ( f ) 1.024 1.000 1.019 1.001 1.016 0.995
PV (ω) 1.030 1.000 1.033 1.026 1.030 0.995
ω1,max (pu)
CPP 1.359 1.359 1.359 1.359 1.359 1.359
WPP 1.394 1.405 1.391 1.409 1.389 1.408
PV ( f ) 1.381 1.399 1.385 1.405 1.385 1.403
PV (ω) 1.372 1.370 1.377 1.376 1.379 1.403
MSEω1 , ×10−3 (pu2)
CPP 3.631 2.649 2.649 2.649 2.479 2.649
WPP 4.406 6.485 4.081 5.582 4.098 5.966
PV ( f ) 3.738 4.956 3.613 4.517 3.770 4.892
PV (ω) 3.631 4.551 3.497 3.985 3.589 5.075
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Table 7. Simulation results: rotational speed of WPP2.
Scenario Load (MW) 250 400 550
Year 2025 2040 2025 2040 2025 2040
ω2,min (pu)
CPP 1.052 1.052 1.052 1.052 1.038 1.052
WPP 1.011 0.885 1.014 0.945 1.015 0.919
PV ( f ) 1.037 0.906 1.032 0.966 1.027 0.938
PV (ω) 1.043 0.891 1.041 0.945 1.040 0.926
ω2,max (pu)
CPP 1.327 1.327 1.327 1.327 1.327 1.327
WPP 1.407 1.385 1.406 1.389 1.404 1.389
PV ( f ) 1.393 1.393 1.396 1.390 1.399 1.391
PV (ω) 1.348 1.373 1.355 1.376 1.360 1.403
MSEω2 , ×10−3 (pu2)
CPP 3.037 3.037 3.037 3.037 3.517 3.037
WPP 5.455 9.638 5.470 8.692 5.268 8.902
PV ( f ) 4.485 7.363 4.663 7.191 4.718 7.317
PV (ω) 3.765 6.432 3.948 6.138 4.031 7.117
Table 8. Simulation results: rotational speed of WPP3.
Scenario Load (MW) 250 400 550
Year 2025 2040 2025 2040 2025 2040
ω3,min (pu)
CPP 0.917 0.917 0.917 0.917 0.766 0.917
WPP 0.915 0.885 0.912 0.894 0.914 0.891
PV ( f ) 0.917 0.902 0.914 0.917 0.915 0.912
PV (ω) 0.922 0.917 0.919 0.925 0.919 0.916
ω3,max (pu)
CPP 1.345 1.345 1.345 1.345 1.366 1.345
WPP 1.410 1.410 1.408 1.413 1.406 1.412
PV ( f ) 1.386 1.414 1.390 1.410 1.395 1.414
PV (ω) 1.352 1.383 1.367 1.380 1.369 1.401
MSEω3 , ×10−3 (pu2)
CPP 11.778 11.778 11.778 11.778 24.351 11.778
WPP 13.636 15.890 13.653 15.304 13.572 15.314
PV ( f ) 12.912 14.462 13.120 14.287 13.230 14.492
PV (ω) 11.394 12.575 11.650 12.774 11.803 13.708
Table 9. Simulation results: rotational speed of WPP4.
Scenario Load (MW) 250 400 550
Year 2025 2040 2025 2040 2025 2040
ω4,min (pu)
CPP 0.925 0.925 0.925 0.925 0.925 0.925
WPP 0.946 0.817 0.947 0.865 0.945 0.848
PV ( f ) 0.933 0.847 0.936 0.871 0.938 0.874
PV (ω) 0.924 0.866 0.925 0.879 0.926 0.895
ω4,max (pu)
CPP 1.332 1.332 1.332 1.332 1.323 1.332
WPP 1.376 1.455 1.377 1.431 1.373 1.443
PV ( f ) 1.366 1.438 1.370 1.437 1.368 1.433
PV (ω) 1.356 1.440 1.361 1.436 1.361 1.427
MSEω4 , ×10−3 (pu2)
CPP 8.601 8.601 8.601 8.601 11.235 8.601
WPP 9.380 13.266 9.593 12.791 9.485 12.584
PV ( f ) 9.113 11.317 9.300 11.347 9.276 11.096
PV (ω) 8.820 10.696 8.846 10.446 8.854 11.237
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Figure 11. Simulation results for 550 MW demand and year 2025: (a) frequency evolution, (b) rotational
speed deviation, (c) thermal power, (d) hydro-power, (e) VSWT power, and (f) PV power.
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Figure 14 depicts the frequency evolution, active power of the four generation units, and ∆ω
input for the PI controller of PV power plants for the hybrid wind–PV strategy, corresponding to the
250 MW demand and year 2040 scenario. These results are similar to the previous simulations depicted
in Figure 11. In this case, when only CPPs participate in frequency control, the frequency oscillations
are higher due to the reduced synchronous inertia of the power system. Grid frequency oscillations
are drastically reduced by including vRESs into the frequency response, especially with the proposed
hybrid wind–PV solution. Similar active wind power is obtained if they also participate in frequency
regulation, providing lower oscillations than the case in which only CPPs are considered. When PV
power plants include the de-loading technique, a 10% power reduction is required (from 38 to 34 MW,
approximately). When the PV installations receive the ∆ω as an input, their active power is reduced
accordingly, in line with the generated energy shown in Table 5.
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Figure 14. Simulation results for 250 MW demand and year 2040: (a) frequency evolution, (b) rotational
speed deviation, (c) thermal power, (d) hydro-power, (e) VSWT power, and (f) PV power.
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4.3. Limitations and Further Work
This paper tests the benefits of introducing a hybrid wind–PV frequency controller that is able
to monitor not only frequency deviations, but also VSWTs’ rotational speed deviations from their
optimal reference values. This generalization allows conclusions to be drawn in a high casuistry
of scenarios, but it makes it necessary to neglect or simplify some aspects without losing accuracy.
These simplifications are:
• Thermal units are supposed to work at the same operating point, considering a single equivalent
turbine. In addition, only one thermal power plant technology is assumed (reheat thermal).
Hydro-power plants are modeled analogously (including only one kind of hydro turbine). Finally,
each wind power plant is modeled as one equivalent VSWT.
• The initial assigned power (generation programming) of each one of the generation units was not
obtained with technical–economic criteria (unit commitment), nor were their PFC reserves and
secondary control action. Once each generation unit is individually modeled, it is reasonable to
assign an initial power to each unit according to both technical and economic criteria.
• To obtain each vRES penetration level, the ENTSO-E recommendations for interconnected power
systems were followed by the authors. However, isolated power systems can have different vRES
integration levels. However, this hypothesis is assumed to give generality to the present study.
• As described in Section 2, power line dynamics are neglected, as well as the communication lines
between the wind and PV power plants for the proposed hybrid wind–PV controller set-up.
As the results and conclusions of this study can be considered as positive, the next step proposed
by the authors is to analyze the impact of establishment in some specific isolated power systems,
such as one of the existing ones in the Canary archipelago, in the Aegean islands, or in the Azores
archipelago. Since those power systems are well known, it is reasonable to individually introduce
each generation unit into the dynamic model. Additionally, current and future renewable energy
penetration as well as real wind speed and irradiation data can be used for future simulations. Once the
locations of both wind and PV power plants are known, the influence of the communication time
on the control actions can be also analyzed. The corresponding time delays with the measurement
of errors and the transmission of control signals between wind and PV power plants would then be
included in the model. Likewise, this proposal will be able to optimize the power system’s operation
by associating the control of some specific wind power plants to certain geographically neighboring
PV power plants.
5. Conclusions
This paper proposes a hybrid wind–PV frequency control approach for isolated power systems
with high vRES integration under variable weather conditions. The proposed controller consists
of VSWTs that include a hidden-inertia emulation technique and PV power plants working with
a de-load power of 10%. The input of the PV frequency control is the rotational speed deviation
of the VSWTs, in contrast to previous studies where the frequency deviation is the input of the
de-loaded PV controller. In this way, the PV power plants modify their generated power by following
the rotational speed deviation of the VSWTs, reducing the deviation of such rotational speeds, and,
consequently, minimizing the frequency deviations under power imbalances. The proposed hybrid
frequency approach is compared to three different frequency strategies: (i) conventional power
plants, (ii) conventional power plants and wind power plants, and (iii) conventional power plants,
wind power plants, and PV power plants with grid frequency as input. The results show that frequency
oscillations are drastically reduced by including the proposed hybrid controller. In fact, the mean
squared error of frequency variations is reduced by up to 95% in comparison to the case in which
only conventional power plants are controlling the frequency variations. Severe reductions are also
found when comparing the hybrid wind–PV strategy to the other two strategies in which vRESs
participate in frequency control (between 20% and 65%). The rotational speed deviation of the VSWTs
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also decreases with the hybrid wind–PV frequency approach, even getting the same mean squared
error as when VSWTs do not participate in frequency control. However, the energy generated by the
PV power plants decreases by between 20% and 30% when using the proposed approach, and should
be subsequently analyzed by the transmission/distribution operators to guarantee some additional
benefits for the owners of such generation units. Based on the results, the authors also wish to remark
on the importance of vRESs participating in frequency control in the near future in order to avoid
significant frequency deviations that will occur if these sources keep replacing conventional power
plants without providing any frequency response. Consequently, hybrid frequency control strategies
in line with this work should be proposed and analyzed to minimize frequency variations linked to a
massive vRES integration.
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Abbreviations
The following abbreviations and nomenclature are used in this manuscript:
αV Correction factor depending on the cell’s temperature
∆ω Rotational speed deviation of VSWT
∆ f Frequency deviation
∆P Power imbalance
∆RR Total secondary regulation effort
∆V Additional voltage for PV frequency control
f Grid frequency
kB Boltzmann’s constant
kI Short-circuit current temperature coefficient
p Active power (pu)
q Electron charge
sw Wind speed
A Diode ideality factor






Ir,re f Reverse saturation current at TSTC
Irs Reverse saturation current
Isc Short-circuit current
Ku Participation factor on AGC
NP Number of PV strings in parallel
Ns Number of PV cells in series




TC Temperature of the PV cell
V Voltage
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del De-load (subscript)




MPP Maximum power point (subscript)
STC Standard test conditions (subscript)
WPP Wind (subscript)
vRES Variable renewable energy source
AGC Automatic generation control
CPP Conventional power plant
DSO Distribution system operator
ENTSO-E European Network of Transmission System Operators for Electricity
MPP Maximum power point
MSE Mean squared error
PFC Primary frequency control
PV Photovoltaic
STC Standard test conditions
TSO Transmission system operator
VSWT Variable-speed wind turbine
WPP Wind power plant
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3.8 Extensive frequency response and inertia analysis under
high RES integration scenarios: application to the
European interconnected power system
Traditionally, power system’s inertia has been estimated according to the rotating
masses directly connected to the grid. However, a new generation mix scenario is
currently identified, where conventional supply-side is gradually replaced by
renewable sources decoupled from the grid by electronic converters (i.e., wind and
photovoltaic power plants). Due to the significant penetration of such renewable
generation units, the conventional grid inertia is decreasing, subsequently affecting
both reliability analysis and grid stability. Under this new framework, an algorithm
to estimate the minimum inertia needed to fulfil the ENTSO-E requirements for the
interconnected European power system for ROCOF values is proposed and
assessed under a relevant variety of imbalanced conditions. The additional active
power needed to be within the frequency dynamic range is also estimated and
determined. Both inertia and additional active power can come from different
sources, such as storage solutions, renewable sources decoupled from the grid
including some frequency control strategies, interconnections with other grids,
increasing the primary frequency reserves, or a combination of them. The power
system under consideration includes thermal, hydro-power plants, and renewable
generation units, in line with most current and future European supply-side power
systems. More than 700 generation mix scenarios are identified and simulated,
varying the renewable integration, the power imbalance, and the inertia constant of
conventional power plants. The results show that an additional power between 0
and 0.32 pu is enough to avoid any frequency excursion lower than 49.2 Hz, even if
RES generation is over 50% and the power imbalance is 40%. Authors assume a
maximum virtual inertia of 15 s. Under this assumption, the ROCOF values
following the ENTSO-E requirements are fulfilled for 85% of the simulated
scenarios. From our analysis, it can be deduced that the additional power and
virtual inertia to support frequency deviations after power imbalances can be
provided independently and from different resources. Even though this analysis is
carried out considering the interconnected European power system, it can be
applied to any other power system with high penetration of renewable sources,
considering the specific recommendations of such grid.
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Abstract: Traditionally, power system’s inertia has been estimated according to the rotating masses directly connected to the grid.
However, a new generation mix scenario is currently identified, where conventional supply-side is gradually replaced by renew-
able sources decoupled from the grid by electronic converters (i.e., wind and photovoltaic power plants). Due to the significant
penetration of such renewable generation units, the conventional grid inertia is decreasing, subsequently affecting both reliabil-
ity analysis and grid stability. As a result, concepts such as ‘synthetic inertia’, ‘hidden inertia’ or ‘virtual inertia’, together with
alternative spinning reserves, are currently under discussion to ensure power system stability and reliability. Under this new frame-
work, an algorithm to estimate the minimum inertia needed to fulfil the ENTSO-E requirements for ROCOF values is proposed
and assessed under a relevant variety of imbalanced conditions. The additional active power needed to be within the frequency
dynamic range is also estimated and determined. Both inertia and additional active power can come from different sources, such
as storage solutions, renewable sources decoupled from the grid including some frequency control strategies, interconnections
with other grids, or a combination of them. The power system under consideration includes thermal, hydro-power plants, and
renewable generation units, in line with most current and future European supply-side power systems. More than 700 generation
mix scenarios are identified and simulated, varying the renewable integration, the power imbalance, and the inertia constant of
conventional power plants. In fact, the solutions studied here provide important information to ease the massive integration of
renewable resources, without reducing the capacity of the grid in terms of stability and response to contingencies.
Nomenclature
The following nomenclature has been used:
∆f Frequency variation
∆Padd Additional power
∆Pg Variation of the supply-side active power
∆Pload Variation of the demand-side active power
∆PL Power imbalance
Deq Equivalent damping factor of loads
f Frequency
H Inertia constant
Heq Equivalent inertia constant
HRES Virtual inertia constant
HS Synchronous inertia constant
SB Rated power of power plant/power system
aFR Automatic frequency restoration
DSO Distribution system operators




mFR Manual frequency restoration
PFR Primary frequency reserves
PV Photovoltaic
RES Renewable energy sources
ROCOF Rate of change of frequency
TSO Transmission system operators
VSWT Variable speed wind turbines
1 Introduction
Power system stability analysis currently relies on synchronous
machines with rotational masses connected to the grid. These gener-
ation units store kinetic energy, which is automatically extracted in
response to a sudden loss of generation, slowing down the machine
and reducing the grid frequency [1]. However, power systems are
gradually changing [2]. Fossil fuel problems, such as resource
scarcity, increasing prices and geopolitical risks related to import
dependency [3–5], have encouraged most developed countries to
promote Renewable Energy Sources (RES) large-scale integration
[6]. In Europe, wind, solar and biomass overtook coal power for the
first time in 2017 [7]. According the current road-maps, 323 GW and
192 GW of wind and photovoltaic (PV) power plants are expected
to be installed in Europe by 2030, covering up to 30% and 18% of
the European Union (EU) demand respectively [8, 9]. Some authors
affirm that with current technologies, only 50% of the overall elec-
tricity demand can be given by RES [10]. By 2030, the EU will be
close to achieving this theoretical limit. As a result, under this Euro-
pean roadmap, it is desirable to analyse the theoretical renewable
threshold by considering the international frequency control require-
ments for a reliable and secure interconnection frequency response.
Among the different RES, PV and wind resources —especially
variable speed wind turbines, VSWT [11]— are considered as the
two most promising resources for power generation [12]. How-
ever, their intermittent behaviour makes them difficult to integrate
into current power systems. In fact, Transmission and Distribution
System Operators (TSO/DSO) deal with not only uncontrollable
demand, but also oscillated generation [12–15]. Additionally, these
resources do not contribute directly to inertia and power system
reserves [16], as they are electrically decoupled from the grid
through power converters [17]. It significantly reduces the grid
effective inertia [18], compromising power system stability and
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modifying their transient response [19]. Moreover, low system iner-
tia is related to (i) a faster rate of change of frequency (ROCOF)
and (ii) larger frequency deviations (larger nadir) within a shorter
time frame [20]. Therefore, inertia reduction is considered as a
relevant problem to the large integration of RES into power sys-
tems [21]. Subsequently, [22] considers that there is an acute need to
study how inertia reduction impacts system dynamic performances.
Some contributions can be found in the specific literature focused on
such inertia reduction impacts. The application of probabilistic and
risk-based assessment techniques for operation planning in power
systems with high wind power generation has attracted high interest
from electrical power industry [23].
Different wind turbine controllers with virtual inertia are pro-
posed in the specific literature, mostly evaluated under simplified
power system modelling and usually including a few imbalance sit-
uations. Fu et al [24] includes only a sudden load decrease and a
sudden decrease as experimental test. Another examples of such test
conditions with a sudden load increase/decrease can be found in
[11, 25–27]. Six case studies are considered in [28], with hypotheti-
cal load step rise events. The loss of the largest power plant of thirty
energy schedules were simulated in [29] under different wind power
integration levels. Wang et al [30] performs statistical analysis of
dynamic frequency stability studies, but considering only the current
reference incident (a loss of 3 GW). This reference incident —also
known as worst contingency— is simulated both in over and under
frequency to study the impact of synchronous compensators and bat-
tery energy storage systems in order to maintain the stability of the
power system adding real or virtual inertia [31]. Also the impact
of large-scale PV power plants have been also analysed. A review
focused on power stability challenges can be found in [12]. As an
example, Bueno et al [32] defines six scenarios for stability purposes
in transmission systems with large PV power plant integration.
However, it is noted that all these studies focus on providing
a specific technique for VSWT/PV power plants to participate in
frequency control, evaluating the proposal under a reduced num-
ber of scenarios from the supply-side and the imbalance conditions.
Even though these approaches can be acceptable to improve the
frequency response of power systems, authors propose a more gen-
eral but detailed and precise frequency analysis in terms of nadir
and ROCOF. As a result, this papers focuses on estimating and
determining the minimum inertia and additional active power to be
provided after an imbalance, following the European Network of
Transmission System Operators for Electricity (ENTSO-E) recom-
mendations for nadir and ROCOF values. Such virtual inertia and
additional power can be provided by a variety of complementary
solutions/resources, which can be combined in an optimised power
system environment. A similar but simpler studied was performed
in [33] for the Australian power system. Primary frequency reserves
(PFR) requirements were estimated as a function of the system iner-
tia and the maximum power imbalance; following some predefined
frequency constraints such as ROCOF and frequency nadir. The
power system under analysis includes thermal, hydro-power plants,
and different RES integration levels, in line with current and future
European generation mix scenarios. Moreover, different inertia con-
stant values for the conventional power plants (i.e., thermal and
hydro-power) are considered for the analysis. Preliminary results and
a simplified previous analysis was addressed by the authors in [34].
The contributions of the paper are then summarised as follows:
• A relevant variety of scenarios are considered for simulation. In
total, 720 different scenarios are analysed, resulting from the combi-
nation of 5 RES penetration levels (up to 60%), 16 power imbalance
conditions (up to 40% in line with ENTSO-E recommendations),
3 thermal inertia constant values, and 3 hydro-power inertia con-
stant values (both inertia constants of conventional power plants are
usually considered as constant in most of previous works).
• An algorithm to estimate the minimum inertia and the addi-
tional power to fulfil the ROCOF and nadir values recommended by
ENTSO-E is proposed. These inertia and additional power can come
from different sources, such as storage solutions (flywheels, batter-
ies, super-capacitors), participation of RES into frequency control,
interconnection with other power systems, increased primary fre-
quency control reserves of conventional units, or a combination of
them.
• This study gives extensive results regarding the massive integra-
tion of RES and current power system characteristics, maintaining
the frequency stability of the grid. Subsequently, it would be then
possible to gradually replace conventional power plants providing
the same reliability. The proposed analysis can be extended to other
international requirements and rules.
The rest of the paper is organised as follows: Section 2 discusses
the importance of inertia in power system stability and summarises
the recommendations regarding nadir and ROCOF developed by
ENTSO-E. The methodology is presented in Section 3, describing
the power system modelling and the different scenarios to be simu-
lated. Results are described in Section 4. Finally, Section 5 presents
the conclusions.
2 Inertia for power system stability. ENTSO-E
recommendations
2.1 Preliminaries
Let us consider turbine-synchronous generators submitted to small
variations around their steady-state conditions. The mechanical




2 H s + D
, (1)
where ωr is the rotational pulsation of the generator, Pm is the
mechanical power, Pe represents the electrical power, H is the iner-
tia constant, and D is the damping factor of the loads. H is defined in
the specific literature as the time interval (in seconds) during which
the generator can supply its rated power from the stored kinetic
energy. This time interval usually lies between 2 and 10 s for conven-
tional generators [36, 37]. Regarding eq. (1), certain simplifications
are usually considered to apply such expression to power systems
with conventional generation: (i) loads are reduced to an aggre-
gated load with an equivalent damping factor Deq [38]; (ii) the








where Hi is the inertia constant of the i-power plant, SB,i is the
rated power of the i-power plant, SB is the rated power of the power
system, and CG is the total number of conventional generators.
Conventional power plants have been replaced by RES over
the last ten years, mainly in response to different policies focused
on promoting their integration. These actions have subsequently
generated a decline in system inertia [39]. Consequently, larger fre-
quency deviations can be suffered after a supply-side and demand
imbalance [40]; being ROCOF also depending on the available iner-
tia [41]. In consequence, TSO and DSO require that RES also
contribute to ancillary services [42], especially wind turbines [43].
Indeed, [44] affirms that the wind turbine participation in frequency
control is inevitable. By considering these requirements, different
alternatives providing additional inertia and frequency control from
RES can be found in the recent specific literature. These solutions
are commonly known as ‘hidden’, ‘synthetic’, or ‘virtual’ inertial
techniques [45–47]. The equivalent inertia of power systems can be
then divided into two different components: (i) synchronous iner-
tia provided by conventional generators HS and (ii) virtual inertia
2
Table 1 European frequency control structure
Type Activation Timescale
FC Automatic activation 0 – 30 s
aFR Automatic activation 30 s – 15 min
mFR Semi-automatic or manual activation 15 min maximum
R Semi-automatic or manual activation 15 min minimum












where HRES,j is the emulated inertia constant corresponding to
the j–renewable power plant, and V PP the total number of renew-
able virtual power plants included in the grid under study. Further
information about this equivalent inertia definition can be found
in [48–50].
2.2 ENTSO-E recommendations
ENTSO-E has already focused on the high RES integration–low
synchronous inertia problem. In fact, several reports have been
published for the EU [51–58]. In Europe, frequency control has a
hierarchical structure, usually organised in a maximum of five lay-
ers (from fast to slow timescales): (i) frequency containment (FC);
(ii) imbalance netting (IN); (iii, iv) frequency restoration (auto-
matic (aFR) and/or manual (mFR)) and (v) replacement (R) [51].
Table 1 presents an overview of each layer. IN reduces the simulta-
neous activation of aFR from different areas and thus, is not included
in the table. The increase in RES and loads connected through
power electronics is currently a major issue, as several problems are
involved, including frequency stability, voltage stability, and power
quality [52]. In this paper, the authors focus on frequency stability
problems due to the reduction of the power systems’ inertia. Accord-
ing to [52], the minimum inertia of a power system should range
between 2–3 s, which is lower than conventional power plants, as
discussed in Section 2. Solutions to avoid a huge decrease of sys-
tem inertia include [52]: (i) real-time restriction of the maximum
penetration of RES connected through power electronics; (ii) inclu-
sion of synchronous compensators or flywheels; and (iii) addition
of virtual inertia from power electronic interfaced sources.
According to the ENTSO-E recommendations, if the integration
of generation units and loads connected to the grid through power
electronics is higher than 65%, the grid may suffer from severe prob-
lems in terms of frequency deviation [52]. Current power systems
should be robust enough to support a load imbalance of 40% [53].
Consequently, virtual inertia is proposed for small/isolated power
systems/areas (such as Ireland and Great Britain) with a high inte-
gration of non-synchronous elements [53]. In terms of nadir and
ROCOF requirements, the main challenges that face these grids after
an imbalance are [53]:
• High initial ROCOF. The grid inertia value determines the ini-
tial ROCOF after an imbalance. To reduce this initial ROCOF when
some synchronous generators have been replaced by RES, the elec-
tronic interfaced sources (such as PV and VSWT) should deliver
virtual inertia without any delay.
• Low nadir (minimum frequency). It is important to increase nadir
frequency in order to avoid a load shedding program. The frequency
control response of conventional power plants can be too slow for
this target. However, generation units including power electronics or
other storage solutions can be highly effective for this aim, due to
power electronic flexibility and control.
By considering both challenges, high initial ROCOF is assumed to
be more critical than low nadir, as nadir takes some seconds to reach
the minimum frequency value [53] and initial ROCOF is reached
practically instantaneously. Indeed, a high ROCOF can endanger
the secure system operation of a grid due to [54]: (i) mechanical
limitations of synchronous machines; (ii) failure of protection sys-
tems; or (iii) load shedding programs. The ROCOF limits defined
by ENTSO-E depend on the sliding time-window, considering three
different limits [54]:
• ± 2 Hz/s for a sliding time-window of 0.5 s
• ± 1.5 Hz/s for a sliding time-window of 1 s
• ± 1.25 Hz/s for a sliding time-window of 2 s
With regard to supply-side generators, they can only be discon-
nected (i) if any of such ROCOF limits is achieved or (ii) if the
frequency deviation is below 47.5 Hz or above 51.5 Hz [54]. Never-
theless, under such large frequency deviations, it is difficult to avoid
a power system blackout [55]. The dynamic range allowed for fre-
quency deviations is currently ±800 mHz. However, and according
to [55], future power systems should handle 2 Hz/s ROCOF and 40%
power imbalance. Under these circumstances, the considered sce-
narios cover a variety of imbalances (up to 40%) in line with these
recommendations, see Section 4.
3 Methodology
3.1 Power system modelling
With the aim of analysing the influence on the frequency response
of high integration of generation units connected to the grid through
power electronics, an equivalent power system with a total capacity
of 1000 MW is first proposed for simulations. The supply-side mix
is in line with most current European power systems, where conven-
tional and renewable units can be considered as an averaged common
generation scenario. The system consists of conventional power
plants (reheat thermal and hydro-power) and non-dispatchable RES
(VSWT and/or PV power plants). Both thermal and hydro-power
plants are modelled by using simplified governor-based models,
derived from speed-governing systems widely used and described
in [59], see Figure 1. Different inertia constants for thermal and
hydro-power plants (HT and HH respectively) considered follow-
ing the review [47].
The power system model for frequency deviation analysis is based
on the swing equation, see Section 2,
∆f =
1
2 Heq s + Deq
· (∆Pg −∆Pload), (4)
where ∆Pg = ∆PRES + ∆PT + ∆PH is the active power varia-
tion from supply-side and ∆Pload is the demand-side variation. Heq
is the equivalent inertia of the power system according to eq. (3) and
Deq is the damping factor, considered as constant Deq = 2 %/Hz
following the ENTSO-E recommendations [55]. The power imbal-
ance ∆PL is simulated as a sudden step. Most frequency deviation
analysis only consider a reduced number of such sudden imbal-
ances, as was discussed in Section 1. To overcome this drawback,
∆PL varies from 2.5% to 40% (2.5% steps) following the ENTSO-E
recommendations previously discussed in Section 2.2.
3.2 Virtual inertia and additional power estimation
Following the case studies explained in Section 3.1, the equiva-
lent synchronous inertia of each simulated scenario is determined
by eq. (2). This equivalent inertia lies between 8.71 s (5% RES,
HT = 10 s and HH = 4.75 s) and 0.76 s (60% RES, HT = 2 s
and HH = 1.75 s). Authors analyse such Heq variations to empha-
sise the relevance of such conventional power plant inertia constants.
Indeed, small H variations can drastically affect the whole iner-
tia power system Heq , and subsequently, the minimum additional
virtual inertia to be provided by the other sources. As will be dis-
cussed in Section 4, only by considering the synchronous inertia, the
ROCOF limits would be violated (especially for imbalances ∆PL ≥
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Fig. 3: Graphic description to estimate minimum ∆Padd according
to the ENTSO-E recommendations.
power systems from interconnections, or (v) a combination of them.
Taking into account the power system discussed in Section 3.1, the
corresponding additional active power ∆Padd is then estimated as
follows, see Figure 3:
i. Simulate the i–scenario, which depends on the RES integration,
conventional generation units’ inertia (HT and HH , respec-
tively) and power imbalance ∆PL.
ii. Determine the nadir (minimum value of the frequency devia-
tion).
iii. Check if the nadir value is below 49.2 Hz (800 mHz deviation)
as recommended by ENTSO-E.
(a)If nadir is f ≥ 49.2 Hz, no additional power is needed
(∆Padd = 0), and a new scenario is simulated (i = i + 1),
going back to the first step of the algorithm.
(b)If nadir is below 49.2 Hz, the algorithm proceeds to the next step.
iv. Increase the additional power ∆Pj by a predefined value ∆Pinc.
In this case, ∆Pinc = 0.01 pu. This step is repeated until the
nadir value is over 49.2 Hz.
v. Simulate the following (i = i + 1) scenario, finishing the
algorithm when all scenarios under consideration are simulated
(i > 720).
4 Results
4.1 Case study discussion
Considering the recommendations of ENTSO-E previously dis-
cussed in Section 2.2 as well as current RES integration and
roadmaps cited in Section 3.1, 5 different RES integration levels
and 16 different power imbalances are identified for simulation and
analysis purposes. Although the existing studies offer no guidance
for the maximum RES limit integration, the percentage to main-
tain the system frequency response within the permissible bounds
is estimated to be around 50% [60], or even higher by other authors
with the installation of small, but highly efficient storage devices
[61]. Hydro-power capacity remains constant in all cases. Thermal
Table 2 Generation by source
Supply-side resource Mix generation (%)
Thermal power plant 80 70 55 40 25
Hydro-power plant 15 15 15 15 15
Renewable power plant 5 15 30 45 60
Table 3 Synchronous equivalent inertia (Heq). Example of results
RES Integration (%)
5 15 30 45 60
HT = 10 8.71 7.71 6.21 4.71 3.21
HH = 4.75
HT = 6 5.29 4.69 3.79 2.89 1.99
HH = 3.25
HT = 2 1.86 1.66 1.36 1.06 0.76
HH = 1.75
capacity decreases proportionately as RES capacity increases. The
five generation mix cases are summarised in Table 2. These gen-
eration mix cases are in line with those proposed by the 10-year
network development plan for the EU [62]. The power imbalance
∆PL increases from 2.5% up to 40% in 2.5% steps.
Most of previous contributions discussed in Section 1 assume
a supply-side modelling without any parameter diversity in their
equivalent generation units. Following the recent review by [47],
three different values for the inertia constant of the thermal HT and
hydro-power HH plants are considered for simulations. The mini-
mum, mean and maximum value of such inertia constants are then
taken into account: HT = {2, 6, 10}, HH = {1.75, 3.25, 4.75}.
Therefore, by combining the different ∆PL (16), RES integration
(5), HT (3) and HH (3), 720 scenarios are identified and sim-
ulated. The equivalent synchronous inertia corresponding to the
conventional generation units (i.e., thermal and hydro-power) is then
determined from eq. (2), which also depends on the RES integra-
tion. All of the simulations are carried out under a Matlab/Simulink
environment.
4.2 Results
Figures 4–6 depict 240 cases out of the 720 under consideration.
In each figure, 80 scenarios are summarised (combination of the 16
power imbalances and the 5 generation mix). Both the nadir fre-
quency and the three ROCOF values for three different combinations
of HT and HH are depicted, being significant the diversity of results
under a variety of such parameters, commonly assumed as constant
in most of previous contributions as was discussed in Section 1.
The equivalent synchronous inertia of the system for each figure is
detailed in Table 3, depending on the RES integration.
With regard to nadir frequency, values over f ≥ 49.2 Hz are
dynamically accepted by ENTSO-E. As a consequence, they are
coloured in green. If the nadir decreases under f < 49.2 Hz (but is
still over f ≥ 47.5 Hz), it is coloured in yellow and orange, as they
are outside the dynamic range allowed by ENTSO-E. When nadir is
under f < 47.5 Hz, a possible blackout may occur in the grid, sub-
sequently being coloured in red. Two different planes are included
in Figures 4–6 determining such limits. As can be seen, most of the
scenarios under consideration are outside the dynamically accepted
range, especially if both the RES integration and the power imbal-
ance are high. Even though the equivalent synchronous inertia is
significantly reduced depending on the HT and HH values (for
instance, Heq = 8.71 s, Heq = 5.29 s or Heq = 1.86 s for 5% RES
integration, refer to Table 3), the nadir frequency does not decrease
drastically for the same generation mix. In fact, if comparing the 5%
RES integration energy mix, and the imbalance ∆PL = 2.5%, the
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and 60%), power imbalance and inertia constants of conventional
power plants (thermal and hydro-power). The minimum additional
power and virtual inertia required to fulfil the nadir and ROCOF lim-
its established by ENTSO-E are estimated for each scenario. The
results show that an additional power between 0 and 0.32 pu is
enough to avoid any frequency excursion lower than 49.2 Hz, even
if RES generation is over 50% and the power imbalance is 40%.
This additional power can be provided by a sort of sources, such as
RES (through frequency control techniques), increasing the primary
frequency reserves of conventional power plants, storage systems,
provided by a different power system through interconnections, or a
combination of some of them. Authors assume a maximum virtual
inertia lower than 15 s. Under this assumption, the ROCOF values
following the ENTSO-E requirements are fulfilled for 85% of the
simulated scenarios. From our analysis, it can be deduced that the
additional power and virtual inertia to support frequency deviations
after power imbalances can be provided independently and from
different resources. This is due to the fact that ROCOF is directly
related to inertia, but nadir is not so affected by such parameter.
This analysis is carried out considering the interconnected European
power system. Nevertheless, it can be applied to any other power
system with high penetration of renewable sources, considering the
specific recommendations of such grid.
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4. Conclusions
The electrical energy transition suffered in most countries over the recent decades
implies several drawbacks in terms of the frequency regulation that should be
assessed and analysed before proceeding to a massive vRES integration. These two
main concerns regarding VSWTs and PV installations involve the fast power
fluctuations due to the variable and stochastic behaviour of wind speed and solar
irradiation, and the reduction of the synchronous inertia of the grid. Consequently,
frequency control (one of the most important ancillary services) should also start to
be provided by vRES. Consequently, new solutions and schemes should be
developed to ease the integration of vRES into the grid, without reducing its
stability and reliability. In fact, from the different papers previously presented, it is
concluded that it is a crucial need that vRES start to participate into frequency
control, as it is the only way to promote the massive integration of such sources.
To evaluate the possible solutions to provide inertial response and frequency
control from vRES, the contribution of VSWTs and PV power plants in terms of
hidden/virtual/emulated inertia and the current different frequency control
approaches proposed were discussed. Moreover, an extensive review of inertia
constants of conventional and wind power plants, and damping factors was carried
out. Also the averaged inertia constants of different regions were estimated based
on the electrical generation of the conventional power plants. It was shown that in
Europe, the inertia constant has nearly reduced by 20% in the last twenty years, in
line with the vRES integration of such region in the same period.
A new fast power reserve emulation technique was proposed, especially
focused on reducing the secondary frequency deviations due to the transition from
overproduction to recovery. To overcome this, a smooth trajectory was defined.
This approach was initially tested on isolated and compared to a previous
technique, substantially reducing the secondary frequency deviation and also
improving nadir and stabilisation time. Such strategy was also tested on multi-area
power systems, giving better results in terms of frequency excursions if only the
VSWTs of the area submitted to imbalance provided frequency response. In fact,
nadir was reduced between 40 and 50% in the area where the power imbalance
occurs, and also between 20% and 30% in the other areas.
A real power system located in Spain (the Gran Canaria isolated power system)
was also analysed. Frequency deviations were considered under realistic energy
schedules based on a unit commitment model. The loss of the largest conventional
generation group was studied, including the VSWTs frequency scheme previously
mentioned and a load shedding programme. It was seen that frequency response
results strongly depend on the dispatch of conventional generation units, their
frequency reserves and the inertia change addressed by the grid. Subsequently,
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controller parameters of VSWTs should dynamically vary in line with those power
system variables.
The virtual inertia constant of VSWTs with the fast power reserve emulate
technique was estimated with a value of HV,WT = 3.57 s, which is in line with
conventional power plants’ inertia constants. However, it should be kept in mind
that the estimation of the equivalent inertia constant values depends on the wind
frequency strategy, and different results would be obtained if also a derivative
frequency dependence is included in the VSWT frequency control technique. New
methods to estimate the inertia constant’s of the power system based on previous
frequency deviations should be proposed to be able to effectively determine the
virtual/hidden inertia provided by VSWTs/PV when they participate in frequency
control.
Furthermore, there are some cases in which VSWTs frequency control is not
needed (for instance, if load shedding is not going to be activated). Subsequently,
another fast power reserve technique was proposed, based on estimating the
minimum overproduction power provided by VSWTs following a linear regression
estimation. This regression depends on the ROCOF, synchronous inertia, and
assigned power of thermal units before the incident. In this way, in 57% of the
imbalance scenarios under consideration, VSWTs are not required to participate in
frequency response. Moreover, maximum torque variations and the speed
variations were substantially reduced (23% and 5% on average, respectively), in
comparison to a conventional VSWTs fast power reserve strategy, while
maintaining similar values for the power shed with the load shedding program.
By considering the future European scenarios, a hybrid wind–PV frequency
control strategy was tested in an isolated power system with variable weather
conditions. In this case, VSWTs included a hidden-inertia emulation technique,
and PV power plants were 10% de-loaded. However, the input of the PV controller
was the rotational speed deviation of VSWTs, instead of the frequency excursion,
as previously proposed in the specific literature. Consequently, the PV power
plants modify their active power to reduce the deviation of such rotational speeds,
improving them and, as a consequence, the frequency of the grid. Comparing to
previous strategies, frequency oscillations were substantially reduced, together
with the rotational speed of VSWTs. However, this hybrid strategy requires up to a
30% reduction in the PV generated energy, and should be considered by the
TSOs/DSOs to guarantee some additional benefits for the owner of these
generation units.
Finally, the minimum additional power and inertia that should be included to
fulfil the ENTSO-E recommendations for nadir and ROCOF was determined and
estimated. For this aim, more than 700 generation mix scenarios following the
interconnected European power system were analysed. Both inertia and additional
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power can naturally come from different sources (i.e., storage solutions, frequency
control with vRES, increasing primary frequency reserves of conventional units,
interconnections with other grids, or a combination of some of them). The results
show that an additional power up to 0.32 pu was enough to avoid that frequency
decayed under 49.2 Hz; and considering a maximum virtual inertia of 15 s, 85% of
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