Abstract-In order to compute the best low-rank tensor approximation using the Multilinear Tensor Decomposition (MTD) model, it is essential to estimate the rank of the underlying multilinear tensor from the noisy observation tensor. In this paper, we propose a Robust MTD (R-MTD) method, which jointly estimates the multilinear rank and the loading matrices. Based on the low-rank property and an over-estimation of the core tensor, this joint estimation problem is solved by promoting (group) sparsity of the over-estimated core tensor. Group sparsity is promoted using mixed-norms. Then we establish a link between the mixed-norms and the nuclear norm, showing that mixed-norms are better candidates for a convex envelope of the rank. After several iterations of the Alternating Direction Method of Multipliers (ADMM), the Minimum Description Length (MDL) criterion computed from the eigenvalues of the unfolding matrices of the estimated core tensor is minimized in order to estimate the multilinear rank. The latter is then used to estimate more accurately the loading matrices. We further develop another R-MTD method, called R-OMTD, by imposing an orthonormality constraint on each loading matrix in order to decrease the computation complexity. A series of simulated noisy tensor and real-world data are used to show the effectiveness of the proposed methods compared with state-of-the-art methods.
INTRODUCTION
T ENSOR decompositions play an important role in various domains for several decades [1] such as in computer vision [2] , [3] , [4] , [5] , [6] , [7] , machine learning [8] , [9] , [10] , signal processing [11] , [12] and numerical linear algebra [13] , [14] , [15] , [16] , [17] . The Multilinear Tensor Decomposition (MTD) model was originally introduced by Tucker [18] and it received much attention. The most famous MTD method is the Higher-Order Singular Value Decomposition (HOSVD) method [15] , which is a direct generalization of the matrix SVD method to tensors. An iterative and more efficient MTD method was proposed in [13] , called HigherOrder Orthogonal Iteration (HOOI). However, HOOI cannot provide an excellent low-rank approximation in the presence of noise when the multilinear rank is over-estimated, say when the overfactoring problem is encountered. Hence, the rank estimation in the presence of noise is investigated in this paper. As well-known, the multilinear rank of a tensor can be estimated by looking for the major breaking point of the singular value curve of its unfolding matrices. Unfortunately, the latter problem is hard in the presence of Manuscriptxxxxxxxxxxxx received xx xx, xxxx; revised xx xx, xxxx.
noise for low Signal-to-Noise Ratio (SNR) values. In order to overcome this drawback, some methods applied the information theoretic criterion for model selection, such as Bayesian Information Criterion (BIC) [19] , LAPlace's method (LAP) [20] and Minimum Description Length (MDL) [21] , [22] . Cichocki et al. [23] proposed to use the Second ORder sTatistic of the Eigenvalues (SORTE). The QDA procedure (Quotient of Differences in Additional values) [24] was also used as a judge-independent operationalization of the scree-test combined with the Kaiser criterion [25] . In addition, the balance between the fit of the approximation solution and the choice of the breaking point was considered in the DIFference in FIT (DIFFIT) [26] and MuLtilinear Rank ESTimate (MLREST) [27] methods. A good behavior of the aforementioned methods on rank estimation is attainable provided that the SNR value is high. The recent published SCORE (Sparse CORE tensor) method [28] introduced a modified eigenvalue-based method. The breaking point of the modified eigenvalues of the core tensor computed by means of the HOSVD algorithm [15] is found using the MDL criterion [22] . The SCORE method is more robust with respect to noise than classical techniques, but it is still sensitive to low SNR values. This occurs because all these methods estimate the multilinear rank of the noisy tensor instead of that of the denoised tensor.
Alternatively, authors proposed low-rank approximation methods without explicitly computing the multilinear rank. These techniques were applied on hyperspectral image and video data, such as the Low Rank Tensor Approximation (LRTA) [29] , PARAllel FACtor analysis (PARAFAC) [30] , tensor-Singular Value Decomposition (t-SVD) [31] and
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Trace/TV norm (Trace/TV) [32] methods. Recently, Xie et al. [33] proposed a Kronecker-Basis-Representation (KBR) method, which imposes a low-rank constraint on each unfolding matrix of the noisy tensor and which promotes sparsity of the over-estimated core tensor in order to denoise it. The performance of KBR is not only better than the other low-rank approximation methods, but it is also more efficient from an application point of view than i) the dictionary learning methods such as K-SVD [34] , [35] and TDL (Tensor Dictionary Learning) [4] , and ii) the block matching and filter techniques such as BM3D (BlockMatching and 3-D filtering) [36] , BM4D [37] [38] and ANLM (Adaptive Non-Local Means filter) [39] . Albeit the intrinsic physical interpretation of the MTD model by means of the KBR method generated much attention, KBR has certain drawbacks. More particularly, KBR imposes the low-rank property by minimizing the nuclear norm, which is not the most rational choice as explained in section 3. Moreover, KBR preserves the over-estimated status of the core tensor over the iterations and it is not sufficiently robust with the presence of noise.
In this paper, we propose a 2-step Robust MTD (R-MTD) method. The first step is designed to estimate the multilinear rank based on the low-rank property and on over-estimation of the core tensor. More particularly, (group) sparsity of the over-estimated core tensor is promoted using mixed and l 1 norms, respectively. The second step uses the estimated multilinear rank to estimate accurately the loading matrices. To support our work, we establish a link between the mixed norm and the nuclear norm, showing that mixed norms are better candidates for a convex envelope of the rank. We provide the details of the R-MTD algorithm and a computational complexity analysis. Furthermore, another robust MTD method imposing an Orthonormal constraint on each loading matrix is also proposed, namely R-OMTD, which is more robust with respect to the presence of noise and much faster than R-MTD. A series of simulated noisy tensor and real-world data are used to show the effectiveness of the proposed methods in comparison with classical techniques.
The paper is organized as follows. Section II lists some necessary notations. The theoretical analysis showing the interest in using mixed norms instead of the nuclear norm is presented in Section III. In Section IV, we introduce the iterative R-MTD and R-OMTD methods, including a computational complexity analysis. Section V gives the computer results. The conclusion is drawn in the last section.
NOTATIONS
A scalar is denoted by an italic letter, e.g. x and I. A vector is denoted by a bold lowercase letter, e.g. x ∈ R I , a matrix is represented by a bold capital letter, e.g. X ∈ R I×J , and I stands for the identity matrix. The symbols X i,: and X :,j denote the i-th row and j-th column of X, respectively. The vectorization of X is denoted by vec(X) ∈ R IJ×1 . X † is the pseudo-inverse of matrix X. The nuclear norm of a matrix X ∈ R I×J with rank r is equal to the sum of its singular values, i.e. X * = r i=1 σ i , and X is the largest singular value of X. The l 0 , l 1 and Frobenius norms of X ∈ R I×J are defined by 
The mixed-norms of X ∈ R I×J are given by:
and:
where T r[.] is the trace operator, where Φ is a diagonal matrix with Φ i,i = 1/ J j=1 X 2 i,j and where Ψ is a diagonal matrix with
Note that these compact formulas are convenient for an iterative convex optimization for which Φ (Ψ respectively) and X are updated alternatively.
A higher-order tensor is symbolized by a bold calligraphic letter, e.g., X ∈ R I1×I2×···×I N . The sub-tensor X in=k is obtained by fixing the n-th index to k. The scalar product of two tensors X and Y of size I 1 × I 2 × · · · × I N is defined by:
The sign "⊗" denotes the Kronecker product operator. The n-th mode unfolding matrix of tensor X ∈ R I1×I2×···×I N is denoted by X (n) ∈ R In×(In+1In+2...I N I1I2...In−1) . The n-th mode product of a tensor X by a matrix U ∈ R Jn×In , denoted by X × n U, is a tensor of size I 1 × · · · × I n−1 × J n × I n+1 × · · · × I N and it is computed by:
Equivalently, the above product can be calculated by tensorizing the following matrix multiplication (X × n U) (n) = UX (n) . The MTD model of multilinear rank (R 1 , R 2 , R 3 ) of the third order tensor T is denoted by:
where G is the core tensor, where A, B, C are the loading matrices and where N is the noise.
THEOREM FRAMEWORK
In this section, we first make an inventory of the different ways of computing a low-rank solution. Afterwards, we show why the mixed-norms should be preferred to promote (a) (b) Fig. 2 : (a) The MTD model of a three-way array and its over-estimated version with Ri Ri ≤ Ii, for i ∈ {1, 2, 3}; (b) l1 and mixed-norms applied to the core tensor in order to promote global and group sparsity, respectively. group sparsity and to solve the low-rank estimation problem. Finally, we explain the interest in using the additional l 1 norm in order to promote global sparsity.
Bibliographical survey
The direct minimization of the rank is considered to be a NP-hard problem [40] and the works in [40] , [41] show that the nuclear norm over the unit ball, i.e. X ≤ 1, is a convex envelop of the rank. Therefore, promoting the low-rank constraint can be achieved by using the nuclear norm [2] , [3] , [8] , [7] , [42] , [43] by means of Singular Value Thresholding (SVT) [44] , [45] , [46] , [47] , [48] as displayed in Fig 1. Undoubtedly, these methods guarantee the lowrank property of the final solution but they do not ensure its group sparsity. Hence the use of the mixed-norms in order to promote simultaneously the low-rank and group sparsity properties.
Trump card of mixed-norms
Firstly, let's recall the definition of a convex envelope: Definition 1. (Convex envelope). Let f : R n → R be a realvalued function. The convex envelope of f is the convex pointwise largest function C f : R n → R which is pointwise less than f . In other words, we have C f = sup{g:
The first hinge between the nuclear norm and the mixednorm . 2,1 was established in [49, proposition 1] for a thin matrix, i.e. for a matrix X ∈ R m×n such as m>n. In this section, we first generalize this result through theorem 1 and corollary 1. Theorem 1. Given any matrix X ∈ R m×n and its orthonormal subspace decompositions denoted by X = Dα and X = θZ, where D ∈ R m×m and Z ∈ R n×n are orthonormal matrices, with α ∈ R m×n and θ ∈ R m×n , the mixed-norms of α and θ are larger than or equal to the nuclear norm of X, i.e. α 2,1 ≥ X * and θ 1,2 ≥ X * .
The proof is given in Appendix A. Then we can easily derive the following corollary by fixing D and Z to the identity matrix in theorem 1. Corollary 1. We have X 2,1 ≥ X * and X 1,2 ≥ X * .
It is deserved to note that both mixed-norms over the unit ball are better candidates than the nuclear norm for the convex envelope of rank when the matrix is with full row/column rank according to definition 1 and theorem 2.
Theorem 2. Given any matrix X ∈ R m×n with linearly independent rows or columns, we have:
The proof is given in Appendix B. Furthermore, as wellknown, the mixed-norms promote group sparsity, which is a very good trump card as used in section 4.
Additional use of the l 1 norm
The l 1 norm is a convex relaxation form of the l 0 norm [50] , [33] , [51] , [52] . The minimization of the l 1 norm in addition to the mixed-norms will ensure a global sparsity and it will improve the robustness with respect to noise.
Model construction
The proposed model aims at estimating the multilinear rank of a tensor from its noisy observation by over-estimating the size R 1 × R 2 × R 3 of the core tensor G as displayed in Fig.  2 (a) . For the sake of simplicity, our methods are presented for third order tensors, but they can be easily extended to deal with higher order tensors. More particularly, the overestimated core tensor G ∈ R R1× R2× R3 should be group sparse. Then it can be computed by minimizing the mixednorms of its unfolding matrices G (i) as displayed in Fig. 2  (b) . Moreover, the unfolding matrix G (i) is full row rank so that the mixed-norm G in Fig. 2 (b) is more appropriate to be the convex envelop of the rank than the nuclear norm based on theorem 2. It is noteworthy that although the mixed-norm G
is not appropriate to be the convex envelope of the rank, it should be adopted as an upper bound of the nuclear norm. Indeed we can show that it has the same minimum value as the nuclear norm when each component of the objective matrix is zero, thus the minimization of G
will also minimize the nuclear norm and consequently the rank. In addition, we minimize G 1 as shown in Fig. 2 (b) in order to promote the global sparsity of the core tensor.
PROPOSED METHODS
In order to guarantee a sufficient group sparsity of each unfolding matrix of G, every rank R i should be smaller than I i as much as possible. In addition, since each unfolding matrix of G is full row rank, R i should be smaller compared with 3 k=1,k =i R k , i = 1, 2, 3. Hence the following assumption made in the sequel:
The R-MTD method
The two steps of R-MTD are introduced in this section, including a computational complexity analysis.
R-MTD for rank estimation
The first considered minimization problem promotes (group) sparsity of the over-estimated core tensor as depicted in Fig. 2 (a), and it is given by:
The optimization algorithm to solve the above problem is the alternating direction method of multipliers (ADMM) [53] , [54] , [33] , due to its easy implementations and good convergence properties. Problem (1) is then rewritten as follows:
The augmented Lagrangian function L of (2) depending on the variables ( G, A, B, C, P, Y, β, Φ (i) , Ψ (i) ) can be given with the following mixed-norm compact form:
where λ i , u, β are the weighting coefficients and where Y is the tensor Lagrangian multiplier. The diagonal matrices Φ
and
m,n ) 2 , respectively. Now, let's derive the update rule of each variable. Regarding the first mode unfolding matrix of G, its update rule is obtained by vanishing the following gradient equation of L with respect to G (1) :
Based on the solution of the Encapsulating Sum given in [55] , the (k + 1)-th iteration of G (1) can be computed as follows:
Similarly, G (2) and G (3) can be updated as follows:
Note that Φ
k+1 . Next, the update rule of the loading matrix A is obtained by vanishing the gradient of L with respect to A:
In the same way, we have:
The update rule of P is derived by minimizing L with respect to P:
which is equivalent to solve the following minimization problem:
A closed-solution of problems similar to (12) has been derived in [51] , [52] , leading to:
where S τ (x) = sign(x)(|x| − τ, 0) for every real-valued variable x is the soft-thresholding operator and it is applied elementwise to the tensor
As far as the tensor multiplier Y is concerned, it is updated using the following ascent gradient rule:
with
where ρ is fixed strictly greater than 1. The proposed R-MTD algorithm is stopped when the following convergence criterion is satisfied:
where
where tolerance is the threshold set by the user. Finally, the rank R est i
can be estimated by minimizing the MDL criterion [22] , [21] built from the singular values λ
Let's explain how to initialize the loading matrices. The loading matrices A ∈ R I1×I1 , B ∈ R I2×I2 and C ∈ R
I3×I3
are orthonormal matrices obtained from the SVD of [15, theorem 2] , the core tensor can be computed as
T and the Frobenius norms of the sub-tensors of G are in decreasing order, i.e.
Consequently, the majority of components of G with the large absolute values are concentrated in the red region as depicted in Fig.  2 (a) as wanted. Thus, the loading matrices can be initialized with U
(1) , U (2) and U (3) . Moreover, we can only select the first R 1 , R 2 and R 3 columns of U (1) , U (2) and U (3) , respectively, for a reduction of the computational complexity, i.e. 
Obviously, it is not necessary to consider sparse constraints anymore, so the weighting parameters are set to zero, i.e. λ 1 = λ 2 = λ 3 = γ = 0. The optimization procedure described in the section 4.1.1 is then used to estimate A, B and C.
Computation complexity analysis
The numerical complexity of R-MTD is the sum of the complexities of both steps described above. The computational complexity required to estimate the loading matrices is basically the same of the complexity of the rank estimation step. Therefore, we focus on the later. The complexity is analyzed in terms of number of multiplications. Note that we use the LDL T decomposition to compute the symmetrical matrix inverse in order to reduce the complexity. The computational complexity of R-MTD depends on the initialized sizes of G and T . The formulas (5), (6) and (7) involve Kronecker products and matrix inverses. These Kronecker products require
The computation of the matrix inverses need
The computational complexity of (8), (9) and (10) 
). The number of multiplications required by the SVD in (17) is
). Therefore, the total of multiplications needed by R-OMTD is
R-OMTD method
Based on the analysis of the computational complexity of R-MTD, it appears that the latter method cannot be applied to large scale tensors. Another hard point is the huge physical memory required for the matrix Kronecker product, such as
In order to process big data, we should improve the R-MTD method imposing an orthonormal constraint on loading matrices for a more efficient computation as HOOI [13] . Then the computational complexity of the numerous Kronecker products and matrix inverse operations will be neglected because of the orthogonality property. The more efficient resulting method is called R-OMTD (R-Orthonormal MTD).
R-OMTD for rank estimation
The minimization problem solved by R-OMTD is given by:
The associated augmented Lagrangian function L depending on variables ( G, A, B, C, P, Y, β,
For the sake of simplicity, we directly give the update rule of G (1) : (21) can be simplified as follows:
The update rules of G (2) and G (3) are given by:
respectively. The updating rules of Φ
are same with the descriptions in section 4.1.1.
Then the orthonormal loading matrix A is updated by solving the following sub-problem:
The closed-form solution of A k+1 in (25) has been proved and discussed in [56] , [5] , [33] . It is given by:
where U (1) and V (1) are the orthonormal matrices of the SVD of the matrix H 1 given by
. Identically, B k+1 and C k+1 are computed as follows:
T k+1 , respectively. The update rules of P, Y and β are the same as those of the R-MTD method. The estimated rank R est i can be also estimated using the MDL approach of the unfolding matrix G (i) k+1 as in (17).
R-OMTD for an estimation of the loading matrices
The estimated multilinear rank (R (19) , leading to the following minimization problem:
As for R-MTD method, it is not essential to consider sparse constraints anymore, so the weighting parameters are also set to zero, i.e. λ 1 = λ 2 = λ 3 = γ = 0. Then the optimization procedure described in the section 4.2.1 is used to estimate the loading matrices.
Computation complexity analysis
The computational complexity of (22), (23) and (24) is lower than the computational complexity of (5), (6) and (7) because of the fewer multiplications required for the computation of Kronecker products and the inverse of diagonal matrices. The computation of the Kronecker products of (22), (23) and (24) need
The computation of the matrix inverses require only 3 R 1 R 2 R 3 multiplications. The number of multiplications required to compute (26) and (27) 
). On the other hand, R-OMTD also needs 7
3 ) multiplications to compute the SVD in (17) . Hence, the total number of multiplications required by R-OMTD is
Similarly, by assuming that I 1 = I 2 = I 3 = I and R 1 = R 2 = R 3 = R, the numerical complexity of R-MTD is O(I 3 R + R 5 ). Besides, the fewer memory allocated to compute Kronecker products is avoided because of the diagonality/sparsity of the considered matrices.
Convergence analysis
Regarding the minimization problems solved by the R-MTD and R-OMTD methods, it is straightforward that all the sub-problems have a closed-form solution, so the proposed methods will find an approximate solution after k iterations and the convergence rate is O(1/k) based on the result proved in [57] .
RESULTS
In this section we firstly evaluated the performance of R-MTD and R-OMTD methods on rank estimation and signal denoising using noisy simulated data. Then, noiseless Amino Acids Fluorescence data 1 [58] were exploited to test the rank estimation accuracy of the proposed methods on real data. Besides, a convergence study of R-MTD and R-OMTD was made. Eventually, the behavior of the R-OMTD algorithm on signal denoising was investigated using the noisy MultiSpectral Image (MSI) data (Columbia MSI database 2 [59] and Urban MSI data 3 ). For each experiment, a comparative study with the recent published SCORE 4 [28] and KBR 5 [33] methods, which are more efficient than the state-of-the-art methods, was also provided.
Simulated data experiments
Simulated data generation We first generated the multilinear tensor F = G × 1 A × 2 B × 3 C (Fig. 2 (a) ), with I 1 = I 2 = I 3 = 100 and five different sizes of the core tensor such as R 1 = R 2 = R 3 = 3, R 1 = R 2 = R 3 = 4, R 1 = R 2 = R 3 = 5, R 1 = R 2 = R 3 = 6 and R 1 = 3, R 2 = 4, R 3 = 5. All the components of the loading matrices and the core tensor follow a Gaussian distribution. The size of the over-estimated core tensor was 1 fixed to R 1 = R 2 = R 3 = 10. In addition, the noise tensor N ∈ R I1×I2×I3 also follows a Gaussian distribution with different SNR values. Finally, the noisy tensor T was obtained as follows:
where the parameter σ determines the SNR defined as SNR = −20log 10 (σ). Different SNR values (-15dB to 15dB with a 5dB step size) were considered in this experiment and 100 independent Monte Carlo (MC) trials were run for each case.
Parameter setting The selection of the weighting parameter λ i should be much larger when the size of the underlying core tensor is much smaller than the over-estimated core tensor size. In this experiment, the selected λ i was set to: λ i = 5 for i = 1, 2, 3. The other parameters µ, β, ρ and tolerance were fixed to 0.01, 0.3, 20 and 1e-6. Rank estimation performance Two criteria were designed to evaluate the performance of the methods on rank estimation. The first one is the Accuracy Rate (AR), which computes the successful times of the rank estimation and is defined as:
The second one is the Average Rank Estimation Error (AREE), which measures the deviation between the estimated rank and simulated rank, is defined as follows:
The AR results obtained by R-MTD, R-OMTD, KBR and SCORE were depicted in Fig. 3 (first row) , as a function of SNR, for different sizes of the core tensor. For SNR values from 0dB to 15dB, R-MTD and R-OMTD always succeeded in the estimation of the true rank, whatever the core tensor sizes. This is not the case of the SCORE method for which the success rate is about 90%. Obviously, the KBR method presents the worst performance, especially for smaller SNR values. In addition, we note that the AR results of KBR are decreased more dramatically compared with R-MTD as the size of the core tensor is increased from 3 to 6. In contrary, R-OMTD performance is more robust with respect to the size of the core tensor. The AR results for the last case, i.e. a core tensor of size 3 × 4 × 5, demonstrate that these methods can be also applied for non-square core tensors. Note that the R-OMTD method outperforms the SCORE and KBR methods whatever the considered scenario is.
The second row of Fig. 3 shows the AREE results. We observe that the rank estimation error at the output of R-OMTD is the lowest for each scenario. This suggests that R-OMTD is the most outstanding method for rank estimation (even if the SCORE method shows rather satisfactory results in terms of AREE). Convergence testing The Convergence Criterion (CC) defined in equation (16) is a useful index to evaluate convergence. An example, for SNR=0dB, of CC values as a function of the number of iterations is displayed in the first row of Fig. 4 for both R-MTD and R-OMTD. For all the scenarios, the proposed methods converge after a small number of iterations. Furthermore, the convergence rate of R-OMTD is always better than that of R-MTD, concluding that the proposed R-OMTD method is more appropriate for largescale data. Signal denoising efficiency The denoising effectiveness of the proposed methods is assessed through the Average Relative Error (ARE) criterion defined as:
where F est , F are the estimated tensor and the true tensor, respectively. We consider different combinations of rank estimation methods and tensor decomposition algorithms, namely SCORE+T-HOSVD (Truncated-HOSVD), SCORE+HOOI, R-MTD+R-MTD, R-MTD+HOOI, R-OMTD+R-OMTD and R-OMTD+HOOI. The KBR method performing low-rank approximation and denoising simultaneously is also considered.
The second row of Fig. 4 presents the obtained ARE results at the output of the seven approaches, as a function of SNR, for different sizes of the core tensor. Clearly, R-OMTD+R-OMTD, R-OMTD+HOOI and SCORE+HOOI offer the best performance, especially for smaller SNR values. This is in agreement with the results obtained in Fig. 3 (row 2), which shows that the AREE criterion is still very small even if these methods do not always succeed in the estimation of the true rank. The ARE values given by R-MTD+R-MTD and R-MTD+HOOI (for small SNR values) are larger because of the high AREE value at the output of R-MTD (see row 2 in Fig.3 ). These results suggest that the robustness of R-OMTD with respect to noise for rank estimation is considerably increased using the orthonormality constraint.
Note also that, the ARE value at the output of SCORE+T-HOSVD is always smaller than the one given by SCORE+HOOI. In other words, the denoising effectiveness of HOOI is better than that of T-HOSVD. This can be explained by the fact that the T-HOSVD method only extracts the first R est i components without any denoising process. Therefore it cannot give excellent denoising results for small SNR values. Besides, the ARE results given by KBR are always larger than others for larger SNR values even if the rank estimated by KBR is exact (see Fig. 3 ). Indeed the KBR method always uses the over-estimated core tensor during the loading matrix estimation process. Furthermore, KBR gives similar ARE results for different sizes of the core tensor due to the use of the same size of the over-estimated core tensor.
Real data experiments

Rank estimation using amino acids fluorescence data
In this subsection, the efficiency of R-MTD and R-OMTD on real data is studied and compared to that of SCORE and KBR. To do so, amino acids fluorescence data which consist of five laboratory-made samples, are used. Each sample contains different amounts of tyrosine, tryptophan and phenylalanine dissolved in phosphate buffered water. The samples were measured by fluorescence (excitation 240-300 nm, emission 250-450 nm, 1 nm intervals) on a PE LS50B spectrofluorometer. The three-way array data to be decomposed is hence of size 5×61×201. In this experiment, the parameters were fixed as follows: λ i = 5, i = 1, 2, 3, µ = 0.1, β = 0.3, ρ = 20 and tolerance = 1e − 6. The three methods were initialized using an over-estimated core tensor of size 5 × 5 × 5. The MDL criterion (see equation (17)) obtained for SCORE, KBR, R-MTD and R-OMTD methods is displayed in Fig. 5 . The position of the lowest point is indicated by the red circle and the related X-axis index gives the rank esti- We also assess the good convergence behavior of the proposed methods (see Fig. 6 ). The convergence rate of R-OMTD is still better than the convergence rate of R-MTD (the CC can be satisfied after 33 iterations for R-MTD while only 7 iterations are required for R-OMTD). This result is in accordance with the one obtained on the simulated data.
MultiSpectral Image data denoising: Columbia MSI database
In this experiment, the R-MTD method appeared to be very time-consuming. Consequently only the proposed R-OMTD method was evaluated. The Columbia MSI Database [59] was used to perform this evaluation. This database consists of 32 scenes and each scene has a spatial resolution of 512 × 512 and a spectral resolution of 31, which includes reflectance data from 400nm to 700nm at 10nm steps. Each MSI is normalized and two kinds of Gaussian noise with different variance v (v = 0.1 and 0.2) are considered. We also adopt the nonlocal block matching technique to pre-process the noisy MSI image as the flowchart of [33, Fig.5 ].
Applying block matching to Full Band Patches (FBP) of size 6 × 6 and choosing the first 50 similar groups, we build numerous FBP groups of size 36 × 31 × 50. Then, we apply the proposed methods to each FBP group. After that, we can reconstruct the recovered MSI image using all the recovered FBP groups. The above process is implemented twice for a better restored result. More precisely, R-OMTD+R-OMTD is tested and compared to SCORE+T-HOSVD, SCORE+HOOI and KBR. The size of the over-estimated core tensor is 36 × 31 × 50. Considering different variance cases, we adopt different parameter settings: i) for v = 0.1, the coefficients λ i = 0.5 (i = 1, 2, 3) were used first and the values λ i = 0.01 (i = 1, 2, 3) were used next. The other parameters µ, β, ρ and tolerance were set to 0.001, 3, 20 and 1e-6, respectively. ii) for v = 0.2, the coefficients λ i = 1.5 (i = 1, 2, 3) were exploited first and the values λ i = 1 (i = 1, 2, 3) were used next. The other parameters were selected as for v = 0.1. Fig. 7 presents an example of the face image denoising in the case of the noise variance v = 0.2. After one denoising (see the second row of Fig. 7) , the reconstructed face image results given by SCORE and R-OMTD are more clean than those given by KBR. The obtained images are more clean after two denoising steps (see the third row of Fig. 7) , whatever the used methods are. However, by observing the textures near the nostrils, it seems that the R-OMTD result is still the most outstanding among all the results. This is confirmed in Table 1 where conventional picture quality indices [60] , namely the Peak Signal-to-Noise Ratio (PSNR) and the Structure SIMilarity (SSIM) criteria were computed on all the selected Columbia MSI images under different variances, for each method. The values of PSNR and SSIM, which must be much higher in the case of a good reconstruction quality, indicate that R-OMTD outperforms other methods in almost all the cases (about 91% of cases).
MultiSpectral Image data denoising: Urban MSI database
We still consider the methods adopted in the Columbia MSI experiments in this subsection. The Urban MSI as a natural scene is deserved to be tested here and the objective is to remove the real noise which has an unknown power because of the effect of atmosphere and water absorption. The size of the Urban MSI, which has 210 wavelengths ranging from 400 nm to 2500 nm with a 10 nm spectral resolution, is 307× 307×210. Due to the severe pollution of the atmosphere and water absorption, several bands (76, 110-115, 130-155 and 201-210 nm) should be deleted. So the final tested Urban MSI is of size 307 × 307 × 157. The experimental setting is the same as the last experimental setting, so each FBP group of size 36 × 157 × 50 is used in this experiment. To reduce the computation complexity, an over-estimated core tensor of size 36 × 10 × 50 is considered. All the adopted coefficients and parameters are the same as these used for the case v = 0.1 in the Columbia MSI data experiment.
The second row of Fig. 8 illustrates the restored images by R-OMTD+R-OMTD, SCORE+T-HOSVD, SCORE+HOOI and KBR using the first denoising. The reconstructed images using SCORE are almost identical to the original image, which means SCORE method cannot provide an optimal rank estimation in the first denoising process. The reconstructed results given by KBR and R-OMTD can remove the majority of unexpected stripes and Gaussian noise without loss of the textures and structures after the first denoising. The image results obtained after two denoisings are shown in the third row of Fig. 8 . The image results of SCORE cannot be improved as before. The stripes and Gaussian noise are almost completely removed by KBR and R-OMTD. However, we can find that the image result of KBR is more blurred than the R-OMTD result, which means that the display resolution of the restored image by R-OMTD is more nicer.
CONCLUSION
A novel approach for robust multilinear tensor decomposition is proposed in this paper. The algorithm called R-MTD jointly estimates the multilinear rank and the loading matrices. The latter is mainly based on group sparsity and global sparsity of the over-estimated core tensor by means of the mixed-norms and the l 1 norm, respectively. Details and essential theorems to obtain a robust implementation of R-MTD have been given and proved. Furthermore, a second method, named R-OMTD, which imposes an orthonormal constraint on each loading matrix, is also proposed. This method, which can be seen as an improved version of R-MTD, is more robust with respect to the presence of noise and much faster than R-MTD. Simulations on noisy tensors and applications to real tensor data have been presented. The results obtained so far, especially those of R-OMTD, are very promising and our methods were shown to outperform the state-of-the-art algorithms. The real data examples considered in this paper confirm that the good performance of R-MTD and R-OMTD, which has been observed in the simulations, also holds for real data. Future work will consist in further consolidating the performance analysis of the R-MTD and R-OMTD algorithms by applying them in many other tensor applications, such as, tensor completion, tensor robust principal component analysis and biomedical tensor decomposition.
APPENDIX A
Proof. First, let's consider the square matrix case, i.e., X ∈ R m×n with m = n. The SVD of X is given by X = USV T where U ∈ R m×m and V ∈ R m×m are orthonormal matrices and where the diagonal matrix S ∈ R m×m contains the m singular values s k (1 ≤ k ≤ m). The relationship between U and D is given by U = DΩ, where Ω ∈ R m×m is an orthonormal rotation matrix. Consequently, we have α 2,1 = ΩSV (i). We start the space exploration from the points s ∈ S (1) with S (1) = {s ∈ S, s 1 = s 2 = · · · = s m }. For these points we have:
Due to the orthonormal unit property of matrix V, then
j=1 Ω i,j s j 2 . So we have:
(ii). Now we continue the exploration of the space S from S
(1) by changing and increasing only the first m − 1 components s i such that
Note that s m does not change with respect to (i). Then we compute the first m − 1 partial derivatives of f given by: 
Thus, f ≥ g holds for every point s in S (2) . Similarly, the exploration of the space S from S (t) by changing and increasing the first m − t components s i such that
The partial derivative of f with respect to s k , for 1 ≤ k ≤ m − t, is computed as follows: 
So f ≥ g still holds for each point s in S (t+1) . In the same way, we can prove that f ≥ g holds in the following subspaces. From the above analysis, we derive that α 2,1 ≥ X * for m = n. Now let's consider the thin cases, i.e. m > n and m < n. The issue for these two cases is not hard to derive after the transformation of the matrix X into a square matrix by filling with zero components. For the m > n case, we use X as the transformation of X, with X = [X; 0 ∈ R m×(m−n) ] ∈ R m×m . Obviously, the mixed-norm α 2,1 associated to X is the same as α 2,1 , i.e. α 2,1 = α 2,1 , and the nuclear norm of X is also equal to that of X, i.e. X * = X * . So we obtain α 2,1 = α 2,1 ≥ X * = X * by using the previous result derived in the square matrix case. A similar result is derived in the m < n case.
Finally, the other mixed-norm θ 1,2 associated to X is equivalent to the mixed-norm θ T 2,1 associated to X T . Now we using the same reasoning proved that θ T 2,1 ≥ X T * . So, since X T * = X * , we have θ 1,2 ≥ X * .
APPENDIX B
We are going to prove only the first result since the second one can be proved in the same way. So let's assume that X is full row rank.
On the one hand, we can easily derive from corollary 1 that
On the other hand, let's show that the rank of X is greater or equal than X 2,1 / X . The SVD of X is given by USV T with U ∈ R m×m , S ∈ R m×n and V ∈ R n×n . The mixed-norm X 2,1 is equal to the summation of m terms X i,: 2 , which can be computed as follows: 
with X = s 1 . So we obtain: 
