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  Construction  is  a  risky  business  with  only  47%  of  startup  businesses  in 
construction operating after  four years. The  indirect  costs of  failed  companies  far 
exceed the direct costs of their failure.  
  Cash is often seen as the most important element of construction companies and 
their  operation. Adequate  sources  of  capital,  and  a  reasonable  liabilities‐to‐assets 
ratio, are critical  for business continuity and success. A  lack of cash can mean no 









  In  this  research,  we  developed  a  cash  flow  model  for  the  assessment  of 






























cause  more  than  80%  of  company  failures  within  the  construction  industry. 
Considerable  literature exists on  the prediction of  company  failure;  this  literature 
dates back to as early as 1968 (Altman, Financial Ratios, Discriminant Analysis and 
the Prediction of Corporate Bankruptcy, 1968) (Balcaen & Ooghe, 2006) (Beaver W. , 
1966). Mason  and Harris  (1979)  recognized  that  industry  factors  affect prediction 
models and  that  the  earlier generic  failure models developed primarily based on 
retail and financial sectors company failure data might not be suitable for application 
to    construction  companies. Mason  and Harris  (1979)  developed  the  first model 
predicting  the  failure  of  construction  companies.  Several models  followed  with 
limited  changes  in  adopted  methodology  or  approach  to  model  development. 
Variations focused on changing the geographical focus of the data sample, and using 
Logit  statistical  analysis  instead  of multivariate  discriminant  analysis  (Balcaen & 
Ooghe, 2006)  (Wong & NG, 2010). Few of  those studies  focused on analyzing  the 
effect  of  specific  factors  on  the  probability  of  construction  company  failure.  For 









and  controlling  cash  flow  for  construction  companies  (Jarrah &  Kulkarni,  2007) 










Despite the  independently established  importance of the two research areas  in the 















construction  companies.  The  compiled  data  set  is  comprised  of more  than  1300 
observations, with each observation including more than 400 primary and secondary 
data points. The data set represented 35 companies followed for over 20 years. The 
companies  were  divided  into  four  groups:  Operational,  Failed,  Acquired,  and 
Privatized, as will be discussed in more detail later. Unique to this research is that 
the primary data points were obtained from the quarterly filed balance sheet, income 













companies  are  not  required  to  publish  financial  statements,  let  alone  publish  a 
detailed  list  of  financials  as  required  by  some  of  the  existing  failure  prediction 
models.  In  addition,  for  those  companies where  financial  information  exists,  the 
management metrics may prove even harder  to obtain.  If obtained,  they are often 
based  on  an  internal  assessment  conducted  by  managers  within  the  company. 
Internal  management  could  be  biased,  or  be  unaware  of  the  proper  relative 
performance of other companies using the same assessment, thus being unsure that 











In  the  rest of  this  chapter, we provide an overview of  the  current  failure  rate  for 
construction  companies  in  the United  States  construction  industry  as well  as  an 
overview of the typical cash flow cycle of a construction contractor. We follow with 






































1991  492,021  50,359  10.24%  498,018  50,400  10.12% 
1992  487,453  51,075  10.48%  493,493  51,109  10.36% 
1993  496,514  48,317  9.73%  502,344  48,336  9.62% 
1994  511,471  47,472  9.28%  517,462  47,479  9.18% 
1995  531,258  48,097  9.05%  537,337  48,107  8.95% 
1996  541,222  50,638  9.36%  547,303  50,638  9.25% 
1997  554,808  49,971  9.01%  560,817  49,971  8.91% 
1998  561,604  51,869  9.24%  567,888  51,869  9.13% 
1999  572,349  49,204  8.60%  578,912  49,204  8.50% 
2000  576,422  49,770  8.63%  583,377  49,770  8.53% 
2001  574,944  49,918  8.68%  582,287  49,920  8.57% 
2002  571,664  48,153  8.42%  579,554  48,168  8.31% 
2003  556,361  49,153  8.83%  564,256  49,155  8.71% 
2004  545,091  48,243  8.85%  552,648  48,248  8.73% 
2005  531,037  49,808  9.38%  538,665  49,813  9.25% 
2006  524,603  43,855  8.36%  532,521  43,920  8.25% 

















2008  486,574  47,893  9.84%  494,322  47,899  9.69% 
2009  435,194  53,785  12.36%  442,748  53,794  12.15% 
2010  401,412  43,532  10.84%  408,863  43,538  10.65% 
2011  378,967  41,627  10.98%  386,662  41,653  10.77% 
    1,016,258 9.46% 1,016,548  9.33%
Table 1: US Census for Firm and Establishments (1991–2011) 




Cash  Flow  is  the  bloodline  of  construction  companies. The  construction  lifecycle 
could take as long as 60 days or more for full cash‐to‐cash conversion. The full cash 




equity or debt—and oftentimes  it  is provided  through a mixture of  the  two. The 







raw material,  labor,  overheads,  and  subcontractors’ work  is  transformed  into  a 
finished product. This  finished product  is  typically  in  the  form of a completed or 
partially completed (progress) construction of some sort. Based on a certain agreed 





There  are  some  inherent  challenges  in  the  cash‐to‐cash  conversion  cycle  for 
construction companies. The valuation of “finished goods” is a complex process. The 
finished good  is generally valued based on  the partial completion of construction, 













the  general  contractor  or  construction manager. Assuming  an  agreement  on  the 
valuation  of  the  completed  percentage  is  easy  to  obtain,  the  general  contractor 
combines this valuation along with all other contractors, and submits to the owner 
for  payment.  The  owner’s  review  of  the  pay  application  and  payment  can  take 























by Navon  (1996), a company may survive  for some  time with  low profitability or 
even with a loss, but often fails rapidly if it lacks cash to operate. It is no surprise that 










prediction  models,  specifically  Z‐Score,  in  predicting  construction  company 
failure. 
Evaluate  the  effect  of  cash  flow  on  construction  company  operations,  in 
particular the failure to operate. 





































 Chapter  6  discusses  the  data  preparation,  data  grouping,  and  variable 
development. 
 Chapter  7  is  focused  on  the  development  of  a  prediction  model  for 
construction company failure to validate the adequacy of using the cash flow 
















uses  of  financial  analysis  and  ratio  analysis  for  investigating  the  health  of  an 





capability  for  predicting  the  failure  of  future  companies  based  on  statistical 
prediction models.  
 
The  theoretical  foundation  for  this research  is voluminous, hence  the organization 








emphasis  on  particular  models  because  of  their  importance.  The  models 
discussed  in  this  section were  developed without  discriminating  between 
industries, or focused on industries other than the construction industry. 
4. Section 2.4 – Predicting Failure of Construction Firms: this section will provide 






provided  with more  focus  on  particular  studies  because  of  their  relative 
importance. 
5. Section  2.5  – Problems  related  to Statistical Failure Prediction Models:  this 




Chapter.  As  summarized  in  Arditi  (2000),  Frederikslust  defines  the  failure  of  a 
company as an inability to pay its obligations when they are due (Frederikslust, 1978). 
Altman (1993), in turn, explains company failure through an economic lens (Altman, 
1993). According  to Altman,  failure  occurs when  the  “realized  rate  of  return  on 
invested  capital,  with  allowances  for  risk  considerations,  is  significantly  and 
continually  lower  than prevailing rates on similar  investments”  (Arditi, Koksal, & 
Kale,  2000)  (Altman, Corporate  Financial Distress  and  Bankruptcy,  1993).  Storey 
















of  the  financial  statements. For example,  the “Debt Ratio”  is a  financial  ratio  that 
represents the extent of a company’s capital leverage. Stated differently, it represents 
















first  documented  academic  research  attempting  to  use  financial  ratio  analysis  to 




























Balcaena and Ooghe  (2006)  conducted a  thorough  literature  review,  scanning  the 





classic statistical methods  for  failure prediction,  including univariate analysis, risk 
































discriminant  function  to  create  a  single  multivariate  discriminate  score 
(Lachenbruch, 1975). A lower score usually indicates poor financial health. MDA is 









S.,  &  Zopoudinis,  1996)  and  has  been  replaced  by  less  demanding  statistical 




LA,  originally pioneered  by Ohlson  (1980),  has  been  the most prominently used 


















to  predict  corporate  bankruptcy.  Using  financial  and  economic  ratios  from 
manufacturing  corporations,  he  employed  a  multivariate  discriminate  analysis 
technique.  
 
Following  Beaver’s  (1967)  research,  which  at  that  time  had  begun  to  suggest 
abandoning  the  traditional  ratio  analysis,  Altman  instead  proposed  adapting  of 
model  into  a multi  discriminate  analysis  technique  (MDA).  The  traditional  ratio 
technique, as Altman affirmed, may not be appropriate  for assessing bankruptcy. 
Nearly always univariate,  the methodology  emphasizes  individual  signals, which 
can lead to a faulty interpretation. MDA, however, has the benefits of considering the 
entire profile of characteristics common to relevant firms and the interaction of those 
properties,  reducing  the  analyst’s  space dimensionality,  and  analyzing  the  entire 










detection, what weights  should  be  attached,  and  how  those weights  should  be 




income  statement  data,  under  five  categories:  liquidation,  profitability,  leverage, 



























Bankrupt H M1 













and 72% accuracy  two years prior. To validate  further, Altman  isolated  two new 














be  more  appropriate  than  quadratic  techniques.  In  particular,  Taffler  criticized 
quadratic techniques as an “incorrect approach where data samples depart from the 
assumptions of multivariate normality and are small in size relative to the number of 
constituent  variables”  (Taffler,  Forecasting  COmpany  Failure  in  the  UK  Using 
Discriminant Analysis and Financial Ratio Data, 1982).  
 
Taffler’s  research  examined  failed  and  non‐failed  firms  from  the  London  Stock 
Exchange during the period of 1968–1973. Twenty‐three failed firms were selected on 
the  basis  of  a  definition  of  failure  due  to  receivership,  voluntary  liquidation 
(creditors), winding  up  by  court  order,  or  the  equivalent.  The methodology  for 
selecting non‐failed firms was a bit more intricate. Non‐failed firms were not matched 
with failed firms by industry, size, or year due to the fact that such matching reduces 
the  randomness,  total  size,  and  degrees  of  freedom  for  sampling.  The  biggest 
difference, however, in selecting non‐failed companies was the “explicit recognition 
that  a  continuing  firm  is not necessarily  financially healthy”  (Taffler, Forecasting 
COmpany Failure in the UK Using Discriminant Analysis and Financial Ratio Data, 
1982). In other words, the characteristics of some non‐failed firms closely resemble 









in previous and related studies, popularity  in  the  literature,  theoretical arguments 
based  on  the  liquid  asset model  of  firm  (Blum,  1974)  (Walter  J.  E.,  1957),  and 
suggestions  by  financial  analysts  based  on  their  experience”  (Taffler,  Forecasting 
COmpany Failure in the UK Using Discriminant Analysis and Financial Ratio Data, 
1982).  Data  was  public,  drawn  from  the  stock  exchange,  and  only  accounting 
statement–based financial ratios were used.  
 
Taffler  contended  that  the  model  outperformed  current  and  existing  US‐based 
models such as that of Altman. In particular, he claimed it demonstrated true ex ante 








One  of  Taffler’s  main  contributions  is  his  conclusion  that  models  should  be 
monitored  over  time,  due  to  the  changing  nature  of  the  economy,  policies,  and 





As mentioned earlier,  literature  focusing on  the development of  failure prediction 
models did not delve into assessing the reasons for failure. Instead, it relied more on 
taking  a  statistical development  approach  to  creating  a best  fitting model  for  the 
selected  sample. One has  to  look outside of  failure prediction model  literature  to 
understand industry‐specific reasons for company failure. One of the notable studies 




















failure  in  the construction  industry. Together accounting  for over 80% of  failures, 
these  include  insufficient  profits  (26.71%),  industry  weakness  (22.73%),  heavy 
operating  expenses  (17.80%),  insufficient  capital  (8.29%),  and  burdensome 
institutional debt (5.93%). Four of these factors are budgetary, classified as “internal‐





factor,  “industry  weakness,”  is  an  environmental  factor  and  thus  beyond  the 
company’s  scope  of  immediate  action.  This,  together  with  other  environmental 
factors, accounts for 25.73% of all reasons for failure (Arditi, Koksal, & Kale, 2000).  
 
Other  studies  on  the  reasons  for  failure  are  also  summarized  in  the  extensive 





construction volume  (Kale & Arditi, 1999)  (Kangari R.  , 1988). Arditi  et al.  (2000) 
found budgetary and macroeconomic issues to be the main reason US construction 
companies  fail,  while  Kivrak  and  Arslan  (2008)  observed  a  lack  of  business 
experience  and  the  country’s  economic  conditions  to  be  the  biggest  factors  for 
Turkish  companies.  Other  studies  around  the  world  place  an  emphasis  on  the 
following fators: high competition, which causes companies to reduce profit margins 
to win bids (Kangari R. , 1988) (Osama, 1997); lack of managerial experience/maturity 










Table 3  is adapted  from  (Wong & NG, 2010).  It  summarizes  the developments  in 
predicting failure in construction. We follow the table with a detailed discussion of 












UK Developed a Z-model in 
construction comprising 6 
financial ratios 
Extel Services 
cards; 20 failing 





US Modeling construction 










US Developed a performance 
index to grade a company 
























US Developed a model to 
predict the probability of 
contractor failure at the 
project level 
20 public plus 
28 private 
projects survey; 








UK Identified factors 
distinguishing survivors 
from failures 










UK Developed a model to 
predict construction 
company failure using 7 
financial ratio and 13 
managerial factors 
Extel Services 








US Examined the pattern of 
stochastic dynamics; 
percentage changes, trends 
and volatility for economic 
and financial variables to 
predict contractor failure 
Dun and 
Bradstreet; 49 









US Explored age-dependent 
business failure pattern in 










US Explored a model to 
determine a company’s 













Chan et al 
(2005) 
HK Assessed the financial 
performance of the 
construction firms in Hong 
Kong 
Annual reports 




















Investigated the viability 
of using structural models 



















causes  of  business  failure,  highlighting  specifically  “economic  factors,”  which 
account  for  the  largest chunk of  failures at 59.8%. Of  the  five subcategories under 











laws,  but more  broadly  to  industry  forces,  namely  the  amount  of  construction 
activity,  interest  rates,  inflation,  and  new  business  activity. Between  the  years  of 
1979–1982,  the  author  attributes  this  rise  to  both  lower  construction  activity  and 
higher  interest  rates.  Kangari  posits  that  when  construction  activity  declines, 
construction failure increases. Looking specifically at the contract value index from 
the Department of Commerce, he finds that changes in the index are less substantial 
than  corresponding  changes  in  failure  rates.  As  such,  he  postulates  that  small 
variations  lead  to more dramatic  and  substantial  failure  rate  effects.  In  addition, 
higher  interest  rates  are  shown  to  be  correlated  with  higher  failure  rates. 

















From  this analysis, using data  from  the Business  failure record (1977–1986), Dunʹs 
census  (1978–1986), and  the Quarterly business start  (1978–1986), Kangari  isolated 
five  factors  most  relevant  to  failure  in  the  construction  industry:  bad  profits, 
management incompetence and lack of experience, inadequate sales, loss of market 
and  economic  decline,  and  difficulty  collecting  from  customers.  From  here,  he 
developed a macroeconomic model  to predict business  failure  in  the construction 
industry. The model  is based on external  factors and statistics,  including: “(1) The 
federal  intermediate  credit  bank  loan  rate  as  a measure  of  interest  rates;  (2)  the 
construction‐contract valuation index by F. W. Dodge as a measure of construction 
activity; (3) the new‐home, conventional fixed long‐term mortgage rate as a measure 
































Inc.  (Industry  Norms  1982‐1988),  Robert  Morris  Associates  (RMA  Annual  1985), 
Department  of  Treasuryʹs  annual  publications  (ʺSource  Bookʺ  1983‐1988),  Troy 
(Almanac  1987), Value  Line  publications  (Investment  1988),  and  Standard &  Poor 




compare  firms of varying  sizes. The  factor essentially  compares companies of  the 
same size through a “ratio of the ‘financial ratio i of overall, average‐size construction 














an  organization  to  “decline,”  instead  of  the  more  commonly  utilized  failure 
definitions. They note that primary issues for decline include a “lack of awareness of 
environmental threats, internal weaknesses, and [a] lack of corrective action under 










Based  on  this  definition,  Koksal  and  Arditi  develop  a  model  that  assesses  an 
organization’s  health  based  on  three  factors:  organizational,  human  capital,  and 
strategic. To define a “healthy firm,” they use Barker’s definition: a healthy firm is 











A  timely  analysis  of  these  factors, Koksal  and Arditi  argue,  can present possible 
opportunities for response that benefits the firm. However, when the issues are not 
detected early enough, companies can enter the second stage: “decline recognition.” 













attempt  a  turnaround  of  the  company.  Responses  can  include  “diversifying  the 
product  line,  forging new alliances with other parties  through partnering or  joint 














not. Using 21 organizational, human  capital, and  strategic posture  characteristics, 
they  sought  to  determine  whether  the  presence  and/or  absence  of  these 




From  the  research, Koksal and Arditi conclude  that  the non‐financial aspects of a 

















how  effectively  it  implements  an  appropriate  strategy  (Otley,  1999).  Financial 
position  is shown to affect a firm’s performance (Altman, 1968) (Beaver W.  , 1966) 
(Deakin D.  ,  1972),  and many  studies  focus  on  performance  in  the  construction 
industry (Chang, 2001) (Cheung, Wong, Fung, & Coffey, 2006); (Dai & Wells, 2004) 
(Navon R. , Automated Project Performance Control of Construction Projects, 2005) 
(Navon R.  ,  2007)  (Odusami,  Iyagba, & Omirin,  2003)  (Parket &  Skitmore,  2005) 
(Russell & Jaseskis, Predicting construction contractor failure prior to contract award, 
1992). However, most of these concentrate on the project‐level, while few explore the 








important. In  fact,  since  each  project  has  a  large  influence  on  a  firm’s  financial 
performance,  the  project‐based  nature  of  the  construction  industry  amplifies  the 
effect  of  the  sector  variable  as  compared  to  typical  organizational‐performance 
studies (Kaka & Lewis, 2003).  
 
The study sought  to develop  firm‐specific performance‐forecasting models  for  the 
construction  industry.  Using  Pearsonʹs  correlation  tests,  the  author  conducted  a 
cross‐sectional  longitudinal  analysis  of  relationships  between  firm  financial 
performance  and  financial  and  economic  variables.  Public  data  was  employed 
(income statements, balance sheets, and economic data) from 42 firms listed on the 










The  results  of  the  model  explained  a  78.9%  variation  in  the  cross‐sectional 
performance data, with MAPE values in the forecasting model ranging from 9.54% 









broad  concept  ranging  in  severity  from  loss  to  bankruptcy. While  a  number  of 
previous  models  have  focused  on  “distress”  (Ohlson,  1980)  (Zmijewski,  1984) 
(Shumway, Forecasting bankruptcy more accurately: A simple hazard model, 2001) 
(Jones & Hensher, 2004), those focusing specifically on construction companies are 














Their model used publicly available  financial variables  from  the North American 
Compustat database, with a sample of 959 loss firm‐years and 2,313 non‐loss firm‐
years between the years of 1976 and 2010. Adeleye et al. chose variables based on 
self‐analysis  and  reviews  of  past  research  on  financial  distress  (Altman,  1968) 
(Ohlson, 1980) (Shumway, Forecasting bankruptcy more accurately: A simple hazard 
model, 2001) (Emery & Cogger, 1982) (Hopwood, Mckeown, & Mutchler, 1989). The 
final models,  employing  a  statistical  logistic  regression,  predicted  next‐year  loss 



















to  predict  loss  in  a  2‐year  span.  Previous  research  indicates  that  1‐  and  2‐year 
prediction models can have similar prediction power (Ohlson, 1980), but that they 
are generally unreliable after 2 years (Altman, 1968). The model, using an 8‐variable 















business  failure such as neglecting  the  time dimension of  failure, over‐fitting, and 
relying  only  on  annual  account  information. We  discuss  these  problems  in  this 
section.  
2.5.1. Limitations of the MDA Prediction Models 
Strictly  speaking, MDA  is  not  so much  considered  predictive  as  classifying.  By 
grouping  firms  into  failing  and  non‐failing  based  on  other  firms  with  similar 








failure  predictions  using  MDA  do  not  check  data  against  these  satisfying 










































company  failures.  Unless  addressed  in  data  classification,  categorization  and 
preparation, statistical methods may fail to address certain sources of uncertainty in 
classification,  such  as  the  arbitrary  definition  of  failure,  non‐stationary  and  data 
instability, sampling selectivity, and the arbitrary choice of optimization criteria. Due 
to these problems, Moses and Liao (1987)  argue that many models can be misleading 















firms  in  a  well‐defined,  clear  manner,  their  separation  tends  to  be  arbitrary. 

























in  failure  prediction,  1994),  loan  default  (Ward  &  Foster,  1997),  capital 
reconstructions, major closures, forced disposals of large parts of the firm, informal 
government  support,  and  loan  covenant  renegotiations with  bankers”  (Taffler & 
Agarwal, 2003). Indeed, corporate failure is not a well‐defined dichotomy, and as a 
result the definitions of failure may not match real interest, i.e. ex‐post classifications 












evidence  of  data  instability  (Barnes  P.  ,  1982)  (Richardson  &  Davidson,  1984) 
(Zmijewski, 1984). This can be caused by external factors (e.g. inflation/interest rate 
changes, or shifts  in business cycle)  (Mensah, 1984) or changes  in  the competitive 
nature of the market, corporate strategy, or technology (Wood & Piesse, 1987). In fact, 





including  for  future  samples.  As  a  result,  there  are  severe  consequences  for 
prediction. With data instability, future‐dated samples have been shown to have poor 
predictive ability (Mensah, 1984). Because much data is fundamentally unstable, and 
not  robust, over  time, models  should be  re‐estimated,  re‐developed, and updated 
with new coefficients (Joy & Tollefson, 1975) (Taffler, 1982) (Taffler, 1982)  (Mensah, 
1984) (Keasey & Watson, 1987) (Dirickx & Van Landdeghem, 1994). This, however, is 










samples  (Altman, 1968)  (Deakin D.  , 1972)  (Blum, 1974)  (Taffler & Tisshaw, 1977) 
(Dambolena & Khoury, 1980)  (Frederikslust, 1978)  (Ohlson, 1980)  (Zavgren, 1985) 
(Keasey & Watson, 1987). This can result from a) over‐sampling of failing companies 
due to the much lower number of failed firms (Zmijewski, 1984) (Platt & PLatt, 2002), 





biasing  the  parameter  estimates  (Zmijewski,  1984),  an  overstatement  of  ex‐post 











time  dimension  failure.  Essentially, many models  ignore  the  changing  nature  of 
companies over time. Nearly all classic statistical failure prediction models use only 
one  single  observation—the  annual  account—  based  on  the  assumption  that 
consecutive  annual  accounts  are  independent.  However,  Dirickx  and  Van 






Landdeghem,  1994)  (Kahya &  Theodossiou,  1996)  (Theodossiou,  1993). A  signal 








An  additional  time  dimension  issue  regards  the  contradiction  of  the  fixed  score 
output. Static models, such as the MDA and LA, are not suited to failure prediction 
due  to  the  fact  that  their  summarization of  issues without  a  real  time dimension 
renders predictions not applicable to the standard discriminant analysis (Altman & 
Eisenbeis,  1978).  At  the  same  time,  the  retrospective  character  of  these models 





effective  in  the  long‐term  it would  need  to  be  re‐estimated  and  re‐developed  to 
consider  other  coefficients  and  variables  in  later  years. The models  also  face  the 
problem of examining company failure as a discrete event (Altman, 1984), paying less 















(Karels & Prakash, 1987). Although variables are  tested  for  reliability,  there  is no 
consensus  or  theory  as  to which  are  superior  in  their predictability  (Scott,  1981), 
which removes any real scientific approach to failure prediction (Zavgren, 1985).  
 
































resources  needed  during  various  project  intervals  in  upcoming months  (Touran, 
Discussion  of  current  float  techniques  for  resources  scheduling,  1991)  (Touran, 
Atgun, & Bhurisith, 2004).  
 






Cash  flow  is  the  summation of all payment  receipts  collected by a  firm during a 
specific  time  period,  less  all  payments  paid  out  during  the  same  period. 
Distinguishing this from cost flow—the projection of a project’s costs over a period 
of time—cash flow is instead a function of expenses and incomes. It encompasses the 
flow  of  costs,  payments,  and  earnings  over  a  time  lag,  and  can  be  represented 

















(engineering,  design, mobilization,  etc.), materials  and  supplies,  equipment  and 
equipment rentals, payments of subcontractors, labor, and overhead (Park, Han, & 
Russell, 2005). Cash in, meanwhile, considers items such as billings (less retentions), 



























mean  no  payments  to  subcontractors,  laborers,  and  crews,  and  no  purchases  of 
needed materials. It can lead to a limited ability to complete tasks on a site, a need to 
cut  corners  in  the work, or a  slower pace  to match  the amount of  cash available. 
Negative  outcomes  can  include delayed  or  incomplete work,  increased  financing 




construction  contractor.  This  period  is most  often  the  highest‐risk  compared  to 
planning and operation periods (Martinez, Halpin, & Rodriguez). During this time, 











Cash  is  distinguished  from  profitability  in  that  a  company  can  survive  for  a 






The management  of  cash  flow  is  claimed  to  be  key  for  a  construction  business’s 




of  cash  flow  in  particular  can  anticipate  the  resources  a  company  needs  during 









challenging  process  for  the  high‐risk  construction  industry  (Lucko  &  Cooper, 
Modeling  Cash  Flow  Profiles with  Singularity  Functions,  2010).  The  ability  of  a 
construction  company  to  secure  a  loan  is  strengthened  by  a  convincing 
demonstration that any lack of liquidity is both temporary and expected (Navon R. , 
1996). Because investors often provide funds based on a project’s estimated revenues, 
















construction  companies  at  14%,  consistently  higher  than  the  industry‐wide  rate 
below 12% (McIntyre, 2007).  
 
There are many  reasons why a construction company may  fail,  including but not 
limited to onerous contracts, issues in project scope, low profit margins, inadequate 
capitalization,  unrealistic  growth,  improper  accounting,  bad  judgment,  and 
environmental effects. Among these, financial challenges rank at the top of the list. 




issues  to be  the main  reasons US  construction  companies  fail, with  80% of  those 














and  academicians  alike. A  large  collection  of  scholarly work  exists  on  the  topic. 
Previous work can be subdivided into two different, but related categories: project‐
level  cash  flow management, and  company‐level  cash  flow management. Project‐
level cash flow is concerned with managing the cash inflow and outflow on a single 
project. Company cash flow management is concerned with the aggregation of the 





flow  of  construction  operations  at  the  project  level.  Models  are  sometimes 









flow,  then  later on cash  flow, with  the  third‐,  fourth‐, and  fifth‐level polynomials 
being  the most popular  (Ashley & Teicholz,  1977)  (Gates &  Scarpa,  1979). These 
models divide direct costs into elements (e.g., labor, materials, etc.), as a percentage 
of total costs, and are determined individually by typical time lag. From this, a simple 
formula  forecasts  cash  flow.  The  main  issue  with  these  mathematical  models, 
however,  is  that  they are  inaccurate and based on generic data, without  reaching 
down to the resource level. Most don’t take time lags into account, and income flows 
ignore  the billing period. That  said, Bathurst and Buttler  (1980) demonstrate  that 
some of these models have been used successfully.  
The second types of model involve cost/schedule integration. Developed for projects 











exhaustive  process;  b)  approximate  models—an  automated  but  less  accurate 










considers  typical banking  instruments, constraints of  the  financial market, budget 
constraints,  and  the  retention  of  money.  Using  the  Pareto  optimality  efficiency 
network model,  it  applies  cash  flow management  at  the project  level, during  the 
tendering  and  construction  stages.  Other  authors  argued  that  mathematically 













 The  model  has  to  cover  all  projects  of  the  company,  and  should,  for 
comprehensive  cash  flow  forecasts,  include  company  overheads  and  other 
general expenses and cost centers of the company. 
 The model has  to be flexible enough  to accept data at all  levels of detailing 









 Construction  projects  undergo  constant  changes  due  to  shifting 













Our concern with cash  flow stems  is  focused only on  the assessment of cash  flow 
variables  as  an  indicator  of  business  strengths,  and  in particular  its potential  for 








We  identify  three critical elements  in  this  trading cycle as depicted  in  the picture 
below: 
 
1. The  profitability  of  the  cash  flow  cycle.  In  this  simple  trading  example,  the 
profitability can be measured by the difference between the purchase price 
and  the  selling  price. Without  any  external  influence  (e.g.,  loans),  the 
                                                 























through a  complete  cash  flow  cycle. The  cycle  in  the  trading  example  is 
simple. It starts with the purchase of the goods (i.e., conversion of cash into 















gets his cash back  from  the  first buyer. Note  that even  though  the  trader 
now gets an opportunity  to start  the new cash cycle earlier,  the  first cash 

















In  the  simple  trading  example,  the  profitability  was  simply  a  measure  of  the 
difference between the sales price and the purchase price of the goods sold. In the 
construction operations model, the profitability still reflects the difference between 









































progress upon which  the cash receipt at  the end of  the cycle  is based. Second,  the 
retainage process—wherein the owner retains 5%–10% of the value of the work on 
each payment cycle until  the end of  the project—complicates  the calculation on a 
cycle‐by‐cycle basis. A third complication is caused by the introduction of assets and 








information at  the  end of a  three‐month period, and  compare  it  to  the  cash  flow 
information at the beginning of the three‐month period. 
 





























The definition of  cash  flow  cycle  time  in a  construction operation does not differ 
much from its definition in the simple trading example mentioned earlier. The cycle 
time  is  the number of days starting  from conversion of cash  into a non‐cash  item, 






 Average Days  Sales Outstanding  (ADSO)  is  a measure  of  the  average 
number of days a company takes to collect revenue after a sale has been 













measure.  There  are many ways  to  evaluate  both  perspectives,  however,  for  the 
purpose of our  cash  flow model, we propose  the use of Total Liabilities  to Total 
Assets ratio for this purpose. Total Liabilities to Total Assets is a company’s solvency 
ratio  that  is  commonly  used  in  construction  operations,  and  provides  a  good 






describes  the  company’s  cash  flow  cycle  in  terms of  three variables—profitability 








hypothesis.  The  testing  will  be  conducted  by  selecting  one  variable  from  each 
category in a logistic regression test and comparing the result to a benchmark. The 














being  analyzed—specifically  the  type  or  scale  of  variables  and  the  number  of 
independent  and  dependent  variables  (Mertler  &  Vannatta,  2002).  For  research 









groups  based  on  the  independent  variables.  Discriminant  Analysis  is 
computationally simpler  than  logistic regression. However, Discriminant Analysis 
assumes the independent variables (predictor variables) to be normally distributed, 





Historically,  financial ratios have been used  for company analysis  (Altman, 1968), 
company‐to‐company and company‐to‐industry benchmarking  (Beaver W.  , 1967), 










tests of  the normality of  financial  ratios assumption were  shown  to be  inaccurate 
(Deakin E. B., 1976). 
  (Deakin  E.  B.,  1976)  investigated  the  normality  of  distributions  of  eleven 
commonly used financial ratios, referenced in the following table: 
Ratio 




















The result asserted by  (Deakin E. B., 1976)  is  that  the “eleven  financial accounting 
ratios were distributed significantly different from a normal distribution.” And a test 
of stability indicated unstable variances for all ratios except for the Debt/Equity Ratio. 
Several  other  studies  confirmed  the  non‐normality  of  financial  ratios  (Karels  & 


















This  view  about  requiring  transformation was  later  challenged.  Several  authors 
rejected the idea of transformation. For example, Barnes (1982) stated that “the usual 
transformation methods such as square roots or natural logarithms as suggested by 







are used  there  is no necessity  to  transform non‐normal distributions”  (Barnes P.  , 
1982). Whittington (1980) also concurred with the non‐necessity of transformation of 
non‐normally distributed financial rations when used as input to statistical models. 












statistical  method  of  choice.  As  summarized  earlier  in  Chapter  2,  some  of  the 
construction  prediction models  developed  as  of  today,  assumed  data  normality 
(Wong & NG, 2010). Deakin’s conclusion however is uncertain. His statement is that 
even in the same industry group, the data “might” be normally distributed. For this 
reason, and several other reasons related  to  the  interpretation strengths of  logistic 



















	 	 	 ∑          Equation 3 
The  last equation  is  that of an ordinary  linear regression model. To generalize  the 
model, we  introduce  the  variable  , where   is  always  linearly  produced  by  the 






	∑   Equation 4 
 is also a predictor of  , however the function between   and   must be specified. 


















In  stata,  two  commands  can be used  interchangeably:  logit  and  logistic. The  logit 
command  produces  results  in  terms  of  coefficients  scales  in  log  odds, while  the 
logistic command produces results in terms of odds ratios (Abdon, 2010). The direct 
relationship between the two outputs—coefficients and odds ratios—are explainable 
by  the  following  series  of  equations  (UCLA:  Institute  for  Digital  Research  and 
Education, 2014): 
   Equation 7 









































1992  and  2012.  The  quarterly  financial  statements  are  submitted  as  part  of  the 





























































































































































2013).  This  research  relied  on  the  2012 NAICS  Structure, which  groups  business 
establishments into seventeen categories, as summarized in Appendix 1.  
5.2.2. US Securities and Exchange Commission 
The U.S.  Securities  and Exchange Commission  (SEC)  is part  of  the United  States 
Federal Government and has the responsibility of enforcing federal securities law. Of 
particular  interest  is  the  role  SEC  plays  in  the  collection  and  dissemination  of 
financial  information about public  companies  listed  in  the US  stock market. Each 
publicly listed company is required to maintain its good status by complying with 



















adopt  a  standardized  account  structure,  sometimes  called  Chart  of Accounts  or 
Accounting Codes, for reporting their financial statements. This creates a challenge 
when  comparing  several  companies,  as  their  financial  numbers will  be  reported 
under different account names and  titles. This challenge  is usually resolved  if  the 
accounts are summarized up to a generic standardized list of accounts that is suitable 




















format  for ease of company  to company comparison. As part of  this  research, we 
accessed the SEC filing data through the following four service providers in addition 
to  the  primary  SEC  database  access: Mergent Online,  Edgar Online,  Bloomberg 
Financials,  and  Capital  IQ.  Essentially  all  of  them  use  the  same  source  of 








will not  include the company, or companies, selected for this research  in  its  list of 
companies  for which  it processes  the  text‐based  filed  financial  information  into a 
standardized  spreadsheet  data.  This  issue  was  very  common  with  the  list  of 










the  revenue  for one of  its  subsidiary companies. The division of  the  revenue  into 
multiple  sources  varies  from  one  company  to  the  next.  To  compare  all  of  the 
companies’  financial  information, one must  first create a standard set of accounts, 






called Data  Standardization  and  is  generally performed  by  the data  consolidator 
companies.  
 
With  the  standardization  of  financial  data,  there  are  three  types  of  financial 
information collected: 




the status of  the  filing company. The due date  for  the 10Q quarterly  filing 
ranges between 40–45 days depending on the status of the filing company.  




 Standardized.  The  “Standardized”  financial  statements  are  not  part  of  the 













claim  they have  compiled  financial  information  for private  companies. However, 
checking with the four financial data consolidation services utilized in this research, 
there the financial data for private construction companies were sparse and did not 
make  for  a  complete  or  a  partially  complete  dataset  that  could  be  adequately 








B.  Primary  source  of  revenue  derived  from  operating  geographically  within  the  US. 
Construction  companies  are  very  sensitive  to  the  economic  environments  they 
operate within. The majority of companies fitting the first criterion (public companies 
in  the US) derived  the bulk of  their operating  revenue  from US‐based operations. 


















adjustments  for  the  local economies. However, after  the  initial data collection has 





C. Primary  source  of  revenue derived  from  construction  operations. Going  through  the 
initial  list  of  candidate  companies  based  on  the  NAICS  classifications,  it  was 
noticeable  that  some  companies were  listed  as  construction  companies; however, 









































established as a holding company  to carry a  license  for oil and gas exploration or 
nuclear power generation facilities. It seemed also that the historical development of 
the company played a  role  in  the NAICS code under which  it was  listed. Several 
companies originally started in the construction business and were accordingly listed 
under the right code, then later diversified into real estate operations, for example. 
However,  they  remained  listed  under  the  same  NAICS  code.  This  observation 
warranted a review of how the NAICS codes were assigned to each company.  
 








assigned NAICS  codes  by  various  agencies  for  various  purposes  using  a 
variety of methods. The U.S. Census Bureau has no formal role as an arbitrator 
of NAICS classification. The U.S. Census Bureau assigns one NAICS code to 







is  no  central  register  that  represents  the  ʺofficialʺ NAICS  classification  for 
business establishments. Various Federal government agencies maintain their 

















B.  Inclusion  of  companies  in NAICS  code  541330. As  per  the  discussion  above, we 
revised  other  NAICS  codes  for  businesses  that  are  closely  correlated  with 
construction. As a result we added NAICS code 541330 for Engineering Services to 
our  list  of  NAICS  codes  to  review.  Several  of  the  companies  that  started  as 
engineering  service  companies  later  moved  into  construction  management  and 







C.  Exclusion  of  companies  not  meeting  criteria.  The  initial  list  of  companies  was 
comprised  of  156  companies.  The  initial  list was  then  subjected  to  the  company 
selection criteria identified in Section 5.3. Identifying Target Company List. A large 





























supply  stores  and  service  centers,”  where  it  provides  maintenance  services  for 
existing  pools  and  sells  a  variety  of  pool  chemicals,  suppliers,  equipment  and 
accessories. Accordingly, it does not meet criterion 4.3.C for company selection, and 






















Non Residential Building 
Construction 
19 12 7 36.84% 
237 
Heavy & Civil 
Engineering Construction




14 11 3 21.43% 
541330 Engineering Services 77 65 12 15.58% 
  156 121 35 22.43% 
Table 4: Count of Selected Companies by NAICS Code 
The final list of selected companies is summarized in the following table: 
ID Ticker Company Name 
1 ATKQ Atkinson (Guy F.) Co. of California 
2 DAWK Q DAW Technologies Inc. 
3 JEC Jacobs Engineering Group, Inc. 
4 MTRX Matrix Service Co. 
5 TXGE Texas Gulf Energy Inc 
6 TPC Tutor Perini Corp 
7 USBR USA Bridge Construction of New York Inc. 
8 ALAN Alanco Technologies Inc 
9 ACX Arguss Communications Inc 
10 DY Dycom Industries, Inc. 
11 ESOA Energy Services of America Corp. 
12 IFS InfraSource Services Inc 
13 KBR KBR Inc 
14 MTZ MasTec Inc. (FL) 
15 MVCO Meadow Valley Corp. 
16 MYRG MYR Group Inc 
17 XMIT OmniAmerica Inc. 
18 DMO U Dominion Bridge Corp. 
19 ORN Orion Marine Group Inc 
20 USBG USABG Corp. 
21 FCIN Flour City International Inc. 





ID Ticker Company Name 
23 SHFK Schuff International, Inc. 
24 ACM Aecom Technology Corp (DE) 
25 BKR Baker (Michael) Corp. 
26 CRRP Corrpro Cos., Inc. 
27 MCON EMCON 
28 ENG ENGlobal Corp. 
29 FLR Fluor Corp. 
30 TKCI Keith Companies Inc 
31 SWBI Q Stone & Webster Inc. 
32 STVI STV Group, Inc. 
33 TTEK Tetra Tech, Inc. 
34 URS URS Corp  



















1992, and  is  in continuous operation until  the end of 2012, a complete 20 years of 
financial information was collected. For each company, the financial statements were 
collected  on  a  quarterly  basis  resulting  in  80 different  and  distinct  periods  for  a 
company  that spanned  the whole study duration. Some companies however were 
either established or listed in the stock market later than 1992, and/or were delisted 




Some  of  the  companies  followed  a  fiscal  year  starting  in  January  and  ending  in 
December, and others followed a fiscal year starting with July and ending in June. 




































The Company Status  attribute described  the  status of  the  company  as of  the  last 
financial statement quarter collected. The last financial statement quarter was the last 
one issued by the company before it went out of business, was acquired or merged 
with  another  company,  or  went  private,  except  for  operational  companies.  For 
companies  still  in  operation,  the  last  period was Q4  of  2012. Accordingly,  four 
attributes were used to form the Company Status Data Groups: 

















3. Inactive. The  Inactive data group  includes companies  that are no  longer  in 
operation. Companies were not distinguished based on how they failed. These 
businesses  are  not  doing  business  any more  independently  or  as  part  of 
another company or under any other form.   








The  count  of  companies  in  each  one  of  the  data  groups  identified  above  is 
summarized in the following table: 








ID Ticker Company Name Data Group 
1 ATKQ Atkinson (Guy F.) Co. of California Failed 
2 DAWK Q DAW Technologies Inc. Failed 
3 JEC Jacobs Engineering Group, Inc. Operational 
4 MTRX Matrix Service Co. Operational 
5 TXGE Texas Gulf Energy Inc Operational 
6 TPC Tutor Perini Corp Operational 
7 USBR USA Bridge Construction of New York 
Inc. 
Failed 
8 ALAN Alanco Technologies Inc Operational 
9 ACX Arguss Communications Inc Acquired 
10 DY Dycom Industries, Inc. Operational 
11 ESOA Energy Services of America Corp. Operational 
12 IFS InfraSource Services Inc Acquired 
13 KBR KBR Inc Operational 
14 MTZ MasTec Inc. (FL) Operational 
15 MVCO Meadow Valley Corp. Private 
16 MYRG MYR Group Inc Operational 
17 XMIT OmniAmerica Inc. Acquired 
18 DMO U Dominion Bridge Corp. Failed 
19 ORN Orion Marine Group Inc Operational 
20 USBG USABG Corp. Failed 
21 FCIN Flour City International Inc. Failed 
22 IREX Irex Corp. Private 





ID Ticker Company Name Data Group 
24 ACM Aecom Technology Corp (DE) Operational 
25 BKR Baker (Michael) Corp. Operational 
26 CRRP Corrpro Cos., Inc. Acquired 
27 MCON EMCON Acquired 
28 ENG ENGlobal Corp. Operational 
29 FLR Fluor Corp. Operational 
30 TKCI Keith Companies Inc Acquired 
31 SWBI Q Stone & Webster Inc. Acquired 
32 STVI STV Group, Inc. Private 
33 TTEK Tetra Tech, Inc. Operational 
34 URS URS Corp  Operational 








NAICS Description Company 
Count 
2362 Nonresidential Building Construction 7 
2371 Utility System Construction 10 
2373 Highway, Street, and Bridge Construction 3 
2381 Foundation, Structure, and Building Exterior 
Contractors 
3 
541330 Engineering Services 12 
Grand 
Total 







The  detailed  description  of  each  one  of  the  selected  NAICS  code  categories  is 
provided in appendix 3. And the assignment of each company to the NAICS code 
group is summarized in the following table: 
ID Ticker Company Name NAICS 
Code 
NAICS Description 
1 ATKQ Atkinson (Guy F.) Co. of 
California 




DAW Technologies Inc. 2362 Nonresidential Building 
Construction 
3 JEC Jacobs Engineering Group, 
Inc. 
2362 Nonresidential Building 
Construction 
4 MTRX Matrix Service Co. 2362 Nonresidential Building 
Construction 
5 TXGE Texas Gulf Energy Inc 2362 Nonresidential Building 
Construction 
6 TPC Tutor Perini Corp 2362 Nonresidential Building 
Construction 
7 USBR USA Bridge Construction of 
New York Inc. 
2362 Nonresidential Building 
Construction 
8 ALAN Alanco Technologies Inc 2371 Utility System Construction 
9 ACX Arguss Communications Inc 2371 Utility System Construction 
10 DY Dycom Industries, Inc. 2371 Utility System Construction 
11 ESOA Energy Services of America 
Corp. 
2371 Utility System Construction 
12 IFS InfraSource Services Inc 2371 Utility System Construction 
13 KBR KBR Inc 2371 Utility System Construction 
14 MTZ MasTec Inc. (FL) 2371 Utility System Construction 
15 MVCO Meadow Valley Corp. 2371 Utility System Construction 
16 MYRG MYR Group Inc 2371 Utility System Construction 
17 XMIT OmniAmerica Inc. 2371 Utility System Construction 
18 DMO U Dominion Bridge Corp. 2373 Highway, Street, and Bridge 
Construction 






ID Ticker Company Name NAICS 
Code 
NAICS Description 
20 USBG USABG Corp. 2373 Highway, Street, and Bridge 
Construction 
21 FCIN Flour City International Inc. 2381 Foundation, Structure, and 
Building Exterior Contractors 
22 IREX Irex Corp. 2381 Foundation, Structure, and 
Building Exterior Contractors 
23 SHFK Schuff International, Inc. 2381 Foundation, Structure, and 
Building Exterior Contractors 
24 ACM Aecom Technology Corp 
(DE) 
541330 Engineering Services 
25 BKR Baker (Michael) Corp. 541330 Engineering Services 
26 CRRP Corrpro Cos., Inc. 541330 Engineering Services 
27 MCON EMCON 541330 Engineering Services 
28 ENG ENGlobal Corp. 541330 Engineering Services 
29 FLR Fluor Corp. 541330 Engineering Services 
30 TKCI Keith Companies Inc 541330 Engineering Services 
31 SWBI Q Stone & Webster Inc. 541330 Engineering Services 
32 STVI STV Group, Inc. 541330 Engineering Services 
33 TTEK Tetra Tech, Inc. 541330 Engineering Services 
34 URS URS Corp  541330 Engineering Services 



















In  this  research  we  tested  the  existing models  developed  for  the  prediction  of 
company  failure  on  the  collected  dataset.  This  testing  scheme  required  the 
computation of a large number of financial ratios. Each one of the tested models used 
different  types, numbers, and variables  in computation of  the  financial  ratios  that 
were ultimately utilized  in the prediction model. Thirty‐eight financial ratios were 
computed for each quarter for each of the 35 companies in the dataset. Not all the 
ratios  computer  were  utilized  in  the  final  model  developed  and  preparation. 









Ratio Group Ratio Title 
   
P1 Profitability   Return on Assets % 
P2 Profitability   Return on Capital % 
P3 Profitability   Return on Equity % 
P4 Profitability   Return on Common Equity % 
   
MR1 Margin Analysis   Gross Margin % 
MR2 Margin Analysis   SG&A Margin % 
MR3 Margin Analysis   EBITDA Margin % 
MR4 Margin Analysis   EBITA Margin % 
MR5 Margin Analysis   EBIT Margin % 
MR6 Margin Analysis   Earnings from Cont. Ops Margin % 
MR7 Margin Analysis   Net Income Margin % 
MR8 Margin Analysis   Net Income Avail. for Common Margin % 
MR9 Margin Analysis   Normalized Net Income Margin % 
MR10 Margin Analysis   Levered Free Cash Flow Margin % 
MR11 Margin Analysis   Unlevered Free Cash Flow Margin % 
   
   
AT1 Asset Turnover   Total Asset Turnover 
AT2 Asset Turnover   Fixed Asset Turnover 
AT3 Asset Turnover   Accounts Receivable Turnover 
AT4 Asset Turnover   Inventory Turnover 
   
   
STL1 Short Term Liquidity   Current Ratio 
STL2 Short Term Liquidity   Quick Ratio 
STL3 Short Term Liquidity   Cash from Ops. to Curr. Liab. 
STL4 Short Term Liquidity   Avg. Days Sales Out. 
STL5 Short Term Liquidity   Avg. Days Inventory Out. 
STL6 Short Term Liquidity   Avg. Days Payable Out. 
STL7 Short Term Liquidity   Avg. Cash Conversion Cycle 







Ratio Group Ratio Title 
   
LTL1 Long Term Solvency   Total Debt/Equity 
LTL2 Long Term Solvency   Total Debt/Capital 
LTL3 Long Term Solvency   LT Debt/Equity 
LTL4 Long Term Solvency   LT Debt/Capital 
LTL5 Long Term Solvency   Total Liabilities/Total Assets 
LTL6 Long Term Solvency   EBIT / Interest Exp. 
LTL7 Long Term Solvency   EBITDA / Interest Exp. 
LTL8 Long Term Solvency   (EBITDA-CAPEX) / Interest Exp. 
LTL9 Long Term Solvency   Total Debt/EBITDA 
LTL10 Long Term Solvency   Net Debt/EBITDA 
LTL11 Long Term Solvency   Total Debt/(EBITDA-CAPEX) 





























prepared as discussed  in  the previous chapter and  loaded  into  the software. Four 
variables were set up to identify and track failure: 
 Failed 1Q: this is a binary 0/1 variable. The value of Failed 1Q was set to 1 for 











utilized as an output  (dependent)  for  testing  the accuracy of  the model  in 
predicting company failure two quarters before failure date. 
 Failed 4Q: this is a binary 0/1 variable. The value of Failed 1Q was set to 1 for 
the  last  four quarters before a  failed company  is known  to have  failed. All 
other observations for the same variable had a 0 variable. This variable was 









to  1.  For  all  observations where  the  company  has  failed,  the DataGroup 















The researcher  then  takes  the variable with  the highest  fit and  the  least error, and 
adds another variable. The regression is repeated with both variables, and the same 
metrics  for  fit and error are calculated. This process  is  repeated  iteratively until a 
satisfactory model is achieved. While a statistical relationship is developed, it may 




















the  amount  of  disposable  cash  generated  in  each  cash‐to‐cash  cycle. 







 Access  to Cash Measures:  this group of measures  indicates  the power of a 
company  to  access  additional  cash  when  and  if  needed.  They  include 
measures such as Total Debt/Total Equity, or Total Liability/Total Assets.  
 


























 Cycle Time Measure:  the Average Days Pay Out was  selected as  the Cycle 
Time Measure. 






















                                                      LR chi2(3)          =      96.78 













1. Iteration  0  to  Iteration  y.  The  listing  for  Iteration  0  to  Iteration  y  (in  above 
example y=5)  is a  listing of  the  log  likelihood  for each  iteration. Stata uses 












this  particular  run.  This  number  is  always  equal  to  or  less  than  the  total 




4. LR  chi2(3).  This  is  the  likelihood  ratio  (LR)  chi‐square  test.  The  number 
between the parentheses is the degree of freedom. In this case, the degree of 
freedom  is  3  for  the  three  independent  variables  used  in  the  model—
Avg_Days_Pay_Out, Rtrn_Ast, and Liab_Asts. The LR chi2 can be calculated 













significance as  in  linear regression, we will not use  it  for comparing model 
outputs.  
7. Parameter Estimation Table. Below the general estimate information, a table 




o Coef.  These  are  the  values  for  the  logistic  regression  equation  for 
predicting the dependent variable from the independent variables. The 





log odds	of	Failed8Q 	 7.01978 4.969061	 Liab
5.511513	 Rtrn_Asts	 	 .0201073	 Avg_Days_Pay_out .   
o Std. Err. These are the standard errors associated with each coefficient. 








Accordingly,  we  reject  the  null  hypothesis  and  conclude  that  the 
Liab_Asts is of statistical significance at an alpha of 0.05.  
o [95% Conf. Interval]. This indicates the lower and upper limit value for the 















The  “Actual  Group  Membership”  represents  the  correct  classification  of 
companies based on our knowledge of  their  failure  status. The “Predicted Group 





 Non‐Failed‐Failed  (E1):  This  is  an  observation  for  a  company  that  is 
operational where the model had predicted it is failed. This corresponds to 
the second type of error where the model over‐predicts failure. 



































initial  hypothesis  is  that  it  is  both  empirically  feasible  and  theoretically  explainable  to 










Each  of  those  attributes was detailed  in Chapter  3. We  also proposed  the use  of 
different  financial metrics  to measure  each one of  the  three  attributes. Return on 
Assets,  Return  on  Capital,  EBITDA margin,  and Gross margin were  selected  as 
suitable  measures  for  the  profitability  of  the  cash  cycle.  Average  Days  Sales 
























































































































Model 01 ‐4.62419 ‐7.32728 0.02204 3.63088
Model 02 ‐3.40774 ‐5.57034 0.02027 4.43717
Model 03 ‐4.34753 ‐4.47484 0.02188 3.38579
Model 04 ‐3.41189 ‐3.81308 0.02028 4.36891
Model 05 ‐5.20575 ‐2.54817 0.02415 4.35609
Model 06 ‐4.24077 ‐0.12486 0.02925 4.47499
Model 07 ‐4.38841 ‐3.52611 0.02669 4.24288










	 	 	 	 	         Equation 12 
Substituting the model 1 variable in this equation, for example, yields the following: 
    E y 	log 	 4.62419 7.32728	 	 	 	 	%
	0.02204	 	 	 	 	 	3.63088	 	 	 /	 	  
Where  
	 1		 	 	 	 0 
	 0			  
 











































































































































































































































































































































Z‐Score 969 14 285 33 1301 77.02% 22.98% 21.91% 1.08% 70.21%
Model 01 X X X 1088 15 166 32 1301 86.09% 13.91% 12.76% 1.15% 68.09%
Model 02 X X X 952 7 302 40 1301 76.25% 23.75% 23.21% 0.54% 85.11%
Model 03 X X X 1072 13 182 34 1301 85.01% 14.99% 13.99% 1.00% 72.34%
Model 04 X X X 970 7 284 40 1301 77.63% 22.37% 21.83% 0.54% 85.11%
Model 05 X X X 1015 14 239 33 1301 80.55% 19.45% 18.37% 1.08% 70.21%
Model 06 X X X 1012 9 242 38 1301 80.71% 19.29% 18.60% 0.69% 80.85%
Model 07 X X X 833 4 421 43 1301 67.33% 32.67% 32.36% 0.31% 91.49%














The  accuracy  of  all  models  however  indicate  that  there  is  a  tradeoff  between 
























































































































































































































































































Z‐Score 981 2 296 22 1301 77.09% 22.91% 22.75% 0.15% 91.67%
Model 01 X X X 1102 1 175 23 1301 86.47% 13.53% 13.45% 0.08% 95.83%
Model 02 X X X 959 0 318 24 1301 75.56% 24.44% 24.44% 0.00% 100.00%
Model 03 X X X 1084 1 193 23 1301 85.09% 14.91% 14.83% 0.08% 95.83%
Model 04 X X X 977 0 300 24 1301 76.94% 23.06% 23.06% 0.00% 100.00%
Model 05 X X X 1027 2 250 22 1301 80.63% 19.37% 19.22% 0.15% 91.67%
Model 06 X X X 1020 1 257 23 1301 80.17% 19.83% 19.75% 0.08% 95.83%
Model 07 X X X 837 0 440 24 1301 66.18% 33.82% 33.82% 0.00% 100.00%















eighth model produced  slightly  lower  results  than  the Z‐score  (68%  compared  to 
70%). At the one‐year prediction horizon, all eight of the models produced equal or 
more superior results  than  the Z‐Score. All of  the models were able  to predict  the 
failure  of  95%  or  more  of  the  failed  observations,  except  for  only  one  model‐
producing results equal to the Z‐score at around 92%.  
 
The  same  inverse  relationship between  the model  failure prediction  rate  and  the 























































































































































































































































































Z‐Score 983 0 306 12 1301 76.48% 23.52% 23.52% 0.00% 100.00%
Model 01 X X X 1103 0 186 12 1301 85.70% 14.30% 14.30% 0.00% 100.00%
Model 02 X X X 959 0 330 12 1301 74.63% 25.37% 25.37% 0.00% 100.00%
Model 03 X X X 1085 0 204 12 1301 84.32% 15.68% 15.68% 0.00% 100.00%
Model 04 X X X 977 0 312 12 1301 76.02% 23.98% 23.98% 0.00% 100.00%
Model 05 X X X 1029 0 260 12 1301 80.02% 19.98% 19.98% 0.00% 100.00%
Model 06 X X X 1021 0 268 12 1301 79.40% 20.60% 20.60% 0.00% 100.00%
Model 07 X X X 837 0 452 12 1301 65.26% 34.74% 34.74% 0.00% 100.00%

















100%  of  the  failed  companies  six months  before  they  failed. Although  all 
failures  at  2Q were  predicted,  there were  still  a  good  percentage  of  false 












described  in  the cash  flow model  in Chapter 3 have acceptable  to  superior 
prediction accuracy, Model 03 seems to offer the most balanced results for all 
prediction  horizons. Model  03 utilizes Return  on Capita %, Average Days 
Sales Outstanding, and Total Liabilities/Total Assets. This particular model 
was  able  to predict  failure  at  72.34%  2 years  in  advance,  95.83%  1 year  in 
advance,  and  100%  six months  in  advance, while maintaining  an  overall 
model accuracy rate of around 85%.  






their  vendors  and  contractors  on  time.  Accordingly,  their  Average  Days 
Payables Outstanding is much higher than for an otherwise healthy company. 









payments are delayed as a symptom of  failure, not as a cause of  failure.  In 
addition,  failing  contractors will  usually  incur  additional  liabilities with  a 
fixed or eroding asset base, resulting in an increase in the Total Liabilities to 
Total Assets ratio. A long payment cycle and higher liabilities eventually erode 





From  our  earlier  discussion  on  Logit models,  we  know  that  the  effect  of  each 
independent variable on   is always linear. Interpreting a variable effect linearly on 
the predictor   is straightforward. However, the relationship between    and μ will 
only suggest  the effect on  the  logit or  log odds  that  is not easy  to  interpret. Some 









Throughout  the  analysis  and  interpretation  of  variables, we  abide  by  the  ceteris 
paribus rule, or, all other things being equal (Liao, 1994). Our general assumption when 
interpreting the sign, value, or other attribute related to Independent variables is that 


















































































































Model 01 ‐4.62419 ‐7.32728 0.02204 3.63088
Model 02 ‐3.40774 ‐5.57034 0.02027 4.43717
Model 03 ‐4.34753 ‐4.47484 0.02188 3.38579
Model 04 ‐3.41189 ‐3.81308 0.02028 4.36891
Model 05 ‐5.20575 ‐2.54817 0.02415 4.35609
Model 06 ‐4.24077 ‐0.12486 0.02925 4.47499
Model 07 ‐4.38841 ‐3.52611 0.02669 4.24288







liabilities  to  assets  ratio  signifies  that  it  has  limitations  in  terms  of  accessing 
additional cash  for  its operating cash  flow cycle, which  increases  the  likelihood of 
failure.  
8.3.2. Estimating the Probability of Failure 







for management  to utilize  the  resulting models.  For  example, using Model  03,  a 
Return on Capital of 0.2, an Average Days Sales Outstanding of 60 days, and a Total 









statistically  significant,  and  all models  established  acceptable  or  superior  failure 
prediction  and  accuracy  as  described  earlier  in  this  chapter,  we  accept  our 

























include delayed or  incomplete work, or  increased  financing  costs  and project 




the prediction  of  construction  company  failure,  there  has  been  no  study  that 




failure  of  construction  companies,  and  cash  flow  management  for  construction 







academic and professional  literature. Cash  flow has been mentioned as one of  the 
leading  causes  of  construction  company  failure. However,  there was  no previous 
research  looking  into  the  use  of  cash  flow  metrics  as  a  predictor  of  failure. 




















The  findings  of  this  research  presents  a  major  contribution  to  research  in 
construction company cash flow management and failure prediction. There are 
several aspects of  the contribution  that will be discussed  in more detail  in  the 
following  paragraphs.  Perhaps  of  utmost  importance  is  that  failure  of 
construction  companies  is predictable with high  level of accuracy based on a 
theoretically  explainable  cash  flow  framework.  Furthermore,  the  prediction 
model utilized is a simple model utilizing a small number of predictor variables. 













Other  than  the  research’s  contribution  to  the prediction of  failure knowledge 
area,  it also equally contributed  to  the cash  flow  theory and  its application  in 
construction management. The research adapted a cash flow framework to the 
construction industry and outlined simple, yet descriptive and effective measures 


















2. As  the  industry  and  economy  changes,  there  is  a  need  to  re‐evaluate 
existing  prediction  models,  and  then  to  modify  them.  Industry  and 
economy  changes  lead  to different operational  levels  for all  companies 
within that industry. For example, the model parameters for some of the 
earlier  prediction models may  need  to  be  changed  to  reflect  how  the 
interest  rate  is much  lower  today  than when  the  Z‐Scores were  first 
developed. 








































9. There  is  a  tradeoff  between  the  sensitivity  of  a  prediction  model  to 
highlight  failed companies and  its percentage of  false positives.  In each 
data set, companies fit into one of three categories: 




















methodology  is  that  the  2.675  is  an  arbitrary  number  and  does  not 
necessarily  yield  the  same  accuracy  level  when  tested  with  other 
companies. 










evaluate prediction models. However,  in  industry  implementation  and 
practice  it  is  preferable  to  use  odds  ratios  or  probabilities  to  refer  to 
















14. Even  though  all discussed prediction models were  able  to  spot  failed 
companies six months in advance of the failure events, they all produced 
a percentage of false positives. It is possible that those false positives were 
for  companies  destined  to  fail  in  six  months’  time,  but  then  those 
companies’ management  teams  took  actions or measures  to  save  their 
companies during those six months.  
15. Having  a  single  score  alone,  like  the  Z‐Score,  does  not  give  senior 
managers of a company enough  information about  the  true underlying 
mechanisms  of  failure  at  play.  The  development  of  the  Cash  Flow 
Framework  as  an  underlying  theoretical  foundation  for  the  failure 















 Owners  and  senior managers  of  construction  companies  can use  the Cash 
Flow Framework to manage the risk of failure. Unlike other models that give 
owners and senior managers just a number, the Cash Flow Framework offers 
more  depth  in  understanding  the  effect  of  cash  flow  on  the  long‐term 
operations  of  their  company  and  the  risk  of  failure.  Understanding  and 
describing  company  operations  in  terms  of  three  cash  flow metrics  gears 









management.  It  links  the  literature  on  failure  prediction with  that  on  cash  flow 
management.  It  also  provides  several  models  for  the  prediction  of  failure  in 








be  averted  if  proper  action  is  taken.  Study  what  is  the  best  response 




























The detailed description for the NAICS codes used for company filtering and grouping are 
provided below as referenced in the North American Industry Classification System 
(NAICS) web page (http://www.census.gov/eos/www/naics/). 
 236210 Industrial Building Construction 
This  industry comprises establishments primarily  responsible  for  the construction 
(including new work, additions, alterations, maintenance, and repairs) of industrial 
buildings  (except warehouses). The  construction of  selected additional  structures, 
whose  production  processes  are  similar  to  those  for  industrial  buildings  (e.g., 
incinerators,  cement plants, blast  furnaces, and  similar nonbuilding  structures),  is 
included  in this  industry. Included  in this  industry are  industrial building general 





















This  industry comprises establishments primarily  responsible  for  the construction 
(including new work, additions, alterations, maintenance, and repairs) of commercial 
and institutional buildings and related structures, such as stadiums, grain elevators, 
and  indoor swimming  facilities. This  industry  includes establishments responsible 
for  the on‐site assembly of modular or prefabricated commercial and  institutional 
buildings.  Included  in  this  industry  are  commercial  and  institutional  building 
general  contractors,  commercial  and  institutional  building  for‐sale  builders, 




























This  industry  comprises  establishments primarily  engaged  in  the  construction  of 
water and sewer lines, mains, pumping stations, treatment plants, and storage tanks. 
The work  performed may  include  new work,  reconstruction,  rehabilitation,  and 
repairs. Specialty trade contractors are included in this group if they are engaged in 
activities primarily related to water, sewer line, and related structures construction. 























This  industry  comprises  establishments primarily  engaged  in  the  construction  of 
power lines and towers, power plants, and radio, television, and telecommunications 
transmitting/receiving  towers.  The  work  performed  may  include  new  work, 
reconstruction, rehabilitation, and repairs. Specialty trade contractors are included in 
this  group  if  they  are  engaged  in  activities  primarily  related  to  power  and 
communication  line  and  related  structures  construction. All  structures  (including 
























concrete  foundations  and  structural  elements.  This  industry  also  includes 
















This  industry  comprises  establishments  primarily  engaged  in  (1)  erecting  and 
assembling structural parts made  from steel or precast concrete  (e.g., steel beams, 
structural  steel  components,  and  similar  products  of precast  concrete)  and/or  (2) 











































































This  industry  comprises  establishments primarily  engaged  in  installing  siding  of 
wood, aluminum, vinyl, or other exterior finish material (except brick, stone, stucco, 
or  curtain wall). This  industry also  includes  establishments  installing gutters and 








This  industry comprises establishments primarily engaged  in building  foundation 
and structure trades work (except poured concrete, structural steel, precast concrete, 
















and  principles  of  engineering  in  the  design,  development,  and  utilization  of 
machines,  materials,  instruments,  structures,  processes,  and  systems.  The 
assignments undertaken by these establishments may involve any of the following 





o Civil engineering services 
o Environmental engineering services 
o Construction engineering services 
o Mechanical engineering services 













2012 NAICS Title 
11 Agriculture, Forestry, Fishing and Hunting 
21 Mining, Quarrying, and Oil and Gas Extraction 
22 Utilities 
23 Construction 
42 Wholesale Trade 
51 Information 
52 Finance and Insurance 
53 Real Estate and Rental and Leasing 
54 Professional, Scientific, and Technical Services 
55 Management of Companies and Enterprises 
56 Administrative and Support and Waste Management and 
Remediation Services 
61 Educational Services 
62 Health Care and Social Assistance 
71 Arts, Entertainment, and Recreation 
72 Accommodation and Food Services 
81 Other Services (except Public Administration) 










236 Construction of Buildings 
2361 Residential Building Construction 
23611 Residential Building Construction 
236115 New Single-Family Housing Construction (except For-Sale Builders)  
236116 New Multifamily Housing Construction (except For-Sale Builders)  
236117 New Housing For-Sale Builders  
236118 Residential Remodelers  
2362 Nonresidential Building Construction 
23621 Industrial Building Construction 
236210 Industrial Building Construction  
23622 Commercial and Institutional Building Construction 
236220 Commercial and Institutional Building Construction  
237 Heavy and Civil Engineering Construction 
2371 Utility System Construction 
23711 Water and Sewer Line and Related Structures Construction 
237110 Water and Sewer Line and Related Structures Construction  
23712 Oil and Gas Pipeline and Related Structures Construction 
237120 Oil and Gas Pipeline and Related Structures Construction  
23713 Power and Communication Line and Related Structures Construction  
237130 Power and Communication Line and Related Structures Construction  
2372 Land Subdivision 
23721 Land Subdivision 
237210 Land Subdivision  





23731 Highway, Street, and Bridge Construction 
237310 Highway, Street, and Bridge Construction  
2379 Other Heavy and Civil Engineering Construction 
23799 Other Heavy and Civil Engineering Construction 
237990 Other Heavy and Civil Engineering Construction  
238 Specialty Trade Contractors 
2381 Foundation, Structure, and Building Exterior Contractors 
23811 Poured Concrete Foundation and Structure Contractors  
238110 Poured Concrete Foundation and Structure Contractors  
23812 Structural Steel and Precast Concrete Contractors  
238120 Structural Steel and Precast Concrete Contractors  
23813 Framing Contractors  
238130 Framing Contractors  
23814 Masonry Contractors  
238140 Masonry Contractors  
23815 Glass and Glazing Contractors  
238150 Glass and Glazing Contractors  
23816 Roofing Contractors  
238160 Roofing Contractors  
23817 Siding Contractors  
238170 Siding Contractors  
23819 Other Foundation, Structure, and Building Exterior Contractors  
238190 Other Foundation, Structure, and Building Exterior Contractors  
2382 Building Equipment Contractors 
23821 Electrical Contractors and Other Wiring Installation Contractors 
238210 Electrical Contractors and Other Wiring Installation Contractors 
23822 Plumbing, Heating, and Air-Conditioning Contractors 
238220 Plumbing, Heating, and Air-Conditioning Contractors  
23829 Other Building Equipment Contractors 
238290 Other Building Equipment Contractors  
2383 Building Finishing Contractors 





238310 Drywall and Insulation Contractors  
23832 Painting and Wall Covering Contractors 
238320 Painting and Wall Covering Contractors 
23833 Flooring Contractors 
238330 Flooring Contractors 
23834 Tile and Terrazzo Contractors 
238340 Tile and Terrazzo Contractors 
23835 Finish Carpentry Contractors 
238350 Finish Carpentry Contractors 
23839 Other Building Finishing Contractors 
238390 Other Building Finishing Contractors 
2389 Other Specialty Trade Contractors 
23891 Site Preparation Contractors 
238910 Site Preparation Contractors 
23899 All Other Specialty Trade Contractors 




















































































































































































































































































Ratio Computation Information Provided 
Current Ratio 
/  
Measures ability to pay current 
liabilities with current assets. 
Acid-Test (quick) 
ratio                        	
	
/ 	  
Shows ability to pay all current  








Indicates sale-ability of inventory 
the number of times a company 
sells its average inventory level 





     	 /
	
   
Measures ability to collect cash 
from  credit customers.  
 
5. Days’ sales in 
receivables 
	
/ 	 ^′  
Shows how many days’ sales 
remain in Accounts Receivable-
how many days it takes to collect 
the average level of receivables. 
6. Debt ratio             /
	   
Indicates percentage of assets 
financed with debt. 
7. Times-interest-
earned ratio  
         
      
	 /
	   
Measures the number of times 
operating income can cover 
interest expense. 
8. Rate of return 
on net sales  
                 /
	  
Shows the percentage of each 
sales dollar earned as net income. 
9. Rate of return 
on total 
   	
	 /
	  
Measures how profitably a 





Ratio Computation Information Provided 
10. Rate of return 
on common       
stockholders’ 





Gauges how much income is 
earned with the money invested 
by common stockholders. 
11. Earnings per 




/ 	 	 	 	 	 	
Gives the amount of net income 
per  




       
	 @
 
Indicates the market price of  
$1 of earnings. 
13. Dividend 
yield 




Shows the percentage of a stock’s 
market returned as dividends to 
stockholders each period. 
14. Book value 
per share of 
common stock.
  




Indicates the recorded accounting 


















name:  PhD_Log 
log:  C:\.....\~~Current\Model Runs\RunLods.log 
  log type:  text 
 
=============================== 
Run 01  
=============================== 
 
. logit Failed8Q  Rtrn_Ast Avg_Days_Sales Liab_Asts  if DataGroup==1 | DataGroup==2 | 
DataGr 
> oup==3, nolog 
 
Logistic regression                               Number of obs   =       1210 
                                                  LR chi2(3)      =     126.88 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -135.30062                       Pseudo R2       =     0.3192 
 
-------------------------------------------------------------------------------- 






      Rtrn_Ast |  -7.327278   1.561447    -4.69   0.000    -10.38766   -4.266899 
Avg_Days_Sales |   .0220402   .0036695     6.01   0.000     .0148481    .0292324 
     Liab_Asts |   3.630876   1.018345     3.57   0.000     1.634957    5.626795 
         _cons |  -4.624188   .8195949    -9.24   0.000    -6.176972   -2.964219 
-------------------------------------------------------------------------------- 
=============================== 
Run 02  
=============================== 
 
. logit Failed8Q  Rtrn_Ast Avg_Days_Pay_Out Liab_Asts  if DataGroup==1 | DataGroup==2 
| Data 
> Group==3, nolog 
 
Logistic regression                               Number of obs   =       1178 
                                                  LR chi2(3)      =      97.44 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -148.73687                       Pseudo R2       =     0.2467 
 
---------------------------------------------------------------------------------- 
        Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-----------------+---------------------------------------------------------------- 





Avg_Days_Pay_Out |   .0202665   .0038206     5.30   0.000     .0127782    .0277548 
       Liab_Asts |   4.437173   .9406665     4.72   0.000       2.5935    6.280845 




Run 03  
=============================== 
 
. logit Failed8Q  Rtrn_Capital Avg_Days_Sales Liab_Asts  if DataGroup==1 | DataGroup==2 
| Da 
> taGroup==3, nolog 
 
Logistic regression                               Number of obs   =       1210 
                                                  LR chi2(3)      =     132.80 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -132.33985                       Pseudo R2       =     0.3341 
 
-------------------------------------------------------------------------------- 
      Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
---------------+---------------------------------------------------------------- 
  Rtrn_Capital |  -4.474839   .9880809    -4.53   0.000    -6.411442   -2.538236 





     Liab_Asts |   3.385785   1.083482     3.12   0.002     1.262198    5.509371 




Run 04  
=============================== 
 
. logit Failed8Q  Rtrn_Capital Avg_Days_Pay_Out Liab_Asts  if DataGroup==1 | 
DataGroup==2 |  
> DataGroup==3, nolog 
 
Logistic regression                               Number of obs   =       1178 
                                                  LR chi2(3)      =     106.65 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -144.13254                       Pseudo R2       =     0.2701 
 
---------------------------------------------------------------------------------- 
        Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-----------------+---------------------------------------------------------------- 
    Rtrn_Capital |  -3.813082   .8577007    -4.45   0.000    -5.494145    -2.13202 
Avg_Days_Pay_Out |   .0202809   .0037236     5.45   0.000     .0129827    .0275792 









Run 05  
=============================== 
 
. logit Failed8Q  EBITDA_Mrgn Avg_Days_Sales Liab_Asts  if DataGroup==1 | DataGroup==2 
| Dat 
> aGroup==3, nolog 
 
Logistic regression                               Number of obs   =       1209 
                                                  LR chi2(3)      =     111.00 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -143.20222                       Pseudo R2       =     0.2793 
 
-------------------------------------------------------------------------------- 
      Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
---------------+---------------------------------------------------------------- 
   EBITDA_Mrgn |  -2.548173   .6524311    -3.91   0.000    -3.826915   -1.269432 
Avg_Days_Sales |   .0241528   .0037437     6.45   0.000     .0168153    .0314904 
     Liab_Asts |   4.356085   .9869948     4.41   0.000     2.421611    6.290559 








Run 06  
=============================== 
 
. logit Failed8Q  EBITDA_Mrgn Avg_Days_Pay_Out Liab_Asts  if DataGroup==1 | DataGroup==2 
| D 
> ataGroup==3, nolog 
 
Logistic regression                               Number of obs   =       1176 
                                                  LR chi2(3)      =      86.06 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -154.34417                       Pseudo R2       =     0.2180 
 
---------------------------------------------------------------------------------- 
        Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-----------------+---------------------------------------------------------------- 
     EBITDA_Mrgn |  -.1248598   .7000943    -0.18   0.858     -1.49702      1.2473 
Avg_Days_Pay_Out |    .029248   .0042544     6.87   0.000     .0209095    .0375865 
       Liab_Asts |   4.474993    .927551     4.82   0.000     2.657026     6.29296 








Run 07  
=============================== 
 
. logit Failed8Q  Grs_Mrgn Avg_Days_Sales Liab_Asts  if DataGroup==1 | DataGroup==2 | 
DataGr 
> oup==3, nolog 
 
Logistic regression                               Number of obs   =       1210 
                                                  LR chi2(3)      =     108.93 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -144.27685                       Pseudo R2       =     0.2740 
 
-------------------------------------------------------------------------------- 
      Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
---------------+---------------------------------------------------------------- 
      Grs_Mrgn |  -3.526109   1.144125    -3.08   0.002    -5.768552   -1.283666 
Avg_Days_Sales |   .0266929   .0036394     7.33   0.000     .0195598    .0338259 
     Liab_Asts |    4.24288   1.030063     4.12   0.000     2.223993    6.261766 








Run 08  
=============================== 
 
. logit Failed8Q  Grs_Mrgn Avg_Days_Pay_Out Liab_Asts  if DataGroup==1 | DataGroup==2 
| Data 
> Group==3, nolog 
 
Logistic regression                               Number of obs   =       1178 
                                                  LR chi2(3)      =      80.10 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -157.40892                       Pseudo R2       =     0.2028 
 
---------------------------------------------------------------------------------- 
        Failed8Q |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-----------------+---------------------------------------------------------------- 
        Grs_Mrgn |  -.1977295   1.100215    -0.18   0.857    -2.354112    1.958653 
Avg_Days_Pay_Out |   .0268026   .0035018     7.65   0.000     .0199393    .0336659 
       Liab_Asts |   4.544759   .9218263     4.93   0.000     2.738012    6.351505 









. log close 
      name:  <unnamed> 
       log:  C:\.....\Model Runs\RunLods.log 
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