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Abstract
This paper provides necessary conditions of optimality for optimal control problems with time
delays in both state and control variables. Different versions of the necessary conditions
cover fixed end-time problems and, under additional hypotheses, free end-time problems.
The conditions improve on previous available conditions in a number of respects. They
can be regarded as the first generalized Pontryagin Maximum Principle for fully non-smooth
optimal control problems, involving delays in state and control variables, only special cases of
which have previously been derived. Even when the data is smooth, the conditions advance
the existing theory. For example, we provide a new ‘two-sided’ generalized transversality
condition, associated with the optimal end-time, which gives more information about the
optimal end-time than the ‘one-sided’ condition in the earlier literature. But there are
improvements in other respects, relating to the treatment of initial data, specifying past
histories of the state and control, and to the unrestrictive nature of the hypotheses under
which the necessary conditions are derived.
KeyWords: Optimal Control, Maximum Principle, Time Delay Systems, Nonsmooth Analysis.
AMS Classification: 49J21, 49J52, 49J53.
1 Introduction
This paper concerns optimal control problems, in which we seek to minimize a cost
J(x(.), u(.)) = g(x(S), x(T )) +
∫
[S,T ]
L(t, {x(t − hk)}
N
k=0, {u(t − hk)}
N
k=0)dt ,
over control functions u(.) such that u(t) ∈ U(t), a.e., and state trajectories x(.) satisfying an
end-point constraint (x(S), x(T )) ∈ C and a dynamic constraint, formulated as a controlled
delay differential equation:
x˙(t) = f(t, {x(t− hk)}
N
k=0, {u(t− hk)}
N
k=0), a.e. t ∈ [S, T ] . (1.1)
Here, [S, T ] is a given time interval, h0 < h1 < . . . < hN are given numbers such that h0 = 0,
f(. .) : [S, T ] × R(1+N)×n × R(1+N)×m → Rn and L(. .) : [S, T ]× R(1+N)×n × R(1+N)×m → R are
given functions and U(t), S ≤ t ≤ T , and C are given sets. We write h := hN . Notice that,
∗Dept. of Mechanical Engineering, Massachusetts Institute of Technology, 77 Massachusetts Avenue, Cam-
bridge, MA, USA.(e-mail: aboccia@mit.edu).
†EEE Dept., Imperial College London, Exhibition Road, London SW7 2BT, UK (e-mail:
r.vinter@imperial.ac.uk).
1
according to this formulation, delays may occur in both x and u variables.
Under suitable hypotheses on the function f(. .), we can unambiguously associate a state tra-
jectory x(.) : [S, T ] → Rn with a given control function u(.) : [S, T ] → Rm (in some ap-
propriate function class) and initial data in the form of (a.e.) specified values dx(s) and du(s),
S−h ≤ s < S, of the x variable and the u variable, respectively, on the ‘delay interval’ [S−h, S],
and the initial value x0 of the x variable. The state trajectory x(.) is the absolutely continuous
solution to (1.1), consistent with the initial data, in the sense that, for each t ∈ [S, T ]:
x(t) = x0 +
∫
[S,t]
f(s, (t, {x(s − hk)}, {u(s − hk)}; {d(t − hk)})ds . (1.2)
Here, and throughout the paper, {x(s − hk)}
N
k=0 is written simply as {x(s − hk)}, etc. The
function f(. .; {d(s − hk)}) appearing in (1.2) is
f(t, x0, . . . , xN , u0, . . . , uN ; d0, . . . , dN )
:= f
(
t,
{
xk if t− hk ≥ S
dxk if t− hk < S
}N
k=0
,
{
uk if t− hk ≥ S
duk if t− hk < S
}N
k=0
)
,
describes how the initial segments of the state and control variables, gathered together as a sin-
gle function d(.) = (dx(.), du(.)) on the time interval [S − h, S], affect the evolution of the state
trajectory x(.). Note that the right side of (1.2) makes sense because x(t − hk) and u(t − hk)
need to be evaluated only when t − hk ∈ [S, T ] and the vector d(t − hk) needs to be evaluated
only when t − hk ∈ [S − h, S). This formulation of the dynamic constraint and cost covers, as
special cases, situations in which there are only time delays in the states, only time delays in the
controls, or when the delay times for controls and states differ, since, if the delay times differ,
we can take {h1, . . . , hN} to comprise all the time delays (in states and controls).
This paper provides necessary conditions of optimality for a ‘feasible process’ (x¯(.), u¯(.)) (i.e.
a state trajectory/control policy pair satisfying the constraints of the problem) and accom-
panying initial data to be a minimizer, in the form of a generalized Pontryagin Maximum
Principle (PMP). Necessary conditions for optimal control problems with time delays, of this
nature, go back to the beginnings of optimal control theory (see, e.g., [1]). Early derivations
of necessary conditions (see, e.g., [11], [13], [18] and the extensive references in [1] and [14])
were typically based on the application of abstract multiplier rules (due to Hestenes, Neustadt,
Warga, Gamkrelidze and others), which are specially adapted to the stucture of optimal control
problems interpreted as optimization problems over function spaces, and which take account
of density theorems relating to ‘original’ and ‘relaxed’ state trajectories, through consideration
of Gamkrelidze’s ‘quasiconvex families of functions’ (or by other means). In common with the
classical (delay-free conditions), these necessary conditions assert the existence of a ‘co-state’
trajectory p(.) satisfying a co-state equation and transversality conditions, and Weierstrass con-
dition telling us that a Hamiltonian-type function, evaluated along (x¯(.), p(.)) is maximized over
possible values of the control variable at u¯(.). A distinctive feature of these conditions is that
the co-state equation is an ‘advance functional differential equation’, namely
−p˙(t) =
N∑
k=0
p(t+ hk) · ∇xkf(t+ hk, {x¯(t− hj + hk)}
N
j=0 , (1.3)
{u¯(t− hj + hk)}
N
j=0; {d¯(t− hj + hk)}
N
j=0) a.e.
(∇xk refers to partial differentiation with respect to the k’th delayed state argument.)
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We derive necessary conditions of this nature, for general, possibly non-commensurate, delays
in both state and control variables. We also provide generalizations in which the initial data
(specifying the past histories of x(.) and u(.)), are included in the cost, and in which the terminal
time T is a choice variable (‘free-time’ problems). They reduce to Clarke’s nonsmooth PMP [4]
when when there are no time delays. Some special cases of these results were announced in [2].
The novel aspects of our work are as follows:
Nonsmoothness: We provide the first set of necessary conditions, in the form of a generalized
Pontryagin Maximum Principle, for ‘fully’ nonsmooth problems (i.e. problems in which the
only regularity hypothesis on the data w.r.t. the state variable is ‘Lipschitz continuity’) involv-
ing delays in states and controls. They resemble the classical necessary conditions for ‘smooth’
problems except that, in the costate relation (1.3) classical derivatives are replaced by set-valued
subdifferentials of nonsmooth analysis. Two earlier papers [6], [7] provide necessary conditions
for nonsmooth optimal control problems with time delays in the state alone. The difference is
that, in these papers, the dynamic constraint is modelled as a differential inclusion, and the
relation for the costate arc (combined with the Weierstrass condition) is a generalization of
Clarke’s Hamiltonian inclusion condition with ‘advanced’ arguments. As observed in [7, Section
1,], necessary conditions expressed in terms of the Hamiltonian inclusion imply the nonsmooth
Maximum Principle only for problems having special structure and not ‘fully’ nonsmooth prob-
lems, as in this paper. Furthermore, the methods of [6] and [7] cannot be adapted to cover
problems with time delays in the control, because it is not possible to express a controlled delay
differential equation (with delays in the control) as a delay differential inclusion (which can take
account only of delays in the state). [7] allows both distributed and discrete delays (in the state
variable), whereas we allow only discrete delays (in both state and control variables). Necessary
conditions for optimal control problems involving differential inclusions are also provided in [3]
and [15] for fixed time optimal control problems involving a single time delay in the state. We
mention that Warga [19] showed that a broad class of optimal control problems involving delays
and/or functional differential equations, distinct from the problems considered in this paper,
can be fitted to an abstract framework within which nonsmooth necessary conditions can be
derived; [19] requires a special ‘additively-coupled’ structure for the control delay dependence.
Free End-Time: This paper treats free end-time optimal control problems with time delays. In a
delay-free context, optimal control problems with free end-time can be reformulated as standard
optimal control problems on a fixed time interval, as a result of a transformation of the time
variable. Optimality conditions for free end-time problems can be obtained from those for fixed
end-time problems by applying fixed time conditions to the reformulated problem. For no time
delays then, the derivation of free end-time conditions is straightforward. For optimal control
problems with time delays, the reduction of free end-time problems to fixed end-time problems,
in order to derive optimality conditions, cannot generally be achieved. This is because the
time transformation, whose object is to fix the end-time, also generates a non-standard optimal
control problem with time delays, since the time delays now depend on the state variable. We
follow a different approach, which is new in a time delays context, based on a perturbation
of the end-time. We thereby derive a modified transversality condition, which supplies addi-
tional information about the optimal end-time, expressed in terms of the ‘essential value’ of a
maximized Hamiltonian-like function, introduced in [5]. Our free-time transversality condition,
which is ‘two-sided’, is stronger than the ‘one-sided’ condition in [14].
The Weierstrass Condition: A significant feature of the necessary conditions provided in this
paper is that they incorporate an ‘integral’ form of the Weierstrass condition for problems
involving general, non-commensurate time delays in state and control. For optimal control
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problems involving delays only in the state, the integral and pointwise forms of the Weierstrass
condition are equivalent. But when we allow non-commensurate control delays, the integral
form of the condition (appearing in this paper) is stronger than the pointwise form. While
integral forms have been proved in special cases (‘additively-coupled’ non-commensurate time
delays in the control (see, e.g. [19]) or commensurate control delays[14], only pointwise forms
(or weak ‘differentiated’ forms), of the Weierstrass condition are provided for general time de-
lays in the control, elsewhere in the literature. An exception is the important, but apparently
overlooked, work of Warga and Zhu [20]. For controlled functional differential equations with
non-additively-coupled, non-commensurate control delays, these authors establish the requisite
‘quasi-convexity’ properties required for the derivation of the integral form of the condition,
though they explore their implications to the theory of necessary conditions only in a special
case. Ideas in [20] play a key role in the derivation of the integral condition in this paper.
Initial Data: In this paper, the ‘initial data’ function d(t) = (dx(t), du(t)), S − h ≤ t ≤ S,
specifying the past history of state variable (the dx(.) component) and control variable (the
du(.) component) is regarded as a choice variable, which is required to satisfy
d(t) ∈ D(t) a.e. t ∈ [S − h, S]
and is taken account of in the cost by the integral cost term ‘+
∫ S
S−hΛ(t, d(t))dt ’.
The multifunction D(.) and the integrand Λ(., .) are required to satisfy merely weak measur-
ablility hypotheses and the component of the necessary conditions relating the optimal choice
of initial data takes the form of a ‘strong’ Maximum Principle. Optimality conditions relating
to the initial data to be found in earlier work provide less information (in the case of [6]) and
are derived under much stronger hypotheses. In [7], which concerns only state delays, it is
assumed that the integral cost term is a Lipschitz function of dx(.) (w.r.t. the sup norm) and
D(t) is required to be closed for each t. The relevant component of the necessary conditions is a
less informative ‘weak’ Weierstrass condition governing the initial data. [14] provides a ‘strong’
Weierstrass condition (in integrated form) for the initial data, but under stronger hypotheses:
D(t) is must be a closed, convex product set and the control delays are assumed commensurate.
Consider the important special case of a single delay or, more generally, commensurate delays
(i.e. all delays are integer multiples of a single positive number). For fixed time problems, all
the necessary conditions of this paper can be simply derived, using a transformation technique
widely attributed to Guinn ([10], [9]), but which is, in fact, due to Warga [17]. This transforma-
tion converts an optimal control problem with commensurate delays (in state and control) to a
delay-free problem, to which the standard PMP is applicable. (Note that free end-time problems
with commensurate delays cannot be reduced to delay-free problems in this way because, when
the end-time is free, the transformed problem does not have a suitable structure for application
of delay-free necessary conditions.)
Notation: The Euclidean norm of a vector x ∈ Rn is |x|. B indicates the closed unit ball in Rn.
The distance function dA(.) : R
n → R of a non-empty set A ⊂ Rn is defined as
dA(x) := inf{|x− y| : y ∈ A}, for x ∈ R
n .
The convex hull of the set A is written coA. Let I ⊂ R. The indicator function of the set I is
written χI(t) := {1 if t ∈ I and 0 otherwise}. Given a multifunction F (.) : R
n
❀ R
k, we denote
by GrF (.) the graph of F (.), namely the set {(x, v) ∈ Rn+k | v ∈ F (x)}. Given real numbers a
and b, a ∨ b := max{a, b} and a ∧ b := min{a, b}.
4
W 1,1( [a, b] ; Rn ) denotes the space of absolutely continuous functions x : [a, b]→ Rn, with norm
‖x‖W 1,1 := |x(a)| +
∫ b
a
|x˙(t)| dt .
We make use of several constructs from nonsmooth analysis, described in detail, for example, in
[16] or [8]: given a closed set E ⊂ Rn and x ∈ E, the proximal normal cone of E at x is
NPE (x) := {ζ ∈ R
n : ∃ ǫ > 0 and M > 0 s.t. ζ · (y − x) ≤M |y − x|2 for all y ∈ x+ ǫB}.
The limiting normal cone at x is
NE(x) := { lim
i→∞
ζi : ζi ∈ N
P
E (xi) and xi ∈ E for all i, and xi → x} .
If E is convex, these two normal cones coincide with the normal of cone of convex analysis.
Given a lower semicontinuous function f(.) : Rn → R ∪ {+∞} and a point x ∈ dom f(.) :=
{x ∈ Rn | f(x) < +∞}, the proximal subdifferential of f(.) at x is the set
∂P f(x) :=
{
ζ ∈ Rn : ∃ σ > 0 and ǫ > 0 such that, for all y ∈ x+ ǫB ,
〈ζ, y − x〉 ≤ f(y)− f(x) + σ|y − x|2
}
.
The limiting subdifferential of f(.) at x is
∂f(x) := { lim
i→∞
ζi : ζi ∈ ∂P f(xi), xi → x and f(xi)→ f(x)} .
The partial limiting subdifferential ∂xif(x¯) w.r.t. xi at x¯ = (x¯0, . . . , x¯N ) is the limiting subdif-
ferential with respect to the xi variable at x¯i when the other variables are fixed. The projected
limiting subdifferential w.r.t. xi of f(.) : R
n → R at x¯ = (x¯0, . . . , x¯N ), written
∂˜xif(x¯) := Πxi∂f(x¯) ,
is the projection of the limiting subdifferential of f(.) at x¯ onto the i’th coordinate. The partial
and projected limiting subdifferentials coincide with the classical partial derivative, when f(.)
is continuously differentiable near x¯, but can differ for Lipschitz functions.
Given an essentially bounded function h(.) : (a, b) → R and a point T ∈ (a, b), the essential
value of h(.) at T is the closed interval
ess
t→T
h(t) :=
[
lim
ǫ↓0
ess inf
T−ǫ≤t≤T+ǫ
h(t), lim
ǫ↓0
ess sup
T−ǫ≤t≤T+ǫ
h(t)
]
.
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2 Necessary Conditions for Fixed End-Time Problems
We consider the following optimal control problem:
(P )


Minimize J(x(.), u(.), d(.)) := g(x(S), x(T )) +
∫
[S−h,S]
Λ(t, d(t)) dt
+
∫
[S,T ]
L(t, {x(s − hk)}, {u(s − hk)}; {d(t − hk)})dt
over x(.) ∈W 1,1([S, T ];Rn) and measurable functions
u(.) : [S, T ]→ Rm, d(.) = (dx, du)(.) : [S − h, S]→ Rn × Rm,
such that
x˙(t) = f(t, {x(s − hk)}, {u(s − hk)}; {d(t − hk)}) a.e. t ∈ [S, T ],
u(t) ∈ U(t) a.e. t ∈ [S, T ],
d(t) ∈ D(t) a.e. t ∈ [S − h, S],
(x(S), x(T )) ∈ C .
Here, and below, expressions such as {x(t− hk)}should always be interpreted as {x(t− hk}
N
k=0.
The index k will be reserved for such expressions, and the values of k will always run from 0 to
N . We write h := hN .
The data comprises an interval [S, T ], real numbers h0, . . . , hN such that h0 = 0 < . . . < hN ,
functions g(., .) : Rn × Rn → R, Λ(., ., .) : [S − h, S] × Rn × Rm → R, f(., ., .) : [S, T ] ×
R
(1+N)×n × R(1+N)×m → Rn and L(., ., .) : [S, T ] × R(1+N)×n × R(1+N)×m → R, multifunctions
U(.) : [S, T ]❀ Rm and D(.) : [S − h, S]❀ Rn+m and a set C ⊂ Rn × Rn.
A feasible process is a 3-tuple (x(.), u(.), d(.)), in which x(.) : [S, T ] → Rn, u(.) : [S, T ] → Rm
and d(.) : [S − h, S] → Rn+m are functions satisfying the constraints in (P ), and for which
t→ Λ(t, d(t)) in integrable on [S − h, S] and
t→ L(t, {x(s − hk)}, {u(s − hk)}; {d(t − hk)})
is integrable on [S, T ]. We say that a feasible process (x¯(.), u¯(.), d¯(.)) is a L∞ local minimizer if
there exists ǫ > 0 such that
J(x(.), u(.), d(.)) ≥ J(x¯(.), u¯(.), d¯(.))
for any feasible process (x(.), u(.), d(.)) satisfying ‖x(.) − x¯(.)‖L∞([S,T ];Rn) ≤ ǫ.
We shall invoke the following hypotheses, in which f˜(t, {xk}, {uk}) := (f, L)(t, {xk}, {uk}) and
(x¯(.), u¯(.), d¯(.)) is a given feasible process. For some ǫ > 0:
(H1): g(., .) is Lipschitz continuous on (x¯(S), x¯(T )) + ǫB and C is a closed subset of R2n.
(H2): For every z ∈ R(1+N)×n, the function f˜(., z, .) is L([S, T ])×B measurable, the set GrU(.)
is L([S, T ]) × B measurable and the set GrD(.) is L([S − h, S]) × B measurable. Here,
for a given interval I, L(I) denotes Lebesgue subsets of R, B denotes the Borel sets of a
Euclidean space, and L(I)× B denotes the product σ-algebra.
6
(H3): There exists a function a Borel measurable function k(., (. .), (. .)) : [S, T ] × Rn×(N+1) ×
R
m×(N+1) such that t→ k(t, {u¯(t− hk)}, {d¯(t− hk)}) is integrable and
f˜(t, ., {uk}; {dk) is k(t, {uk}, {dk})-Lipschitz on {x¯(t− hk)}+ ǫB
n×(N+1)
for all {uk} ∈ U(t−h0)× . . .×U(t−hN ), {dk} ∈ D(t−h0)× . . .×D(t−hN ) a.e. t ∈ [S, T ].
Fix x(.) : [S, T ]→ Rn, u(.) : [S, T ]→ Rm , d(.) : [S−h, S]→ Rn+m, λ ≥ 0 and p(.) : [S, T ]→ Rn.
Define, for t ∈ [S, T ], u ∈ Rm and d ∈ Rm
Hλ(t,u,d;x(.), u(.), d(.), p(.)) := (p(t+ h0) · f − λL) (2.1)
(t+ h0, {x(t+ h0 − hk)}),u, u(t + h0 − h1), . . . ,
u(t+ h0 − hN );d, d(t + h0 − h1), . . . , d(t+ h0 − hN ))χ[S,T ](t+ h0)
+ . . .+ . . .
+(p(t+ hN ) · f − λL)
(t+ hN , {x(t+ hN − hk)}), u(t + hN − h0), . . . ,
u(t+ hN − hN−1),u; d(t + hN − h0), . . . , d(t+ hN − hN−1),d)χ[S,T ](t+ hN ).
Theorem 2.1. Let (x¯(.), u¯(.), d¯(.)) be an L∞ local minimizer for (P). Assume hypotheses (H1)-
(H3) are satisfied for some ǫ > 0.
Then there exist pk(.) ∈W
1,1([S − hk, T ];R
n), k = 0, . . . , N , and λ ≥ 0 such that{
p˙k(t) = 0 for t ∈ [S − hk, S]
pk(t) = 0 for t ∈ [(T − hk) ∨ S, T ] ,
(2.2)
for k = 1, . . . , N , with the following properties, in which p(.) ∈W 1,1([S, T ];Rn) is the function
p(t) :=
N∑
k=0
pk(t) for t ∈ [S, T ] . (2.3)
(a): (nontriviality) (λ, p(.)) 6= 0,
(b): (adjoint inclusion)
{−p˙0(t− hk)} ∈ co ∂{xk} (p · f − λ(L+ Λ))(t, {xk}, {u¯(t− hk)}; {d¯(t− hk)})
({xk} = {x¯(t− hk)}), a.e. t ∈ [S − h, T ].
(c): (integral Weierstrass condition)∫
[S−h,T ]
(p · f − λ(L+ Λ))(t, {x¯(t− hk)}, {u(t − hk)}; {d(t − hk)})dt (2.4)
≤
∫
[S−h,T ]
(p · f − λ(L+ Λ))(t, {x¯(t− hk)}, {u¯(t− hk)}; {d¯(t− hk)})dt
for any selectors u(.) of U(.) and d(.) of D(.) such that the integrand on the left side of
(4.7) is integrable.
(d): (p(S),−p(T )) ∈ λ∂g(x¯(S), x¯(T )) +NC(x¯(S), x¯(T )).
It follows from the definition (2.2) and (2.3) of p(.) and from condition (b) that p(.) satisfies the
‘advance’ functional differential inclusion:
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(b∗): −p˙(t) ∈
∑N
j=0 χ[S,T−hk](t) co ∂˜xj (p · f − λL)
(t+ hj , {xk}, {u¯(t− hk + hj)}k, {u¯(t− hk + hj)}; {d¯(t− hk + hj)}
({xk} = {x¯(t− hk + hj)}) a.e. t ∈ [S, T ]
in which ∂˜xi denotes the projected limiting subdifferential onto the i’th delayed state coordinate.
Condition (c) implies
(c∗): (Pointwise Maximum Principle)
Hλ(t, u¯(t), d¯(t); x¯(.), u¯(.), d¯(.), p(.)) = max
u∈U(t), d∈D(t)
Hλ(t, u, d; x¯(.), u¯(.), d¯(.), p(.))
a.e. t ∈ [S − h, T ] ,
A proof of Thm. 2.1 is given in a later section.
Comments
(a): The key conditions in Thm. 2.1 are (a), (b∗), (c)-(e) involving the function p(.). When
({xk}) → (f, L)(t, {xk}, {uk}; {dk}) is C
1 near ({x¯(t − hk)}) , they reduce to standard
necessary conditions expressed in terms of a costate function p(.) satisfying the ‘advance’
functional differential equation (1.3) of the Introduction. The condition (b), expressed
in terms of the collection of pk(.)’s in the sum decomposition (2.2) of p(.) is a more
precise condition than (b∗) in a non-smooth setting because the subdifferential ∂{xk}(p ·
f) is a subset, and in some cases a strict subset, of the product of projected partial
subdiffererentials ∂˜x0(p · f)× . . . × ∂˜xN (p · f).
(b): The integral Weierstrass condition (c) (for control functions and initial data functions),
which allows simultaneous variation of the entries in all the control delay slots (provided
they are all associated with some control function) is a stronger condition (when there
are time delays in the control), than the pointwise condition (c)∗, expressed in terms of
the Hamiltonian function (2.1), which involves variations in the control slots only one
at a time. Note that, elsewhere in the literature (see, e.g., [19]), integral forms of the
Weierstrass condition are given only under the addition hypothesis that the control delays
are additively coupled. Apparently the only exception is [20], where, in a special setting,
Warga and Zhu derive an integral form of the condition for non-additively coupled control
delays.
(c): The initial data segments dx(s) and du(s), s ∈ [S − h, S], for the x and u variables are
treated in a more general way than in the previous literature. Here they are regarded
as choice variables that are required to satisfy d(t) = (dx, du)(t) ∈ D(t) a.e.. D(t) need
not be closed or bounded, and is not necessarily a product set that captures, separately,
constraints on initial state and initial control segments. The optimal initial segment d¯(.) is
characterized by two versions of ‘strong’ Weierstrass condition (the pointwise condition (d)
and integral condition (d∗)), which provide more information about d¯(.) than the ‘weak’
condition in [7] (when it is applicable) expressed in terms of normal cones of D(t). An
integrated version of the ‘strong’ Weierstrass condition on the initial data for the optimal
state variable is included in the necessary conditions of [14], but D(t) is required to be a
closed convex set.
(d): Our nonsmooth necessary conditions allow time delays in the control. They improve on
earlier nonsmooth necessary conditions for time delay problems, which allow delays only
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in the state [6], [7], or require a separable structure for the control delay dependence [19].
In common with [20], they improve on available necessary conditions in [14] for smooth
problems with delays in both state and control, because they do not require the control
delays to be commensurate.
3 Necessary Conditions for a Free End-Time Problem
Consider next a related problem to (P ) above, in which the end-time T is free, and included in
the choice variables, and in which there are no control delays.
(PFT )


Minimize J(x(.), u(.), d(.), T ) := g˜(x(S), x(T ), T ) +
∫
[S−h,S]
Λ(t, d(t)) dt
+
∫
[S,T ]
L(t, {x(t− hk)}, u(t); {d(t − hk)})dt,
over T ≥ S, x(.) ∈W 1,1([S, T ];Rn) and measurable functions
u(.) : [S, T ]→ Rm, d(.) : [S − h, S]→ Rn
such that
x˙(t) = f(t, {x(t− hk)}, u(t); {d(t − hk)})
a.e. t ∈ [S, T ],
u(t) ∈ U(t) a.e. t ∈ [S, T ],
d(t) ∈ D(t) a.e. t ∈ [S − h, S]
(x(S), x(T ), T ) ∈ C˜ .
Here, h := hN . The data for (PFT ) comprises a real number S, real numbers h0, . . . , hN such
that 0 = h0 < . . . < hN , functions g˜(., ., .) : R
n × Rn × R → R, Λ(., .) : [S − hk, S] × R
n → R,
f(., ., .) : [S,∞) × R(1+N)×n × Rm → Rn and L(., ., .) : [S,∞) × R(1+N)×n × Rm → R, multi-
functions U(.) : [S,∞)❀ Rm and D(.) : [S − h, S]❀ Rn and a set C˜ ⊂ Rn × Rn × [0,∞).
A feasible process for (PFT ) is a 4-tuple (x(.), u(.), d(.), T ), where T is a number (T ≥ S),
x(.) : [S, T ] → Rn, u(.) : [S, T ] → Rm and d(.) : [S − h, S] → Rn are functions in the specified
spaces, satisfying the constraints in (PFT ) and such that t→ Λ(t, d(t)) is integrable on [S−h, S],
and t→ L(t, {x(t− hk)}; {d(t − hk)}) is integrable on [S, T ].
A feasible process (x¯(.), u¯(.), d¯(.), T¯ ) is an L∞ local minimizer if there exists ǫ > 0 such that
J(x(.), u(.), d(.), T ) ≥ J(x¯(.), u¯(.), d¯(.), T¯ )
for any feasible process (x(.), u(.), d(.), T ) satisfying ‖x(.) − x¯(.)‖L∞([S,T∧T¯ ];Rn) + |T − T¯ | ≤ ǫ .
We shall invoke the following hypotheses, in which f˜(., ., .) := (f, L)(., ., .) and (x¯(.), u¯(.), d¯(.), T¯ )
is a given feasible process. For some ǫ > 0:
(HFT1): g(., ., .) is Lipschitz continuous on (x¯(S), x¯(T¯ ), T¯ )+ ǫB2n+1. C˜ is a closed subset of R2n+1.
(HFT2): For every z ∈ R(1+N)×n, the function f˜(., z, .) is L([S, T¯ + ǫ]) × B measurable, the set
GrU(.) is L([S,∞])× B measurable and the set GrD(.) is L([S − h, S])× B measurable.
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(HFT3): There exists a function a Borel measurable function k(. .) : [S, T¯ ] × Rm × Rn×(N+1) and
numbers k¯ > 0 and c¯ > 0 such that t→ k(t, u¯(t), {d¯(t− hk)}) is integrable on [S, T¯ ] and
f˜(t, ., u; {dk}) is k(t, u, {dk})-Lipschitz on {x¯(t− hk)}+ ǫB
n×(N+1)
for all u ∈ U(t), {dk} ∈ D(t− h0)× . . .×D(t− hN ) a.e. t ∈ [S, T ]. Moreover
f˜(t, ., u; {dk}) is k¯-Lipschitz and c¯-bounded on {x¯(t− hk)}+ ǫB
n×(N+1)
for all u ∈ U(t), {dk} ∈ D(t− h0)× . . .×D(t− hN ) a.e. t ∈ [T¯ − ǫ, T¯ + ǫ],
There follows a set of necessary conditions for (x¯(.), u¯(.), d¯(.), T¯ ) to be an L∞-local minimizer
for the free end-time problem (PFT ).
Theorem 3.1. Let (x¯(.), u¯(.), d¯(.), T¯ )) be an L∞ local minimizer for (PFT ). Assume hypotheses
(HFT1)-(HFT3). Assume also that T¯ − S > h .
Then there exists pk(.) ∈W
1,1([S − hk, T¯ ];R
n) such that{
p˙k(t) = 0 for t ∈ [S − hk, S]
pk(t) = 0 for t ∈ [T¯ − hk, T¯ ] ,
k = 1, . . . , N , λ ≥ 0 and ξ ∈ R, with the following properties, in which p(.) ∈W 1,1([S, T¯ ];Rn) is
the function:
p(t) =
N∑
k=0
pk(t) for t ∈ [S, T¯ ] . (3.1)
Conditions (a)-(d), (b∗) and (c∗) of Thm. 2.1 (in which (f, L) does not depend on the ‘delayed’
control variables (u(t − h1), . . . , u(t − hN )) and [S, T ] is replaced by [S, T¯ ]). Furthermore, in
place of (d), the following ‘free end-time’ transversality condition is satisfied:
(d ′):
(
p(S),−p(T¯ ), ξ
)
∈ λ∂g˜(x¯(S), x¯(T¯ ), T¯ ) +NC˜(x¯(S), x¯(T¯ ), T¯ ),
in which ξ is some number that satisfies
ξ ∈ ess
t→T¯
{
max
u∈U(t)
(p(T¯ ) · f − λL)(t, {x¯(T¯ − hk)}, u)
}
.
Comments
(a): Condition (d′) is apparently the first generalized tranversality condition for free end-time
optimal control problems with delays, when the data is assumed to be merely measurable
w.r.t. to the time variable. But it provides new information even in the continuous case.
Indeed, suppose that C˜ = C × R, i.e. the free end-time T is unconstrained and g is a C1
function, (f, L) are continous w.r.t. the time variable and U(t) is a constant compact set
U. Then the ‘essential value’ is single valued and the transversality condition provides the
following information about the optimal end-time T¯ :
max
u∈U
(
p(T¯ ) · f − λL
)
(T¯ , {x¯(T¯ − hk)}, u) = ∇T g(x¯(S), {x¯(T¯ ), T¯ ) . (3.2)
Note that this is an equality (or ‘two sided’) relation. The necessary conditions in [14]
include an inequality (or ‘one sided’) version of this relation which conveys less information.
(b): The transversality condition (3.2) is used in [2], to derive sensitivity relations and construct
algorithms for the computation of solutions to free end-time optimal control problems with
delays.
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4 Proof of Theorem 2.1
We shall make extensive use of the following existence theorem for delay differential equations
with accompanying estimates, which is can be regarded as a generalization of Filippov’s Exis-
tence Theorem [16, Thm. 2.4.3.] for (delay free) differential inclusions.
Theorem 4.1. Take 0 =: h0 < . . . < hN−1 < hN , ǫ¯ ∈ (0,∞) ∪ {+∞}, a function f(., .) :
[S, T ] × R(N+1)×n → Rn and a measurable function d(.) : [S − h, S] → Rn. Take also y(.) ∈
W 1,1([S, T ];Rn) (the ‘reference trajectory’) and ξ ∈ Rn (the ‘initial state’). Assume
(a): f(., {xk}) is measurable for each {xk} ∈ R
(N+1)×n.
(b): there exists k(.) ∈ L1 such that
{xk} → f(t, {xk}; {d(t − hk)}) (4.1)
is k(t) Lipschitz continuous on (y((t− h0) ∨ S), . . . , y((t− hN ) ∨ S)) + ǫ¯B, a.e..
Assume also that
|y(S)− ξ|+
∫ T
S
|y˙(t)− f(t, {y(t− hk)}); {d(t − hk)})|dt
≤ ǫ¯×
(
exp{(N + 1)
∫ T
S
k(t) dt}
)−1
.
(In the case ǫ¯ = +∞, this last condition is automatically satisfied and the function (4.1) is
required to be k(t) Lipschitz on Rn.) Then:
(A): there exists a solution x(.) ∈W 1,1([S, T ];Rn) to the equation
x˙(t) = f(t, {x(t− hk)}); {d(t − hk)}) a.e. t ∈ [S, T ] (4.2)
with initial state x(S) = ξ and satisfying
||y(.) − x(.)||L∞(S,t) ≤ |y(S)− x(S)|+
∫ t
S
|y˙(s)− x˙(s)| ds ≤
e(N+1)
∫ t
S
k(s) ds
(
|ξ − y(S)| +
∫ t
S
|y˙(s)− f(s, {y(s− hk)}); {d(s − hk)})|ds
)
,
for all t ∈ [S, T ].
(B): if ǫ¯ = +∞, (4.2) has a unique solution x(.) in W 1,1 (for given x(S), u(.) and d(.)).
Proof. (A) is proved by means of a straightforward adaptation of the proof of the well-known
related existence theorem for differential inclusions, based on ‘Picard iteration’ (see, e.g., [16,
Proof of Thm. 2.4.3.]). To prove (B) note that, if the hypotheses are satisfied with ǫ¯ = +∞,
then (4.2) has a solution, by part (A). If there are two solutions x(.) and y(.), we deduce from
hypothesis (b) that the continuous function ξ(t) := ||x(.) − y(.)||L∞([0,t]) satisfies
|ξ(t)| ≤
∫
[S,t]
(N + 1)× k(s)|ξ(s)|ds for t ∈ [S, T ] .
We conclude from Gronwall’s inequality that ξ(.) ≡ 0, whence x(.) = y(.) .
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We first validate the assertions of Thm. 2.1 when hypotheses (H1)-(H3) are supplemented by
several additional hypotheses. We then show that the assertions remain true when the additional
hypotheses are removed. The additional hypotheses (which make reference to the initial state
x¯(S) of the process (x¯(.), u¯(.)) under consideration) are as follows:
(A0): (f, L)(t, {xk}, {uk}; {dk}) does not depend on the initial data {dk} and Λ(., .) ≡ 0.
(When (A0) is satisfied, we write f(t, {xk}, {uk}) in place of f(t, {xk}, {uk}; {dk}).)
(A1): There exists a bounded, L × B measurable function L˜(., .) : [S, T ] × Rm → R such that
L(t, {xk}, {uk}) = L˜(t, u0).
(A2): There exist integrable functions c0(.) : [S, T ]→ R and k0(.) : [S, T ]→ R such that, for all
selectors u(.) ∈ U(.) and a.e. t ∈ [S, T ], the mapping
(i): {xk} → f(t, {xk}, {u(t− hk)}) is c0(t) bounded on R
n×(N+1),
(ii): {xk} → f(t, {xk}, {u(t − hk)) is k0(t)-Lipschitz continuous on R
n×(N+1).
(A3): C = Rn × Rn .
(A4): There exist continuously differentiable functions l0(.) : R
n → R and l1(.) : R
n → R and
α ≥ 0, such that
g(x0, x1) = l0(x0) + α|x0 − x¯(S)|+ l1(x1) for all (x0, x1) ∈ R
n × Rn . (4.3)
Step 1: We confirm the assertions of Thm. 2.1 (with λ = 1) under (H1)-(H3), (A0)-(A4).
Assume that (x¯(.), u¯(.)) is an L∞ local minimizer for problem (P ), under hypotheses (H0)-(H3)
and (A1)-(A4). Then, for some ǫ > 0, (x¯(.), u¯(.), d¯(.)) is a minimizer for
(P ǫ)


Minimize J(x(.), u(.)) := l0(x(S)) + α|x(S) − x¯(S)|+ l1(x(T )) + +
∫
[S,T ] L˜(t, u(t)) dt,
subject to
x˙(t) = f(t, {x(t− hk)}, {u(t − hk}),
u(t) ∈ U(t) a.e. t ∈ [S, T ],
||x(.)− x¯(.)||L∞ ≤ ǫ .
For each positive integer i, consider the related problem:
(Pi)


Minimize Ji(x(.), {yk(.)}, u(.)) := l0(x(S)) + α|x(S) − x¯(S)| + l1(x(T ))
+
∫
[S,T ] L˜(t, u(t)) dt + i×
(∑N
k=0
∫
[(S+hk)∧T,T ]
k0(t)|yk(t)− x(t− hk)|
2dt
)
over {yk(.) ∈ L
1
k0(.)
([(S + hk) ∧ T, T ];R
n)} and selectors u(.) of U(.) s.t.
x˙(t) = f(t, {yk(t)}, {u(t − hk}), a.e.
u(t) ∈ U(t) a.e. t ∈ [S, T ],
||x(.)− x¯(.)||L∞ ≤ ǫ.
Here, k0(.) is the integrable bound of hypothesis (A2) and L
1
k0(.)
([a, b]) denotes measurable
functions φ : [a, b]→ Rn such that k0(t)φ(t) ∈ L
1. Observe that the cost can be infinite because
the yk(.)’s are allowed to be L
1 functions and the cost involves L2 norms. Write the infimum
costs of (Pi) and (P
ǫ) as inf(Pi) and inf(P
ǫ), respectively.
Lemma 4.2.
lim
i→∞
inf(Pi) = inf(P
ǫ) .
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Proof. We deduce from the special structure of the (Pi)’s and (P
ǫ) that
−∞ < inf(Pi) ≤ inf(Pj) ≤ inf(P
ǫ) for any index values i < j . (4.4)
Fix i > 0 and take any feasible process (x(.), {yk(.)}, u(.)) for (Pi) such that Ji(x(.), {yk(.)}, u(.))
<∞. (Such a feasible process, namely (x¯(.), {x¯(.− hk)}, u¯(.), d¯(.)), exists.)
By Filippov’s Thm., applied with y(.) = x(.) and initial state ξ = x(S), there exists a feasible
process (xi(.), u(.)) for (P
ǫ) (with the same u(.) and d(.)) such that xi(S) = x(S) and
||xi(.)− x(.)||L∞ ≤ K ×
N∑
k=0
(
∫
[(S+hk)∧T,T ]
k0(t)|yk(t)− x(t− hk)|dt) .
(K is a number that does not depend on our choice of (x(.), {yk(.)}, u(.)).) With the help of
Ho¨lder’s inequality, we can show that
Ji(x(.), {yk(.)}, u(.)) − Ji({xi(.), xi(.− hk)}, u(.))
≥
N∑
k=0
∫
[(S+hk)∧T,T ]
k0(t)
(
i× |yk(t)− x(t− hk)|
2 −Kkl1 |yk(t)− x(t− hk)|
)
dt ,
≥
N∑
k=0
(
(
∫
[S,T ]
k0(t)dt)
−1 × i× z2k −Kkl1zk
)
, (zk =
∫
[(S+hk)∧T,T ]
k0(t)|yk(t)− x(t− hk)|dt)
≥
N∑
k=0
min
z∈R
(
(
∫
[S,T ]
k0(t)dt)
−1 × i× z2 −Kkl1z
)
≥ −γ × i−1 ,
in which γ := 14 (N + 1) × (Kkl1)
2 × ||k0(.)||L1 and kl1 is a Lipschitz constant for l1(.). Since
(x(.), {yk(.)}, u(.)) was chosen arbitrarity, we have shown that
inf (Pi) ≥ inf(P
ǫ)− γ × i−1 .
Combining this inequality with (4.4) give the desired relation.
Now write problem (Pi) as
Minimize {Ji(x(.), {yk(.)}, u(.)) | (x(.), {yk (.)}, u(.)) ∈ Aǫ} ,
in which
Aǫ := {(x(.), {yk}, u(.)) |x(.) ∈W
1,1, yk(.) ∈ L
1
k0(.)
([(S + hk) ∧ T, T ]) for k = 0, . . . , N,
u(.) is a selector of U(.), x˙ = f a.e., ||x(.) − x¯(.)||L∞ ≤ ǫ}.
Equip Aǫ with the metric
dE((x
′(.), {y′k(.)}, u
′(.)), (x(.), {yk(.)}, u(.))) =
|x′(S)− x(S)| +
N∑
k=0
∫
[(S+hk)∧T,T ]
k0(t)|y
′
k(t)− yk(t)| dt + meas {t ∈ [S, T ] |u
′(t) 6= u(t)}
It can be shown that, w.r.t. this metric, Aǫ is complete and Ji(., ., .) is lower semicontinuous on
Aǫ. (The lower semicontinuity can be deduced from Fatou’s Lemma, as demonstrated in [16, page
13
245].) By Lemma 4.2, there exists γi ↓ 0 such that, for each i, (x¯(.), y0(t) ≡ x¯(t−h0), . . . , yN (t) ≡
x¯(t − hN ), u¯(.), d¯(.)) is a γi minimizer for (Pi) . According to Ekeland’s Theorem, there exists,
for each i, (xi(.), y
i
0(.), . . . , y
i
N (.), ui(.)) ∈ Aǫ which is a minimizer for the optimization problem:
(P˜i) Minimize {Ji((x(.), {yk(.)}, u(.))
+ γ
1
2
i dE ((x(.), {yk(.)}, u(.)), (xi(.), {y
i
k(.)}, ui(.))) |
(x(.), {yk(.)}, u(.)) ∈ Aǫ} ,
and
dE((xi(.), {y
i
k(.)}, ui(.)), (x¯(.), {x¯(.− hk)}, u¯(.))) ≤ γ
1
2
i . (4.5)
It can be deduced from (4.5), with the help of Thm. 4.1, that ||xi(.)− x¯(t)||L∞ → 0, as i→∞.
We have then, for i sufficiently large,
||xi(.) − x¯(.)||L∞ ≤ ǫ/2 .
Define mi(., .) : [S − h, S]× R
n+m → R as
mi(t, u) :=
{
0 if u = ui(t) .
1 if u 6= ui(t)
. (4.6)
The cost function for (P˜i) can be written
J˜i((x(.), {yk(.)}, u(.)) := i×
(
N∑
k=0
∫
[(S+hk)∧T,T ]
k0(t)|yk(t)− x(t− hk)|
2dt
)
+
∫
[S,T ]
(L˜(t, u(t)) + γ
1
2
i mi(t, u(t)))dt
+ l0(x(S)) + α|x(S)− x¯(S)|+ γ
1
2
i |x(S)− xi(S)|+ l1(x(T )) .
Lemma 4.3. Take a minimizer (x∗(.), {y∗k(.)}, u
∗(.)) for (P˜i) such that ||x
∗(.)− x¯(.)||L∞ ≤ ǫ/2.
Define the functions pk(.) : [S − hk, T ]→ R
n, k = 0, . . . , N according to

−p˙k(t− hk) = 2× i× k0(t)(y
∗
k(t)− x
∗(t− hk)) a.e. t ∈ [(S + hk) ∧ T, T ]
pk(t) = 0 for t ∈ [(T − hk) ∨ S, T ] if k > 0
p˙k(t− hk) = 0 a.e. t ∈ [S, (S + hk) ∧ T ]
−p0(T ) = ∇l1(x
∗(T )) ,
and let p(.) : [S, T ]→ Rn be the W 1,1 function p(t) :=
∑N
k=0 pk(t) for t ∈ [S, T ] . Then
(b) ′: ({−p˙k(t− hk)}) ∈ co ∂{xk} (p · f − L)(t, {y
∗
k(t)}, {u
∗(t− hk)}) a.e. t ∈ [S, T ],
(c) ′: For any selector u(.) of U(.),∫
[S,T ]
(p · f − λL)(t, {y∗k(t)}, {u(t − hk)})dt ≤
∫
[S,T ]
(p · f − λL)(t, {y∗k(t)}, {u¯(t− hk)})dt, (4.7)
( d) ′: p(S) ∈ ∇l0(x
∗(S)) + (γ
1
2
i + α)B, −p(T ) = ∇l1(x
∗(T )).
Proof. Take δ > 0, ξ ∈ Rn, functions yk(.) ∈ L
2
k0(.)
([(S + hk) ∧ T, T ]), k = 0, . . . , N , and
a selector u(.) of U(.). Let x(.) be the corresponding state trajectory, with initial condition
x(S) = x∗(S) + δξ. Assume that x(t) ∈ x¯(t) + ǫ/2 for all t ∈ [S, T ].
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By ‘optimality’ of (x∗(.), {y∗k(.)}, u
∗(.)) and since x(.) and x∗(.) satisfy the dynamic constraint,
δ−1
(
N∑
k=0
∫
[(S+hk)∧T,T ]
i× k0(t)
(
|yk(t)− x(t− hk)|
2 − |y∗k(t)− x
∗(t− hk)|
2
)
dt
)
+δ−1
(
l0(x
∗(S) + δξ) − l0(x
∗(S)) + γ
1
2
i δ|ξ|+ l1(x(T ))− l1(x
∗(T ))
+α(|x∗(S) + δξ − x¯(S)| − |x∗(S)− x¯(S)|)
)
+δ−1
(∫
[S,T ]
(L˜(t, u(t)) − L˜(t, u∗(t))) + γ
1
2
i (mi(t, u(t)) −mi(t, u
∗(t))) dt
)
(4.8)
+δ−1
(∫
[S,T ]
p(t) ·
(
x˙(t)− x˙∗(t)− [f(t, {yk(t)}, {u(t − hk)}) − f(t, {y
∗
k(t)}, {u
∗(t− hk)})]
)
dt
)
≥ 0 .
Performing an integration by parts yields the identity∫
[S,T ]
p(t) · (x˙(t)− x˙∗(t))dt = −
∫
[S,T ]
p˙(t) · (x(t)− x∗(t))dt
+p(T ) · (x(T )− x∗(T ))− p(S) · (x(S)− x∗(S)) .
Substituting this expression into (4.8), employing the expansion
|yk(t)− x(t− hk)|
2 = |yk(t)− x
∗(t− hk)|
2 + |x(t− hk)− x
∗(t− hk)|
2
− 2(y∗k(t)− x
∗(t− hk)) · (x(t− hk)− x
∗(t− hk))− 2(yk(t)− y
∗
k(t)) · (x(t− hk)− x
∗(t− hk))
and using the estimates
l1(x(T ))− l1(x
∗(T ))−∇l1(x
∗(T )) · (x(T )− x∗(T )) ≤ θ(|x(T )− x∗(T )|)
l0(x(S))− l0(x
∗(S)) − δ∇l0(x
∗(S)) · ξ ≤ θ(δ|ξ|)
|x(S)− x¯(S)| − |x∗(S)− x¯(S)| ≤ δ|ξ|,
(for some function θ(.) : [0,∞)→ [0,∞) such that limα↓0 α
−1θ(α) = 0), we arrive at
δ−1
(
N∑
k=0
∫
[S,T ]
i× k0(t)
(
|yk(t)− x
∗(t− hk)|
2 − |y∗k(t)− x
∗(t− hk)|
2
)
χ[S,T ](t− hk)dt
)
+ (∇l0(x
∗(S))− p(S)) · ξ + (γ
1
2
i + α)|ξ|
+δ−1
(∫
[S,T ]
(L˜(t, u(t)) − L˜(t, u∗(t))) + γ
1
2
i (mi(t, u(t)) −mi(t, u
∗(t))) dt
)
+ δ−1
∫
[S,T ]
−p(t) · [f(t, {yk(t)}, {u(t − hk)}) − f(t, {y
∗
k(t)}, {u
∗(t− hk)})})] dt
+ E1({yk(.)}, x(.), {y
∗
k(.)}, x
∗(.)) + E2({yk(.)}, x(.), {y
∗
k(.)}, x
∗(.)) ≥ 0 . (4.9)
in which the first ‘error’ term E1(. .) is
E1({yk(.)}, x(.), {y
∗
k(.)}, x
∗(.)) :=
δ−1
N∑
k=0
∫
[S,T ]
(
− 2ik0(t)(y
∗
k(t)− x
∗(t− hk))− p˙k(t− hk)
)
·
(
x(t− hk)− x
∗(t− hk)
)
χ[S,T ](t− hk)dt
+δ−1 (∇l1(x
∗(T )) + p(T )) · (x(T )− x∗(T )) ,
15
and the second ‘error’ term E2(.) is some function that satisfies
E2({yk(.)}, x(.), {y
∗
k(.)}, x
∗(.)) ≤ δ−1
(
θ(δ|ξ|) + θ(|x(T )− x∗(T )|)
)
+ δ−1K(i)×(
N∑
k=0
∫
[(S+hk)∧T,T ]
k0(t)|yk(t)− y
∗
k(t)|dt× ||x(.) − x
∗(.)||L∞ +
∫
[S,T ]
k0(t)|x(t)− x
∗(t)|2dt
)
.
(4.10)
(K(i) is some number that depends on i, but not on the choice of ξ, u(.) and {yk(.)}.)
Note that E1(. .) ≡ 0, because of the defining relations of the pk(.)’s.
We now confirm the assertions of the lemma by examining inequality (4.9), for various choices
of δ > 0, ξ, the yk(.)’s, u(.).
Confirmation of (d) ′: Notice that −p(T ) = ∇l1(x
∗(T )), by definition of the pk(.)’s. To verify
the other transversality condition, take any ξ ∈ Rn and sequence δj ↓ 0. For each j let xj(.) be
the state trajectory corresponding to y∗k(.), k = 0, . . . , N , u
∗(.) and d∗(.) and with initial value
xj(S) = x
∗(S) + δjξ. It is easy to show that
||xj(.)− x
∗(.)||L∞ → 0, as j →∞ (4.11)
and there exist a number C such that, for j = 1, 2, . . .,
δ−1j ||xj(.)− x
∗(.)||L∞ ≤ C. (4.12)
Now consider (4.9) when δ = δj , yk(.) = y
∗
k(.) for k = 0, . . . , N , u(.) = u
∗(.), d(.) = d∗(.) and
x(.) = xj(.). From (4.11) and (4.12) we see that
E2({y
∗
k(.)}, xj(.), {y
∗
k(.)}, x
∗(.))→ 0 as j →∞ .
We may pass to the limit as j →∞, to obtain
(∇l0(x
∗(S))− p(S)) · ξ + (γ
1
2
i + α)|ξ| ≥ 0 .
Since this inequality is valid for every ξ ∈ Rn, we conclude that p(S) ∈ ∇l0(x
∗(S)) + (γ
1
2
i +α)B.
Confirmation of (b) ′: Choose yk(t) ∈ L
2
k0(.)
([(S + hk) ∧ T, T ]) such that
yk(t) ∈ y
∗
k(t) + (1 + k0(t))
−1
B a.e. t, for k = 0, . . . , N . (4.13)
Define
S := {t¯ ∈ (S, T ) | t¯ is a Lebesgue point of t→ k0(t)(|yk(t)− x
∗(t− hk)|
2 − |y∗k(t)− x
∗(t− hk)|
2)
and t→ f(t, {yk(t)}, {u
∗(t− hk)}) − f(t, {y
∗
k(t)}, {u
∗(t− hk)})
Take δj ↓ 0 and t¯ ∈ S. For each j, t ∈ [(S + hk) ∧ T, T ], let
yjk(t) =
{
yk(t) if t ∈ [t¯, t¯+ δj ]
y∗k(t) if t /∈ [t¯, t¯+ δj ] ,
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for k = 0, . . . , N . Write xj(.) for the state trajectory corresponding to {y
j
k(.)} and u
∗(.), with
initial value x∗(S). For each j, consider (4.9) with δ = δj , ξ = 0, {yk(.)} = {y
j
k(.)} and
u(.) = u∗(.). Making use of (4.13), we can show that (4.11) and (4.12) are satisfied, and∫
k0(t)|y
j
k(t)− y
∗(t)|dt→ 0 as j →∞. It follows that
E2({y
j
k(.)}, xj(.), {y
∗
k(.)}, x
∗(.))→ 0 as j →∞ .
Since t¯ ∈ S, we can pass to the limit in (4.9) as j →∞, to obtain
φ(t¯, {yk(t¯)}) ≥ 0 ,
where
φ(t, {yk}) :=
∑
k
k0(t)i
(
|yk − x
∗(t− hk)|
2 − |y∗k(t)− x
∗(t− hk)|
2
)
χ[S,T ](t− hk)
−p(t) · (f(t, {yk}, {u
∗(t− hk)}) − f(t, {y
∗
k(t)}, {u
∗(t− hk)}) .
Since S has full measure ∫
[S,T ]
φ(t, {yk(t)})dt ≥ 0 .
But the yk(.)’s are arbitrary measurable functions satisfying yk(t) ∈ y
∗
k(t) + (1 + k0(t))
−1
B for
a.e. t ∈ [(S + hk) ∧ T, T ]. Invoking a measurable selection theorem, we can deduce that
φ(t, {y∗k(t)}) = min{φ(t, {yk}) | yk ∈ y
∗
k(t) + (1 + k0(t))B, for k = 0, . . . , N} .
But then
− 2ik0(t)
(
(y∗0(t)− x
∗(t− h0))χ[S,T ](t− h0), . . . , (y
∗
N (t)− x
∗(t− hN ))χ[S,T ](t− hN )
)
∈
∂{xk} − p · f(t, {y
∗
k(t)}, {u
∗(t− hk)}) .
From the defining relations for the pk(.)’s we deduce
{p˙0(t− hk)} ∈ ∂{xk}(−p · f(t, {y
∗
k(t)}, {u
∗(t− hk)})) a.e t ∈ [S, T ].
This relation implies (b)′.
Confirmation of (c) ′: See Appendix.
To complete Step 1, we observe that Lemma 4.3, provides perturbed versions of the desired
conditions, with cost multiplier λ = 1, in terms of costate functions that we now write pik(.),
k = 0, . . . , N to emphasize the i dependence, under the stated hypotheses. Condition (4.5)
ensures that, along a subsequence, yik(.) converges in L
1 and a.e. to x¯(t−hk) on [(S+hk)∧T, T ]
(for each k), xi(.) converges uniformly to x¯(.), ui(.) converges a.e. to u¯(.), as i→∞. The p
i
k(.)’s
converge uniformly to W 1,1 functions pk(.), k = 0, . . . , N and their time derivatives converge
weakly in L1 to the time derivatives of the pk(.)’s. A standard convergence analysis can be used
to justify passage to the limit in conditions (b)′-(d)′ as i→∞, to recover the required necessary
conditions (b)-(d). Notice, in particular, that the limiting p(.) function satisfies
p(S) ∈ ∇l0(x¯(S)) + αB = ∂l˜(x¯(S)) ,
where l˜(.) is the function x0 7→ l(x0) + α|x0 − x¯(S)|, which is the left transversality condition.
Of course (a) is automatically satisfied because λ = 1.
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Step 2: We show that, if the assertions of Thm. 2.1 are valid under (H1)-(H3) and (A0)-(A4),
then they are also valid under (H1)-(H3), (A0)-(A3).
Assume that Thm. 2.1 is valid under (H1)-(H3) and (A0)-(A4). Suppose (x¯(.), u¯(.)) is an L∞
local minimizer for (P) when we impose hypotheses (H1)-(H3) and (A0)-(A3). By (H1), l(., .) is
Lipschitz continuous on a ball about (x¯(S), x¯(T )). By redefining this function outside the ball
(a change which does not affect L∞ local minimizers), we can arrange that l(., .) is Lipschitz
continuous on Rn × Rn; write the Lipschitz constant kl.
For i = 1, 2, . . ., let li(.) be the ‘i - quadratic inf convolution’ of l(.):
li(z) := inf
y∈Rn×Rn
{l(y) + i× |y − z|2} . (4.14)
The key ‘quadratic inf convolution’ properties of li(.) (see [8]) are: take any z ∈ Rn × Rn and
let y ∈ Rn × Rn be any vector achieving the infimum in (4.14) (one such vector exists). Let
ηi(z) := 2i(y − z) .
(i): li(.) is locally Lipschitz continuous with Lipschitz constant kl.
(ii): li(z) ≥ lj(z) − k
2
l × i
−1.
(iii): li(z′)− li(z) ≤ ηi(z) · (z′ − z) + i× |z′ − z|2 for all z′ ∈ Rn × Rn
(iv): ηi(z) ∈ ∂P l(y).
(v): |y − z| ≤ kl × i
−1 .
Since (x¯(.), u¯(.)) is an L∞ local minimizer for (P ), (x¯(.), u¯(.)) is a minimizer for
(Q) : Minimize {J((x(.), u(.)) | (x(.), u(.)) ∈ Bǫ} ,
for some ǫ > 0, where
J((x(.), u(.)) :=
∫
[S,T ]
L˜(t, u(t))dt+ l(x(S), x(T )) ,
and Bǫ := {feasible processes (x(.), u(.)) for (P ) | ||x(.) − x¯(.)||L∞ ≤ ǫ} .
For each i, consider the problem
(Qi) : Minimize {J i((x(.), u(.)) | (x(.), u(.)) ∈ Bǫ}
in which
J i((x(.), u(.)) :=
∫
[S,T ]
L˜(t, u(t))dt + li(x(S), x(T )) .
Equip Bǫ with the metric
dE((x
′(.), u′(.))), (x(.), u(.))) = meas {t ∈ [S, T ] |u′(t) 6= u(t)}+ |x′(S)− x(S)| .
It can be shown that, w.r.t. this metric, Bǫ is complete and J
i(., ., .) is continous on Bǫ.
Now note that, in view of property (ii) of the quadratic inf convolution operation, (x¯(.), u¯(.)) is
a γi -minimizer for (Q
i), where γi = k
2
l i
−1. In consequence of Ekeland’s Theorem, there exists
(xi(.), ui(.)) ∈ Bǫ which is a minimizer for (Q˜
i):
(Q˜i) Min {J i((x(.), u(.)) + γ
1
2
i dE((x(.), u(.)), (xi(.), ui(.)))|(x(.), u(.)) ∈ Bǫ}.
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and
dE ((xi(.), ui(.)), (x¯(.), u¯(.))) ≤ γ
1
2
i . (4.15)
The cost function for (Q˜i) can be written
J˜ i(x(.), u(.)) :=
∫
[S,T ]
(L˜(t, u(t)) + γ
1
2
i mi(t, u(t)))dt + l
i(x(S), x(T )) + γ
1
2
i |x(S)− xi(S)|.
(mi(t, u) was defined in (4.6)). But by property (iii) of quadratic inf convolutions (see above),
(li(x0, x1)− (l
i(xi(S), xi(T ))
≤ ηi0 · (x0 − xi(S)) + η
i
1 · (x1 − xi(T )) + i× (|x0 − xi(S)|
2 + |x1 − xi(T )|
2)
for all (x0, x1) ∈ R
n × Rn, with equality when (x0, x1) = (xi(S), xi(T )). Here
(ηi0, η
i
1) ∈ ∂P l0(y0, y1)
for some (y0, y1) ∈ (xi(S), xi(T )) + kl i
−1(B× B). So (xi(.), ui(.)(.)) is also a minimizer for
(Q˜i0) : Minimize {J˜
i
0((x(.), u(.)) | (x(.), u(.)) ∈ Aǫ}
in which
J˜ i0((x(.), u(.)) :=
∫
[S,T ]
(L˜(t, u(t)) + γ
1
2
i mi(t, u(t)))dt + η
i
0 · (x(S)− xi(S))
+ηi1 · (x(T )− xi(T )) + i× (|x(S) − xi(S)|
2 + |x(T )− xi(T )|
2) + γ
1
2
i |x(S)− xi(S)| .
The data for Problem (Q˜i) satisfies (H1), (H2), (A0)-(A3) and (A4). We may therefore apply
the Maximum Principle (with λ = 1), which we know to be valid under these hypotheses. We
conclude the existence of pik(.) : [S, T ] → R
n, k = 0, . . . , N , and pi(.) : [S, T ] → Rn such that
(2.2) and (2.3), as well as conditions (a) and (b) of the theorem statement, are satisfied, when
(xi(.), ui(.)) replaces (x¯(.), u¯(.)) and p
i
k(.) replaces pk(.), etc., and when λ = 1. In addition, we
have, for any selector u(.) of U(.),
(c)′:
∫
[S,T ](p · f − λL˜)(t, {xi(t− hk)}, {u(t − hk)})dt
≤
∫
[S,T ](p · f − λL˜)(t, {xi(t− hk)}, {ui(t− hk)})dt
(d)′: (pi(S),−pi(T )) ∈ ∂l((xi(S) + xi(T )) + kli
−1
B) + γ
1
2
i B× {0}.
We deduce from (4.15) that, along some subsequence, ui(t) → u¯(t), a.e. t ∈ [S, T ] and xi(t) →
x¯(t) uniformly over t ∈ [S, T ]. On the other hand, we can show from the conditions that pik(.),
k = 1, . . . , N and pi(.), i = 1, 2, . . . , are uniformly bounded on their domains and their derivatives
are uniformly integrably bounded. We may deduce from Ascoli’s theorem that, after a further
subsequence extraction, for each k, pik(.) converge uniformly to some W
1,1 function pk(.) as
i→ ∞, and the derivatives p˙ik(.) converge weakly in L
1 to p˙k(.), for each k. The function p
i(.)
converges likewise to some p(.). A standard analysis permits us to pass to the limit in conditions
(a) and (b) (modified as indicated above) and (c) ′- (d) ′. We thereby achieve confirmation of
all assertions of Thm. 2.1 (with λ = 1), for the special case of when the additional hypotheses
(A1)-(A4) and (A5) ′ are satisfied.
Step 3: Assume that the assertions of Thm. 2.1 are valid under hypotheses (H1)-(H3), (A0) -
(A2) and (A3). Then the assertions remain valid (with λ = 1) when (x¯(.), u¯(.)) is an L∞ local
solution under the weaker set of hypotheses, in which (A3) is replaced by (A3) ′, where
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(A3) ′: There exists a closed set C0 ⊂ R
n such that C = C0 × R
n.
A simple contradiction argument (c.f. the proof of the ‘Exact Penalization Thm.’ [16, p.48]),
based on Thm. 4.1, permits us to conclude that (x¯(.), u¯(.)) remains an L∞ local minimizer for
a modified problem in which the endpoint constraint set C0 × R
n is replaced by Rn × Rn and
the endpoint cost function l(.) in (P) is replaced by the Lipschitz continuous function l˜(.):
l˜(x0, x1) := l(x0, x1) +KdC0(x0) ,
for any
K > kl × exp{(N + 1)×
∫ T
S
k0(t)dt} ,
in which kl is the Lipschitz constant of li(.). Applying Thm. 2.1 to the modified problem, which
is permissible since C = Rn × Rn and l0(.) = l˜0(.), yields the desired necessary conditions for
the original problem. Note that the transversality condition for the modified problem implies
(p(S),−p(T ) ∈ ∂l˜(x¯(S), x¯(T )) ⊂ ∂l(x¯(S), x¯(T )) +K∂dC0(x¯(S))× {0}
⊂ ∂l(x¯(S), x¯(T )) +NC(x¯(S), x¯(T )) ,
which is the appropriate left transversality condition for the original problem.
Step 4: Assume the assertions of Thm. 2.1 are valid under (H1)-(H3), (A0)-(A2), (A3) ′.
Then they are valid under (H0)-(H3), (A0)-(A2).
Assume that the assertions of Thm. 2.1 are valid under hypotheses (H1)-(H3), (A0) - (A2) and
(A3) ′. Suppose that (x¯(.), u¯(.)) is an L∞ local solution to (P) under (H1)-(H3), (A1) and (A2)
alone. We must show that (x¯(.), u¯(.)) satisfies the Maximum Principle.
Take γi ↓ 0. For i = 1, 2 . . ., consider the problem with (n+ n)-dimensional state vector (z, x):
(P i1)


Minimize J i1(z(.), x(.), u(.)) subject to
(z˙(t), x˙(t)) = (0, f(t, {x(t − hk)}, {u(t − hk)}))
u(t) ∈ U(t) a.e. t ∈ [S, T ],
(z(S), x(S)) ∈ C˜ := {(z, x) ∈ Rn × Rn | z = x} ,
in which J i1(z(.), x(.), u(.)) = max{g(z(T ), x(T ))−g(z¯(T ), x¯(T ))+γi , dC(z(T ), x(T ))}+
∫
[S,T ] L˜(t, u(t))dt .
Here, z¯(.) ≡ x¯(S) . Since J i1(z¯(.), x¯(.), u¯(.)) = γi, and J
i
1(. .) is non-negative valued, (z¯(.), x¯(.), u¯(.))
is a γi-minimizer.
Let ǫ > 0 be such that (x¯(.), u¯(.)) is a minimizer for (P ) w.r.t. feasible state trajectories x(.)
satisfying ||x(.) − x¯(.)||L∞ ≤ ǫ. Define
A1ǫ := { feasible processes (z(.), x(.), u(.)) for (P
i
1) | ||x(.) − x¯(.)||L∞ ≤ ǫ} .
Equip A1ǫ with the metric
dE((z
′(.), x′(.), u′(.)), (z(.), x(.), u(.))) =
meas {t ∈ [S, T ] |u′(t) 6= u(t)} + |x′(S)− x(S)|+ |z′(S)− z(S)| .
With this metric, A1ǫ is a complete metric space and J
i
1(., ., .) is continuous on A
1
ǫ .
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In consequence of Ekeland’s Theorem, there exists (zi(.), xi(.), ui(.)) ∈ A
1
ǫ , for which
dE ((zi(.), xi(.), ui(.)), (z¯(.), x¯(.), u¯(.)) ≤ γ
1
2
i , (4.16)
and minimizes J˜ i1(.) over A
1
ǫ . Here,
J˜ i1(z(.), x(.), u(.)) = J
i
1(z(.), x(.), u(.))+
γ
1
2
i (
∫
[S,T ]
mi(t, u(t)) dt + |x(S)− xi(S)|+ |z(S)− zi(S)|) .
From (4.16) it can be deduced that ||(zi(.), xi(.))− (x¯(S), x¯(.))||L∞ → 0 as i→∞ and therefore
that, for i sufficiently large, (zi, xi(.)) is an L
∞ local minimizer for (P i1). The data for this
last problem satisfies (H1)-(H3), (A0)-(A3), (A4) ′ and (A5) ′, and we may therefore apply the
Maximum Principle (with λ = 1). We deduce the existence of a costate trajectory p(.) with
associated decomposition p(.) =
∑N
k=0 pk(.) (arising form the x-state) and a costate trajectory
q(.) (arising from the z-state), and with properties given by Thm. 2.1. Conditions (b)and (c)
imply that q(.) is a constant, which we write q,
(b)′ : {−p˙k(t− hk)} ∈ co ∂x0,...,xN p(t) · f(t, {xi(t− hk)}, {ui(t− hk)}, a.e. t ∈ [S, T ].
(c)′: for any selector u(.) of U(.)∫
[S,T ]
(p(t) · f − λL˜)(t, {xi(−hk)}, {u(t − hk)})dt ≤∫
[S,T ]
(p(t) · f − λL˜)(t, {xi(−hk)}, {ui(t− hk)})dt + γ
1
2
i |T − S|
Let us examine the implications of the transversality condition (e). In this connection, we make
use of the fact that
max{g(zi(T ), xi(T ))− g(z¯(T ), x¯(T )) + γi, dC(zi(T ), xi(T ))} > 0, for i sufficiently large .
Indeed if this were not the case then, since zi(T ) = xi(S), we would have g(xi(S), xi(T )) −
g(x¯(S), x¯(T )) ≤ −γi and dC(xi(S), xi(T )) = 0. We could also arrange, by choosing i sufficiently
large, that ||xi(.)− x¯(.)||L∞ ≤ ǫ for ǫ arbitrarily smalll. This contradicts the L
∞ local optimality
of (xi(.), ui(.)) for (P ).
Note that NC˜(x, x) = {(e0, e1)|e0 + e1 = 0} which, in combination with the transversality
condition (d), yields the information
q ∈ −p(S) + 2γ
1
2
i B. (4.17)
In consequence of the max rule for limiting subdifferentials, we know that
∂max{g(z, x) − g(z¯(T ), x¯(T )) + γi, dC(z, x)} ⊂ λ∂g(z, x) + (1− λ)∂dC(z, x) ,
for some λ ∈ [0, 1]. Moreover, ‘1− λ > 0’ implies
‘dC(z, x) = max{g(z, x) − g(z¯(T ), x¯(T )) + γi, dC(z, x)}‘
Since zi(S) = zi(T ) = xi(S), and in view of (4.17), we deduce from condition (d) that
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(d)′ : (p(S),−p(T )) ∈ λ∂g(xi(S), xi(T )) + (1− λ)∂dC (xi(S), xi(T )) + 2γ
1
2
i B× {0} .
We claim that, for i sufficiently large,
λ+ ||p(.)||L∞ > 0 .
Indeed if this were not true, we would have λ = 0 and (p(S), p(T )) = 0. It would follow that
(q, 0) ∈ ∂dC(xi(S), xi(T )) and |q| ≤ 2γi .
But λ = 0 also implies (1 − λ) > 0, whence dC(xi(S), xi(T )) > 0. This last condition is known
to implies that all elements ξ in the set ∂dC(xi(S), xi(T )) have unit Euclidean length (see [16]).
This is not possible because (q, 0) is such an element, and has Euclidean length 2γi (which can be
made arbitrarily small).We can therefore arrange, by positive scaling of the Lagrange multipliers
({pk(.)}, p(.), λ), that
(a)′ : ||p(.)||L∞ + λ = 1 .
Bearing in mind that ∂dC(z) ⊂ NC(z) (for z ∈ C), we have arrived at a set of relations
(a)′ − (d)′ that are approximate version of those asserted in Thm. 2.1, involving the multiplier
set {pk(.)}, λ), with reference to (xi(.), ui(.)). To emphasize the fact that these relations depend
on i, we rewrite the multiplier set {pi0(.)}, p
i(.), λi). Condition (4.16) ensures that, along a
subsequence ui(t)→ u¯(t) a.e.. We deduce from Thm. 4.1 that xi(.)→ x¯(.) uniformly. For each
k, pik(.), i = 1, 2, . . ., is a uniformly bounded sequence of absolutely continuous functions with
uniformly integrably bounded derivatives. It follows that, for each k, {pik(.)} converges to an
absolutely continuous function pk(.), for k = 0, . . . , N , and {p˙
i
k(.)} converges to p˙k(.) weakly in
L1, along a subsequence. We can also arrange that λi → λ for some λ ∈ [0, 1]. A standard
convergence analysis permits us to pass to the limit in relations (a)′ − (d)′, and thereby arrive
at the assertions of Thm. 2.1.
Step 5: Suppose the assertions of Thm. 2.1 are valid under (H1)-(H3), (A0)-(A2). Then they
are valid under (H1)-(H3), (A0) and (A1).
Assume that the assertions of Thm. 2.1 are valid under (H1)-(H3), (A0)-(A2). Suppose
(x¯(.), u¯(.)) is an L∞ local minimizer when the hypotheses are satisfied, with the possible ex-
ception of (A2). For i = 1, 2, . . ., define family of functions
Ui := {u(.) is a selector of U(.) | k(t, {u(t − hk)}) +
|f(t, {x¯(t− hk)}, {u(t − hk)})| ≤ k(t, {u¯(t− hk)}) + | ˙¯x(t))}) + i} (4.18)
For each i, let Ui(.) : [S, T ]❀ R
m be the multifunction defined, L, a.e. by the condition
GrUi(.) = Ui. (4.19)
We note that
u¯(t) ∈ U1(t) ⊂ . . . U2(t) ⊂ . . . and ∪i Ui(t) = U(t), a.e. (4.20)
For each i, (x¯(.), u¯(.)) continues to be an L∞ local minimizer for (Pi) which is the modification
of (P) in which Ui(.) replaces U(.). Because the data for (Pi) satisfies (A2), the assertions of
Thm. 2.1 are available to us: they yield (for each i) a cost multiplier λi ≥ 0 and a costate arc
pi(.), with decomposition pi(.) =
∑
k p
i
k(.), such that λi + ||p
i(.)||L∞ = 1 and (b)-(d) of Thm.
2.1 are satisfied (when (λi, {p
i
k(.)}, p
i(.)) replaces (λ, {pk(.)}, p(.))). Extracting subsequences
we can arrange that pij(.) → pj(.), for each j and p
i(.) → p(.), uniformly, as i → ∞. A
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standard convergence analysis establishes that conditions (a), (b) and (d) are satisfied when
(λ, {pk(.)}, p(.)) replaces (λi, {p
i
k(.)}, p
i(.)) and λi + ||p
i(.)||L∞ = 1. However condition (c) is
satisfied only in the weaker form:∫
[S,T ]
(m(t, {u(t− hk)})−m(t, {u¯(t− hk)})) dt ≤ 0
for all control functions u(.) that are selectors of Ui(.) for i sufficiently large, where
m(t, {uk}) := (p · f − λL˜)(t, {x¯(t− hk)}, {uk}) .
We must validate (c) when u(.) is an arbitrary selector of U(.) such that m(t, {u(t − hk)}) is
integrable. For this purpose, define, for each integer ℓ,
Sℓ := {t ∈ [S, T ] | |m(t, {u(t − hk)})−m(t, {u¯(t− hk)})| ≥ ℓ}
By ‘integrability’, meas{Sℓ} → 0 as ℓ → ∞. For each ℓ, define the subsets A
ℓ
j ⊂ [S, T ],
j = 0, . . . ,K, in which K is the integer K := int (T − S)/h1, recursively: A
ℓ
0 = Sℓ and A
ℓ
j =
((Aℓj−1 + h1) ∩ [S, T ]) ∪ . . . ∪ ((A
ℓ
j−1 + hN ) ∩ [S, T ]), j = 1, . . . , N . Now write A
ℓ := ∪Kj=0A
ℓ
j .
Define
u˜(t) := u¯(t)χAℓ(t) + u(t)χ[S,T ]\Aℓ(t) .
We can deduce from the special structure of Aℓ that u˜(.) is a selector of Ui(.) for i sufficiently
large, and
‘t ∈ Aℓ’ =⇒ ‘u(t− hk) ∈ A
ℓ, k = 0, . . . N ’ and ‘t /∈ Aℓ’ =⇒ ‘u(t− hk) /∈ A
ℓ, k = 0, . . . N ’
It follows that, for each ℓ,∫
[S,T ]∩Aℓ
(m(t, {u(t − hk)})−m(t, {u¯(t− hk)})) dt ≤ 0 .
Passing to the limit as ℓ → ∞, using the fact that meas {Aℓ} ≤ NK → 0, we arrive at∫
[S,T ] (m(t, {u(t− hk)})−m(t, {u¯(t− hk)})) dt ≤ 0 . We have shown that the assertions of
Thm. 2.1 are valid under (H1)-(H3), (A0)-(A1).
Now suppose (x¯(.), u¯(.)) is an L∞ local minimizer under (H1)-(H3), but when either (A0) or
(A1) are possibly violated. Then (y¯(.), z¯(.)) : [S − h, T ] → Rn+1, v¯(.) : [S − h, T ] → R2m+n) is
an L∞ local minimizer for the reformulated problem
(Pr)


Minimize g(y(S − h), y(T )) + z(T )
over (y(.), z(.)) ∈W 1,1([S − h, T ];Rn+1) and measurable u(.) : [S − h, T ]→ R2m+n,
such that
(y˙(t), z˙(t)) = (φ,M)(t, {y(s − hk)}, {v(s − hk)})) a.e. t ∈ [S − h, T ],
v(t) ∈ V (t) a.e. t ∈ [S − h, T ],
((y(S − h), y(T )) ∈ R+ × C, z(S − h) ≥ 0 .
where y¯(t) := x¯(S)χ[S−h,S](t) + x¯(t)χ[S,T ](t), z¯(t) :=
∫
[S,S∧t]M((s, {x¯(s− hk)}, {v(s − hk)})))ds
and v¯(t) := (0, d¯(t))χ[S−h,S](t) + (u¯, 0)χ[S,T ](t) .
The underlying time interval is now [S − h, T ] and (φ,M)(. .) and V (.) are:

φ(t, {yk}, {vk = (uk, dk)}) := 0χ[S−h,S](t) + f(t, {yk}, {uk}; {dk})χ[S,T ](t)
M(t, {yk}, {vk = (uk, dk)}) := Λ(t, d0)χ[S−h,S](t) + L(t, {yk}, {uk}; {dk})χ[S,T ](t)
V (t) := ({0} ×D(t))χ[S−h,S](t) + (U(t)× {0})χ[S,T ](t) .
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Notice that the cost integrands have been eliminated by ‘state augmentation’ and the ‘old’ ini-
tial data d(.) has been absorbed into the ‘new’ control v(.). There is no need for ‘new’ initial
data because ((f, L)(t, . .))χ[S,T ](t) ≡ (0, 0) for t ∈ [S − h, S].) The data for the reformulated
problem continues to satisfy (H1)-(H3), now with reference to ((y¯(.), z¯(.)), v¯(.)), but also the
additional conditions. Application the special case of Thm. 2.1, in which (A0) and(A1) are
satisfied, yields the conditions listed in Thm. 2.1, foro L∞ local minimizer (x¯(.), u¯(.), d¯(.)), in
the original problem.
Note that condition (b) in the theorem statement and the defining relations for the pk(.)’s and
p(.) do indeed imply the ‘advance’ differential inclusion condition (b∗) for p(.). This is because
each pk(.) satisfies the relation −p˙k(.) ∈ co ∂˜xk(p · f − λL)(. .), involving the projected limiting
subdifferential ∂˜xk(p · f − λL). (b
∗) now follows from the definition (2.3) of p(.) and condition
(2.2), which implies −p˙(t) = −
∑N
k=0 p˙k(t) a.e..
Finally, we justify including the ‘pointwise’ version of the Weierstrass condition (b*) in the
assertions of Thm. 2.1. By consideration of the reformulated problem (Pr) of Step 5, we may
restrict attention to the case when (A0) holds and L(. .) ≡ 0. A simple analysis using ‘needle
variations’ permits us to deduce from the integral Weierstrass condition (b) that, for each i,
Hλ(t, u¯(t); x¯(.), u¯(.), p(.)) = max
u∈U i(t)
Hλ(t, u; x¯(.), u¯(.), p(.)) a.e. t ∈ [S, T ] . (4.21)
Here Ui(.) is the multifunction defined by (4.18) and (4.19). (Hλ(t, u; . .) is the function (2.1);
we have suppressed reference to d(.) in the notation for Hλ(t, u; . .), since (H0) is assumed to be
satisfied.) But we may use (4.20) to show that (4.21) remains valid, when we substitute U(t)
for U i(t). We have confirmed the validity of the pointwise Weierstrass condition.
5 Proof of Thm. 3.1
To proof the PMP for free end-time problems, we initally assume that the following additional
hypotheses are satisfied
(A0): f(t, {xk}, {uk}; {dk}) does not depend on the initial data {dk} and Λ(., .) ≡ 0.
(When (A0) is satisfied, we write f(t, {xk}, {uk}) in place of f(t, {xk}, {uk}; {dk}).)
(A1): L(. .) ≡ 0.
(A2): There exist integrable functions c0(.) : [S, T¯ + ǫ]→ R and k0(.) : [S, T + ǫ]→ R such that,
for all selectors u(.) U(.) and a.e. t ∈ [S, T¯+ǫ], the mapping {xk} → f(t, {xk}, {u(t−hk)})
is c0(t) bounded and k0(t)-Lipschitz continuous on R
n×(N+1),
The proof (under the additional hypotheses) proceeds in two steps. In the first step we consider
the case when only the left endpoint of state trajectories is constrained. In the second, we show
the PMP for problems involving general endpoint constraints can be derived by applying it to
a sequence of perturbed problems with free right endpoints (the case treated in Step 1), and
passage to the limit.
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Step 1: Let (x∗(.), u∗(.), T ∗) be an L∞ be local minimizer the following problem which, when
regarded as a special case of (PFT ), has data satisfying (H1)-(H3), (A0) and (A2):
(QFT )


Minimize g′(x(T ), T ) + α
(∫
[S,T ]m(t, u(t))dt+ |x(S)− x
∗(S)|+ |T − T ∗|
)
subject to
x˙(t) = f(t, {x(t− hk)}, u(t)), a.e. t ∈ [S, T
∗ + ǫ]
u(t) ∈ U(t) a.e. t ∈ [S, T ∗ + ǫ] ,
x(S) ∈ C0,
Here, α ≥ 0 is a given number, m(., .) is a given bounded, L×B measurable function and g′(., .)
is a given Lipschitz continuous function. It is assumed that T ∗ − S > h. Our goal in this step
is to prove the following necessary conditions:
There exist pk(.) ∈W
1,1([S − hk, T
∗];Rn), k = 0, . . . , N , satisfying (2.2) and p(.) given by (2.3)
(when T = T ∗), such that
(b) ′: {−p˙k(t− hk)} ∈ co ∂x0,...,xN p(t) · f(t, {x
∗(t− hk)}, u(t)), a.e. t ∈ [S, T
∗],
(c) ′: (p ·f −λm)(t, {x∗i (t−hk)}, u
∗(t))}) = Max
u∈U(t)
(p ·f −λm)(t, {x¯i(t−hk)}, u) a.e. t ∈ [S, T
∗],
(d) ′: (−p(T ∗), ξ) ∈ ∂g′(x∗(T ), T ∗) + 2αB, p(S) ∈ αB +NC0(x
∗(S)), for some ξ ∈ R s.t.
ξ ∈ ess
t→T ∗
{
max
u∈U(t)
p(T ∗) · f(t, x∗(T ∗ − h0), . . . , x
∗(T ∗ − hN ), u)
}
.
We may assume, without loss of generality, that g′(., .) is continuously differentiable, not merely
Lipschitz continuous. This is because, if g′(., .) were Lipschitz continuous, we could replace it
by its i-quadratic inf convolution g′i(., .), for i = 1.2. . . .. For each i, (x
∗(.), u∗(.), T ∗) is a γi-
minimizer of the perturbed problem, for some sequence γi ↓ 0. We may then apply Ekeland’s
theorem with the following metric on the space of processes:
dE ((x
′(.), u′(.), T ′), (x(.), u(.), T )) = |x′(S)− x(S)| + |T ′ − T | (5.1)
+ meas {t ∈ [S, T ∧ T ′] |u′(t) 6= u(t)}.
We thereby arrive at a minimizer (xi(.), ui(.), Ti) for a perturbed version of (QFT ), in which
g˜(., .) is replaced by g′i(., .). The element (xi(.), ui(.), Ti) remains a minimizer when g
′
i(., .) is
replaced by a quadratic function (plus a perturbation term) that majorizes g˜i(., .) and coincides
at (Ti, xi(Ti)). We have arrived at in this way a problem again with the structure of (QFT ),
but in which g(., .) has been replaced by a continuously differentiable function. (It is precisely
in anticipation of stage of the analysis that the cost in (QFT ) is furnished with the ‘perturba-
tion’ term α (. .).) The special case of the Maximum Principle (with smooth terminal state and
time cost) can be applied, with reference to (xi(.), ui(.), Ti). We obtain the asserted necessary
conditions (for Lipschitz continuous g˜(., .)) in the limit as i→∞. (The details are very similar
to those followed in Step 2 of the proof of Thm. 2.1.)
So we assume g′(., .) is continuously differentiable. For T fixed at T = T ∗, (x∗(.), u∗(.)) is an
L∞ local minimizer for the corresponding fixed time problem.We then deduce from Thm. 2.1
existence of functions {pk(.)} and p(.) satisfying (2.2) and (2.3), and conditions (b)
′-(d)′. We
also know that p(S) ∈ αB + NC0(x
∗(S)). It remains to validate the transversality condition
involving the optimal end-time. Take δ ∈ (0, h1) such that T
∗ − δ ≥ S. (h1 is the shortest time
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delays period.) Take also any γ > 0 and let v∗(.) be a measurable selector on [T ∗, T ∗+ δ] of the
multifunction
t→ {u ∈ U(t) | p(T ∗) · f(t, x(T ∗ − h0), . . . , x(T
∗ − hN ), u) ≥
max
u′∈U(t)
p(T ∗) · f(t, x(T ∗ − h0), . . . , x(T
∗ − hN ), u
′)− γ}.
Now consider an extension of u∗(.) : [S, T ∗]→ Rm to [S, T ∗+δ], obtained by setting u∗(t) = v∗(t)
for t ∈ (T ∗, T ∗+ δ]. Extend also x∗(.) to [S, T ∗+ δ], as the state trajectory corresponding to the
extended control function u∗(.) and the original initial state x∗(S). Since (x∗(.), u∗(.), T ∗) is an
L∞ local minimizer, we have
g˜(x∗(T ∗−δ), T ∗−δ)+2αδ ≥ g˜(x∗(T ∗), T ∗) and g˜(x∗(T ∗+δ), T ∗+δ)+2αδ ≥ g˜(x∗(T ∗), T ∗) (5.2)
for all δ > 0 sufficiently small. Since g˜(., .) is continuously differentiable and ∇x g˜(x
∗(T ∗), T ∗) =
−p(T ∗), we can deduce from the second inequality in (5.2) that
−2α ≤
∇T g˜(x
∗(T ∗), T ∗)− δ−1
[∫
[T ∗,T ∗+δ]
p(T ∗) · f(s, {x∗(T ∗ − hk)}, u
∗(s))ds
]
+ o(δ)
≤ ∇T g˜(x
∗(T ∗), T ∗)
− ess inf
s∈[T ∗−δ,T ∗+δ]
[
sup
u∈U(s)
p(T ∗) · f(s, {x∗(T ∗ − hk)}, u)
]
+ γ + o(δ) .
(in which o(.) is some increasing function such that o(δ′) → 0 as δ′ ↓ 0). (We make use of the
fact that T ∗ ≥ S+h and the essential boundedness of kf (.) and cf (.) on a neighbourhood of T
∗
to justify these relationships.)
Exploiting the first inequality in (5.2), we arrive at
−2α ≤
−∇T g˜(x
∗(T ∗), T ∗) + δ−1
[∫
[T ∗−δ,T ∗]
p(T ∗) · f(s, {x∗(T ∗ − hk)}), u
∗(s))ds
]
+ o1(δ)
≤ −∇T g˜(x
∗(T ∗), T ∗)
+ ess sup
s∈[T ∗−δ,T ∗+δ]
[
sup
u∈U(s)
p(T ∗) · f(s, {x∗(T ∗ − hk)}, u)
]
+ o1(δ) ,
(for some increasing o1(.) such that lims↓0 o1(s) = 0). It follows
ess inf
s∈[T ∗−δ,T ∗+δ]
[
sup
u∈U(s)
p(T ∗) · f(s, {x∗(T ∗ − hk)}, u)
]
− γ − o(δ) − 2α
≤ ∇T g˜(x
∗(T ∗), T ∗) ≤
ess sup
s∈[T ∗−δ,T ∗+δ]
[
sup
u∈U(s)
p(T ∗) · f(s, {x∗(T ∗ − hk)}, u)
]
+ o1(δ) + 2α .
Since γ and δ are arbitrary positive numbers we conclude,
∇T g˜(T
∗, x∗(T ∗)) ∈ ess
t→T ∗
{
max
u∈U(t)
p(T ∗) · f(t, x∗(T ∗ − h0), . . . , x
∗(T ∗ − hN ), u)
}
+ 2αB .
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as required to complete the derivation of the necessary conditions for the free end-time problem
of step 1.
Step 2: Let (x¯(.), u¯(.), T¯ ) be a minimizer for (PFT ). Assume that (H1)-(H3) and (A0)-(A2) are
satisfied. We show that the assertions of Thm. 3.1 are valid. (Now the endpoint cost function
is g(x(S), x(T ), T ) and the endpoint constraint is (x(S), x(T ), T ) ∈ C.)
Take γi ↓ 0. For i = 1, 2 . . ., consider the problem with (n+ n)-dimensional state vector (z, x):
(P 1i )


Minimize max{g(z(T ), x(T ), T ) − g(z¯(T¯ ), x¯(T¯ ), T¯ ) + γi , dC(z(T ), x(T ), T )} s.t.
z˙(t) = 0, x˙(t) = f(t, {x(t− hk)}, u(t))
(z(S), x(S)) ∈ C˜ := {(z, x) ∈ Rn × Rn | z = x} .
||x(.)− x¯(.)||L∞(S,T∧T¯ ) + |T − T¯ | ≤ ǫ¯
We see that, for ǫ¯ sufficiently small, (z¯(.) ≡ x¯(S), x¯(.), u¯(.), T¯ ) is an γi-minimizer for each i.
From this point the analysis follows the same path as that in Step 4 of the proof of he necessary
conditions for the fixed time problem. That is to say, we use Ekeland’s Theorem to establish
the existence of a new process (zi, xi(.), ui(.), Ti), ‘close’ to (z¯, x¯(.), u¯(.), T¯ ) for large i, that is a
minimizer for a perturbed problem. The perturbed problem has the special structure for which
Step 1 provides necessary conditions. We apply the earlier derived necessary conditions, and
obtain the assertions of the theorem in the limit as i→∞. The difference with the earlier ‘fixed
time’ analysis is that we now use the metric (5.1) on free end-time processes, in place of the
earlier metric on fixed time processes.
So far, our proof of the Thm. 3.1 covers only the special case when the extra hypotheses (A0)-
(A2). To show that the assertions of the Thm. remain valid when we remove (A0)-(A2) by
techniques essentially the same as those employed in Step 5 of the proof of the fixed time PMP,
based on the state augmentation and domain extension.
6 Appendix
The purpose of this Appendix is to prove condition (c)′ in Lemma 4.3, namely the ‘integral
Weierstrass condition’ for problem (P˜i). Take an arbitrary selector u(.) of U(.). We must show
(c)′′:
∫
[S,T ]Qi(t, {u(t− hk)})dt ≤
∫
[S,T ]Qi(t, {u
∗(t− hk)})dt
where Qi(t, {uk}) := p(t) ·f(t, {y
∗
k(t)}, {uk})− L˜((t, u0)−γ
1
2
i mi(t, u0) . (Note that the integrands
are integrable in consequence of the supplementary hypothesis (A2).)
We state for future use the following generalization of Hurwitz’s theorem, concerning the simul-
taneous approximation of a finite collection of positive real numbers by rational numbers. A
proof is appears in [20, Lemma 4.2] of this classical result [12, Thm. 200]. (Z+ denotes the
positive integers.)
Lemma 6.1. Take positive numbers h1, . . . , hN . Then there exist a sequence nj → ∞ in Z
+
and a sequence of ǫj ↓ 0 in R such that
max
k=1,...,N
{
min
m∈Z+
|njhk −m|
}
≤ ǫj , for j = 1, 2, . . .
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Take any K > 0 and define the set
AK := {t ∈ [S, T ] | |c0(t)| ≤ K} .
Here c0(.) ∈ L
1 is as in supplementary hypothesis (A2). Define u˜(t) =
{
u(t) if t ∈ [S, T ]\AK ,
u∗(t) if t ∈ AK .
Take λ ∈ (0, 1). For j = 1, 2, . . . let nj and ǫj be as in Lemma 6.1 and
Aj,λ :=
nj−1⋂
k=0
[
S +
k(T − S)
nj
, S +
(k + λ)(T − S)
nj
]
.
Now define the selector uj,λ(.) : [S, T ]→ R
m be
uj,λ(.) =
{
u˜(t) if t ∈ Aj,λ ,
u∗(t) if t ∈ [S, T ] \Aj,λ .
In view of Lemma 6.1,
{uj,λ(t− hk)} = ({u˜(t− hk)})χAj,λ(t) + ({u
∗(t− hk)}))χ([0,T ]\Aj,λ)(t)
for all t ∈ [S, T ] \Bj,λ, where
Bj,λ :=
({
S, S + 1
nj
(T − S), . . . , S +
nj
nj
(T − S),
S + λ
nj
(T − S), S + 1+λ
nj
(T − S), . . . , S +
(nj−1)+λ
nj
(T − S)
}
+ 2ǫj(T − S)(−1,+1)
)
∩ [S, T ] .
Note that σj := meas {Bj,λ} ≤ 4ǫj ×
2ni+1
ni
|T − S| → 0, as j → 0.
Now write xj,λ(.) for the solution to the dynamical equation in (P˜i), when u(.) = uj,λ(.),
{yk(.)} = {y
∗
k(.)},with initial value xj,λ(S) = x
∗(S). Since meas {Aj,λ} = λ and since c0(.)
is essentially bounded on [S, T ]\AK , we have
||xj,λ(.)− x
∗(.)||L∞ ≤ γ(K) (meas{Aj,λ}+meas{Bj,λ}) ≤ γ(K)(λ+ σj)
for some number γ(K) that depends on K but is independent of j. According to (4.8),∫
[S,T ]
[Qi(t, {uj,λ(t− hk)})−Qi(t, u
∗{(t− hk)})] dt ≤
θ(||xj,λ(.)− x
∗(.)||L∞) + ||k0(.)||L1 ||xj,λ(.)− x
∗(.)||2L∞ .
Noting that u˜(.) coincides with u∗(.) on AK , we see that∫
[S,T ]
Qi(t, {uj,λ(t− hk)})dt ≤
∫
[S,T ]\AK
[Qi(t, {u(t − hk}), Qi(t, {u
∗(t− hk})] qj,λ(t)dt + γ
′(K)σj .
for some number γ′(K) > 0 independent of j, in which
qj,λ(t) :=
[
1 0
]T
χAj,λ(t) +
[
0 1
]T
χ[0,T ]\Aj,λ(t) .
The sequence {qj,λ(.)} is equi-integrable and uniformly bounded and therefore has a weak limit
in L1. By consideration of C1 test functions, we can easily show that qj,λ(.) →
[
λ 1− λ
]T
weakly∗ in L∞ as j →∞, and so∫
[S,T ]\AK
[Qi(t, {u(t− hk)}), Qi(t, {u
∗(t− hk)})] qj,λ(t)dt
→
∫
[S,T ]\AK
[λQi(t, {u(t− hk)}) + (1− λ)Qi(t, {u
∗(t− hk)})] dt .
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as j →∞. We deduce from the preceding relations that
λ
∫
[S,T ]\AK
[Qi(t, {u(t− hk)})−Qi(t, {u
∗(t− hk)})] dt
≤ lim sup
j→∞
[
k¯σj + θ(k¯(λ+ σj))− (k¯(λ+ σj))
2||k0(.)||L1
]
= θ(k¯λ)− (k¯λ)2||k0(.)||L1 ,
which is valid for any λ ∈ (0, 1]. Dividing across by λ and passing to the limit as λ ↓ 0 gives∫
[S,T ]\AK
[Qi(t, {u(t− hk)}) −Qi(t, {u
∗(t− hk)})] dt ≤ 0 .
But the integrand here is an integrable function. Since meas {AK} → 0 as K → ∞, the
inequality is valid when [S, T ] replaces [S, T ]\AK . We have confirmed condition (c)′.
7 Proof of Thm. 3.1
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