The 
Introduction
Let R be a bounded two-dimensional domain with a Lipschitz continuous boundary in the sense of [lo] which is piecewise of class C'. Let a : H'(R)
x H'(0) + [w be a bilinear form given by where the coefficients kij are defined on fi xfl (the domain fi will be specified later) and satisfy (ii) k,, = kzl, a.e. in G,
We consider the following eigenvalue problem associated with a(. , * >.
(1. the Sobolev spaces (see, e.g., [5, 8, 16] ). The symbols ]I -11 k,R and l -I k,fl denote the norm and seminorm in Hk(O>, respectively. (We have L,(0) = H'(n).> Let a,, c R2 be a polygonal domain approximating 0 and let S, be a triangulation of fin, (see [12, $l .J]>. Denoting by ah the set of all vertices (nodal points) of Yh, we assume (i) a, C 0, ah fl aa, C aR, (ii) the points of U2 where the condition of C3 smoothness of an is not satisfied are elements of oh.
The symbols h, and 8, denote the length of the maximum side and the magnitude of the minimum angle of T C Yh, respectively. We set h = max h,,
FEY-h
6, = min 8,.
TE'9h
We assume that the family of triangulations {Yh}hE(O,hoj, ho > 0, satisfies condition (see [12, (5.1-201) and the inuerse assumption (see [5, (3.2 
.28)]).
We shall consider only such triangulations S, that at most two vertices -the minimum angle of each T E S, lie on aa. A triangle T E Fh with two vertices on a0 is called a boundary triangle.
With the triangulation S, of fin, we associate the finite-element spaces x, = (1:h E cO(B,): uh I F is a linear polynomial, VT E Yh) CH'(Oh), V, = {uh EXh: uh = 0 on aa,] cH,'(on,).
We have in general 0, c 6, X,, G H'(a), I', P V. In such a case we talk about external finite-element approximations (in accordance with the terminology of [7] ). Let us assume that the domain J2 appearing in (1.1)~(1.3) is such that fi ~fi U ah, regardless of h. Then we can set (u, u)~ = / uu dx, VU, u G2(&).
Relations (l.l)-(1. 3) and [16, p.221 , case r1 = an] imply that a&., * 1 has the following properties:
32, > 0: I ah(u, u) I < C, I u II,R, I u I l,nh, VW E H'K$J, V'h,
3C, > 0: a,(~, u) > p. I u I&, > C, II u II&,, V'u E H,lW,>, Vh.
(1.5)
In (iii), the first inequality also holds for all u E H1(fin,). With a,(*, * ) we associate the following problem which approximates Problem 1.1.
It is convenient to consider also with every Problem 1.3 the following continuous problem. The existence of the solutions of all three problems follows from [12] -see [1_5, Theorems 2.3 and 2.101.
In [15] we have obtained the following results (which are a generalization of [12, Chapter 61). The main aim of this paper is to study the convergence of eigenfunctions in the case of multiple exact eigenvalues, extending the approach of [15] which differs from the one in [1, 2, 4] in that no use is made of operator theory.
Some auxiliary results
In Section 3 we shall use the following definitions and assertions. where ii = Z?(u) and Z?' : Hk(0) + Hk(R2) is an extension operator from Theorem 2.1. 
Al-0
Further, we haue IIfi -17,ull l,n,,<ChIIuIIz,n, VuHOV12(f2).
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In addition, if the boundary X2 is of class %!?'T~ and kij E Co3'(fi), i, j = 1, 2, then llii-~~~II~,~~~~~*II~lIz,n, vu~vnff*(fq.
proved in [15, Theorems 4.91.
Convergence and error estimates
The considerations concerning the H1-convergence and error estimates in the norm of H'(fln,) are based on Theorem 2.11 and the following lemma. where C, E V is associated with uh E vh (see Lemma 2.6). We see that O<s<M.
(3.9) r=O
Our first aim is to estimate II Gm+, -v,+,,h II 00,. 
WWI,
Ai h > A(h) I. If wm+s E T/G Hi(n), only then we choose p = 2 in (3.28); we have a(p) + 2j -5 = i for p = 2, j = 1. Using the first part of Theorem 2.11, we obtain relation (3.11) from (3.28).
If wm+s E V n H*(n),
then it is sufficient to set p = 1 and we obtain (3.12) and (3.13) from (3.28) by the second and third part of Theorem 2.11, respectively. By the second part of Lemma 2.9 we have Further, using (3.39) and (3.411, we find
Hence, making use of Lemma 3.2, we obtain
where in the case W,+,(h) tEH2(R) we have {h} = {hi}. Using the second part of Lemma 2.9, Theorem 2.1, the V-ellipticity of a(., . ) and the relations (1.4) and (3.351, we obtain
The first two terms on the right-hand side of (3.44) are bounded by C(m)A,(h).
This proves (3.36). 0 Let M= 1. We set (3.62) provided that w,+,~H~(J2n)nV, s=O,..., M; the case i = 2 holds under the additional assumption that MI is of class SF'l~l and kij E C'>'(n), i, j = 1, 2.
The proof of (3.62) is based on Lemmas 3.2-3.4 and generalizes considerations introduced in [6, pp. 907-9091 and [14] and we omit it (for its details see [13, Theorem 7 .&l]).
Estimate (3.62) has the disadvantage that the exact eigenfunctions W,+,(h), t = 0,. . . , M, depend on h. The only reasonable finite-element interpretation of (3.62) is that the distance between w,,, +I,h and the eigenspace associated with A, is of order O(h'). This is the reason that we prefer Theorem 3.5. (The exponent Y in (3.46) may be different for different Problems 1.1 and for different multiple eigenvalues A,.) (b) Using the set of eigenfunctions (WG+, (h>},$ and relation (3.621, we can prove maximum rate of convergence 0(h2) for the eigenvalues hm+t,h, t = 0,. . . , M, of Problem 1.3 which approximate the (M+ l&fold eigenvalue A,,, of Problem 1.1 (see [13, Theorem 7.8.21 ).
Relations (3.61, (3.71, Lemma 3.1 and Theorems 1.5, 2.11 and 3.5 imply the following result. 
