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A CATEGORICAL ACTION OF THE SHIFTED q=0 AFFINE
ALGEBRA
YOU-HUNG HSU
Abstract. We introduce the shifted q = 0 affine algebra. It is similar to
the shifted quantum affine algebra defined by Finkelberg-Tsymbaliuk [13].
We give a definition of its categorical action. Then we prove that there is a
categorical action of the shifted q = 0 affine algebra on the bounded derived
categories of coherent sheaves on partial flag varieties. As an application, we
use it to construct a categorical action of the q = 0 affine Hecke algebra on
the bounded derived category of coherent sheaves on the full flag variety.
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1. Introduction
The derived categories of coherent sheaves on algebraic varieties is a impor-
tant invariant of the algebraic varieties. In recent years, categorification becomes
popular in many areas, e.g. algebraic geometry, representation theory. The derived
categories of coherent sheaves provide a good resource to construct categorifica-
tions, for example [6]. The purpose of this article is to study categorical actions on
the bounded derived categories of coherent sheaves on Grassmannians and partial
flag varieties.
1.1. Categorical g action. During the past decade, there has been much progress
on categorical actions of semisimple (or more generally Kac-Moody) Lie algebras
g and their q-analogues. We refer to [12], [15], [16], [17], and [21] for details.
Considering the simplest case g = sl2(C). We would like to focus on geometric
constructions of such actions. Based on the work of [4], the derived category of
constructible sheaves on Grassmannians G(k,N), denoted by DbCon(G(k,N)), is
a natural choice to construct categorical sl2-action. This means that the weight
spaces Vλ are replaced by weight categories C(λ) = DbCon(G(k,N)), where λ =
N − 2k.
The linear map e : Vλ → Vλ+2 would be replaced by functor E : DbCon(G(k,N))→
DbCon(G(k − 1, N)). The construction of E is via the following correspondence
diagram
Fl(k − 1, k) = {0
k−1
⊂ V ′
1
⊂ V
N−k
⊂ CN}
p1
tt✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
p2
**❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
G(k,N) G(k − 1, N)
(1.1)
where Fl(k−1, k) is the 3-step partial flag variety and the numbers above the inclu-
sion indicate the increasing of dimensions. Here p1 and p2 are natural projections.
Then we define E := p2∗p
∗
1. The construction for F is similar.
So the representation of sl2 at the categorical level becomes
....
E ..
C(λ− 2)
F
jj
E
++
C(λ)
E
--
F
mm C(λ+ 2)
F
kk
E
))....
F
nn
and we have the following theorem.
Theorem 1.1 ([4], [12]). The categories C(λ) and functors E, F, defined above
gives a categorical sl2 action. More precisely, we have
EF|C(λ) ∼= FE|C(λ)
⊕
Id
⊕λ
C(λ) if λ ≥ 0,
FE|C(λ) ∼= EF|C(λ)
⊕
Id
⊕−λ
C(λ) if λ ≤ 0.
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Using the theory of D-modules, these categories C(λ) relate to the derived
category of coherent sheaves on cotangent bundle of Grassmannians. In [9], the au-
thors introduced the notion of geometric categorical sl2-action, using the language
of Fourier-Mukai kernels on bounded derived categories of coherent sheaves, which
is closely related to the notion of a strong categorical sl2-action due to [12]. They
constructed geometric categorical sl2-action on the bounded derived category of
coherent sheaves on the cotangent bundle of Grassmannians, and also proved that
such an action gives derived equivalences between these categories [10]. Later they
generalized it to geometric categorical g-action and used it to construct a braid
group action [7].
1.2. Construct Categorical action from derived categories of coherent
sheaves on Grassmannians. Inspired by the above work, we consider coherent
sheaves instead of constructible sheaves. This means that our weight categories
are K(λ) = DbCoh(G(k,N)) (which would be simply denoted by Db(G(k,N)) in
later sections).
However, in the coherent setting, we have an abundance of functors. To con-
struct our functors, again, we use the correspondence (1.1). Denoting V ,V ′ to be
the tautological bundles on Fl(k − 1, k) of rank k, k − 1, respectively, then there
is a natural line bundle V/V ′ on Fl(k − 1, k). So instead of just pulling back and
pushing forward directly, we can twist by the powers of line bundles (V/V ′)r. So
we have the functors
Er := p2∗(p
∗
1 ⊗ (V/V
′)r) : DbCoh(G(k,N))→ DbCoh(G(k − 1, N))
and similarly for Fr where r ∈ Z.
The main problem is to study how these functors {Er,Fs}r,s∈Z act on
⊕
kD
bCoh(G(k,N)).
For example, what are the categorical commutator relations between Er and Fs?
What is the algebra that we obtain after decategorifying?
For the second question, after decategorifying (pass to the K-theory), we
obtain an algebra that look similar to the shifted quantum affine algebra [13].
There is a variable q (i.e. variable v in [13]) in their definition which comes from
the C∗-action. In our case, we don’t have a natural C∗-action on Grassmannians, so
we do not have a variable like q. Since some of our relations can be obtained from
their relations by taking q = 0, we call the algebra shifted q = 0 affine algebra,
denoted by U˙0,N (Lsl2).
To answer these questions also lead us to construct categorical action of
U˙0,N (Lsl2) on the bounded derived categories of coherent sheaves on G(k,N) or
more generally U˙0,N(Lsln) on partial flag varieties Flk(CN ). The main result of
this article is the following theorem.
Theorem 1.2 (Theorem 5.2). There is a categorical action of U˙0,N (Lsln) on⊕
k D
bCoh(Flk(C
N )).
Let us explain more details about our result. The higher representation theory
of a Kac-Moody Lie algebra g involves the action of Uq(g) on categories. This
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means that to each weight λ of g one assigns an additive (graded) category C(λ)
and to generators ei and fi of Uq(g) one assigns functors Ei : C(λ)→ C(λ+αi) and
Fi : C(λ+αi)→ C(λ). These functors are then required to satisfy certain relations
analogous to those in Uq(g). For example, the relation [ei, fi] =
Ki−K
−1
i
q−q−1 becomes
EiFi|C(λ) ∼= FiEi|C(λ)
⊕ ⊕
[〈λ,αi〉]
IdC(λ) if 〈λ, αi〉 ≥ 0
and an analogous relation for the condition 〈λ, αi〉 ≤ 0. Here [n] := q
−n+1 +
q−n+3+ ....+qn−3+qn−1 is the quantum integer and
⊕
[〈λ,αi〉]
(.) denotes a graded
direct sum.
One can extend such an action to affine Kac-Moody Lie algebras ĝ with
main generators ei,r, fi,r where r ∈ Z. Usually, the extra degree r ∈ Z would come
from twisting by a natural line bundle. Following [11], such an action consists of
a target category which is a graded triangulated C-linear 2-category with some
1-morphisms Ei,r1λ, 1λFi,r, r ∈ Z.
For its categorical action, as an example, the commutator relation [ei,r, fi,s]1λ =
q−r−λiPi1λ with r+ s = −1 in the categorical level is given by the following exact
triangle
Fi,sEi,r1λ → Ei,rFi,s1λ → Pi1λ〈−λi − r〉 if r + s = −1 (1.2)
where λi = 〈λ, αi〉 and 〈1〉 denote the grading shift. Note that usually the exact
triangles are non-split.
For the shifted q = 0 affine algebra U˙0,N (Lsln) we can write the weight λ
as k = (k1, ..., kn). Now we lift the weight spaces to weight categories, which are
the bounded derived categories of coherent sheaves on partial flag varieties. Simi-
larly, we have generators ei,r1k, fi,s1k, (ψ
±
i )
±11k, hi,±11k that lift to 1-morphisms
Ei,r1k, Fi,s1k, (Ψ
±
i )
±11k, Hi,±11k. Many of the categorical relations between those
1-morphisms are described by (non-split) exact triangles. For example, the com-
mutator relation [ei,r, fi,s]1k = ψ
+
i 1k with r + s = ki+1 in the categorical level is
given by the following exact triangle
Fi,sEi,r1k → Ei,rFi,s1k → Ψ
+
i 1k if r + s = ki+1
which is similar to (1.2). For other categorical relations we refer to Definition 3.1
for details. Again, the exact triangle here is non-split in general.
Also, we find interesting hidden higher relations on the level of derived cat-
egories. For example, the commutator relation between the generators hi,11k and
ei,r1k is [hi,±1, ej,r]1k = 0. By doing categorification, we lift hi,11k and ei,r1k to
the functors Hi,11k and Ei,r1k, respectively. However, the categorical commuta-
tor relation between Hi,11k and Ei,r1k is given by the following (non-split) exact
triangle
Hi,1Ei,r1k → Ei,rHi,11k → (Ei,r+1
⊕
Ei,r+1[1])1k. (1.3)
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We calculate the exact triangle (1.3) for the special case where k = (k1, k2) =
(2, 0), (1, 1), (0, 2) and the corresponding weight categories are the bounded de-
rived categories of coherent sheaves on Grassmannians.
DbCoh(G(2, 2)) DbCoh(G(1, 2) = P1) DbCoh(G(0, 2)).
Er
Fs
Er
Fs
We drop the subscript i to simplify notations. Since we are in the geometric
setting, the functors Er1(k1,k2) and H11(k1,k2) are determined by Fourier-Mukai
kernels, and we denote them by Er1(k1,k2) and H11(k1,k2), respectively. Denoting ∗
to be the convolution of Fourier-Mukai kernels, the convolution of Fourier-Mukai
kernels is again an objects in the derived categories. So the categorical relations
would become exact triangles that relate Fourier-Mukai kernels.
Consider P1 × P1 = {(V, V ′′) | dimV = dim V ′′ = 1}, and let V , V ′′ to be
the tautological line bundles on P1 × P1 and C2 to be the trivial bundle of rank 2
on P1. Denote ∆ ⊂ P1 × P1 to be the diagonal which is also a divisor. Then the
kernel H11(1,1) is O2∆⊗C
2/V , which is determined by the following exact triangle
in DbCoh(P1 × P1)
∆∗V → H11(1,1) = O2∆ ⊗ C
2/V → ∆∗C
2/V .
The kernel E1(1,1) is OP1 , so after doing convolution with E1(1,1), we get the
following exact triangle in DbCoh(P1)
V → (E ∗ H1)1(1,1) → C
2/V .
By doing some computations, we can show that this exact triangle splits, so
(E ∗ H1)1(1,1) = V ⊕ C
2/V . Similarly, we obtain the following exact triangle in
DbCoh(P1)
0→ (H1 ∗ E)1(1,1) = C
2 → C2.
Combining them together, we obtain the following exact triangle
(H1 ∗ E)1(1,1) = C
2 → (E ∗ H1)1(1,1) = V ⊕ C
2/V → V ⊕ V [1]
where V is the kernel E11(1,1), which agrees with (1.3).
There are some possible interesting further directions that we would like
to study. For example, like the KLR (or quiver Hecke) algebra that introduced
by Khovanov-Lauda and Rouquier in [15], [16], [17], and [21] in order to cate-
gorify the quantum group Uq(g), we would also like to understand higher rela-
tions, i.e. the natural transformations. For instance, one might like to study about
End(Ei,rEi,s) or End(Ei,rEj,s) or any other compositions for Ei,r and Fj,s to cate-
gorify U˙0,N (Lsln). Also, it would be interesting to find relations between the shifted
q = 0 affine algebras and the shifted quantum affine algebras defined by [13].
1.3. Applications to q = 0 affine Hecke algebra. Similar like quantum affine
algebras are related to affine Hecke algebras, we relate shifted q = 0 affine algebras
to q = 0 affine Hecke algebras in Section 6. As an application, we use the relations
that we obtain from the categorical action of shifted q = 0 affine algebras to
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construct categorical actions of q = 0 affine Hecke algebras on the bounded derived
categories of coherent sheaves on the full flag varieties DbCoh(Fl).
1.4. Organization. In Section 2, we define the shifted q = 0 affine algebras. We
also mention the definition of shifted quantum affine algebra that defined by [13].
In Section 3), we give a definition the notion of categorical action of the
shifted q = 0 affine algebras.
In Section 4, we recall some background of the Fourier-Mukai transforma-
tions, which would be used in the next few sections in order to prove the categorical
action.
In Section 5, we prove the main theorem of this article, that is, there is a
categorical action of shifted q = 0 affine algebra on the bounded derived categories
of coherent sheaves of Grassmannians and partial flag varieties (Theorem 5.2).
In Section 6, we relate shifted q = 0 affine algebras to q = 0 affine Hecke
algebras. There we construct a categorical action of the q = 0 affine Hecke algebras
on the bounded derived categories of coherent sheaves on full flag variety.
1.5. Acknowledgements. The author would like to thank his supervisor Sabin
Cautis for his patients and guidance. Many valuable ideas were provided by him.
Also, I would like to thank the support from NCTS.
2. Shifted q = 0 affine algebra
2.1. Shifted quantum affine algebra. In the first section, we give the definition
of shifted quantum affine algebras from [13]. Note that there are two presentations
in loc. cit., we will chose the simple one, i.e. the Levedorskii type presentation.
Let g be a simple Lie algebra, h ⊂ g be a Cartan subalgebra and
(
·, ·
)
be a
non-degenerated invariant symmetric bilinear form on g. Let {α∨i }i∈I ⊂ h
∗ be the
simple positive roots of g relative to h and cij := 2
(α∨i ,α
∨
j )
(α∨
i
,α∨
i
) , di =
(α∨i ,α
∨
i )
2 for any
i, j ∈ I. We fix the notations qi := qdi , and [m]q :=
qm−q−m
q−q−1 .
Definition 2.1. Given antidominant coweights µ1, µ2, set µ = µ1 + µ2. Define
b1,i := α
∨
i (µ1), b2,i := α
∨
i (µ2), bi = b1,i+ b2,i. Then we define the shifted quantum
affine algebra, denoted by Uˆµ1,µ2 , to be the associated C(q) algebra generated by
{ei,r, fi,s, (ψ
+
i,0)
±1, (ψ−i,bi )
±1, hi,±1 | i ∈ I, b2,i − 1 ≤ r ≤ 0, b1,i ≤ s ≤ 1}
subject to the following relations
{(ψ+i,0)
±1, (ψ−i,bi)
±1, hi,±1}i∈I pairwise commute, (U1)
(ψ+i,0)
±1 · (ψ+i,0)
∓1 = (ψ−i,bi)
±1 · (ψ−i,bi )
∓1 = 1, (U2)
ei,r+1ej,s − q
cij
i ei,rej,s+1 = q
cij
i ej,sei,r+1 − ej,s+1ei,r, (U3)
q
cij
i fi,r+1fj,s − fi,rfi,s+1 = fj,sfi,r+1 − q
cij
i fj,s+1fi,r, (U4)
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ψ+i,0ej,r = q
cij
i ej,rψ
+
i,0, ψ
−
i,bi
ej,r = q
−cij
i ej,rψ
−
i,bi
, [hi,±1, ej,r] = [cij ]qiej,r±1, (U5)
ψ+i,0fj,s = q
−cij
i fj,sψ
+
i,0, ψ
−
i,bi
fj,s = q
cij
i fj,sψ
−
i,bi
, [hi,±1, fj,s] = −[cij ]qifj,s±1,
(U6)
[ei,r, fj,s] = 0 if i 6= j and [ei,r, fi,s] =

ψ+i,0hi,1 if r + s = 1
ψ+
i,0−δbi,0ψ
−
i,bi
qi−q
−1
i
if r + s = 0
0 if bi + 1 ≤ r + s ≤ −1
−ψ−
i,bi
+δbi,0ψ
−
i,0
qi−q
−1
i
if r + s = bi
ψ−i,bihi,−1 if r + s = bi − 1
,
(U7)
1−cij∑
r=0
(−1)r
[
1− cij
r
]
qi
eri,0ej,0e
1−cij−r
i,0 = 0,
1−cij∑
r=0
(−1)r
[
1− cij
r
]
qi
f ri,0fj,0f
1−cij−r
i,0 = 0,
(U8)
[hi,1, [fi,1, [hi,1, ei,0]]] = 0, [hi,−1, [ei,b2,i−1, [hi,−1, fi,b1,i ]]] = 0, (U9)
for any i, j ∈ I and r, s such that the above relations make sense.
Remark 2.2. The numbers cij form a matrix (cij) which is called the Cartan
matrix. In particular, when g = sln, we have cij =

2 if i = j
−1 if |i − j| = 1
0 if |i − j| ≥ 2
, and di = 1
for all i. The Cartan matrix is gievn by
(cij) =

2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . −1 2
 .
This tells us the relations of the shifted quantum affine algebra for g = sln.
For example, some of the relations in (U5) are ψ+i,0ei,r = q
2ei,rψ
+
i,0, [hi,±1, ei,r] =
[2]qei,r±1. Similarly for other relations.
2.2. Shifted q = 0 affine algebras. In this section, we define the shifted q = 0
affine algebras. We will give a definition which is similar to Definition 2.1. By imi-
tating the article by [13], we also conjecture a second presentation of our algebra.
The conjectural one will be given in the appendix A.
Similarly to the dot version U˙q(sl2) of Uq(sl2) that introduced in [4], the
shifted q = 0 affine algebras we introduce below is also an idempotent version. This
means that we replace the identity by the direct sum of a system of projectors,
one for each element of the weight lattices. They are orthogonal idempotents for
approximating the unit element. We refer to part IV in [19] for details of such
modification.
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Throughout the rest of this article, we fix a positive integer N ≥ 2. Let
C(n,N) := {k = (k1, ..., kn) ∈ N
n | k1 + ...+ kn = N}.
We regard each k as a weight for sln via the identification of the weight
lattice of sln with the quotient Z
n/(1, 1, ..., 1). We choose the simple root αi to be
(0...0,−1, 1, 0...0) where the −1 is in the i-th position for 1 ≤ i ≤ n− 1. Then we
introduce the first version of shifted q = 0 affine algebra for sln, which is defined
by using finite generators.
Definition 2.3. Denote by U˙0,N (Lsln) the associative C-algebra generated by
{1k, ei,r1k, fi,s1k, (ψ
+
i )
±11k, (ψ
−
i )
±11k, hi,±11k | k ∈ C(n,N), 1 ≤ i ≤ n−1, −ki−1 ≤ r ≤ 0, 0 ≤ s ≤ ki+1+1}
with the following relations
1k1l = δk,l1k, ei,r1k = 1k+αiei,r, fi,r1k = 1k−αifi,r, (ψ
+
i )
±11k = 1k(ψ
+
i )
±1, hi,±11k = 1khi,±1,
(U01)
{(ψ+i )
±11k, (ψ
−
i )
±11k, hi,±11k | 1 ≤ i ≤ n− 1, k ∈ C(n,N)} pairwise commute,
(U02)
(ψ+i )
±1 · (ψ+i )
∓11k = 1k = (ψ
−
i )
±1 · (ψ−i )
∓11k, (U03)
ei,rej,s1k =

−ei,s+1ei,r−11k if j = i
ei+1,sei,r1k − ei+1,s−1ei,r+11k if j = i+ 1
ei,r+1ei−1,s−11k − ei−1,s−1ei,r+11k if j = i− 1
ej,sei,r1k if |i− j| ≥ 2
, (U04)
fi,rfj,s1k =

−fi,s−1fi,r+11k if j = i
fi,r−1fi+1,s+11k − fi+1,s+1fi,r−11k if j = i+ 1
fi−1,sfi,r1k − fi−1,s+1fi,r−11k if j = i− 1
fj,sfi,r1k if |i− j| ≥ 2
, (U05)
ψ+i ej,r1k =

−ei,r+1ψ
+
i 1k if j = i
−ei+1,r−1ψ
+
i 1k if j = i+ 1
ei−1,rψ
+
i 1k if j = i− 1
ej,rψ
+
i 1k if |i− j| ≥ 2
, ψ−i ej,r1k =

−ei,r+1ψ
−
i 1k if j = i
ei+1,rψ
−
i 1k if j = i+ 1
−ei−1,r−1ψ
−
i 1k if j = i− 1
ej,rψ
−
i 1k if |i− j| ≥ 2
,
(U06)
ψ+i fj,r1k =

−fi,r−1ψ
+
i 1k if j = i
−fi+1,r+1ψ
+
i 1k if j = i+ 1
fi−1,rψ
+
i 1k if j = i− 1
fj,rψ
+
i 1k if |i− j| ≥ 2
, ψ−i fj,r1k =

−fi,r−1ψ
−
i 1k if j = i
fi+1,rψ
−
i 1k if j = i+ 1
−fi−1,r+1ψ
−
i 1k if j = i− 1
fj,rψ
−
i 1k if |i− j| ≥ 2
,
(U07)
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[hi,±1, ej,r]1k =

0 if i = j
−ei+1,r±11k if j = i+ 1
ei−1,r±11k if j = i− 1
0 if |i− j| ≥ 2
, [hi,±1, fj,r]1k =

0 if i = j
fi+1,r±11k if j = i+ 1
−fi−1,r±11k if j = i− 1
0 if |i − j| ≥ 2
,
(U08)
[ei,r, fj,s]1k = 0 if i 6= j and [ei,r, fi,s]1k =

ψ+i hi,11k if r + s = ki+1 + 1
ψ+i 1k if r + s = ki+1
0 if − ki + 1 ≤ r + s ≤ ki+1 − 1
−ψ−i 1k if r + s = −ki
−ψ−i hi,−11k if r + s = −ki − 1
,
(U09)
for any 1 ≤ i, j ≤ n− 1 and r, s such that the above relations make sense.
Remark 2.4. Many of the relations in Definition 2.1 can not be substituted by
q = 0 directly. From the relations (U3), (U4), in sln case we have cij = 2 when
i = j. Taking q = 0, we can see that they become the relations (U04), (U05) when
i = j.
3. Categorical U˙0,N (Lsln) action
In this section, we give a definition of the categorical action for shifted q = 0
affine algebra that defined in Definition 2.3. Again, we use the notation C(n,N)
and αi defined in Section 2. We also denote by 〈·, ·〉 : Zn × Zn → Z the standard
pairing. The definition follows the similar formalism as in [8], which also come
from the definition of (g, θ) action defined in [5].
Definition 3.1. A categorical U˙0,N(Lsln) action consists of a target 2-category
K, which is triangulated, C-linear and idempotent complete. The objects in K are
Ob(K) = {K(k) | k ∈ C(n,N)}
where eachK(k) is also a triangulated category, and each Hom space Hom(K(k),K(l))
is also triangulated.
The morphisms are given by
(1) 1-morphisms: 1k, Ei,r1k = 1k+αiEi,r, Fi,s1k = 1k−αiFi,s, (Ψ
±
i )
±11k =
1k(Ψ
±
i )
±1, Hi,±11k = 1kHi,±1, where 1 ≤ i ≤ n − 1, −ki − 1 ≤ r ≤ 0,
0 ≤ s ≤ ki+1 + 1. Here 1k is the identity functor of K(k).
Subject to the following relations.
(1) The space of maps between any two 1-morphisms is finite dimensional.
(2) If α = αi or α = αi + αj for some i, j with 〈αi, αj〉 = −1, then 1k+rα = 0
for r ≫ 0 or r≪ 0.
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(3) Suppose i 6= j. If 1k+αi and 1k+αj are nonzero, then 1k and 1k+αi+αj are
also nonzero.
(4) Hi,±11k are adjoint to each other, i.e. (Hi,11k)
L ∼= 1kHi,−1 ∼= (Hi,11k)R.
(5) The left and right adjoints of Ei,r and Fi,s are given by conjugation of Ψ
±
i
up to homological shifts. More precisely,
(a) (Ei,r1k)
R ∼= 1k(Ψ
+
i )
r+1
Fi,ki+1+2(Ψ
+
i )
−r−2[−r−1] for all 1 ≤ i ≤ n−1,
(b) (Ei,r1k)
L ∼= 1k(Ψ
−
i )
r+ki−1Fi(Ψ
−
i )
−r−ki [r + ki] for all 1 ≤ i ≤ n− 1,
(c) (Fi,s1k)
R ∼= 1k(Ψ
−
i )
−s+1
Ei,−ki−2(Ψ
−
i )
s−2[s− 1] for all 1 ≤ i ≤ n− 1,
(d) (Fi,s1k)
L ∼= 1k(Ψ
+
i )
−s+ki+1−1Ei(Ψ
+
i )
s−ki+1 [−s+ ki+1] for all 1 ≤ i ≤
n− 1.
(6) (Ψ±i )
±1(Ψ±j )
±11k ∼= (Ψ
±
j )
±1(Ψ±i )
±11k for all i, j.
(7) Hi,±1Hj,±11k ∼= Hj,±1Hi,±11k for all i, j.
(8) Hi,±1Ψ
±
j 1k
∼= Ψ±j Hi,±11k for all i, j.
(9) The relations between Ei,r, Ej,s are given by the following
(a) We have
Ei,r+1Ei,s1k ∼=

Ei,s+1Ei,r1k[−1] if r − s ≥ 1
0 if r = s
Ei,s+1Ei,r1k[1] if r − s ≤ −1.
(b) Ei,r, Ei+1,s would related by the following exact triangle
Ei+1,sEi,r+11k → Ei+1,s+1Ei,r1k → Ei,rEi+1,s+11k.
(c) We have
Ei,rEj,s1k ∼= Ej,sEi,r1k, if |i− j| ≥ 2.
(10) The relations between Fi,r , Fj,s are given by the following
(a) We have
Fi,rFi,s+11k ∼=

Fi,sFi,r+11k[1] if r − s ≥ 1
0 if r = s
Fi,sFi,r+11k[−1] if r − s ≤ −1.
(b) Fi,r, Fi+1,s are related by the following exact triangles
Fi,r+1Fi+1,s1k → Fi,rFi+1,s+11k → Fi+1,s+1Fi,r1k.
(c) We have
Fi,rFj,s1k ∼= Fj,sFi,r1k, if |i − j| ≥ 2.
(11) The relations between Ei,r, Ψ
±
j are given by the following
(a) For i = j, we have
Ψ
±
i Ei,r1k
∼= Ei,r+1Ψ
±
i 1k[∓1].
(b) For |i− j| = 1, we have the following
Ψ
±
i Ei±1,r1k
∼= Ei±1,r−1Ψ
±
i 1k[±1],
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Ψ
±
i Ei∓1,r1k
∼= Ei∓1,rΨ
±
i 1k.
(c) For |i− j| ≥ 2, we have
Ψ
±
i Ej,r1k
∼= Ej,rΨ
±
i 1k.
(12) The relations between Fi,r , Ψ
±
j are given by the following
(a) For i = j, we have
Ψ
±
i Fi,r1k
∼= Fi,r−1Ψ
±
i 1k[±1].
(b) For |i− j| = 1, we have the following
Ψ
±
i Fi±1,s1k
∼= Fi±1,s+1Ψ
±
i 1k[∓1],
Ψ
±
i Fi∓1,r1k
∼= Fi∓1,rΨ
±
i 1k.
(c) For |i− j| ≥ 2, we have
Ψ
±
i,Fj,r1k
∼= Fj,rΨ
±
i 1k.
(13) The relations between Ei,r, Hj,±1 are given by the following
(a) For i = j, they are related by the following exact triangles
Hi,1Ei,r1k → Ei,rHi,11k → (Ei,r+1
⊕
Ei,r+1[1])1k,
Ei,rHi,−11k → Hi,−1Ei,r1k → (Ei,r−1
⊕
Ei,r−1[1])1k.
(b) For |i− j| = 1, they are related by the following exact triangles
Hi,1Ei+1,r1k → Ei+1,rHi,11k → Ei+1,r+11k,
Ei−1,r+11k → Hi,1Ei−1,r1k → Ei−1,rHi,11k,
Ei+1,r−11k → Ei+1,rHi,−11k → Hi,−1Ei+1,r1k,
Ei−1,rHi,−11k → Hi,−1Ei−1,r1k → Ei−1,r−11k.
(c) For |i− j| ≥ 2, we have
Hi,±1Ej,r1k ∼= Ej,rHi,±11k.
(14) The relations between Fi,r , Hj,±1 are given by the following
(a) For i = j, they are related by the following exact triangles
Fi,rHi,11k → Hi,1Fi,r1k → (Fi,r+1
⊕
Fi,r+1[1])1k,
Hi,−1Fi,r1k → Fi,rHi,−11k → (Fi,r−1
⊕
Fi,r−1[1])1k.
(b) For |i− j| = 1, they are related by the following exact triangles
Fi+1,rHi,11k → Hi,1Fi+1,r1k → Fi+1,r+11k,
Fi−1,r+11k → Fi−1,rHi,11k → Hi,1Fi−1,r1k,
Fi+1,r−11k → Hi,−1Fi+1,r1k → Fi+1,rHi,−11k,
Hi,−1Fi−1,r1k → Fi−1,rHi,−11k → Fi−1,r−11k.
(c) For |i− j| ≥ 2, we have
Hi,±1Fj,r1k ∼= Fj,rHi,±11k.
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(15) If i 6= j, then Ei,rFj,s1k ∼= Fj,sEi,r1k for all r, s ∈ Z.
(16) For Ei,rFi,s1k,Fi,sEi,r1k ∈ Hom(K(k),K(k)), they are related by exact
triangles, more precisely,
(a)
Fi,sEi,r1k → Ei,rFi,s1k → Ψ
+
i Hi,11k if r + s = ki+1 + 1,
(b)
Fi,sEi,r1k → Ei,rFi,s1k → Ψ
+
i 1k if r + s = ki+1,
(c)
Ei,rFi,s1k → Fi,sEi,r1k → Ψ
−
i 1k if r + s = −ki,
(d)
Ei,rFi,s1k → Fi,sEi,r1k → Ψ
−
i Hi,−11k if r + s = −ki − 1,
(e)
Fi,sEi,r1k ∼= Ei,rFi,s1k if − ki + 1 ≤ r + s ≤ ki+1 − 1.
We give some remarks about this definition.
Remark 3.2. The 2-categoryK is called idempotent complete if for any 2-morphism
f with f2 = f , the image of f is contained in K.
Remark 3.3. Note that in our definition of categorical action, we do not have the
linear maps
Span{αi | 1 ≤ i ≤ n− 1} → End
2(1k), k ∈ C(n,N)
which is used to give the element θ in the definition of (g, θ) or (gˆ, θ) action in
[5] or [11]. This is because usually the geometry of the spaces that appear in our
setting does not have a natural flat deformation, see Section 5 for our examples.
The data of flat deformation can be used to obtain linear map Span{αi | 1 ≤ i ≤
n− 1} → End2(1k), which was showed in [5].
4. Preliminaries on coherent sheaves and Fourier-Mukai kernels
In this section, we briefly recall some facts about Fourier-Mukai kernels and
other tools that we would use for proofs in later sections. The readers can consult
the book by Huybrechts [14] for details.
We will be working with the bounded derived category of coherent sheaves
on X , which we denote it by Db(X). Throughout this article, all pullbacks, push-
forwards, Homs, and tensor products of sheaves will be derived functors.
Let X , Y be two smooth projective varieties. A Fourier-Mukai kernel is any
object P in the derived category of coherent sheaves on X × Y . Given P ∈
Db(X × Y ), we may define the associated Fourier-Mukai transform, which is the
functor
ΦP : D
b(X)→ Db(Y )
F 7→ π2∗(π
∗
1(F)⊗ P).
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We call ΦP the Fourier-Mukai transform with (Fourier-Mukai) kernel P . For
convenience, we would just write FM for Fourier-Mukai. The first property of
FM transforms is that they have left and right adjoints that are themselves FM
transforms.
Proposition 4.1. ([14] Proposition 5.9) For ΦP : Db(X) → Db(Y ) is the FM
transform with kernel P, define
PL = P
∨ ⊗ π∗2ωY [dimY ], PR = P
∨ ⊗ π∗1ωX [dimX ].
Then
ΦPL : D
b(Y )→ Db(X), ΦPR : D
b(Y )→ Db(X)
are the left and right adjoints of ΦP , respectively.
The second property is the composition of FM transforms is also a FM trans-
form.
Proposition 4.2. ([14] Proposition 5.10) Let X,Y, Z be smooth projective vari-
eties over C. Consider objects P ∈ Db(X × Y ) and Q ∈ Db(Y × Z). They define
FM transforms ΦP : Db(X) → Db(Y ), ΦQ : Db(Y ) → Db(Z). We would use ∗ to
denote the operation for convolution, i.e.
Q ∗ P := π13∗(π
∗
12(P)⊗ π
∗
23(Q))
Then for R = Q ∗ P ∈ Db(X × Z), we have ΦQ ◦ ΦP ∼= ΦR.
Remark 4.3. Moreover by [14] remark 5.11, we have (Q ∗ P)L ∼= (P)L ∗ (Q)L and
(Q ∗ P)R ∼= (P)R ∗ (Q)R.
The final result we will need in later is about derived pushforward of coherent
sheaves. Let V be a vector bundle of rank n on a variety X , where n ≥ 2. Then
we can form the projective bundle P(V). We get in this way a Pn−1-fibration
π : P(V) → X . Let OP(V)(−1) be the relative tautological bundle and OP(V)(1)
be the dual bundle, we have OP(V)(i) = OP(V)(1)
⊗i for i ∈ Z. Then we have the
following result.
Proposition 4.4.
π∗OP(V)(i) ∼=

Symi(V∨) if i ≥ 0
0 if 1− n ≤ i ≤ −1
Sym−i−n(V)⊗ det(V)[1− n] if i ≤ −n
in the derived category Db(X), where V∨ = RHom(V ,OX) ∈ Db(X).
Proof. Let DP(V) and DX be the Verdier dual functors for the derived categories
Db(P(V)) andDb(X), respectively. Then since π is proper, we get π∗DP(V) ∼= DXπ∗.
By definition, we have DP(V)OP(V) = O
∨
P(V) ⊗ ωP(V)[dimP(V)], where ωP(V)
is the canonical bundle on P(V). Also, DXOX = O
∨
X ⊗ ωX [dimP(X)]. Since that
π∗(OP(V)) = OX , and note that O
∨
X
∼= OX , O∨P(V)
∼= OP(V), we get
π∗(O
∨
P(V) ⊗ ωP(V))[dimP(V)]
∼= O∨X ⊗ ωX [dimX ]
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thus
π∗(ωP(V ))[dimP(V )] ∼= ωX [dimX ]. (4.1)
We have the short exact sequence
0→ OP(V)(−1)→ OP(V) ⊗ π
∗(V)→ Q→ 0 (4.2)
whereQ is the quotient bundle. The relative tangent bundle is TP(V)/X = HomP(V)(OP(V)(−1), Q) ∼=
OP(V)(1)⊗Q. Thus we have Q ∼= TP(V)/X ⊗OP(V)(−1), and the relative cotangent
bundle is ΩP(V)/X ∼= Q
∨ ⊗OP(V)(−1).
Tensoring the above short exact sequence (4.2) by OP(V)(1) and taking duals,
we get
0→ ΩP(V)/X → OP(V)(−1)⊗ π
∗(V∨)→ O∨
P(V) → 0.
Thus we get that the relative canonical bundle is ωP(V)/X ∼= det(ΩP(V)/X) ∼=
det(OP(V)(−1) ⊗ π
∗(V∨)) ∼= π∗(det(V∨)) ⊗ OP(V)(−n), since rankV = n. For
ωP(V)/X ∼= π
∗(ω∨X) ⊗ ωP(V), we get π
∗(ω∨X) ⊗ ωP(V)
∼= π∗(det(V∨)) ⊗ OP(V)(−n).
So, ωP(V) ∼= π
∗(ωX ⊗ det(V∨))⊗OP(V)(−n).
Hence, we get that
π∗(ωP(V))[dimP(V)] ∼= π∗(π
∗(ωX ⊗ det(V
∨))⊗OP(V)(−n))[dimP(V)]
∼= ωX ⊗ det(V
∨)⊗ π∗(OP(V)(−n))[dimP(V )] (projection formula).
So, (4.1) becomes
ωX [dimX ] ∼= ωX ⊗ det(V
∨)⊗ π∗(OP(V)(−n))[dimP(V)]
and since dimP(V) = dimX + n− 1, we conclude that
π∗(OP(V)(−n)) ∼= det(V)[1− n].
This verifies the case where i = −n. For 1 − n ≤ i ≤ −1, since there is no
cohomology on the fibre, it is easy to see that π∗(OP(V)(i)) = 0 for 1−n ≤ i ≤ −1.
Now, considering i = −n− l where l ≥ 0, note that we have
π∗DP(V)(OP(V)(l)) ∼= DXπ∗(OP(V)(l))
using the same calculation as above, we get that
π∗(OP(V)(−n− l)) ∼= det(V)⊗ π∗(OP(V)(l))
∨[1− n].
This means that if we know π∗(OP(V)(l)) for l ≥ 1, then we know all the cases.
Since H0(Pn,OPn(i)) ∼= Sym
i((Cn+1)∨) for all i ≥ 0, we get that π∗(OP(V)(l)) ∼=
Syml(V∨) for l ≥ 0. Thus π∗(OP(V)(−n − l)) = det(V) ⊗ Sym
l(V)[1 − n] for all
l ≥ 0 and the proposition is proved.

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5. A geometric example
In this section, we give an geometric example that satisfy the above definition
of categorical U˙0,N (Lsln) action. That means we have to define categories K(k),
1-morphisms Ei,r1k, Fi,s1k, Hi,±11k, and (Ψ
±
i )
±11k, which are functors between
those categories.
For each k ∈ C(n,N), we define the partial flag variety
Flk(C
N ) := {V• = (0 = V0 ⊂ V1 ⊂ ... ⊂ Vn = C
N ) | dimVi/Vi−1 = ki for all i}.
We denote Y (k) = Flk(C
N ) and Db(Y (k)) to be the bounded derived cat-
egories of coherent sheaves on Y (k). Those would be the objects K(k) of the
triangulated 2-category K in Definition 3.1. On Y (k) we denote Vi to be the tau-
tological bundle whose fibre over a point (0 = V0 ⊂ V1 ⊂ ... ⊂ Vn = CN ) is
Vi.
To define those 1-morphisms Ei,r1k, Fi,s1k, Hi,±11k, (Ψ
±
i )
±11k, we use the
language of FM transforms, that means we would define them by using FM kernels.
So we have to introduce more geometries.
5.1. Correspondence and related varieties. We define correspondencesW 1i (k) ⊂
Y (k)× Y (k + αi) by
W 1i (k) := {(V•, V
′
•) ∈ Y (k)× Y (k + αi) | Vj = V
′
j for j 6= i, V
′
i ⊂ Vi}.
Then we have the natural line bundle Vi/V ′i on W
1
i (k).
Next, we introduce new varieties
Xi(k) := {(V
′′′
• , V•, V
′′
• , V
′
•) ∈ Y (k + αi)× Y (k)× Y (k)× Y (k − αi) |
V ′′′i ⊂ Vi ⊂ V
′
i , V
′′′
i ⊂ V
′′
i ⊂ V
′
i , V
′′′
j = Vj = V
′′
j = V
′
j ∀ j 6= i}.
On Xi(k), we have the divisor Di(k) ⊂ Xi(k) that defined by
Di(k) := {(V
′′′
• , V•, V
′′
• , V
′
•) ∈ Y (k + αi)× Y (k)× Y (k)× Y (k − αi) |
V ′′′i ⊂ Vi = V
′′
i ⊂ V
′
i , V
′′′
j = Vj = V
′′
j = V
′
j ∀ j 6= i}
which is cut out by the natural section of the line bundles Hom(V ′′i /V
′′′
i ,V
′
i/Vi)
or Hom(Vi/V ′′′i ,V
′
i/V
′′
i ). More precisely, we have OXi(k)(−Di(k))
∼= V ′′i /V
′′′
i ⊗
(V ′i/Vi)
−1 ∼= Vi/V ′′′i ⊗ (V
′
i/V
′′
i )
−1.
We also have the following short exact sequences
0→ V ′′i /V
′′′
i → V
′
i/Vi → ODi(k) ⊗ V
′
i/Vi → 0,
0→ Vi/V
′′′
i → V
′
i/V
′′
i → ODi(k) ⊗ V
′
i/V
′′
i → 0.
Let pi(k) : Xi(k)→ Yi(k) be the projection by forgetting V ′′′• and V
′
• . Here
Yi(k) = {(V•, V
′′
• , ) ∈ Y (k)× Y (k) | dimVi ∩ V
′′
i ≥
i∑
l=1
kl − 1, Vj = V
′′
j ∀ j 6= i}.
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Let ti(k) : Yi(k)→ Y (k)× Y (k) be the inclusion and ∆(k) : Y (k)→ Y (k)×
Y (k) the diagonal map, and ι(k) : W 1i (k) →֒ Y (k) × Y (k + αi) be the inclusion.
Then we define those 1-morphisms via using the above geometries.
Definition 5.1. We define 1k, Ei,r1k, 1kFi,s, Hi,±11k, (Ψ
±
i )
±11k to be FM trans-
forms with the corresponding kernels
1k := ∆(k)∗OY (k) ∈ D
b(Y (k)× Y (k)),
Ei,r1k := ι(k)∗(Vi/V
′
i)
r ∈ Db(Y (k)× Y (k + αi)),
1kFi,r := ι(k)∗(V
′
i/Vi)
r ∈ Db(Y (k + αi)× Y (k)),
(Ψ+i )
±11k := ∆(k)∗det(Vi+1/Vi)
±1[±(1− ki+1)] ∈ D
b(Y (k)× Y (k)),
(Ψ−i )
±11k := ∆(k)∗det(Vi/Vi−1)
∓1[±(1− ki)] ∈ D
b(Y (k)× Y (k)),
Hi,11k := (Ψ
+
i 1k)
−1 ∗ [ti(k)∗pi(k)∗(O2Di ⊗ (V
′
i/Vi)
ki+1+1)] ∈ Db(Y (k)× Y (k)),
Hi,−11k := (Ψ
−
i 1k)
−1 ∗ [ti(k)∗pi(k)∗(O2Di ⊗ (Vi/V
′′′
i )
−ki−1)] ∈ Db(Y (k)× Y (k)).
Then we have the following theorem.
Theorem 5.2. Let K be the triangulated 2-categories whose nonzero objects are
K(k) = Db(Y (k)) where k ∈ C(n,N), the 1-morphisms are kernels defined in
Definition 5.1 and the 2-morphisms are maps between kernels. Then this gives a
categorical U˙0,N (Lsln) action.
We devote the rest of this section to a proof of this theorem.
5.2. sl2 case. Since many relations in the Definition 3.1 of categorical U˙0,N (Lsln)
action can be reduced to the sl2 case, we will prove there is a categorical U˙0,N(Lsl2)
action first.
Now n = 2 and 1 ≤ i ≤ n − 1 imply we only have i = 1. To simplify the
notation, we would drop i from all the functors with i in their notation. Also, we
have k = (k1, k2) with k1 + k2 = N , the partial flag variety Flk(C
N ) are just the
Grassmannians
G(k,N) = {0 ⊂ V ⊂ CN | dimV = k},
and the correspondences W 11 ((k,N − k)) are the 2-steps partial flag varieties
Fl(k − 1, k) = {0 ⊂ V ′ ⊂ V ⊂ CN | dimV ′ = k − 1, dimV = k}.
Here we would just write (k,N − k) with 0 ≤ k ≤ N for k. Thus we have the
1-morphisms 1(k,N−k), Er1(k,N−k), Fs1(k,N−k), H±11(k,N−k), (Ψ
±)±11(k,N−k).
We show that
Theorem 5.3. The data above define a categorical U˙0,N (Lsl2) action.
To prove this, we need to prove the relations (1), (4), (5) (9a), (10a), (11a),
(12a), (13a), (14a), (16) and (6), (7), (8) with i = j in the Definition 3.1.
Note that relation (1) is obvious. So we check the rest. Before we check
them, let us remark that since all functors above are defined by using kernels. By
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Proposition 4.2, composition of functors corresponds to convolution of kernels, and
therefore we may check the relations in terms of kernels.
Many of the relations that we prove below are for Er1(k,N−k), and most of the
proof involve the calculation of convolution of kernels. In order to make calculations
to be simple, we will also omit (k,N − k) for all the maps in Definition 5.1, i.e. we
will just write ι, ∆, t, p if there is no confusion.
So it is helpful to have the following picture
G(k,N)×G(k − 1, N)
π1
||②②
②②
②②
②②
②②
②②
②②
②②
②②
②②
π2
##●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●●
●
Fl(k − 1, k)
p1
vv❧❧
❧❧
❧❧
❧❧
❧❧
❧❧
❧
p2
))❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
ι
OO
G(k,N) G(k − 1, N)
where ι : Fl(k− 1, k)→ G(k,N)×G(k− 1, N) is the natural inclusion and π1, π2,
p1, p2 are the natural projections.
The first is relation (5).
Lemma 5.4.
(Er1(k,N−k))
R ∼= 1(k,N−k)(Ψ
+)r+1 ∗ FN−k+2 ∗ (Ψ
+)−r−2[−r − 1],
(Er1(k,N−k))
L ∼= 1(k,N−k)(Ψ
−)r+k−1 ∗ F ∗ (Ψ−)−r−k[r + k],
(Fs1(k,N−k))
R ∼= 1(k,N−k)(Ψ
−)−s+1 ∗ E−k−2 ∗ (Ψ
−)s−2[s− 1],
(Fs1(k,N−k))
L ∼= 1(k,N−k)(Ψ
+)−s+N−k−1 ∗ E ∗ (Ψ+)s−N+k[−s+N − k].
Proof. It suffices to prove the first case, the other is similar.
By Proposition 4.1, we have the right adjoint of Er1(k,N−k) is given by
{ι∗(V/V
′)r}∨ ⊗ π∗1(ωG(k,N))[dimG(k,N)].
Thus it suffices to calculate {ι∗(V/V ′)r}∨. For Fl(k−1, k) ⊂ G(k,N)×G(k−1, N)
the derived dual is given by
{ι∗(V/V
′)r}∨ ∼= ι∗((V/V
′)−r⊗ωFl(k−1,k))⊗ω
−1
G(k,N)×G(k−1,N)[−codimFl(k−1, k)].
We have ω−1
G(k,N)×G(k−1,N)
∼= π∗1(ω
−1
G(k,N))⊗π
∗
2(ω
−1
G(k−1,N)). To calculate ωFl(k−1,k),
considering the projection π : Fl(k − 1, k) → G(k − 1, N). We have ωFl(k−1,k) ∼=
ωrel ⊗ π
∗ωG(k−1,N). So summarizing we have
{ι∗(V/V
′)r}∨ ⊗ π∗1(ωG(k,N))[dimG(k,N)]
∼= ι∗(ωrel ⊗ (V/V
′)−r)[dimG(k,N)− codimFl(k − 1, k)] (projection formula).
For ωrel, there is a short exact sequence of vector bundles on Fl(k − 1, k)
0→ V/V ′ → CN/V ′ → CN/V → 0 (5.1)
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this gives the relative cotangent bundle
T ∨rel ∼= V/V
′ ⊗ (CN/V)∨ and
ωrel ∼=
N−k∧
V/V ′ ⊗ (CN/V)∨ ∼= (V/V ′)N−k ⊗ det(CN/V)−1 ∼= (V/V ′)N−k+1 ⊗ det(CN/V ′)−1.
A calculation gives dimG(k,N) − codimFl(k − 1, k) = N − k and from the
short exact sequence (5.1), we have V/V ′ ∼= det(CN/V ′)⊗ det(CN/V)−1. Thus
{ι∗(V/V
′)r}∨ ⊗ π∗1(ωG(k,N))[dimG(k,N)]
∼= ι∗((V/V
′)−r+N−k+1 ⊗ det(CN/V ′)−1)[N − k].
∼= ι∗((V/V
′)N−k+2 ⊗ det(CN/V)r+1 ⊗ det(CN/V ′)−r−2)[N − k]
∼= ι∗((V/V
′)N−k+2 ⊗ det(CN/V)r+1[(r + 1)(1 + k −N)]⊗ det(CN/V ′)−r−2[(r + 2)(N − k)])[−r − 1]
(5.2)
Note that the kernel (Ψ+)−11(k−1,N−k+1) is defined by ∆∗ det(C
N/V ′)−1[N−
k], while Ψ+1(k,N−k) is defined by ∆∗ det(C
N/V)[1+k−N ]. By the proof in the fol-
lowing Lemma 5.5, we can conclude that (5.2) is isomorphic to 1(k,N−k)(Ψ
+)r+1 ∗
FN−k+2 ∗ (Ψ+)−r−2[−r − 1]. 
Next, we verify relations (11a), (12a).
Lemma 5.5.
(Ψ± ∗ Er)1(k,N−k) ∼= (Er+1 ∗Ψ
±)1(k,N−k)[∓1]
(Ψ± ∗ Fr)1(k,N−k) ∼= (Fr−1 ∗Ψ
±)1(k,N−k)[±1].
Proof. It suffices to prove the first case, the others are similar. We have
(Ψ+ ∗ Er)1(k,N−k) ∼= π13∗(π
∗
12Er1(k,N−k) ⊗ π
∗
23Ψ
+1(k−1,N−k+1))
∼= π13∗(π
∗
12ι∗(V/V
′)r ⊗ π∗23∆∗det(C
N/V ′)[k −N ]).
(5.3)
and the following fibred product diagrams
Fl(k − 1, k)×G(k − 1, N) G(k,N)×G(k − 1, N)×G(k − 1, N)
Fl(k − 1, k) G(k,N)×G(k − 1, N)
ι×id
q1 π12
ι
G(k,N)×G(k − 1, N) G(k,N)×G(k − 1, N)×G(k − 1, N)
G(k − 1, N) G(k − 1, N)×G(k − 1, N)
id×∆
π2 π23
∆
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where q1 is the natural projection. Using base change, (5.3) becomes
π13∗((ι × id)∗q
∗
1(V/V
′)r ⊗ (id×∆)∗π
∗
2det(C
N/V ′)[k −N ])
∼= π13∗(id×∆)∗((id×∆)
∗(ι× id)∗q
∗
1(V/V
′)r ⊗ π∗2det(C
N/V ′)[k −N ])
∼= (id×∆)∗(ι × id)∗q
∗
1(V/V
′)r ⊗ π∗2det(C
N/V ′)[k −N ].
(5.4)
Note that here we use π13 ◦ (id × ∆) = id. Next, we have the following fibred
product diagram
Fl(k − 1, k) G(k,N)×G(k − 1, N)
Fl(k − 1, k)×G(k − 1, N) G(k,N)×G(k − 1, N)×G(k − 1, N).
ι
id×p2 id×∆
ι×id
Using base change, (5.4) becomes
ι∗(id× p2)
∗q∗1(V/V
′)r ⊗ π∗2det(C
N/V ′)[k −N ]
∼= ι∗(V/V
′)r ⊗ π∗2det(C
N/V ′)[k −N ].
Again, here we use q1 ◦ (id× p2) = id. Thus (Ψ+ ∗ Er)1(k,N−k) is given by
π∗2 det(C
N/V ′)⊗ ι∗(V/V
′)r[k −N ] ∼= ι∗(det(C
N/V ′)⊗ (V/V ′)r)[k −N ].
Using the same argument, we can know that (Er+1 ∗Ψ+)1(k,N−k) is given by
ι∗(V/V
′)r+1⊗ π∗1 det(C
N/V)[1+ k−N ] ∼= ι∗((V/V
′)r+1⊗ det(CN/V))[1+ k−N ].
Note that on Fl(k − 1, k), we have det(CN/V ′) ∼= V/V ′ ⊗ det(CN/V). Com-
bining these, the result follows. 
Next, we verify relations (9a), (10a).
Lemma 5.6.
(Er+1 ∗ Es)1(k,N−k) ∼=

(Es+1 ∗ Er)1(k,N−k)[−1] if r − s ≥ 1
0 if r = s
(Es+1 ∗ Er)1(k,N−k)[1] if r − s ≤ −1
(Fr ∗ Fs+1)1(k,N−k) ∼=

(Fs ∗ Fr+1)1(k,N−k)[1] if r − s ≥ 1
0 if r = s
(Fs ∗ Fr+1)1(k,N−k)[−1] if r − s ≤ −1
.
Proof. It suffices to prove the first case, the others are similar.
For the first one, we have r − s ≥ 1. Then (Er+1 ∗ Es)1(k,N−k) is given by
ι′∗(V
′/V ′′)r+1 ∗ ι∗(V/V
′)s = π13∗(π
∗
12ι∗(V/V
′)s ⊗ π∗23ι
′
∗(V
′/V ′′)r+1). (5.5)
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Here ι′ : Fl(k−2, k−1)→ G(k−1, N)×G(k−2, N) is the natural inclusion.
We have the following fibred product diagrams
Fl(k − 1, k)×G(k − 2, N) G(k,N)×G(k − 1, N)× G(k − 2, N)
Fl(k − 1, k) G(k,N)×G(k − 1, N)
ι×id
r1 π12
ι
G(k,N)× Fl(k − 2, k − 1) G(k,N)×G(k − 1, N)× G(k − 2, N)
Fl(k − 2, k − 1) G(k − 1, N)×G(k − 2, N)
id×ι′
r2 π23
ι′
where r1, r2 are the natural projections. Using base change, (5.5) becomes
π13∗((ι × id)∗r
∗
1(V/V
′)s ⊗ (id× ι′)∗r
∗
2(V
′/V ′′)r+1)
∼= π13∗(ι× id)∗(r
∗
1(V/V
′)s ⊗ (ι× id)∗(id× ι′)∗r
∗
2(V
′/V ′′)r+1).
(5.6)
We have the following fibred product diagram
Fl(k − 2, k − 1, k) G(k,N)× Fl(k − 2, k − 1)
Fl(k − 1, k)×G(k − 2, N) G(k,N)×G(k − 1, N)× G(k − 2, N)
t2
t1 id×ι′
ι×id
where t1, t2 are the natural maps. Using base change, (5.6) becomes
π13∗(ι× id)∗(r
∗
1(V/V
′)s ⊗ t1∗t
∗
2r
∗
2(V
′/V ′′)r+1)
∼= π13∗(ι× id)∗t1∗(t
∗r∗1(V/V
′)s ⊗ t∗2r
∗
2(V
′/V ′′)r+1)
∼= π13∗(ι× id)∗t1∗((V
′/V ′′)r+1−s ⊗ det(V/V ′′)s).
(5.7)
Finally we have the following fibred product diagram
Fl(k − 2, k − 1, k) G(k,N)×G(k − 1, N)×G(k − 2, N)
Fl(k − 2, k) G(k,N)×G(k − 2, N).
(ι×id)◦t1
π π13
ι′′
Here ι′′ is the natural inclusion and π : Fl(k−2, k−1, k)→ Fl(k−2, k) is a P1-
fibration. We have V ′/V ′′ ∼= OP(V/V”)(−1). Since r−s ≥ 1, we get −r+s−1 ≤ −2
and using Proposition 4.4, we get that (5.7) becomes
ι′′∗π∗(OP(V/V′′)(−r+s−1)⊗det(V/V
′′)s) ∼= ι′′∗(Sym
r−s−1(V/V ′′)⊗det(V/V ′′)s+1)[−1].
Thus (Er+1∗Es)1k is isomorphic to ι
′′
∗(Sym
r−s−1(V/V ′′)⊗det(V/V ′′)s+1)[−1].
Similar calculation tells us that (Es+1∗Er)1(k,N−k) is given by ι
′′
∗(Sym
r−s−1(V/V ′′)⊗
det(V/V ′′)s+1) and the relation follows.

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Next, we prove the relation (16), before we move to the proof, we would like
to use some of the above properties to reduce the cases to simpler ones.
Note that from Lemma 5.5, we have (Ψ+∗Er)1(k,N−k) ∼= (Er+1∗Ψ
+)1(k,N−k)[−1].
Since Ψ+1(k,N−k) is invertible, we get
[Ψ+ ∗ Er ∗ (Ψ
+)−1]1(k,N−k) ∼= Er+11(k,N−k)[−1].
Since it is true for all r ∈ Z, we can apply this inductively, and we get
[(Ψ+)r ∗ E ∗ (Ψ+)−r]1(k,N−k) ∼= Er1(k,N−k)[−r]
where (Ψ+)r means (Ψ+) convolution with itself r times.
Similarly, for Fs1(k,N−k), we have
[(Ψ+)−s ∗ F ∗ (Ψ+)s]1(k,N−k) ∼= Fs1(k,N−k)[−s].
Then we have
(Er∗Fs)1(k,N−k) ∼= [(Ψ
+)r∗E∗(Ψ+)−r∗Fs]1(k,N−k)[r] ∼= [(Ψ
+)r∗E∗Fs+r∗(Ψ
+)−r]1(k,N−k).
On the other hand
(Fs∗Er)1(k,N−k) ∼= [Fs∗(Ψ
+)r∗E∗(Ψ+)−r]1(k,N−k)[r] ∼= [(Ψ
+)r∗Fr+s∗E∗(Ψ
+)−r]1(k,N−k).
From this, since Ψ+1(k,N−k) is invertible, in order to compare (Fs∗Er)1(k,N−k)
and (Er∗Fs)1(k,N−k), it suffices to compare (Fr+s∗E)1(k,N−k) and (E∗Fr+s)1(k,N−k).
Thus, it suffices prove the following proposition.
Proposition 5.7. We have the following exact triangles in Db(G(k,N)×G(k,N)).
(Fs ∗ E)1(k,N−k) → (E ∗ Fs)1(k,N−k) → (Ψ
+ ∗ H1)1(k,N−k) if s = N − k + 1,
(Fs ∗ E)1(k,N−k) → (E ∗ Fs)1(k,N−k) → Ψ
+1(k,N−k) if s = N − k,
(E ∗ Fs)1(k,N−k) → (Fs ∗ E)1(k,N−k) → Ψ
−1(k,N−k) if s = −k,
(E ∗ Fs)1(k,N−k) → (Fs ∗ E)1(k,N−k) → (Ψ
− ∗ H−1)1(k,N−k) if s = −k − 1,
(Fs ∗ E)1(k,N−k) ∼= (E ∗ Fs)1(k,N−k) if − k + 1 ≤ s ≤ N − k − 1.
Before we move to the proof, we give a remark to explain why the categorical
commutator relations in the above Proposition 5.7 is different from the categorical
sl2 action that we mention in the introduction.
Remark 5.8. Note that both in the constructible and coherent sheaves cases, to
calculate categorical commutator relations, we have to calculate the convolution
of sheaves. The final step of convolution is derived pushforward, which is taking
cohomology along the fibres. So we may think the non-zero extra term coming
from the non-trivial cohomology of the fibres.
Assuming λ = N−2k ≥ 0, from Theorem 1.1, we have EF|C(λ) ∼= FE|C(λ)
⊕
Id
⊕λ
C(λ)
where C(λ) = DbCon(G(k,N)). For the singular cohomology of Pλ−1, we have
dimH∗(Pλ−1,C) = λ. The categorical commutator relation can be written as
EF|C(λ) ∼= FE|C(λ)
⊕
IdC(λ) ⊗C H
∗(Pλ−1,C). Similarly for the case λ ≤ 0.
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Now since we are in the coherent setting, we have to consider coherent sheaf
cohomology. The isomorphism (Fs ∗ E)1(k,N−k) ∼= (E ∗ Fs)1(k,N−k) for −k + 1 ≤
s ≤ N − k− 1 is reflected by the property that H∗(PN−1,OPN−1(−s− k)) = 0 for
−N + 1 ≤ −s− k ≤ −1.
The first thing we would deal with is when s = 0, which is the following
lemma.
Lemma 5.9. (E ∗ F)1(k,N−k) ∼= (F ∗ E)1(k,N−k)
Proof. We have to compute the convolution of kernels. Starting from (E∗F)1(k,N−k),
the kernel is given by
π13∗(π
∗
12τ∗OFl(k,k+1) ⊗ π
∗
23ι∗OFl(k,k+1)) (5.8)
where τ : Fl(k, k + 1) → G(k,N) × G(k + 1, N) and ι : Fl(k, k + 1) → G(k +
1) × G(k,N) are the natural inclusions. Also πij are natural projections from
G(k,N)×G(k + 1, N)×G(k,N) to the corresponding (i, j)-components.
We have the following fibred product diagrams
Fl(k, k + 1)×G(k,N) G(k,N)×G(k + 1, N)×G(k,N)
Fl(k, k + 1) G(k,N)×G(k + 1, N)
τ×id
a1 π12
τ
G(k,N)× Fl(k, k + 1) G(k,N)×G(k + 1, N)×G(k,N)
Fl(k, k + 1) G(k + 1, N)×G(k,N)
id×ι
a2 π23
ι
where a1, a2 are the natural projections.
Using base change, (5.8) becomes
π13∗((τ × id)∗a
∗
1OFl(k,k+1) ⊗ (id× ι)∗a
∗
2OFl(k,k+1))
∼= π13∗((τ × id)∗OFl(k,k+1)×G(k,N) ⊗ (id× ι)∗OG(k,N)×Fl(k,k+1)).
(5.9)
We have the following fibred product diagram
Z Fl(k, k + 1)×G(k,N)
G(k,N)× Fl(k, k + 1) G(k,N)×G(k + 1, N)×G(k,N)
b1
b2 τ×id
id×ι
where Z is the intersection
Z := (Fl(k, k + 1)×G(k,N)) ∩ (G(k,N)× Fl(k, k + 1))
= {(V, V ′, V ′′) | dim V = dimV ′′ = k, dimV ′ = k + 1, V ⊂ V ′, V ′′ ⊂ V ′}.
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Using base change, (5.9) becomes
π13∗(id× ι)∗((id× ι)
∗(τ × id)∗OFl(k,k+1)×G(k,N) ⊗OG(k,N)×Fl(k,k+1))
∼= π13∗(id× ι)∗(b2∗b
∗
1OFl(k,k+1)×G(k,N) ⊗OG(k,N)×Fl(k,k+1))
∼= π13∗(id× ι)∗b2∗(b
∗
1OFl(k,k+1)×G(k,N) ⊗ b
∗
2OG(k,N)×Fl(k,k+1))
∼= π13∗(id× ι)∗b2∗(OZ ⊗OZ) ∼= π13∗(id× ι)∗b2∗(OZ).
Finally, we have the following commutative diagram, which is actually a fibred
product
Z G(k,N)×G(k + 1, N)×G(k,N)
Y G(k,N)×G(k,N)
j1
π13|Z π13
t
where Y = π13(Z) = {(V, V ′′) | dimV ∩ V ′′ ≥ k − 1} is the image of Z under π13
and j1, t are the inclusions. Note that we have j1 = (τ × id) ◦ b1 = (id× ι) ◦ b2.
For π13 : G(k,N) × G(k + 1, N) × G(k,N) → G(k,N) × G(k,N), we have
when π13 restrict to Z it becomes π13|Z : Z → G(k,N)×G(k,N) with fibres over
(V, V ′′) ∈ G(k,N)×G(k,N) equal to
(π13|Z)
−1(V, V ′′) =

PN−k−1 if V = V ′′
point if dimV ∩ V ′′ = k − 1
φ if dimV ∩ V ′′ ≤ k − 2
.
Here Y ⊂ G(k,N)×G(k,N) is a Schubert variety, it has rational singularities.
So (π13|Z∗)(OZ) ∼= OY and this gives that
π13∗(id× ι)∗b2∗(OZ) ∼= π13∗j1∗(OZ) ∼= t∗(π13|Z∗)(OZ) ∼= t∗OY .
Thus (E ∗ F)1(k,N−k) ∼= t∗OY .
Using the same method for calculating (F ∗ E)1(k,N−k), we would end up
with the following fibred product diagram
Z ′ G(k,N)×G(k − 1, N)×G(k,N)
Y G(k,N)×G(k,N)
j2
π13′ |Z′ π13′
t
where Z ′ is the intersection
Z ′ := (Fl(k − 1, k)×G(k,N)) ∩ (G(k,N)× Fl(k − 1, k))
= {(V, V ′′′, V ′′) | dimV = dim V ′′ = k, dimV ′′′ = k − 1, V ′′′ ⊂ V, V ′′′ ⊂ V ′′}
and j2 is the inclusion.
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Restricting π13′ to Z
′ we get π13′ |Z′ : Z ′ → G(k,N) × G(k,N). The fibre
over (V, V ′′) ∈ G(k,N)×G(k,N) is
(π13′ |Z′)
−1(V, V ′′) =

Pk−1 if V = V ′′
point if dimV ∩ V ′′ = k − 1
φ if dimV ∩ V ′′ ≤ k − 2
.
Again, we have π13(Z
′) = {(V, V ′′)| dimV ∩ V ′′ ≥ k − 1} = Y , which is the
same as we got in the (E ∗ F)1(k,N−k) case and it is a Schubert variety. Thus
π13′∗j2∗(OZ′) ∼= t∗(π13′ |Z′∗)(OZ′ ) ∼= t∗OY
and (F ∗ E)1(k,N−k) ∼= t∗OY , which prove the lemma. 
Now we move to the case where s is nonzero. To compare (E ∗ Fs)1(k,N−k)
and (Fs ∗ E)1(k,N−k), by using the above fibred product diagrams, we have to
compare the following two objects
π13∗(j1∗(V
′/V)s) ∼= t∗(π13|Z∗)(V
′/V)s and π13′∗(j2∗(V
′′/V ′′′)s) ∼= t∗(π13′ |Z′∗)(V
′′/V ′′′)s
in the derived category Db(G(k,N)×G(k,N)).
Note that both are pushforwards to Y . In order to handle the case where we
tensor non-trivial line bundles, instead of directly pushing forward to Y , we may
lift the line bundles to a much larger space, i.e. their fibred product. The fibred
product space X := Z ×Y Z ′, is given by
X = {(V ′′′, V, V ′′, V ′) | dim(V ∩ V ′′) ≥ k − 1, V ′′′ ⊂ V ⊂ V ′, V ′′′ ⊂ V ′′ ⊂ V ′}.
We have the following fibred product diagram
X = Z ×Y Z ′ Z
Z ′ Y
g1
g2 π13|Z
π13′ |Z′
(5.10)
where g1 and g2 are defined by
g1((V
′′′, V, V ′′, V ′)) = (V, V ′, V ′′), g2((V
′′′, V, V ′′, V ′)) = (V, V ′′′, V ′′).
Moreover, we also have the natural projection p : X → Y that is defined by
p((V ′′′, V, V ′′, V ′)) = (V, V ′′). On X , we denote by D ⊂ X to be the locus where
V = V ′′, it is easy to see that
D = Fl(k − 1, k, k + 1) = {(V ′′′, V, V ′) | V ′′′ ⊂ V ⊂ V ′}.
Recall that we had used the space X to defined the Fourier-Mukai kernel for
H±11(k,N−k). So the same as before, we have OX(−D) ∼= V
′′/V ′′′ ⊗ (V ′/V)−1 ∼=
V/V ′′′ ⊗ (V ′/V ′′)−1, and the following short exact sequences
0→ V ′′/V ′′′ → V ′/V → OD ⊗ V
′/V → 0,
0→ V/V ′′′ → V ′/V ′′ → OD ⊗ V
′/V ′′ → 0.
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Furthermore, we can relate this to Proposition 4.4. Clearly, we have p(D) =
∆, and note that the diagonal ∆ ⊂ Y is just the Grassmannians, i.e. ∆ = G(k,N).
The preimage of the diagonal ∆ under π13|Z is
(π13|Z)
−1(∆) = {(V, V ′, V ′′) | V = V ′′ , V ⊂ V ′, dim V ′ = k+1} = {(V, V ′) : V ⊂ V ′} = Fl(k, k+1).
There is a tautological quotient bundle on G(k,N), i.e. CN/V , where V is the
tautological bundle of rank k on G(k,N). Taking the projective bundle P(CN/V),
we obtain a PN−k−1-fibration P(CN/V) → G(k,N) and we get P(CN/V) =
Fl(k, k + 1).
On P(CN/V), we have the relative tautological bundle OP(CN/V)(−1), and
the associated relative Euler sequence
0→ OP(CN/V)(−1)→ C
N/V → Trel ⊗OP(CN/V)(−1)→ 0
where Trel is the relative tangent bundle. On Fl(k, k + 1), we have the relative
Euler sequence
0→ V ′/V → CN/V → CN/V ′ → 0
and the relative tangent bundle is Trel ∼= Hom(V ′/V ,CN/V ′) ∼= (V ′/V)∨⊗CN/V ′.
Thus we conclude that V ′/V = OP(CN/V)(−1) on Fl(k, k + 1). More precisely, the
restriction of the line bundle V ′/V on Z to (π13|Z)−1(∆) = Fl(k, k+1) = P(CN/V)
is
V ′/V|Fl(k,k+1) = OP(CN/V)(−1).
Similarly, we have the preimage of the diagonal under π13′ |Z′ is
(π13′ |Z′)
−1(∆) = {(V, V ′′′, V ′′) | V = V ′′ , V ′′′ ⊂ V, dimV ′′′ = k−1} = {(V ′′′, V ) : V ′′′ ⊂ V } = Fl(k−1, k).
There is a tautological dual bundle on G(k,N), i.e. V∨. Taking the projective
bundle P(V∨), we obtain a Pk−1-fibration P(V∨)→ G(k,N) and we get P(V∨) =
Fl(k − 1, k).
On P(V∨), we have the relative tautological bundle OP(V∨)(−1), and the
associated relative Euler sequence
0→ OP(V∨)(−1)→ V
∨ → Trel ⊗OP(V∨)(−1)→ 0
where Trel is the relative tangent bundle. On Fl(k − 1, k), we have the relative
Euler sequence
0→ V ′′′ → V → V/V ′′′ → 0
taking dual, we get
0→ (V/V ′′′)∨ → V∨ → V ′′′∨ → 0.
Thus we conclude that (V/V ′′′)∨ = OP(V∨)(−1) on Fl(k − 1, k). More pre-
cisely, the restriction of the bundle (V/V ′′′)∨ on Z ′ to (π13′ |Z′)−1(∆) = Fl(k −
1, k) = P(V∨) is
(V/V ′′′)∨|Fl(k−1,k) = OP(V∨)(−1).
Now, go to X , by definition D is just the partial flag variety D = Fl(k −
1, k, k + 1) and we also have D = g−11 (π13|Z)
−1(∆) = g−12 (π13′ |Z′)
−1(∆). So on
D, we get that OD ⊗ V
′/V ∼= OD ⊗ OP(CN/V)(−1) and OD ⊗ (V/V
′′′)∨ ∼= OD ⊗
OP(V∨)(−1) and the same for V
′/V ′′ and V ′′/V ′′′.
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Thus, the above diagram (5.10) with more details is
D = Fl(k − 1, k, k + 1) ⊂ X Z ⊃ Fl(k, k + 1)
Fl(k − 1, k) ⊂ Z ′ Y ⊃ ∆ = G(k,N).
g1
g2 π13|Z
π13′ |Z′
(5.11)
This tells us that actually the above two short exact sequences are
0→ V ′′/V ′′′ → V ′/V → OD ⊗OP(CN/V)(−1)→ 0, (5.12)
0→ V/V ′′′ → V ′/V ′′ → OD ⊗OP(CN/V)(−1)→ 0. (5.13)
Tensoring (5.12) and (5.13) by (V ′′/V ′′′)−1 ⊗ (V ′/V)−1 and (V/V ′′′)−1 ⊗
(V ′/V ′′)−1 respectively, we get the following short exact sequences
0→ (V ′/V)−1 → (V ′′/V ′′′)−1 → OD ⊗OP(V∨)(−1)→ 0,
0→ (V ′/V ′′)−1 → (V/V ′′′)−1 → OD ⊗OP(V∨)(−1)→ 0.
Proof. Now we prove Proposition 5.7.
We already settled the case s = 0. For (k,N − k), we only prove the three
cases 1 ≤ s ≤ N − k − 1, r + s = N − k and s = N − k + 1. The rest are similar.
Before we move into the proof of these cases, let us mention a bit more about
the comparison between (E ∗ Fs)1(k,N−k) and (Fs ∗ E)1(k,N−k).
Note that (π13|Z∗)(OZ) ∼= OY . This implies that (π13|Z∗)(π13|Z)∗ ∼= idY .
Using the fibred product Diagram (5.11), since g2 is the base change of π13|Z , we
have g2∗g
∗
2
∼= idZ′ . Similarly, (π13′ |Z′∗)(OZ′) ∼= OY implies that g1∗g∗1
∼= idZ .
We know that (E ∗ Fs)1(k,N−k) is t∗(π13|Z∗)(V
′/V)s, so
t∗(π13|Z∗)(V
′/V)s ∼= t∗(π13|Z∗)g1∗g
∗
1(V
′/V)s ∼= t∗p∗(V
′/V)s.
Similarly, (Fs ∗ E)1(k,N−k) becomes
t∗(π13′ |Z′∗)(V
′′/V ′′′)s ∼= t∗(π13′ |Z′∗)g2∗g
∗
2(V
′′/V ′′′)s ∼= t∗p∗(V
′′/V ′′′)s.
Thus, at first, we have to compare p∗(V ′/V)s and p∗(V ′′/V ′′′)s in Db(Y ).
Note that for each n ≥ 1, we have the following short exact sequence on X
0→ (V ′′/V ′′′)n → (V ′/V)n → OnD ⊗ (V
′/V)n → 0. (5.14)
Tensoring (5.12) by (V ′′/V ′′′)n−1, we get
0→ (V ′′/V ′′′)n → V ′/V ⊗ (V ′′/V ′′′)n−1 → OD ⊗ V
′/V ⊗ (V/V ′′′)n−1 → 0.
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Both of them are exact triangles in Db(X), and they can be completed to-
gether to form the following diagram of morphisms between exact triangles
(V ′′/V ′′′)n
id

// V ′/V ⊗ (V ′′/V ′′′)n−1

// OD ⊗ V ′/V ⊗ (V/V ′′′)n−1

(V ′′/V ′′′)n

// (V ′/V)n

// OnD ⊗ (V ′/V)n

0 // O(n−1)D ⊗ (V
′/V)n // O(n−1)D ⊗ (V
′/V)n
So we obtain the exact triangle
OD ⊗ V
′/V ⊗ (V/V ′′′)n−1 → OnD ⊗ (V
′/V)n → O(n−1)D ⊗ (V
′/V)n (5.15)
for all n ≥ 1 (Here we take O(n−1)D to be 0 when n = 1).
We would use the exact triangles (5.14) and (5.15) to prove our result.
The first case is 1 ≤ s ≤ N − k − 1. For (5.14) with n = s we have
0→ (V ′′/V ′′′)s → (V ′/V)s → OsD ⊗ (V
′/V)s → 0.
Applying the derived pushforward p∗, we obtain
p∗(V
′′/V ′′′)s → p∗(V
′/V)s → p∗(OsD ⊗ (V
′/V)s).
It suffices to prove that p∗(OsD ⊗ (V ′/V)s) ∼= 0 so that we can obtain (E ∗
Fs)1(k,N−k) ∼= (Fs ∗ E)1(k,N−k) after applying t∗.
Using (5.15) with n = s, we have
OD ⊗ V
′/V ⊗ (V/V ′′′)s−1 → OsD ⊗ (V
′/V)s → O(s−1)D ⊗ (V
′/V)s.
Applying the derived pushforward p∗ to calculate p∗(OD⊗V ′/V⊗(V/V ′′′)s−1),
we using the projection formula.
p∗(OD ⊗ V
′/V ⊗ (V/V ′′′)s−1) ∼= p∗(OD ⊗OP(CN/V)(−1)⊗OP(V∨)(s− 1))
∼= π13∗p1∗(OD ⊗ p
∗
1(OP(CN/V)(−1))⊗OP(V∨)(s− 1))
∼= π13∗(OFl(k,k+1) ⊗OP(CN/V)(−1)⊗ Sym
s−1(V))
∼= π13∗(OFl(k,k+1) ⊗OP(CN/V)(−1)⊗ π
∗
13(Sym
s−1(V)))
∼= Syms−1(V)⊗ π13∗(OP(CN/V)(−1)) ∼= 0.
Thus we get p∗(OsD ⊗ (V ′/V)s) ∼= p∗(O(s−1)D ⊗ (V
′/V)s). Next, consider the
exact triangle (5.15) with n = s− 1, we have
OD ⊗ V
′/V ⊗ (V/V ′′′)s−2 → O(s−1)D ⊗ (V
′/V)s−1 → O(s−2)D ⊗ (V
′/V)s−1.
Tensoring by V ′/V and then applying p∗, using the same argument as above,
we obtain p∗(O(s−1)D ⊗ (V
′/V)s) ∼= p∗(O(s−2)D ⊗ (V
′/V)s). Continuing this pro-
cedure, we will end up with
p∗(OsD ⊗ (V
′/V)s) ∼= ... ∼= p∗(O2D ⊗ (V
′/V)s).
28 YOU-HUNG HSU
For the exact triangle (5.15) with n = 2, tensoring by (V ′/V)s−2, we get
OD ⊗ (V
′/V)s−1 ⊗ V/V ′′′ → O2D ⊗ (V
′/V)s → OD ⊗ (V
′/V)s,
applying p∗, then we get p∗(OD⊗(V ′/V)s−1⊗V/V ′′′) ∼= 0 and p∗(OD⊗(V ′/V)s) ∼=
0. The first isomorphism is via using projection formula and Proposition 4.4 with
1 ≤ s ≤ N−k−1, while the second one is via Proposition 4.4 with 1 ≤ s ≤ N−k−1.
Hence we get p∗(O2D ⊗ (V ′/V)s) ∼= 0 and so we prove the first case.
The next case is s = N − k. Applying p∗ to (5.14) with n = N − k, we have
p∗(V
′′/V ′′′)N−k → p∗(V
′/V)N−k → p∗(O(N−k)D ⊗ (V
′/V)N−k).
It suffices to prove p∗(O(N−k)D ⊗ (V
′/V)N−k) ∼= j∗ det(CN/V)[1 + k − N ],
where j : ∆ = G(k,N) → Y is the natural inclusion. Note that we have the
inclusion t : Y → G(k,N)×G(k,N), and so ∆ = t ◦ j.
Again, using the similar argument as in the proof of the case 1 ≤ s ≤ N−k−1,
we also have
p∗(O(N−k)D ⊗ (V
′/V)N−k) ∼= ... ∼= p∗(O2D ⊗ (V
′/V)N−k).
Considering (5.15) with n = 2 and tensoring it with (V ′/V)N−k−2, we get
OD ⊗ (V
′/V)N−k−1 ⊗ V/V ′′′ → O2D ⊗ (V
′/V)N−k → OD ⊗ (V
′/V)N−k,
applying p∗, we obtain p∗(OD⊗(V ′/V)N−k−1⊗V/V ′′′) ∼= 0 via projection formula,
while p∗(OD ⊗ (V ′/V)N−k) ∼= j∗ det(CN/V)[1 + k −N ] is by proposition 4.4.
Hence we get p∗(O(N−k)D ⊗ (V
′/V)N−k) ∼= j∗ det(CN/V)[1 + k − N ] and
t∗p∗(O(N−k)D ⊗ (V
′/V)N−k) ∼= ∆∗ det(CN/V)[1 + k−N ], which prove the second
case.
Finally, for the third case s = N −k+1, we have the following exact triangle
p∗(V
′′/V ′′′)N−k+1 → p∗(V
′/V)N−k+1 → p∗(O(N−k+1)D ⊗ (V
′/V)N−k+1) (5.16)
by applying p∗ to (5.14) with n = N − k + 1.
Using the same argument, we still have the following
p∗(O(N−k+1)D ⊗ (V
′/V)N−k+1) ∼= ... ∼= p∗(O2D ⊗ (V
′/V)N−k+1).
So after applying t∗ to (5.16), we get the following exact triangle
(FN−k+1 ∗ E)1(k,N−k) → (E ∗ FN−k+1)1(k,N−k) → t∗p∗(O2D ⊗ (V
′/V)N−k+1)
and t∗p∗(O2D ⊗ (V ′/V)N−k+1) is exactly the kernel (Ψ+ ∗ H1)1(k,N−k).
Hence we prove the third case and complete the proof of this proposition.

We should say a bit more about the kernel H1, which is produced under the
process of comparing (FN−k+1 ∗ E)1(k,N−k) and (E ∗FN−k+1)1(k,N−k). Note that
tensoring (5.15) with n = 2 by (V ′/V)N−k−1, we get
OD ⊗ (V
′/V)N−k ⊗ V/V ′′′ → O2D ⊗ (V
′/V)N−k+1 → OD ⊗ (V
′/V)N−k+1.
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Applying t∗p∗, using projection formula and Proposition 4.4, we get the fol-
lowing exact triangle
∆∗V⊗det(C
N/V)[1+k−N ]→ t∗p∗(O2D⊗(V
′/V)N−k+1)→ ∆∗C
N/V⊗det(CN/V)[1+k−N ].
(5.17)
Taking convolution of the exact triangle (5.17) with (Ψ+1(k,N−k))
−1, we get
the following exact triangle
∆∗V → ((Ψ
+1(k,N−k))
−1 ∗ t∗p∗(O2D⊗ (V
′/V)N−k+1)) ∼= H11(k,N−k) → ∆∗C
N/V .
This implies thatH11(k,N−k) is given by an element in Ext
1
G(k,N)×G(k,N)(∆∗C
N/V ,∆∗V),
and
Ext1G(k,N)×G(k,N)(∆∗C
N/V ,∆∗V) ∼= Ext
1
∆(∆
∗∆∗C
N/V ,V)
∼= Ext1∆(
k(N−k)⊕
i=0
i∧
N∨∆ ⊗ C
N/V [i],V) ∼=
k(N−k)⊕
i=0
Ext1−i∆ (
i∧
N∨∆ ⊗ C
N/V ,V)
∼= Ext1∆(C
N/V ,V)
⊕
Hom(N∨∆ ⊗ C
N/V ,V) ∼= Ext1∆(C
N/V ,V)
⊕
End(Ω∆)
since we have Ext1−i ∼= 0 for all i ≥ 2.
By the above calculation, we know that H11(k,N−k) is given by an element
in Ext1∆(C
N/V ,V)
⊕
End(Ω∆). So we have to know what element determine it.
This will be proved in the following theorem. But Before we prove it, we prove a
lemma that will be used in the proof.
Lemma 5.10. End(ΩG(k,N)) ∼= C.
Proof. Instead of proving End(ΩG(k,N)) ∼= C, we prove that End(TG(k,N)) ∼= C,
where TG(k,N) is the tangent bundle.
By Theorem 1.2.9 in Chapter 2 of [20], it is enough to show that TG(k,N) is a
stable bundle. Also, by [18], we have existence of a Kahler-Einstein metric implies
that the tangent bundle is stable.
By [3], we know that all homogeneous varieties are Kahler-Einstein, so we
are done. 
Theorem 5.11. H11(k,N−k) is given by the nonzero element (0, id) ∈ Ext
1
∆(C
N/V ,V)
⊕
End(Ω∆).
Proof. We denote the element that determineH11(k,N−k) by (a, b) ∈ Ext
1
∆(C
N/V ,V)
⊕
End(Ω∆).
It suffices to show a = 0 and b 6= 0, since dimEnd(Ω∆) = 1 by Lemma 5.10.
Considering the following 2 exact triangles
H11(k,N−k) → ∆∗C
N/V
(a,b)
−−−→ ∆∗V [1],
∆∗C
N/V
id
−→ ∆∗C
N/V → 0.
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We have the following diagram
H11(k,N−k) ∆∗C
N/V ∆∗V [1]
∆∗C
N/V 0 ∆∗CN/V [1].
(a,b)
0
0
(5.18)
Obviously, the left square is commutative. So by axioms of triangulated cat-
egory, there exists a map s : ∆∗V [1] → ∆∗CN/V [1] such that it completes the
above diagram (5.18) to a morphism of exact triangles.
By taking cones, we can complete (5.18) to the following morphism of exact
triangles
H11(k,N−k) //

∆∗C
N/V
(a,b)
//
0

∆∗V [1]
s

∆∗C
N/V
0 //
(a,b)

0 //

∆∗C
N/V [1]

∆∗V [1]
s // ∆∗C
N/V [1] // C(s).
We denote the maps in the following exact triangle
∆∗C
N/V
a1−→ C(s)[−1]
a2−→ ∆∗V [1]
s
−→ ∆∗C
N/V [1].
Then we also have the following morphism of exact triangles
∆∗V ∆∗CN/V C(s)[−1]
H11(k,N−k) ∆∗C
N/V ∆∗V [1].
s[−1] a1
id a2
(a,b)
The commutativity of the right square implies that (a, b) ◦ id = a2 ◦ a1 = 0.
The precise meaning of (a, b) ◦ id = 0 will be explained as follows.
Here, similarly to the map (a, b) which was obtained via the calculation of
adjunctions above Lemma 5.10, under the the following calculation
HomG(k,N)×G(k,N)(∆∗C
N/V ,∆∗C
N/V) ∼= Hom∆(∆
∗∆∗C
N/V ,CN/V)
∼= Hom∆(
k(N−k)⊕
i=0
i∧
N∨∆⊗C
N/V [i],CN/V) ∼=
k(N−k)⊕
i=0
Hom−i∆ (
i∧
N∨∆⊗C
N/V ,CN/V)
∼= Hom∆(C
N/V ,CN/V) (since Hom−i ∼= 0 for all i ≥ 1)
id : ∆∗C
N/V → ∆∗CN/V should correspond to the element (id, 0, 0, ..., 0).
So the composition (a, b) ◦ id = 0, under the above adjunction calculations,
is equal to (a, b, 0, 0, ..., 0) ◦ (id, 0, 0, ..., 0) = (a, 0, 0, ..., 0) = 0. Hence this implies
a = 0.
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Next we show that b 6= 0. We will prove this by using the argument of
contradiction. So let us assume that b = 0. Then we get (a, b) = 0 which implies
that H11(k,N−k) ∼= ∆∗(V
⊕
CN/V). Moreover, we also have
(Ψ+∗H1)1(k,N−k) ∼= Ψ
+1(k,N−k)∗(∆∗(V
⊕
C
N/V)) ∼= ∆∗((V
⊕
C
N/V)⊗det(CN/V))[1+k−N ].
Applying the derived pullback ∆∗, we get
∆∗(Ψ+ ∗ H1)1(k,N−k) ∼= ∆
∗∆∗((V
⊕
C
N/V)⊗ det(CN/V))[1 + k −N ]
∼= (
k(N−k)⊕
i=0
i∧
N∨∆[i])⊗ (V
⊕
C
N/V)⊗ det(CN/V)[1 + k −N ].
By definition, we have (Ψ+ ∗ H1)1(k,N−k) ∼= t∗p∗(O2D ⊗ (V
′/V)N−k+1), and
we also have ∆ = j ◦ t. Thus
∆∗(Ψ+ ∗ H1)1(k,N−k) ∼= j
∗t∗t∗p∗(O2D ⊗ (V
′/V)N−k+1) (5.19)
∼= j∗((
codimY⊕
i=0
i∧
N∨Y [i])⊗ p∗(O2D ⊗ (V
′/V)N−k+1)) (5.20)
∼= j∗(
codimY⊕
i=0
i∧
N∨Y [i])⊗ j
∗p∗(O2D ⊗ (V
′/V)N−k+1).
(5.21)
An easy calculation shows that dimY = k(N − k) + N − 1, so codimY =
k(N −k)−N +1. On the other hand, we can calculate j∗p∗(O2D⊗ (V ′/V)N−k+1).
Using the following fibred product diagram
D X
∆ Y
i
p|D p
j
we can get
j∗p∗(O2D ⊗ (V
′/V)N−k+1) ∼= p|D∗i
∗(O2D ⊗ (V
′/V)N−k+1).
We have the following exact triangle on X
(V ′′/V ′′′)2
c
−→ (V ′/V)2 → O2D ⊗ (V
′/V)2 (5.22)
where the map c is given by the natural inclusions V ′′′ ⊂ V ′, V ′′′ ⊂ V . Tensoring
(5.22) by (V ′/V)N−k−1, we get
(V ′′/V ′′′)2 ⊗ (V ′/V)N−k−1
c⊗id
−−−→ (V ′/V)N−k+1 → O2D ⊗ (V
′/V)N−k+1.
Applying the pullback i∗, since on D we have V = V ′′, the map c will become
0 and thus
i∗((V ′′/V ′′′)2 ⊗ (V ′/V)N−k−1)
0
−→ i∗((V ′/V)N−k+1)→ i∗(O2D ⊗ (V
′/V)N−k+1).
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This is again an exact triangle, which says that
i∗(O2D ⊗ (V
′/V)N−k+1) ∼= i∗((V ′′/V ′′′)2 ⊗ (V ′/V)N−k−1)[1]
⊕
i∗((V ′/V)N−k+1).
Using projection formula and Proposition 4.4, we can conclude that
p|D∗i
∗(O2D ⊗ (V
′/V)N−k+1) ∼= p|D∗i
∗((V ′′/V ′′′)2 ⊗ (V ′/V)N−k−1)[1]
⊕
p|D∗i
∗((V ′/V)N−k+1)
∼= CN/V ⊗ det(CN/V )[1 + k −N ].
Thus (5.21) becomes
j∗(
k(N−k)−N+1⊕
i=0
i∧
N∨Y [i])⊗ C
N/V ⊗ det(CN/V )[1 + k −N ]
and we get the following isomorphism
j∗(
k(N−k)−N+1⊕
i=0
i∧
N∨Y [i])⊗C
N/V⊗det(CN/V )[1+k−N ] ∼= (
k(N−k)⊕
i=0
i∧
N∨∆[i])⊗(V
⊕
C
N/V)⊗det(CN/V)[1+k−N ].
Tensoring both sides by det(CN/V)−1 and shifted by [N − k − 1], we get
j∗(
k(N−k)−N+1⊕
i=0
i∧
N∨Y [i])⊗ C
N/V ∼= (
k(N−k)⊕
i=0
i∧
N∨∆[i])⊗ (V
⊕
C
N/V).
Note that the differentials on both sides are all equal to 0, and N ≥ 2 implies
k(N − k)−N + 1 < k(N − k). Taking cohomological sheaves, we get
H−k(N−k)(j∗(
k(N−k)−N+1⊕
i=0
i∧
N∨Y [i])⊗ C
N/V) ∼= 0
while
H−k(N−k)(
k(N−k)⊕
i=0
i∧
N∨∆[i])⊗ (V
⊕
C
N/V) ∼= det(N∨∆)⊗ (V
⊕
C
N/V)
which is a contradiction.
Hence the assumption b = 0 is false, and we must have b 6= 0. The proof is
completed.

Finally, we prove relation (13a), (14a).
Theorem 5.12. We have the following exact triangles
(H1 ∗ Er)1(k,N−k) → (Er ∗ H1)1(k,N−k) → (Er+1
⊕
Er+1[1])1(k,N−k),
(Er ∗ H−1)1(k,N−k) → (H−1 ∗ Er)1(k,N−k) → (Er−1
⊕
Er−1[1])1(k,N−k),
(Fs ∗ H1)1(k,N−k) → (H1 ∗ Fs)1(k,N−k) → (Fs+1
⊕
Fs+1[1])1(k,N−k),
(H−1 ∗ Fs)1(k,N−k) → (Fs ∗ H−1)1(k,N−k) → (Fs−1
⊕
Fs−1[1])1(k,N−k),
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for all r, s such that the relations in Definition 3.1 make sense.
Proof. It suffices to prove the first case, the others are similar. Also, it is sufficient
to do the case where r = 0.
We calculate (E∗H1)1(k,N−k) first, which is π13∗(π
∗
12(H11(k,N−k))⊗π
∗
23(E1(k,N−k))).
By Theorem 5.11, we have H11(k,N−k) ∈ D
b(G(k,N) × G(k,N)) fits in the
following exact triangle
∆∗(V)→ H11(k,N−k) → ∆∗(C
N/V)
is determined by the element
(0, id) ∈ Ext1G(k,N)×G(k,N)(∆∗(C
N/V),∆∗(V)) ∼= Ext
1
G(k,N)(C
N/V ,V)
⊕
End(ΩG(k,N)).
Basically, to understand (E∗H1)1(k,N−k), what we have to do is keep tracking
the element (0, id) during the process of convolution. From Section 4, we assume
all the functors in the FM transform are derived, so we do not need to worry about
the issue of exactness after applying each functor.
For the first step, we have the following exact triangle
π∗12∆∗(V)→ π
∗
12H11(k,N−k) → π
∗
12∆∗(C
N/V)
and π∗12H11(k,N−k) is given by an element in Ext
1
G(k,N)×G(k,N)×G(k−1,N)(π
∗
12∆∗(C
N/V), π∗12∆∗(V)).
By using adjunction, it is easy to calculate that
Ext1G(k,N)×G(k,N)×G(k−1,N)(π
∗
12∆∗(C
N/V), π∗12∆∗(V)) ∼= Ext
1
G(k,N)(C
N/V ,V)
⊕
End(ΩG(k,N)).
So π∗12H11(k,N−k) is still given by (0, id) ∈ Ext
1
G(k,N)(C
N/V ,V)
⊕
End(ΩG(k,N)).
Next, the kernel E1(k,N−k) is ι∗OFl(k−1,k). Then we tensor the whole exact
triangle by π∗23ι∗OFl(k−1,k), and we get the following exact triangle
π∗12∆∗(V)⊗π
∗
23ι∗OFl(k−1,k) → π
∗
12H11(k,N−k)⊗π
∗
23ι∗OFl(k−1,k) → π
∗
12∆∗(C
N/V)⊗π∗23ι∗OFl(k−1,k).
(5.23)
So π∗12H11(k,N−k) ⊗ π
∗
23ι∗OFl(k−1,k) is given by an element in
Ext1G(k,N)×G(k,N)×G(k−1,N)(π
∗
12∆∗(C
N/V)⊗π∗23ι∗OFl(k−1,k), π
∗
12∆∗(V)⊗π
∗
23ι∗OFl(k−1,k)).
(5.24)
We have the following fibred product diagram
G(k,N)×G(k − 1, N) G(k,N)×G(k,N)×G(k − 1, N)
G(k,N) G(k,N)×G(k,N).
∆×id
π1 π12
∆
Using base change, we have π∗12∆∗
∼= (∆× id)∗π∗1 . So (5.24) becomes
Ext1((∆× id)∗π
∗
1(C
N/V)⊗ π∗23ι∗OFl(k−1,k), (∆× id)∗π
∗
1(V)⊗ π
∗
23ι∗OFl(k−1,k))
∼= Ext1((∆× id)∗(π
∗
1(C
N/V)⊗ (∆× id)∗π∗23ι∗OFl(k−1,k)), (∆× id)∗(π
∗
1(V)⊗ (∆× id)
∗π∗23ι∗OFl(k−1,k))).
(5.25)
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Note that we have π23 ◦ (∆× id) = id, using adjunction we get that (5.25) is
isomorphic to
Ext1G(k,N)×G(k−1,N)((∆× id)
∗(∆× id)∗(π
∗
1(C
N/V)⊗ ι∗OFl(k−1,k)), π
∗
1(V)⊗ ι∗OFl(k−1,k))
∼= Ext1(π∗1(C
N/V)⊗ ι∗OFl(k−1,k), π
∗
1(V)⊗ ι∗OFl(k−1,k)) (5.26)⊕
Hom(N∨∆×G(k−1,N)/G(k,N)×G(k,N)×G(k−1,N) ⊗ π
∗
1(C
N/V)⊗ ι∗OFl(k−1,k), π
∗
1(V)⊗ ι∗OFl(k−1,k)).
(5.27)
Here, applying adjunction again, it is easy to calculate thet (5.26) is isomor-
phic to
Ext1G(k,N)×G(k−1,N)(π
∗
1(C
N/V)⊗ ι∗OFl(k−1,k), π
∗
1(V)⊗ ι∗OFl(k−1,k))
∼= Ext1Fl(k−1,k)(ι
∗π∗1(C
N/V), ι∗π∗1(V))
⊕
Hom(ι∗π∗1(C
N/V)⊗N∨Fl(k−1,k)/G(k,N)×G(k−1,N), ι
∗π∗1(V)).
Note that we have
N∨∆×G(k−1,N)/G(k,N)×G(k,N)×G(k−1,N)
∼= (CN/V)∨ ⊗ V , and N∨Fl(k−1,k)/G(k,N)×G(k−1,N)
∼= (CN/V)∨ ⊗ V ′.
So, (5.27) becomes
Hom(N∨∆×G(k−1,N)/G(k,N)×G(k,N)×G(k−1,N) ⊗ π
∗
1(C
N/V)⊗ ι∗OFl(k−1,k), π
∗
1(V)⊗ ι∗OFl(k−1,k))
∼= Hom((CN/V)∨ ⊗ V , (CN/V)∨ ⊗ V).
Similarly,
Hom(ι∗π∗1(C
N/V)⊗N∨Fl(k−1,k)/G(k,N)×G(k−1,N), ι
∗π∗1(V))
∼= Hom((CN/V)∨⊗V ′, (CN/V)∨⊗V).
Combining them, we get
Ext1G(k,N)×G(k,N)×G(k−1,N)(π
∗
12∆∗(C
N/V)⊗ π∗23ι∗OFl(k−1,k), π
∗
12∆∗(V)⊗ π
∗
23ι∗OFl(k−1,k))
∼= Ext1Fl(k−1,k)(C
N/V ,V)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V)∨ ⊗ V)
⊕
Hom((CN/V)∨ ⊗ V , (CN/V)∨ ⊗ V).
This tells us that the exact triangle (5.23) is determined by an element
(0, a, id) ∈ Ext1(π∗12∆∗(C
N/V)⊗ π∗23ι∗OFl(k−1,k), π
∗
12∆∗(V)⊗ π
∗
23ι∗OFl(k−1,k))
for some a ∈ Hom((CN/V)∨ ⊗ V ′, (CN/V)∨ ⊗ V).
Finally, we apply π13∗ and get the following exact triangle
π13∗(π
∗
12∆∗(V)⊗ π
∗
23ι∗OFl(k−1,k))→ π13∗(π
∗
12H11(k,N−k) ⊗ π
∗
23ι∗OFl(k−1,k))
→ π13∗(π
∗
12∆∗(C
N/V)⊗ π∗23ι∗OFl(k−1,k)).
(5.28)
Using the base change, we have
π13∗(π
∗
12∆∗(V)⊗ π
∗
23ι∗OFl(k−1,k))
∼= π13∗((∆× id)∗π
∗
1(V)⊗ π
∗
23ι∗OFl(k−1,k))
∼= π13∗(∆× id)∗(π
∗
1(V)⊗ (∆× id)
∗π∗23ι∗OFl(k−1,k))
∼= π∗1(V)⊗ ι∗OFl(k−1,k)
since that π13 ◦ (∆× id) = π23 ◦ (∆× id) = id. Also, we have
π∗1(V)⊗ ι∗OFl(k−1,k)
∼= ι∗(ι
∗π∗1(V)⊗OFl(k−1,k))
∼= ι∗V .
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Then the exact triangle (5.28) becomes
ι∗(V)→ (E ∗ H1)1(k,N−k) → ι∗(C
N/V) (5.29)
and (E∗H1)1(k,N−k) is given by an element in Ext
1
G(k,N)×G(k−1,N)(ι∗(C
N/V), ι∗(V)).
By adjunction, it is easy to calculate that
Ext1G(k,N)×G(k−1,N)(ι∗(C
N/V), ι∗(V))
∼= Ext1Fl(k−1,k)(C
N/V ,V)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V)∨ ⊗ V).
Again, this tells us that (E ∗ H1)1(k,N−k) is determined by an element in
Ext1Fl(k−1,k)(C
N/V ,V)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V)∨ ⊗ V).
Since at the previous step, the exact triangle (5.23) is determined by the
element
(0, a, id) ∈ Ext1Fl(k−1,k)(C
N/V ,V)
⊕
Hom((CN/V)∨⊗V ′, (CN/V)∨⊗V)
⊕
Hom((CN/V)∨⊗V , (CN/V)∨⊗V)
we have the exact triangle (5.29) is determined by the element
(0, a) ∈ Ext1Fl(k−1,k)(C
N/V ,V)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V)∨ ⊗ V).
Next, we calculate (H1∗E)1(k,N−k), which is π13∗(π
∗
12(E1(k,N−k))⊗π
∗
23(H11(k−1,N−k+1))).
The kernel H11(k−1,N−k+1) ∈ D
b(G(k − 1, N) × G(k − 1, N)) fits in the
following exact triangle
∆∗(V
′)→ H11(k−1,N−k+1) → ∆∗(C
N/V ′)
is determined by the nonzero element
(0, id) ∈ Ext1G(k−1,N)×G(k−1,N)(∆∗(C
N/V ′),∆∗(V
′)) ∼= Ext1G(k−1,N)(C
N/V ′,V ′)
⊕
End(ΩG(k−1,N)).
Then we use the same method as above. Applying π∗23, we get the following
exact triangle
π∗23∆∗(V
′)→ π∗23H11(k−1,N−k+1) → π
∗
23∆∗(C
N/V ′). (5.30)
Similar calculation shows that π∗23H11(k−1,N−k+1) is again given by (0, id) ∈
Ext1(CN/V ′,V ′)
⊕
End(ΩG(k−1,N)).
Tensoring (5.30) by π∗12ι∗OFl(k−1,k), we get the following exact triangle
π∗12ι∗OFl(k−1,k)⊗π
∗
23∆∗(V
′)→ π∗12ι∗OFl(k−1,k)⊗π
∗
23H11(k−1,N−k+1) → π
∗
12ι∗OFl(k−1,k)⊗π
∗
23∆∗(C
N/V ′).
(5.31)
By the same argument as in the calculation for (E ∗ H1)1(k,N−k), we have
Ext1G(k,N)×G(k−1,N)×G(k−1,N)(π
∗
12ι∗OFl(k−1,k) ⊗ π
∗
23∆∗(C
N/V ′), π∗12ι∗OFl(k−1,k) ⊗ π
∗
23∆∗(V
′))
∼= Ext1Fl(k−1,k)(C
N/V ,V)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V ′)∨ ⊗ V ′)
⊕
Hom((CN/V ′)∨ ⊗ V ′, (CN/V ′)∨ ⊗ V ′).
This tells us that the π∗12ι∗OFl(k−1,k) ⊗ π
∗
23H11(k−1,N−k+1) in the exact tri-
angle (5.31) is given by an element
(0, b, id) ∈ Ext1(π∗12ι∗OFl(k−1,k) ⊗ π
∗
23∆∗(C
N/V ′), π∗12ι∗OFl(k−1,k) ⊗ π
∗
23∆∗(V
′
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for some b ∈ Hom((CN/V)∨ ⊗ V ′, (CN/V ′)∨ ⊗ V ′).
Finally, we apply π13∗ to get the following exact triangle
π13∗(π
∗
12ι∗OFl(k−1,k) ⊗ π
∗
23∆∗(V
′))→ π13∗(π
∗
12ι∗OFl(k−1,k) ⊗ π
∗
23H11(k−1,N−k+1))
→ π13∗(π
∗
12ι∗OFl(k−1,k) ⊗ π
∗
23∆∗(C
N/V ′)).
Using base change and similar calculations gives the exact triangle
ι∗(V
′)→ (H1 ∗ E)1(k−1,N−k+1) → ι∗(C
N/V ′)
and (H1 ∗ E)1(k,N−k) is determined by an element in
Ext1G(k,N)×G(k−1,N)(ι∗(C
N/V ′), ι∗(V
′))
∼= Ext1Fl(k−1,k)(C
N/V ′,V ′)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V ′)∨ ⊗ V ′).
Since at the previous step, the exact triangle (5.31) is given by the ele-
ment (0, b, id), we have (H1 ∗ E)1(k,N−k) is determined by the element (0, b) ∈
Ext1Fl(k−1,k)(C
N/V ′,V ′)
⊕
Hom((CN/V)∨ ⊗ V ′, (CN/V ′)∨ ⊗ V ′).
Then we get the following diagram of exact triangles
ι∗(V ′) //
i

(H1 ∗ E)1(k,N−k) // ι∗(C
N/V ′) //
π

ι∗(V ′)[1]
i[1]

ι∗(V) // (E ∗ H1)1(k,N−k) // ι∗(C
N/V) // ι∗(V)[1]
(5.32)
In order to get an induced map (H1 ∗ E)1(k,N−k) → (E ∗ H1)1(k,N−k), we
have to show that the following diagram commutes
ι∗(C
N/V ′)
(0,b)
//
π

ι∗(V ′)[1]
i[1]

ι∗(C
N/V)
(0,a)
// ι∗(V)[1].
For simplicity, we denote a for the map (0, a) and similarly b for (0, b). So we
have to show that i[1] ◦ b = a ◦ π.
Let us denote the maps in the following exact triangles
(E ∗ H1)1(k,N−k)
x
−→ ι∗(C
N/V)
(0,a)
−−−→ ι∗(V)[1],
ι∗(C
N/V ′)
π
−→ ι∗(C
N/V)
y
−→ ι∗(V/V
′)[1],
and consider the following diagram of exact triangles
(E ∗ H1)1(k,N−k) ι∗(C
N/V) ι∗(V)[1]
ι∗(C
N/V) ι∗(V/V ′)[1] ι∗(CN/V ′)[1].
x
x
a
y
y
(5.33)
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Since the left square is commutative, by axioms of triangulated categories,
there exists a morphism f : ι∗(V)[1] → ι∗(CN/V ′)[1] such that it complete to a
morphism between exact triangles.
Next, we taking cones for the maps x, y, f and completing diagram (5.33)
to the following morphisms between exact triangles
(E ∗ H1)1(k,N−k)
x //
x

ι∗(C
N/V)
a //
y

ι∗(V)[1]
f

ι∗(C
N/V)
y
//

ι∗(V/V ′)[1] //

ι∗(C
N/V ′)[1]
θ

ι∗(V)[1]
f
// ι∗(C
N/V ′)[1]
θ // C(f)
We consider the exact triangle on right hand side, i.e.
C(f)[−1]
δ
−→ ι∗(V)[1]
f
−→ ι∗(V)[1]
θ
−→ C(f)
then we also have the following morphism of exact triangles
ι∗(V) ι∗(CN/V ′) C(f)[−1]
(E ∗ H1)1(k,N−k) ι∗(C
N/V) ι∗(V)[1].
f [−1] θ[−1]
π δ
x a
By the commutative of the squares, we get a ◦ π = δ ◦ θ[−1] = 0.
Using the same argument as above with the following two exact triangles
ι∗(V
′)[1]
w
−→ (H1 ∗ E)1(k,N−k)[1]→ ι∗(C
N/V ′)[1],
ι∗(V/V
′)
z
−→ ι∗(V
′)[1]
i[1]
−−→ ι∗(V)[1],
we can also obtain i[1] ◦ b = 0.
Thus i[1] ◦ b = a ◦ π = 0 and the diagram commutes. We get an induced map
γ : (H1 ∗ E)1(k,N−k) → (E ∗ H1)1(k,N−k). The diagram (5.32) becomes
ι∗(V
′)
i

// (H1 ∗ E)1(k,N−k) //
γ

ι∗(C
N/V ′)
b //
π

ι∗(V
′)[1]
i[1]

ι∗(V) // (E ∗ H1)1(k,N−k) // ι∗(C
N/V)
a // ι∗(V)[1].
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Completing left and right hand sides into exact triangles, we have
ι∗(V
′)
i

// (H1 ∗ E)1(k,N−k) //
γ

ι∗(C
N/V ′)
b //
π

ι∗(V
′)[1]
i[1]

ι∗(V) //
j

(E ∗ H1)1(k,N−k) //

ι∗(C
N/V)
a //
y

ι∗(V)[1]
j[1]

ι∗(V/V ′) // Cone(γ) // ι∗(V/V ′)[1]
s // ι∗(V/V ′)[1].
Then we show that
Cone(γ) ∼= ι∗(V/V
′)
⊕
ι∗(V/V
′)[1].
This is the same as showing the map s : ι∗(V/V ′)[1] → ι∗(V/V ′)[1] is zero.
Note that
Hom(ι∗(V/V
′)[1], ι∗(V/V
′)[1]) = Hom(ι∗(V/V
′), ι∗(V/V
′)) = Hom(OFl(k−1,k),OFl(k−1,k)) ∼= C.
So the only maps s : ι∗(V/V ′)[1]→ ι∗(V/V ′)[1] are either zero or isomorphism
(identity up to a nonzero constant). Assume it is not zero, i.e. s = id, then from
the commutativity of the square, we have s ◦ y = y = j[1] ◦ a.
Both the maps y and j[1] ◦ a are in
Ext1(ι∗C
N/V , ι∗V/V
′) ∼= Ext1Fl(k−1,k)(C
N/V ,V/V ′)
⊕
Hom(V ′⊗(CN/V)∨,V/V ′⊗(CN/V)∨).
Clearly, we have y ∈ Ext1Fl(k−1,k)(C
N/V ,V/V ′) which is the first direct sum-
mand. However, since a ∈ Hom(V ′ ⊗ (CN/V)∨,V/V ′ ⊗ (CN/V)∨), we must have
j[1] ◦ a ∈ Hom(V ′ ⊗ (CN/V)∨,V/V ′ ⊗ (CN/V)∨), which is the second direct sum-
mand.
So the only possible case is y = j[1] ◦ a = 0, which contradicts to the fact
y 6= 0. Hence s = 0.
Thus we get Cone(γ) ∼= ι∗(V/V ′)
⊕
ι∗(V/V ′)[1]. Since that ι∗(V/V ′) is the
kernel for E11(k,N−k), we conclude that there is an exact triangle
(H1 ∗ E)1(k,N−k) → (E ∗ H1)1(k,N−k) → (E1 ⊕ E1[1])1(k,N−k).

Finally, we prove relation (4).
Lemma 5.13.
(H11(k,N−k))L ∼= 1(k,N−k)H−1 ∼= (H11(k,N−k))R
Proof. It suffices to prove the left adjoint case, the other is similar.
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By definition, we haveH11(k,N−k) = (Ψ
+1(k,N−k))
−1∗t∗p∗(O2D⊗(V ′/V)N−k+1).
Taking left adjoint, we get
(H11(k,N−k))L = {(Ψ
+1(k,N−k))
−1 ∗ t∗p∗(O2D ⊗ (V
′/V)N−k+1)}L
∼= (t∗p∗(O2D ⊗ (V
′/V)N−k+1))L ∗ ((Ψ
+1(k,N−k))
−1)L
Note that since (Ψ+1(k,N−k))
−1 is invertible, the left adjoint is isomorphic
to its inverse, i.e.
((Ψ+1(k,N−k))
−1)L ∼= Ψ
+1(k,N−k).
Next, we need to compute (t∗p∗(O2D ⊗ (V ′/V)N−k+1))L. By definition, we
have
(t∗p∗(O2D⊗(V
′/V)N−k+1))L ∼= (t∗p∗(O2D⊗(V
′/V)N−k+1))∨⊗π∗2ωG(k,N)[dimG(k,N)].
Using Grothendieck-Verdier duality, we show that
(t∗p∗(O2D⊗(V
′/V)N−k+1))∨ ∼= t∗p∗((O2D⊗(V
′/V)N−k+1)∨⊗ωX)⊗ω
−1
G(k,N)×G(k,N)[dimX−dimG(k,N)×G(k,N)].
(5.34)
We know that D = Fl(k − 1, k, k + 1) ⊂ X is a divisor, so dimX = k(N −
k) +N − 1. Next, we have
(O2D ⊗ (V
′/V)N−k+1)∨ ∼= (O2D)
∨ ⊗ ((V ′/V)N−k+1)∨ ∼= (O2D)
∨ ⊗ (V ′/V)−N+k−1
(5.35)
To calculate (O2D)
∨, we have the following exact triangle
i∗OD ⊗OX(−D)→ O2D → i∗OD
taking dual, we get
(i∗OD)
∨ → (O2D)
∨ → (i∗OD)
∨ ⊗OX(D).
Since (i∗OD)
∨ ∼= i∗OD ⊗OX(D)[−1], the exact triangle becomes
i∗OD ⊗OX(D)[−1]→ (O2D)
∨ → i∗OD ⊗OX(2D)[−1].
We conclude that (O2D)∨ ∼= O2D ⊗OX(2D)[−1]. Thus (5.35) becomes
O2D ⊗OX(2D)⊗ (V
′/V)−N+k−1[−1]
and (5.34) becomes
t∗p∗(O2D⊗OX(2D)⊗ (V
′/V)−N+k−1⊗ωX)⊗ω
−1
G(k,N)×G(k,N)[−k(N −k)+N −2].
We already know that OX(D)|D ∼= (V/V ′′′)−1⊗(V ′/V), and by an adjunction
formula, we also have ωX |D ∼= ωD ⊗OD(−D) ∼= (V/V ′′′)⊗ (V ′/V)−1 ⊗ ωD.
An easy calculation gives ωD ∼= (V/V
′′′)−k⊗(V ′/V)N−k⊗det(V)⊗det(CN/V)−1⊗
ωG(k,N).
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So combining all of them we get
(t∗p∗(O2D ⊗ (V
′/V)N−k+1))L
∼= t∗p∗(O2D ⊗OX(2D)⊗ (V
′/V)−N+k−1 ⊗ ωX)⊗ ω
−1
G(k,N)×G(k,N) ⊗ π
∗
2ωG(k,N)[dimG(k,N)− k(N − k) +N − 2]
∼= t∗p∗(O2D ⊗ (V/V
′′′)−k−1 ⊗ det(V)⊗ det(CN/V)−1 ⊗ ωG(k,N))⊗ ω
−1
G(k,N)×G(k,N) ⊗ π
∗
2ωG(k,N)[N − 2]
∼= t∗p∗(O2D ⊗ (V/V
′′′)−k−1)⊗∆∗ det(V)⊗∆∗ det(C
N/V)−1[N − 2] (by projection formula).
Thus,
(H11(k,N−k))L ∼= (t∗p∗(O2D ⊗ (V
′/V)N−k+1))L ∗Ψ
+1(k,N−k)
∼= π13∗(π
∗
12∆∗ det(C
N/V)⊗ π∗23(t∗p∗(O2D ⊗ (V/V
′′′)−k−1)⊗∆∗ det(V)⊗∆∗ det(C
N/V)−1))[N − 2 + 1 + k −N ]
∼= π13∗(π
∗
12∆∗ det(V)⊗ π
∗
23(t∗p∗(O2D ⊗ (V/V
′′′)−k−1)))[k − 1]
∼= (Ψ−1(k,N−k))
−1 ∗ [t∗p∗(O2D ⊗ (V/V
′′′)−k−1)]
which is the kernel 1(k,N−k)H−1.

So far, we prove many relations for the sl2 case, the only relations that
remains to prove are (6), (7), (8) with i = j. We will prove them in the next
subsection for all i, j.
Thus we prove Theorem 5.3, and we would prove the rest relations in the
next subsection.
5.3. The rest relations. By all of the above work, we have proved Theorem 5.3.
Now we move to the sln case.
To prove Theorem 5.2, note that relation (2), (3) are obvious. Since we have
already proved the sl2 case, many relations in Definition 3.1 are a direct general-
ization of the sl2 version. Finally, it is easy to check relations (9c), (10c), (11c),
(12c), (13c), (14c), (15).
So it remains to check the relations (6), (7), (8), (9b), (10b), (11b), (12b),
(13b), (14b).
Relation (6) is easy to show since Ψ±i 1k are just line bundles. This means
that we have
Lemma 5.14. ((Ψ±i )
±1 ∗ (Ψ±j )
±1)1k ∼= ((Ψ
±
j )
±1 ∗ (Ψ±i )
±1)1k for all i, j.
The next is relation (8).
Lemma 5.15. (Hi,±1 ∗Ψ
±
j )1k
∼= (Ψ±j ∗ Hi,±1)1k for all i, j.
Proof. It suffices to prove the first case for Ψ+j and Hi,1, the others are similar.
We know that the kernel Hi,11k in the following exact triangle
∆∗Vi/Vi−1 → Hi,11k → ∆∗Vi+1/Vi
is determined by the element in
Ext1Y (k)×Y (k)(∆∗(Vi+1/Vi),∆∗(Vi/Vi−1)) ∼= Ext
1
Y (k)(Vi+1/Vi,Vi/Vi−1)
⊕
Hom(ΩY (k), (Vi+1/Vi)
∨⊗Vi/Vi−1).
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By Definition 3.1, the kernel for Ψ+j 1k is ∆∗det(Vj+1/Vj)[1 − kj+1]. Taking
convolution, we get the following exact triangle
∆∗(Vi/Vi−1⊗det(Vj+1/Vj))[1−kj+1]→ (Ψ
+
j ∗Hi,1)1k → ∆∗(Vi+1/Vi)⊗det(Vj+1/Vj))[1−kj+1]
and
∆∗(Vi/Vi−1⊗det(Vj+1/Vj))[1−kj+1]→ (Hi,1∗Ψ
+
j )1k → ∆∗(Vi+1/Vi)⊗det(Vj+1/Vj))[1−kj+1].
Since tensoring a line bundle does not change the class that determines the
exact triangle, the above two exact triangles are still determined by the same
element in Ext1Y (k)×Y (k)(∆∗(Vi+1/Vi),∆∗(Vi/Vi−1)).
Thus we obtain the isomorphism (Hi,1 ∗Ψ
+
j )1k
∼= (Ψ+j ∗ Hi,1)1k.

Next, we prove relation (7), which is the following.
Lemma 5.16. (Hi,±1 ∗ Hj,±1)1k ∼= (Hj,±1 ∗ Hi,±1)1k for all i, j.
Proof. It suffices to prove the case (Hi,1 ∗ Hj,1)1k ∼= (Hj,1 ∗ Hi,1)1k, the rest are
similar.
We know that Hi,11k fits in the following exact triangle
∆∗Vi/Vi−1 → Hi,11k → ∆∗Vi+1/Vi. (5.36)
From Theorem 5.11, Hi,11k is determined by an element in
Ext1Y (k)×Y (k)(∆∗(Vi+1/Vi),∆∗(Vi/Vi−1))
∼= Ext1Y (k)(Vi+1/Vi,Vi/Vi−1)
⊕
Hom(ΩY (k), (Vi+1/Vi)
∨⊗Vi/Vi−1).
We denote this element to be (0, ai).
Let the exact triangle (5.36) taking convolution with Hj,11k, we can obtain
the following two exact triangles
Hj,11k ∗∆∗Vi/Vi−1 → (Hj,1 ∗ Hi,1)1k → Hj,11k ∗∆∗Vi+1/Vi,
∆∗Vi/Vi−1 ∗ Hj,11k → (Hi,1 ∗ Hj,1)1k → ∆∗Vi+1/Vi ∗ Hj,11k.
Note that Hj,11k is determined by the following exact triangle
∆∗Vj/Vj−1 → Hj,11k → ∆∗Vj+1/Vj (5.37)
Let (5.37) convolute with ∆∗Vi/Vi−1, we obtain the following exact triangles
∆∗(Vi/Vi−1 ⊗ Vj/Vj−1)→ ∆∗Vi/Vi−1 ∗ Hj,11k → ∆∗(Vi/Vi−1 ⊗ Vj+1/Vj),
∆∗(Vj/Vj−1 ⊗ Vi/Vi−1)→ Hj,11k ∗∆∗Vi/Vi−1 → ∆∗(Vj+1/Vj ⊗ Vi/Vi−1).
We can show that ∆∗Vi/Vi−1 ∗ Hj,11k ∼= Hj,11k ∗∆∗Vi/Vi−1. Note that we
have the following diagram
∆∗(Vi/Vi−1 ⊗ Vj/Vj−1) //
id

Hj,11k ∗∆∗Vi/Vi−1 // ∆∗(Vi/Vi−1 ⊗ Vj+1/Vj) //
id

∆∗(Vi/Vi−1 ⊗ Vj/Vj−1)[1]
id[1]

∆∗(Vi/Vi−1 ⊗ Vj/Vj−1) // ∆∗Vi/Vi−1 ∗ Hj,11k // ∆∗(Vi/Vi−1 ⊗ Vj+1/Vj) // ∆∗(Vi/Vi−1 ⊗ Vj/Vj−1)[1].
(5.38)
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In order to induce a map between ∆∗Vi/Vi−1∗Hj,11k andHj,11k∗∆∗Vi/Vi−1,
we need to show that the following diagram commutes
∆∗(Vi/Vi−1 ⊗ Vj+1/Vj) //
id

∆∗(Vi/Vi−1 ⊗ Vj/Vj−1)[1]
id[1]

∆∗(Vi/Vi−1 ⊗ Vj+1/Vj) // ∆∗(Vi/Vi−1 ⊗ Vj/Vj−1)[1].
The can be done by using the same argument as in the proof of Theorem 5.12.
Thus it induces a map x : Hj,11k ∗∆∗Vi/Vi−1 → ∆∗Vi/Vi−1 ∗ Hj,11k. By taking
cones and complete diagram (5.38) to be morphisms between exact triangles, we
can see that x is an isomorphism.
Similarly, we also have an isomorphism y : Hj,11k∗∆∗Vi+1/Vi → ∆∗Vi+1/Vi∗
Hj,11k.
Then we have the following diagram
Hj,11k ∗∆∗Vi/Vi−1 //
x

(Hj,1 ∗ Hi,1)1k // Hj,11k ∗∆∗Vi+1/Vi
Hj,1∗(0,ai)
//
y

Hj,11k ∗∆∗Vi/Vi−1[1]
x[1]

∆∗Vi/Vi−1 ∗ Hj,11k // (Hi,1 ∗ Hj,1)1k // ∆∗Vi+1/Vi ∗ Hj,11k
(0,ai)∗Hj,1
// ∆∗Vi/Vi−1 ∗ Hj,11k[1].
(5.39)
Again, by using the same argument in the proof of Theorem 5.12, we can
show that the following diagram commutes
Hj,11k ∗∆∗Vi+1/Vi
Hj,1∗(0,ai)
//
y

Hj,11k ∗∆∗Vi/Vi−1[1]
x[1]

∆∗Vi+1/Vi ∗ Hj,11k
(0,ai)∗Hj,1
// ∆∗Vi/Vi−1 ∗ Hj,11k[1].
Thus there is an induced map z : (Hj,1 ∗ Hi,1)1k → (Hi,1 ∗ Hj,1)1k.
We complete the diagram (5.39) into morphisms between exact triangles by
taking cone for all the maps x, y, z. Since x and y are isomorphisms, we have the
following diagram
Hj,11k ∗∆∗Vi/Vi−1 //
x

(Hj,1 ∗ Hi,1)1k //
z

Hj,11k ∗∆∗Vi+1/Vi
Hj,1∗(0,ai)
//
y

Hj,11k ∗∆∗Vi/Vi−1[1]
x[1]

∆∗Vi/Vi−1 ∗ Hj,11k //

(Hi,1 ∗ Hj,1)1k //

∆∗Vi+1/Vi ∗ Hj,11k
(0,ai)∗Hj,1
//

∆∗Vi/Vi−1 ∗ Hj,11k[1]

0 // Cone(z) // 0 // 0.
This implies that Cone(z) ∼= 0 and thus z is an isomorphism. Hence (Hj,1 ∗
Hi,1)1k ∼= (Hi,1 ∗ Hj,1)1k.
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
Relations (9b) and (10b).
Lemma 5.17. We have the following exact triangle
(Ei+1,s ∗ Ei,r+1)1k → (Ei+1,s+1 ∗ Ei,r)1k → (Ei,r ∗ Ei+1,s+1)1k,
(Fi,r+1 ∗ Fi+1,s)1k → (Fi,r ∗ Fi+1,s+1)1k → (Fi+1,s+1 ∗ Fi,r)1k.
Proof. It suffices to prove the first case, the other is similar.
A simple calculation gives that (Ei+1,s+1 ∗ Ei,r)1k is given by
i1∗((Vi/V
′′
i )
r ⊗ (Vi+1/V
′′
i+1)
s+1)
and the kernel (Ei,r ∗ Ei+1,s+1)1k is given by
i2∗((Vi/V
′′
i )
r ⊗ (Vi+1/V
′′
i+1)
s+1).
Here W 1,1i+1,i(k) ⊂ Y (k) × Y (k + αi + αi+1) and W
1,1
i,i+1(k) ⊂ Y (k) × Y (k +
αi + αi+1) are defined by
W 1,1i+1,i(k) = {(V•, V
′′
• ) | V
′′
i ⊂ Vi, V
′′
i+1 ⊂ Vi+1, Vj = V
′′
j for j 6= i, i+ 1},
W 1,1i,i+1(k) = {(V•, V
′′
• ) | V
′′
i ⊂ Vi ⊂ V
′′
i+1 ⊂ Vi+1, Vj = V
′′
j for j 6= i, i+ 1},
and i1 :W
1,1
i+1,i(k)→ Y (k)×Y (k+αi+αi+1), i2 : W
1,1
i,i+1(k)→ Y (k)×Y (k+αi+
αi+1) are the inclusions.
Note that we haveW 1,1i,i+1(k) ⊂W
1,1
i+1,i(k) is a divisor that cut out by the natu-
ral section of the line bundleHom(Vi/V ′′i ,Vi+1/V
′′
i+1). This implies thatOW 1,1
i+1,i(k)
(W 1,1i,i+1(k))
∼=
(Vi/V ′′i )
∨ ⊗ Vi+1/V ′′i+1.
From the divisor short exact sequence
0→ OW 1,1
i+1,i(k)
(−W 1,1i,i+1(k))
∼= Vi/V
′′
i ⊗(Vi+1/V
′′
i+1)
−1 → OW 1,1
i+1,i(k)
→ OW 1,1
i,i+1(k)
→ 0.
Tensoring it with (Vi/V ′′i )
r ⊗ (Vi+1/V ′′i+1)
s+1 we get
0→ (Vi/V
′′
i )
r+1⊗(Vi+1/V
′′
i+1)
s → (Vi/V
′′
i )
r⊗(Vi+1/V
′′
i+1)
s+1 → OW 1,1i,i+1(k)
⊗(Vi/V
′′
i )
r⊗(Vi+1/V
′′
i+1)
s+1 → 0.
Applying i1∗ and by comparing kernels, we get
(Ei+1,s ∗ Ei,r+1)1k → (Ei+1,s+1 ∗ Ei,r)1k → (Ei,r ∗ Ei+1,s+1)1k.

Next, we check relations (11b), (12b).
Lemma 5.18.
(Ψ±i ∗ Ei±1,r)1k
∼= (Ei±1,r−1 ∗Ψ
±
i )1k[±1], (Ψ
±
i ∗ Fi±1,r)1k
∼= (Fi±1,r+1 ∗Ψ
±
i )1k[∓1],
(Ψ±i ∗ Ei∓1,r)1k
∼= (Ei∓1,r ∗Ψ
±
i )1k, (Ψ
±
i ∗ Fi∓1,r)1k
∼= (Fi∓1,r ∗Ψ
±
i )1k.
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Proof. It suffices to prove the first case for Ψ+i and Ei+1,r, the others are similar.
An easy calculation gives that (Ψ+i ∗ Ei+1,r)1k is given by
ι∗((Vi+1/V
′
i+1)
r ⊗ det(V ′i+1/Vi))[2 − ki+1].
Similarly, (Ei+1,r−1 ∗Ψ
+
i )1k is given by
ι∗(Vi+1/V
′
i+1)
r−1 ⊗ det(Vi+1/Vi)[1− ki+1].
Here ι : W 1i+1(k) → Y (k) × Y (k + αi+1) is the inclusion. Note that we have
the short exact sequence
0→ V ′i+1/Vi → Vi+1/Vi → Vi+1/V
′
i+1 → 0
which implies that det(V ′i+1/Vi)⊗ Vi+1/V
′
i+1
∼= det(Vi+1/Vi).
Combining the above, we get
ι∗(Vi+1/V
′
i+1)
r⊗det(V ′i+1/Vi)[2−ki+1]
∼= ι∗(Vi+1/V
′
i+1)
r−1⊗det(Vi+1/Vi)[2−ki+1]
which implies that (Ψ+i ∗ Ei+1,r)1k
∼= (Ei+1,r−1 ∗Ψ
+
i )1k[1]. 
Finally, we prove relation (13b), (14b).
Lemma 5.19. We have the following exact triangles
(Hi,1 ∗ Ei+1,r)1k → (Ei+1,r ∗ Hi,1)1k → Ei+1,r+11k,
Ei−1,r+11k → (Hi,1 ∗ Ei−1,r)1k → (Ei−1,r ∗ Hi,1)1k,
Ei+1,r−11k → (Ei+1,r ∗ Hi,−1)1k → (Hi,−1 ∗ Ei+1,r)1k,
(Ei−1,r ∗ Hi,−1)1k → (Hi,1 ∗ Ei−1,r)1k → Ei−1,r−11k,
(Fi+1,r ∗ Hi,1)1k → (Hi,1 ∗ Fi+1,r)1k → Fi+1,r+11k,
Fi−1,r+11k → (Fi−1,r ∗ Hi,1)1k → (Hi,1 ∗ Fi−1,r)1k,
Fi+1,r−11k → (Hi,−1 ∗ Fi+1,r)1k → (Fi+1,r ∗ Hi,−1)1k,
(Hi,−1 ∗ Fi−1,r)1k → (Fi−1,r ∗ Hi,−1)1k → Fi−1,r−11k.
Proof. It suffices to prove the first case, the others are similar. We know that the
kernel Hi,11k is determined by the exact triangle
∆∗Vi/Vi−1 → Hi,11k → ∆∗Vi+1/Vi.
We would use this exact triangle to calculate the convolution of kernels.
First, we calculate the convolution (Ei+1,r ∗Hi,1)1k, which is in the following
exact triangle
Ei+1,r1k ∗ (∆∗Vi/Vi−1)→ (Ei+1,r ∗ Hi,1)1k → Ei+1,r1k ∗ (∆∗Vi+1/Vi). (5.40)
We denote the elements in the space that using to calculate the convolution
of kernels in (5.40) as follows
Y (k)× Y (k)× Y (k + αi+1) = {(V•, V
′′
• , V
′
•)}
and the kernel Ei+1,r1k is ι∗(V ′′i+1/V
′
i+1)
r where ι :W 1i+1(k)→ Y (k)×Y (k+αi+1).
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An simple calculation gives us that the exact triangle (5.40) is
ι∗(Vi/Vi−1 ⊗ (Vi+1/V
′
i+1)
r)→ (Ei+1,r ∗ Hi,1)1k → ι∗(Vi+1/Vi ⊗ (Vi+1/V
′
i+1)
r).
Next, we have the kernel Hi,11k+αi+1 is determined by the exact triangle
∆∗V
′
i/V
′
i−1 → Hi,11k+αi+1 → ∆∗V
′
i+1/V
′
i.
We calculate the convolution (Hi,1 ∗Ei+1,r)1k, which is in the following exact
triangle
(∆∗V
′
i/V
′
i−1) ∗ Ei+1,r1k → (Hi,1 ∗ Ei+1,r)1k → (∆∗V
′
i+1/V
′
i) ∗ Ei+1,r1k. (5.41)
Again, we denote the elements in the space that using to calculate the con-
volution of kernels in (5.41) as follows
Y (k)× Y (k + αi+1)× Y (k + αi+1) = {(V•, V
′′′
• , V
′
•)}
and the kernel Ei+1,r1k is given by ι∗(Vi+1/V ′′′i+1)
r.
Similarly, a simple calculation gives us the following exact triangle
ι∗(Vi/Vi−1 ⊗ (Vi+1/V
′
i+1)
r)→ (Hi,1 ∗ Ei+1,r)1k → ι∗(V
′
i+1/Vi ⊗ (Vi+1/V
′
i+1)
r).
On W 1i+1(k), we have the following short exact sequence
0→ V ′i+1/Vi → Vi+1/Vi → Vi+1/V
′
i+1 → 0.
Then we have the following diagram of exact triangles
ι∗(Vi/Vi−1 ⊗ (Vi+1/V ′i+1)
r) (Hi,1 ∗ Ei+1,r)1k ι∗(V ′i+1/Vi ⊗ (Vi+1/V
′
i+1)
r)
ι∗(Vi/Vi−1 ⊗ (Vi+1/V ′i+1)
r) (Ei+1,r ∗ Hi,1)1k ι∗(Vi+1/Vi ⊗ (Vi+1/V ′i+1)
r)
where the left vertical map is just the identity, and the right vertical map is induced
by the inclusion map V ′i+1/Vi → Vi+1/Vi.
In order to get an induced map (Hi,1 ∗Ei+1,r)1k → (Ei+1,r ∗Hi,1)1k, we have
to show that the following diagram commutes
ι∗(V ′i+1/Vi ⊗ (Vi+1/V
′
i+1)
r) //

ι∗(Vi/Vi−1 ⊗ (Vi+1/V ′i+1)
r)[1]

ι∗(Vi+1/Vi ⊗ (Vi+1/V ′i+1)
r) // ι∗(Vi/Vi−1 ⊗ (Vi+1/V ′i+1)
r)[1].
.
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This can be done by the same argument as in the proof of Theorem 5.12.
Completing the diagram to exact triangles, we get
ι∗(Vi/Vi−1 ⊗ (Vi+1/V ′i+1)
r) (Hi,1 ∗ Ei+1,r)1k ι∗(V ′i+1/Vi ⊗ (Vi+1/V
′
i+1)
r)
ι∗(Vi/Vi−1 ⊗ (Vi+1/V ′i+1)
r) (Ei+1,r ∗ Hi,1)1k ι∗(Vi+1/Vi ⊗ (Vi+1/V ′i+1)
r)
0 ι∗(Vi+1/V ′i+1)
r+1 ι∗(Vi+1/V ′i+1)
r+1
and ι∗(Vi+1/V ′i+1)
r+1 is the kernel for Ei+1,r+11k.
Thus we get the exact triangle
(Hi,1 ∗ Ei+1,r)1k → (Ei+1,r ∗ Hi,1)1k → Ei+1,r+11k.

Combing the above results in this section and Theorem 5.3, we prove Theorem
5.2.
6. q = 0 affine Hecke algebras
In this section, we introduce the q = 0 affine Hecke algebras (of type A) and
explain the relation to shifted q = 0 affine algebras. We recall the definition of
affine Hecke algebras (of type A).
Definition 6.1. Let q ∈ C∗ with q 6= 1. The affine Hecke algebra HN (q) is defined
to be the unital associativeC-algebra generated by the elements T1, ..., TN−1, X
±1
1 , ..., X
±1
N
subject to the following relations
(Ti − q)(Ti + 1) = 0, (H1)
TiTj = TjTi if |i− j| ≥ 2, (H2)
TiTjTi = TjTiTj if |i− j| = 1, (H3)
XiX
−1
i = X
−1
i Xi = 1, (H4)
XiXj = XjXi for all i, j, (H5)
TiXj = XjTi if j 6= i, i+ 1, (H6)
TiXi = Xi+1Ti − (q − 1)Xi+1, (H7)
TiXi+1 = XiTi + (q − 1)Xi+1. (H8)
For q = 0 affine Hecke algebra, we take q = 0 in Definition 6.1, then the
first relation (H1) becomes Ti(Ti +1) = 0. We replace Ti by −Ti, then it becomes
T 2i = Ti. The relations (H7) and (H8) become −TiXi = −Xi+1Ti + Xi+1 and
−TiXi+1 = −XiTi − Xi+1, respectively. The rest relations do not change. Then
we obtain the following definition.
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Definition 6.2. The q = 0 affine Hecke algebra HN (0) is defined to be the unital
associative C-algebra generated by the elements T1, ..., TN−1, X
±1
1 , ..., X
±1
N subject
to the following relations
T 2i = Ti, (H01)
TiTj = TjTi, if |i− j| ≥ 2, (H02)
TiTjTi = TjTiTj , if |i− j| = 1, (H03)
XiX
−1
i = X
−1
i Xi = 1, (H04)
XiXj = XjXi, for all i, j, (H05)
TiXj = XjTi if j 6= i, i+ 1, (H06)
Xi+1Ti = TiXi +Xi+1, (H07)
XiTi = TiXi+1 −Xi+1. (H08)
We define the full flag variety to be
Fl := {0 ⊂ V1 ⊂ V2 ⊂ ... ⊂ VN = C
N | dimVk = k for all k}
and similarly the partial flag varieties
Fli := {0 ⊂ V1 ⊂ V2 ⊂ ...Vi−1 ⊂ Vi+1 ⊂ ...VN = C
N | dimVk = k for k 6= i}
by forgetting the ith vector space Vi.
Then there is an action of the q = 0 affine Hecke algebra HN (0) on K(Fl),
which is the K-theory of Fl. The construction is as follows. On Fl, we still denote
Vi to be the tautological bundle of rank i. Let ai = [Vi/Vi−1] be the class of
the tautological line bundle Vi/Vi−1 in the K-theory (Grothendieck group) of Fl,
where 1 ≤ i ≤ N .
We have the Grothendieck group is
K(Fl) = C[a±1 , ..., a
±
N ]/
〈
ei −
(
N
i
)〉
where 〈ei−
(
N
i
)
〉 is the ideal generated by {ei−
(
N
i
)
}Ni=1, and ei is the i-th symmetric
polynomial in a1, a2, ..., aN .
We have the natural maps πi : Fl → Fli which is just forgetting the i-
dimensional vector spaces Vi for all 1 ≤ i ≤ N − 1. Those maps induce maps be-
tween the Grothendieck groups, they are the pushforwards πi∗ : K(Fl)→ K(Fli)
and pullbacks π∗i : K(Fli)→ K(Fl), 1 ≤ i ≤ N − 1. Then we define the operator
Ti := π
∗
i πi∗ : K(Fl)→ K(Fl) for all 1 ≤ i ≤ N − 1. Also, we define the operators
Xj : K(Fl)→ K(Fl) to be multiplication by aj for all 1 ≤ j ≤ N .
It is easy to check that those operators Ti, X
±1
j defined in such way satisfy
the relations of the q = 0 affine Hecke algebra. Thus we get an action of HN (0) on
K(Fl). Moreover, if we denote si to be the permutation operator for ai and ai+1,
for 1 ≤ i ≤ N − 1 Then there is an explicit formula for Ti which is given by
Ti(f) =
ai+1f − aisi(f)
ai+1 − ai
for all f ∈ K(Fl) and 1 ≤ i ≤ N − 1.
48 YOU-HUNG HSU
We would lift this action to the derived category of coherent sheaves on Fl,
i.e. Db(Fl). By abuse of notations, we still denote them by Ti, Xj after the lifting.
So we need to construct functors Ti : Db(Fl)→ Db(Fl) andXj : Db(Fl)→ Db(Fl)
satisfy the relations in categorical setting. Again, we would use the language of
FM transforms from Section 4 to define our categorical action.
From the definition in K-theory, we have Ti = π
∗
i πi∗ , we know that they
are defined by using the forgetting map πi : Fl → Fli. Since πi also induce
functors on derived categories of coherent sheaves, i.e. the derived pushforward
πi∗ : Db(Fl)→ Db(Fli) and the derived pullback π∗i : D
b(Fli)→ Db(Fl), naturally
we can define the functors Ti := π
∗
i πi∗ : D
b(Fl)→ Db(Fl) for all 1 ≤ i ≤ N − 1.
We can write Ti as FM transforms. Recall that for a morphism f : X → Y
between smooth projective varieties, the derived pushforward f∗ : Db(X)→ Db(Y )
is isomorphic to the FM transform with kernel OΓf , where Γf = (id×f)(X) is the
graph of f in X × Y . Similarly, the derived pullback f∗ is isomorphic to the FM
transform with kernel O(f×id)(X) in D
b(Y × X). So we have πi∗ ∼= ΦO(id×pii)(Fl) ,
π∗i
∼= ΦO(pii×id)(Fl) .
So Ti ∼= ΦO(pii×id)(Fl) ◦ ΦO(id×pii)(Fl) . By Proposition 4.2, Ti is again a FM
transform, moreover if we let Ti to be the FM kernel for Ti, then Ti ∼= O(πi×id)(Fl)∗
O(id×πi)(Fl). To calculate it, by definition, we have
O(πi×id)(Fl) ∗ O(id×πi)(Fl) = π13∗(π
∗
12(O(id×πi)(Fl))⊗ π
∗
23(O(πi×id)(Fl)))
= π13∗(O(id×πi)(Fl)×Fl ⊗OFl×(πi×id)(Fl)).
It is easy to calculate that the intersection of (id × πi)(Fl) × Fl and Fl ×
(πi × id)(Fl) in Fl × Fli × Fl is smooth of expected codimension 2 dimFli, thus
we get
O(id×πi)(Fl)×Fl ⊗OFl×(πi×id)(Fl)
∼= O{(id×πi)(Fl)×Fl}∩{Fl×(πi×id)(Fl)}.
Let Fl×FliFl denote the fibred product, then π13 maps the intersection (id×
πi)(Fl)×Fl}∩{Fl×(πi×id)(Fl) into the fibred product Fl×FliFl isomorphically.
Thus π13∗(O{(id×πi)(Fl)×Fl}∩{Fl×(πi×id)(Fl)})
∼= OFl×FliFl, and Ti
∼= OFl×FliFl.
Next, we define the functors Xj : Db(Fl)→ Db(Fl). Since on K-theory, Xj is
defined to be multiplied by the element aj = [Vj/Vj−1]. So it is natural to define
Xj to be the functor that given by tensoring the line bundle Vj/Vj−1. Similarly, its
FM kernel is given by Xj = ∆∗(Vj/Vj−1) ∈ Db(Fl × Fl), for all 1 ≤ j ≤ N where
∆ : Fl → Fl × Fl is the diagonal map. Also, we define X−1j to be the functor
that given by tensoring the line bundle (Vj/Vj−1)−1, its FM kernel is given by
X−1j = ∆∗((Vj/Vj−1)
−1) ∈ Db(Fl × Fl).
With all the above setting, we prove the following theorem, which says that
there is an categorical action of the q = 0 affine Hecke algebra on Db(Fl). More
precisely, we lift the relations (H01), (H02),..., (H08) in Definition 6.2 to categorical
level, which are (6.1), (6.2), ..., (6.8), respectively in Theorem 6.3.
Theorem 6.3. There is a categorical action of the q = 0 affine Hecke algebra
HN (0) on Db(Fl). More precisely, if we define the FM kernels Ti = OFl×FliFl and
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Xj = ∆∗(Vj/Vj−1) for 1 ≤ i ≤ N − 1, 1 ≤ j ≤ N , then we have the following
categorical relations
Ti ∗ Ti ∼= Ti, (6.1)
Ti ∗ Tj ∼= Tj ∗ Ti if |i− j| ≥ 2, (6.2)
Ti ∗ Tj ∗ Ti ∼= Tj ∗ Ti ∗ Tj if |i− j| = 1, (6.3)
Xi ∗ X
−1
i
∼= X−1i ∗ Xi
∼= O∆, (6.4)
Xi ∗ Xj ∼= Xj ∗ Xi for all i, j, (6.5)
Ti ∗ Xj ∼= Xj ∗ Ti if j 6= i, i+ 1, (6.6)
We have the following exact triangles in Db(Fl × Fl)
Ti ∗ Xi → Xi+1 ∗ Ti → Xi+1, (6.7)
Xi ∗ Ti → Ti ∗ Xi+1 → Xi+1. (6.8)
Instead of proving this theorem by direct computation of kernels, we can
write the generators (or kernels) in terms of the generators (or kernels) of the
q = 0 shifted affine algebra. Note that for the full flag variety, the weight is k =
(1, 1, ..., 1), i.e. Fl = Fl(1,1,...,1)(C
N ) from the notation in Section 5. Similarly, for
the partial flag varieties Fli, we have Fli = Fl(1,1,..,1)+αi(C
N ) = Fl(1,1,..,1)−αi(C
N )
where 1 ≤ i ≤ N − 1.
By definition, we have the kernel Ei1(1,1,..,1) = ι∗OW 1
i
((1,1,...,1)), where
W 1i ((1, 1, ..., 1)) := {(V•, V
′
•) ∈ Fl × Fli | Vj = V
′
j for j 6= i, and V
′
i ⊂ Vi}
and ι :W 1i ((1, 1, ..., 1))→ Fl(1,1,..,1)(C
N )×Fl(1,1,..,1)+αi(C
N ) is the natural inclu-
sion.
Note that here by definition V ′i = Vi−1, so the condition V
′
i ⊂ Vi automat-
ically satisfy. Then W 1i ((1, 1, ..., 1)) = (id × πi)(Fl). Thus we have Ei1(1,1,..,1) =
ι∗O(id×πi)(Fl), which is the kernel for the pushforward functor πi∗. Using the
same argument, we can show that Fi1(1,1,...,1) is also the kernel for πi∗ and
Ei1(1,1,..,1)−αi
∼= Fi1(1,1,..,1)+αi is the kernel for π
∗
i .
Since Ti := π
∗
i πi∗, by above argument, the kernel Ti is isomorphic to
Ti ∼= (Ei ∗ Fi)1(1,1,...,1) ∼= (Fi ∗ Ei)1(1,1,...,1).
Note that the second isomorphism can be seen from Proposition 5.7. For
the kernel Xi, since k = (1, 1, ..., 1), it is easy to see that Xi ∼= Ψ
+
i−11(1,1,...,1)
∼=
(Ψ−i )
−11(1,1,...,1) for all 1 ≤ i ≤ N
Now we already write Ti, Xj in terms of generators from the q = 0 shifted
affine algebra. To prove Theorem 6.3, we need more relations to help.
The first is the idempotent property when acting on the two end sides of
weight spaces.
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Lemma 6.4.
(Fi ∗ Ei ∗ Fi ∗ Ei)1k+(ki−1)αi
∼= (Fi ∗ Ei)1k+(ki−1)αi ,
(Ei ∗ Fi ∗ Ei ∗ Fi)1k−(ki+1−1)αi
∼= (Ei ∗ Fi)1k−(ki+1−1)αi ,
(Ei ∗ Fi ∗ Ei ∗ Fi)1k+kiαi ∼= (Ei ∗ Fi)1k+kiαi ,
(Fi ∗ Ei ∗ Fi ∗ Ei)1k−ki+1αi ∼= (Fi ∗ Ei)1k−ki+1αi .
Proof. We give a proof for the first relation, the rest are similar. Note that all the
relations do not involve convolutions for different i, j, we can reduce to the sl2
case, i.e. we prove (F ∗ E ∗ F ∗ E)1(1,N−1) ∼= (F ∗ E)1(1,N−1).
Note that since G(0, N) is just a point, it is easy to calculate the kernel
(F ∗ E)1(1,N−1), which is OG(1,N)×G(1,N). Thus
(F∗E∗F∗E)1(1,N−1) ∼= OG(1,N)×G(1,N)∗OG(1,N)×G(1,N) ∼= OG(1,N)×G(1,N) ∼= (F∗E)1(1,N−1)
which complete the proof. 
The next relation is the Serre relation. This can be deduced from the relations
in the definition of categorical action, i.e. Definition 3.1. The proof is leave to the
readers.
Lemma 6.5.
(Ei+1 ∗ Ei ∗ Ei+1)1k ∼= (Ei+1 ∗ Ei+1 ∗ Ei)1k,
(Ei ∗ Ei+1 ∗ Ei)1k ∼= (Ei+1 ∗ Ei ∗ Ei)1k,
(Fi+1 ∗ Fi ∗ Fi+1)1k ∼= (Fi ∗ Fi+1 ∗ Fi+1)1k,
(Fi ∗ Fi+1 ∗ Fi)1k ∼= (Fi ∗ Fi ∗ Fi+1)1k.
Now we prove Theorem 6.3.
Proof. For relation (6.1), since Ti ∼= (Ei ∗ Fi)1(1,1,...,1) ∼= (Fi ∗ Ei)1(1,1,...,1), we can
choose one of the isomorphism, say Ti ∼= (Ei ∗ Fi)1(1,1,...,1). Then we have to show
that (Ei∗Fi∗Ei∗Fi)1(1,1,...,1) ∼= (Ei∗Fi)1(1,1,...,1). But this is directly from Lemma
6.4.
For relation (6.2), again, we use Ti ∼= (Ei ∗ Fi)1(1,1,...,1), then it follows from
relation (15) in Definition 3.1 of the categorical action.
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For relation (6.3), we prove the case for j = i + 1, the case for j = i − 1 is
similar. We use Ti ∼= (Ei ∗ Fi)1(1,1,...,1), then
Ti ∗ Ti+1 ∗ Ti ∼= (Ei ∗ Fi ∗ Ei+1 ∗ Fi+1 ∗ Ei ∗ Fi)1(1,1,...,1) ∼= (Ei ∗ Ei+1 ∗ Ei ∗ Fi ∗ Fi+1 ∗ Fi)1(1,1,...,1)
∼= (Ei+1 ∗ Ei ∗ Ei ∗ Fi ∗ Fi ∗ Fi+1)1(1,1,...,1) (by Lemma 6.5)
∼= (Ei+1 ∗ Ei ∗ Fi ∗ Ei ∗ Fi ∗ Fi+1)1(1,1,...,1)
∼= (Ei+1 ∗ Ei ∗ Fi ∗ Fi+1)1(1,1,...,1) (by Lemma 6.4)
∼= (Fi ∗ Ei+1 ∗ Fi+1 ∗ Ei)1(1,1,...,1)
∼= (Fi ∗ Ei+1 ∗ Fi+1 ∗ Ei+1 ∗ Fi+1 ∗ Ei)1(1,1,...,1) (by Lemma 6.4)
∼= (Ei+1 ∗ Ei+1 ∗ Ei ∗ Fi ∗ Fi+1 ∗ Fi+1)1(1,1,...,1)
∼= (Ei+1 ∗ Ei ∗ Ei+1 ∗ Fi+1 ∗ Fi ∗ Fi+1)1(1,1,...,1) (by Lemma 6.5)
∼= (Ei+1 ∗ Fi+1 ∗ Ei ∗ Fi ∗ Ei+1 ∗ Fi+1)1(1,1,...,1) ∼= Ti+1 ∗ Ti ∗ Ti+1.
For relations (6.4) and (6.5), they follow from the definition directly.
For relation (6.6), let j 6= i, i + 1. Since Xj ∼= Ψ
+
j−11(1,1,...,1) and Ti
∼= (Ei ∗
Fi)1(1,1,...,1), it follows from relations 11(c) and 12(c) in Definition 3.1 of the
categorical action.
For relation (6.7) and (6.8), it suffices to prove one of them, say relation (6.7).
By Proposition 5.7, we have the following exact triangle
(Fi ∗ Ei,1)1(1,1,...,1) → (Ei,1 ∗ Fi)1(1,1,....,1) → Ψ
+
i 1(1,1,...,1). (6.9)
Then note that Ei,11(1,1,...,1) is given by ι∗Vi/Vi−1. It is easy to see that
Ei,11(1,1,...,1) ∼= (Ei ∗ (Ψ
−
i )
−1)1(1,1,...,1). Similarly, for the kernel Ei,11(1,...,1,2,0,...,1)
with 2 at the ith position, is given by ι∗Vi+1/V ′i. So Ei,11(1,...,1,2,0,...,1)
∼= (Ψ+i ∗
Ei)1(1,...,1,2,0,...,1).
So the exact triangle (6.9) becomes
(Fi ∗ Ei ∗ (Ψ
−
i )
−1)1(1,1,...,1) → (Ψ
+
i ∗ Ei ∗ Fi)1(1,1,....,1) → Ψ
+
i 1(1,1,...,1).
Since Ti ∼= (Ei ∗ Fi)1(1,1,...,1) ∼= (Fi ∗ Ei)1(1,1,...,1) and Xi ∼= Ψ
+
i−11(1,1,...,1)
∼=
(Ψ−i )
−11(1,1,...,1), we can conclude that
(Ti ∗ Xi)→ (Xi+1 ∗ Ti)→ Xi+1.

Finally, we give a remark about relation to Demazure descent.
Remark 6.6. We can try to relate categorical actions of q = 0 affine Hecke algebras
to the notion of Demazure descent data on a triangulated category that defined
in [1], [2].
From (6.2), (6.3) in Theorem 6.3, we know that those FM kernels {Ti}1≤i≤N−1
gives a weak braid monoid action on Db(Fl). Moreover, (6.1) in Theorem 6.3 im-
plies that there is a co-projector structure on Ti for all i. Thus {Ti}1≤i≤N−1 gives
a Demazure descent data on Db(Fl).
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Appendix A. A conjectural presentation
In this appendix, we conjecture a second presentation of the shifted q = 0
affine algebra that defined in Definition 2.3, which is generated by infinite number
of generators and relations.
Definition A.1. Defining the associative C-algebra U˙ ′0,N (Lsln) that is generated
by
{1k, ei,r1k, fi,r1k, ψ
±
i,±s±
i
1k, (ψ
+
i,ki+1
)−11k, (ψ
−
i,−ki
)−11k | k ∈ C(n,N), 1 ≤ i ≤ n−1, r ∈ Z, s
+
i ≥ ki+1, s
−
i ≥ ki}
with the following relations (for all 1 ≤ i, j ≤ n− 1, k ∈ C(n,N), ǫ, ǫ′ ∈ {±} and
s+i ≥ ki+1, s
−
i ≥ ki).
1k1l = δk,l1k, ei,r1k = 1k+αiei,r, fi,r1k = 1k−αifi,r, ψ
+
i,s+
i
1k = 1kψ
+
i,s+
i
, ψ+
i,−s−
i
1k = 1kψ
+
i,−s−
i
.
(A.1)
[ψǫi,k(z), ψ
ǫ′
j,k(w)]1k = 0, (ψ
+
i,ki+1
)±1 ·(ψ+i,ki+1)
∓11k = 1k = (ψ
−
i,−ki
)±1 ·(ψ−i,−ki)
∓11k.
(A.2)
zei,k+αi(z)ei,k(w)1k = −wei,k+αi(w)ei,k(z)1k,
wei,k+αi+1(z)ei+1,k(w)1k = (w − z)ei+1,k+αi(w)ei,k(z)1k,
(z − w)ei,k+αj (z)ej,k(w)1k = (z − w)ej,k+αi(w)ei,k(z)1k, if |i− j| ≥ 2.
(A.3)
− wfi,k−αi(z)fi,k(w)1k = zfi,k−αi(w)fi,k(z)1k,
(w − z)fi,k−αi+1(z)fi+1,k(w)1k = wfi+1,k−αi(w)fi,k(z)1k,
(z − w)fi,k−αj (z)fj,k(w)1k = (z − w)fj,k−αi(w)fi,k(z)1k, if |i − j| ≥ 2.
(A.4)
zψ+i,k+αi(z)ei,k(w)1k = −wei,k(w)ψ
+
i,k(z)1k,
−w
z
(
∑
s≥0
(
w
z
)s)ψ+i,k+αi+1(z)ei+1,k(w)1k = ei+1,k(w)ψ
+
i,k(z)1k,
ψ+i,k+αi−1(z)ei−1,k(w)1k = (
∑
s≥0
(
w
z
)s)ei−1,k(w)ψ
+
i,k(z)1k,
ψ+i,k+αj (z)ej,k(w)1k = ej,k(w)ψ
+
i,k(z)1k, if |i− j| ≥ 2.
(A.5)
zψ−i,k+αi(z)ei,k(w)1k = −wei,k(w)ψ
−
i,k(z)1k,
(
∑
s≥0
(
z
w
)s)ψ−i,k+αi+1(z)ei+1,k(w)1k = ei+1,k(w)ψ
−
i,k(z)1k,
ψ−i,k+αi−1(z)ei−1,k(w)1k =
−z
w
(
∑
s≥0
(
z
w
)s)ei−1,k(w)ψ
−
i,k(z)1k,
ψ−i,k+αj (z)ej,k(w)1k = ej,k(w)ψ
−
i,k(z)1k, if |i− j| ≥ 2.
(A.6)
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− wψ+i,k−αi(z)fi,k(w)1k = zfi,k(w)ψ
+
i,k(z)1k,
ψ+i,k−αi+1(z)fi+1,k(w)1k =
−w
z
(
∑
s≥0
(
w
z
)s)fi+1,k(w)ψ
+
i,k(z)1k,
(
∑
s≥0
(
w
z
)s)ψ+i,k−αi−1(z)fi−1,k(w)1k = fi−1,k(w)ψ
+
i,k(z)1k,
ψ+i,k−αj (z)fj,k(w)1k = fj,k(w)ψ
+
i,k(z)1k, if |i − j| ≥ 2.
(A.7)
− wψ−i,k−αi(z)fi,k(w)1k = zfi,k(w)ψ
−
i,k(z)1k,
ψ−i,k−αi+1(z)fi+1,k(w)1k = (
∑
s≥0
(
z
w
)s)fi+1,k(w)ψ
−
i,k(z)1k,
−z
w
(
∑
s≥0
(
z
w
)s)ψ−i,k−αi−1(z)fi−1,k(w)1k = fi−1,k(w)ψ
−
i,k(z)1k,
ψ−i,k−αj (z)fj,k(w)1k = fj,k(w)ψ
−
i,k(z)1k, if |i− j| ≥ 2.
(A.8)
ei,k−αi(z)fi,k(w)1k − fi,k+αi(w)ei,k(z)1k = δijδ(
z
w
)(ψ+i,k(z)− ψ
−
i,k(z))1k. (A.9)
where the generating series are defined as follows
ei,k(z) :=
∑
r∈Z
ei,r1kz
−r, fi,k(z) :=
∑
r∈Z
fi,r1kz
−r,
ψ+i,k(z) :=
∑
r≥ki+1
ψ+i,r1kz
−r, ψ−i,k(z) :=
∑
r≥ki
ψ−i,−r1kz
r, δ(z) :=
∑
r∈Z
zr.
We expect that the two presentations in Definition 2.3 and Definition A.1
are equivalent like the two presentations of shifted quantum affine algebras in [13]
(Theorem 5.9 in loc. cit.).
To relate this definition to Definition 2.3, we introduce the relations between
generators {hi,±r}
r≥0
1≤i≤N−1 and {ψ
±
i,±s±
i
1k} via the following
(ψ+i,ki+1z
−ki+1)−1ψ+i,k(z) = (1 + hi,+(z))1k,
(ψ−i,−kiz
ki)−1ψ−i,k(z) = (1 + hi,−(z))1k,
where hi,±(z) =
∑
r>0 hi,±rz
∓r.
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Then we define inductively
ei,r1k :=
{
−ψ+i ei,r−1(ψ
+
i )
−11k if r > 0
−(ψ+i )
−1ei,r+1ψ
+
i 1k if r < −ki − 1,
fi,r1k :=
{
−(ψ+i )
−1fi,r−1ψ
+
i 1k if r > ki+1 + 1
−ψ+i fi,r+1(ψ
+
i )
−11k if r < 0,
ψ+i,r1k := [ei,r−ki+1−1, fi,ki+1+1]1k for r ≥ ki+1 + 1,
ψ−i,r1k := −[ei,r, fi,0]1k for r ≤ −ki − 1.
Then we have the following conjecture.
Conjecture A.2. There is a C-algebra isomorphism U˙0,N(Lsln)→ U˙
′
0,N(Lsln) such
that
ei,r1k 7→ ei,r1k, fi,r1k 7→ fi,r1k, ψ
+
i 1k 7→ ψ
+
i,ki+1
1k, ψ
−
i 1k 7→ ψ
−
i,−ki
1k,
for 1 ≤ i ≤ n− 1.
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