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To Igor Rostislavovich Shafarevich on his 80th birthday
ON BRAID MONODROMY FACTORIZATIONS
V. Kharlamov and Vik. S. Kulikov
Abstract. We introduce and develop a language of semigroups over the braid
groups for a study of braid monodromy factorizations (bmf’s) of plane algebraic
curves and other related objects. As an application we give a new proof of Orevkov’s
theorem on realization of a bmf over a disc by algebraic curves and show that the
complexity of such a realization can not be bounded in terms of the types of the fac-
tors of the bmf. Besides, we prove that the type of a bmf is distinguishing Hurwitz
curves with singularities of inseparable types up to H-isotopy and J-holomorphic
cuspidal curves in CP 2 up to symplectic isotopy.
Introduction.
In this paper, we deal with algebraic curves and other related objects in the
projective plane, such as J-holomorphic and Hurwitz curves (the definition of Hur-
witz curves is given in Section 3), which imitate the behavior of plane algebraic
curves with respect to pencils of lines. A common feature of all these geometric
objects is that for each of them there can be defined so called braid mondromy
factorizations (bmf’s, in short), which are known to be a powerful tool for study
the topology of embedding of curves in CP 2. Since foundating works by O. Chisini
[6],[7], these braid monodromy factorizations are considered as genuine factoriza-
tions in the braid groups and studied up to some moves, called in our days Hurwitz
moves. We propose to study them by means of suitable semigroups over the braid
groups, so that Hurwitz equivalent factorizations become represented by elements
of these semigroups. In some cases (such as that of topological Hurwitz curves,
see Section 3) it is useful to go up to a second level, i.e., to consider factorization
semigroups over semigroups of the first level.
The first author is a member of Research Training Networks EDGE and RAAG, supported by
the European Human Potential Program. The second author is partially supported by INTAS-
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As it seems to us, the language of semigroups simplifies constructing and study
of the objects defined by bmf’s. As an example we give an almost pure algebraic
proof of a recent result due to S. Orevkov [19], which states that any bmf over a
disc can be realized by an algebraic curve (and which generalizes Rudolf’s theorem
[20] on algebraic realization of quasi-positive braids). In our construction the curve
seats in a ruled surface and has only the simplest ramifications outside the disc.
For arbitrary, non necessary round, discs the construction is explicit so that the
degree of the curve and the ruling can be bounded. On the other hand, we show,
by means of Moishezon examples [17], that for round discs there does not exist any
bound in terms of the types of the factors of the bmf.
A braid monodromy factorization of a projective curve in a ruled surface is a
factorization of ∆2N , where ∆ is the so called Garside element and N is the degree
of the ruling. Its factors correspond to the critical values of the restriction of the
projection to the curve. As is known, contrary to over disc factorizations not any
projective bmf can be realized by an algebraic curve (see [17]). On the other hand,
any projective bmf can be realized in the class of Hurwitz curves. We prove that
the type of a braid monodromy factorization (by the type we mean the orbit under
the natural conjugacy action of the braid group, see Section 1) is distinguishing
Hurwitz curves with singularities of types wk = zn up to H-isotopy (i.e., isotopy in
the class of Hurwitz curves) at least in the case when the critical values in distinct
critical points are distinct. And we show that any such Hurwitz curve is H-isotopic
to an almost-algebraic one, i.e., a one which can be given by an algebraic equation
over a disc containing all the critical values of the projection.
In Section 4 we give few remarks on isotopies of J-holomorphic curves in CP 2.
In particular, using known results on J-holomorphic curves and the results of Sec-
tion 3, we show how various symplectic isotopy problems are reduced to a pure alge-
braic, in a sense, study of braid factorization types. In this section we show that two
cuspidal J-holomorphic curves are symplectically isotopic if and only if they have
the same braid monodromy factorization type. We also give a bmf-characterization
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of algebraicity for nodal symplectic surfaces in CP 2: a nodal symplectic surface
is symplectically isotopic to an algebraic curve if and only if its bmf is a partial
re-degeneration of a factorization whose factors are conjugates of the squares of
standard generators of the braid group.
The paper is organized as follows. Section 1 is devoted to factorization semi-
groups: we give basic constructions, investigate their functorial properties, and
apply them to the braid groups. There we introduce the notion of stable equiva-
lence in semigroups over a braid group and prove that two elements with conjugated
factors are stably equivalent if an only if they factorize the same element of the braid
group. This result is then used in Section 2 for the proof of the generalized Rudolf
theorem mentioned above. Section 3 is devoted to H-istopies. There, besides Hur-
witz and almost-algebraic curves, which have algebraic singularities, we consider
what we call topological Hurwitz curves allowing them to have arbitrary cone sin-
gularities. Then, we introduce a class of cone singularities of inseparable type and
prove that two topological Hurwitz curves of the same degree having singularities
of inseparable types any two of which lie in different fibers of the projection are
H-isotopic if and only if these curves have the same braid monodromy factorization
type. Section 4 deals with the symplectic case.
Acknowledgements. We are grateful to E. Artal-Bartolo, S. Nemirovski and
V. Schevchishin for usefull discussions and proposals. This research was started
during the stay of the second author in Strasbourg university and finished within
the frame of RiP programs in Mathematisches Forschungsinstitut Oberwolfach.
§1. Factorization calculus.
1.1. Factorization semigroups. A collection (S,B, α, λ), where S is a
semigroup, B is a group, and α : S → B, λ : B → Aut(S) are homomorphisms, is
called a semigroup S over a group B if for all s1, s2 ∈ S
s1 · s2 = λ(α(s1))(s2) · s1 = s2 · ρ(α(s2))(s1),
where ρ(g) = λ(g−1). If we are given two semigroups (S1, B1, α1, λ1) and (S2, B2,
α2, λ2) over, respectively, groups B1 and B2, we call a pair (h1, h2) of homomor-
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phisms h1 : S1 → S2 and h2 : B1 → B2 a homomorphism of semigroups over groups
if
(i) h2 ◦ αS1 = αS2 ◦ h1,
(ii) λB2(h2(g))(h1(s)) = h1(λB1(g))(s) for all s ∈ S1 and all g ∈ B1.
The factorization semigroups defined below constitute the principal, for our
purpose, examples of semigroups over groups.
Let {gi}i∈I be a set of elements of a group B. For each i ∈ I denote by Ogi ⊂ B
the set of all the elements in B conjugated to gi (the orbit of gi under the action
of B by inner automorphisms). Call their union X = ∪i∈IOgi ⊂ B the full set of
conjugates of {gi}i∈I and the pair (B,X) an equipped group.
For any full set of conjugates X there are two natural maps r = rX : X×X →
X and l = lX : X × X → X defined by r(a, b) = b
−1ab and l(a, b) = aba−1
respectively. For each pair of letters a, b ∈ X denote by Ra,b;r and Ra,b;l the
relations defined in the following way:
Ra,b;r stands for a · b = b · r(a, b) if b 6= 1 and a · 1 = a otherwise;
Ra,b;l stands for a · b = l(a, b) · a if a 6= 1 and 1 · b = b otherwise.
Now, put
R = {Ra,b;r, Ra,b;l | (a, b) ∈ X ×X, a 6= b if a 6= 1 or b 6= 1}
and introduce the semigroup
S(B,X) = 〈 x ∈ X : R ∈ R〉
by means of this relation set R. Introduce also a homomorphism αX : S(B,X)→ B
given by αX(x) = x for each x ∈ X .
Next, we define two actions λ and ρ of the group B on the set X :
x ∈ X 7→ ρ(g)(x) = g−1xg ∈ X
and
x ∈ X 7→ λ(g)(x) = gxg−1 ∈ X.
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As is easy to see, the above relation set R is preserved by the both actions
and, therefore, ρ and λ define an anti-homomorphism ρ : B → Aut(S(B,X))
(right action) and a homomorphism λ : B → Aut(S(B,X)) (left or conjugation
action). The action λ(g) on S(B,X) is called simultaneous conjugation by g. Put
λS = λ ◦ αX and ρS = ρ ◦ αX .
Claim 1.1. For any g ∈ B and any xi, xj ∈ X we have
(i) λ(g) = ρ(g−1);
(ii) αX(r(xi, xj)) = x
−1
j xixj;
(iii) αX(l(xi, xj) = xixjx
−1
i ;
(iv) ρS(xi)(xj) = r(xj, xi);
(v) λS(xi)(xj) = l(xi, xj);
(vi) ρ(αX(xi)
−1)(xj) = l(xi, xj);
(vii) λ(αX(xi)
−1)(xj) = r(xj, xi).
Proof. Straightforward. 
It follows from Claim 1.1 that (S(B,X), B, αX, λS) is a semigroup over B. We
call such semigroups the factorization semigroups over B. When B is fixed, we
abbreviate S(B,X) to SX . By x1 · . . . · xn we denote the element in SX defined by
a word x1 . . . xn.
Notice that S : (B,X) 7→ (S(B,X), B, αX, λ) is a functor from the category
of equipped groups to the category of the semigroups over groups. In particular,
if X ⊂ Y are two full sets of conjugates in B, then the identity map id : B → B
defines an embedding idX,Y : S(B,X)→ S(B, Y ). So that, for each group B, the
semigroup SB = S(B,B) is an universal factorization semigroup over B, which
means that each semi-group SX over B is canonically embedded in SB by idX,B .
Since αX = αB ◦ idX,B , we make no difference between αX and αB and denote
the both simply by α.
Denote by BX the subgroup of B generated by the image of α : S(B,X)→ B,
and for each s ∈ SX denote by Bs the subgroup of B generated by the images
α(x1), . . . , α(xn) of the elements x1, . . . , xn of a factorization s = x1 · . . . · xn.
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Claim 1.2. The subgroup Bs of B does not depend on the presentation of s as a
word in letters xi of X.
Proof. It follows from (ii) and (iii) of Claim 1.1. 
Proposition 1.1. For any X and any s ∈ SX as above,
(i) kerλ coincides with the centralizer CX of BX in B;
(ii) if α(s) belongs to the center C(Bs) of Bs, then λ(g) leaves fixed s ∈ SX
whatever is g ∈ Bs.
Proof. (i) is evident.
(ii) The group Bs is generated in B by α(x1), . . . , α(xn), where s = x1 · . . . ·xn
with xi ∈ X . Therefore, to prove (ii) it is sufficient to show that λS(xi)(s) = s for
each i = 1, . . . , n as soon as α(s) ∈ C(Bs). Using the relations xj ·xi = xi ·r(xj, xi),
we can move xi to the left and obtain a presentation of s in the form
s = xi · x˜1 · . . . · x˜n−1 = xi · s˜.
If α(s) ∈ C(Bs), then
λS(s)(xi) = xi.
Finally,
s = l(x˜1, xi) · . . . · l(x˜n−1, xi) · xi = λS(xi)(x˜1 · . . . · x˜n−1) · xi =
= λS(xi)(s˜) · xi = λS(λS(xi)(s˜))(xi) · λS(xi)(s˜) = λS(xi · s˜)(xi) · λS(xi)(s˜) =
= xi · λS(xi)(s˜) = λS(xi)(xi) · λS(xi)(s˜) = λS(xi)(s).

Consider two full sets of conjugates X1, X2 in B and the semigroups SX1
and SX2 associated with them. A map ψ : X2 → SX1 can be extended to a
homomorphism ψ : SX2 → SX1 if and only if for all xi, xj ∈ X2 the equalities
ψ(xi) · ψ(xj) = ψ(xj) · ψ(r(xi, xj))
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and
ψ(xi) · ψ(xj) = ψ(l(xi, xj)) · ψ(xi)
hold in SX1 .
We say that the homomorphism ψ is defined over B if αX2(x) = αX1(ψ(x))
for all x ∈ X2.
Example 1.1. Let X1 be the set of the conjugates of an element x1 ∈ B and
X2 the set of the conjugates of x
2
1. Assume that the map φ : X1 → X2 given
by φ(x) = x2 for x ∈ X1 is a bijection. Then the map ψ : X2 → SX1 given by
ψ(x) = φ−1(x) · φ−1(x) defines a homomorphism ψ : SX2 → SX1 over B.
Example 1.2. Example 1.1 can be generalized as follows. Pick a n-set {x1, . . . , xn}
of elements in a full conjugate set X1 ⊂ B and a k-set of products sj(x1, . . . , xn) =
xi1(j) · . . . · xim(j)(j) ∈ SX1 , j = 1, . . . , k. Consider X2 = Os¯1 ∪ · · · ∪ Os¯k with Os¯j
being the full set of conjugates of s¯j = α(sj) ∈ B. Assume that s¯i and s¯j are not
conjugated in B for i 6= j. Then, the map X2 → SX1 given by gs¯jg
−1 7→ λ(g)(sj) ∈
SX1 can be extended uniquely to a homomorphism r : SX2 → SX1 defined over B.
Such a homomorphism r is called re-degeneration of the set {sj}.
In Section 4 we use a kind of generalization of this notion (which no more takes
a form of a homomorphism). It looks as follows. In notation of Example 1.2, put
Z = X1 ∪X2 and consider an element z = z1 · z2 ∈ SZ where z1 ∈ SX2 , z2 ∈ SZ .
The element
z = r(z1) · z2 ∈ SZ
is called a partial re-degeneration of z.
The construction of the semigroups S(B,X) can be iterated. Namely, one can
consider the conjugation action of B on S(B,X), pick any set Y which is a union
of orbits of this action and introduce the semigroup S(S(B,X), Y ) as a semigroup
generated by the letters s ∈ Y and being subject to the relations
sisj = sj ·ρS(sj)(si)
and
sisj = λS(si)(sj)si
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for all si, sj ∈ Y .
One can introduce, in addition, the homomorphisms βS : S(S(B,X), Y ) →
S(B,X) sending s = s1 . . . sn ∈ S(S(B,X), Y ) to s1 · . . . · sn ∈ S(B,X) and the
conjugation actions λ : B → Aut(S(S(B,X), Y )) (λ(g) is acting as simultaneous
conjugation by g), as well as associated with them the homomorphisms β = α ◦ βS
and the actions λS = λ ◦ αS : S(B,X) → Aut(S(S(B,X), Y )), λS,S = λ ◦ β :
S(S(B,X), Y )→ Aut(S(S(B,X), Y )) of, respectively, S(B,X) and S(S(B,X), Y )
on S(S(B,X), Y ). The right actions ρ, ρS, and ρS,S of, respectively, B, S(B,X),
and S(S(B,X), Y ) on S(S(B,X), Y ) are defined in a similar way.
On the other hand, if X is a subset of Y , then there is the natural embedding
of SX = S(B,X) into S(SX , Y ). Moreover, there is the natural embedding of
S(SX , Y ) into the universal semigroup S(SB) = S(SB, SB) over SB. Thus, any
semigroup SX over B can be considered as a subsemigroup of S(SB) and we may,
without any confusion, denote the operation in S(SB) by ·. Note that S(SX , X)
is naturally isomorphic to SX .
1.2. Hurwitz equivalence. Let, as above, Y be a union of orbits of the
conjugation action λ of B on S(B,X). An ordered set
{y1, . . . , yn | yi ∈ Y }, n ∈ Z
is called a factorization of g = β(y1) . . . β(yn) ∈ B in Y . Denote by FX,Y ⊂
⋃
n Y
n
the set of all possible factorizations of the elements of B in Y over all n ∈ N. There
is a natural map ϕ : FX,Y → S(S(B,X), Y ), given by
ϕ({y1, . . . , yn}) = y1 · . . . · yn.
The transformations which replace in {y1, . . . , yn} some two neighboring factors
(yi, yi+1) by (yi+1, ρS(yj)(yi+1) or (λS(yi)(yi+1), yi) and preserve the other factors
are called Hurwitz moves. Two factorizations are Hurwitz equivalent if one can be
obtained from the other by a finite sequence of Hurwitz moves.
Claim 1.3. Two factorizations y = {y1, . . . , yn} and z = {z1, . . . , zn} are Hurwitz
equivalent if and only if ϕ(y) = ϕ(z).
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Proof. Evident. 
Remark 1.1. Below, according with Claim 1.3, we identify classes of Hurwitz
equivalent factorizations in Y with their images in S(SX , Y ). And when Y = X ,
we identify S(SX , Y ) with SX .
1.3. Semigroups over the braid group and stable equivalence. In this
subsection, B = Bm is the braid group with m strings. We fix a set {a1, . . . , am−1}
of so called standard generators, i.e., generators being subject to the relations
aiai+1ai = ai+1aiai+1 1 ≤ i ≤ n− 1,(1.1)
aiak = akai | i− k | ≥ 2.(1.2)
We denote by B+m the semi-group defined by the same generating letters and rela-
tions.
Garside’s Theorem. [8] The natural homomorphism i : B+m → Bm is an embed-
ding.
Following this theorem, we identify B+m with its image i(B
+
m) in Bm and call
the images i(g) of the elements g ∈ B+m positive elements of the group Bm.
Denote by Ak = Ak(m), k ≥ 0, the full set of conjugates of a
k+1
1 in Bm
(recall that all the generators a1, . . . , am−1 are conjugated to each other). Consider
the semigroup SA0 as a subsemigroup of the universal semi-group SBm over Bm.
A positive word g = ai1 . . . ain in the alphabet {a1, . . . , an} defines an element
g(a1, . . . , am−1) = ai1 · . . . · ain ∈ SA0 . On the other hand, g defines an element
g˜ = ai1 . . . ain of B
+
m.
Lemma 1.1. [3] A map ν : B+m → SA0 given by ν(g˜) = g is a well-defined injective
homomorphism of semi-groups.
Proof. To show that ν is a well-defined homomorphism, it is sufficient to check that
the relations (1.1) and (1.2) hold in SA0 . We have
ai · ai+1 · ai = ai+1 · (a
−1
i+1aiai+1) · ai = ai+1 · ai · (a
−1
i a
−1
i+1aiai+1ai) =
= ai+1 · ai · (a
−1
i a
−1
i+1ai+1aiai+1) = ai+1 · ai · ai+1
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for 1 ≤ i ≤ n− 1 and
ai · ak = ak · (a
−1
k aiak) = ak · ai
for |i− k| ≥ 2. The homomorphism ν is injective, since αB ◦ ν is the identity map
by Garside’s Theorem. 
Let ∆ = ∆m be the so-called Garside element:
∆ = (a1 . . . am−1) . . . (a1a2a3)(a1a2)a1.
As is well-known,
∆2 = (a1 . . . am−1)
m
is the generator of the center of Bm. Denote by δ
2 = δ2m the element in SA0 ⊂ SBm
equal to
δ2 = (a1 · ... · am−1)
m.
Lemma 1.2. The element δ2 is fixed under the conjugation action of Bm on SBm ,
i.e., ρ(g)(δ2) = δ2 for any g ∈ Bm.
Proof. It follows from α(δ2) = ∆2 and Proposition 1.1 (ii) applied to s = δ2 (for
which (Bm)s = Bm). 
In our study of topological Hurwutz surfaces (see section 3.2) we use an exten-
tion S˜Bm of SBm which is defined as follows. To each element I belonging to the set
I of all the subsets of {1, . . . , m}, let us associate a letter 1I . Consider a semigroup
S˜Bm generated by the pairs (g, 1I), g ∈ Bm and I ∈ I, and being subject to the
relations
(g1, 1I1) · (g2, 1I2) = (g1g2g
−1
1 , 1σ(g1)(I2)) · (g1, 1I1),
(g1, 1I1) · (g2, 1I2) = (g2, 1I2) · (g
−1
2 g1g2, 1σ(g−12 )(I1)
)
for all g1, g2 ∈ Bm and all I1, I2 ∈ I; here σ is an action on I induced by the
natural homomorphism from Bm to the symmetric group Σm acting on {1, . . . , m}.
To extend the actions λ and ρ of Bm on SBm to the action on S˜Bm we put
λ(b)((g, 1I)) = (λ(b)(g), 1σ(b)(I))
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and ρ(g) = λ(g−1) for b, g ∈ Bm and I ∈ I. Also we extend the homomorphism α
by
α((g, 1I)) = g ∈ Bm
for all I. Note that the map g 7→ (g, 1∅) is extended to an embedding of SBm in
S˜Bm over Bm.
Denote by Bk,i, k + i ≤ m, a subgroup of the braid group Bm generated by a
part ai+1, . . . , ai+k−1 of a fixed set of standard generators a1, . . . , am−1 of Bm. We
say that an element b ∈ Bm has the interlacing number l(b) = k if k is the smallest
number such that b is conjugated in Bm to an element in Bk,0. For a pair (Bn,i, b)
with b ∈ Bn,i and l(b) = k, an element g˜ = (b¯, 1{i+k+1,...,i+n}) ∈ S˜Bm is called
a standard tbmf-form of b ∈ Bn,i if b¯ ∈ Bk,i ⊂ Bn,i is conjugated to b in Bm (if
i+ k ≥ n then {i+ k + 1, . . . , i+ n} = ∅).
Now to each finite sequence of integers k1, . . . , kt such that k1 + · · ·+ kt ≤ m,
k1 ≥ 2, . . . , kt ≥ 2, let associate a sequence of subgroups Bki,k1+···+ki−1 , 1 ≤ i ≤ t,
of Bm. Introduce also the subsets Tk1,...,kt of S˜Bm consisting of the products s =
g˜1 ·. . .·g˜t, where g˜i ∈ S˜Bm are the standard tbmf-forms of elements in Bki,k1+···+ki−1
for each 1 ≤ i ≤ t. Then, define T = Tm to be the union
⋃
λ(g)Tk1,...,kt over all
g ∈ Bm and all sequences of integers k1, . . . , kt such that k1 + · · ·+ kt ≤ m. Note
that for any permutation σ ∈ Σt and any g˜1 · . . . · g˜t ∈ Tki,k1+···+ki−1 , one has
g˜1 · . . . · g˜t = g˜σ(1) · . . . · g˜σ(t).
The elements of T are called tbm factorizations and the semigroup T = Tm =
S(S˜Bm , T ) is called the tbm factorization semigroup. Two tbm factorizations are
said of the same factorization type if they belong to the same orbit under the
conjugation action of Bm.
The group Bm as the set can be represented as the disjoint union over k,
1 ≤ k ≤ m, of the orbits of Tk,∅ = {(b, 1∅) | l(b) = k} ⊂ Tk under the conjugation
action of Bm. This presentation defines an imbedding i : SBm → T of semigroups
over Bm. Thus, when it can not lead to a confusion, we identify SBm with its image
i(SBm) ⊂ T .
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We say that an element s1 ∈ T (in particular, s1 ∈ SBm) is stably equal to an
element s2 ∈ T (s2 ∈ SBm , respectively) if there is an integer n ≥ 1 such that
s1 · (δ
2)n = s2 · (δ
2)n
in T .
Theorem 1.1. Let Ox1 , . . . , Oxn be the orbits of elements x1, . . . , xn ∈ T under
the conjugation action of Bm on T . Then for any yi ∈ Oxi , 1 ≤ i ≤ n, and for any
permutation σ ∈ Σn, the elements s1 = x1 · . . . · xn and s2 = yσ(1) · . . . · yσ(n) are
stably equal in T if and only if β(s1) = β(s2).
Remark 1.2. The above theorem remains true if T is replaced by any sets
X ⊂ SBm , containing A0 and T by S(SBm , X).
Proof of Theorem 1.1. It is evident that if s1 and s2 are stably equal in T then
β(s1) = β(s2).
Let β(s1) = β(s2). Since any permutation is a product of transpositions,
we can assume that σ = id. Indeed, for each g1, g2 ∈ T we have the relation
g1 · g2 = g2 · ρ(g2)(g1) as a relation in T and in which g1 and ρ(g2)(g1) belong to
the same orbit. So, applying these relations we get s2 = y˜1 · . . . · y˜n with the factors
y˜i ∈ Oxi .
Lemma 1.3. ( [8]) For any g ∈ Bm there are positive elements r1, r2 ∈ Bm and
integers k, p ∈ Z, p ≥ 1, such that
(i) g = ∆2kr1;
(ii) gr2 = ∆
2p.
Proof. It follows from Theorem 5 in [8]. 
By Lemma 1.3 (i), since xi and y˜i belong to the same orbit Oxi and ∆
2 belongs
to the center of Bm, we may assume that there are positive elements gi such that
y˜i = ρ(g
−1
i )(xi). Applying Lemma 1.3 (ii) to each gi, we can find positive elements
ri and positive integers pi such that giri = ∆
2pi . By Garside’s Theorem, Claim 1.1
and Lemma 1.1, g¯i · r¯i = (δ
2)pi in SA0 ⊂ SBm ⊂ T . Put p = p1 + · · · + pn. By
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Proposition 1.1 (ii), it follows that for each x ∈ SBm , we have x · δ
2 = δ2 ·x in SBm .
In addition, ρ(g−1i )(xi) · g¯i = g¯i · xi. Therefore,
s2 · (δ
2)p = ρ(g−11 )(x1) · . . . · ρ(g
−1
n )(xn) · (δ
2)p =
= ρ(g−11 )(x1) · (δ
2)p1 · . . . · ρ(g−1n )(xn) · (δ
2)pn =
= ρ(g−11 )(x1) · g¯1 · r¯1 · . . . · ρ(g
−1
n )(xn) · g¯n · r¯n =
= g¯1 · x1 · r¯1 · . . . · g¯n · xn · r¯n.
Consider in the beginning the case when all xi are standard generators. Then,
applying the Garside theorem to α(s1)(∆
2)p = α(s2)(∆
2)p in Bm we get
s1 · (δ
2)p = g¯1 · x1 · r¯1 · . . . · g¯n · xn · r¯n
in ν(B+m), which gives s1 · (δ
2)p = s2 · (δ
2)p in ν(B+m).
In general case, all g¯i and r¯i belong to ν(B
+
m). Applying the relations ai ·xj =
xj · ρS,S(xj)(ai), we can move to the left all xi and obtain that s2 · (δ
2)p = s1 · s3,
where s3 =
∏
(t−1i ziti) and each zi is a letter of the alphabet {a1, . . . , am−1}. Thus
there is a positive integer q such that s3 · (δ
2)q = (
∏
zi) · (δ
2)q, and therefore
s2 · (δ
2)p+q = s2 · (δ
2)p · (δ2)q = s1 · s3 · (δ
2)q = s1 · (
∏
zi) · (δ
2)q = s1 · (δ
2)p+q,
since (δ2)p+q and (
∏
zi)·(δ
2)q belong to ν(B+m) and α((
∏
zi)·(δ
2)q) = (∆2)p+q. 
Let us address two problems which seem to be open.
Garside problem. Is α : SA0(m) → Bm an embedding for any m? In
particular, does the equation α(s) = ∆2m have only one solution, s = δ
2
m?
Word problem. Does the word problem for Tm ( respectively, for SBm , SA≤2
with A≤2 =
⋃
k≤2Ak(m)) have the positive solution?
1.4. ”Pure nodal” semigroup. In this subsection we work with the semi-
group SA1(m). Let fix a set of standard generators {a1, . . . , am−1} of Bm and
consider Bm−1 as a subgroup of Bm generated by {a1, . . . , am−2}. Put
δ˜2m =
2∏
l=m
l−1∏
k=1
z2k,l ∈ SA1 ,
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where zk,l = (al−1 . . . ak+1)ak(al−1 . . . ak+1)
−1 for k < l (the notation
∏b
a states
for the left to the right product from a to b). As is known, see for example [18],
α(δ˜2m) = ∆
2
m and
δ˜2m =
m−1∏
k=1
z2k,m · δ˜
2
m−1.
Lemma 1.4.
(i) akz
2
j,ka
−1
k = z
2
j,k+1;
(ii) akz
2
k,ma
−1
k = z
2
k+1,m;
(iii) akz
2
j,ra
−1
k = z
2
j,r if either r < k, or j < k, or j > k + 1;
(iv) akz
2
k+1,ma
−1
k = z
−2
k+1,mz
2
k,mz
2
k+1,m.
Proof. It follows from relations (1.1) and (1.2) and the definition of the elements
z2k,j . 
Proposition 1.2. The element δ˜2m ∈ SA1 is a fixed element under the conjugation
action of Bm.
Proof. It is sufficient to show that λ(ai)(δ˜
2
m) = δ˜
2
m for i = 1, . . . , m − 1. These
equalities will be proved by induction on m.
By induction hypothesis and Lemma 1.4, we have that for i < m− 1
λ(ai)(δ˜
2
m) = λ(ai)(
m−1∏
k=1
z2k,m · δ˜
2
m−1) =
=
i−1∏
k=1
λ(ai)(z
2
k,m) · λ(ai)(z
2
i,m) · λ(ai)(z
2
i+1,m) ·
m−1∏
k=i+2
λ(ai)(z
2
k,m) · λ(ai)(δ˜
2
m−1) =
=
i−1∏
k=1
z2k,m · z
2
i+1,m · (z
−2
i+1,mz
2
i,mz
2
i+1,m) ·
m−1∏
k=i+2
z2k,m · δ˜
2
m−1 = δ˜
2
m.
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Applying again Lemma 1.4, we have that for i = m− 1
λ(am−1)(δ˜
2
m) = λ(am−1)(
m−1∏
k=1
z2k,m ·
m−2∏
k=1
z2k,m−1 · δ˜
2
m−2) =
=
m−2∏
k=1
λ(am−1)(z
2
k,m) · λ(am−1)(z
2
m−1,m) ·
m−2∏
k=1
λ(am−1)(z
2
k,m−1) · λ(am−1)(δ˜
2
m−2) =
=
m−2∏
k=1
(am−1z
2
k,ma
−1
m−1) · z
2
m−1,m ·
m−2∏
k=1
(am−1z
2
k,m−1a
−1
m−1) · δ˜
2
m−2 =
= z2m−1,m ·
m−2∏
k=1
(a−1m−1z
2
k,mam−1) ·
m−2∏
k=1
z2k,m · δ˜
2
m−2 =
= z2m−1,m ·
m−2∏
k=1
z2k,m−1 ·
m−2∏
k=1
z2k,m · δ˜
2
m−2.
To complete the proof of the Proposition, it is sufficient to show that
(1.3)
m−2∏
k=1
z2k,m · z
2
m−1,m ·
m−2∏
k=1
z2k,m−1 = z
2
m−1,m ·
m−2∏
k=1
z2k,m−1 ·
m−2∏
k=1
z2k,m.
We have
tm = α(z
2
m−1,m ·
m−2∏
k=1
z2k,m−1) = a
2
m−1am−2 . . . a2a
2
1a2 . . . am−2
and to prove equality (1.3) it is sufficient to show that
tmz
2
k,mt
−1
m = z
2
k,m
for k = 1, . . .m−2. By induction on m, applying relations (1.1) and (1.2), we have
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for k ≤ m− 3
tmz
2
k,mt
−1
m = (a
2
m−1a
−1
m−2tm−1am−2)z
2
k,m(a
2
m−1a
−1
m−2tm−1am−2)
−1 =
= (a2m−1a
−1
m−2tm−1am−2am−1am−2)z
2
k,m−2(a
2
m−1a
−1
m−2tm−1am−2am−1am−2)
−1 =
= (a2m−1a
−1
m−2tm−1am−1am−2am−1)z
2
k,m−2(a
2
m−1a
−1
m−2tm−1am−1am−2am−1)
−1 =
= (a2m−1a
−1
m−2tm−1am−1am−2)z
2
k,m−2(a
2
m−1a
−1
m−2tm−1am−1am−2)
−1 =
= (a2m−1a
−1
m−2tm−1am−1)z
2
k,m−1(a
2
m−1a
−1
m−2tm−1am−1)
−1 =
= (a2m−1am−2am−1a
−2
m−2tm−1)z
2
k,m−1(a
2
m−1am−2am−1a
−2
m−2tm−1)
−1 =
= (am−1am−1am−2am−1a
−2
m−2)z
2
k,m−1(am−1am−1am−2am−1a
−2
m−2)
−1 =
= (am−1am−2am−1a
−1
m−2)z
2
k,m−1(am−1am−1am−2am−1a
−1
m−2)
−1 =
= (am−2am−1)z
2
k,m−1(am−2am−1)
−1 = (am−2am−1am−2)z
2
k,m−2(am−2am−1am−2)
−1 =
= (am−1am−2am−1)z
2
k,m−2(am−1am−2am−1)
−1 = am−1z
2
k,m−1a
−1
m−1 = z
2
k,m.
Using the same calculations as above, one can show that tmz
2
m−2,mt
−1
m =
z2m−2,m. 
The following theorem is a consequence of Proposition 1.2 and Corollary 4.1,
Theorem 3.1, Remark 4.1 which will be proven in sections 3 and 4.
Theorem 1.2. Let A1 ⊂ Bm be the full set of conjugates of a
2
1. Then, δ˜
2
m is the
only element s ∈ SA1 such that α(s) = ∆
2
m. 
§2. Existence of polynomials with given braid monodromy factorizations
over a disc.
2.1. Local braid monodromy over a point (unique germ). Here and
further we denote by (z, w) the standard coordinates in C2. The proofs of the (well
known) statements used here and the further references can be found, for example,
in [4].
If a germ (C, 0) ⊂ (C2, 0) of a reduced complex analytic curve does not contain
the germ z = 0 then it is given by an equation
(2.1) P (z, w) = 0,
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where
P (z, w) = wk +
k∑
i=1
qi(z)w
k−i,
qi(z) are convergent power series (i.e., qi(z) ∈ C{z}), qi(0) = 0 and the polynomial
wk +
∑
qi(z)w
k−i ∈ C{z}[w] has no multiple factors. Therefore, one can choose
a small polydisc D = D1 × D2 ⊂ C
2, D1 = D1(ε1) = {z ∈ C | | z |< ε1 } and
D2 = D2(ε2) = {w ∈ C | | w |< ε2 }, such that: C is an analytic set at each point
of the closure ClD of D, the projection on the z-factor pr = pr1 : C ∩ D → D1
is a proper finite map of degree k, and (z, w) = 0 is the unique critical point of
pr|C∩ClD. Reciprocally, if D is a polydisc and C is W -prepared in D, i.e., if C is a
reduced complex analytic curve with the latter properties with respect to pr, then
it is defined in ClD by an equation of the same type. A W -prepared germ (C, o)
is algebraic (in coordinates (z, w)) if and only if qi ∈ C[z] for each i = 1, . . . , k.
To define the braid monodromy, let pick a point u ∈ ∂D1 and put D2,u =
pr−1(u), K = K(u) = {w1, . . . , wk} = D2,u ∩ C. The loop ∂D1 oriented counter-
clockwise and starting at u lifts to ∂D ∩ C as a motion pr2({w1(t), . . . , wk(t)}) of
k distinct points in D2 starting and ending at K. This motion defines a braid
b(C,o) ∈ Bk = Bk[D2, K] which is called the braid monodromy of (C, o) with respect
to pr. Note that l(b(C,o)) = k.
The link of (C, 0) is an iterated positive torus link. This link is determined by
the Puiseaux pairs of irreducible components of (C, 0) and the mutual intersection
numbers of the components. Therefore, as soon as we choose in Bk as standard
generators the half-twists a1, . . . , ak−1, the braid b(C,o) becomes an element of B
+
k ⊂
Bk (a positive braid) and is called the standard form of the braid monodromy of
(C, o) with respect to pr. The standard generators and the standard form b(C,0) are
defined uniquely up to conjugation.
The topological type of the triple (D,C, pr) is determined by the standard form
of its braid monodromy, and vice versa. Besides, for each triple (D,C, pr) there is
a constant M = M(C,o) ∈ N such that the topological type of (D,C, pr) coincides
with the topological type of a singularity given by P (z, w) = wk +
∑
q¯i(z)w
k−i =
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0, where q¯i(z) = qi(z) + z
M ri(z) and ri(z) are arbitrary analytic functions. In
particular, one can make C algebraic without changing the topological type of
(D,C, pr).
The topological type of the triple (D,C, pr), and thus the standard form of its
braid monodromy, is determined by a resolution of singularities relative to pr. By
the latter we mean a sequence of blow ups σ1 : U1 → D, . . . , σn : Un → Un−1 with
centers at points such that σ−1(C ∪ F ), where σ = σn ◦ · · · ◦ σ1 and F = {z = 0},
is a divisor with normal crossings. Let put
σ∗(C) = C′ +
n∑
i=1
ciEi
and
σ∗(F ) = E0 +
n∑
i=1
aiEi,
where C′, E0, and Ei, 1 ≤ i ≤ n are the strict transforms in Un of C, F , and the
exceptional divisors of σi, 1 ≤ i ≤ n, respectively. In this notation, for the constant
M mentioned above one can take any m such that
m(
∑
aiEi)− (
∑
ciEi)
is a strictly positive divisor, i.e., if mai− ci > 0 for all i. Indeed, let s be a singular
point of σ−1(C ∪ F )red, s ∈ C
′ ∩ Ei for some i. Choose local coordinates (zi, wi)
in a neighbourhood of s such that zi = 0 is an equation of Ei and wi = 0 is an
equation of C′. We have
σ∗(z) = zaii σ
∗(P (z, w)) = zcii wi
up to a function non-vanishing at s and
σ∗(P (z, w)) = (wi + z
Mai−ci
i
∑
σ∗(wk−jrj(z)))z
ci
i .
Therefore the germ given by P (z, w) = 0 has the same resolution of singularities as
(C, 0) has.
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2.2. Local braid monodromy over a point (several germs). Now let
C ∈ C2 be an affine reduced algebraic curve given in coordinates (z, w) by equation
(2.2) wm +
m∑
i=1
qi(z)w
m−i = 0, qi ∈ C[z].
Notice that any affine algebraic curve is given by such an equation after a suitable
linear change of coordinates.
Consider Cε1 = C ∩ (D1(ε1)×D2(ε2)), ε2 = ε
−1
1 . Assuming that 0 < ε1 << 1,
the projection pr|Cε1 : Cε1 → D1, D1 = D1(ε1), is a proper map of degree m with
the unique critical value z = 0 (contrary to the situation in 2.1, here the number of
critical points may be more than one). By a traditional abuse of language we speak
on Cε1 as the germ of C over 0 with respect to pr. As in the local case (see 2.1), we fix
u ∈ ∂D1 and put D2,u = pr
−1(u), K = K(u) = {w1, . . . , wm} = D2,u ∩ C. Giving
to ∂D1 its counter clock-wise orientation, we get over ∂D1 by means of pr2(C∩∂D1)
an oriented loop of m-tuples in D2 and, thus, a braid b˜(Cε1 ,o) ∈ Bm = Bm[D2, K].
Let pr−1|C (0) = {(0, w
0
1), . . . , (0, w
0
s)}. Then the germ Cε1 over 0 of C splits
into the disjoint union Cε1 =
⊔s
i Cε1,i of W -prepared germs of singularities of
multiplicities ki, 1 ≤ i ≤ s, k1 + · · · + ks = m with centers at (0, wi), 1 ≤ i ≤ s.
Let k1, . . . , kt ≥ 2 and kt+1 = . . . ks = 1. We need to select a suitable polydisc for
each of these W -prepared germs. Therefore, choose ε3 > 0 and adjust ε1 << ε3
so that each Cε1,i ⊂ D1 × Ei, where Ei = {| w − w
0
i |< ε3} and Ei ∩ Ej = ∅
for i 6= j. Denote by Ki = Ki(u) = {wi,1, . . . , wi,ki} = D2,u ∩ Cε1,i and Ei,u =
(D1 × Ei) ∩ D2,u. The embeddings (Ei, Ki) ⊂ (D2,u, K) defines embeddings ηi :
Bki [Ei,u, Ki] ⊂ Bm[D2,u, K] so that
b˜(Cε1 ,o) =
t∏
i=1
b(Cε1,i,o) ⊂ Bm.
As in 2.1, let choose in each of Bki [Ei,u, Ki] as standard generators the half twists.
Then, each b(Cε1,i,o) ∈ Bki becomes the standard form of braid monodromy of Cε1,i
with respect to pr. The union of the images of these generators under ηi can be
extended to a set of standard half-twist generators in Bm = Bm[D2,u, K]. Thus,
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we get a topological braid monodromy
b(Cε1 ,o) = b(Cε1,1,o) · . . . · b(Cε1,t,o) ⊂ T
(see the definition of T in section 1.3) and call it the standard form of braid mon-
odromy of C over 0.
The above construction depends only on the numbering of the points p−1|C (0) =
{(0, w01), . . . , (0, w
0
s)} and the extension of the union of the images of the generators
under ηi to the sets of generators in Bm = Bm[D2,u, K]. Therefore, the standard
form of braid monodromy is defined uniquely up to conjugation action of
Bm.
As it follows from the above construction,
α(b(Cε1 ,o)) = b˜(Cε1 ,o).
To conclude this subsection, let us recall a well known elementary transforma-
tion replacing a germ of a pencil by a local singularity. Namely, with a germ of C
over 0 given by (2.2) one can associate another germ C¯ε1 given by
(2.3) wm +
m∑
i=1
ziqi(z)w
m−i = 0.
It has only one point over 0 and we call it the associated singularity of C over 0.
Remark 2.1. The geometric meaning of the associated singularity is the
following. We can consider C2 with coordinates (z, w) as an affine chart in some
ruled surface pr : ΣN → P
1, N > 0, non-intersecting the exceptional section EN
of ΣN , and C as an algebraic curve contained in this chart of ΣN . Perform the
elementary transformation τ : ΣN → ΣN+1 with center at the intersection point of
EN with the fiber F0 over the point z = 0. Then, equation (2.3) is the equation
of the image τ(C) ⊂ ΣN+1 in the corresponding chart of ΣN+1. The associated
singularity determines uniquely the germ of C: to get it back it is sufficient to
perform the inverse transformation τ−1.
The next claim sets up a relation between a standard braid monodromy form
of a germ of a curve and the braid monodromy of the singularity associated to the
germ. Since this claim is not used below, we put its proof to the end of this section.
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Claim 2.1. Let (Cε1 , o) be a germ of an algebraic curve of degree m over a point
o and (C¯ε1 , o) the germ of its associated singularity. Then
b(C¯ε1 ,o) = α(b(Cε1 ,o))∆
2
m.
Remark 2.2. Since a germ of a curve is determined by its associated singu-
larity, it follows from this claim that two germs (C1,ε1 , o) and (C2,ε1 , o) are topolog-
ically equivalent if and only if α(b(C1,ε1 ,o)) = α(b(C2,ε1 ,o)). Therefore, introducing
a definition of braid monodromy factorizations of algebraic curves (see below), we
could restrict ourselves to factorization semigroups of the first level. However, in
Section 3 we extend the class of curves under investigation from algebraic to topo-
logical Hurwitz curves. A braid monodromy factorization of a topological Hurwitz
curve requires to consider factorization semigroups of the second level. Therefore,
for unity of exposition, we define the braid monodromy factorization of an algebraic
curve as an element of some factorization semigroup of the second level over a braid
group as well.
2.3. Braid monodromy factorization over a disc. Here, as in subsection
2.2, we consider a polynomial P (z, w) = wm+
∑m
i=1 qi(z)w
m−i ∈ C[z, w] having no
multiple factors and the curve C in C2 given by P (z, w) = 0.
Pick any r > 0 such that no critical value of pr |C belongs to the boundary of
the disc D1(r). Denote by z1, . . . , zn ∈ D1(r) the critical values of pr |C situated in
D1(r). Choose a positive ε << 1 such that the discs D1,i(ε) = {z ∈ C | | z − zi |<
ε }, i = 1, . . . , n, would be disjoint. Pick any points ui ∈ ∂D1,i(ε), 1 ≤ i ≤ n,
and a point u0 ∈ ∂D1(r). Put D2,ui = pr
−1(ui), i = 0, . . . , n, and K(ui) =
{wi,1, . . . , wi,m} = D2,ui∩C. Select disjoint simple paths li ⊂ ClD1(r)\
⋃n
1 D1,i(ε),
i = 1, . . . , n, starting at u0 and ending at ui and renumber the points, if needed,
in a way that the product γ1 . . . γn of the loops γi = li ◦ ∂D1,i(ε) ◦ l
−1
i would be
equal to ∂D1(r) in π1(ClD1(r) \ {z1, . . . , zn}, u0) (as usual, ∂D states for a one
counter-clock wise turn loop).
Now, as in subsection 2.2, one can associate with each γi, 1 ≤ i ≤ n, an el-
ement bi ∈ T∅ ⊂ T ⊂ SBm , Bm = Bm[D2, K(u0)], where D2 is a disc of a big
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radius in w-plane. For each 1 ≤ i ≤ n the conjugacy class of bi is the standard
form of braid monodromy of the germ of C at zi. The factorization b1 · . . . · bn ∈ T
is called a braid monodromy factorization of the polynomial P (z, w), or that of the
curve C, over D1(r). Since, for given P (z, w), the braid monodromy factorizations
over D1(r) coincide up to Hurwitz moves and simultaneous conjugations (see [18]),
they all have the same factorization type in the sense of section 1. We denote the
factorization type of braid monodromy factorizations of P (z, w) over D1(r) (respec-
tively, of the curve C given by P (z, w) = 0) by bmt(P (z, w), D1(r)) (respectively,
bmt(C,D1(r))). If P (z, w) has no critical values outside D1(r), we speak simply on
braid modnoromy factorization of P (z, w) (or C) and denote it factorization type
by bmt(P (z, w)) (respectively, bmt(C)).
Consider all braid monodromy standard forms of all germs over 0 of all affine
algebraic curves of degree m. Denote by P the union of their orbits under the
conjugation action of Bm on SBm and put P = Pm = S(SBm , P ). Note that Ak ⊂
P, where Ak is defined in section 1.2 (in particular, the elements belonging to A0
correspond to a simple tangency between C and z = 0, belonging to A1 correspond
to a node, and belonging to A2 to an ordinary cusp). Since P = S(SBm , P ) is
embedded into T , each braid monodromy factorization of a polynomial P (z, w)
over a disc D1(r) defines an element in the semigroup P and two braid monodromy
factorizations of two polynomials over discs are of the same braid factorization
type if and only if the corresponding elements in P belong to the same orbit of the
conjugation action of Bm on P. Therefore, we call the orbits of the conjugation
action of Bm on P geometric braid factorization types. Note that βS : P → SBm
is an embedding. Therefore, often we do not make difference between P and its
image βS(P).
All the notions introduced in this Subsection extend literally to any closed
domain in C diffeomorphic to a closed disc.
2.4. Polynomial realizations. Let ΣN , N ≥ 1, be a relatively minimal ruled
rational surface, pr : ΣN → P
1 its ruling, F a fiber of pr and EN the exceptional
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section, E2N = −N . We choose a point ∞ ∈ P
1 and put F∞ = p
−1(∞).
Consider the linear system
P = PN,m = PH
0(ΣN ,OΣN (mEN +mNF )).
In the chart ΣN \ (F∞ ∪EN ) ≃ C
2 we can choose coordinates (z, w) such that the
restriction of p to ΣN \ (F∞ ∪ EN ) coincides with the projection pr : (z, w) 7→ z.
With respect to these coordinates any element C¯ ∈ P can be given by equation
P (z, w) = 0,
where P (z, w) =
∑m
i=0 qi(z)w
m−i and qi(z) =
∑iN
j=0 ai,jz
j are polynomials of de-
grees ≤ iN .
If C¯ is an irreducible curve, then, since the intersection number C¯EN is zero,
the projection pr|C¯ : C¯ → P
1 is a proper map of degree m. It has m(m − 1)N
critical values (counted with multiplicities) which are found from the equation
R(z) = 0,
where R(z) = RP,P ′w(z) =
∑
rkz
k is the resultant of P (z, w) and P ′w(z, w) =
∂
∂w
P (z, w), degR(z) = m(m− 1)N .
The coefficients rk of the resultant admit polynomial expressions in coefficients
of P . These polynomials rk ∈ C[a0,0, . . . , am,mN ] define a rational map
R : P→ Symm(m−1)NP
1 ≃ Pm(m−1)N ,
where Symm(m−1)NP
1 is the symmetric product of m(m − 1)N copies of P1. The
only non regular points of this map correspond to reducible curves C¯ ∈ P with a
multiple component different from a fiber (here, the regularity at a point is equiv-
alent to the existence of a continuous extension, and the checking of the latter is
straightforward).
Below we will need the following lemmas.
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Lemma 2.1. Any braid monodromy factorization b = bmf (C¯) ∈ P of a generic
curve C¯ ∈ P is equal to (δ2)N .
Proof. By Lemma 1.2, (δ2)N is the unique element of its orbit under the conju-
gation action of Bm. Thus, it is sufficient to show that (δ
2)N is equal to some
braid monodromy factorization. Such an equality is well-known if N = 1 (see, for
example, [16]). We show how to deduce the general statement from this particular
case.
Pick z1, . . . , zN distinct from 0. Consider a curve C¯0 ∈ P given by equation
m∏
j=1
(wz2 . . . zN + (−1)
Naj(z − z1) . . . (z − zN )) = 0, ai 6= aj if i 6= j,
and a generic curve C¯ ∈ P sufficiently close to C¯0 (i.e., a curve in the intersection
of a small topological neighborhood of C¯0 with the set of curves C ∈ P for which
the projection pr|C : C → P
1 has only simple critical points and disctinct critical
values). The set of critical values of pr|C¯ splits into N subsets {zk,1, . . . , zk,m(m−1)},
k = 1, . . . , N , lying in small disjoint discs D1,k(ε) = {| z − zk |< ε}, 0 < ε << 1.
Correspondingly, b = b1 · . . . · bN , where bk is the braid monodromy factorization of
C¯ over D1,k(ε).
Let us show that b1 = δ
2 (the proof of b2 = · · · = bN = δ
2 is the same). Define
a path C¯0(t), 0 ≤ t ≤ 1, in P by equations
m∏
j=1
(wz2(t) . . . zN (t) + (−1)
Naj(z − z1)(z − z2(t)) . . . (z − zN (t))) = 0,
zj(t)→∞ when t→ 1, zj(0) = zj .
It connects the curve C¯0(0) = C¯0 with a curve C¯0(1) given by equation
m∏
j=1
(w − aj(z − z1)) = 0.
SinceR is regular at each point of the path C¯0(t), we can find a path C¯(t) sufficiently
close to it such that: for each t 6= 1 the projection pr : C¯(t) → P1 has only simple
critical points and distinct critical values, C¯(0) = C¯, C¯(1) is given by polynomial
ON BRAID MONODROMY FACTORIZATIONS 25
∑
i+j=m ai,j(z− z1)
iwj = 0, and for each 0 ≤ t < 1 all the m(m− 1) critical points
of C¯(t) lie in {| z − z1 |< ε}. It implies that the braid monodromy factorization of
C¯ over D1(ε) coincides with the braid monodromy factorization of C¯(1) over D1(ε),
which is equal to δ2 (case N=1). 
Lemma 2.2. Let C¯0 ∈ P have an ordinary singular point of multiplicity m at z =
0, w = 0, i.e., the equation of C¯0 is of the form P≥m(z, w) =
∑
i+j≥m ai,jz
iwj = 0
where the polynomial
∑
i+j=m ai,jw
j = 0 has m distinct roots. Let Q(z, w) ∈ P be
a polynomial such that for some ε0 > 0 and for all 0 < ε << 1, the curve C¯ε given
by equation
P≥m(z, w) + εQ(z, w) = 0
has exactly m(m − 1) different critical values in D1(ε0) = {| z |< ε0}. Then, the
braid monodromy factorization of C¯ε over D1(ε0) is equal to δ
2.
Proof. Connect C¯0 with a curve C¯1 ∈ P given by equation
∑
i+j=m ai,jz
iwj = 0 by
a path {C¯t}0≤t≤1 in P, where C¯t is given by equation
Pt(z, w) =
∑
i+j=m
ai,jz
iwj +
∑
i+j>m
ai,j(t)z
iwj = 0.
Since the leading part of the equations is nondegenerate, for any t the resultant
R(C¯t) has the following roots: z1,0(t) = · · · = zm(m−1),0(t) = 0, zk,0(t) 6= 0 for
k > m(m − 1). Hence, we can choose ε0 > 0 such that 2ε0 <| zk,0(t) | for k >
m(m− 1) and for all t ∈ [0, 1]. For ε small enough the image {R(C¯t,ε)} of the path
{Pt(z, w) + εQ(z, w) = 0} is contained in a neighborhood Vε0 ⊂ Symm(m−1)NP
1 of
{R(C¯t)},
Vε0 = {(z1, . . . , zNm(m−1)) | | zi |< ε0 for i ≤ m(m− 1)
and | zi |> ε0 for i > m(m− 1)}.
Changing slightly the coefficients of the polynomial Q(z, w), we can assume that
for 0 < ε << 1 and any 0 ≤ t ≤ 1, R(C¯t,ε) belongs to Vε0 ∩ {zi 6= zj for i, j ≤
m(m− 1), i 6= j}. Under this assumption, all the curves C¯t,ε have the same braid
monodromy factorization over Dε0 .
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The Viro patch-working, see [23], is based on quasi-homogeneous changes of
coordinates exclusively, and thus respects the braid monodromy. Hence, to finish
the proof it remains to replace C¯t,ε by a generic polynomial obtained by patch-
working generic polynomials
∑
i+j<m
a′i,jz
iwj +
∑
i+j=m
ai,jz
iwj ,
∑
i+j=m
ai,jz
iwj +
∑
i+j>m
a′i,jz
iwj
close to C¯1 and to apply Lemma 2.1 to the first one (case N = 1). 
Lemma 2.3. Let b¯ be the braid monodromy factorization of an affine part C of a
projective curve C ∈ PN1,m over a disc D1(r), r >> 1. Then, there isM =MC ∈ N
such that for any N2 ≥ M there is a projective curve C˜1 ∈ PN1+N2,m such that
b˜ = b¯ · (δ2)N2 is the braid monodromy factorization of its affine part C1 over the
disc D1(r1), r1 >> r and b¯ is the braid monodromy factorization of C1 over the
disc D1(r).
Proof. Denote by z1, . . . , zk the critical values of pr|C and by (zi, wi,1), . . . , (zk, wi,ti)
the critical points over z = zi. Attribute to the germ (Ci,j , (zi, wi,j)) of C at
(zi, wi,j) a number Mi,j defined in section 2.1. Put Mi = maxjMi,j and MC =
∑
iMi. Choose points zk+i, i = 1, . . . , N2 such that | zk+i |>> r and perform
N2 > MC elementary transformations with centers at the intersection points of the
fibers z = zk+i, 1 ≤ i ≤ N2, with the exceptional sections of ΣN1+i−1, i = 1, . . . , N2.
Denote by C˜ ⊂ ΣN1+N2 the strict transform of C¯ under the composition τ : ΣN1 →
ΣN1+N2 of these transformations and by
P˜ (z, w) = wm +
m∑
i=1
qi(z)w
m−i = 0
the equation of its affine part. The only critical values of pr|C˜ are
z1, . . . , zk, zk+1, . . . , zk+N2 .
Over z = zk+i there is only one point of C˜ and at this point the curve C˜ is
equivalent, with respect to pr, to
m∏
i=1
(w − ci(z − zk+i)) = 0.
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The braid monodromy factorization over D1(r) of C˜ coincides with the braid mon-
odromy factorization of C, since the centers of the transformation τ lie over zk+i,
1 ≤ i ≤ N2, and | zk+i |>> r. By the choice of the constants Mj and by Lemma
2.2, a curve Cε given by
P˜ (z, w) +
k∏
i=1
(z − zi)
Mi(
m−1∑
j=0
εjw
j) = 0,
where all εj are generic and close to zero, has the braid monodromy factorization
b˜ = b¯ · (δ2)N2 over the disc D1(r1), r1 >> r. Indeed, by Bertini’s theorem, the
curves Cε are non-singular over P
1 \ {z1, . . . , zk} for almost all ε. Moreover, if for
some ε a fiber F over a point lying near some zk+i is tangent the curve Cε with
multiplicity greater than 2 at some point, then we can choose ε1 close to ε such
that Cε1 and F have the only one simplest tangent point. Therefore there is ε0
such that for almost all ε sufficiently close to zero, exactly m(m−1) distinct critical
values of pr : Cε → P
1 lie in each neighborhood {| z − zk+i |< ε0}. 
Lemma 2.4. If b ∈ P is the braid monodromy factorization over a disc D of an
affine curve P (z, w) = wm+
∑m
i=1 pi(z)w
m−i = 0 with pi(z) =
∑iN
j=0 ai,jz
j , N ≥ 1,
then there exists an affine curve Q(z, w) = wm +
∑m
i=1 qi(z)w
m−i = 0 such that
(i) qi(z) =
∑iN
j=0 bi,jz
j;
(ii) the polynomial wm +
∑m
i=1 bi,iNw
m−i has m different roots;
(iii) all critical points of Q(z, w) lying over the complement C \ D are non-
degenerate, in particular, the curve C given by Q(z, w) = 0 is non-singular
over C \D;
(iv) a braid monodromy factorization of C over the disc D is equal to b.
Proof. The second property, (ii), can be achieved by a generic choice of the fiber
at infinity. After that, it is sufficient to apply to
Q(z, w) +
k∏
i=1
(z − zi)
Mi(
m−1∑
j=0
εjw
j) = 0,
the same inductive correction procedure as at the end of the proof of Lemma 2.3 
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Theorem 2.1. For any b ∈ P there are N ∈ N and a polynomial P (z, w) =
wm +
∑m
i=1 qi(z)w
m−i such that
(i) qi(z) =
∑iN
j=0 ai,jz
j;
(ii) the polynomial wm +
∑m
i=1 ai,iNw
m−i has m different roots;
(iii) all critical points of P (z, w) lying over the complement C\D1(1) of the disc
D1(1) = {z ∈ C | | z |< 1 } are non-degenerate, in particular, the curve C
given by P (z, w) = 0 is non-singular over C \D1(1);
(iv) b is a braid monodromy factorization of P (z, w) over the disc D1(1).
Proof. Let b = ρ(g−11 )(b1) · . . . · ρ(g
−1
n )(bn), where bj ∈ T are standard forms of
braid monodromies of algebraic germs Cj over points z = zj , | zj |< 1. Let
wm +
m∑
i=1
qj,i(z − zj)w
m−i = 0
be an equation of the germ Cj at z = zj and
qj(z, w) = w
m +
m∑
i=1
(z − zj)
iqj,i(z − zj)w
m−i = 0
be the equation of the singularity C¯j associated with Cj .
Proposition 2.1. There is a polynomial Q(z, w) = wm +
∑m
i=1 q˜i(z)w
m−i having
at each (zj , 0) the same type of singularity as C¯j and satisfying conditions (i)–(iii)
of Theorem 2.1 for some N .
Proof. Choose a constant M > M(C¯j ,zj) for all j = 1, . . . , n, where M(C¯j ,zj) is the
constant defined in section 2.1.
In the beginning we construct a polynomial Q(z, w) of degree degwQ = m
having singularities at (zj , 0), j = 1, . . . , n, of the same types as (C¯j , zj). The poly-
nomial Q(z, w) will be constructed by n steps. Put Q1(z, w) = q1(z, w). Assume
that we have constructed a polynomial Qk(z, w) of degree degwQk = m having
singularities at (zj , 0), j = 1, . . . , k, of the same types as (C¯j , zj). Consider a poly-
nomial qz1,...zk(z) = ((z− z1) . . . (z− zk))
M . We have qz1,...zk(zk+1) 6= 0. Therefore
we can find polynomials pi(z) such that the polynomial
Qk+1(z, w) = Qk(z, w) +
m∑
i=1
qz1,...zk(z)pi(z)w
m−i
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have the same types of singularities at (zj , 0), j = 1, . . . , k+ 1, as (C¯j , zj). Indeed,
Qk+1(z, w) has the same singularities as (C¯j , zj) for j = 1, . . . , k, whatever is the
choice of the polynomials pi, since M is big enough, and choosing appropriate
coefficients for the polynomials pi(z), the polynomial Qk+1(z, w) will have the same
type of singularity at (zk+1, 0) as (C¯k+1, zk+1).
To complete the prove of Proposition 2.1, it remains to apply Lemma 2.4. 
By Remark 2.1, it follows from Proposition 2.1 that there is a polynomial
Q(z, w) satisfying conditions (i)–(iii) of Theorem 2.1 for some N = N1 and such
that the set of critical values of pr |Q(z,w)=0 lying inD1(1) coincides with {z1, . . . , zn}
and over z = zj , j = 1, . . . , n, the germ of the curve C given by Q(z, w) = 0 has the
same topological type as (Cj , zj). Therefore, the braid monodromy factorization of
Q(z, w) over the disc D1(r), r >> 1, is equal to
b¯ = ρ(g¯−11 )(b1) · . . . · ρ(g¯
−1
n )(bn) · s,
where s ∈ SA0 . Besides, from conditions (i)–(iii) of Theorem 2.1 it follows that
C ⊂ C is an affine part of a projective curve C ∈ ΣN1 , such that all singular points
of C belong to C.
It follows from Theorem 1.1, Proposition 2.1 and Lemma 2.3 that there are
N2 >> 1 and a polynomial P (z, w) of degw = m whose braid monodromy factor-
ization over the disc D1(r), r >> 1, is equal to b · s · (δ
2)N2 , where s is an element
belonging to SA0 . Therefore there is a domain U ⊂ C diffeomorphic to the disk
D1(1) such that the braid monodromy factorization of P (z, w) over U is equal to b.
There is an analytic isomorphism of U and D1(1). Therefore, there is a polynomial
P˜ (z, w) = wm +
∑m
i=1 qi(z)w
m−i with holomorphic in D1(1) coefficients qi(z) such
that the braid monodromy factorization of P˜ (z, w) over D1(1) is equal to b. Now,
it remains to approximate the holomorphic functions qi(z) by polynomials with the
same jets (of sufficiently big degree) at the critical values of p belonging to D1(1)
and then to apply Lemma 2.4. 
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Remark 2.3. For given b ∈ P, such that β(b) = ∆2, let
P (z, w) = wm +
m∑
i=1
qi(z)w
m−i
be a polynomial whose existence is stated in Theorem 2.1. As it follows from
Proposition 3.1, there does not exist an upper bound for degrees of the polynomials
qi(z, w) depending only on the topological types of critical points of P (z, w) = 0
with respect to pr even in the case of the types An, n ≤ 2 (simple tangents, nodes
and ordinary cusps). On the other hand, as it follows from the proof of Theorem
2.1, there is an effective bound on degz P¯ for the intermediate polynomial P¯ , which
provides a given braid monodromy factorization over some domain.
Remark 2.4. The case N = 1 covers the case of algebraic curves in CP 2.
In the latter case to define a braid monodromy factorization one choose a point
outside the curve, and the blowing up reduces this case to the case of curves in Σ1.
Proof of Claim 2.1. Let realize a germ (Cε1 , o) of an algebraic curve over a point
o as a germ of some projective curve C˜ ⊂ ΣN . Let b(C˜) be a braid monodromy
factorization of C˜. Then b(C˜) = b(Cε1 ,o) · b˜, where b˜ ∈ P is the product of the braid
monodromies over all the critical values of the projection pr except o. We have
β(b(C˜)) = β(b(Cε1 ,o))β(b˜) = ∆
2N
m .
Perform the elementary transformation τ with center at Fo ∩ E∞. The curves
τ−1(C˜) and C˜ have the same critical values, the braid monodromy factorization of
τ−1(C˜) is b(τ−1(C˜)) = b(C¯ε1 ,o) · b˜, and also
β(b(τ−1(C˜))) = β(b(C¯ε1 ,o))β(b˜) = ∆
2(N+1)
m .
Therefore, β(b(C¯ε1 ,o)) = β(b(Cε1 ,o))∆
2
m. It remains to note that β(b(C¯ε1 ,o)) =
b(C¯ε1 ,o) and β(b(Cε1 ,o)) = α(b(Cε1 ,o)) in view of the identifications made in section
1.3. 
§3. Braid monodromy factorizations of Hurwitz curves.
3.1. Hurwitz curves. As in section 2, let ΣN be a relatively minimal ruled
rational surface, N ≥ 1, pr : ΣN → P
1 the ruling, F a fiber of pr and EN the
exceptional section, E2N = −N .
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Definition 3.1. The image H¯ = f(S) ⊂ ΣN of a smooth map f : S → ΣN \ EN
of an oriented closed real surface S is called a Hurwitz curve (in ΣN ) of degree m
if there is a finite subset Z ⊂ H¯ such that:
(i) f is an embedding of the surface S \ f−1(Z) and for any s /∈ Z, H¯ and
the fiber Fpr(s) of pr meet at s transversely and with positive intersection
number;
(ii) for each s ∈ Z there is a neighborhood U ⊂ ΣN of s such that H¯ ∩ U is a
complex analytic curve, and the complex orientation of H¯∩U \{s} coincides
with the orientation transported from S by f ;
(iii) the restriction of pr to H¯ is a finite map of degree m.
For any Hurwitz curve H¯ there is one and only one minimal Z ⊂ H¯ satisfying
the conditions from Definition 3.1. We denote it by Z(H¯).
A Hurwitz curve H¯ is called cuspidal if for each s ∈ Z(H¯) there is a neigh-
borhood U of s and local analytic coordinates x, y in U such that
(iv) pr|U is given by (x, y) 7→ x;
(v) H¯ ∩ U is given by y2 = xk, k ≥ 1.
It is called ordinary cuspidal if k ≤ 3 in (v) for all s ∈ Z(H¯), and nodal if k ≤ 2.
Since H¯ ∩EN = ∅, one can define a braid monodromy factorization b(H¯) ∈ P
of H¯ as in the algebraic case. For doing this, we fix a fiber F∞ meeting transversely
H¯ and consider H¯ ∩ C2, where C2 = ΣN \ (EN ∪ F∞). Choose r >> 1 such that
pr(Z) ⊂ D1(r) ⊂ C = CP
1 \ prF∞, Z = Z(H¯). Denote by z1, . . . , zn the elements
of pr(Z). Pick ε, 0 < ε << 1, such that the discs D1,i(ε) = {z ∈ C | | z− zi |< ε },
i = 1, . . . , n, would be disjoint. Select arbitrary points ui ∈ ∂D1,i(ε) and a point
u0 ∈ ∂D1(r). Put D2,ui = pr
−1(ui), i = 0, . . . , n, and K(ui) = {wi,1, . . . , wi,m} =
D2,ui ∩ H. Choose disjoint simple paths li ⊂ ClD1(r) \
⋃n
1 D1,i(ε), i = 1, . . . , n,
starting at u0 and ending at ui and renumber the points in a way that the product
γ1 . . . γn of the loops γi = li◦∂D1,i(ε)◦l
−1
i would be equal to ∂D1(r) in π1(ClD1(r)\
{z1, . . . , zn}, u0).
As in Section 2, each γi defines an element bi ∈ T ⊂ SBm . The factorization
32 V. KHARLAMOV AND VIK. S. KULIKOV
b1 · . . . · bn ∈ T is called a braid monodromy factorization of H¯. In fact, each bi is
conjugated to a braid monodromy standard form of some algebraic germ over zi.
Hence, b(H¯) = b1 · . . . · bn belongs to P (see Section 2.3 for the definition of P).
The orbit of this element under the conjugation action of Bm in P is called the
geometric braid factorization type and denoted by bmt.
Lemma 3.1. For a Hurwitz curve H¯ ⊂ ΣN it holds
β(b(H¯)) = ∆2N .
Proof. Over P1 \ D1(r) the curve H¯ is the union of m = deg H¯ pairwise disjoint
sections of pr. By an isotopy of sections they can be transformed into the sections
defined, in affine coordinates, by w = viz
N , 1 ≤ i ≤ m, vi ∈ C. The latter sections
form the braid ∆2N over ∂D1(r). 
The converse statement is also proved in a straightforward way.
Theorem 3.1. ([17]) For any b = b1 · . . . · bn ∈ P such that β(b) = ∆
2N there is a
Hurwitz curve H¯ ⊂ ΣN with a braid monodromy factorization b(H¯) equal to b.
3.2. Hurwitz isotopies. The following definition generalizes the notion of
Hurwitz curves. This generalization corresponds to replacement of P by T .
Definition 3.2. The image H¯ = f(S) ⊂ ΣN of a continuous map f : S →
ΣN \ EN of a smooth oriented closed real surface S is called a topological Hurwitz
curve (in ΣN ) of degree m if there is a finite subset Z ⊂ H¯ such that:
(i) f is a smooth embedding of the surface S\f−1(Z) and for any s /∈ Z, H¯ and
the fiber Fpr(s) of pr meet at s transversely and with positive intersection
number;
(ii) the restriction of pr to H¯ is a finite map of degree m. (We call a map finite
if the preimage of each point is finite.)
As in the case of Hurwitz curves, there is one and only one minimal Z, which we
denote by Z(H¯). We say that H¯ is Z-generic (with respect to pr) if the restriction
of pr to Z(H¯) is injective.
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Definition 3.3. Two Hurwitz (respectively, topological Hurwitz ) curves H¯1 and
H¯2 ⊂ ΣN are called H-isotopic if there is a fiberwise continuous isotopy φt : ΣN →
ΣN , t ∈ [0, 1], smooth outside the the fibers Fpr(s), s ∈ Z(H¯1), and such that
(i) φ0 = Id;
(ii) φt(H¯1) is a Hurwitz (respectively, topological Hurwitz ) curve for all t ∈
[0, 1];
(iii) φ1(H¯1) = H¯2;
(iv) φt(EN ) = EN for all t ∈ [0, 1].
If H¯1 is a topological Hurwitz curve, at any p ∈ Z(H¯1) there is a well-defined
(W -prepared) germ (D,H1 = H¯1 ∩D, pr) of this curve in a bi-disc D = D1 ×D2,
D1 = D1(ǫ1), D2 = D2(ǫ2), 0 < ǫ1 << ǫ2, centered at p and such that the
restriction of pr to H1 is a proper map of finite degree. If ǫ1, ǫ2 are sufficiently
small, then: Fpr(p) ∩H1 = p; the above degree does not depend on ǫ1, ǫ2; and, in
the same way as in the algebraic case, the link ∂D ∩ H1 defines a unique, up to
conjugation, braid b ∈ Bk, where k is the above degree. So that, we may speak on a
tH-singularity (D,H1, pr) of degree k, of type b and of interlacing number l = l(b).
When we are given a link L ⊂ ∂D1×D2 realizing a braid b ∈ Bk, we associate
with it a standard conical model of a topological singularity of type b. It is given
by H = C(L),
C(L) = {(rz, rw) | 0 ≤ r ≤ 1, (z, w) ∈ L}.
As is well-known, if (D,C) is a germ of aW -prepared analytic singularity then
the germ (D,C, pr) is homeomorpic to the cone singularity of type b = pr−1(∂D1 ∩
C.
It is convenient to describe a tH-singularity (D,H1, pr) by means of a flow. To
make the corresponding formulae more transparent let put ǫ1 = ǫ2 = 1 and move
H1 by a suitable (homothety like) fiber preserving H-isotopy into the cone body
|w| < ρ|z|, ρ = 1 − ǫ. Consider a smooth map v from D1 \ {0} to the space of
smooth vector fields on D2 such that v(z)(w) = −w for any |w| ≥ ρ|z|. Then the
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flow defined by
dz
dt
= −z,
dw
dt
= v(z)(w)
transforms any braid L ⊂ ∂D1(1) × D2(ρ) into a tH-singularity. Reciprocally,
any tH-singularity (D,H1, pr) can be represented in such a way as soon as H1 is
contained in |w| < ρ|z|. For example, the standard conical model C(L) is given by
any pair (v, ρ) like above with v(z)(w) = −w for |w| < ρ|z|.
Claim 3.1. For any tH-singularity (D = D1 ×D2, H1, pr) there is an H-isotopy
(preserving each fiber) identical over ∂D and transforming the singularity in its
standard conical model C(L), L = H1 ∩ (∂D1 ×D2).
Proof. Let represent the tH-singularity (D = D1 × D2, H1, pr) and its conical
model C(L) by two flows as above: one flow is associated with a pair (v0, ρ) and
another with (v1, ρ). Consider the family of tH-singularities given by the pairs
(vt = tv1 + (1− t)v0, ρ) and denote by Φt,z the imbeddings {
z
|z|} ×D2 → {z} ×D2
given by the flow associated with vt. To accompany the constructed family of tH-
singularities by some ambient H-isotopy φt connecting H1 with C(L) over D1, it
is sufficient to take the flow associted with the vertical vector fields d
dt
(Φt,z ◦ Φ
−1
1,z)
extending them for each t by 0 to the whole D1 ×D2. 
Remark 3.1. In fact, the procedure we used in the proof of Claim 3.1 gives,
as well, an H-isotopy between any two tH-singularities with the same link L. If
the both singularities are singularities of Hurwitz curves, they remain singularities
of Hurwitz curves (i.e., algebraic singularities) during the isotopy. Certainly, this
isotopy is not necessary smooth at the singular point.
The definitions of braid monodromy factorizations and braid factorization
types extend literally from Hurwitz to topological Hurwitz curves.
Note only that if (D,H, pr) is a tH-singularity, then due to Claim 3.1 it is
determined uniquely, up to H-isotopy identical on ∂D, by its boundary closed
braid b = H ∩ pr−1(∂D1) and respectively by its standard tbmf-form (see section
1.3). Therefore the braid monodromy of a germ of a topological Hurwitz curve
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over a point is naturally defined as an element of T , and the braid monodromy
factorizations of topological Hurwitz curves as elements of T . They satisfy the
relation β(b(H¯)) = ∆2N . The inverse statement, that each factorization b ∈ T
with this property is realized by a topological Hurwitz curve, has the same proof
as Theorem 3.1.
The braid group Bk = B[D2, {w1, . . . , wk}], with w1, . . . , wk ∈ D2 acts on
π1 = π1(D2 \ {w1, . . . , wk}) in a natural way. We say that the action of b ∈ Bk on
π1 is inseparable if only the elements of the subgroup of π1 generated by ∂D2 are
fixed under the action of b. Standard generators a1, . . . , ak−1 of Bk being fixed, we
mean by a geometric base of π1(D2\{w1, . . . , wk}) any set of generators {x1, . . . , xk}
in which the natural action of Bk is given by standard formulas, i.e., ai(xj) = xj
for j 6= i, i + 1 and ai(xi+1) = xi, ai(xi) = xixi+1x
−1
i for i ≤ k − 1. For any such
base, ∂D2 = x1 . . . xk .
Lemma 3.2. Let b ∈ Bk be an inseparable element and {x1, . . . , xm} a geometric
base of π1(D2 \ {w1, . . . , wm}). Regard b as an element of
Bk,0 = B[D2, {w1, . . . , wk}] ⊂ B[D2, {w1, . . . , wm}] = Bm
and consider the induced action of b on π1 = π1(D2 \ {w1, . . . , wm}). Then, the
subgroup F (b) of the fixed elements in π1 under the action of b is generated by
l = x1 . . . xk and xk+1, . . . , xm.
Proof. Evidently, l and xk+i with any i ≥ 1 belong to F (b). Let g ∈ F (b). Write g
as a reduced word in letters {x1, . . . , xm} and their inverses
g = s1s2 . . . sn,
where si are reduced words which are non-empty if i 6= 1 and which are words in
{x1, . . . xk} and their inverses if i is odd, and in {xk+1, . . . xm} and their inverses
if i is even. Since such a representation is unique, we deduce from g ∈ F (b) that
each si belongs to F (b). Now the result follows from the definition of inseparable
elements. 
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A tH-singularity (D,H, pr) is said to have an inseparable type if its type b ∈ Bk
is inseparable. Note that a tH-singularity of inseparable type b has a tbmf-form
(b, 1∅).
Lemma 3.3. The singularities of algebraic curve given by wk = zn are inseparable
for all n ≥ 1 and k ≥ 1.
Proof. The type of such singularity equals to b = (a1 . . . ak−1)
n ∈ Bk, where
a1, . . . , ak−1 is a set of standard generators of Bk. The equality ∆
2
k = (a1 . . . ak−1)
k
implies bk = ∆2nk . On the other hand, the action of ∆
2
k coincides with the conjuga-
tion action by the element ∂D2 ∈ π1. Now it remains to note that the centralizer
of any g 6= 1 in a free group coincides with the maximal infinite cyclic subgroup
containing g. 
One can show that Claim 3.1 can not be extended literarly to any germ of a
topological Hurwits curve over a point. In fact, it does not hold at least if the germ
consists of several connected components one of which is not of inseparable type.
The following example is a simplest one.
Example 3.1. Put m = 3 and consider H1, H2 such that: bmf(H1) = bmf(H2) =
(1, 1{1,2}); H1 and H2 are rotation symmetric (i.e., invariant under (z, w) 7→
(eiφz, w)); in H1 one, figure-V, component is obtained by rotation of a cone over
2 points (lying in {Im z = 0} ×D2; this component corresponds to 1{1,2}) and the
other one by rotation of a string not linked with the above cone, while in H2 the
latter string is linked with one, and only one, branch of the cone.
Theorem 3.2. Z-generic topological Hurwitz curves with singularities of insepa-
rable types are H-isotopic if and only if they have the same braid monodromy type.
Proof. The necessity part is obvious.
Assume that Z-generic topological Hurwitz curves H¯1, H¯2 have singularities of
inseparable type and that bmt(H¯1) = bmt(H¯2). The latter implies that there is an
H-isotopy which transforms H¯1 into H¯2 everywhere except over a union of disjoint
disc neighborhoods of the points of prZ(H¯1), which are transformed by this isotopy
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in a union of disjoint disc neighborhoods of prZ(H¯2), cf. [11]. It remains to solve
the problem of extension of an H-isotopy from a boundary of a disc inside the disc.
Here, the assumption on the type of singularities is essential.
So, assume that the traces H1, H2 of H¯1, H¯2 over a disc D1 = D1(ǫ) are
contained in D = D1 ×D2(r), coincide over the boundary of D1, that their braid
monodromy b ∈ T over ∂D1 is of inseparable type and that D1 contains only one
point of Z(H1) and only one point of Z(H2). Without loss of generality, we may
assume that Z(H1) = Z(H2) = {(0, 0)}. Now, it is sufficient to construct an H-
isotopy identical over boundary which transforms H1, H2 at least over one interval
connecting the boundary of D1 with 0, say over the radius I− = {Re z ≤ 0, Im z =
0} ⊂ D1, and to extend it over a neighborhood of 0. After that the H-isotopy can
be easily extended to the remaining part of D1, since it is a topological disc over
which there are no singular points.
Let l ≥ 2 be the interlacing number equal to the degree of the singularity,
since H¯i have only the singularities of inseparable type. Due to the definition of
T , there is a standard tbmf-form (b˜1, 1∅), b1 ∈ Bl,0, conjugated to b, and due
to the definition of the braid monodromy factorization, H1 and H2 split each into
k+1 = m−l+1 connected componentsHi,1, . . . , Hi,k+1, i = 1, 2, and these splittings
coincide over ∂D1. Each component is a topological cone; Hi,1 is a cone over the
braid b1 ∈ Bl,0 and the other are cones over 1-braids b2 ∈ B1,l, . . . , bk+1 ∈ B1,m−1.
By Claim 3.1, we may assume that H1,1 = H2,1 = C(L) where L is the trace
of H1,1 = H2,1 in ∂D1 × D2(r). In addition, we may assume that the trace of
C(L) over some D1(ǫ
′), ǫ′ << ǫ, is contained in D1(ǫ
′) × IntD2(r
′), r′ << r, and
that H1,2, . . . , H1,k+1 (respectively, H2,2, . . . , H2,k+1) are distinct constant sections
w = wj , l+1 ≤ j ≤ m (respectively, w = w
′
j) of pr over D1(ǫ
′) which are contained
in D1(ǫ
′) × A2, A2 = {r
′ ≤ |w| ≤ r} ⊂ D2(r). By an H-isotopy the values wj
(respectively, w′j) of these constant sections can be arbitrary continuously changed
following arbitrary braid not going through D2(r
′); we call such a change twisting-
untwisting. Note that, in particular, when wj = w
′
j for all j ≥ l + 1 we achieve
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H1 = H2 over a neighborhood of 0. Thus, it is sufficient to show that there exists
an H-isotopy identical on the boundary which transforms H1 in H2 over I−.
To describe the action of b1 on π1(D2(r) \ {w1, . . . , wl}, w0), w0 ∈ ∂D2(r),
let us replace the standard projection pr2 : T → D2(r), T = A1 × D2(r), A1 =
{ǫ′ ≤ |z| ≤ ǫ} ⊂ D1, by a fibration pr
′ : T → D2(r) which coincides with pr2 on
∂D1(ǫ
′)×D2(r)∪A1×∂D2(r), with the standard projection C(L)→ L on C(L)∩T
given by cone structure, and which is constant on each of H1,j , j ≥ 2. Such a
fibration is given by the flow defined by any vector field on T which is tangent to
C(L), all H1,j, j ≥ 2, and A1×∂D2(r) and obtained as a lift of a rotation invariant
radial nowhere zero vector field on A1. Then pr
′(C−), C− = C(L) ∩ pr
−1
1 I−,
consists of l points, which we denote by w1, . . . , wl. Let W be the element of
π1(T \ C(L), (−ǫ
′, w0)) given by the constant section w = w0 over ∂D1(ǫ
′). If
x = pr′∗(y) where y ∈ π1(T \C(L), (−ǫ
′, w0)) is realized by a loop lying over I−, the
image xb of x under the action of b1 is determined by x
b = pr′∗(y
b), yW =Wyb.
Now, consider a loop y¯j , l + 1 ≤ j ≤ m, which starts at (−ǫ
′, w0) descends to
(−ǫ′, wj) without entering into D2(r
′), goes along H1,j−l+1 over I−, returns along
H2,j−l+1 and goes up to (−ǫ
′, w0) without entering into D2(r
′). Rotating I− we
get a map of torus for which y¯j is a meridian-map, and W is given by a parallel-
map. Hence, yj realized by y¯j and W commute, so that xj = pr
′
∗ yj is invariant
under the action of b1. Since b1 is inseparable, for any j there is an isotopy of
D2(r) \ {w1, . . . , wl} identical on the boundary which transforms pr
′ y¯j in a loop
outside D2(r
′).
Finally, to transform all H1,j in H2,j over I− by an H-isotopy which is identical
on ∂D∪C(L) let apply the following induction procedure. At the first step by anH-
isotopy identical on ∂D and C(L) we transform pr′ y¯2 in a loop outside D2(r
′), and
then after defined by this loop twisting-untwisting transform it in a constant loop,
i.e., identify H2,2 with H1,2 over I−. When H1,j = H2,j over I− for any j ≤ i (i <
m−l+1), we consider the element realized in π1(D2(r)\{w1, . . . , wl, . . . , wl+i−1}) by
pr′ y¯i+1. Since, by the same argument as above, it is also invariant under the natural
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action of b1. Therefore by Lemma 3.2, it is a product of elements corresponding
to ∂D2(ǫ
′) and loops around wj , j > l, not entering into D2(ǫ
′). Thus, again
as above, we can apply an H-isotopy realizing the homotopy of pr′ y¯i+1 in a loop
outside D2(r
′) and then after twisting-untwisting an H-isotopy transforming it in
a constant loop. 
Corollary 3.1. Two Hurwitz curves H¯1, H¯2 ⊂ ΣN with singularities of inseparable
types are isotopic if βS(bmt(H¯1)) = βS(bmt(H¯2)).
Proof. By isotopy, we can slightly move the points belonging to Z(H¯) to get a
Z-generic Hurwitz curve having bmt = βS(bmt(H¯)). Now the proof follows from
Theorem 3.2. 
Corollary 3.2. Z-generic Hurwitz curves with singularities of types wk = zn are
H-isotopic if and only if they have the same braid monodromy type. 
Proof. It follows from Lemma 3.3. 
As is shown in [11], in the case of Z-generic cuspidal Hurwitz curves the H-
isotopy can be made smooth. The theorem below is a generalization of this result
to the non generic case.
Theorem 3.3. Let H¯1 and H¯2 ⊂ ΣN be cuspidal Hurwitz curves. Then H¯1 and H¯2
are smoothly H-isotopic if and only if H¯1 and H¯2 have the same braid monodromy
type.
Outline of proof. The braid monodromy standard form of a germ of a cuspidal curve
over a point having singularities of types w2 = zni is defined by the collection of
exponents {n1, . . . , nt} and it is of the form
(an11 , 1∅) · (a
n2
3 , 1∅) · . . . · (a
nt
2t−1, 1∅),
where 2t ≤ m.
It is not hard to prove (we omit the proof) that the centralizer C(b) ⊂ Bm of
b = an11 a
n2
3 . . . a
nt
2t−1
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is generated by a1, a3, . . . , a2t−1, a2t+1, a2t+2, . . . , am−1 and some elements ci, 1 ≤
i ≤ t, and di,l, i 6= l, 1 ≤ i, l ≤ t, where
ci = a2t . . . a2i+1(a2ia
2
2i−1a2i)a
−1
2i+1 . . . a
−1
2t
and
di,l = (a2la2l−1) . . . (a2i−2a2i−3)(a2ia2i−1a2i+1a2i)
2(a2i−2a2i−3)
−1 . . . (a2la2l−1)
−1
if l < i and
di,l = (a2l−2a2l−1) . . . (a2i+2a2i+1)(a2ia2i+1a2i−1a2i)
2(a2ia2i+1)
−1 . . . (a2l−2a2l−1)
−1
if l > i.
Now as in the proof of Theorem 3.2, by an H-isotopy, we identify H¯1 and H¯2
over the complement of the union of small discs around the points of pr(Z(H¯1)). In
each such disc D1(ǫ) pick a much more small disc D1(ǫ
′) over which we can identify
H1 and H2 with the same disjoint union of several sections and several singularities
given by (w − wi)
2 = zni . Select a trivialization of pr over D1(ǫ) \ D1(ǫ
′) with
respect to which the trace H1 of H¯1 is radialy constant. Recall that H2 and H1
coincide over the boundary of D1(ǫ) \ D1(ǫ
′). Since H1 and H2 have the same
tbmf -form
b˜ = (an11 , 1∅) · (a
n2
3 , 1∅) · . . . · (a
nt
2t−1, 1∅),
the braid g = rˆ ∩H2 ∈ Bm, where rˆ = {z ∈ D1(ǫ) | z ∈ R, ǫ
′ ≤ z ≤ ǫ}, commutes
with
b = an11 a
n2
3 . . . a
nt
2t−1.
According to the description of the centralizer C(b) of b, the element g ∈ C(b)
can be written as a word gˆ in the alphabet consisting of the generators of C(b)
and their inverses. The first letter of this word can be removed by one of the
twisting-untwisting isotopies: any ci and al with l ≥ 2t + 1 (and their inverse)
can be removed by twisting-untwisting isotopy used in the proof of Theorem 3.2,
a2i−1 with 1 ≤ i ≤ t can be removed by twisting-untwisting isotopy used in [11],
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and every di,l can be removed by a “composition” of these two isotopies. After a
sequence of such isotopies the connected components of H2 will not be linked with
the connected components of H1, i.e., when we will have g = 1. Now the end of
the proof coincides with the corresponding part of the proof of Theorem 3.2. 
3.3. Almost-algebraic curves. By Theorem 2.1, for any element b ∈ P there
are N ∈ N and an algebraic curve C¯ ⊂ ΣN not intersecting EN (and intersecting
transversely F∞) and such that its affine part C ⊂ ΣN \ (EN ∪F∞) has over D1(1)
the braid monodromy factorization equal to b. For b ∈ P, the minimal number
N = N(b) such that b is a braid monodromy factorization of an algebraic curve
C¯ ⊂ ΣN over D1(r) ⊂ P
1 with some r > 0 is called the realizing degree of b. If
β(b) = ∆2k, the number
d(b) = N(b)− k
is called the deficiency of b.
Definition 3.4. A Hurwitz curve H¯ ⊂ ΣN is called an almost-algebraic curve if H¯
coincides with an algebraic curve C over D1(r) and with the union of m pairwise
disjoint sections H∞,1, . . . , H∞,m of pr over P
1 \D1(r).
The following theorem is a direct corollary of Theorems 2.1, 3.2, and 3.3.
Theorem 3.4.
(i) For each b ∈ P with β(b) = ∆2N there is an almost algebraic Hurwitz curve
H¯ ⊂ ΣN whose braid monodromy factorization b(H¯) is equal to b.
(ii) Any Z-generic Hurwitz curve H¯ ⊂ ΣN with singularities of types w
k =
zn (in general, with singularities of inseparable type) is H-isotopic to an
almost-algebraic curve. If the Hurwitz curve is cuspidal, this isotopy can be
chosen smooth.

A braid monodromy factorization b(H¯) = b1 · . . . · bn ∈ P of a generic ordinary
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cuspidal Hurwitz curve H¯ ⊂ ΣN has the following form:
b(H¯) =
n∏
i=1
(qia
ri
1 q
−1
i ) ∈ P,
where ri depends on the type of singularity si ∈ Z: ri = 3 if si is a cusp (i.e., H¯ is
given locally at si by y
2
i = x
3
i ), ri = 2 if si is a node (i.e., given by y
2
i = x
2
i ), and
ri = 1 if si is a tangency point (i.e., given by y
2
i = xi).
Proposition 3.1. There is an infinite sequence H¯i ⊂ Σ1, i ∈ N, of generic ordi-
nary cuspidal almost-algebraic curves of degree 54 with exactly 378 cusps and 756
nodes and of pairwise distinct braid monodromy types. In particular, they are not
H-isotopic to each other, almost all of them are not isotopic to an algebraic cuspidal
curve and, moreover,
lim
i→∞
d(b(H¯i)) =∞.
Proof. The existence of a sequence of H¯i like in the first part of the statement follows
from Theorems 2.1 and 3.4 applied to the series of pairwise distinct cuspidal braid
factorization types of ∆254 found by Moishezon, see [17] Theorem 1.
Let fix N and introduce a space B of algebraic curves
C¯ ∈ P = PH0(ΣN ,OΣN (54EN + 54NF ))
which do not contain EN , have no critical points over the boundary of the disc and
have: 54(54− 1) critical values lying in D1(1) ⊂ P
1 (counting with multiplicities);
among them 378 critical values corresponding to the cusps, 756 values correspond-
ing to the nodes and all the other corresponding to simple tangencies. To prove
that lim d(b(H¯i)) = ∞, it is sufficient to show that B consists of finite number of
components. Note that B is contained in the space M of all curves in P having at
least 378 cusps and 756 nodes, which is a quasi-projective variety.
As in the proof of Lemma 2.2, consider the map R : P → Sym54(54−1)NP
1 ≃
P54(54−1)N . It is well-defined at each point of B and R(B) is contained in
V = {(z1, . . . , z54(54−1)N ) | | zi |< 1 for i ≤ 54(54− 1)
and | zi |> 1 for i > 54(54− 1)},
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so that B ⊂ R−1(V )∩M. The set R−1(V )∩M is semi-algebraic. Let consider the
semi-algebraic stratification of M according equisingularity. Intersecting it with
R−1(V ) we get a finite (semi-algebraic) stratification of R−1(V ). The intersection
of B with each stratum of the latter stratification is open and closed in the stratum,
hence B has only finite number of connected components. 
Problem. Whether any nodal almost-algebraic curve H¯ ∈ ΣN has the deficiency
d(b(H¯)) = 0, i.e., H-isotopic to an algebraic nodal curve C¯ ∈ ΣN?
3.4. Several remarks. Let
b(H¯) =
n∏
i=1
λ(qi)(bi) ∈ P
be a braid monodromy factorization of a Hurwitz curve H¯ ⊂ ΣN , deg H¯ = m,
where each bi is a standard form of braid monodromy of an algebraic curve over a
point. Every bi is factorized into a product
bi = bi,1 · . . . · bi,ti ,
where: bi,1 ∈ B
+
ki,1,0
⊂ Bm, B
+
ki,1,0
stating for the semigroup generated by the
elements a1, . . . , aki,1−1; bi,2 ∈ B
+
ki,2,ki,1
, B+ki,2,ki,1 being generated by aki,1+1, . . . ,
aki,1+ki,2−1; . . . ; bi,ti ∈ B
+
ki,ti ,ki,1+···+ki,ti−1
, B+ki,ti ,ki,1+···+ki,ti−1
being generated by
aki,1+···+ki,ti−1+1, . . . , aki,1+···+ki,ti−1. Recall that ki,j ≥ 2 for 1 ≤ j ≤ ti.
By means of this factorization one can describe the homotopy type of the
complement ΣN \ (H¯ ∪ EN ∪ F∞) (cf., [13]). Namely, it has the homotopy type
of the two dimensional Cayley complex of the following (van Kampen - Zariski)
presentation of the fundamental group
π1(ΣN \ (H¯ ∪ EN ∪ F∞)) = 〈x1, . . . , xm : Ri,j,k〉;
in terms of the canonical action of Bm on the free group with generators x1, . . . , xm,
the defining relations Ri,j,k (1 ≤ i ≤ n, 1 ≤ j ≤ ti, ki,1 + · · · + ki,j−1 + 1 ≤ k ≤
ki,1 + · · ·+ ki,j − 1) take the form
q−1i (bi,j(xk)) = q
−1
i (xk).
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Notice also that using the arguments from [1] one can show that the braid
monodromy type of topological Hurwitz curves in ΣN is preserved by some special
ambient homeomorphisms. Namely, let associate with each topological Hurwitz
curve H¯ a stratified union H˜ = H¯∪(
⋃
s∈Z Fpr(s))∪F∞ ⊂ ΣN (and call it an equipped
curve); two topological Hurwitz curves H¯1, H¯2 has the same braid monodromy type
if (and only if) there is a homeomorphism of oriented pairs h : (ΣN , H˜1)→ (ΣN , H˜2)
which transforms H¯1 in H¯2 and keeps invariant F∞.
The condition that h preserves orientation on the components of topological
Hurwitz curves is essential. This follows from the examples ([10]) of irreducible
(ordinary) cuspidal algebraic curves C1, C2 ⊂ Σ1 having different braid monodromy
types, but for which there exists a diffeomorphism c : (Σ1, C˜1) → (Σ1, C˜2) not
preserving orientation on the components of the equipped curves (in these examples,
c is the complex conjugation).
§4. Braid monodromy factorizations of symplectic surfaces.
In this section we consider singular symplectic surfaces in CP 2. As is known,
the symplectic structure on CP 2 is unique up to symplectomorphisms and multipli-
cation by a constant factor. On the other hand, up to our knowledge, its uniqueness
up to isotopy and constant factor is an open question. Moreover, rescaling of the
symplectic structure is an important ingredient of our proof of Proposition 4.2 be-
low. These are the reasons why, in what follows, we speak on isotopy classes of
symplectic structures.
We treat only the case of surfaces with isolated singularities and define a sin-
gular symplectic surface C ⊂ CP 2 as a triple (C, J, ω) such that: C is the image
C = f(S) of an almost everywhere injective J-holomoprhic map f : S→ CP 2 of a
closed Riemann surface S; and J is an almost complex structure defined on a neigh-
borhood of C and tamed by a given symplectic structure ω of CP 2. Two singular
symplectic surfaces (C0 = f0(S), J
loc
0 , ω0), (C1 = f1(S), J
loc
1 , ω1) are said weakly
symplectically (smoothly) isotopic if (f0, J
loc
0 , ω0), (f1, J
loc
1 , ω1) can be included in
a continuous (respectively, smooth) family of tamed almost complex and symplec-
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tic structures J loct , ωt and that of J
loc
t -holomorphic maps ft : S × [0, 1] → CP
2
such that the maps φt : C0 → Ct given by f0(s) 7→ ft(s), s ∈ S, are well-defined
homeomorphisms for all t ∈ [0, 1]. The same definitions are applied to symplectic
surfaces in any manifold. When the ambient symplectic structure is not changing
one speaks on symplectic isotopy. In particular, two singular symplectic surfaces
are symplectically isotopic, if there is a symplectic diffeotopy transforming one into
another.
Remark 4.1. In the case of arbitrary symplectic manifolds it is natural to
expect that the classes of symplectically isotopic surfaces and the classes of weakly
symplectically isotopic surfaces are not the same in general. By contrary, in the
case of symplectic structures on CP 2 these notions coincide. Indeed, in this case
any weakly symplectic isotopy can be rescaled ωt 7→ ω
′
t = λtωt, λt ∈ R+, (without
changing Jt) to an isotopy with ω
′
t not changing their cohomology class; then it
remains to apply the Mozer theorem to get a diffeotopy making ω′t constant; the
same diffeotopy is then applied to ft and J
loc
t . Therefore, when we need to prove
that some symplectic surfaces in CP 2 are symplectically isotopic, it is sufficient for
us to check that they are weakly symplectically isotopic. It is this strategy that we
adopt below.
Remark 4.2. The space of almost complex structures on a finite dimensional
real vector space which are tamed by a given symplectic form is contractible, see [9].
It implies that any ω-tamed almost complex structure J loc defined in an open subset
U of a symplectic manifold (V, ω) can be extended from a smaller neighborhood
U0 ⊂ U to a ω-tamed almost complex structure J on the whole V . Moreover, by
the same reason, if U = Ut, J
loc = J loct , ω = ωt depend smoothly on one or several
parameters t the extensions from U0 = U0,t to CP
2 can be chosen depending
smoothly on t. Therefore, one gets the same notions if in the above definitions the
locally defined J-structures are replaced by tamed almost structures defined on the
whole CP 2. The choice we made is motivated by simplifications in some of the
proofs. Note also that the above extension properties remain true if, in addition,
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we will restrict ourself to almost complex structures for which a given symplectic
surface is J-holomoprhic. In particular, in the definition of weakly symplectically
isotopic surfaces it is sufficient to have J loct to be defined only near the singular
points of Ct.
As is known (see [21], [15]), the singularities of pseudoholomorphic curves in an
almost complex four-manifold are equivalent to the singularities of genuine complex
curves in complex surfaces up to C1 coordinate change.
If a singular symplectic surface C is given together with a symplectic structure
ω and a ω-tamed almost complex structure J loc on a neighborhood U of C in CP 2,
we extend J loc from a smaller neighborhood U0 ⊂ U to a ω-tamed almost complex
structure J on CP 2, then consider a generic pencil L of J-lines, see [9] and [22],
and define the associated braid factorization type bmt(C, ω, J, L) as in section 2.3
in the algebraic case.
Note that any b ∈ P such that α(b) = ∆2 (and only the such ones) can be
realized as a braid monodromy factorization of a symplectic surface with respect to
a (non necessarily generic) pencil. Such a realization is obtained from an almost-
algebraic curve given by Theorem 3.4 by rescaling the standard pencil where the
curve is situated.
Proposition 4.1. The braid factorization type bmt (C, ω, J, L) with respect to a
generic L depends only on the symplectic isotopy class of C. ( In particular, it does
not depend on the extension J of J loc to the whole CP 2.)
Proof. Let C0, C1 be weakly symplectically isotopic symplectic surfaces equipped
with ωi(i = 0, 1)-tamed J-structures, J
loc
0 , J
loc
1 , their extensions J0, J1, and generic
pencils, L0, L1, as in the definitions of singular symplectic surface and its braid mon-
odromy factorization, respectively. Pick a weakly symplectic isotopy (Ct, ωt, J
loc
t )
and extend J loct to an isotopy Jt on the whole CP
2. For each t, the space (CP 2t )
∗
of Jt-lines is diffeomorphic to CP
2 and is equipped with the canonical dual E-
structure, see [22]. The lines tangent to Ct form the dual E-curve C
∗
t . It has a
finite number of singular points (which correspond to double or excess tangents)
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and the dual to C∗t is Ct. Hence, the nongeneric pencils correspond to a choice
of the center of the pencil Lt belonging neither to Ct nor to the finite number of
Jt-lines which are dual to the singular points of C
∗
t . Therefore, there is a path Lt of
generic pencils connecting L0 with L1. Clearly, the braid monodromy factorization
Ct defined by Lt is not depending on t and the result follows. 
Recall that the braid monodromy factorization type of m complex lines in CP 2
in general position coincides with δ˜2m defined in section 1.4 (see, for example, [18]).
Corollary 4.1. The braid monodromy factorization type of a generic family of m
pseudo-lines is equal to δ˜2m.
Proof. According to Barraud [2], any generic family of m pseudo-lines is symplec-
tically isotopic to m true lines in general position. 
Corollary 4.2. There are infinitely many ordinary cuspidal symplectic plane curves
of the same degree with the same number of cusps and the same number of nodes
but two-by-two not symplectically isotopic.
Proof. It follows from Propositions 3.1 and 4.1. 
Remark 4.3. The statement reverse to Proposition 4.1 holds at least if the
symplectic isotopy is replaced by a topological one and if, in addition, it is assumed
that all singularities are of inseparable types. In deed, as it follows from [12],
pencils determined by two almost complex structures tamed by a same symplectic
structure or, more generally, by symplectic structures in a continuous family, are
isotopic. Together with Theorem 3.2 it implies that, if braid factorization types of
two singular symplectic (with respect to a same structure or with respect to struc-
tures from the same connected component) surfaces are equal and the singularities
of the surfaces are of inseparable types, then the surfaces are topologically isotopic.
There is some confusion in replacing a topological isotopy by a smooth one. This
is because in the smooth category a smooth isotopy is supposed to be an ambient
one, contrary to our choice in the definition of smooth symplectic isotopies. Cer-
tainly, the ambient isotopy can be made smooth outside the singular points, and
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by contrary, in general, can not be made smooth at the singular points, since they
can have moduli even with respect to smooth changes of coordinates.
Remark 4.4. In the above Corollary, the pseudo-lines can be replaced by
Hurwitz curves (recall that according to our definitions, Hurwitz curves are situated
in a pencil of ordinary lines) realizing the generator ofH2(CP
2), since after rescaling
a transversal pencil, the Hurwitz surfaces becomes J-curves, so becomes pseudo-
lines. As Schevchishin communicated to us, Barraud result can be generalized to
nodal symplectic curves (without negative nodes) of genus ≤ 3. Then, the above
arguments are applied to such curves as well.
The following proposition is a partial inverse of Proposition 4.1.
Proposition 4.2. Two symplectic, with respect to the Fubini-Studi symplectic
structure ω0, ordinary cuspidal surfaces are symplectically C
1-smoothly isotopic
in CP 2 if and only if they have the same braid factorization type with respect to a
generic pencil.
Proof. The necessity part, i.e., coincidence of braid monodromy factorization types,
follows from Proposition 4.1.
According to Remark 4.1, it is sufficient to find a weakly symplectic isotopy.
Let C0 be an ordinary cuspidal symplectic surface, which is a J0-holomorphic
curve where J0 is an almost complex structure on CP
2 compatible with ω0. By
a continuous variation of J0 with a support in a neighborhood of some point p,
make J0 integrable in a smaller neighborhood U
′
0. Then, consider a generic pencil
L0 of pseudo-lines with a center p0 ∈ U
′
0. Choose local coordinates x, y near the
critical points of C0 (by critical points we mean the singular points of C0 and the
points of tangency between C0 and L0) so that locally the elements of the J0-pencil
are given by the fibers of (x, y) 7→ x and C0 is defined by equations y
2 = xk with
k = 1, 2, 3, respectively to the cases of tangency points, nodes, and cusps; in all
the cases the direction y = 0 can be chosen symplectic. It allows us to replace J0
by a ω0-tamed almost complex structure J
′
0 with respect to which the above local
coordinates become J-holomorphic (so that J ′0 is integrable near the critical points
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and near p0) and C0, as well as the ruling L0, remain J-holomoprhic. Since J0
and J ′0 are ω0-tamed and since C0 is J-holomorphic with respect to both of them,
they can be joined by a homotopy almost complex structures keeping C0 to be
J-holomorphic. By Proposition 4.1, bmt(C0) does not change. The next weakly
symplectic isotopy consists in a continuous variation of ω0, it has a support in U
′
0
and replaces the pair (ω0, J
′
0) by a pair (ω
′
0, J
′
0) which is standard (i.e., Ka¨hler flat)
in U0 ⊂ U
′
0. Such a variation is given in [14], Lemma 5.5B.
On the other hand, by Theorem 3.1, there exists a Hurwitz curve C1 ⊂ CP
2
whose braid monodromy type (with respect to a generic pencil L1 of ordinary lines)
bmt(C1) is equal to bmt(C0) (recall that the latter is defined by means of a generic
pencil of J0-lines). By rescaling a generic pencil L1 of ordinary lines and moving
its center to p0, we can assume that C1 is a J1-holomorphic curve, where J1 is a
suitable almost complex structure tamed by ω0 and identical with the standard one
in a neighborhood of p0 and in some neighborhoods of the critical points of C1.
In addition, as before, we can replace (ω0, J1) by a pair (ω
′
1, J
′
1), J
′
1 = J1,
standard near p0. To proof Proposition 4.2, it is sufficient to show that C0 and C1
are weakly symplectically C1-smoothly isotopic in CP 2.
Then, proceed as in the proof of Proposition 4.1: pick a path (ω′t, J
′
t) where the
almost complex structures J ′t are tamed by ω
′
t and integrable near p0, and consider
a family of J ′t-holomorphic pencils of J
′
t-lines connecting (J
′
i , Li), i = 0, 1. Make,
by a continuous variation, the almost complex structures J ′t integrable near the
critical points. Now, it remains to construct an isotopy between C′0 and C1 and
to enchance it so that it becomes a weakly symplectic isotopy. We construct the
isotopy in two steps.
At the first step, by a diffeotopy of the pencils holomorphic near p0 and near
the critical points we get a diffeotopy C′t of the curve C0 = C
′
0. It provides us
with surfaces C′t which are holomorphic near the critical points and gives a kind
of H-isotopy: outside the critical points each surface C′t meets the pseudo-lines
transversely and with positive intersection number; the projection of C′t to the base
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of its pencil is a finite ramified covering; near the critical points it is a complex
analytic curve which in local analytic coordinates x, y such that the projection is
given by (x, y) 7→ x is defined by equation y2 = xk with k = 1, 2, 3. The resulting
curve C′1 is a genuine Hurwitz curve, since L1 is a pencil of ordinary lines. Obviously,
bmt(C′1) = bmt(C0).
In the second step, the arguments from [11] can be applied to the two surfaces
C′1 and C1 having the same braid monodromy factorization type with respect to L1
to construct an H-isotopic family of Hurwitz curves Ht, connecting H0 = C
′
1 and
H1 = C1, with all the properties enumerated above.
To produce a weakly symplectic isotopy by means of the combined isotopy (C′t
followed by Ht) constructed above, let apply to (C
′
t, ω
′
t) followed by (Ht, ω
′
1) the
following rescaling of ω′t. Like at the beginning of the proof, use the construction
from [14] to make, by a continuous variation of ω′t, the pairs (ω
′
t, J
′
t) coinciding with
the standard flat pair (Ω, i) in a small ball B(δ), δ > 0, around p0. Then, consider
C
1-fibrations ht : CP
2 \ {p0} → S
2 whose fibers h−1t (v), v ∈ S
2, are symplectic and
which coincide with the J ′t-rulings pr : CP
2 \ {p0} → S
2 outside B(δ) and with
the ordinary lines ruling in a smaller ball B(δ′). As soon as such fibrations are
given, it remains to replace ω′t: outside a smaller ball B(δ
′) by ω′t+Nh
∗
tωS2 , where
N ≥ 0 is a sufficiently big constant, ωS2 is a volume form on S
2; and inside B(δ′)
by some ΩN with ΩN = ω
′
t +Nh
∗
tωS2 = Ω+Nh
∗ωS2 near ∂B(δ
′) (h states for the
standard ruling). Such a family ΩN is found in [14], Proposition 5.1B. A missing
weakly symplectic isotopy between (C′0, ω
′
0) and (C
′
0, ω
′
0 + N pr
∗ ωS2), as well as
that between (H1, ω
′
1 + N pr
∗ ωS2) and (H1, ω
′
1), can be given by variation of the
symplectic structure only: θ 7→ ω′i + θ pr
∗ ωS2 , i = 1, 2.
The existence of ht with the properties enumerated above can be proven in
the following way. Let number the pseudo-lines going through p0 by points in S
2,
which we identify with the projective line of complex directions at p0. Then, to
construct a desired ht we fix a parametric representation of a pseudo-line going
through p0 as follows. We choose its intersection with a selected pseudo-line not
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going through p0 as the value at ∞, p0 as the value at 0 and fix the derivative of
the parametrization at 0 (a unit tangent vector ξ to CP 2 at p0). By means of such
parametrizations, φξ,t : CP
1 → CP 2, we introduce the fibers of ht replacing φξ,t in
a disc 0 ∈ D1(ǫ) ⊂ C ⊂ CP
1 by (1− δ(r))Ξ + δ(r)φξ,t : D1(ǫ) → B(δ), where Ξ is
the linear part of φξ,t at 0 and δ : [0, ǫ]→ [0, 1] is a bump function which is taking
value 0 near 0 and 1 near ǫ. The resulting maps ht have the enumerated above
properties if ǫ is sufficiently small and rδ′(r) < 1 for any r ∈ [0, ǫ]. (One can check
that a fibre in direction ξ is symplectic by means of straightforward calculations
with idh∧dh∧Ω in affine complex coordinates z, w near p0 with ℜ
∂
∂z
= ξ, ℜ states
for the real part, using the complex analyticity of the partical derivatives with
respect to local coordinates s in S2 of equation w = sz + φ2(s)z
2 + . . . defining
the pseudo-lines. the calculations with h one can use the above equation to get an
implicit equation for h: h = v − δ(r)[φ2(h)z + . . . ], w = vz.) 
Corollary 4.3. A nodal symplectic, with respect to the Fubini-Studi symplectic
structure, surface is symplectically C1-smoothly isotopic to an algebraic curve if and
only if its braid factorization type bmt with respect to a generic pencil is a partial
re-degeneration of some element from SA1: bmt = r(z1) ·z2, where r : SA1 → SA0 is
the re-degeneration (see Example 1 in section 1.1), A0 is the full set of conjugates
of the generator a1 ∈ Bm, A1 is the full set of conjugates of a
2
1, and z1, z2 ∈ SA1 .
Proof. First, notice that α(bmt) = ∆2m, where m is the degree of the symplectic
surface. So, according to Theorem 1.2, z1 · z2 = δ˜
2
m. The latter element is the braid
monodromy factorization of m lines in general position. It remains to smooth the
corresponding nodes of this algebraic curve without deforming the other nodes,
which is possible, for example, by Bruzotti theorem [5]. 
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