corresponds to the restricted Sine-Gordon theory (RSG). For rational £ it describes the $1 ^-perturbations of the minimal models of CFT, but it can be considered for generic values of £ as well.
The asymptotic states of the Sine-Gordon theory is made of solitons, anti-solitons and their bound states. We will denote n solitons, n anti-solitons states by: |/?l,/?2, ' * •)/?2n))ei,e2"-,e2n
We shall consider the case £ = J for v = 1, 2, • • •, when the reflection of solitons and anti-solitons is absent. The S-matrix is then diagonal and given by W = nf^zrV with « = cf "
We shall use the following notations: B = exp(/?) and b -exp(^/?) = exp(2z//?)
The form factors are the matrix elements of local fields between two asymptotic states. By crossing symmetry they can be computed from the form factors between the vaccum and any n solitons, n antisolitons states :
MPl, ft, • • • , /? 2n ) £l|C2 ... |f3n -«0|O(0)|/?i, ft, • • • , ftn)) £lj e 2 ..,e 2n
where O(x) denotes any local operator. The next section is devoted to a brief description of integral formula for these form factors. The most essential part of the form factor is given by [1] : 
Form factors at the reflectionless points.
i=i As usual we define a = A 2u .
Here and later if the range of integration is not specified the integral is taken around 0. Notice that the operator dependence of the form factors (1) only enters in fa. 
where e = + or -respectively for the operators <J>2fc and their descendents, or for $2fc+i and their descendents. In addition to the simple formula (2) we have to add the requirement
This is true in particular if degA n {Lo) < 2v, and therefore the restriction (5) disappears only in the classical limit v -*• oo. This class of local operators is not complete for the reason that the anzatz (1) is too restrictive. We obtain the complete set of operators only in the classical limit. However there is a possibility to define the form factors of local operators which correspond to polynomials satisfying the relation (4) without any restriction of the kind (5) . To do that for the reflectionless points one has to consider the coupling constant in generic position (in which case the formulae for the form factors are much more complicated [1] ) and to perform carefully the limit £ = ^ -f e, e -• 0. An example of such calculation for £ = 7r is given in [2] . We would like to emphasize that the local operator can be defined for any polynomial satisfying (4) but its form factors are not necessarily given by the anzatz (1) . Physically the existence of local operators for the reflectionless case whose form factors are not given by the anzatz (1) is related to the existence of additional local conserved quantities which constitute the algebra sl (2) . In spite of the fact that the form factors of the form (1) do not define all the operators they provide a good example for explaining the properties valid in generic case.
The explicit form of the polynomials LQ for the primary operators $ m = e im{p is as follows
We shall consider the Virasoro descendents of the primary fields. We shall restrict ourselves by considering only one chirality. Obviously, the locality relation (4) is not destroyed if we multiply the polynomial
m Here we use the following definition:
The multiplication by hk-i corresponds to the application of the local integrals of motion. The normalization factor ^ 1-^-1 ^ is introduced for convenience. Since the boost operator acts by dilatation on A and B, hk-i has spin (2& -1) and J^k has spin 2k.
The crucial assumption which we make is that the space of local fields clescendents of the operator <f> m is generated by the operators obtained from the generating function ( n 2n \ ¿=1 j-i } This is our main starting point. As explained below, this assumption follows from the classical meaning of the variables A, B [3] . We will restrict ourselves to the descendents of the identity operator which correspond to m -0 in eq.(8).
Form factors and quantization of solitons.
We now describe how the integral formula can be understood as arising from a (special) quantization of the quantum mechanical problem describing the dynamic of a system of n solitons. For each n-soliton solution we introduce pairs of conjugated variables A{ and P¿ (i -1 • • •, n), which in the quantum case satisfy Weyl commutation relations. Every local operator O can be considered as acting in this ^-representation, and therefore can be identified with a certain operator 0(A,P).
The typical formula for the matrix element of O between two n-soliton states can be presented as [3] :
(B'\0\B) = J *(A, B')k0(A, P)y(A, B) dn(A),
where P(A, B) ) This is particularly clear for the primary operators $ m = e im( p This observation actually underlyies the construction we describe in the following.
KdV equation and hyperelliptic curves-
The ultraviolet limit of the (restricted) Sine-Gordon model is a minimal conformal field theory. Its classical limit is therefore intimitely related to the KdV equation. One may think of KdV as describing one of the chiral sector of Sine-Gordon. In this section, we first present a new description of the space of local fields in KdV in terms of the local integrals of motion and their densities. We then describe various connexion between form factor formula and hyperelliptic curves and the associated finite zone solutions of KdV.
Local fields and null vectors in the KdV theory.
The KdV equation for a field tí(¿i,Í3, • • •) is the following non linear equation:
We shall use both notations d\ and ' for the derivatives with respect to x -t\. As is well known this is one of a hierarchy of equations which can be written in a Lax form. Namely the field u depends on a set of time variables ^fc-i, and its evolution with respect to these times is encoded in the equations :
Here L is the Lax operator of KdV :
We have used the pseudo-differential operator formalism of Gelfand and Dickey, cf. [6] .
In the KdV theory, the local fields, which are the descendents of the identity operators, are simply polynomials in u(t) and its derivatives with respect to t\:
Instead of the variables u,u'\u", we may replace the odd derivatives of n(x) by the higher time derivatives ¿^¿-ítí, according to the equations of motion of the hierarchy (11) . We may also replace the even derivatives of u(x) by the densities S2k °f the local integrals of motion,
In particular So = ~~\ u -For a reader who prefers the r-function language S 2 k = didok-i log T. They satisfy the conservation laws : 821+1 S2k = d\H 2 k+2i for some local field H2k+2i-Therefore, from analogy with the conformal case we suggested in [13] the following conjecture :
Conjecture. We can write any local fields of the KdV theory as
We checked this conjecture up to very high levels. To see that this conjecture is a non trivial one, let us compute the character \i °f the space of local fields eq.(13). Attributing the degree 2 to u and 1 to <9i, we find that :
On the other hand the character \2 of the elements in the right hand side of eq.(14) is :
Hence xi < X2 and the two spaces in eq.(14) can be equal only if there are null-vectors among the elements in the right hand side of eq.(14). Let us give some examples of null-vectors :
We wrote all the null-vectors explicitly to show that their numbers exactly match the character formulae. The non trivial null-vector at level 4 expresses 5 4 in terms of the original variable u: 45 4 = -\u" + |u 2 .
With this identification the non-trivial null-vector at level 5, dsS 2 -<9i5 4 , gives the KdV equation itself. In summary, null vectors code the hierarchy of equations of motion.
Hyperelliptic curves and Riemann bilinear identity.
Let us consider an hyperelliptic curve F of genus n described by the equation
We suppose that the coefficients B{ have been ordered : B^n > • • • > B 2 > B\ > 0. For historical reasons we prefer to work with the parameter A such that X = A 2 . Thus the curve F is :
The surface is realized as the A-plane with cuts on the real axis over the intervals C{ -(B 2 i-\,
is chosen so that y/V(A 2 ) -> A 2n as A ->• 00. The canonical basis of cycles is chosen as follows: the cycle a 2 ; starts from B 2 i-\ and goes in the upper half-plane to -B 2 i-i, while the cycle 6 2 -is an anti-clockwise cycle around the cut c,;.
Since T has genus n, there are n independent holomorphic differentials on it. A basis is given by
such that :
They are linear combinations of the dak(A) w 7 ith coefficients depending on B{. They can written asnxn determinants :
A particular role is also played by the differentials of the second kind with singularities at infinity. These are meromorphic differentials whose only singularities are poles of order bigger or equal to two at infinity. Such differentials are linear combinations of differentials of the form ^2 w+2p with p > 0. The \ _ V^M 2 ) y normalized second kind differentials with singularity at infinity duj 2 i-i, i > 1 are defined by :
y d£ 2 ,--i = 0, and dS 2 i-i(A) = d^2*"" 1 ) + 0(A" 2 )d.4 /or A ~ oo On Riemann surfaces there is a natural symplectic pairing between meromorphic differentials. Namely, let dili and dQ 2 be two meromorphic differentials on I\ The pairing (dfii • oft^) is then defined by integrating them along the canonical cycles as follows :
The Riemann bilinear identity expresses this quantity in terms of sum over residues :
In particular, the pairing between the normalized holomorphic differentials is trivial : (dwi •dujj) -0 for
As formulated in the previous equations, the Riemann bilinear identity gives an expression for the pairing between one-forms. We now want to formulate it in a dual form, ie. in a form which gives an expression for the pairing between one-cycles. More precisely, let C\ and C 2 be two cycles, the pairing is simply the intersection number :
and similarly for C 2 . The dual form of the bilinear Riemann identity is:
Proposition. Let dujj be the normalized holomorphic differentials. Let d£j, for j -1, • • •, n, be differ entials of the second kind dual to the holomorphic differentials, ie. such that
Then the intersection number between two cycles C\ and C 2 can he written as :
Alternatively, the intersection number is given by :
where the anti-symmetric polynomial C c i (Ai, A 2 ) is given by
Proof.
See, for example, [5] for a relevant discussion. The normalization condition for the differentials dujj and d^j means that the matrix P defined by,
is a symplectic matrix, ie:
where t P denotes the transposed matrix. Notice that since J 2 --id, eq.(23) means that the right inverse of P is -J % P J. Using the fact the right and left inverse are identical, eq.(23) is therefore equivalent to l PJP-J.
Now let C\ and C 2 be our two cycles. By definition the intersection number is {C\ oC 2 ) -(C\\J\C 2 ), where {C\\ = (nj,raj) and similarly for \C 2 ).
Using the relation *P J P -J, we can rewrite the intersection number as :
This is equivalent to the relation (20) since the vector (C\^P is the vector of the periods of the forms dujj and d£j along the cycles C\ :
and similarly for P\C 2 ). The second formulation (21) can be proved in two ways. Either one verifies directly that the integral (21) gives the intersection numbers (the integral is localized on the intersection of the cycles), and then by expanding C c i(Ai, A 2 ) this gives a formula for the differentials d£j. Indeed, the explicit expression of
is :
It is an anti-symmetric polynomials of degree at most An -2. It can be expanded as: These polynomials define the differentials of the second kind dual to the holomorphic forms dak(A). Alternatively, one may determine directly the differentials d£j by solving their normalization conditions, and then by resumming ^Tj dujj A d£j this gives the formula for C c i{A\, A2). I It is the dual formulation of the Riemann bilinear identities which admits a simple quantum defor mation in the form factor problem [5].
Baker-Akhiezer functions and finite zone solutions.
As is well known, to any hyperelliptic curve we can associate a solution of the KdV equation. We first need certain informations about the Baker-Akhiezer function. The Baker-Akhiezer function w(t,A) is a eigenfunction of the Shroedinger equation defined by L with eigenvalue A 2 ,
which admits an asymptotic expansion at A = 00 of the form
In these formulae, higher times are considered as parameters. The second solution of equation (24), denoted by w* (t,A) , has the asymptotics w*(t,A) = e -^ (l + 0(^))
These definitions do not fix completely the Baker-Akhiezer functions since we can still multiply them by constant asymptotic series of the form (1 + 0(1/^4)). Since normalizations will be important, let us give a more precise definition. We first introduce the dressing operator <I>, which is an element of the algebra of pseudo-differential operators, by : 
Proposition. With the above definitions, one has 1) The wronskian W{A) = w(t,A)'w*(t,A) -w*(t, A)'w(t, A) takes the value W(A) = 2A.
2) The generating function of the local densities S(A) -1 + ]C*>o ^Jfe-^" 2 * is related to the Baker-
Akhiezer function by S(A) = w(t,A)w*(t,A) (25)
The solutions of KdV associated to hyperelliptic curves are the so-called finite-zone solutions. The Baker-Akhiezer function is then an analytical function on the spectral curve. Let us recall briefly the construction [7, 8] . Consider the hyperelliptic curve (16) which we have introduced in the previous section. Let us consider in addition a divisor of order n on the surface T: 2> = (P!,...,P n )
With these data we construct the Baker-Akhiezer function which is the unique function with the following analytical properties:
• It has an essential singularity at infinity: w(t,A) -e^t ,A \l + 0(1/A)).
• It has n simple poles outside infinity. The divisor of these poles is V.
Considering the quantity -d\ w -\-A 2 w, we see that it has the same analytical properties as w itself, apart for the first normalization condition. Hence, because w is unique, there exists a function u(t) such that
We recognize eq.(24). One can give various explicit constructions of the Baker-Akhiezer function. Let us introduce the divisor Z(t) of the zeroes of the Baker-Akhiezer function. It is of degree n:
Z(t) = (A 1 (t),---,A n (t))
The equations of motion with respect to the first time for the divisor Z(t) read [8] :
d l M t ) --u(Am-A](t))
( 2 7 ) The normalization of the Baker-Akhiezer function corresponds to a particular choice of the divisor of its poles V. We shall specify the divisor which corresponds to the normalization of the Baker-Akhiezer function which was required above. We have the following proposition [13] .
Proposition. For the Baker-Akhiezer functions w(t,A) and w*(t,A) normalized such that their Wronskian is 2A, ie. w(t, A)'w*(t, A) -w*(t, A) f w(t, A) = 2A. We have : * A) =7m (28) where the polynomials Q(A 2 ) and V(A 2 ) are : Q(A 2 ) = f\(A 2 -A 2 ) and V(A 2 ) = fl (A 2 -Bf). i=i i=i
We now can make contact with the generating function (8) for the form factors of the descendent operators. Indeed, let us introduce a set of variables J 2 fc related to the generating function 5(^4) by :
The formula (28) gives : 
2.4
The ultra-classical limit of the form factor formula.
There is a surprising relation between the form factor formula and the averaging formula occuring in the Whitham theory for KdV [9, 10, 11, 12] . The present section is devoted to the description of this relation. Let us remind briefly what is the Whitham method about. Suppose we consider the solutions of KdV which are close to a given quasi-periodic solution. The latter is defined by the set of ends of zones B 2 , • • •, B 2 n . We know that for the finite-zone solution the dynamics is linearized by the Abel transformation to the Jacobi variety of the hyper-elliptic surface Y 2 -XV(X)
for V(X) = ~~ The idea of the Whitham method is to average over the fast motion over the Jacobi variety and to introduce "slow times" Tj which are related to the original KdV times as 7} = etj (f « 1), assuming that the ends of zones Bj become functions of these "slow times" (recall that the ends of zones were the integrals of motion for the pure finite-zone solutions).
For the given finite-zone solution the observables can be written in terms of ^-functions on the Jacobi variety, but this kind of formulae is inefficient for writing the averages. One has to undo the Abel transformation, and to write the observables in terms of the divisor Z = (A\, • • •, A N ) .
The formulae for the observables are much more simple in these variables, and the averages can be written as abelian integrals, the Jacobian due to the Abel transformation is easy to calculate. The result of this calculation is as follows [10] . Every observable O can be written as an even symmetric function LQ{A\,
• where the normalization factor A is defined as above in eq.(17). The similarity of this formula with the formula for the form factors (1) is a surprising fact. We have the following dictionary: For the local observables, we have LQ <=> LQ For the weight of integration, we have
. 2n
For the integration cycles, we have
a¿ -cycles functions A 2U = a¿
The most striking feature is that the cycles of integration are replaced by functions of a¿ = A 2V . The coincidence between the notations for a¿-variables and a 2 -cycles is therefore not fortuitous. The explanation of the fact that the cycles are replaced by these functions is given in [3] , where it was shown that the factor \\i a V selects the classical trajectory in the semi-classical approximation of eq.(2). So, the solution of a non trivial, full fledged, quantum field theory has provided us with a very subtle definition of a quantum Riemann surface.
For comparison with the quantum case, it is important to note that the average (30) can vanish for some observables LQ{A\ , • • •, A N ). More precisely, let MQ(A\, • • •, A N ) be the antisymmetric polynomials defined by :
M 0 (A 1 A n ) = J[(A] -A]) L 0 (A lt ---, A n )
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The degree of Mo in any variable Ak is always greater than (2n -2). Since Mo{A\,
• • • ,A n ) are even antisymmetric polynomials, a basis of such functions is provided by n x n determinants of n polynomials Q Pj {A\) of degree (2pj -2). The average ({0{ Pj })) is then : 
M 0 (A lr -,A n ) = ^M(A xr • • ,A ir -• ,A h -• -,A n ) C c i{Ai,Aj)
where C c j (Ai, A 2 ) is defined in (22), and M (A\, • • •, A n -2 ) is an anti-symmetric polynomial. This fact is a direct consequence of the dual form of the Riemann bilinear identities.
The null-vectors of the quantum theory originate in the quantum deformation of these two properties.
The deformed Riemann bilinear identity and null-vectors.
We now describe how a quantum deformation of the geometrical structure we just recalled leads to the notion of null vectors in integrable field theory. The existence of these null vectors yields differential equations for the correlation functions or for the form factors, which reduce to the KdV hierarchy in the classical limit.
Null vectors in integrable field theory.
By definition, null-vectors correspond to operators with all the form factors vanishing. Therefore, consider the fundamental integrals fo of the form factor formula : [[(A 2 -A) ) L%\A X ,
Instead of L@ \ it is more convenient to use the anti-symmetric polynomials M^:
Mg\Au • • •, A n \B U • • •, B 2n ) = Y[(A] -A]) L ( S\A l , • • •, A n \B u • • •, B 2n )
i<j
The dependence on 5i, • • •, B 2n in the polynomials M^ will often be omitted.
There are several reasons why this integral can vanish. Some of them depend on a particular value of the coupling constant or on a particular number of solitons. We should not consider these occasional situations.
In parallel to the classical case discussed above, there are three general reasons for the vanishing of the integral, let us present them. Namely, if it can be written as: 
For Q(A) one can take in principle any Laurent polynomial, but since we want to be a polynomial the degree of Q(A) has to be greater or equal -1. where M{A\, • • •, A n -2 ) is an anti-symmetric polynomial of n -2 variables, and C(A\, A 2 ) is given by -P(^)P(-yl 2 ))} (34 This property needs some comments. For the case of generic coupling constant its proof is rather com plicated. It is a consequence of the so called deformed Riemann bilinear identity [4] . The name is due to the fact that in the limit £ -* oo (which is the opposite of the classical limit which corresponds to £ -* 0) the deformed Riemann bilinear identity happens to be the same as the Riemann bilinear identity for hyper-elliptic integrals. The formula for C(A\. A 2 ) given in [5] differs from (34) by simple "exact forms".
Deformed
Notice that the formula for C(A\,A 2 ) does not depend on the coupling constant. For the reflectionless case a very simple proof is available.
Proposition. The function C(Ai,A 2 )
defined in eq.(34) satisfy :
The reflectionless case is a rather degenerate one, so, the deformed Riemann bilinear identity [4] does not exist in complete form. However we only use the consequence of the deformed Riemann bilinear identity which allows a simple proof in the reflectionless case. Let us introduce the functions 2n 2n Y[é(A,B 3 
Recall that the function ip (A,B) satisfies the difference equation (33) : ip(Aq,B) = (^B+q¿i) ^ (A,B) . ft implies that
The integral (35) can therefore be rewritten as follows:
Changing variables A{ -> qAi where needed one easily find that this integral equals zero. Recall that di =. A 2u and q 2u -1, so a\a l 2 do not change under these changes of variables. •
The deformed Riemann bilinear identity.
As understood in [4] , the complete structure underlying the deformed bilinear identity only emerges when one consider the general case. Ie. one has to consider the Sine-Gordon model at generic coupling constant £ = 7r/z/. There is then two dual quantum parameters q and r:
The basic ingredient in the form factors at generic value of the coupling constant is a (special) pairing between polynomials L(A) and r(a) with a -e a and a = A 2u -e 2va for some a. The pairitfg is defined as:
where the package ( f • • •) refers to some very complicated contour integrals [1] which reduce to those quant.
involved in eq.(2) in the reflexionless cases. The main lesson from ref. [4] is that this pairing could be understood as the analogue of the pairing between one-forms and one-cycles simply defined by integrating the one-form, say dco, along the one-cycle, say C :
(L(A),r(a))<=* j duj c Under this analogy one has the following possible identification:
This identification is appropriate close to the semi-classical limit v -* oo, as we hope to have convinced the reader. But in the opposite limit, this is the dual identification which is appropriate:
In other words, on quantum Riemann surfaces forms and cycles are on an equal footing. This fact can be formulated in more mathematical terms:
Proposition. For generic values of the coupling constant there exist two skew symmetric polynomials C(A\, A 2 ) and C* (a\,a2) such that if we decompose them as follows :
k C*(ai,a 2 ) = ^(sj(ai)rj(a 2 ) -Sj{a 2 )r 3 (ai)) 3 then the "period matrix " P defined by:
is a symplectic matrix.
For the proof, see ref. [4] . A quick comparison with the previous sections shows that this is really the quantum analogue of the Riemann bilinear identity.
Null-vector equations.
As explained in [13] , the occurence of null vectors leads to a set of differential equations for the form factors, or for the correlation functions. As in the classical theory, they reflect the quantum equations of motion. In ref. [13] these equations were written in a fermionic language. Here w r e will rewrite them in an alternative, but equivalent, bosonic language. We will just quote the results. Thus, let us introduce again the generating function of the descendent operators:
The functions C(t,y) may be understood as the generating function of the expectation values of the descendents of the identities between any states of the theory. Choosing these states to be the ?}-soliton states allows us to identify C(t,y) with the generating function of the form factors. But choosing these states to be those created by auxiliary operators allows us to interpret C(t,y) as the generating function of the correlation functions.
Proposition. The equations arising from the "exact forms'' can be written as : where the function r(x) is deñned by:
To make sense of the function r(x) we have to assume that the parameter q is not a root of unity. The function £(D,y) should not be confused with the function ((A,t) which was introduced above.
Equations (39,40) are linear equations for the generating functions C(t,y) . Thus, they give linear relations among the correlation functions of the descendent operators. They do seem to give non trivial information on these correlation functions until we find a way to close this hierarchy of equations.
In ref. [13] , the null-vector equations (39) and (40) were used to show that the character of the space of local fields obtained by the bootstrap approach matches the character of the space of field of the ultraviolet conformai field theory.
A new description of the KdV hierarchy.
The classical limit, which corresponds to v -• 00, of the quantum equations leads to a new formulation of the KdV hierarchy. In this description the fundamental variable is the generating function S(A) of the densities of the integrals of motion: The mixed operator dl(D) acts on C ci by differentiation with respect to the time variables, ie by dok-i-Equations (42,43) provide a system of linear differential equations for the Taylor coefficients oî£ cl (t, y). It becomes a system of non-linear differential equations for the J 2 k only after the closure condition C cl {t,y) -exp (^2 k>1 V2kJ2k{^) S j has been imposed. Ie. we have to impose the following factorization 
