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V delu je analiziran vpliv spremembe osvetlitve, poze subjekta, velikost izreza 
obraznega področja, kvalitete in resolucije na razpoznavanje obrazov enega 
najmodernejših modelov globoke nevronske mreže. Rdeča nit dela je sposobnost 
verifikacije 16 plastnega modela konvolucijske nevronske mreže VGG, da določi ali 
je na paru slik ista oseba (uporabnik) ali ne (vsiljivec). Za potrebe nekaterih testov smo 
razvili postopke za simulacijo nenadzorovanih pogojev zajema slik in analizirali 
rezultate. Slike, ki smo jih pridobili z glajenjem, izrezovanjem obraznega področja in 
zniževanjem resolucije, lahko razumemo kot posledico slabših pogojev pri zajemu ali 
slabšega sistema za zajem slik, uporaba le teh v aplikacijah pa poceni končno ceno. 
Pokazali bomo, da se model v takšnih pogojih dobro obnese. Robustnost modela na 
različne svetlobne pogoje bomo preizkusili na zbirki EYB, medtem ko bomo 
robustnost modela na vpliv poze subjekta analizirali z zbirko FERET. Za ostale teste 
smo uporabili zbirko LFW, ki smo jo za potrebe tega dela obdelali tako, da smo 
postopoma slabšali slike uporabnikov. Razdalje med vektorji značilk smo računali s 
pomočjo kosinusne razdalje, za prikaz učinkovitosti smo uporabili krivulje ROC. 
 
Ključne besede: računalniški vid, razpoznavanje obrazov, globoke nevronske 





In this paper we analyse the effects of changes in illumination, pose, image size, 
facial area size, image quality and resolution on the face recognition performance of a 
state-of-the-art deep neural network. The main focus of this work lies in the 
performance of the VGG model, a 16-layer convolutional neural network and its 
ability to correctly classify several pairs of test images as clients or imposters. For 
some of the tests, we provide methods that simulate image acquisition in unstable and 
uncontrolled environments and discuss the results. Effects of blurring, cropping and 
resizing facial images could be understood as a result of a less powerful image 
acquisition system in terms of quality, the use of which consequently reduces the costs 
of a day to day face recognition application. We show that the said system performs 
well in such conditions. The effects of illumination and pose on face recognition 
accuracy are analysed using EYB and FERET datasets respectively. The study of other 
said changes of environmental variables are analysed on the LFW database and for 
which we pre-prepare several subsets, where we steadily deteriorate the conditions of 
client's probe images compared to the gallery image and measure the distance between 
its feature vectors using the cosine distance. 
 
Key words: computer vision, face recognition, deep neural network, 







1  Uvod 
Z razvojem računalništva in vse večjo zmogljivostjo hitre obdelave velike 
količine podatkov, so za najrazličnejše probleme predvsem v stvarnem času na voljo 
hitre in učinkovite rešitve za razpoznavanje vzorcev, ki so bile v preteklosti zaradi 
računske zahtevnosti pomaknjene v ozadje. Tudi po zaslugi vedno več dobro 
strukturiranih zbirk podatkov, so se na področju razpoznavanja podatkov, zajetih s 
pomočjo računalniškega vida, uveljavile tako imenovane konvolucijske nevronske 
mreže. Gre za poseben tip globokih nevronskih mrež, ki temelje na več plasteh, kjer 
nevroni določene plasti niso povezani z vsemi nevroni predhodnega sloja [1], [2].  
Ena takšnih mrež je tudi v tem delu obravnavana mreža VGG, razvita na 
Univerzi v Oxfordu. Uporabljena 16 slojna različica se je, kot bo prikazano v 
nadaljevanju, odlično odrezala na mnogih tekmovanjih. Leta 2014 je na tekmovanju 
ILSVRC (krajše za angl. ImageNet Large-Scale Visual Recognition Challenge) 
dosegla prvo in drugo mesto, v lokalizaciji in klasifikaciji, kjer so zaostali le za 
Googlovim modelom [3], [4], [5].  
Ker so mreže sposobne učinkovitega učenja, se lahko hitro adaptirajo na 
reševanje drugih, specifičnih problemov na vseh področjih vsakodnevnega življenja. 
Apliciramo jih lahko za reševanje medicinskih problemov, napovedovanje 
ekonomskih trendov ali potrebe varnostno obveščevalnih služb. Slednje so za lajšanje 
svojega dela v smislu avtomatizacije in zvišanja lastne varnosti pokazale poseben 
interes za razvoj tehnologije razpoznavanja obrazov [2], [5], [6], [7], [8], [9], [10], 
[11], [12]. 
V tem delu uporabljeno zbirko FERET so denimo zbrali za potrebe ameriške 
vojske, s ciljem učinkovite razpoznave določenih posameznikov. Ker zajem slik 
oziroma video posnetkov nadzornih kamer v realnosti ne poteka v nadzorovanem 
okolju, z idealnimi pogoji osvetlitve in z najboljšo na trgu dostopno opremo, je to delo 
namenjeno analizi robustnosti modernega razpoznavalnika na spremembe različnih 
faktorjev vhodne obrazne slike [13], [14].  
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VGG model, naučen za razpoznavanje obrazov, smo preizkusili tako, da smo z 
različnimi postopki simulirali spremenjene pogoje.  
Za analizo vpliva poze smo uporabili zbirko FERET, za vpliv osvetlitve pa 
zbirko EYB. Ostale analize, to je analiza vpliva resolucije, velikosti izreza obraznega 
področja, analiza vpliva glajenja slik in analiza vpliva zamika slike zaradi premika 
sistema za zajem ali subjekta, smo izvajali z zbirko LFW.  
 
V okviru diplomskega dela smo si zastavili naslednje cilje: 
 Preveriti robustnost konvolucijskega nevronskega omrežja na zmanjšano 
kvaliteto vhodne slike, ki nastane zaradi slabšega sistema za zajem slike, 
ali zaradi detekcije obraza z dela večje slike, ki vsebuje več obrazov. 
 Preveriti robustnost konvolucijskega nevronskega omrežja na vpliv poze 
pa tudi zamika zaradi premikajoče se kamere ali subjekta, kar lahko 
simulira osebe v gibanju. 
 Preveriti robustnost konvolucijskega nevronskega omrežja na vpliv 
slabših svetlobnih pogojev vhodne slike, oziroma ko so določeni deli 
obraza zatemnjeni in zato slabše vidni. 
 Dokazati dovolj visoko zanesljivost za uporabo omrežja VGG v 
nenadzorovanih, spremenljivih okoljih za uporabo v vsakodnevnih 
aplikacijah. 
 Raziskati slabosti konvolucijskega nevronskega omrežja z namenom 
izboljšanja rezultatov. 
 
V drugem poglavju bo predstavljen kratek pregled področja. V tem delu so 
razloženi osnovni pojmi s področja znanosti strojnega razpoznavanja vzorcev. V 
tretjem poglavju je podrobno opisana uporabljena metodologija. Teoretično so 
predstavljeni uporabljeni postopki. Četrto poglavje tega dela natančno opisuje 
eksperimentalni del diplome, interpretira rezultate in ponudi možnost nadaljnji 






2  Pregled področja 
Z vse večjo avtomatizacijo vsakdanjega življenja, ki jo omogoča razvoj novih in 
novih tehnologij z vedno boljšimi zmogljivostmi, mnogo problemov vsakdanjega 
življenja rešujemo računalniško, ne da bi se tega sploh zavedali.  
Znanstvena disciplina razpoznavanja vzorcev se v veliki meri zgleduje po 
človeškem načinu razpoznave. Čutila, kot so oči, nos, otip, se v računalniški analogiji 
smatrajo kot senzorji. Proces odločanja o pripadnosti nekega vzorca določeni skupini 
podobnih vzorcev se izvaja v možganih, ki jih spet lahko modeliramo. Tudi povezave 
- sinapse med zaznanimi lastnostmi predmeta in možgani, ki prenašajo informacijo z 
mesta zaznave v enoto, ki informacije obdela, združi in si jih pojasni, lahko 
simuliramo. Pomembna razlika nastane pri interpretaciji. Človek si različne situacije, 
okolja, objekte ali sporočila v primeru slušne zaznave razlaga intuitivno in iz 
predhodno naučenih pojasnil. Vsa višje razvita živa bitja se poleg nagonske 
komponente obnašajo tudi na podlagi iz okolice naučenih pravil [15]. 
 
Kljub izjemnim napredkom na področju samodejnega razpoznavanja obrazov v 
zadnjih desetletjih, obstoječa tehnologija še vedno ne zagotavlja zanesljivega 
razpoznavanja obrazov v nenadzorovanih okoljih. Uspešnost razpoznavanja v teh 
okoljih namreč še vedno bistveno zaostaja za uspešnostjo, ki jo je mogoče doseči v 
nadzorovanih razmerah [16], [17], [18].  
 
2.1  Razpoznavanje vzorcev 
Človek si je skozi zgodovino vseskozi prizadeval za olajševanje dela z 
najrazličnejšimi pripomočki in stroji. To je privedlo do pomembnih izumov, kot so 
npr. naprave, ki so zmožne opravljati delo, ki presega človeške in tudi živalske 
sposobnosti ter izum strojev, ki obdelujejo informacijo (»proizvajajo« nematerialne 
izdelke), kar oboje predstavlja pomembno prelomnico v zgodovini človeštva. 
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Možnost nadomeščanja določenih intelektualnih sposobnosti človeka se je 
pojavila z razvojem računalnikov, ki trenutno predstavljajo najpomembnejšo zvrst 
strojev za obdelavo informacije. Posnemanje enega izmed procesov, s katerim človek 
prek čutil vzpostavlja stik z zunanjim svetom, t.j. zaznavanje, v tem pogledu zavzema 
še posebej pomembno mesto. Z zaznavanjem se človek namreč prične zavedati 
prisotnosti predmetov, dogodkov in bitij iz okolja, ki ga obkroža in kot tako predstavlja 
osnovno spoznavanje, ki obsega dejavnosti, sestavljene iz analize okolja in iz prevedbe 
dobljenih spoznanj v ustrezne pojme. Z modeliranjem nekaterih vidikov procesa 
zaznavanja in spoznavanja se ukvarja področje razpoznavanja vzorcev, pri čemer je 
poudarek seveda na razpoznavanju - zaznavanju že prej spoznanih predmetov, 
dogodkov ali bitij iz okolja. Ti procesi (zaznavanje, spoznavanje in razpoznavanje), 
kot jih poznamo pri človeku, se s tem lahko razširijo na probleme, ki jih človek ne 
more zaznati preko svojih čutil: zaznavanje elektromagnetnih valov zunaj vidnega in 
slušnega območja, zaznavanje blagih potresov itn. Razpoznavanje vzorcev, ta dokaj 
mlada znanstvena disciplina, se ne omejuje le na posnemanje znanih teorij o 
zaznavanju, spoznavanju in razpoznavanju, temveč poskuša razumeti principe 
delovanja.  
Eden od ciljev širšega področja robotike je izgradnja univerzalnega 
inteligentnega stroja oziroma robota, ki bi lahko človeka na nekaterih področjih 
dopolnil, na drugih pa celo povsem nadomestil. Tak sistem bi bil sposoben učenja 
novih in novih opravil ter operacij, kar pa brez uspešnega in zanesljivega sistema 
razpoznavanja objektov, oseb ali situacij ni mogoče [15]. 
 
2.1.1  Biometrični sistemi 
Pri razpoznavanju splošnih objektov se pojem razpoznavanje nanaša na 
zmožnost določitve pripadnosti objekta neki širši skupini, v okviru katere med objekti 
veljajo določene podobnosti ali skupne lastnosti in se ne osredotoča na konkreten tip 
objekta. Pri razpoznavanju biometričnih vzorcev pa gre večinoma za razpoznavanje 
točno določenega tipa znotraj razreda, sej se ugotavlja točno določeno identiteto. V 
delu bo razpoznavanje obravnavano po načelih biometrične terminologije. 
 
Pri razpoznavanju obrazov lahko ločimo 3 probleme: 
 odločiti, ali je na dveh obraznih slikah ista oseba, 
 odločiti, ali obrazna slika pripada posamezniku,  
 določiti identiteto osebe, če obstaja v bazi. 
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Biometrični sistemi za razpoznavanje oseb temeljijo na ugotavljanju istovetnosti 
oseb na podlagi njihovih fizioloških ali vedenjskih lastnosti. Raba takih sistemov je 
široka in med drugim zajema sodno medicino, preverjanje istovetnosti v bančništvu, 
kontrolo dostopa ipd. Uporabni so predvsem zaradi nevsiljive narave. Posebno 
pozornost biometričnim sistemom te vrste namenjajo pri razvoju t.i. pametnih 
nadzornih tehnologij. 
Ljudje v vsakdanjem življenju razpoznavamo obraze brez posebnega truda, 
samodejno razpoznavanje obrazov z računalnikom pa je precej bolj zapleteno, zlasti 
če želimo, da je razpoznavanje neodvisno od številnih spremenljivih dejavnikov, ki so 
lahko prisotni pri zajemu slik v nenadzorovanem okolju. Glavni dejavniki, ki lahko 
poslabšajo zanesljivost razpoznavanja, so spremembe orientacije in osvetlitve obraza, 
spremenljivo merilo (razdalja subjekta od kamere), spremembe izraza, razna 
prekrivanja obraznega predela, učinki staranja, kozmetični popravki ter podobni 
pojavi, ki so prisotni pri zajemu slik. V izogib temu ter za izboljšanje robustnosti in 
zanesljivosti razpoznavanja pri teh sistemih, je bilo uporabljenih več načinov zajema 
podatkov, kot so video, infra rdeče slike, večkratni zaporedni posnetki z različnih 
kotov in 3D slike obrazov [15], [16], [17], [19], [20].  
 




2.1.2  Identifikacija in verifikacija  
Termina sta široko uporabljeni paradigmi na področju razpoznavanja obrazov. 
Pri identifikaciji gre za zbirko informacij, ki govori o specifični skupini posameznikov 
oziroma galeriji. Testna slika pa je nova slika ali skupina slik, ki se prezentira ob 
testnem času. Naloga sistema je torej ugotoviti, katera identiteta posamezne galerije, 
če sploh, je predstavljena z dano testno sliko. Če sistem dokaže, da je oseba na sliki 
res del ene od identitet točno določene galerije, govorimo o identifikaciji na zaprti 
množici (angl. Closed Set). Če to ni tako, govorimo o identifikaciji na odprti množici 
(angl. Open Set), kjer se od sistema pričakuje, da prepozna, kdaj slika ne pripada 
galeriji. Iščemo značilko z najmanjšo razdaljo glede na testno sliko ali glede na 
predstavnike v galeriji. 
Pri verifikaciji pa gre za preverbo ustreznosti prepoznave dveh obrazov na eni 
sliki in določitev, ali gre za eno in isto osebo ali dve različni osebi. Ugotavljamo, ali 
je podobnost med značilkami testirane osebe in značilkami oseb, shranjenimi v bazi 
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sistema, manjša ali večja od določenega praga ter glede na to potrdimo ali zavrnemo 
identiteto oseb, to je razvrstimo testno osebo v množico klientov ali množico 
vsiljivcev. 
Pričakovano je, da nobena od slik ne prikazuje osebe, ki se je pojavljala v učnih 
setih. Večina pionirskih zbirk razpoznave obrazov in sprejeti protokoli so se usmerjali 
predvsem v problem identifikacije. Način so poenostavili tako, da so kontrolirali 
številčnost slikovnih parametrov, ki so lahko poljubno variirali. V delu smo uporabljali 
metodo verifikacije, saj smo primerjali, ali sta podani sliki iste osebe ali ne [17], [18], 
[20], [21], [22].  
 
2.1.3  Umetno nevronsko omrežje 
Definicijo termina, kot jo opiše Pavešić povzamemo iz [15]:  
»Umetno nevronsko omrežje je računalniška struktura, ki oponaša delovanje 
možganov. Sestavljeno je iz velikega števila preprostih procesnih enot — modelov 
bioloških nevronov, ki medsebojno komunicirajo preko povezav, sinaps. Nevroni 
delujejo v omrežju vzporedno in asinhrono. Slika 2.1 (levo) ponazarja primer 
možganskega nevrona. Akson prenaša dražljaje iz celičnega telesa, dendriti pa vodijo 
vhodne dražljaje v celico. Akson se na koncu razveji in se preko povezav - sinaps 
povezuje z dendriti ostalih nevronov. Sinapse so lahko vzbujevalne (+) ali zaviralne (-
). Nevron sprejema signale iz drugih nevronov, le-te integrira in lahko rodi lasten 
signal, ki potuje po aksonu iz celičnega telesa. Rojevanju signala v celičnem telesu 
pravimo vžig nevrona. Kdaj se bo po vžigu nevron ponovno vžgal, je odvisno od 
števila vzbujalnih in zaviralnih vhodov v nevron in od praga nevrona. Višji bo prag 
nevrona, več vzbujevalnih impulzov bo potrebno, da nevron vžge. Nevron navadno 
modeliramo s preprosto procesno enoto, ki jo ponazarja slika 2.1 (desno). 
 
Slika 2.1:  Shematski (levo) in Hebbov matematični model nevrona (desno) [15] 
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Na sliki 2.1 (Hebbov model nevrona) 𝜔𝑗𝑖  pomeni utež sinapse med 𝑖-tim in 𝑗-
tim nevronom, 𝑥𝑖 je izhod 𝑖-tega nevrona. Če so uteži negativne, so sinapse zaviralne, 
če pa so pozitivne, so sinapse vzbujevalne. Vsoto 𝑧𝑗, opisano v enačbi (2.1) vseh 
vhodov v 𝑗-to procesno enoto in njenega praga 𝜔𝑗   
 𝑧𝑗 = (∑ 𝜔𝑗𝑖𝑥𝑖) − 𝜔𝑗 (2.1) 
vodimo skozi nelinearen element. Izhod 𝑗-te procesne enote je: 𝑦𝑗 = 𝑓(𝑧𝑗), kjer 
je 𝑓 nelinearna funkcija 𝑧𝑗-a. Navadno je to ena izmed funkcij, ki jih ponazarja slika 
2.2.« 
 
Slika 2.2:  Primeri aktivacijskih funkcij [15] 
 
Umetna nevronska omrežja Pavešić v [15] deli glede na:  
 namen uporabe nevronskega omrežja,  
 topologijo nevronskega omrežja in  
 pravilo učenja. 
Razpoznavanje vzorcev z umetnimi nevronskimi omrežji se uporablja v vseh 
ključnih delih razpoznavanja. Vzorce najprej pred-obdelamo, nato iz njih izpeljemo 
značilke, ki jih potem razvrstimo. Arhitektura in konfiguracija omrežja sta navadno 
dani vnaprej in določata tip omrežja. Uteži in pragovni elementi se določijo z učenjem. 
Umetna nevronska omrežja ne izvajajo programiranih algoritmov, zato pri njih 
tudi ne nastopa problem računske zahtevnosti algoritmov. Razpoznavanja se naučijo 
iz učne množice vzorcev, ki je hranjena v pomnilniku. S pomočjo naučenega znanja 
umetno nevronsko omrežje lahko zelo hitro razpoznava vzorce, saj procesne enote 
delujejo vzporedno in asinhrono. 
V prvih dveh do treh desetletjih od začetka razvoja razpoznavanja vzorcev kot 
znanstvene discipline je bilo razvitih zelo veliko postopkov razpoznavanja vzorcev, ki 
jih lahko razvrstimo v nekaj razredov.  
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V literaturi največkrat zasledimo razvrstitev v pet razredov:  
 razred postopkov, ki temeljijo na postopku prileganja med začetnim 
zapisom vzorcev in med značilnimi predstavniki razredov objektov,  
 razred postopkov razpoznavanja v vektorskem prostoru značilk,  
 razred strukturnih postopkov razpoznavanja,  
 razred postopkov razpoznavanja, ki temeljijo na metodah umetne 
inteligence ter  
 razred "hibridnih" postopkov, ki združujejo več zgoraj omenjenih metod.  
 
Opis razredov vzorcev praviloma določimo iz učne množice vzorcev v procesu, 
ki ga imenujemo učenje [1], [15].  
 
2.2  Globoke nevronske mreže 
Prvi modeli umetnih nevronskih mrež sovpadajo z razvojem računalnikov. 
Farley in Clark (1954) sta prva predstavila umetno nevronsko mrežo na takrat še 
analogni računalnik. Nato je sledil hiter razvoj naprednejših metod, mreže so rasle tako 
v dimenzijo kot po številu nevronov, prvi večplastni primer pa imenujemo večplastni 
perceptron (angl. MultiLayer Perceptron). Leta 1975 je za učenje Paul Werbos 
uporabil vzvratno razširjanje (angl. Backpropagation), ki se v mnogih algoritmih 
uporablja še danes. Razvoj umetnih nevronskih omrežij se je ustavil v začetku 80. let, 
saj računalniki niso bili dovolj zmogljivi, da bi preračunavali ogromna števila 
parametrov v nevronskih mrežah, ki so potrebni za pridobitev rezultatov, primerljivih 
z ostalimi metodami strojnega učenja. V začetku 21. stoletja se je z razvojem 
računalniških grafičnih procesnih enot, ki so omogočale visoko paralelizacijo, 
ponovno začelo prebujati zanimanje za nevronske mreže. Med leti 2009 in 2012 so se 
pojavili prvi primeri povratnih nevronskih mrež (angl. Recurrent Neural Network) ter 
globokih »naprej usmerjenih« nevronskih mrež (angl. Deep FeedForward Neural 
Networks). Globoke nevronske mreže so začele zmagovati na tekmovanjih na 
področju razpoznavanja vzorcev in ostalih področjih strojnega učenja. Leta 2011 je 
Google izdal globoko nevronsko omrežje, ki se je samo naučilo prepoznavati mačke 
iz videoposnetkov, ki so jih nalagali uporabniki. Za učenje so uporabili 1000 
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2.3  Konvolucijska nevronska omrežja 
Izraz globoka arhitektura konvolucijske nevronske mreže lahko razumemo kot 
mrežo, ki vsebuje dolgo verigo konvolucijskih plasti. Pri konvolucijskih nevronskih 
mrežah nevroni določene plasti niso povezani z vsemi nevroni prejšnje plasti. Primer 
konvolucijskega nevronskega omrežja je prikazan na sliki 2.3. Pri zahtevnejših 
algoritmih strojnega učenja, sploh na področju računalniškega vida, hitro naletimo na 
strojne omejitve, ne samo centralno procesne enote, temveč tudi spominskih enot. 
Pogosto se problem rešuje tako, da algoritmom razvrščanja namesto surovih 
neobdelanih podatkov, podajamo značilke (angl. Features), podatke krčimo – 
aproksimiramo ter zavračamo manj informativne dele (PCA - Principal component 
analysis, ICA - Independent component analysis). 
 
Slika 2.3:  Model konvolucijske nevronske mreže uporabljen v [3] 
Večino algoritmov delimo na tri faze. Pred-obdelava surovih vhodnih podatkov, 
na podlagi katere se izvede druga faza, strojno učenje, na koncu sledi še analiza 
rezultatov - post-obdelava. V fazi pred-obdelave je lahko največ težav. Algoritmi, ki 
iz surovih podatkov izluščijo značilke, so v večini primerov splošni, ne ozirajo se na 
metodo, ki bo uporabljena za dejansko učenje. Z neprimerno, napačno uporabljeno 
metodo za luščenje značilk iz neobdelanih vhodnih podatkov lahko izgubimo 
pomembne informacije, ki bi ob pravilni interpretaciji in uporabi izboljšale rezultat 
uspešnosti razpoznave. V tem poglavju je opisana zadnje čase pogosto uporabljena, 
visoko intuitivna vrsta globokih nevronskih omrežij. Imenujemo jih konvolucijske 
nevronske mreže (angl. Convolutional Neural Network, krajše CNN). Ta vrsta 
nevronskih mrež je še posebej popularna na področju računalniškega vida. Enega prvih 
primerov konvolucijske nevronske mreže je predstavil LeCunn leta 1989, ki se je 
ukvarjal z razpoznavanjem ročno pisanih številk [6], [8], [10], [20], [26]. 
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Konvolucijske nevronske mreže so nevronske mreže, kjer imajo nevroni 
območno povezane parametre z nevroni prejšnjih plasti. Vhodi v nevrone določene 
plasti nimajo povezav z vsemi nevroni prejšnjega sloja, kot je to navadno v globokih 
nevronskih omrežjih, temveč le z delom njih. Sestavljene so iz več plasti filtrov (v 
literaturi se uporablja tudi angl. Kernel), ki vnašajo afino linearno transformacijo 
(preslikava med vektorskima prostoroma, ki je kompozitum translacije in linearne 
transformacije) vhodnega vektorja, ki jim navadno sledi nelinearni element. V primeru 
konvolucijskih nevronskih omrežij je afina transformacija definirana kot diskretna 
konvolucija. S tem se zmanjša računska zahtevnost in modeli se lahko uporabijo tudi 
na večjih slikah. Zaradi matematičnih lastnosti konvolucije se zmanjša tudi 
občutljivost na premike slikovnih enot in se s pomikom vhoda premakne tudi izhod. 
Zaradi velike količine podatkov se le ti strnejo v tako imenovanih združevalnih (angl. 
Pooling) plasteh, ki z različnimi kriteriji povzamejo oziroma strnejo zapis aktivacije 
več filtrov [6], [7], [20].  
Vse boljše računalniške zmogljivosti, vse večje število dostopnih baz in 
napredek v pristopih reševanja problema so glavni razlogi za razmah konvolucijskih 
nevronskih omrežij za reševanje problemov na področju strojnega vida. Pomemben 
doprinos predstavlja ImageNet [5] in razvoj večjedrnih grafično-procesnih enot. 
Predvsem pa je pomembno vlogo pri razvoju in hitremu napredku globoke 
razpoznavne arhitekture igral natečaj ILSVRC (Russakovsky, 2014), ki je služil kot 
podlaga za mnogo generacij obsežnih klasifikacijskih sistemov, od visoko-
dimenzionalnega plitvega zapisa potez (Perronnin in sodelavci, zmagovalci natečaja 
ILSVRC-2011), pa vse do globokih konvolucijskih mrež (Krizhevsky in sodelavci, 
zmagovalci natečaja ILSVRC-2012). S širšo dostopnostjo konvolucijskih mrež v svetu 
računalniških vizualnih tehnologij, se je posledično pojavilo tudi več poskusov, da bi 
z vidika natančnosti izboljšali originalno arhitekturo, ki jo je leta 2012 zastavil 
Krizhevsky s sodelavci. Zmagovalci ILSVRC-2013 (Zeiler & Fergus, 2013; Sermanet, 
2014) so na primer uporabili manjše receptivno okno in manjši zamik (tudi korak, angl. 
Stride) v prvi konvolucijski plasti. Konvolucijska nevronska omrežja se dobro 
obnesejo na področju razpoznavanja objektov, besedila, vzorcev EKG, zvočnih 
signalov [2], [3], [5], [8], [23].  
V naslednjem razdelku bomo pokazali glavne lastnosti arhitekture 
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2.3.1  Iskanje značilk s pomočjo konvolucije 
Kot smo omenili, se konvolucijska nevronska omrežja sama naučijo poiskati 
značilne predstavitve iz vhodnih podatkov, ter uporabiti optimalno značilko za opis, 
ki v naslednjo plast ali izhod da čimveč uporabnih informacij. Konvolucijske 
nevronske mreže so sestavljene iz več zaporednih konvolucijskih plasti, v postopku 
učenja pa vsaka plast izbere optimalno značilko, na katero se odzivajo oziroma 
aktivirajo posamezni nevroni. 
Matematično konvolucijo razumemo kot sledi. Izhod konvolucijske plasti 𝑙 
sestavlja 𝑚1
(𝑙)





















 predznanje,  𝐾𝑖,𝑗
(𝑙)
 pa je filter, ki povezuje 𝑗-to ploskev značilk v 
predhodnem sloju z 𝑖-to ploskvijo sloja 𝑙. 
Konvolucija v računalniškem vidu pomeni filtriranje slike. Filtre, ki so navadno 
velikosti 3x3, 5x5 in 7x7, pomikamo v obeh ploskovnih dimenzijah slik. V primeru 
barvnih slik, ki jih opisujejo tri barve RGB, pa tudi v globino. V vsakem položaju 
izračuna odziv vhodne matrike na filter. Filtri so različno sestavljeni in se odzivajo na 
različne lastnosti vhodne slike. Zaradi stacionarnih lastnosti slik se bo določen filter 
vzbudil vsakič, ko bo zaznal na primer vodoravno linijo. Spet drugi bo reagiral na 
krožne like [6], [20], [25], [27]. V praksi je vizualizacija filtrov zaradi postopkov 
zmanjševanja dimenzij, ki se izvajajo med nekaterimi plastmi in bodo opisani v tem 
poglavju, močno otežkočena. Zeiler (2013) je problem rešil s pomočjo dekonvolucije 
[26]. Slika 2.4 je rezultat postopka. 
 
Slika 2.4:  Vizualizacija filtrov s pomočjo dekonvolucije [26] 
Konvolucijska nevronska omrežja se s postopkom učenja na določenem 
področju (razpoznavanje objektov, obrazov, šarenice ipd.) naučijo izbire čim boljših 
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filtrov. Filtre implementiramo kot skupek nevronov s skupnimi utežmi. S tem 
dosežemo, da se je vsak skupek sposoben sam naučiti (torej določiti uteži), na katere 
podatke se mora odzivati. Uteži si morajo deliti zato, da pokrijejo celotno vhodno 
območje, s čimer je filter enak za vse podatke. To pride še posebej do izraza pri 
večplastnih konvolucijskih nevronskih mrežah, saj so se različne konvolucijske plasti 
zmožne naučiti kombinirati odzive prejšnjih slojev v vedno bolj in bolj kompleksne 
vzorce [6], [20], [26].  
Velik problem pri uporabi računalniškega vida je velikost vhodnih podatkov. 
Slika polne HD ločljivosti ima 1920x1080 slikovnih enot, kar pomeni, da je vsaka od 
treh barv zastopana z 2.073.600 slikovnimi enotami. Ogromno število vhodnih 
podatkov, kjer računska zahtevnost pogosto eksponentno narašča, je treba zmanjšati 
tako, da se izgubi čim manj informacije [6]. 
 
2.3.2  Terminologija konvolucijskih nevronskih omrežij 
Združevanje (angl. Pooling) je postopek, ki z različnimi metodami reducira 
podatke med določenimi plastmi tako, da strni značilke. Med najpogostejše metode 
spadata metoda s povprečenjem vrednosti (angl. Mean-pooling) in metoda z 
maksimiziranjem (angl. Max-pooling). Zaradi statičnih lastnosti slik je ta način 
invarianten tudi na majhne translacije. Tudi izguba informacije je minimalna. Izkaže 
se, da združevanje preprečuje preveliko prileganje podatkom in s tem povečuje 
klasifikacijsko točnost metode. Velikost združevalnega filtra je navadno 2×2, kar 
zmanjša število značilk za faktor 4, v praksi se pogosto uporablja tudi filter velikosti 
4 × 4. Primer združevanja prikazuje slika 2.5 [6], [12], [28]. 
 
Slika 2.5:  Združevanje podatkov 
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ReLU je okrajšava za aktivacijsko funkcijo, ki sta jo Nair&Hinton (2010) 
opisala kot linearne popravljalne enote (angl. Linear Rectified Units) V 2. poglavju 
smo omenili nekatere aktivacijske funkcije nevronskih mrež, kot so binarna, linearna 
in sigmoidalna. Te funkcije imajo določene omejitve pri obravnavi realnih podatkov, 
kot je svetilnost slikovnega elementa, kjer je podatek 3 kanalen (3 barve RGB). 
Računska zahtevnost in posledično čas, potreben za preračun pri učenju z gradientnim 
spustom, je pri omejenih nelinearnostih, opisanih zgoraj, veliko večji, kot neomejena 
funkcija, ki jo določa enačba (2.3): 
 𝑓(𝑥) = 𝑚𝑎𝑥 (0, 𝑥) (2.3) 
Globoka konvolucijska omrežja porabijo veliko manj časa za učenje s to funkcijo 
kot s funkcijo tanh(x). Model VGG uporablja funkcijo ReLU po vsaki konvolucijski 
plasti, prikazuje jo slika 2.6.  
 
Slika 2.6:  Funkcija ReLU 
 
Pojavile so se tudi izpeljanke ReLU funkcije, ki se lahko uporabijo za reševanje 
drugačnih problemov. 
Omeniti velja LReLU (angl. Leaky Rectified Linear Unit) in NReLU (angl. 
Noisy Rectified Linear Unit), ki ju opisujeta enačbi (2.4) in (2.5): 
 𝑓(𝑥) = 𝑚𝑎𝑥 (0, 0.01𝑥) (2.4) 
 𝑓(𝑥) = max (0, 𝑥 + 𝑁(0, 𝜎(𝑥)), (2.5) 
kjer je 𝑁(0, 𝑉) šum z aritmetično sredino 0 in standardnim odklonom 𝑉 [3], [20], 
[29].  
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Zmanjševanje uteži (angl. Weight Decay) je pogosto uporabljen algoritem v 
globokih konvolucijskih omrežjih. V nevronskih mrežah je število parametrov, to je 
uteži in pragov, pogosto odraz kompleksnosti arhitekture. Za znižanje le te, so bili 
razviti algoritmi, ki zmanjšajo število uteži, brez občutnega povečanja števila napak 
pri razpoznavah. Postopek sicer ni nujen in se uporablja po potrebi, če se izkaže, da je 
model zakompliciran. Besedo »decay« se v fiziki razume kot propad oziroma 
razgradnjo. Uporablja se za omejevanje uteži, »kaznuje« velike uteži, ki jih izniči, ko 
presežejo preveliko vrednost [6], [20], [28], [30]. 
 
Stopnja učenja (angl. Learning Rate) je parameter, ki pove, koliko trenutni 
korak vpliva na vrednost uteži. Propad uteži je dodaten člen pri izračunu uteži v 
postopku učenja.  
 
Velikostni red izhodnega podatka konvolucijske nevronske mreže med drugim 
določajo 3 hiperparametri [6], [20], [25], [28]:  
 Globina - pove, koliko nevronov je zajetih z enim oknom filtra.  
 Zamik - število, ki pove število slikovnih enot zamika filtra. Navadno je 
1. Če izberemo večjo vrednost, se izhodna dimenzija zmanjša.  
 Zapolnjevanje z ničlami (angl. Zero-padding) – število priloženih ničel 
ob robovih. Uporablja se za nadzorovanje velikostnega reda izhoda 





3  Metodologija 
V prejšnjem poglavju so bili opisani osnovni pojmi s področja razpoznavanja 
vzorcev, biometrije in globokih ter konvolucijskih nevronskih mrež. V tem poglavju 
bomo predstavili konkreten model ter uporabljeno metodologijo. To poglavje se prične 
z opisom modela VGG, v nadaljevanju sledi opis izračuna razdalj med vektorji značilk. 
Predstavljeni so vplivni dejavniki in metoda za prikaz rezultatov. 
 
3.1  Mreža VGG 
Mrežo, ki jo bomo ovrednotili v tem delu, imenujemo VGG, saj jo je razvil 
Visual Geometry Group Department of Engineering Science University of Oxford s 
ciljem učinkovitega razpoznavanja obrazov na fotografijah in videoposnetkih. Zadnji 
napredki na področju razpoznavanja obrazov so bili doseženi s pomočjo uporabe 
konvolucijskih nevronskih omrežij, naučenih na obširnih zbirkah slik. Avtorji so 
ustvarili zbirko približno 2600 oseb, upodobljenih na 2,6 milijona slikah in predstavili 
analizo različnih postopkov in zgradb konvolucijskih nevronskih mrež z namenom 
izbire sistema, ki bi bil primerljiv najboljšim dosežkom drugih raziskovalnih skupin. 
Model VGG je dosegel najboljši rezultat na testu ILSVRC 2014 v kategoriji 
lokalizacija objektov in drugi najboljši rezultat v kategoriji klasifikacija objektov, kjer 
je zaostal le za Googlovim modelom konvolucijske nevronske mreže [4]. 
 
3.1.1  Pridobivanje podatkov za učenje mreže VGG 
Konvolucijske nevronske mreže so zaradi dobrih rezultatov v mnogih 
aplikacijah prevzele glavno vlogo na področju strojnega učenja, kar lahko pripišemo 
dejstvu, da so naučene na velikih množicah učnih podatkov. V okviru ILSVRC so 
pridobili učne podatke za osnovno klasifikacijo slik, s pomočjo katerih so razvili 
30 3  Metodologija 
 
postopek, ki avtomatizirano, z minimalno vloženega ročnega dela zgradi ogromno 
zbirko oseb, se pravi, da iz ogromne zbirke najrazličnejših slik izlušči obrazne. [4] 
V prvi fazi zbiranja slik obrazov je bilo treba pridobiti čim širši nabor možnih 
kandidatov, katerih obrazne slike bi bile za zbirko primerne. Avtorji [4] so se 
osredotočili na izbor slavnih in javnih oseb, saj so potrebovali več različnih fotografij 
iste osebe, hkrati pa so se želeli izogniti posegom v zasebnost posameznikov. Seznam 
najpopularnejših oseb v bazi IMDB (angl. Internet Movie Data Base) so združili z 
znanjem zbirke Feebase knowledge graph, ki ima informacije o imenih, etničnosti, 
starosti ipd. 500.000 ljudi. Prehodni seznam so zreducirali za imena, ki se pojavijo v 
zbirkah LFW in YTF, saj so s tem dosegli neodvisnost modela od testiranj na 
omenjenih zbirkah. Za vsako od 2622 imen so v iskalnikih Google in Bing poiskali 
2000 slik. Po principu en proti ostalim (angl. One-vs-rest) in s pomočjo generatorja 
podpornih vektorjev (angl. Support Vector Machine [31]), naučenega z uporabo 
deskriptorja Fisher Vector Face, so za vseh 2622 ljudi v zbirki izbrali 1000 najboljših 
slik vsake osebe in nato odstranili še duplikate s pomočjo deskriptorja VLAD. Za 
pomoč pri ročni anotaciji vzorcev (slik) so uporabili AlexNet konfiguracijo modela 
konvolucijske nevronske mreže, predstavljene v [3].   
 
3.1.2  Učenje 
Globoke arhitekture dojemajo razpoznavo N slik obrazov kot N razreden 
problem. Konvolucijska nevronska mreža s pomočjo popolnoma povezane plasti 
poveže vsako testno sliko, ki vsebuje za vsako identiteto en, skupaj torej N linearnih 
prediktorjev vektorjem značilk. Vektorji značilk se nato primerjajo z osnovnim 
znanjem (angl. Ground Truth) s funkcijo logaritemske izgube softmax (angl. Softmax 
Log-loss). 
Po postopku se klasifikacijski nivo odstrani in vektorji značilk se uporabijo za 
verifikacijo identitete obraza s pomočjo Evklidove razdalje.  
Naknadno so prvotni postopek izboljšali z metodo učenja izgube trojk (angl. 
Triplet-loss) [4], [23], [32].  
Princip izgube trojk cilja na učenje vektorjev značilk, ki se obnesejo v končnih 
aplikacijah, to je verifikacija identifikacije s primerjavo obraznih deskriptorjev v 
Evklidskem prostoru. S tem so dosegli, da se je model naučil preko projekcij, ki so si 
med seboj dovolj različne, hkrati pa bolj strnjene oblike in s tem manjše dimenzije. 
Princip učenja je prikazan na sliki 3.1.   
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Slika 3.1:  Prikaz metode učenja s izgubo trojk 
 
Izhod po prvotnem postopku naučene konvolucijske nevronske mreže, je L2-
normaliziran in projiciran na mnogo manj dimenzionalen prostor. Princip deluje 
podobno kot linearni prediktor omenjen zgoraj, le da je v tem primeru namesto N 
razredov pred-nastavljena velikost deskriptorskih mest. Druga večja razlika je ta, da 
projekcija minimizira empirično izgubo trojk. Pri tem postopku, za razliko od 
prejšnjega, ni bila uporabljena pristranskost oziroma predznanje (angl. Bias). Trojka 
(t,u,v) na sliki 3.1 vsebuje sidriščno (angl. Anchor) sliko t, ki jo imenujemo tudi testna 
slika, uporabnikovo sliko 𝑢 ≠ 𝑡 in vsiljivčevo sliko v. Za učenje so uporabili slike iz 
zbirk kot sta LFW in YTF [4], [32], [33]. 
 
3.1.3  Arhitektura 
Avtorji so preizkušali različne arhitekture globokih konvolucijskih nevronskih 
mrež. Na sliki 3.3 so prikazane različne nastavitve mreže, odebeljeno so označene 
dodane konvolucijske plasti v iskanju najboljše konfiguracije sistema. Konfiguracija 
D je natančneje opisana na sliki 3.2.   
 
Slika 3.2:  Konfiguracija D, tehnični podatki 
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Slika 3.3:  Različne konfiguracije modela VGG 
Sestavljena je iz 11-ih blokov, vsak vsebuje linearni operator, ki mu sledi vsaj 
ena nelinearnost, kot sta ReLU in združevalna plast Maxpool. Prvih 8 blokov 
imenujemo konvolucijski, saj je linearni operator zaloga linearnih filtrov – linearna 
konvolucija. Zadnji trije bloki se imenujejo popolnoma povezane plasti (angl. Fully 
Connected, FC) in so zgrajeni enako kot konvolucijske plasti, s to razliko, da so 
velikosti filtrov enake velikosti vhodnega podatka. S tem filter zazna celotno področje 
slike. Vsem konvolucijskim plastem sledi ReLU, ki za razliko od [3] in podobno kot 
[2] ne vsebujejo operatorja lokalnega normalizatorja odziva (angl. Local Response 
Normalisation, LRN). Izhod prvih dveh popolnoma povezanih plasti FC je 4096 
dimenzionalen, izhod zadnje FC plasti pa rezultira v bodisi N = 2622 ali L = 1024 
dimenzij, odvisno od zgoraj opisane izbrane cenilke (angl. Loss Function) pri 
optimizaciji modela. Mreža D, ki smo jo uporabili v našem delu, je podobna opisani 
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mreži A, le da vsebuje 5 plasti več. Pri optimizaciji so vhodni sliki odstranili povprečno 
obrazno sliko, ki so jo preračunali iz nabora učne množice. Na sliki 3.4 so prikazani 
dodatni tehnični podatki.  
 
Slika 3.4:  Tehnični podatki modela VGG, konfiguracija D 
Vhodno sliko se spusti preko konvolucijskih plasti, v vseh plasteh se uporabi 
majhne filtre velikosti 3x3 slikovne točke, kar je najmanjša velikost, ki za obravnavano 
točko zajame tudi sosednje slikovne elemente – levo, desno, gor in dol. Operacije 
računanja z velikostjo okna filtra 1x1 lahko razumemo kot linearno transformacijo, ki 
ji sledi nelinearnost. Korak je bil nastavljen na 1 slikovno enoto. Zapolnjevanje z 
ničlami na robovih je nastavljeno tako, da se ohrani prostorska resolucija po 
konvoluciji, torej 1 slikovna enota. Zmanjševanje podatkov izvaja 5 plasti 
Maxpooling, ki se nahajajo za nekaterimi konvolucijskimi plastmi, vendar ne za vsemi. 
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Velikost okna je 2x2, korak znaša 2 slikovna elementa. Na koncu sledijo tri popolnoma 
povezane plasti, prva s 4096 kanali ter zadnja softmax plast [3], [4].  
 
3.1.4  Učenje modela 
Učenje N razrednega klasifikatorja je sledilo korakom v [3], z modifikacijami 
predlaganimi v [2] z namenom minimizacije povprečne napovedi log-loss po plasti 
softmax. Optimizacija se je izvajala s pomočjo stohastičnega gradientnega spusta 
(SGD) z uporabo manjših podpaketov (angl. Minibatch; uteži se izračunajo na podlagi 
kumulativne napake naključne množice slik iz učne baze, in ne cele učne baze) 
velikosti 64 in momentnim koeficientom. Model je regulariziran z uporabo metode 
izpadanja (angl. Dropout) in z zmanjševanjem uteži. Koeficient slednje je bil 
nastavljen na 5 × 10−4, za izpadanje pa se je uporabil faktor 0,5 in se je izračunal po 
prvih dveh FC plasteh. V prvih poskusih je stopnja učenja znašala 10−2, ki so jo 
kasneje nastavili na 10−1, ko se je natančnost razpoznave ustalila. Uteži filtrov 
konvolucijske nevronske mreže so pred-nastavili s pomočjo naključnega vzorčenja 
Gaussove distribucije, s standardno deviacijo 10−2. Konfiguracija A je bila trenirana 
brez predznanja, medtem ko so modeli konfiguracij B in D uporabili znanje, 
pridobljeno z modelom A, tako da so mu dodali plasti FC, naključno inicializirali in 
nato ponovno trenirali, pri čemer so uporabili nižjo stopnjo učenja in nato popravili 
finonastavitve mreže. 
Za učenje z uporabo metode izgube trojk so vse plasti mreže zamrznjene, razen 
zadnje, popolnoma povezane plasti, kjer se implementira diskriminativna projekcija 
oziroma odločanje o pripadnosti osebe v razreda u (uporabnik) in v (vsiljivec). Plast 
se je nato učila 10 učnih epoh z uporabo SGD in s fiksno stopnjo učenja 0,25. Učna 
epoha vsebuje vse kombinacije pozitivnih parov t & u, kjer je t testna slika, u pa druga 
slika iste osebe. Dobra izbira trojk je pomembna pri težavnejših razpoznavah, zato so 
sliko v izbrali naključno, ob zahtevi, da je bila dovolj različna od t in u in ni bila znotraj 
meje, nastavljene z izgubo trojk. Slednje lahko razumemo kot iskanje močnih 
negativov (angl. Hard-negative Mining), vendar ni tako agresivna in je tudi mnogo 
cenejša kot na primer maksimalno prestopna (angl. Maximally Violating) pravila, ki 
se pogosto uporabljajo v strukturiranem učenju izhoda. 
 
Verifikacija deskriptorjev je bila izvedena s pomočjo merjenja evklidove 
razdalje. Cilj verifikacije je določiti, ali je na dveh slikah ista oseba, ali ne. Če je 
rezultat primerjave obraznih deskriptorjev manjši od praga 𝜏, osebi na slikah nista isti. 
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Prag ni bil nastavljen predhodno in je bil naučen vzporedno, da maksimizira točnost 
verifikacije (mera pravilno razvrščenih parov). 
Za potrebe tega dela smo uporabili 16 plastno mrežo, ki je sestavljena iz 138 
milijonov parametrov. Vhodni podatek modela je slika velikosti 224x224 slikovnih 
enot [2], [3], [4].  
3.2  Vektor značilk in mere podobnosti 
Mreža VGG sprejme vhodni argument (slika velikosti 224x224 pikslov) in na 
podlagi tega izračuna vektor značilk. Vektor značilk posamezne slike je matematični 
zapis slike, diskretna množica 4096 števil. Ker je bil model naučen tako, da 
maksimizira evklidovo razdaljo vektorjev značilk med slikami različnih in minimizira 
evklidovo razdaljo med vektorjema značilk iste osebe, smo za izračun podobnosti med 
vektorji značilk uporabili kosinusno razdaljo. Evklidova razdalja je namreč odvisna od 
velikostnega reda podatkov in je pri večjih številkah v vektorju značilk večja. 
Kosinusno razdaljo lahko razumemo kot normirano evklidovo razdaljo in odpravi 
nesorazmernosti v velikosti vhodnih podatkov.  
Evklidovo razdaljo definiramo kot razdaljo minkovskega 2. reda. Razdalji 
minkovskega 1. reda rečemo tudi razdalja Manhattan ali City-Block. [15] 
Enačbo za splošno razdaljo minkovskega podaja enačba (3.1): 






Pri čemer sta 𝑥𝑎 = (𝑥𝑎,1, 𝑥𝑎,2, … , 𝑥𝑎,𝑛)
𝑇
 in 𝑥𝑏 = (𝑥𝑏,1, 𝑥𝑏,2, … , 𝑥𝑏,𝑛)
𝑇
 
obravnavana vektorja značilk. Z izbiro 𝑠 = 2 dobimo evklidovo razdaljo med dvema 
vektorjema značilk. 
Enačbo za kosinusno razdaljo matematično opišemo z enačbo (3.2): 






S programom Matlab smo kosinusno razdaljo 𝑑𝑐𝑜𝑠 med vektorjem 𝑎 in 𝑏 
izračunali s pomočjo enačbe (3.3): 
 𝑑𝑐𝑜𝑠 =  
𝑑𝑜𝑡(𝑎,𝑏)
𝑛𝑜𝑟𝑚(𝑎)∗𝑛𝑜𝑟𝑚(𝑏)
  (3.3) 
Pri čemer sta 𝑑𝑜𝑡(𝑎, 𝑏) in 𝑛𝑜𝑟𝑚(𝑎) vgrajeni Matlabovi funkciji za izračun skalarnega 
produkta dveh vektorjev (angl. Dot-product) in norme vektorja. 
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3.3  Vplivni dejavniki 
Z namenom preizkusa modela konvolucijske nevronske mreže smo obravnavali 
padec uspešnosti verifikacije na spremenjene, navadno poslabšane vhodne podatke. 
Ker se za površinsko analizo kakovosti pogosto uporablja človeško uspešnost 
razpoznave, pričakujemo, da bo tako kot pri človeku, rezultat razpoznavanja VGG 
mreže slabši, če bodo slike bolj meglene, obrazi manj osvetljeni, ali pa bodo manjkali 
deli obraza zaradi premajhne širine izrezanega okvirja. V nadaljevanju so predstavljeni 
postopki pred-obdelave slik in pričakovanja glede uspešnosti testa. 
 
3.3.1  Izrezovanje 
Slike iz zbirke LFW smo obrezali z Matlabovimi funkcijami za procesiranje slik 
z uporabo funkcij imcrop(), po protokolu pairsDevTest.txt, kjer je zapisanih 500 parov 
osnovne slike in uporabnikov (angl. Client) in 500 parov osnovne slike in vsiljivca 
(angl. Imposter). Slike uporabnikov smo iz osnovne velikosti 250x250 obrezovali s 
kvadratnimi okvirji velikosti 240x240,…, 40x40. S tem je bilo na vsaki sliki zajetega 
manj ozadja pri manjših izrezih in v poznejših testih tudi vedno manj obraznega 
področja pri večjih okvirjih izreza. Izrezano sliko smo nato raztegnili na velikost 
224x224 slikovnih enot za potrebe preračuna vektorja značilk z modelom VGG. 
Izračunane vektorje značilk, pridobljenih iz vsake slike za vsak izrez, smo s kosinusno 
razdaljo primerjali z osnovnimi slikami in s pomočjo ROC krivulj prikazali uspešnost. 
Pričakovali smo, da bo kvaliteta v prvih nekaj poskusih rahlo narasla, saj so slike 
manjših izrezov vsebovale manj motilnih faktorjev v ozadju. Po določeni velikosti 
izreza se rezultati začnejo sesedati, saj je izrezanih preveč informacij, ki bi modelu 
VGG pomagale pri določitvi vektorja značilk. Primeri izrezanih slik so prikazani na 
sliki 3.5. 
 
Slika 3.5:  Primer izrezovanja (osnovna slika iz zbirke je označena s kvadratom) 
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3.3.2  Resolucija 
Za analizo vpliva resolucije na uspešnost razpoznave smo vse testne slike 
klientov pomanjšali z velikosti 250x250 slikovnih enot na 240x240, …, 10x10 in nato 
raztegnili na velikost 224x224. Slike delujejo na pogled vedno bolj zrnate, saj velikost 
posamezne slikovne enote povečujemo s tem, ko zmanjšujemo resolucijo. Osnovna 
enota resolucije je dpi (angl. Dots Per Inch) in jo lahko razumemo kot gostoto 
slikovnih elementov. Večja kot je gostota, več informacije vsebuje. [34] [35] 
Ponovno pričakujemo, da bo model VGG z manjšanjem resolucije dajal slabše 
rezultate. Na sliki 3.6 so prikazane slike s postopno zmanjšano resolucijo. 
 
Slika 3.6:  Primer slik s postopoma znižano resolucijo 
 
3.3.3  Glajenje 
V stvarnem slikovnem sistemu se jasne točke, ki bi se v idealnem sistemu 
preslikale zopet v točko, navadno zameglijo oziroma razmažejo. Torej se zmanjša 
ostrina robov. Pri enakomernem gibanju objekta ali slikovnega sistema v prostoru, v 
primeru daljšega časa odprtja zaslonke, slikovni sistem razmaže sliko točke objekta v 
črto določene dolžine. To vrsto glajenja imenujemo premik. [15] 
Podobno kot v prejšnjem razdelku, smo vhodne slike s pomočjo Matlabovih 
vgrajenih funkcij postopoma gladili. Glajenje slik smo izvajali z Matlabovimi filtri 
tipa »disk«, »average« in »motion« z uporabo vgrajene Matlabove funkcije fspecial().  
Postopek glajenja z različnimi okni filtrira osnovno sliko tako, da povpreči 
vrednosti posameznega okvirja. Več vrednosti kot vzame v preračun (velikost okna), 
bolj meglena bo slika. S filtrom tipa »motion« simuliramo glajenje slike zaradi 
premika subjekta ali zaradi premika sistema za zajem slik.  
Pričakujemo, da bo rezultat, torej vrednost AUC, z večanjem okna filtra padal. 
Primer glajenih slik je prikazan na sliki 3.7. 
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Slika 3.7:  Slike glajene z argumentom 'motion' (slo. premik) 
 
3.3.4  Osvetlitev 
Analizo vpliva osvetlitve smo izvajali na zbirki EYB. V tem primeru pred-
obdelava slik ni bila potrebna. S primerjavo osnovne slike z drugače osvetljeno sliko 
iste osebe, smo prikazali odvisnost uspešnosti razpoznave od osvetljenosti. Preverili 
smo še vpliv pred-obdelave, kjer smo celotno zbirko obdelali s 4 funkcijami za 
svetlobno normiranje iz zbirke orodij INface (angl. Illumination Normalization 
techniques for robust Face recognition). Slika 3.8 prikazuje eno od oseb pod štirimi 
različnimi svetlobnimi pogoji ter s štirimi različnimi postopki generirane slike 
normiranih obraznov, pri čemer so uporabljene kratice na sliki: 
 črno bele slike, osnovna zbirka EYB [36], [37], 
 Webrova formula za določanje kontrasta za ločevanje objekta od 
podlage, MWEBER [34] 
 Self Quotient Image, SQ [38], 
 Single Scale Retinex Filter, SSR [39], 
 Postopek sta opisala Xiaoyang Tan and Bill Triggs, TAN TRIGGS [35]. 
 
Pričakujemo, da bo test osnovne črno-bele zbirke slik najbolje rezultiral. 
Pričakujemo tudi, da bodo skrajne osvetlitve močno vplivale na uspeh razpoznavanja. 
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Slika 3.8:  Primeri iz zbirk EYB (zgoraj) in generirane slike z orodjem INface (spodaj) 
 
 
3.3.5  Poza 
Vpliv sprememb zornega kota pri zajemu slik na razpoznavanje modela VGG 
smo preizkusili na zbirki FERET. V zbirki je za vsako od 200 oseb poleg osnovne, še 
8 slik s spremenjenim položajem in 2 alternativni sliki osnovne slike z isto pozo in 
spremenjeno obrazno mimiko. Vse slike ene od oseb prikazuje slika 3.9. 
Pričakovali bi, da bo dal model najboljše rezultate pri primerjavi položajev z 
manjšim odklonom od frontalne slike. S spreminjanjem kota pogleda, od frontalne do 
profilne slike subjekta, bo rezultat padal. Alternativne slike bi morale dati najboljši 
rezultat. Slika s spremenjeno obrazno mimiko bi se morala uvrstiti za slikami manjših 
odklonov v pozi. Najslabši rezultat lahko pričakujemo od obeh skoraj profilnih slik. 
 
Slika 3.9:  Ena od oseb v zbirki FERET 
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3.4  ROC krivulje 
Analiza ROC (angl. Receiver Operating Characteristics, karakteristika 
sprejemnika) je metodologija za vrednotenje, primerjanje in izbiro 2-razrednih 
razvrščevalnikov na osnovi sposobnosti njihovega napovedovanja. Sposobnost 
napovedovanja prikazujemo s krivuljami ROC ter mero AUC (angl. Area Under 
Curve). Krivulja ROC je krivulja na dvodimenzionalnem grafu, ki prikazuje 
sposobnost klasifikatorja za izdajanje dobrih točkovnih ocen (angl. scores). Ker je 
vizualno primerjanje krivulj v nekaterih primerih slabo razvidno, se uporablja mera 
AUC, ki v z vrednostjo z intervala [0,1] opiše posamezne krivulje. Primerjanje 
kakovosti različnih klasifikatorjev je tako olajšano na primerjanje številčnih vrednosti. 
Obravnava kakovosti klasifikatorjev je pomembna za mnoge sfere vsakdanjega 
življenja, ne samo na področju strojnega učenja in umetne inteligence, temveč tudi pri 
podatkovnemu rudarjenju, v ekonomiji in medicini, pa tudi na področju družbenih ved. 
Mera AUC ima določene pomanjkljivosti. Izkaže se kot nezanesljiva pri 
vrednotenju klasifikatorjev, ki primere v določeni množici ocenijo z zelo podobnimi 
ocenami. Poleg tega mera AUC ni uporabna pri medsebojnem primerjanju 
klasifikatorjev, ki na dani množici primerov naredijo enako število napak. Opisani 
lastnosti izhajata iz dejstva, da mera AUC ne upošteva samih velikosti točkovnih ocen 
primerov, temveč le njihovo razvrstitev [40], [41], [42], [43]. 
 
3.4.1  Zgodovina 
Analiza ROC je med 2. svetovno vojno predstavljala pripomoček za obdelavo 
radarskih signalov, od tod tudi izhaja njena prva znana uporaba. Kasneje so jo 
uporabljali v teoriji detekcije signalov za ponazoritev razmerja med pogostostjo 
zadetka (angl. Hit Rate) in pogostostjo lažnega alarma (angl. False Alarm Rate) 
klasifikatorjev. Analiza ROC je bila vpeljana tudi na druga področja: področje 
psihofizike, medicine (različne tehnike medicinske vizualizacije za namene 
diagnosticiranja - računalniška tomografija, mamografija, rentgen in magnetna 
resonanca ter razne metode v epidemiologiji) in družbene vede. Objavljen je bil 
obširen, preko 350 vpisov obsegajoč seznam virov (razdeljenih na več razdelkov) s 
področja analize ROC, ki obravnavajo odločanje v medicini. 
Med drugim analiza ROC v zadnjem desetletju izraziteje pridobiva popularnost 
tudi na področju umetne inteligence. V poznih 80-ih letih prejšnjega stoletja je bila že 
prvič prikazana koristnost krivulj ROC (podrobneje opisane v nadaljevanju) pri 
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ocenjevanju algoritmov. V vmesnem času pa so krivulje ROC postale priljubljen način 
za ocenjevanje algoritmov strojnega učenja. 
Raziskave analize ROC v različnih smereh so bile številne. Dvorazredna 
metodologija ROC je bila na primer posplošena na obravnavo večrazrednih 
problemov, predlagane so bile razširitve osnovnih krivulj ROC in osnovne mere AUC, 
pojavile so se druge oblike vizualizacije kot alternative osnovnim grafom ROC. 
V svoji izvirni dvorazredni obliki se analiza ROC uporablja za obravnavo 
dvorazrednih klasifikacijskih problemov. Podana mora biti množica primerov z 
znanimi razredi, v kateri vsak primer pripada pozitivnemu ali negativnemu razredu. 
Termina pozitivni in negativni izhajata iz zgodnje uporabe v medicini. Takrat so se 
primeri, ki so opisovali paciente, pri katerih je bil določen medicinski pojav zaznan 
(npr. bolezen), označevali kot pozitivni, preostali primeri pa kot negativni [40], [41], 
[42], [43]. 
 
3.4.2  Kontingenčna tabela 
Pri napovedi razredov lahko naredimo napako. Pri binarnih problemih imamo za 
vsako napoved, štiri možne izide. Pravilna pozitivna napoved (angl. True Positive; TP) 
je, ko pozitiven vzorec razvrstimo v razred pozitivnih. Kadar pozitiven vzorec 
uvrstimo v negativen razred, imenujemo to napačno razvrščen pozitivni primer (angl. 
False Negative; FN). Če negativen primer razvrstimo v razred pozitivnih, ga 
imenujemo napačno razvrščen negativen (angl. False positive; FP). Če smo negativen 
vzorec razvrstili kot negativen vzorec, primer imenujemo pravilno razvrščen negativen 
vzorec (angl. True negative – TN). 
Za predstavitev števila pravilno in napačno razvrščenih primerov se uporablja 
kontingenčna tabela (angl. Contingency Table, tudi Confusion Matrix) in je prikazana 
levo na sliki 3.10. Pravilne odločitve klasifikatorja torej ležijo na glavni diagonali 
kontingenčne tabele, medtem ko ostali elementi tabele predstavljajo število napačnih 
klasifikacij. 
 
Slika 3.10:  Kontingenčna tabela 
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Na osnovi kontingenčne tabele se izračunajo tudi druge mere za vrednotenje 
znanja, vključno s TPR (angl. True Positive Rate, delež pravilno uvrščenih pozitivnih 
primerov med vsemi pozitivnimi primeri) in FPR (angl. False Positive Rate, delež 
napačno uvrščenih negativnih primerov med vsemi negativnimi primeri), ki sta 
opredeljeni desno na sliki 3.10. Na nekaterih področjih se TPR imenuje tudi 
senzitivnost oz. občutljivost (angl. Sensitivity, Recall), namesto TNR (angl. True 
Negative Rate, delež pravilno uvrščenih negativnih primerov med vsemi negativnimi 
primeri) pa se uporablja izraz specifičnost (angl. specificity) [40], [41], [42], [43]. 
3.4.3  Krivulje ROC 
Graf ROC je za binarne probleme opredeljen kot dvodimenzionalen diagram, ki 
prikazuje senzitivnost na y-osi v odvisnosti od specifičnosti na x-osi, v obeh primerih 
na intervalu [0,1]. Učinkovitost posameznega klasifikatorja je predstavljena kot točka 
na grafu ROC. Na grafu ROC je nekaj značilnih točk. Točka s koordinatami (0,0) 
predstavlja klasifikator, ki nikoli ne napove pozitivnega razreda. Točka (1,1) 
predstavlja nasprotno stanje (TPR = 1, FPR = 1), saj vse primere klasificira kot 
pozitivne, tako pa ustvari tudi visoko število napačno uvrščenih negativnih primerov. 
Klasifikatorja v točkah (0, 0) in (1, 1) se imenujeta tudi privzeta klasifikatorja (angl. 
Default Classifiers). V točki (0, 1) se nahaja idealen klasifikator (TPR = 1, FPR = 0). 
Klasifikatorji, ki se nahajajo na glavni diagonali grafa ROC (ob predpostavki 
uravnotežene porazdelitve po razredih oz. enake cene napačnih klasifikacij), imajo 
enako učinkovitost, kot jo ima naključno ugibanje. Za takšne klasifikatorje rečemo, da 
nimajo nobene informacije o problemu. Uporabni klasifikatorji ležijo nad glavno 
diagonalo. Klasifikatorji pod glavno diagonalo se obnašajo slabše od naključnega 
napovedovanja.  
Krivulja ROC je krivulja na grafu ROC z začetkom v točki (0, 0) in koncem v 
točki (1, 1). Postopek risanja te krivulje se razlikuje glede na vrsto klasifikatorjev, ki 
jih želimo oceniti. Glavna značilnost krivulj ROC je, da merijo sposobnost 
klasifikatorjev za izdajanje dobrih točkovnih ocen z jasnim ločevanjem pozitivnih od 
negativnih napovedi, kar bo v tem delu predstavljala kosinusna razdalja med 
vektorjema značilk. Dobra lastnost krivulj ROC je, da so neodvisne od porazdelitve 
po razredih (angl. Class Distribution), saj so osnovane na razmerjih levega in desnega 
stolpca na sliki 3.10 [40], [41], [42], [43]. 
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3.4.4  Mera AUC 
Primerjava dveh klasifikatorjev s pomočjo njunih krivulj ROC je lahko 
netrivialno opravilo, kadar noben od klasifikatorjev ni enoznačno boljši od drugega. V 
ta namen se v analizi ROC uporablja drugačna mera učinkovitosti klasifikacijskega 
modela: AUROC (angl. Area Under ROC Curve, površina ploskve pod krivuljo ROC), 
v nadaljevanju AUC. V statistiki je AUC klasifikatorja enaka verjetnosti, da bo 
klasifikator naključno izbranemu pozitivnemu primeru dodelil višjo oceno kot 
naključno izbranemu negativnemu primeru. Uporaba AUC kot mere učinkovitosti za 
algoritme strojnega učenja je obravnavana v [40], kjer je narejena tudi primerjava med 
AUC in merami, ki temeljijo na točnosti. Pokazano je, da ima AUC nekaj prikladnih 
lastnosti:  
 je neodvisna od odločitvenega praga, 
 standardna napaka se zmanjšuje, ko se AUC in število testnih primerov 
povečujeta,  
 je invariantna na apriorne verjetnosti razredov, 
 in nakazuje, do kakšne stopnje sta negativni in pozitivni razred ločena. 
Vrednost mere AUC se nahaja na intervalu med 0 in 1. Ker naj bi katerikoli 
uporaben klasifikacijski model ležal nad diagonalo grafa ROC, vrednost AUC 





4  Eksperimenti in rezultati 
V tem poglavju bo opisano okolje, v katerem so potekali eksperimenti. Nadalje 
bodo opisane uporabljene zbirke podatkov in postopki pred-obdelave le-teh. Opisan 
bo potek dela. Na koncu poglavja sledijo rezultati in analiza. 
 
4.1  Okolje 
Vsa obdelava podatkov in vsi testi so se izvajali na prenosnem računalniku 
Lenovo Y50-70 v operacijskem sistemu Windows 10 x64 s procesorjem Intel i7 (2,5 
GHz) in 8 GB spomina.  
Za uporabo modela VGG-face je bilo treba namestiti programsko okolje Python 
s knjižnico CAFFE (https://github.com/BVLC/caffe), prevedeno po protokolu 
pyCAFFE. Uporabljala se je različica brez dodatne podpore procesorja grafične 
kartice.  
Za obdelavo slik, izvedbo testov in izris rezultatov se je uporabil programski 
paket MATLAB. 
 
4.2  Zbirke podatkov 
Na področju razpoznavanja obrazov velike zbirke pogosto niso javno dostopne, 
zato se večina dela opravi za zaprtimi vrati internetnih gigantov kot sta Google in 
Facebook. Googlov model FaceNet iz leta 2015 je bil naučen na zbirki 200 milijonov 
slik 8 milijonov oseb. Istega leta je Facebook objavil DeepFace, ki je prav tako 
konvolucijska nevronska mreža, naučena na 4,4 milijonih slik, ki jih je naložilo 4030 
uporabnikov. Raziskovalne ustanove tako velikih zbirk nimajo na razpolago. 
V nadaljevanju bodo predstavljene uporabljene zbirke podatkov. Razložen bo 
tudi način uporabe. 
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4.2.1  LFW 
Zbirka z imenom »Labeled Faces in the Wild«, krajšano LFW, sestoji iz zbirke 
13,233 fotografij obrazov. Nekatere fotografije lahko vsebujejo več kot le en obraz, 
obravnavani obraz pa je v sredini slike. Ostali obrazi morajo biti v tem primeru 
neobravnavani, oziroma izločeni kot “background” in pomaknjeni v ozadje. Zbirka 
vsebuje slike 5749. posameznikov (nekaj slik prikazuje slika 4.1), od tega jih ima 1680 
po dve sliki ali več. 4069 posameznikov je prispevalo po eno sliko. Fotografije so 
dostopne v formatu JPEG, velikosti 250 x 250 slikovnih enot. Večina fotografij je 
barvnih. Celotna zbirka je bila obdelana z uporabo obraznega detektorja Viola-Jones, 
naknadno so slike obrezali in jim določili enotno velikost. Po uporabi Viola-Jones 
detektorja na veliki zbirki slik, so vse lažno pozitivne detekcije obrazov ročno 
odstranili, odstranili so tudi slike, kjer ni bilo možno identificirati imena posameznika. 
Definiramo dva t.i. “vidika” zbirke: prvega za razvoj algoritma in drugega za 
poročanje o uspešnosti.    
Leta 2007 izdana zbirka LFW je bila narejena v upanju, da spodbudi nadaljnje 
raziskave na področju razpoznavanja obrazov in izpostavi problem verifikacije slik, 
pridobljenih v nenadzorovanem okolju. Od takrat je bilo izdanih več kot 50 člankov, 
ki so obravnavali in izboljšali dojemanje dotične problematike na področju 
računalniškega razpoznavanja. Razvilo se je široko raziskovalno polje inovativnih 
metod, ki so bile razvite posebej za premagovanje ovir, ki so nastale skupaj s to zbirko.  
Med največje slabosti LFW štejemo dejstvo, da se usmerja predvsem na problem 
verifikacije. [22] [21]  
Pri testih smo uporabljali omejen protokol (angl. Image-restricted), določen z 
datoteko pairsDevTest.txt. 
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4.2.2  EYB 
Zbirko obraznih slik Extended Yale Faces Database so zbrali na Univerzi Yale 
in vsebuje 38 posameznikov, upodobljenih na 64 slikah z različnimi pogoji osvetlitve. 
Zbirka nadaljuje osnovni zbirki, Yale Faces Database in Yale Faces Database B. 
Medtem ko se v prvi nahaja 15 različnih oseb, upodobljenih na 11-ih slikah, je v drugi 
10 oseb, vsaka s 576. različnimi nastavitvami položaja ali svetlobe. Slike so posneli v 
8-bitni (siva barvna lestvica) različici, s fotoaparatom Sony XC-75, v velikosti 
640x480 slikovnih točk. Vseh 64 slik posameznih slikanj je bilo posnetih v kratkem 
časovnem razmaku, zato je položaj osebe in obrazna mimika oseb med slikami zelo 
podobna. 
 
Slika 4.2:  Sistem za zajem slik pod različnimi osvetlitvenimi pogoji [37] 
 
Na sliki 4.2 je vidna konstrukcija, na katero so na različna mesta montirali 
računalniško prožene bliskavice, ki so se zaporedno prižgale in ugasnile v razmaku 
dveh sekund. Viri svetlobe se nahajajo na različnih mestih sferične konstrukcije, zato 
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so slike poimenovali glede na koordinate evklidskega prostora, z argumenti višine 
(angl. Elevation, E) in odklona (angl. Azimuth, A).  
Avtorji so se pri formiranju zbirke osredotočili na problem razpoznavanja 
različno osvetljenih obrazov za potrebe preizkusa lastnih algoritmov. Namenjena je 
bila analizi razpoznave človeških obrazov s pomočjo generativne metode, ki deluje na 
osnovi videza in rekonstrukcije univerzalnih značilnosti obraznih struktur, v različnih 
svetlobnih variacijah in smereh pogleda.  
Za potrebe te diplome je bila uporabljena različica zbirke s skupno 2414 slikami 
obrazov, posnetih frontalno, pridobljenih od 38. različnih posameznikov. Slike so bile 
posnete v kontroliranih notranjih pogojih pod različnimi svetlobnimi variacijami. Slike 
so obrezane in normalizirane na enotno velikost 192 x 168 [19], [37], [36].  
Poleg osnovne zbirke smo uporabili tudi z orodjem INFace generirane izpeljane 
kopije EYB. Z uporabo različnih filtrov in pristopov modeliranja obrazov na podlagi 
svetlobne informacije slike sive barvne lestvice, so v mapah svetlobno normirani v 
EYB zatemnjeni deli obraznih potez. Primere slik osnovne zbirke EYB prikazuje slika 
4.3. 
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4.2.3  FERET 
Zbirka FERET je bila ustvarjena kot del programa Face Recognition Technology 
(FERET), ki ga je med leti 1993 in 1996 usmerjal in nadzoroval laboratorij ameriške 
vojske za raziskave (angl. U.S. Army Research Laboratory - ARL). Cilj programa je 
bil analizirati in ovrednotiti postopke in algoritme na področju samodejnega 
razpoznavanja obrazov z namenom izbire najboljšega za potrebe varnostno 
obveščevalnih organov: 
 avtomatiziranega iskanja po zbirkah baz kriminalcev s slikami, zajetimi 
z nadzornimi kamerami, policijskih fotografij osumljencev, risb ali 
opisov prič; 
 omejevanja in nadzor gibanja nepooblaščenim osebam; 
 identifikacije službenega osebja za varnostne in druge razloge; 
 omejevanja in nadzora gibanja na letališčih, mejnih prehodih in drugih 
javnih mestih za določene posameznike; 
 spremljanje frekvence pojavljanja posameznikov na določenih mestih. 
In za komercialne, pravne in druge namene: 
 potrditev istovetnosti osebe na bankomatih; 
 potrditev istovetnosti osebe za druge procese, ki bi se tako avtomatizirali 
in s tem pocenili; 
 iskanje po bazah za detekcijo prevar (iskanje istih oseb, registriranih pod 
različnimi imeni). 
 
Program FERET se je osredotočil na 3 večje naloge. V prvi fazi je bilo treba 
ustvariti tehnološko osnovo, ki je potrebna za sistem razpoznavalnika obrazov. Druga 
naloga programa FERET je bila sestaviti dovolj veliko zbirko slik obrazov. Izkazalo 
se je, da je prav to dalo velik doprinos na področju samodejne razpoznave obrazov, saj 
so lahko različne znanstvene ekipe primerjale rezultate svojih algoritmov.  
V tretji fazi projekta FERET so avtorji pod vladnim nadzorom prvič leta 1994, 
drugič pa leta 1995 pregledali dosežke raziskovalnih skupin. Za enega od algoritmov 
so test ponovili še leta 1996.  
Na testih algoritmov so se osredotočali na zmožnost obvladovanja velikih 
količin podatkov, spremembe oseb s časom, spremembe osvetlitve, razmerja, poze in 
sprememb ozadja. Vsi algoritmi so bili popolnoma avtomatski, slike niso bile 
normalizirane, zato so določeni algoritmi morali obraze najprej detektirati in po potrebi 
popraviti lokacijo obraznega področja. Zamislili so si 2 scenarija: 
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 Primer 1. Slika zajeta s kamero je testna slika. Sistem v bazi policijskih 
slik osumljencev poišče 20 oseb, ki so najbolj podobni testni sliki. 
Rezultat testa je sposobnost pravilne identifikacije osebe na testni sliki. 
 Primer 2. Identifikacija manjše skupine ljudi med veliko množico 
neznanih oseb na letališčih za potrebe varnosti ali omejevanje dostopa 
zaposlenim. V obeh primerih bi sistem moral obdelati veliko količino 
podatkov.  
 
Slike v zbirki FERET so bile zbrane v deloma nadzorovanem okolju. Slike so 
pridobili s 35mm fotoaparatom znamke Kodak, z barvnim filmom Kodak Ultra. 
Fotografije so pretvorili v 8-bitne črno-bele slike formata .TIFF in velikosti 384x256 
slikovnih enot. Vsaka oseba ima unikatno identifikacijsko številko. Slike so poskušali 
obdelati tako, da je med-očesna razdalja oseb znašala med 40 in 60 slikovnih enot. Na 
slikah je upodobljen obraz, vrat in na nekaterih tudi zgornji del ramen [13], [14].  
 
Slika 4.4:  Seti štirih oseb, zbirka FERET 
Uporabili smo slike iz serije 'b', ki vsebuje 200 različnih oseb. Kot je razvidno 
iz slike 4.4 se v zbirki poleg osnovne slike A nahajajo še slike iste osebe, ki ima pogled 
usmerjen v 8 različnih smeri (označene z B – I), referenčna slika J ter alternativna slika 
K. Ker slike predhodno niso bile poravnane, smo jih v fazi pred-obdelave s pomočjo 
Matlabove funkcijo za detekcijo in lokalizacijo objektov/obrazov izrezali okoli 
obraznih področij z velikostjo okvirja 256x256 slikovnih enot. V primeru neuspeha 
detekcije in lokalizacije Matlabove funkcije smo višino okvirja izreza nastavili na 
povprečno vrednost pri razpoznanih slikah. Slikam smo nato spremenili velikost na 
224x224 slikovnih enot, kot to predvideva model VGG. 
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4.3  Pred-obdelava in potek dela 
Pri zbirkah EYB in FERET pred-obdelava slik ni bila potrebna. Za vsako sliko 
iz nabora smo s pomočjo modela VGG izračunali vektor značilk. Nad zbirko LFW, ki 
smo jo uporabili za analizo vpliva izrezovanja, resolucije, glajenja in glajenja z 
učinkom zamika na uspešnost razpoznavanja, smo izvedli postopke, ki so simulirale 
različne načine kvarjenja izvirne slike ali zmanjšanje njene uporabne informacije. 
Primerjali smo dve sliki iste osebe, pri čemer smo za analizo vpliva izrezovanja drugo 
izvirno sliko postopoma obrezovali okoli obraznega področja. Vse novo nastale 
različice slike smo shranili v mapo. Za analizo vpliva resolucije smo drugo izvirno 
sliko za vsak par najprej postopoma pomanjšali in nato pomanjšano sliko raztegnili na 
velikost, ki jo zahteva model VGG. Podobno smo storili za proučitev vpliva glajenja. 
Drugo sliko smo gladili z Matlabovi filtri in pridobljene nove slike shranili. Model 
VGG je iz vseh slik iz novo nastalih zbirk izračunal vektor značilk, ki smo jih nato 
primerjali z Matlabom in na podlagi tega izračunali uspešnost razpoznavanja. Rezultati 
so predstavljeni v nadaljevanju. 
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4.4  Rezultati in analiza 
V naslednjih razdelkih so predstavljeni rezultati testov in interpretacija le-teh.   
4.4.1  Osnovni test zbirke LFW 
Iz zbirke LFW za vsako sliko po prej opisanem protokolu izračunamo vektor 
značilk s pomočjo modela VGG. Za vsak par vektorjev značilk, opisan v protokolu, 
izračunamo kosinusno razdaljo. Prvih 500 parov tvori osebe z isto identiteto, 
naslednjih 500 parov je različnih identitet. Za potrebe Matlabove vgrajene funkcije 
perfcurve zgradimo vektor oznak razredov, kjer prvih 500 vrednosti označimo z 1, saj 
gre za sliki iste osebe, drugih 500 vrednosti pa z 0, saj sta osebi različni. Matlabova 
funkcija nato izračuna vrednosti za izris krivulje ROC, ki je prikazana na sliki 4.5 in 
vrednost AUC. Rezultat AUC je znašal 0.97696. 
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4.4.2  Vpliv izrezovanja 
Za analizo vpliva izrezovanja posameznih delov slik z obrazi smo po prej 
omenjenem protokolu iz zbirke slik LFW vzeli za primerjavo osnovne slike A in jih 
primerjali s slikami B, na katerih je ista oseba. Iz vektorjev značilk slik A in B smo 
izračunali kosinusno razdaljo, nato pa smo izračunali še razdaljo med vektorji značilk 
slike A in vseh slik izrezanih različic slike B. Postopek smo ponovili za vsak par po 
protokolu. Prvih 500 parov tvorijo iste, drugih 500 parov pa različne osebe. Kosinusna 
razdalja vseh 1000 parov se zapiše v vektor, ki je osnova za izračun ROC krivulj. Z 
Matlabovo funkcijo perfcurve nad vektorjem smo izračunali uspešnost razpoznavanja. 
Dobili smo 22 testov, okvirji izrezov so bili 250x250 (test 1), 240x240 (test 2), .. , 
40x40 (test 22) slikovnih elementov, kot je razvidno s slike 4.6.  
 
Slika 4.6:  Primeri različnih izrezov obraznega področja 
 
 
S slike 4.6 lahko že na prvi pogled vidimo, da je slika izreza 40x40 slikovnih 
enot nerazpoznavna za človeško oko, kar pomeni, da lahko pričakujemo slab rezultat. 
Zanima nas torej, do katere velikosti okvirja izreza razpoznavalnik dobro deluje.  
  
Velikost izreza [v pikslih] AUC 
250x250 (1) 0.9760 
240x240 (2) 0.9771 
230x230 (3) 0.9765 
220x220 (4) 0.9747 
160x160 (10) 0.9539 
120x120 (14) 0.9298 
80x80 (18) 0.8462 
60x60 (20) 0.6856 
40x40 (22) 0.5265 
Tabela 4.1:  Vrednosti AUC pri prelomih testih (izrezovanje obraznih področij) 
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Na podlagi rezultatov AUC, ki so izpisani v tabeli 4.1 in prikazani na sliki 4.7 
lahko vidimo, da je prvih 10 testov, to je do vključno velikosti izreza 160x160 
slikovnih enot, doseglo rezultat AUC nad 0,95. 
 
Slika 4.7:  Vrednost AUC v odvisnosti od velikosti izreza obraznega področja 
 
 
Rezultati testov do vključno 16. so presegli mejo 0,9, kar še lahko smatramo kot 
zadovoljivo. Testi od 17 do 22 so dosegli slabše rezultate. 
 
Slika 4.8:  ROC krivulje testa velikosti izreza obraznega področja 
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Slika 4.9:  Povečava zanimivega dela: ROC krivulje v odvisnosti od velikosti izreza obraznega 
področja padajo 
 
Najboljši rezultat so dosegli testi 2, 3 in 1, v tem vrstnem redu. Ker gre za zbirko 
fotografij ljudi v nenadzorovanem okolju. se lahko na nekaterih slikah v ozadju 
pojavijo še druge osebe ali paroma podobni vzorci, ki delujejo na model VGG kot šum. 
S tem, ko smo slike obrezali za 10 in 20 slikovnih enot, smo odstranili del ozadja in 
model VGG je dal boljši rezultat. Rezultat od testa 4 naprej pada. Vedno večji delež 
slike obsega obrazno področje, ozadje zgineva in razdalja med vektorjema slik 
osnovne slike A in slike B se veča. Poudariti velja, da so rezultati pri 2 in 3 boljši, kot 
ga je dosegel test 1, kar kaže na to, kako je bil model naučen (z izrezovanjem 224x224 
slikovnih enot).  
Model VGG je na vpliv ozadja le malo odvisen. Na rezultat bolj vpliva velikost 
izreza obraznega področja. Na slikah, kjer so manjkali deli obraznega področja, smo 
dobili slabši rezultat. Z manjšanjem okvirja izreza vrednost AUC oziroma uspešnost 
testa pada. Za učinkovitost delovanja je bolje, če je na sliki celoten obraz. Sklepam, da 
so za izračun vektorja značilk pomembni robovi obraza, ki pri manjših izrezih (manj 
ozadja na sliki) niso očitni ali jih sploh ni, saj obraz prekriva celotno sliko, kot v 
primerih testov od 18 do 22. 
V praksi to pomeni, da bi se naučen model VGG dobro obnesel tudi v vsakdanjih 
aplikacijah, kjer ne moremo zagotoviti nadzorovanega okolja za zajem slik, ob 
predpostavki, da bi vhodni parameter modela VGG (tj. slika obraza velikosti 
224x224px) obrezali tako, da so robovi jasno vidni oziroma je na sliki tudi nekaj 
ozadja. Na slikah 4.8 in 4.9 so krivulje ROC testa izrezovanja obraznega področja. 
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4.4.3  Vpliv resolucije 
Pred analizo rezultatov smo pridobljene slike z zmanjšano resolucijo najprej 
vizualno primerjali z drugo sliko iste osebe. Postopek za izračun krivulj je bil enak kot 
v prejšnji točki. Kot je razvidno na sliki 4.10, se slikovni elementi na sliki večajo, slike 
delujejo na pogled bolj zrnate, kar otežuje nalogo razpoznavanja oziroma odločanja 
ali gre za isto osebo ali ne. Za potrebe testa bomo namesto dejanske resolucije 
uporabljali terminologijo, ki se nanaša na velikost pomanjšane slike. 
 
Slika 4.10:  Slike pridobljene s postopoma zmanjšano resolucijo 
Primerjava rezultatov AUC in pripadajoče ROC krivulje kažejo, da je model 
VGG zelo robusten na spremembo ločljivosti oziroma zmanjšanje le-te. Primerjava 
osnovnih slik s slikami z zmanjšano resolucijo kažejo, da vsi rezultati do velikosti 
pomanjšane slike 40x40 slikovnih enot, dosegajo vrednost AUC več kot 0,97. Velikost 
pomanjšane slike 30x30 slikovnih točk je na testu dosegla rezultat 0.9453, kar še lahko 
uvrstimo v najvišji razred kvalitete. 
 
Slika 4.11:  Vrednosti AUC v odvisnosti od resolucije 
Na sliki 4.11 in  tabeli 4.2 vidimo, da je vrednost AUC do 21. meritve stabilna. Zadnji 
dve meritvi (najslabša resolucija) sta neuporabni. Model bi se lahko uporabil za 
vsakdanjo rabo, saj je učinkovit pri razpoznavanju slik slabše ločljivosti. V praksi to 
pomeni, da bi tudi s slabšimi kamerami ali nastavljeno nižjo ločljivostjo zajete slike 
dosegali dobre rezultate pri razpoznavanju oseb v realnem času. To bi zmanjšalo 
stroške procesa razpoznavanja, saj manjša ločljivost prinese tudi nižjo računsko 
zahtevnost algoritmov, prihrani prostor na trdem disku in pocení merilno opremo 
oziroma sistem za zajem slik. Na sliki 4.12 so prikazane krivulje ROC. 
4.4  Rezultati in analiza 57 
 
Velikost slike [px] AUC Velikost slike [px] 
240x240 (1) 0.9842 240x240 (1) 
230x230 (2) 0.9843 230x230 (2) 
100x100 (15) 0.9837 100x100 (15) 
60x60 (19) 0.9816 60x60 (19) 
50x50 (20) 0.9800 50x50 (20) 
40x40 (21) 0.9726 40x40 (21) 
30x30 (22) 0.9453 30x30 (22) 
20x20 (23) 0.7922 20x20 (23) 
10x10 (24) 0.4328 10x10 (24) 
Tabela 4.2:  Vrednosti AUC v odvisnosti od velikosti pomanjšane slike 
 
 
Slika 4.12:  Krivulje ROC v odvisnosti od resolucije 
 
 
4.4.4  Vpliv glajenja 
Zopet smo uporabili zbirko LFW. Slike smo obdelali s pomočjo matlabove 
knjižnice za procesiranje slik s funkcijama fspecial in imfilter z argumentoma disk in 
average, ter dodatnim argumentom, ki pomeni velikost okna – v nadaljevanju 
velikostFiltra. Primer je viden na sliki 4.13. 
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Slika 4.13:  Primer glajenih slik, argument 'disk' 
 
 
Slika 4.14:  AUC v odvisnosti od parametra funkcije za glajenje slik 
 
Na sliki 4.14 in tabeli 4.3 lahko opazimo, da krivulja AUC v odvisnosti od 
velikosti filtra hitreje pade pri postopku glajenja z argumentom disk, ki povpreči 
vrednosti matrike velikosti 2*velikostFiltra+1, kjer je filter krožne oblike, kot z 
argumentom average, ki povpreči kvadratne okvirje vrednosti matrike velikosti 
velikostFiltra*velikostFiltra. Ker prvi postopek zajame večje področje pri povprečenju 
vrednosti okvirjev slikovnih enot, se slike prej zameglijo in so posledično slabši tudi 
testi nad njimi. Primer zamegljenih slik s postopkom disk je prikazan na sliki 4.13. 
 








- 0.9770 0.9770 
1 0.9768 0.9771 
2 0.9763 0.9772 
3 0.9752 0.9767 
4 0.9738 0.9764 
5 0.9707 0.9754 
6 0.9631 0.9750 
7 0.9446 0.9738 
8 0.9096 0.9720 
9 0.8604 0.9698 
10 0.8048 0.9655 
11 0.7487 0.9594 
12 0.6941 0.9478 
13 0.6475 0.9326 
14 0.6078 0.9111 
Tabela 4.3:  Vrednosti AUC (glajenje) 
 
S filtrom tipa disk vrednosti AUC pri 7. testu oziroma velikosti filtra 15x15, pri 
filtru tipa average pa pri velikosti 12x12, padejo pod mejo AUC = 0.95. Obe krivulji 
od te točke naprej strmo padeta. 
Model VGG je občutljiv na glajenje in na močno meglenih slikah ne bo dal 
dobrih rezultatov. Razpoznavanje takšnih slik je težavno tudi za človeško oko. Zaradi 
podobnega ozadja slike, podobne barve las, polti kože in drugih nejasnih, zamegljenih 
telesnih značilnosti bi bila tudi stopnja napake človeškega odločanja velika. 
 
Slika 4.15:  Primer različnih slik, ki so bile osnova za test 7. Koliko različnih oseb je na sliki? 
Na 4.15 je 7 različnih slik, obdelanih s filtrom tipa disk velikosti 7, vrednost 
AUC pa je za ta test znašala AUC7 = 0.9446. Na sliki je 7 različnih oseb. 
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4.4.5  Vpliv glajenja z učinkom premika 
Iz pred-obdelanih slik, ki simulirajo zameglitev zaradi premika sistema za zajem 
fotografije ali subjekta le-te, smo tako kot za analizo glajenih slik izračunali vektorje 
značilk s pomočjo modela VGG. Primer slik je prikazan na sliki 4.16. 
 
Slika 4.16:  Primer slik, ki simulirajo premik subjekta ali sistema za zajem slik 
Slike smo obdelali s pomočjo Matlabove knjižnice za procesiranje slik s 
funkcijama fspecial in imfilter z argumentom motion. Funkcija za razliko od prejšnjega 
testa sprejme še 2 dodatna argumenta. Prvi pomeni število pikslov zamika, kar smo s 
korakom 1 povečevali od 1 do 40, drugi pa kot zamika glajenja v obratni smeri urinega 
kazalca. Izbrali smo 0° in 45° kot zamika. Dobili smo 80 meritev, po 40 za vsak kot. 
Primerjava obeh sklopov meritev kaže, da vrednost AUC hitreje pade pri zamikih v 
smeri pod kotom 45°. Prvih 15 testov, se pravi do vključno velikosti zamika 15 
slikovnih elementov v obeh sklopih, da rezultat AUC > 0,95. Pri 0 stopinjskem kotu 
je vrednost AUC več kot 0,9 do vključno 21. meritve, pri 45 stopinjskem pa je takšnih 
testov le 18. 
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Slika 4.17:  Vrednost AUC v odvisnosti od velikosti filtra (premika) 
 
 
Na sliki 4.17 lahko vidimo, da z večanjem vrednosti argumenta Matlabove 
funkcije filtra 'blur motion' vrednost AUC pada. 
 
Slika 4.18:  ROC krivulje  v odvisnosti od premika 
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Slika 4.19:  Povečava zanimivega dela krivulj ROC (premik) 
 
Na slikah 4.18 in 4.19 so izrisane ROC krivulje za referenčni test neobdelane 
slike in prvih 20 testov za oba obravnavana kota zamika theta.  
   
Argument funkcije Theta 0° Theta 45° 
1 0.9842 0.9842 
2 0.9841 0.9842 
3 0.9842 0.9839 
4 0.9839 0.9838 
5 0.9834 0.9835 
6 0.9827 0.9830 
7 0.9819 0.9826 
8 0.9803 0.9815 
15 0.9560 0.9533 
16 0.9485 0.9422 
18 0.9328 0.9111 
19 0.9255 0.8894 
21 0.9040 0.8460 
22 0.8903 0.8171 
Tabela 4.4:  Vrednosti AUC pri theta = 0° in 45° (premik) 
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V tabeli 4.4 so zbrane zanimive vrednosti AUC posameznih testov. Vrednosti 
AUC pri slikah, glajenih s filtrom zamika 1 sta enaki in znašata AUC = 0,9842, kar je 
pričakovano, za filtre zamika 2 do 4 pa se razlikuje za ne več kot 0,0003 od 
referenčnega testa neobdelanih slik. Razlika med uspešnostjo razpoznavanja oseb za 
posamezen kot theta se z večanjem argumenta vrednosti povečuje.  
Vektor razdalj med 500 pari osnovnih slik A in slikami Bref, B1, …, B80 smo pri 
vsakem testu dopolnili s 500 vrednostmi testov različnih oseb, pri čemer smo za vseh 
81 testov uporabili isti protokol, ki je zapisan v datoteki pairsDevTest.txt.  
Rezultate lahko tolmačimo tudi sledeče. Z vidika modela VGG sta si sliki 
oziroma osebi na slikah A in B18 ter B19 (testa z argumentom 18 za oba kota zamika) 
bolj podobni, kot sta si podobni sliki dveh različnih oseb, kar je prikazano na sliki 4.20.  
 
Slika 4.20:  Primer primerjanih parov po omenjenem protokolu 
 
 
4.4.6  Vpliv osvetlitve 
Zbirka EYB je razdeljena v 5 pod-zbirk (angl. Subset). Slike so si med seboj zelo 
podobne, razlikujejo se v osvetlitvi, saj so bile v fazi generiranja zbirk filtrirane z 
različnimi postopki. V vsaki pod-zbirki je 64 slik 38 različnih oseb. 18 slik v zbirki 
manjka, saj so bile datoteke okvarjene in so jih iz zbirke izločili. Imamo torej 63 
meritev kosinusne razdalje med osnovno in drugače osvetljeno sliko, za vseh 38 
različnih oseb N+ = 63 * 38 – 18 = 2376.  Vzamemo enako število N- = 2376 meritev 
razdalj med različnimi osebami in dobimo skupaj 4752 meritev za vsako pod-zbirko. 
Vektorju pripišemo še vektor oznak za potrebe Matlabove funkcije perfcurve(). N- 
meritev različnih oseb smo izbrali naključno iz nabora 3x703 možnih kombinacij dveh 
različnih oseb za 3 različne osvetlitve.  
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Pri testih posamezne osvetlitve, to je 63 testov za vsako pod-zbirko, smo vektorje 
dolžine 1x38*2 (razen pri osvetlitvah z manjkajočimi slikami) napolnili z razdaljami 
med osnovno sliko in z drugače osvetljeno sliko iste osebe. Vektor razdalj med 
različnimi osebami smo izbrali v vseh 5-ih primerih po enakem določenem protokolu. 
Nekaj primerov svetlobnih pogojev lahko vidimo na 4.21. 
 
Slika 4.21:  primer zbirke EYB in generiranih zbirk 
Tabela 4.5 prikazuje vrednosti AUC testa posamezne pod-zbirke, poprečno 
vrednost AUC pod-zbirke vseh osvetlitev in števila meritev, kjer je bila vrednost AUCi 














EYB (grey) 0.6372 0.7139 10 17 27 
MWeber 0.7074 0.8054 15 12 19 
Sq 0.7171 0.7406 11 10 33 
Ssr 0.8197 0.8559 11 19 11 
Tan Triggs 0.6821 0.8043 14 10 20 
Tabela 4.5:  Rezultati testov EYB in generiranih zbirk (osvetlitev) 
 
 




Slika 4.22:  Krivulja ROC zbirke EYB 
Na sliki 4.22 lahko opazimo, da je najvišjo vrednost dal test celotne pod-zbirke 
označene z SSR, pod-zbirka GREY pa je dala najslabši rezultat. Test SSR je dal tudi 
največje število testov posamezne osvetlitve, kjer vrednost AUCi presega mejo 0.9 ali 
je enaka 1. Po tem kriteriju se je najslabše odrezala pod-zbirka SQ, kjer je bil AUCi v 
kar 33 od skupaj 63 meritev manj od 0.7, 21 meritev pa je doseglo rezultat AUCi > 
0.9. 
Na sliki 4.23 je prikazan graf vrednosti AUC glede na osvetlitev slike. Slike so 
bile zajete v krajšem časovnem intervalu pod različnimi koti odklona A (angl. 
Azimuth) in višinami E (angl. Elevation) osvetlitev. Referenčna slika ima vrednosti 
A,E = 0. Slike zavzemajo kote A iz intervala [-130,130]. Za vsak kot A je nekaj slik z 
različnim E, ki zavzame vrednosti z intervala [-45,90]. Na grafu so izrisani rezultati 
vseh pod-zbirk. Opazimo lahko, da je model VGG pri zmernih osvetlitvah natančen, 
medtem ko je pri skrajnih mejah uspešnost razpoznavanja slabša. Meritev, ki je v 
sredini področja in je dosegla slabši rezultat na vseh pod-zbirkah je izjema, kjer je 
vrednost A = 0, vrednost E pa 90. Nastala je namreč s skrajno temensko osvetlitvijo. 
Če rezultat te zbirke primerjamo z zbirko LFW, moramo upoštevati velikost 
izreza obraznega področja. Primerjava z 18. meritvijo testa izrezovanja obravnavanega 
zgoraj, ki je znašala AUC = 0,8462, ne izkazuje velikega odstopanja v rezultatih. Pod-
zbirka SSR, kjer je bila vrednost AUC = 0,8197, se je povsem približala. 
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Slika 4.23:  Vrednosti AUC v odvisnosti od osvetlitve 
 
4.4.7  Vpliv poze 
Vpliv poze subjekta na učinkovitost razpoznave modela VGG smo analizirali s 
pomočjo zbirke FERET [13] [14]. Kot je razvidno iz 4.24, se v zbirki poleg osnovne 
slike A nahajajo še slike iste osebe, ki ima pogled usmerjen v 8 različnih smeri 
(označene z B – I), referenčna slika J ter alternativna slika K. Ker slike predhodno niso 
bile poravnane, smo jih v fazi pred-obdelave s pomočjo Matlabove funkcije za 
detekcijo in lokalizacijo objektov/obrazov izrezali okoli obraznih področij. Analizirali 
smo uspešnost razpoznave celotne zbirke 200 oseb (2000 meritev razdalj med vektorji 
značilk različnih slik iste osebe in 2000 meritev razdalj med različnimi osebami na 
slikah) in uspešnost razpoznave za vsako pozo posebej (200 + 200 meritev). Za vse 
slike smo izračunali vektor značilk. Kosinusne razdalje med vektorjem značilk slike a 
in slikami b – k smo zapisali v matriko velikosti 200 x 10. Vseh 2000 meritev tvori 
prvi del vektorja rezultatov testa, drugi del vektorja pa napolnimo z vrednostmi 
kosinusne razdalje 2000 naključno izbranih parov vektorjev značilk različnih oseb. Za 
potrebe Matlabove funkcije perfcurve, ki izračuna podatke za izris ROC krivulje in 
vrednost AUC, definiramo še vektor oznak, ki ga sestavimo iz 2000 enic in 2000 ničel. 
 
Slika 4.24:  Primer osebe iz zbirke FERET 
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Učinkovitost razpoznavanja modela VGG nad zbirko slik FERET je odlična. Kot 
je razvidno na sliki 4.25, je vrednost AUC testa nad celo zbirko FERET znašala AUC 
= 0.9996. 
 
Slika 4.25:  Krivulja ROC testa zbirke FERET 
 
Slika 4.26:  Povečava krivulje ROC - zbirka FERET 














Tabela 4.6:  Vrednosti AUC zbirke FERET (poza) 
 
Vrednosti AUC posameznih sklopov testov so kot sledi v tabeli 4.6, pri čemer 
smo za vsak test vzeli 200 razdalj med vektorji značilk osnovnih slik A in B,C,..,K in 
200 razdalj med osnovnimi slikami A dveh različnih oseb. Pari z različnimi 
identitetami oseb so bili izbrani naključno. Podobno kot prej, tudi tukaj definiramo 
vektor oznak, ki je sestavljen iz 200 enic in 200 ničel za vse teste. 
Opazimo lahko, da so testi poz B, C in I nekoliko slabši od ostalih, kjer je rezultat 
maksimalen. Temu botruje položaj oziroma smer pogleda subjekta. Pozi B in I imata 
največji odklon obraza glede na frontalni pogled in sta skoraj profilni sliki. Poudariti 
velja, da je tudi Matlabova funkcija za detekcijo obraza pri več slikah s pozami B, C 
in I odpovedala, obraza ni lokalizirala, zato smo take slike obrezali po predhodno 
določenem okvirju na fiksni lokaciji. Za majhen delež teh slik je bil odrezan del obraza 
osebe, kar lahko prispeva k slabšim rezultatom določenih poz. Na sliki 4.26 je prikazan 
povečan zanimiv del krivulj ROC posameznih testov. 
Glede na rezultate testa robustnosti modela VGG na spremembo položaja osebe 
lahko sklepamo, da sta si osnovna slika in profilna slika iste osebe bolj podobni, kot 
sta si podobni frontalni sliki dveh različnih oseb. Model VGG je skoraj invarianten na 
pozo subjekta in bi kot tak lahko bil uporaben v končnih aplikacijah. 
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5  Zaključek 
Cilj diplomskega dela je bil preizkusiti robustnost delovanja globokih 
nevronskih mrež na različne dejavnike. Pri tem smo se osredotočili na problem 
samodejnega razpoznavanja obrazov in uporabili v naprej naučeno nevronsko mrežo 
z Univerze v Oxfordu, imenovano VGG. Mreža VGG spada med ultra globoke mreže 
in je v številnih tekmovanjih in skupinskih evalvacijah dala najboljše rezultate 
razpoznavanja. 
Kot je bilo prikazano v prejšnjem poglavju se model zelo dobro obnese na 
zbirkah LFW in FERET. Opazili smo lahko veliko stopnjo uspešnosti na osnovnih 
zbirkah, AUC je presegal 0,95. Visoko točnost so dosegali tudi testi pred-obdelanih 
slik, na katerih je za zanesljivo razpoznavanje s prostim očesom že omejeno. Vrednost 
AUC je pri glajenju padla pod vrednost 0,95 pri na pogled že zelo zamegljenih slikah. 
Ker je ena od karakterizcij kvalitete razpoznavalnikov pogojena relativno glede na 
človekovo dojemanje, lahko zaključimo, da je dala mreža VGG odlične rezultate.  
Tudi nad zbirko EYB je model dosegel slabši rezultat, predvsem na račun 
ekstremnih osvetlitev, ko so določeni obrazi v osnovni zbirki skoraj popolnoma 
zatemnjeni. Rezultati testov v ugodnih svetlobnih pogojih so izkazovali vrednosti, ki 
so povsem primerljivi testom drugih dveh uporabljenih zbirk. Testi nad generiranimi 
zbirkami, v katerih so rekonstruirani zatemnjeni deli, so pokazali, da so bili postopki 
svetlobnega normiranja obrazov orodja INface uspešni, saj so na testu razpoznave 
dosegli boljše rezultate kot osnovna zbirka v sivi barvni lestvici. Vrednosti tega testa 
na nobeni od pod-zbirk ni dosegla tako visokih rezultatov kot v prej omenjenih. Slike 
vsebuje precej manj informacije, kot barvne slike v primeru zbirke LFW.  
Pokazali smo, da je model uporaben v vsakdanjih aplikacijah za razpoznavanje 
obrazov. Pokazali smo, da se odlično obnese pri razpoznavanju poze, megljenih in 
zamaknjenih slik obrazov. Ena glavnih slabosti modela VGG je odvisnost uspešnosti 
verifikacije od osvetlitve.  
70 5  Zaključek 
 
Raziskava se je osredotočala na proces verifikacije statičnih slik, to je odločanje 
ali je na paru slik prikazana ista oseba ali ne. Raziskavo bi se dalo razširiti na 
dinamične video posnetke. Zanimiv bi bil tudi test modela za proces identifikacije, 
torej analiza uspešnosti določanja identitete eni ali več oseb na sliki ali video posnetku. 
Veliko prostora za izboljšavo ponuja možna dograditev modela, ki bi zanesljivo in 
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