has the same number of input and output links. The shuffle network is also an isotropic network, which means that every node sees the network in an identical way, and the spanning tree rooted at each node is the same for all nodes.
One of the most important factors determining the overall throughput of a multihop network is the packet routing control (algorithm). Deflection routing (also called hot-potato [4] routing with no buffer) is a technique that maintains required buffer size to be bounded, while providing a compatible network performance to the store-and-forward scheme [5] , [61. If deflection routing is used as a control principle, network throughput may be contingent upon network topology. Many research results have been reported on the effect of network topology variations on the performance of deflection routing [7] , [8] . In this paper, we examine another way to improve network performance through topology variations. A new definition of a shuffle network is used, which differs from the conventional one. This new definition was originally proposed by Krishna and Hajek in analyzing the performance of shuffle-ring type networks [7] . In their new definition, the tight relationship (i.e., N = kpk for given N ) between the number of stages ( k ) and the number of nodes per stage ( n ) is removed. The network topology becomes more flexible by allowing two independent variables whose product is N , i.e., N = kn. The new definition enables various distinct values of N to be realized into a shuffle network.
We provide an in-depth study of the performance of new shuffle networks by showing that different network topologies provide us with different network performance; by selecting a network topology properly, performance may be improved considerably. We concentrate mainly on the analysis and derivation of the expected number of hops. Throughout this paper, we consider shuffle networks with p = 2 for the comparison of various networks, while we derive general formulas for arbitrary p .
The remainder of the paper is organized as follows. In Section 11, we define a generalized shuffle network by comparing it with a classical shuffle network. The performance analysis of various network topologies is followed in Section 111. In that section, we derive an accurate model and an approximate model of the expected number of hops for different cases. Results are summarized and remarks are presented in Section IV.
GENERALIZED SHUFFLE NETWORKS
One important property of a classical shuffle network is its regular structure. However, this requirement always fixes a shuffle network as having k stages with p k nodes at each stage. In this classical definition of a shuffle network, feasible ' 0090-6778/96$05.00 0 1996 IEEE numbers of nodes are so sparse that many values of N cannot be realized. For example, assuming p = 2, if k = 1 then N = 2, if k = 2 then N = 8, if k = 3 then N = 24 and so on. As can be seen, these numbers are very discrete; thus, other given numbers, e.g., N = 16,32, e s , may not be realized into a shuffle network.
To solve this problem, we use a generalization of the shuffle network's structure [7] . In the new definition, they eliminate the tight relationship between k and n, instead allowing them to behave as two independent variables whose product equals N . A generalized shuffle network is defined as follows. at stage z + I, where j ' = ( J mod p"')p, in a perfect shuffle [3] . As in the classical shuffle network, the last stage of a GSN is connected to the first stage in a wrapped-around manner.
While a GSN is characterized by four parameters ( N , k , n , p ) , since we are only investigating the relationship between k and n for a given p , from now on we denote a GSN simply as P").
PERFORMANCE ANALYSIS OF THE GSN
In this section, we analyze the performance of the GSN. Particularly, we focus on deriving the expected number of hops in various network topologies. Since a GSN is characterized basically by two parameters k and n, we will determine the relationship between these two parameters. Eventually, we will ascertain the optimal values of k and n to achieve the smallest value of expected hops in the network. Note that in the remainder of the paper we do not assume a specific control algorithm, but the results can be used with any algorithm including store-and-forward and deflection routing.
Let the variable k' denote the number of stages in a conventional shuffle network with n(= p k ' ) nodes per stage, i.e., k' = logp n. However, note that in a GSN, k' is a virtual number of stages, while k is an actual number of stages. In the following analysis, we consider two cases separately, i.e., k 2 k' and k < k'. If k 2 k', we call the networks extra-stage shuffle networks, and if k < k', we call them reduced-stage shuffle networks. If k = k', it is the conventional shuffle network, and is a special case of the extra-stage shuffle networks. If a node is met more than once along a path from source to destination, it is overlapping. In both GSN cases, a source node begins to access every node in a stage after k' hops, if overlapping is not considered. We call this point a saturation point. After the saturation point in extra-stage shuffle networks, the source node encounters the same number of intermediate nodes (n) at each stage at each hop, until it 
A. Case k 2 k': Extra-stage Shufle Networks
In extra-stage shuffle networks, network performance parameters are easily calculated due to structural regularity. The number of nodes reachable after h hops from a source is given in Table I . It is easy to see that k' is the saturation point; after I C ' hops, the number of accessible nodes is fixed to n, and decreases after 5 hops. As a result, the expected number of hops is given by
The summations are simply calculated in a closed form by substituting k' with log, n
By substituting kn with N and by eliminating k , the expected number of hops can be represented as
Taking the derivative of E{hops}, the optimal value of n to make the function minimal can be obtained
Letting (d/dn)E{hops} = 0, the minimal value of n for k 2 k' can be given as
where (x) means the nearest integer of power of two to 2.
Note that n should always be selected to satisfy k 2 k'; in other words, nlog, n 5 N.
Furthermore, especially if n = p k , the above equation can be simplified as follows:
which is the same result as in [3] . In Table 111 , some calculations of the expected number of hops for different n's in case IC _> IC' are shown ( p = 2). The results in Table 111 indicate that as the number of stages increases, the expected number of hops also increases. This phenomenon matches a simple observation of networks, because more hops are needed as the number of stages increases, due to the saturation effect of the network. As a guideline in selecting a network topology for k 2 k', it is always preferable to keep k as small as possible. 
B. In Case k < k': Reduced-Stage Shufle Networks
In a reduced-stage network case, each of the source nodes meets a different number of intermediate nodes at each hop as it progresses to its destination. This means reduced-stage networks are not isotropic, and the spanning trees at each node are not identical. Since k < k', some nodes (stages) may be visited more than once until a packet arrives at the saturation point (k'). This phenomenon is illustrated in Fig. 3 . The relationship between overlapped stages can be better seen in an example for k = 2 and p = 2 , as shown in Fig. 4 . In Fig. 4 , possible paths from a source node to a destination node are represented by a tree. This tree is binary, and the source node is a root node. The destination node resides at one of the leaf nodes. Since k = 2, the source node (the leftmost black node in Fig. 4 ) may be visited again at the second hop in the worst case. If this happens, the gray-colored nodes are automatically revisited at the third hop. At the fourth hop, the overlapping effect becomes more complicated because the nodes visited at the first and third hops appear at the same time in an interfered manner. Hence, to make the analysis tractable, we derive an approximate model for the expected number of hops for h 2 2 k , while we derive an exact model expected number of nodes reachable at each hop is listed in Table   11 . The first part, 1 5 h 5 k -1, in Table I1 is 
I ) Expected Number of Hops for
one is a previously visited node at the first stage as a source node, while p' -1 nodes are newly visited. Hence, we can derive an expected number of nodes to visit at the kth hop as the source node at the first stage may meet itself again, as it may when h = k . A packet meets a different number of nodes at h = 2k depending on the source node. In other words, a packet from a certain source node may meet I I = p2' nodes, and other packets from different source nodes may encounter
respectively (see Fig. 4 ). Let p?. be a probability that a packet will meet I, nodes at h = 2k hops. Then, the expected number of nodes at h = 2k hops can be computed as 
Especially if k < k' < 2k, the saturation occurs in k < h < 2k, and destination nodes lie in 2k 5 h 5 3k -1.
In this case, a much simpler expression can be derived from Table 11 . The expected number of hops, multiplied by (kn -1), is represented as 1
J = O
2) Discussions: Table I11 shows some of the results of the expected number of hops for different n's. The network topology for k = 1 corresponds to a single-stage shuffle network. Note that the expected number of hops in a singlestage network is not minimal compared to multiple stage cases, even though a single-stage network has a minimum diameter in a class of shuffle networks. This phenomenon originates from the fact that there are many node overlappings in a single-stage network, which results in a low efficiency. The efficiency of a single-stage shuffle network can be improved by considering different connections between some nodes to avoid self-loops which causes a lot of node overlapping. For example, Maxemchuk considered an alternative architecture of single-stage networks in [5] where node 0 connects to nodes 1 and ( N -l), and node ( N -1) connects to nodes 0 and To substantiate the validity of the equal probability assumption in reduced-stage shuffle networks, simulation was conducted by measuring the actual number of hops taken by a test packet for various destinations. Fig. 5 shows that the approximate model, based on the equal probability assumption, predicts the expected number of hops fairly well, and matches simulation results. 
