We examine the roles of sample initial conditions and unobserved individual effects in consistent estimation of the dynamic binary response panel data model. Different specifications of the model are estimated using female welfare and labor force participation data from the Survey of Income and Program Participation (SIPP). These include alternative random effects models, in which the conditional distributions of both the unobserved heterogeneity and the initial conditions are specified, and fixed effects conditional logit models that make no assumptions on either distribution. There are several findings. First, the hypotheses that the sample initial conditions are either exogenous or in equilibrium are rejected by the data. Misspecification of the initial conditions results in drastically overstated estimates of the state dependence and understated estimates of the short-and long-run effects of children on labor force participation. The fixed effects conditional logit estimates are similar to the estimates from the random effects model that is flexible with respect to both the initial conditions and the correlation between the unobserved heterogeneity and the covariates. Heterogeneity appears to explain about 50% and 70% of the overall persistence in welfare and labor force participation, respectively. In addition, for female labor force participation, there is evidence that fertility choices are correlated with both unobserved heterogeneity and pre-sample participation histories.
Introduction
Understanding the dynamic processes underlying discrete economic phenomena is a topic of considerable interest to a wide range of researchers. There is a striking commonality in the observed dynamics of several of these discrete processes, including welfare (Bane and Ellwood, 1983) , and labor force participation (Heckman and Willis, 1977) ; firm import and export decisions (Roberts and Tybout, 1997) ; and the incidence of external debt crises in developing countries (Hajivassiliou and McFadden, 1998) . Specifically, all of these phenomena exhibit substantial serial persistence over time.
There are two potential explanations for this serial dependence in discrete outcomes that have been emphasized in the literature (see Heckman, 1981a and c) . On one hand, persistence may be the result of structural or "true" state dependence in which current participation directly affects the preferences or opportunities of individuals and, therefore, an individual's propensity to participate in the future. On the other hand, persistence may also result from either observed or unobserved heterogeneity across individuals, in that individuals have different underlying propensities to experience an outcome in all periods.
1 Such persistence can be viewed as "spurious" state dependence, since current participation does not structurally affect the future propensity to participate.
In each of the examples mentioned above, distinguishing between these two sources of persistence is substantively important. For example, knowledge of the degree of true state dependence is crucial for the debate over the impact of welfare programs. If welfare has "narcotic" incentive effects, then changing welfare program parameters, such as benefits levels, can reduce the average length of welfare spells. If most participation is due to permanent characteristics, then changing the nature of welfare programs will have little real effect. In addition, accounting for true lag adjustment in participation is necessary for obtaining consistent estimates of the long-run impact of changing welfare benefits. Finally, since the outcomes examined are discrete, the existence of true state dependence suggests that small shocks to the process underlying the participation decision could have discontinuous, lasting effects.
This study evaluates alternative approaches to differentiating state dependence from spurious serial correlation in binary outcomes. In the ideal analysis, the researcher would have access to experimental data with a rich time-series. Random assignment ensures that past participation would be unrelated to unobserved heterogeneity and that any observed serial dependence in participation could be attributed to state dependence. In the absence of this ideal, we consider non-experimental econometric models that use the longitudinal structure of the data to control for the confounding effects of heterogeneity.
The most ubiquitous dynamic model for binary response panel data allows for unobserved heterogeneity and first-order state dependence: 2 (1a) y it = 1(X it ′β + γy it-1 + α i + u it > 0); i = 1,…,N; t = 1,…,T-1, (1b) P(y i0 = 1|X i , α i ) = p 0 (X i , α i ) P(y it = 1|X i , α i , y i0 ,…, y it-1 ) = F(X it ′β + γy it-1 + α i ), where y it is the participation outcome for individual i in period t, and y i0 is the initial period observation; 1(•) is an indicator function equal to one if the enclosed statement is true and zero otherwise; X it is a vector of observables which affect participation, X i ≡ (X i0 ,…,X iT-1 ); α i is an unobserved individualspecific effect that is time-invariant; u it is an error term with distribution function F(•); and β and γ are the parameters of interest. γ is of particular interest since it represents structural state dependence in participation. α i , on the other hand, represents the source of spurious state dependence attributable to permanent unobserved heterogeneity across individuals (e.g., in earnings potential and/or tastes for leisure), while u it captures transitory unobserved heterogeneity.
The econometric analysis of model (1) is complicated by two factors. First, if the pre-sample history of the process is unobservable, as is usually the case, and there exists both heterogeneity and state dependence, then misspecifying the sample initial conditions will lead to inconsistent estimates of the model parameters, particularly the degree of structural state dependence. Since the extent of 'initial conditions' bias is inversely related to the panel length, it could be a serious issue in applications that rely on panel data containing a small number of time periods. Second, while approaches to this problem for the linear dynamic regression model are well-known, the nonlinear case is much less tractable (Heckman, 1981b) .
3 Surprisingly, there is little evidence on the relative performance of different estimators that address the incidental parameters and initial conditions problems in the nonlinear dynamic model.
This study compares alternative approaches to estimating model (1) . First, we analyze random effects models in which the distributions of both the unobserved individual effects and the initial conditions are specified. We estimate random effects models using both the logit and probit assumptions on the distributions of the errors, and three alternative assumptions on the initial conditions: treating the initial conditions as exogenous, in equilibrium, and adopting a flexible reduced form specification.
Second, we examine dynamic fixed effects conditional logit models (Honoré and Kyriazidou, 1998) , which make no assumptions on either the unobserved heterogeneity or the initial conditions.
The models are estimated using panel data on two different binary processes: welfare participation and female labor force participation. This empirical evaluation of model performance is attractive for two reasons. First, empirical evidence on performance based on real world data complements the findings of Monte Carlo studies (e.g., Honoré and Kyriazidou, 1998 and Chintagunta et al., 1999) , which may be sensitive to the design of the simulations and have unknown relevance for specific empirical applications. Although the true data generating process is not known, we use a variety of specification tests to gauge the relative merits of the models. Second, the analysis provides new evidence on two empirical processes of considerable interest to labor economists.
There are several substantive findings. First, the hypotheses that the sample initial conditions are either exogenous or in equilibrium are rejected by the data. Misspecification of the initial conditions results in drastically overstated estimates of the state dependence and understated estimates of the shortand long-run effects of children on labor force participation. The fixed effects conditional logit estimates are similar to the estimates from the random effects model that is flexible with respect to both the initial conditions and the correlation between the unobserved heterogeneity and the covariates. Heterogeneity appears to explain about 50% and 70% of the overall persistence in welfare and labor force participation, respectively. In addition, for female labor force participation, there is evidence that fertility choices are correlated with both unobserved heterogeneity and pre-sample participation histories.
In the next section, we discuss the alternative random effects and fixed effects approaches and outline the specifications to be examined. Section 3 describes the data used, while section 4 contains the empirical results. Section 5 concludes with a discussion of the results.
The Dynamic Binary Response Panel Data Model
Consistent estimation of both fixed-and random-effects formulations of the model described by equations (1a) and (1b) requires several additional assumptions. First, it is assumed that the first-order lag structure is correct, and that the observables, X i , are strictly exogenous conditional on α i , y it-1 , and y i0 .
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Second, the distribution function of the transitory errors, u it , must be correctly specified. Also, Chamberlain (1993) shows that the parameters of a model with feedback (e.g., through state dependence) and random coefficients are often not identified, even in the linear case. As a result, we assume homogeneous effects of the variables of interest on participation probabilities.
In random effects models, the distribution of the unobserved effects α i , conditional on the observables X i , is explicitly specified, as is the distribution of the sample initial conditions y i0 , conditional on α i and X i . Fixed effects models, on the other hand, require no assumptions on either the individual effects or the initial conditions, both of which are allowed to have arbitrary relationships with the explanatory variables. However, these models do assume that the transitory errors are i.i.d. over time with logistic distribution functions.
The specifications of the unobservables used in our analysis are chosen to span approaches that are both commonly used and can be systematically compared. To facilitate the comparison between the 4 Define X T i =(X i1 ,…,X iT ) and X t i =(X i1 ,…,X it ), then the strict exogeneity condition is E(u it |X T i , α i , y it-1 )=0, or that E(y it |X T i , α i , y it-1 )=E(y it |X t i , α i , y it-1 ). Arellano and Carrasco (1996) develop a random effects estimator for the dynamic binary choice model where the covariates are assumed to be pre-determined instead. 5 Honoré and Kyriazidou (1998) develop an estimator of the model that is consistent if u it is independent over time with a distribution function that is strictly increasing. However, they infer that this semi-parametric estimator has a convergence rate slower than N -1/3 and a non-normal asymptotic distribution.
random effects and fixed effects conditional logit models, most of the specifications examined assume that u it is i.i.d. logistically distributed. However, an advantage of some random effects models, such as the probit model, is that one can relax the restriction that the errors are i.i.d. over time. Consequently, in the random effects analysis we assume that α i is normally distributed in order to simplify the comparison between the probit and logit models. Finally, we consider three different possible relations between the unobserved heterogeneity and the exogenous variables: 'pure' random effects, which assume that α i and X i are independent; 'correlated' random effects, which allow α i to be a linear function of X i ; and fixed effects, which allow for arbitrary dependence. Table 1 summarizes the model specifications compared in this study and discussed in this section. 
Random Effects Approaches
If the statistical relationship between the individual effects, initial conditions, and explanatory variables is correctly specified, then "random effects" estimators of model (1) will be consistent and efficient. First, we consider random effects models that assume u it ∼ i.i.d. logistic and
and independent of X i . Let θ be the vector of parameters that fully parameterizes model (1) and y i = (y i0 , y i1 , ... , y iT-1 ), then the likelihood contribution of observation i is:
The random effects approach also requires the specification of the relation between the initial observation and the unobserved heterogeneity and observables, P(y i0 |X i , α i ). We examine three approaches to handling the sample initial conditions that have been adopted by researchers and vary in how restrictive they are.
The simplest, and often naïve, approach assumes that the pre-sample history, or initial conditions y i0 , are exogenous and can be ignored (e.g., Heckman, 1978 Heckman, , 1981a Heckman, and 1981c . This restriction is valid only if the process begins at the start of the observed sample period (i.e., the first period of observation is 6 We also estimated specifications that assume the random effects have a common discrete distribution with a finite number of mass points. While this method allows for a relatively unrestricted specification of the individual effects (Kiefer and Wolfowitz, 1956, Heckman and Singer, 1984) , the results were very similar to those obtained under the normality assumption (see Chay and Hyslop, 1998) . In previous empirical applications (Hyslop, 1999 and Chay, 1995) , we also allowed the errors, u it , to be serially correlated. the true initial period), or if the disturbances that generate the process are serially independent, which is not the case in the presence of unobserved heterogeneity. Here, the conditional probability of the initial sample outcome is:
(2) P(y i0 |X i , α i ) = P(y 0 ), and the initial conditions are independent of the individual effects and can be ignored when estimating the structural model. However, if either observed or unobserved heterogeneity is a determining factor in the initial sample conditions, then this approach will overstate the amount of state dependence in the process.
We refer to this as model RE-L1 in Table 1 .
The second restriction on the initial conditions that we consider assumes that the dynamic stochastic process which generates the observed participation sequences is in equilibrium at the beginning of the sample period (e.g., Card and Sullivan, 1988) . Here, the initial period steady-state probability of participation is:
where R 0 i p ≡ P(y it = 1|y it-1 =1, X i0 , α i ) and A 0 i p ≡ P(y it = 1|y it-1 =0, X i0 , α i ) are, respectively, the 'retention' and 'accession' probabilities conditional on the initial period observables. We refer to equation (3) as the equilibrium initial conditions restriction (model RE-L2 in Table 1 ). In the logit case: This stationarity restriction is unlikely to hold when the observable covariates are time-varying and important determinants of participation.
The third and least restrictive approach to the initial value problem that we examine uses a reduced form approximation to the initial sample observation (Heckman, 1981b) . This approach provides a flexible characterization of the sample initial conditions in terms of the observable covariates and unobserved individual effects:
(4) y i0 = 1(X i0 ′β 0 + δ 0 α i + u i0 ).
For the logit (u i0 ~ i.i.d. logistic), the 'reduced form' initial conditions restriction is:
This is model RE-L3 in Table 1 .
The reduced form specification provides a point of departure for two other random effects models that examine the sensitivity of the estimates to two of the above stochastic restrictions. First, we use the probit model (i.e., u it ~ normal) to relax the assumption that the transitory errors are independent over time. We adopt the reduced form approach to the initial conditions and maintain the assumption that α i ∼ 
). 7 These are models RE-P1 and RE-P2 in Table 1 . Both use the following specification for the initial conditions:
Assuming u i0 ~ N(0,1) leads to:
where, for reasons of parsimony, we restrict the covariance between the reduced form error and later period unobservables to be constant: i.e., cov(u i0 , α i +u it ) = σ 0 , for t=1,…,T-1.
In the second extension to the random effects models, we relax the assumption that α i is independent of X i and consider a correlated random effects specification for α i in the logit model. Here, we assume that α i has a linear relation with the (time-varying) explanatory variables: Table 1 ) is the most unrestricted random effects model in our analysis and provides a natural comparison for the fixed effects conditional logit model. 7 In contrast to the linear and logit models, the probit model can distinguish first-order state dependence from firstorder serial correlation (Heckman, 1978) . In fact, state dependence can be distinguished from more unrestricted error correlation structures since the most general multivariate probit cannot generate a Markov chain. This result is attributable to the multivariate probit functional form (Chamberlain, 1985) .
Fixed Effects Approaches
If the relationships between the unobserved heterogeneity, initial conditions, and explanatory variables are misspecified, then random effects estimators will be inconsistent. We therefore consider fixed effects conditional logit estimators of model (1) that do not require any assumptions on the mixing distribution of the unobserved individual effects. If u it ∼ i.i.d. logistic and independent of (X i , α i , y i0 ) in all periods, then the incidental parameters α i can be absorbed with the proper conditioning statement, thereby also circumventing the initial conditions problem. Here, α i and y i0 are not specified and are allowed to have arbitrary relationships with X i .
First, consider the model with no exogenous regressors (β=0). If individuals are observed for at least four periods and u it ~ i.i.d. logistic, then γ can be identified without assumptions on the incidental parameters. In particular, there exist a set of sufficient statistics that absorb both α i and y i0 when conditioned on (Cox, 1958 , Chamberlain, 1985 . The model is: where the relationship between y i0 and α i is left unspecified. Consistent identification of γ is based on the fact that this conditional probability is independent of α i . If there is no first-order state dependence, then sequences in which individuals participate in adjacent periods should be no more prevalent than sequences that have less "clumping" of participation within a conditioning group B.
For T=4, conditioning on B ≡ {y i0 =d 0 , y i3 =d 3 , y i1 +y i2 =1}, where d 0 , d 3 ∈ {0,1}, gives:
Here, the following pairs of sequences give conditional probabilities that depend on γ; (1100 vs. 1010) and (0011 vs. 0101). The only difference between the sequences is the path taken in the two intervening periods that connect the same initial and final points. The presence of structural state dependence implies that the first sequence in each pair should occur more often in the data. Maximizing the sample loglikelihood analog of (6) provides an estimate of γ. This is model FE-L1 in Table 1 .
This idea can be extended to derive a fixed effects conditional logit estimator that is consistent and asymptotically normal in the presence of strictly exogenous explanatory variables (i.e., the logit form of model (1b)). In this case, conditioning on {y i0 =d 0 , y i3 =d 3 , y i1 +y i2 =1} will not eliminate the unobserved individual effects. However, Honoré and Kyriazidou (1998) show that if, in addition, X i2 = X i3 , then there exist conditional probabilities that are independent of α i and identify β and γ. In particular,
does not depend on the individual effects and allows for arbitrary dependence between α i , y i0 and X i .
Identification of γ comes from differences in the observed frequencies of sequences that are identical except for the path changes that occur in the intervening periods among individuals whose exogenous characteristics are stationary in the final two periods. β is identified from changes in the exogenous variables in the two middle periods for these same individuals.
Based on this insight, Honoré and Kyriazidou derive an estimator which puts greater weight on observations with X i2 close to X i3 (and asymptotically uses only observations where X i2 = X i3 ). They propose the following estimator for the four period case:
where K(•) is a kernel weighting function which gives greater weight to observations with smaller differences, and σ N is a bandwidth that goes to zero as N increases. If P(X i2 =X i3 )>0 (e.g., discrete covariates or controlled experiments) and (X i1 -X i2 ) has sufficient variation conditional on (X i2 =X i3 ), then the K(•) function can be replaced by a 1(X i2 -X i3 = 0) indicator function and the resulting estimator will . Also, this rate will fall as the number of covariates increases.
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This approach (model FE-L2 in Table 1 ) uses differencing and matching to account for the confounding effects of the unobserved heterogeneity and initial conditions when estimating γ. In particular, individuals with nearly identical sequences and stationary observables in the final two periods provide the counterfactual for what would have occurred in the absence of state dependence. The estimator relies on the assumption that lagged participation is conditionally independent of unobservable determinants of current participation. When the conditioning statement holds, it will consistently identify the degree of state dependence under the maintained assumptions on u it .
To the extent that X i2 ≠X i3 , the estimator will 'over-difference' the data and understate the role of y i0 . This results in an estimate of γ that is biased down in finite samples. 10 Since the number of periods used in equation (7a) is fixed at four, this bias will not decrease as T increases. Further, the importance of the initial conditions, and therefore the size of the attenuation bias, increases in the amount of true state dependence and as (X i2 , X i3 ) become less stationary. In Monte Carlos, Honoré and Kyriazidou find that the negative bias in the conditional logit estimator of γ increases both as the true γ and the bandwidth size, σ N , increase. By contrast, the conditional logit estimator for β performs quite well, with a bias that falls rapidly as T increases and is relatively insensitive to both the true γ and the bandwidth choice. It is important to note, however, that the conditional logit estimator for both β and γ is substantially less biased than the inconsistent maximum likelihood estimator that estimates the fixed effects.
Equation (7) shows that the fixed effects conditional logit estimator absorbs a lot of information in order to non-parametrically condition out the unobservables. Consequently, although this approach requires no parametric assumptions on α i and y i0 , a correctly specified random effects estimator may provide a substantial efficiency gain. To assess this tradeoff, we use the Hausman (1978) specification test to compare the fixed effects estimator (FE-L2) with the correlated random effects estimator that uses the reduced form initial conditions specification (CRE-L1). The random effects estimator is consistent and efficient if the distributions of α i and y i0 are correctly specified but inconsistent otherwise, while the fixed effects estimator is consistent in either case. To the extent that the fixed effects estimator of γ is biased down (e.g., due to nonstationary X's), this test procedure will be imperfect. 
Data and Descriptive Analysis
Several recent studies have applied the dynamic binary response model to a diverse array of topics. 12 However, there is little evidence on the relative performance of the different approaches used by these studies. Our objective is to empirically evaluate different estimators of model (1).
To do this, we analyze two different labor market processes, female labor force and welfare participation, using data from the 1990 panel of the Survey of Income and Program Participation (SIPP).
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The SIPP panel contains 8 waves at 4-month intervals, covering a 32-month period. Although each wave collects information on the previous 4 months, we aggregate the monthly data to the 4-month level to mitigate the problem of misreported month-to-month changes. 14 For the welfare participation analysis, the sample contains all women who either received AFDC payments during or before the sample period or whose average total family income during the sample period is below the family-specific average poverty level. For the analysis of married women's labor force participation, the sample contains continuously married women whose husbands are labor force participants in each wave of the panel.
11 There are several other noteworthy points. First, while all of the approaches assume strict exogeneity of X i in the mixture model, they allow for feedback arising from first-order state dependence. Second, the stationarity assumption implicit in the fixed effects conditional logit estimator is restrictive (e.g., unrestricted time effects are ruled out). Below, we derive and implement a test of this assumption. Finally, to examine these assumptions further, we estimated the dynamic linear probability regression model using instrumental variables. The results from this approach are virtually identical to the results documented below (see Chay and Hyslop, 1998) . 12 For example, see Card and Sullivan (1988) , Moon and Stotsky (1993) , Roberts and Tybout (1997) , and Hajivassiliou and McFadden (1998) . 13 In Chay and Hyslop (1998) , we also used data from the Panel Study of Income Dynamics (PSID) to examine married women's annual labor force participation. The PSID and SIPP results are qualitatively identical. 14 See Marquis and Moore (1990) for a discussion of 'seam bias' and measurement error issues in the SIPP.
Further, both samples are restricted to women who are 18-65 years old and can be matched across each of the 8 waves. Appendix Table A1 contains summary information on the two samples. Table 2 presents the actual frequencies of the participation sequences observed in the data (Column 1) and the predicted frequencies from the various random effects models (Columns 2-6). Panels A and B summarize the welfare and labor force participation samples, respectively. For each sequence, a "1" in the t th position indicates participation in the t th period, while a "0" indicates non-participation. The sequences are grouped into the 9 sufficiency classes (i.e., the total number of periods an individual participates during the sample frame). Within each sufficiency class, sequences with two transitions or less in their participation state are listed individually, while sequences with more than 2 transitions are grouped together in the 'Miscellaneous' category.
There are several noteworthy patterns in the actual frequencies. First, both processes exhibit substantial serial persistence over time. The overwhelming majority of women participate in either all or none of the sample periods, ruling out the possibility that the underlying process is independent over time.
Second, it appears that this serial dependence cannot be explained solely by unobserved heterogeneity. In the absence of true state dependence, conditioning on the sufficiency class absorbs the individual effects in the logit model. Here, one might observe different frequencies across sufficiency classes but would expect very similar frequencies across sequences within a class (conditional on the exogenous regressors).
However, it is clear that within sufficiency classes most women experience sequences with few participation state transitions. For example, in the class in which women participate a total of 4 times (bottom of Panels A and B), the sequences in which all participation occurs in either the first four or last four consecutive periods are the most prevalent, by far.
These patterns suggest that a model that includes state dependence and/or serially correlated errors will fit the sequences better than one with only unobserved heterogeneity. We examine the ability of alternative estimators to distinguish between these sources of serial dependence and fit the data well.
Further, the similarity of the welfare and labor force participation patterns suggests that our findings may provide guidance for a wide variety of contexts.
Before proceeding, we provide a simple descriptive analysis of the sequences that are used to identify state dependence in the fixed effects conditional logit model. Recall that the Cox and Honoré and Kyriazidou approaches condition out α i by fixing the initial and final states and the sufficiency class. Table 3 presents the relative frequencies and sample characteristics of the sequence pairs that provide information on γ in the 4-period case. Columns 1 and 2 compare the sequences (0,1,0,1) versus (0,0,1,1) and (1,1,0,0) versus (1,0,1,0), respectively. In the absence of state dependence (and covariate effects), the expected relative frequency would be 0.5. In both processes, the (0,0,1,1) and (1,1,0,0) sequences occur much more often than the (0,1,0,1) and (1,0,1,0) sequences, with relative frequencies close to 0.9:0.1 in all cases. This implies the strong presence of positive first-order state dependence in both processes, with greater dependence in AFDC recipiency than in labor force participation.
The Honoré and Kyriazidou estimator also relies on stationarity of the covariates in the final two periods for identification. To address this, Table 3 also presents the period 2 to 3 changes in the timevarying variables for each sequence pair. It appears that the fertility of women with sequences that are informative about γ is nonstationary. Women who received welfare or did not participate in the labor force in the final period had an increase in the number of dependent children from the preceding period.
Consequently, the conditional logit estimator of γ in equation (7a) may be biased down in small samples.
More generally, since transitions into and out of welfare and labor force participation are associated with family structure changes, accounting for potential feedback relations may be important for consistent estimation of γ and β (for more details, see Chay and Hyslop, 1998) .
Empirical Results
Here, we present the results from estimating the various specifications of model (1) summarized in Table 1 for the welfare and labor force participation samples. First, we discuss the pure random effects logit and probit results, which assume that α i and X i are independent, and focus on the issues of initial conditions modeling and serial correlation in the errors, u it . Goodness-of-fit and Vuong (1989) testing criteria are used to compare these models. Then we discuss the correlated random effects and fixed effects logit results, with a focus on the robustness of assumptions on the (α i , y i0 , X i ) relationship. Here, the Hausman (1978) specification test is used for model comparisons. In addition, we derive and implement a test of the stationarity restriction underlying the fixed effects conditional logit model.
Random Effects Results
The alternative random effects models are based on different restrictions on the distributions of the transitory errors (u it ) and initial conditions (y i0 ). The logit models are estimated by maximum likelihood using Gaussian Quadrature methods with 20 evaluation points (see Butler and Moffitt, 1982) .
The log-likelihoods of the probit models are functions of T-variate integrals that are computationally intractable when standard numerical methods are used. As a result, the probit models are estimated by maximum simulated likelihood (MSL) using the smooth recursive conditioning (SRC) simulator with 20
replications per observation. 15 To facilitate a comparison of the logit and probit models, the total variance of the unobservables is normalized to 1 (i.e., Var(α i ) + Var(u it ) = 1).
16 Table 4 Row 1 of both panels contains the estimates of the first-order state dependence. When y i0 is assumed to be exogenous (Column 1), the random effects variance is set to 0 since the constrained estimate converges to the 0-boundary of the parameter space for both processes. This implies that there is no unobserved heterogeneity in participation propensities and that all serial persistence is attributable to γ and β. The resulting estimate of the state dependence in both welfare and labor force participation is substantial and of similar magnitude (γ ≈ 2.8). However, this estimate overstates the true γ if α i is a determinant of the initial sample condition, y i0 .
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When y i0 is assumed to be in a stationary equilibrium (Column 2), the estimated γ for AFDC participation is unchanged, and the Var(α i ) is again forced to 0. However, the estimated state dependence in labor force participation (LFP) falls by over 70% (γ ≈ 0.76). The reason for this dramatic change is that the model now assigns 77% of the overall residual variation to unobserved heterogeneity (Row 2).
Also, the estimated effects of all of the covariates fall in magnitude in Panel B.
Column 3 of both panels presents the results of the less restrictive model that uses a flexible reduced form to approximate y i0 . 18 The estimates for the AFDC sample in Panel A change substantially.
The estimate of Var(α i ) implies that 60% of the total error variance can be attributed to permanent heterogeneity. As a result, the estimated state dependence in AFDC recipiency falls by 55% (γ ≈ 1.29).
Further, the estimated short-run effects of several covariates increase in magnitude, although the reduction in the estimated γ implies that the long-run effects are less different from Column 2. 19 For the LFP sample, the estimates of γ and Var(α i ) change only slightly. However, the estimated effects of all but one of the 'exogenous' variables exhibit a sharp increase in magnitude.
The assumptions that the initial sample conditions are either exogenous or in equilibrium appear to be rejected by the data. For both samples, the exogenous y i0 restriction leads to severely overstated estimates of γ and understated estimates of Var(α i ). For the AFDC sample, the upward bias in γ remains when the equilibrium y i0 restriction is used. Further, in the flexible reduced form y i0 model, the estimated effects of the time-varying family structure variables (number of children and marital status) are larger.
This implies that individual fertility choices are correlated with pre-sample participation histories and that the stationarity required by the equilibrium y i0 model fails to hold in both samples. For the LFP sample, 17 We found that models with 'non-parametric' mass point heterogeneity were not identified in the exogenous y i0 specification, suggesting that the likelihood model is misspecified and/or does not converge to the consistent optimum in this case (see Chay and Hyslop, 1998) . 18 The mass point heterogeneity model with reduced form y i0 was identified for both the AFDC and LFP samples and resulted in estimates nearly identical to those from the normal heterogeneity model (Chay and Hyslop, 1998) . 19 In the linear model, the long-run effects of the X's are equal to β/(1−γ). When state dependence is not allowed for (γ=0), the short-run and long-run impacts of the covariates are identical (β).
the estimated short-and long-run impacts of fertility are more than 4-times larger in the reduced form y i0
case than for equilibrium y i0 . Table 2 provides further evidence that the exogenous and equilibrium y i0 restrictions do not hold empirically. Columns 2-4 of both panels contain the predicted frequency of each participation sequence from the three random effects logit models. The final row presents Pearson goodness-of-fit (GOF) test statistics, which are a quadratic form of the difference between the predicted and actual (Column 1)
frequencies. 20 For AFDC participation, the reduced form y i0 model fits the sequences substantially better than either the exogenous or equilibrium y i0 models. For the LFP sample, the exogenous y i0 restriction is again easily rejected when compared to the more flexible y i0 models. Also, the reduced form model fits the data better than the equilibrium model, but the GOF difference is smaller than for the AFDC sample.
We use the random effects probit model to examine the sensitivity of the parameter estimates to the assumption that the errors, u it , are serially independent. The probit also allows us to gauge the sensitivity of the results to alternative specifications of the error distribution. To provide a comparison to the logit model, Column 4 of Table 4 presents the results from a probit that uses a reduced-form y i0 specification and maintains the i.i.d assumption on u it . 21 In general, the estimates from this model and the logit model in Column 3 are very similar. The most notable difference is that the probit gives slightly higher estimates of γ (by 11-16%) and slightly lower estimates of Var(α i ) (by 6-9%) in both samples.
Column 5 of Table 2 gives the predicted frequencies of the participation sequences from this probit model. The predictions are very similar to those from the logit model in Column 4. As a result, the Pearson GOF statistics for the two models are nearly identical for the AFDC sample, while for the LFP sample, the GOF statistics suggest that the probit model provides a slightly better fit than the logit.
The Vuong (1989) non-nested test procedure can also be used to compare the (i.i.d. error) probit and logit models. Here, the test-statistic, V, is the normalized difference between the log-likelihood values of the two models: 20 For the model that assumes exogenous initial conditions, we conditioned on the first-period participation state and predicted only the last 7 participation outcomes. 21 Conceptually, the only difference between this model and the logit model in Column 3 of Table 4 is that u it is i.i.d. normal rather than logistic. In practice, however, the reduced-form restrictions imposed on the two models are also different due to the difference in functional forms.
where log l L (θ L ) and log l P (θ P ) are, respectively, the logit and probit log-likelihood values, and ω 2 is the sample variance of the difference in the log-likelihoods. If the two models are equivalent, then V has an asymptotic standard normal distribution under suitable regularity conditions. The last row of Table 4 presents the Vuong-statistics. For the welfare sample, V=0.62 implies that the logit and probit models are statistically equivalent. For the LFP sample, V=-2.54 implies that the probit specification fits the data slightly better, which is the same conclusion reached by comparing the GOF-statistics in Table 2 . We conclude that the probit and logit models are complementary rather than competitive.
The final column of Table 4 presents the results from the probit model that relaxes the i.i.d. error assumption. Here, u it is allowed to follow a stationary first-order autoregressive AR(1) process: u it = ρu it-1 Allowing for an AR(1) error results in an increase in the estimated state dependence and a decrease in the estimated heterogeneity variance. The change appears more significant in the LFP sample, partially due to its much larger sample size. On the other hand, the estimates of the covariate effects are virtually unchanged when the i.i.d. error assumption is relaxed.
The final column of Table 2 gives the sequence frequencies predicted by the AR(1) probit model.
For the AFDC sample, there is little difference in the fits of the AR(1) probit and the 'i.i.d.' logit and probit in Columns 4 and 5. However, for the LFP sample, the AR(1) model fits the data better than the 'i.i.d.' models. This is not surprising given the significance of the estimated ρ and the increase in the loglikelihood in Table 4B . Since the estimated ρ is negative, we do not give it a structural interpretation and conclude that it acts as a 'fitting' parameter. It is important to note that a probit model that allows for unobserved heterogeneity and an AR(1) error, but no state dependence, provides a much poorer fit to the sequences. Further, the resulting estimate of ρ implies that the latent process is close to a unit root. We conclude that the sequence frequencies in Table 2 are consistent with a discontinuity in the latent process (e.g., due to structural state dependence) and not with serially correlated shocks that evolve continuously.
We summarize the 'pure' random effects results as follows. For all specifications, there is strong evidence of positive state dependence in both binary processes. The reduced form y i0 model results in much smaller estimates of γ than the exogenous y i0 model. Thus, ignoring the endogeneity of y i0 leads to an overstatement of the state dependence and an understatement of the role of unobserved heterogeneity.
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Although the equilibrium and reduced form y i0 models give similar estimates for γ and Var(α i ) in the LFP sample, this is not true of the AFDC sample. Also, for both samples, the estimated covariate effects are very different in the two models, suggesting that the stationarity required by equilibrium y i0 does not hold.
The goodness-of-fit testing criteria further confirm that the exogenous and equilibrium y i0 hypotheses are rejected in favor of a more flexible reduced form model.
Heterogeneity explains about 50% and 70% of the overall persistence in welfare and labor force participation, respectively, and the estimated state dependence is greater in the AFDC sample. The estimated short-and long-run effects of children on labor force participation are much larger in the reduced form y i0 model. This suggests that inappropriately accounting for the feedback of pre-sample participation histories into fertility choices can lead to severe bias. Finally, the less restrictive reduced form model provides a significantly better empirical fit to the data in both samples. 
Fixed Effects Results
The pure random effects models assume that α i and X i are independent. If the time-varying variables, such as fertility, are correlated with unobserved heterogeneity in participation propensities, then the resulting estimates of their effects will be inconsistent. Here, we discuss the correlated random effects and fixed effects logit results, in which the independence assumption is relaxed. samples. For comparability across the models, we use the standard logit normalization for the variance of 22 The fact that the estimated Var(α i ) is 0 in the exogenous y i0 model suggests that the initial conditions are sufficient statistics for the unobserved heterogeneity. 23 We also estimated a dynamic linear probability model in which instrumental variables are used to address the initial conditions and feedback problems (Chay and Hyslop, 1998) . The results for γ and β from this approach are nearly identical to the results from the random effects logit and probit with the reduced form specification of y i0 .
the errors, Var(u it ) = π 2 /3. As a benchmark, Column 1 presents the 're-normalized' estimates from the random effects logit model in Column 3 of Table 4 (RE-L3). Columns 2 and 3 of each panel contain the correlated random effects (CRE) logit results. In the CRE specifications, equation (5) is used to model the correlation between α i and the time-varying covariates; marital status in the AFDC sample and number of children in both the AFDC and LFP samples. In Column 2, the coefficients on the full vector of X i in equation (5) are restricted to be equal (i.e., π s =π, ∀s=0,…,T-1). In Column 3, this restriction is relaxed and the coefficients are allowed to vary.
For the AFDC sample, the 'restricted' CRE estimates imply little (average) correlation between the family structure variables and heterogeneity in welfare propensities. The estimated π implies that marital status is unrelated to α i . The estimated correlation between fertility and α i is stronger but also statistically insignificant. The likelihood ratio (LR) statistic of 1.76 implies that the null that π = 0 cannot be rejected at conventional levels (2 degrees of freedom, p-value=0.41). The unrestricted CRE model in Column 3 rejects the null of no correlation between α i and the family structure variables at the 1% level (LR=32.90, 16 d.o.f., p=0.008). However, the estimates of γ, Var(α i ), and the effects of marital status and fertility are very similar across Columns 1-3, suggesting that the heterogeneity bias is small in the AFDC sample. While the estimated impact of children is 15% lower in the CRE model than in the pure random effects model, the sampling errors are noticeably larger.
For the LFP sample in Panel B, both the restricted and unrestricted CRE estimates imply that fertility choices are correlated with unobserved heterogeneity. In Column 2, the restricted correlation between fertility and α i is significant and suggests that women with lower latent probabilities of working have more children. Controlling for heterogeneity bias of this type reduces the estimated effect of children by one-third. The Column 3 results imply that the Column 2 specification of the relationship between α i and X i is too restrictive (LR=40.30, 7 d.o.f., p<0.001). However, as in the AFDC case, relaxing this restriction does not change the estimated impact of family structure on participation.
The CRE model in Column 3 is the least restrictive random effects approach in our analysis.
However, if the relationships between α i , y i0 , and X i are misspecified in equations (4a) and (5), then the resulting estimates of γ and β will be inconsistent. To examine the robustness of these assumptions, we estimate fixed effects conditional logit models, in which α i and y i0 are not specified and are allowed to have arbitrary relations with X i .
Columns 4 and 5 of Table 5 contain the conditional logit results from models without covariates (Cox, 1958 , Chamberlain, 1985 and with time-varying exogenous variables (Honoré and Kyriazidou, 1998) , respectively. Without covariates, the fixed effects estimate of the state dependence is similar to the correlated random effects estimate in Column 3. The estimated γ is only 4% lower in the AFDC sample and 9% lower in the LFP sample. This suggests that the bias in the CRE estimator due to misspecification of the distribution of α i and the relation between α i and y i0 is relatively small. On the other hand, the sampling errors for the fixed effects estimates are virtually unchanged, suggesting that the efficiency loss is small relative to the more parametric random effects estimator.
The conditional logit model that includes the time-varying family structure variables provides a direct comparison to the CRE model with the reduced-form approximation to y i0 . Since marital status and number of children are discrete variables, the analysis can condition on women for whom these variables are stationary in the key periods. In equation (7a), this implies that the kernel weighting function, K((X i2 -X i3 )/σ N ), can be replaced by a 1(X i2 -X i3 = 0) indicator function. Thus, we avoid the choice of a kernel function and bandwidth. The resulting estimator has an N -1/2 convergence rate and should exhibit less attenuation bias in the estimated state dependence.
Focusing first on the AFDC results in Panel A, adjusting for the effects of the family structure variables reduces the estimated γ. The random effects specification of the individual effects and initial conditions appears to lead to a slight overstatement of the true state dependence by about 9%. However, the fixed effects estimate of γ has a much larger sampling error than the CRE estimate. 24 Further, the FE estimates of the effects of marital status and fertility are very similar to the random effects estimates in Column 1, especially given the sampling errors. This suggests that α i and X i are not correlated in the AFDC sample, a finding consistent with the CRE results. 24 The sampling errors of the estimates in Column 5 are calculated using the bootstrap with 1,000 replications. The mean and median of the bootstrap estimates of γ and the children coefficient are identical to the sample estimates for both samples. The median of the bootstrap estimates of the marital coefficient is identical to the sample estimate, but the mean is different, although similar to the random effects estimates (-2.63 ). This is true even as the number of bootstrap replications is increased (e.g., 2,000 replications).
The fixed effects model results in a large loss in precision due to the matching and differencing that is required to non-parametrically absorb α i and y i0 . 25 We use the Hausman (1978) specification test to compare the estimates in Columns 3 and 5 and assess the tradeoff between the FE and CRE models. In principle, this provides a test of the CRE assumptions that α i ~ N(Σ s X is ′π s , 2 η σ ) and y i0 = 1(X i0 ′β 0 + δ 0 α i + u i0 ), where u i0 ~ i.i.d. logistic. Let θ and θ denote the CRE and FE estimators, respectively. Then the Hausman test statistic is:
. 26 Under the null hypothesis (θ =θ ), H has an asymptotic chi-square distribution with degrees of freedom equal to the dimension of θ. For the AFDC sample, the H-statistic fails to reject the equivalence of the CRE and FE models (H=2.09, 3 d.o.f., p=0.55).
For the LFP sample, the conditional logit estimate of the fertility effect is identical to the CRE estimate, implying that equation (5) provides a good approximation to the fertility-heterogeneity relation.
Consistent with the CRE results, accounting for the heterogeneity bias arising from this correlation reduces the estimated impact of children by over 25%. Similar to the AFDC results, the FE estimate of the state dependence is about 11-12% lower than the CRE estimate in Column 3. However, since there is very little loss in precision in the estimated γ, the Hausman test easily rejects the equality of the FE and CRE estimates (H=51.5, 2 d.o.f.). Although this implies that the random effects specifications of α i and y i0 are statistically rejected, the differences in the CRE and FE estimates are small in magnitude. Also, if the FE estimate of γ is biased down due to 'over-differencing', this test procedure will be biased and tend to reject a correctly specified random effects model.
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Overall, the fixed effects estimates are very similar to the estimates from the random effects model that is flexible with respect to both y i0 and the correlation between α i and X i . As a final check of 25 Since there are few women who switch into or out of marriage, the FE estimate of the marital coefficient is particularly imprecise. That is, there is little variation in (X i1 -X i2 ) conditional on X i2 =X i3 among women with informative participation sequences.
robustness, we test the stationarity assumption on u it underlying the fixed effects model. This assumption implies that the parameter vector θ = (γ, β′)′ is over-identified when T>4. In particular, any 4-period subset of the data should result in the same estimate of θ as the 8-period estimator. This leads to a simple specification test of the stationarity assumption.
Let θ be the 8-period estimator, and θ 1 and θ 2 be the 4-period estimators based on the first and last 4 periods of data, respectively. 28 Then a test statistic of the stationarity assumption is:
where V is the asymptotic variance-covariance matrix of the vector of differences in the coefficient estimates. 29 Under the null that θ 1 = θ 2 =θ , S has an asymptotic chi-square distribution with 2k degrees of freedom, where k = dim(θ). The final row of Table 5 presents this test statistic. For both the AFDC and LFP samples, the S-statistic fails to reject the equivalence of the 3 estimators. 
Concluding Discussion
This study has compared random and fixed effects approaches to estimating the dynamic binary response panel data model using two different empirical applications. The analysis has focused on two sets of issues. First, we examined the impact of three alternative models of the sample initial conditions in the random effects analysis. Second, we compared the results from the random and fixed effects models to gauge the robustness of parametric restrictions on the unobserved heterogeneity and initial conditions, and their relations to the observables.
The analysis leads to several substantive conclusions that might be extended to other contexts. In the random effects analysis, both the exogenous and equilibrium assumptions on the initial conditions are rejected in the welfare and labor force participation samples. A flexible reduced form model of y i0
28 Choosing the first and last 4 periods should maximize the power of the test to reject the stationarity restriction relative to the degrees of freedom. 29 The estimator of the variance-covariance matrix of the coefficient differences was calculated using the 1,000 bootstrap replications of each of the 3 different estimators of θ. 30 In the linear probability model, the parameter estimates were unchanged when unrestricted state-time effects were included as controls (see Chay and Hyslop, 1998) . This further suggests that non-stationarity in the errors is not a major source of bias in the conditional logit approaches.
provides a significantly better fit to the data and results in greatly reduced estimates of the first-order state dependence. However, even after accounting for heterogeneity and serially correlated shocks, we find that the sequence patterns are consistent with a discontinuity in the latent process. Heterogeneity explains about 50% and 70% of the overall persistence in welfare and labor force participation, with greater estimated state dependence in the AFDC sample. By modeling the potential feedback of pre-sample histories, the reduced form approach also results in much larger estimates of the short-and long-run impact of children on work.
The correlated random effects and fixed effects results suggest that fertility and marital status are unrelated to unobserved heterogeneity in propensities to receive AFDC. However, fertility choices are negatively correlated with heterogeneity in work propensities. Controlling for heterogeneity bias of this type reduces the estimated effect of children on labor force participation by 25-30%. The fixed effects conditional logit estimates are similar to the estimates of the random effects model that is flexible with respect to both the initial conditions and the correlation between the unobserved heterogeneity and the covariates. The restrictions of the flexible CRE model on α i and y i0 and their relations with X i appear to be robust and lead to precise estimates. Further, the overidentifying restrictions of the FE conditional logit model are not rejected by the data, suggesting that it provides a valid and meaningful alternative.
Initial conditions matter in both samples and accounting for the endogeneity of pre-sample histories is crucial for consistent estimation of the structural state dependence and the effects of the covariates. Ignoring the contribution of heterogeneity to the initial sample observation leads to drastically overstated estimates of the state dependence. For the work decision, it appears that fertility choices are correlated with both unobserved heterogeneity and pre-sample histories. However, since the downward bias due to dynamic self-selection is much greater than the upward heterogeneity bias, conventional estimates of the fertility-work association understate the true impact of exogenous fertility shocks. This provides evidence that labor supply plans affect fertility choices over the life-cycle and that empirical models should account for dynamic decision-making (see Browning, 1992) .
In the absence of experimental data, this study has examined non-experimental methods that use the longitudinal structure of the data to control for omitted factors. A convincing quasi-experimental approach to this question would serve a two-fold purpose. In addition to providing credible estimates of the structural state dependence in discrete processes, it could give additional guidance on the performance of non-experimental approaches. Reliable, administrative data that contain many individuals observed over a long period at frequent intervals would also facilitate a comparison of different approaches to identifying the nonlinear dynamic model. (2) 2. RE-L2 αi ~ N(0,σ α 2 ) u it ~ iid Logistic In equilibrium: see equation (3) 3. RE-L3 αi ~ N(0,σ α 2 ) u it ~ iid Logistic Reduced form: see equation (4a) 4. CRE-L1 αi = Σs X is
Reduced form: see equation (4b) 6. RE-P2 αi ~ N(0,σ α 2 ) u it = ρuit-1 + εit:
Fixed Effects Conditional Logit Models 7. FE-L1 Unrestricted αi u it ~ iid Logistic Unrestricted y i0 , No Covariates: see equations (6) and (6a) 8. FE-L2 Unrestricted αi u it ~ iid Logistic Unrestricted y i0 , Covariates: see equations (7) and (7a) 
Notes:
A "1" in the t th position indicates participation in the t th period, while a "0" indicates non-participation. The rows labeled "Miscellaneous" represent all sequences with at least three transitions in each sufficiency class. Column (1) contains the actual frequencies; columns (2) --(4) contain predictions using random effect Logit models treating the initial conditions as Exogenous, in Equilibrium and using a Reduced Form approach respectively; columns (5) and (6) contains predictions using random effect Probit models with i.i.d. and AR(1) errors, respectively. 
Notes: Quasi-MLE standard errors are in parentheses. The Logit models are estimated using Gausian Quadrature with 20 evaluation points; the Probit models are estimated by Maximum Simulated Likelihood, using the Smooth Recursive Conditioning (SRC) Simulator with 20 replications. The sample consists of N=1934 individuals, observed in each of T=8 periods. In all models, the total variance of the unobservables is normalized to 1 (Var(α i ) + Var(u it ) = 1). The Vuong (1989)-statistic compares the logit and probit models in columns (3) and (4). Asymptotically, this statistic is distributed standard normal; see text for more details.
(a) Log-likelihood values for the Probit models are based on 500 simulation replications. Vuong-statistic ----------2.54 ---Notes: Quasi-MLE standard errors are in parentheses. The Logit models are estimated using Gausian Quadrature with 20 evaluation points; the Probit models are estimated by Maximum Simulated Likelihood, using the Smooth Recursive Conditioning (SRC) Simulator with 20 replications. The sample consists of N=5663 individuals, observed in each of T=8 periods. In all models, the total variance of the unobservables is normalized to 1 (Var(α i ) + Var(u it ) = 1). The Vuong (1989)-statistic compares the logit and probit models in columns (3) and (4). Asymptotically, this statistic is distributed standard normal; see text for more details.
(a) Log-likelihood values for the Probit models are based on 500 simulation replications. 
Notes: Quasi-MLE standard errors are in parentheses, except for Column 5 which has bootstrapped standard errors based on 1,000 replications. The sample consists of N=1934 individuals, observed in each of T=8 periods.
In all models, we use the standard logit normalization -i.e. Var(u it )=π 2 /3. The RE-L3 model in Column 1 is the same as that in Table 4A Column 3, except for this renormalization. The FE-L1 and FE-L2 models are based on Cox (1958) and Honoré and Kyriazidou (1998) . The 'Hausman-statistic' tests the equality of the estimates in Columns 3 and 5. The 'Stationarity' test statistic tests the stationarity of the errors, u it . See text for more details. 
Notes: Quasi-MLE standard errors are in parentheses, except for Column 5 which has bootstrapped standard errors based on 1,000 replications. The sample consists of N=5663 individuals, observed in each of T=8 periods.
In all models, we use the standard logit normalization -i.e. Var(u it )=π 2 /3. The RE-L3 model in Column 1 is the same as that in Table 4B Column 3, except for this renormalization. The FE-L1 and FE-L2 models are based on Cox (1958) and Honoré and Kyriazidou (1998) . The 'Hausman-statistic' tests the equality of the estimates in Columns 3 and 5. The 'Stationarity' test statistic tests the stationarity of the errors, u it . See text for more details. 
