In this paper, a simple fast electromagnetic (EM) optimization method for substrate integrated waveguide (SIW) filters is presented. The feature parameter deviations are estimated by direct response approximation based on the feature parameter model with few times quasi-Newton method. The parameter extraction process is more concise than the parameter identification techniques based on the rational polynomial model and can be used for lossless networks as well as lossy networks. The dimension correction is based on the Jacobian matrix which relates the physical dimensions and the feature parameters. An analytical general mapping model for SIW filters is extracted and applied to generate and update the Jacobian matrix for the first time. The extracted model can be directly used for SIW filter design without repeated extraction. This helps to minimize the number of EM simulations and avoid extra work for model extraction. Using general mapping model can overcome the robustness issue introduced by Broyden update methods. The number of EM simulations required to meet the specifications can be significantly reduced. The effectivity and robustness of the proposed method is validated by two design examples: a 10-order SIW Chebyshev filter and a 5-order SIW cross-coupled filter. The proposed method exhibits low complexity, good stability, good convergence speed and the ability to avoid being trapped in local minimum.
I. INTRODUCTION
The substrate integrated waveguide (SIW) technology demonstrates enormous value and has attracted more attention due to the advantages of low loss, low cost, compact size, mass-producible and easy integration with other planar circuits [1] - [3] . The SIW technology shows large design flexibility to realize complex passive components and circuits in one printed circuit board (PCB). Many high-performance filters based on SIW technology has been reported, including Chebyshev response filters [4] , [5] and filters with finite transmission zeros [6] - [8] . Some SIW filter-based passive components have also been developed [9] - [11] .
The design rules and techniques for SIW filters have been discussed in [12] - [14] . In most cases, the reliable and accurate responses of the SIW filters need to be obtained by the The associate editor coordinating the review of this manuscript and approving it for publication was Utku Kose. full-wave electromagnetic (EM) simulations. The initial SIW filter design has been improved in [15] . However, the initial EM model needs to be tuned and optimized to meet the certain specifications. Conventional direct optimization methods using full-wave EM simulation have extensive applicability but require high CPU computation resource and long computation time. Especially in the SIW structures, the large number of metallic via holes require high-density mesh in full-wave simulation solver. The optimization speed is determined by the computation time of each EM model simulation and the number of EM simulations. One way of improving the EM optimization speed is shortening the computation time for each EM model evaluation, such as the BI-RME method [16] . Another idea is reducing the number of EM model simulations as much as possible.
Serval methods have been proposed to reduce the number of EM model simulation in the optimization procedure. The space mapping (SM) and aggressive space mapping (ASM) method are the most well-known hybrid optimization methods to solve this problem [17] , [18] . The SM concept combines the computational speed of coarse models with the accuracy of fine EM models. The SM methods have been successfully applied in the design of microwave passive components. However, an essential problem exists in SM optimization is the convergence [18] , [19] . The nonuniqueness of the parameter extraction may lead to serious error in Jacobian matrix updating by using Broyden's rank one update and then cause divergence. The robustness of the SM method is improved by using the trust region method (TRSM) [19] . Some other optimization techniques using coupling matrix identification based on rational polynomial models have also been proposed in [20] . The coupling matrix is extracted from the solved EM model response. Then, the physical dimensions can be corrected according to the coupling matrix error and the Jacobian matrix or sensitivities matrix. The Jacobian matrix initialization in these methods requires many times of EM simulations. Focus on SIW filters, the efficiency and robustness of these methods can be further improved. Besides, the zero-pole optimization method [21] are also developed to reduce the frequency points for filter optimization.
In this paper, a simple and fast EM optimization method for SIW filters is presented. The proposed method aims to minimize the number of EM simulation and improve the robustness for SIW filters optimization. The proposed optimization procedure is composed of two stages. In the first stage, a feature parameter model is utilized for the error estimation of the resonant frequencies and couplings by approximating the responses to the fine EM model. In the second stage, the design dimension errors are estimated and corrected according to an analytical general mapping model (Jacobian matrix) which relates the physical dimensions to the feature parameters. The proposed method has several advantages over existing method.
Firstly, the feature parameter extraction process is more concise and effective for practical implementation. The coupling matrix identification techniques based on rational polynomial functions in [20] can be used for the feature parameter extraction. However, the identification technique requires multiple conversion process and is restricted to lossless network. In order to simplify the feature parameter extraction process, the direct response approximation based on feature parameter model with few times quasi-Newton method is applied in this paper. This approach is available for lossless network as well as lossy networks.
Secondly, The Jacobian matrix initialization is easy to obtain. The forward numerical difference method is utilized in existing method to obtain the initial Jacobian matrix. It requires a number of extra EM model simulations (number of design variables). The proposed method uses the extracted analytical general mapping model to compute the initial Jacobian matrix. This approach helps to minimize the number of the EM simulations.
Thirdly, the proposed method use the general mapping model to update the Jacobian matrix. Some existing methods use a fixed Jacobian matrix which is extracted at the initial point. It may lead to poor convergence if the initial point is not good enough. This problem can be overcome using classical Broyden update methods which are applied in the ASM method in [18] and the rational model based method in [20] . However, this update scheme exists another robustness issue. The parameter extraction error will lead to failure of Jacobian matrix update and then cause divergence. Update based on general mapping model can obtain better robustness by avoiding the parameter error propagation from current iteration to the next iteration. The dimension correction can be controlled in a reasonable range.
Another contribution of this paper is the general mapping model for constructing and updating the Jacobian matrix. The existing modeling approaches are failed to build a general analytical mapping model for SIW filter design. An analytical general mapping model for SIW filter is extracted for the first time in this paper. The extracted general mapping model contains all the basic elements (resonant frequency, positive coupling, negative coupling and external coupling) of a bandpass filter so that it can be used for SIW filters with different topologies or specifications. Most importantly, the mapping model is general and does not need to be extracted repeatedly. It helps to minimize the number of EM simulations and avoid the extra work in repeated model extraction.
The remainder of this paper is organized as follows. In Section II, the feature parameter model of the bandpass filter is described and the concept of the proposed EM design optimization method is presented. Next, in Section III, the general mapping model function, that relates the physical design dimensions and the feature parameters, is given. Finally, in Section IV, two examples: a 10-order SIW Chebyshev filter and a 5-order SIW cross-coupled filter, are optimized, and the optimization performance of the proposed method is discussed.
II. FAST EM OPTIMIZATION OF SIW FILTERS BASED ON GENERAL ANALYTICAL MODEL A. NOTATIONS AND MOTIVATION
Let R f (y) denote the accurate response of fine EM model corresponding to the design vector y. The elements in vector y are physical dimensions of the SIW filters, such as the SIW cavity size, the coupling window size between resonators and the external coupling slot length. As usual, the filter responses are characterized by the scattering parameters S( f ) where f is the frequency variable. Generally, the original EM optimization problem of filters design can be formulated as follows:
where R opt is the target response and y * are the optimal design dimensions to be solved.
Direct EM optimization of problem (1) with full-wave EM solver is computationally expensive and suffers from the problem of local minima. Some advanced optimization techniques based on coupling matrix identification or surrogate model have been proposed and the EM optimization speed can be improved significantly. These methods can be viewed as a process of error estimation and correction. However, focus on SIW filters, these optimization techniques require many times of EM model simulations for matrix initialization. Another problem is that using forward prediction to correct Jacobian matrix or surrogate model may cause instability. In order to overcome this robustness issue and minimize the EM simulation number for SIW filter optimization, a fast optimization based on general analytical mapping model is proposed. The proposed method estimates and corrects the dimension errors of SIW filters by using a feature parameter vector and the general mapping model.
B. FEATURE PARAMETER VECTOR FOR BAND-PASS FILTERS
In order to estimate the dimension errors with low computational complexity, a feature parameter vector is used to characterize the filtering specifications. The deviation of feature parameters is transformed to dimension error by a mapping matrix (Jacobian matrix). It is well known that the response of the band-pass filters can be determined by feature parameter vector x = [f 0i , k ij , Q u , Q ext ], where f 0i are resonant frequencies, k ij are coupling coefficients, Q u are unload quality factors and Q ext are external quality factors. The feature parameters can be associated with the classical normalized coupling matrix. The normalized N + 2 coupling matrix of an N-order bandpass filter is [22] :
where the diagonal elements b i represent the normalized resonant frequency shifting between the resonant frequencies and center frequency f 0 . The elements m ij denote the normalized coupling coefficient between resonators. The elements m Sj and m iL denote the couplings with source and load. The transformation between generalized coupling matrix and the feature parameters can be formulated as:
where F BW is the relative bandwidth. The impedance matrix is [22] :
where diagonal matrix sI = diag(0, s, s, . . . , s, 0) is the frequency matrix and the frequency transformation from lowpass prototype response to bandpass response is given by:
The modified diagonal matrix R is an extended normalized terminal impedance matrix:
where Z S and Z L are the normalized source impedance and normalized load impedance, the elements 1/(F BW · Q u,i ) are the normalized resistance of resonators. The reflection coefficient and transmission coefficient can be calculated by [22] :
Thus, a feature parameter model R c (x) can be defined as a function of feature parameters x to characterize the filtering responses. Conversely, for a given objective response, the feature parameters x can be extracted by approximating the model response to the objective response. If a general mapping relationship between physical dimensions of SIW filter can be derived, the dimension errors can be calculated from feature parameter vector x rapidly.
C. FAST ELECTROMAGNETIC OPTIMIZATION WITH MODEL-BASED JACOBIAN MATRIX UPDATE
The main concept of the proposed method is illustrated in Fig. 1 . Instead of searching the solution in fine EM model space directly, the proposed method uses an iterative process to extract the feature parameters of current fine EM model and calculate the dimension errors:
where y are current dimensions and y * are the optimal solution. The dimension error estimation results are used to correct the current design dimensions. If the error estimation is accurate enough, the design variables will converge to the optimal solution rapidly. As shown in fig. 1 , the specific optimization process is as follows. The feature parameters x * are the optimal solution of feature parameter model and R c (x * ) are the target responses. In each iteration, the deviations of the feature parameters x are extracted by approximating the feature parameter model response R c (x * + x) to the fine EM model response R f (y) as close as possible. This extraction process can be formulated as: An equivalent objective function E( x) (13) is constructed for this deviation extraction problem. The quasi-Newton algorithm with few iteration times is adopted to find the minimal solution of the objective function E( x).
where the partial differential term is introduced for a better fitting of the reflection zeros, and the weight coefficient α is 0.25 in our work. It should be noticed that there may exist phase errors introduced by uncertain port reference plane relation between the fine EM model and the feature parameter model. This may cause failure of approximation process by using real and imaginary S-parameters method. Thus, all terms of the objective function are constructed with magnitude function to eliminate the influence of phase reference plane. As shown in Fig. 1 , the dimension errors y are calculated from the feature parameter deviations x by using a modelbased Jacobian matrix:
The Jacobian matrix is constructed by the analytical mapping model functions which are analyzed and extracted from the basic elements of the SIW filters. The mapping model P can be seen as the approximation functions that relates the feature parameters x with the design variables y in the EM model space. In fact, it is more concerned about the Jacobian matrix that translates the parameter deviations x to the dimension errors y. The related derivations of the mapping model functions of SIW filter will be given in Section III. These functions are general and do not need to be extracted repeatedly.
In the proposed method, the initial dimensions can be obtained by the mapping model P. At each iteration, the design errors y n are computed from x n and the Jacobian matrix is generated and updated by the difference model functions ∂P T /∂x T . In this way, the extra EM simulation for the Jacobian matrix initialization can be eliminated. Another benefit is that the model-based Jacobian matrix update scheme provides better robustness compared with the forward predication update scheme. For example, in some exiting methods such as ASM methods, the inverse of the approximate Jacobian matrix is usually expressed as matrix B, which is updated by using Broyden's rank one update in each iteration [18] :
It is foreseeable that the errors or non-uniqueness of the parameter extraction x may cause significant errors in iteration of matrix B and then cause the algorithms to diverge. To avoid this problem, the proposed method uses the analytical general mapping model to generate and update the Jacobian matrix for the first time. The model-based Jacobian matrix update scheme can obtain better robustness by preventing the propagation of the parameter estimation error from current iteration to the next iteration. The Jacobian matrix is updated naturally with the updating of design variables y and current feature parameter deviations x. Therefore, the design dimension correction is controlled in a reasonable range. Keeping in mind that, the mapping model is general and does not need to be extracted repeatedly. The extracted functions in Section III can be directly used for various SIW filter designs. It helps to minimize the number of EM simulations and avoid the extra work in repeated model extraction.
With the design deviation estimation y n , the current design variables y n can be corrected:
where µ is a step factor, which is introduced to make the algorithm more robust. The residual design errors after n-th iteration can be written as:
where I is identity matrix and diagonal matrix ξ t represents the estimation errors at t-th iteration which can be formulated as:
The estimation errors are determined by the extraction error of feature parameters xas well as the accuracy of VOLUME 8, 2020 model functions ∂P T /∂x T . The dimension errors can be expressed by
where ∂P ac T /∂x T is the accurate Jacobian matrix and x t,ac are the accurate feature parameters. Assume that the relative error of the model-based Jacobian matrix is matrix ξ P and the relative error of the extracted feature parameters is matrix ξ x , the estimation error matrix can be written as
With model-based Jacobian matrix update scheme, the relative error matrix ξ P can be restricted to a very small range. And these error matrix is independent with previous iterations. Thus, good robustness can be achieved. The convergence property can be guaranteed if the following inequality holds after several iterations:
where ξ t (i) is diagonal element of the matrix ξ t . The above inequality (21) indicates that the tolerance of the design error estimation can be extended when the step factor µ is less than one. Thus, the robustness can be enhanced at the expense of the convergence speed. The proposed optimization algorithm can be summarized as follows.
Step 1) Solve the optimal feature parameters x * in feature parameter model. Set k = 0 and initialize y n .
Step 2) Simulate the fine EM model at y n and obtain the fine EM model response R f (y n ).
Step 3) Calculate the objective function E( x) (13) . Terminate if the objective function value is satisfied. Step 4) Estimate the feature parameter deviations x by minimizing the objective function E( x) (13) , the quasi-Newton algorithm with few iterations is adopted.
Step 5) Compute the model-based Jacobian matrix and estimate the physical design deviations y by (14) .
Step 6) Correct the design variables of the EM model y n+1 = y n -µ y n , set iteration counter n = n + 1 and go to step 2).
III. GENERAL MAPPING MODEL EXTRACTION OF SIW FILTERS
The design dimension errors are converted from the feature parameter deviations by using the Jacobian matrix based on analytical mapping model. A general mapping model is preferred so that it can be used for all filter designs without repeated extraction. This helps to minimize the number of EM simulations and reduce extra work of the designers. In this paper, a general mapping model for SIW filters is extracted. The mapping model contains all the basic elements for the bandpass filters (resonant frequency, positive coupling, negative coupling and external coupling) so that it can be used to design the SIW filters with different specifications. The basic design rules of SIW filters are given in [12] - [14] .
Corresponding to the design rules, the region of validity of the extracted general mapping model, in terms of adjacent via holes distance p and via holes diameter d, is more restrictive that the number of via holes should be around 6∼20 per wavelength and p should be larger than d (meet the minimal hole to hole clearance for physically realizable). The mapping model extraction can be viewed as the determination of the functional relationships between the feature parameters x and the design variables y in the fine EM model space. However, the relations between these two vectors are very complicated.
In order to reduce the complexity of modeling, the resonant frequencies, the internal coupling coefficients and the external quality factors are modeled separately.
A. THE RESONANT FREQUENCY
The coupled resonant SIW cavity is shown in Fig. 2, where L x and L y denote the size of SIW cavity, M is the width of the coupling window, d is the diameter of the metallic via holes and p is the center to center distance between the adjacent metallic via holes. The center frequency of the coupled resonator can be written as [23] :
where f e and f m are the odd mode resonant frequency and even mode resonant frequency, respectively. The coupling coefficient can be calculated by [21] :
Thus, the center frequency can be rewritten as:
The odd mode resonant frequency of the coupled resonator can be calculated by inserting the electrical wall at the coupling window. Thus, the odd mode resonant frequency is very close to the main mode resonant frequency of the single SIW cavity:
where L xe and L ye are the effective width of the SIW cavity, which can be approximated by following formula [12] , [24] :
For a N order SIW filter, the main coupling can be expressed using a N + 1 elements extended coupling vector:
Let g i denotes the i-th element of the coupling vector g. The center frequency can be approximated as follows: 1 4 , (i = 1, 2, . . . , N ) (28)
Thus, the correction factor K i for the resonant frequency of the coupled SIW cavity can be defined: 1 4 ,
And the resonant frequency of the i-th resonator in the SIW filters can be estimated by:
Assume that the frequency deviations of the cavity is mainly caused by the size of the cavity and is couplingindependent:
In order to reduce the number of design variables, we can just choose L xe,i or L ye,i as the frequency-dependent variable of the i-th resonator in practical designs. Thus, the size deviations of the SIW cavity can be estimated by:
The magnetic post-wall irises structure is used to provide positive coupling and the coupling coefficient is mainly determined by the size of the coupling window. The coupling coefficient k can be calculated by formula (23) . The odd mode and even mode resonant frequency can be obtained by solving the eigen mode of the coupled SIW resonator.
In order to build a general coupling model for the different design frequency, the coupling coefficient k is extracted under different cavity sizes. For simplicity, the width and the length of the SIW cavity are set to the same value: L x = L y = L. The extracted coupling coefficients are plotted in Fig. 3 . The horizontal axis is the ratio of the effective coupling window size (M -d) to the rough cavity size (L-d). For brevity, we define the normalized coupling window size as follows: It can be seen that the coupling coefficient is nearly invariable with the frequency under the same normalized coupling window size ω. The coupling coefficient k can be modeled as a function of ω by curve fitting:
This function is universal for different substrate thickness and different dielectric constant because the electromagnetic field modes of the SIW coupled resonator with the same shape is almost same. Alternatively, the normalized coupling window size can be calculated with a function of the coupling coefficient k:
Thus, the functional relationship between size deviations of the coupling windows M i and the coupling coefficient errors k i can be modeled as:
C. MODELING THE NEGATIVE COUPLING COEFFICIENT
Compared to the magnetic post-wall irises, the antipodal slots structure can provide coupling with reverse polarity [6] , as shown in Fig. 4 , where L nc is the length of the antipodal slots. The electromagnetic filed is inverted by the antipodal slots. The strength of the negative coupling is mainly determined by the current cut off and inverted by slots. Thus, the slot length L nc is used to control the negative coupling coefficient. Similar to the positive coupling, the coupling coefficient k is extracted under different cavity sizes with a fixed slot width 0.3 mm. We define the normalized coupling slot length as follows:
The extracted coupling coefficients with normalized antipodal slots length are plotted in Fig. 5 . The negative coupling became stronger with the increased slot length. The negative coupling coefficient curves are almost coincident at different VOLUME 8, 2020 The typical direct external coupling structure for the SIW filters is shown in Fig. 6 . Usually, the impedance of the microstrip feed line is 50 Ohm. The microstrip feed line is directly tapped into the SIW cavities and the external quality factor is determined by the slot length s and the slot depth q with a fixed slot width 0.3 mm. The external quality factor Q ext can be extracted according to the following formula [20] Q
where f 0 is the center resonant frequency, which can be obtained at the peak group delay of the S 11 and f ±90 • is the bandwidth of ±90 • phase-difference respect to the absolute phase at the center frequency. The external quality factor Q ext dependent on the length and the depth of the slot is plotted in Fig. 7 . Base on surface fitting, the external quality factor can be modeled as:
To reduce the number of variables in practical filter design, the external coupling can be controlled by the slot length s with a fixed depth q or the slot depth q with a fixed depth s. In this way, the deviations of design parameters can be estimated by:
JACOBIAN MATRIX BASED ON THE GENERAL MAPPING MODEL
Assume that the design variables in fine EM model are
where L i are cavity size variables, M ij are window size variables for the positive coupling, L nc are slot length variables for the negative coupling and s are the design variables for the external coupling. As mentioned above, the feature parameters are considered as independent variables and are modeled separately. Hence, the approximate Jacobian matrix that transform the feature parameters deviations x to dimension errors y can be expressed in a block diagonal matrix form:
wherek ij denote the negative coupling coefficient. The analytical equations of the diagonal elements of the Jacobian matrix can be obtained from (32) (33) (37) (41) (45) (46). For each SIW filter design, no extra fine EM model simulation is required due to the general mapping model is available and does not need to be extracted again. For SIW filters with different specifications, the Jacobian matrix in the optimization process is constructed and updated naturally based on the extracted analytical mapping model equations.
IV. DESIGN EXAMPLES
To verify the proposed optimization method, some SIW filter examples with different orders and different frequencies are designed and optimized. The fine EM simulation is carried out with the HFSS.
A. OPTIMIZATION OF A 10-ORDER SIW FILTER
The first design example under consideration is a 10-order SIW Chebyshev filter. The specifications for the 10-order SIW filter are: Center frequency: 20 GHz Bandwidth: 3 GHz Passband return loss: 20 dB Source/load impedance: Z0 = 50 The substrate is the 0.254 mm-thickness Rogers RT/Duroid5880 (relative dielectric constant ε r = 2.2).
The equivalent circuit model of the 10-order SIW Chebyshev filter is shown in Fig. 8 and the fine EM model of this SIW filter in HFSS is shown in Fig. 9 . The layout of the SIW filter is symmetric to reduce the number of design variables. Thus, the feature parameter vector x can be written as follows:
where element f 0,i represents the resonant frequency of the i-th cavity, the elements of k ij denote all the coupling coefficients between adjacent resonators. The unload quality factor Q u of the SIW cavity is around 350. As shown in Fig. 9 , L i are used to control the resonant frequencies with fixed cavity width W g , the coupling coefficients and the external quality factor are controlled by M i,i+1 and s, respectively. Thus, the design variable vector are
And the rest fixed parameters of the EM model are: W g = 6.5 mm, q = 0.8 mm, d = 0.4 mm, W 50 = 0.74 mm, p ≈ 0.8 mm.
According to the design specifications, the N + 2 normalized coupling matrix M 0 (53, in this page) for the 10-order SIW Chebyshev filter is given at the bottom of the current page. The corresponding feature parameters are obtained from the coupling matrix. The diagonal elements of the coupling matrix M 0 are zero, so the design resonant frequencies for the fine EM model are f 0i = [20, 20, 20, 20, 20] GHz. The coupling coefficients are k ij = [0.1221, 0.0877, 0.0823, 0.0804, 0.0800] and the external quality factor is Q ext = 6.8. The target response R c (x * ) is shown in Fig. 10 . From (26) (30) (34) (36) (44), the equations of the initial dimensional values of the cavity length L i , the window size M i,i+1 and the slot length s are given as follows: The initial values of the design variables are calculated and listed in Table 1 . Next, the proposed optimization method is applied to optimize the 10-order SIW filter. In Step 4), the goal function (13) and quasi-Newton algorithm with a maximum iteration number of 10 are used in each estimation. Except for the range of resonant frequency deviations f 0,i is ±0.5 GHz, the estimation domain of the rest parameters of x in Quasi-Newton algorithm are around ±0.5x * . The correction step factor µ in Step 6) is set as 0.5. The Jacobian matrix is constructed based on the general model equations in Section III and matrix form of the design dimension error estimation process in Step 5) for this design can be expressed as (57), as shown at the bottom of this page, whereL i = diag(L 1 , L 2 , . . . , L 5 ),f 0i = diag(f 01 , f 02 , . . . , f 05 ) andk ij = diag(k 12 , k 23 , . . . , k 56 ) are the diagonal matrix form of L i , f 0i and k ij , respectively. The optimal solution is obtained after 15 iterations. The optimal result and the evolution of the design variables from the first to forth iteration are given in Table 1 . The responses of the initial design, the first and the third iteration are shown in Fig. 11(a) -(c), respectively. With the proposed objective function, the feature parameter model response approximates the fine EM model response well. Therefore, it provides a reliable estimation of the feature parameter deviations. Fig. 11(d) shows the perfect equal-ripple filter response is achieved after 15 iterations and is in good agreement with the target response. The evolution of the feature parameter deviations are shown in Fig. 12(a)-(b) , from which we observed that the deviations converge to zero gradually. Obviously, the proposed optimization method performs well in this design. The 10-order SIW filter has been fabricated and measured. The photograph of the SIW filter is shown in Fig. 13(a) . The simulated and measured responses are shown in Fig. 13(b) . Clearly, the measured results are in well agreement with the simulated results. Measured in-band reflection coefficient is better than −17 dB and the minimum insertion loss is about 3.2 dB, which is about 1.5 dB higher than the simulated 
B. OPTIMIZATION OF A 5-ORDER CROSS-COUPLED SIW FILTER
The next example is a 5-order cross-coupled SIW filter with high selectivity. The specifications for the 5-order crosscoupled SIW filter are:
Center frequency: 12.75 GHz Bandwidth: 650 MHz Passband return loss: 20 dB Rejection: > 45 dB for frequency ≤12 GHz > 40 dB for frequency ≥13.5 GHz Source/load impedance: Z0 = 50 The substrate is a 0.508 mm-thickness Taconic TLY-5 (relative dielectric constant ε r = 2.2).
The geometric configuration and the structural topology are shown in Fig. 14 . The equivalent circuit model is shown in Fig. 15 . In order to improve the stopband rejection performance, two additional transmission zeros are introduced by using the negative coupling slots between cavity 2 and cavity 5. For this asymmetrical layout, the feature parameters x is written as: where the negative coupling coefficient is denoted ask ij to distinguish with positive coupling. The design variables respect to the feature parameters (58) for this design are:
The fixed parameters in the fine EM model are: W g = 11 mm, q = 0.9 mm, d = 0.5 mm, W 50 = 1.5 mm, p = 1.1 mm, t = 0.67 mm. According to the design specifications, the N + 2 normalized coupling matrix for the 5-order cross-coupled filter is as (60), as shown at the bottom of this page.
The corresponding feature parameters is obtained from the coupling matrix: the resonant frequencies f 0i = [12.75, 12.75, 12.75, 12.75, 12.75 ] GHz, the positive coupling coefficients k ij = [0.0456, 0.0331, 0.0370, 0.0451], the negative coupling coefficientk ij = −0.0053 and the external quality factor Q S = Q L = 18.8. The unload quality factor of the SIW cavity is around 380. The target response R c (x * ) is depicted in Fig. 16 .
The initial dimension equations for the cavities length L i , the coupling windows M i,i+1 and the external coupling slot length s 1 and s 2 are the same as equations (54)-(56), because the mapping model is general. From equations (38) (40), the additional initial value equation for the negative coupling slot length L nc can be given as
The initial design values are calculated and listed in Table 2 . The proposed method is then applied to optimize the SIW filter. The maximum iteration number of the quasi-Newton algorithm in Step 4) is 16 for better response approximation. Due to the existence of negative coupling, the Jacobian matrix in (57) is rewritten as matrix (62), in which the term respect to negative couplingk ij is added. The optimal solution is obtained after 15 iterations. The optimal solution and the evolution of design variables from initial point to forth iteration are given in Table 2 . The responses of the initial point, the third and the 8-th iteration are shown in Fig. 17(a) -(c), from which we can observe that the responses improve gradually. The optimal response in Fig. 17(d) is in good agreement with the target response, again pointing out the validity of the proposed optimization method. The evolution of the feature parameters deviations are shown in Fig. 18 (a)-(b), respectively. As expected, the feature parameter deviations converge to zero gradually. The fabricated filter is depicted in Fig. 19(a) , and the measured results are shown in Fig. 19(b) , compared with the simulated results of the fine EM model in HFSS. The filter response is in good agreement with the simulated ones. Measured in-band reflection coefficient is better than −16 dB and the minimum insertion loss is about 1.9 dB.
C. DISCUSSION
The experimental results indicate the validity of the proposed optimization method for the SIW filter design. Both of the design examples achieve the optimal solutions after about 15 iterations under 0.5 step factor. In order to compare the stability and optimization speed, the step factor µ is changed to 1, and the proposed optimization method is re-performed to these two design examples.
For comparison purposes, at the first, the direct EM optimization approach (using HFSS's internal optimizer) is employed to optimize these two design examples at the same initial points in Table 1 and Table 2 . The value of cost function at each iteration and the final response is shown in Fig. 20 . It can be observed that the direct EM optimization process takes a long computational time and falls into the local minimum for both two designs. Compared with the direct EM optimization method, the proposed method has very high optimization speed and the ability to avoid being trapped in the local minimum. Next, the ASM and TRSM methods are also used to optimize these two designs. In order to analysis and compare the robustness and convergence performance, the 2-norm of finite-dimension vector is introduced as follows:
(y n (i) − y n−1 (i)) 2 1 2 (63) For stable convergent sequences, the above 2-norm sequences will converge to zeros gradually.
For the 10-order SIW Chebyshev filter, the convergence curve for different method is shown in Fig. 21 . Both of the ASM, TRSM and the proposed method (µ = 1) converge to the optimal point after 11 iterations. It can be seen that the convergence curves of the proposed method are smoother than the ASM method. A strong fluctuation between the 5 th and 6 th iteration of the ASM method can be found. The proposed method exhibits better robustness than the ASM method and has close convergence performance to the TRSM method.
The convergence curves of different optimization methods for the 5-order SIW cross-coupled filter is shown in Fig. 22 , from which we found that the ASM method does not perform well for this design. The ASM process is stopped after 4 th iteration due to divergence. The filter response is improved in the first two iterations and then is deteriorated rapidly in the next two iterations. By contrast, the TRSM method exhibits clear robustness improvement. The TRSM method converges to the optimal point after 11 iterations. Compared with the TRSM, the proposed method (µ = 1) has similar robustness and same optimization speed.
From Fig. 21 and Fig. 22 , the proposed method using µ = 0.5 has better stability than using µ = 1 at the cost of a slower convergence speed. This result is corresponding to the theoretical expectation. Further, we can also use individual step factor for each design variable to control the convergence property separately.
The time comparison results of direct EM optimization, ASM optimization, TRSM optimization and the proposed optimization method are shown in Table 3 . The direct EM optimization method requires a large number of EM model simulation due to it solves the step direction in the EM domain. By using the SM method or the proposed method, the EM simulation number can be significantly reduced. For TRSM method, the initial Jacobian matrix is not identity matrix since the fine EM space and coarse model space have different physical meaning. Thus, the TRSM method requires a number of fine EM model simulations for initial Jacobian matrix extraction (the number of optimization variables). The proposed method utilizes the general mapping model and does not require extra fine EM model evaluations for initializing Jacobian matrix. Compared with the TRSM, the proposed method has the similar robustness in the optimization process but less EM simulation, lower complexity and good feasibility. On the whole, the proposed method is very effective in reducing the number of EM simulations for the SIW filter optimization and has the advantages of low computational complexity, low algorithm expenses, high fault-tolerance and high robustness.
V. CONCLUSION
In this paper, a robust and effective EM design optimization method for SIW filters is developed. The proposed optimization can greatly reduce the number of EM simulation for SIW filters to meet the specifications. Direct response approximation based on feature parameter model is used to simplify the parameter extraction process for both lossless networks and lossy networks. An analytical general mapping model for SIW filter is extracted in this paper. The proposed method is the first to use the general mapping model to generate and update the Jacobian matrix. It helps to minimize the number of EM simulations and reduce the extra work in model extraction. Using mapping model to update the Jacobian matrix also can overcome the robustness issue introduced by the Broyden update methods in existing methods. A dimension correction step factor is also introduced for robustness enhancement. The proposed method exhibits high efficiency, good stability and convergence speed in EM optimization design for SIW filers even if the initial point is not very good. Moreover, it has the ability to avoid being trapped local minimum compared with direct EM optimization. This proposed optimization method focus on the SIW filters, but it can be further extend for the other type of filter based on microstrip resonator or waveguide cavity by only extending the general analytical mapping model library.
