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BLOBBED TOPOLOGICAL RECURSION:
PROPERTIES AND APPLICATIONS
GAE¨TAN BOROT AND SERGEY SHADRIN
Abstract. We study the set of solutions pωg,nqgě0,ně1 of abstract loop equations.
We prove that ωg,n is determined by its purely holomorphic part: this results in a
decomposition that we call “blobbed topological recursion”. This is a generalization
of the theory of the topological recursion, in which the initial data pω0,1, ω0,2q is
enriched by non-zero symmetric holomorphic forms in n variables pφg,nq2g´2`ną0. In
particular, we establish for any solution of abstract loop equations: (1) a graphical
representation of ωg,n in terms of φg,n; (2) a graphical representation of ωg,n in terms
of intersection numbers on the moduli space of curves; (3) variational formulae under
infinitesimal transformation of φg,n ; (4) a definition for the free energies ωg,0 “ Fg
respecting the variational formulae. We discuss in detail the application to the multi-
trace matrix model and enumeration of stuffed maps.
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1. Introduction
Loop equations are ubiquitous in mathematical physics, and their solution compute
interesting quantities in random matrix theory, combinatorics of surfaces, enumerative
geometry (Hurwitz and Gromov-Witten theory), topological quantum field theories,
etc. Specifically in each of these problems, one can often derive functional relations
between quantities (that bear the name of Schwinger-Dyson equations, Virasoro con-
straints, Tutte’s equations, cut-and-join relations, Ward identities, etc.) and then show
that they imply loop equations. The latter take a universal form, and here we refer
to the framework of “abstract loop equations” formulated in [6]. The quantity sub-
ject to these abstract loop equations is a collection pωg,nqg,n of meromorphic forms in
n variables indexed by two integers n ě 1 and g ě 0. In this article, we propose a
The authors would like to thank the organizers of the workshop “Moduli Spaces and Integrable
Systems”, held in Banff in August 2013, where this project was initiated. G.B. is grateful to the
University of Amsterdam for hospitality during the conduct of this project.
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BLOBBED TOPOLOGICAL RECURSION 2
general study the set M of solutions of abstract loop equations. The definition of M
depends on a few data that are made explicit in § 2.1, and M itself is in any case
infinite dimensional.
The topological recursion of [17] already constructed a subset M0 of solutions to
abstract loop equations, by a recursion on 2g´ 2`n ą 0 starting from the initial data
ω0,1 and ω0,2. The solutions in M0 have the property that the holomorphic part of
ωg,n is normalized uniformly for all n and g. The topological recursion can be studied
per se and enjoys beautiful properties: Seiberg-Witten like formulas for infinitesimal
variations of the initial data [20], symplectic invariance [19], representation in terms
of intersection numbers on Mg,n [15, 14], etc. It has received many applications in
algebraic geometry [18, 26, 13, 9, 28, 21], in relation with integrable systems [3, 25],
in knot theory [12, 11, 4, 5], and we also refer to the examples given in [20, 6] for
applications to matrix models and statistical physics.
As we shall review in Section 7, the necessity of considering the full M instead of its
subset M0 came matrix models with multi-trace interactions [2] and combinatorics of
surfaces obtained by gluing elementary 2-cells of any topology. We find in Theorem 2.2
that M is an extension of M0 by the adjunction of extra initial data pϕg,nqg,n for each
g and n with 2g´2`n ą 0. As a matter of fact, ϕg,n is the “purely holomorphic part”
of ωg,n, Theorem 2.2 shows that any pωg,nqg,n PM is determined by ω0,1, ω0,2 and the
pϕg,nq2g´2`ną0, explicitly in Equations (6) and (7). We decide to call ϕg,n the blobs,
and this construction is called the “blobbed topological recursion”.
We prove that many of the interesting properties of the topological recursion – maybe
to the exception of the relations with integrability – extend to its blobbed counterpart.
In other words, they are structural properties of M. The blobbed topological recur-
sion has several diagrammatic representations that are very helpful in proving general
statements about M. We then prove:
‚ Theorems 3.1 and 3.2 expressing ωg,n in terms of intersection numbers. For this
purpose, we use a different parametrization of M, denoted pφg,nqg,n, and called
“KdV blobs”.
‚ Theorem 4.3 showing that the even part of the ωg,n’s are decoupled from the
odd part.
‚ Theorem 5.2 computing the infinitesimal generator of the flows M correspond-
ing to variations of the initial data φh,k. For h, k ‰ p0, 1q and p0, 2q, this only
makes sense in M – and not in M0. These formulae involve k-linear combi-
nations of ω’s, and contain all the necessary information to study solutions of
loop equations on families of spectral curves with varying complex structures.
‚ Theorem 6.2 associating numbers Fg :“ ωg,0 (the free energies) to any point in
MˆÀgě0C, in such a way that the variational equations are respected. The
extra data in C accounts for “integration constants”.
We hope that our theory will shed some light on the geometric meaning of the topolog-
ical recursion, and we think it is a good starting point to investigate further prop-
erties (in particular symplectic invariance, quantum curves), generalizations (non-
commutative version, base field ‰ C), and relations to BV algebras and to homological
algebra.
2. Loop equations and blobbed topological recursion
2.1. Loop equations.
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2.1.1. Local setup. In order to fix the notation, let us recall that we consider a Riemann
surface Σ which is a disjoint union of finitely many open disks Ui, i P J1, sK. We assume
the data of a cover x : Σ Ñ V . By taking Ui small enough, it is always possible to
assume that it contains a single zero pi of dx. Throughout the paper we assume
that all zeroes of dx are simple. Then, again by taking Ui small enough, the deck
transformation of the cover x : Σ Ñ V defines a holomorphic involution σi : Ui Ñ Ui
so that x˝σi “ x and σi ‰ id. The pi are the fixed points of the σi. We find convenient
to call this “local spectral curve”; OΣ is the vector space of holomorphic functions, and
KΣ the canonical bundle. They are both infinite dimensional since Σ is a collection of
disks. Nevertheless, it is clear by going in local coordinates that their tensor product is
well-defined. P “ \si“1tpiu is the divisor of zeroes of dx, and ∆ is the diagonal divisor
in Σ2.
A set of admissible correlators is a sequence pωg,nqg,n indexed by two integers g ě 0
and n ě 1. We ask that ω0,1 “ ydx and ω0,2 “ B with:
(1) y P O˚Σ,P , B P H0
`
Σ2, Kb 2Σ p´2∆q
˘S2 ˇˇ
1
OΣ˚,P stands for the set of holomorphic functions on Σ that do not vanish on P . The
extra subscript 1 means that we restrict to bidifferential forms with leading coefficient
1 on the diagonal, i.e.
Bpz1, z2q “ dξpz1qdξpz2qpξpz1q ´ ξpz2qq2 `Op1q, z1 Ñ z2
in any local coordinate ξ around z2. And, for 2g ´ 2` n ą 0, we ask:
ωg,n P H0
`
Σn, KbnΣ p˚P q
˘Sn
As the notation indicates, admissible correlators are invariant under the action of Sn
permuting the n factors of Σn.
The abstract loop equations form a list of constraints on admissible correlators. In
each degree pg, nq with g ě 0 and n ě 1, it consists of the linear loop equations:
ωg,npz, Iq ` ωg,npσipzq, Iq
is holomorphic when z Ñ pi (since it is σ-invariant, it must have at least a simple zero
at pi); together with the quadratic loop equations, enforcing that:
(2) Qg,npz, Iq :“ ωg´1,n`1pz, σipzq, Iq `
ÿ
J\J 1“I
h`h1“g
ωh,1`|J |pz, Jq b ωh,1`|J 1|pσipzq, J 1q
is a holomorphic quadratic form in z, with at least a double zero at z Ñ pi. Here I
is a generic pn´ 1q-uple of variables in Σ. For a given local spectral curve C, we shall
study the set MC of solutions of the abstract loop equations. It carries a filtration
by n and g. pg, nq “ p0, 1q and p0, 2q are called “unstable”. The other degrees satisfy
2g ´ 2` n ą 0 and are called “stable”.
2.1.2. Remark on global setup. We call “spectral curve” a surjective morphism of Rie-
mann surfaces x : Σ Ñ V which, after restriction to suitable open neighborhoods of
the ramification divisor in Σ and of the branching divisor in V , defines a local spec-
tral curve in the sense of § 2.1.1. We do not put any assumption on the topology
(connectedness, compactness, etc.) of Σ and V .
The notion of admissible correlators in § 2.1.1 only depend on the data Σ and a
divisor P Ď Σ. So, we also have notion of admissible correlators pωg,nqg,n on a spectral
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curve: they are meromorphic forms globally defined on n copies of Σ and respecting
the axioms. Let C be a spectral curve, and C the corresponding local spectral curve.
We define MC to be the sequences of admissible correlators in C, whose restriction to
C is in MC. For obvious reasons, the results of this Section hold as well for MC.
2.2. Description of the solution set.
2.2.1. Polar part and holomorphic part. Since ω0,2 has a double pole with leading co-
efficient 1, for any meromorphic 1-form λ in Σ:
Pλpz0q :“
sÿ
i“1
Res
zÑpi
λpzqGipz, z0q, Gipz, z0q :“
ż z
pi
ω0,2p¨, z0q
is a meromorphic 1-form in Σ whose divergent part at P coincide with that of λ. We
call it “the polar part” of λ. We can decompose:
λ “ Pλ`Hλ
where Hλ is now a holomorphic form. We call it the “holomorphic part” of λ. P and
H are projectors, and P ˝H “ H ˝P “ 0. For meromorphic 1-forms of n variables, we
define Pj and Hj the projectors acting on the j-th variable. We stress that the notion
of polar part and holomorphic part depend on the data of ω0,2.
Definition 2.1. If pωg,nqg,n are admissible correlators, we introduce the “purely polar
part” ωPg,n “ P1 ¨ ¨ ¨Pnωg,n and the “purely holomorphic part” ϕg,n :“ H1 ¨ ¨ ¨Hnωg,n.
Since ω0,1 and ω0,2 do not have pole at pi’s, projecting them to the polar part with
respect to one variable gives zero. For 2g ´ 2 ` n ą 0, since ωg,n has no pole on
diagonals, the order to which the operations Pi or Hi are applied is indifferent. So, in
both stable and unstable cases, ϕg,n and ω
P
g,n are symmetric in their n variables.
2.2.2. Normalized solutions. We say that a solution of abstract loop equations is nor-
malized when, for any pg, nq such that 2g ´ 2 ` n ą 0, we have P1 ¨ ¨ ¨Pnωg,n “ ωg,n.
Then, the purely holomorphic part of ωg,n vanishes for 2g ´ 2 ` n ą 0. We denote
M0C Ď MC the subset of normalized solutions. This is the framework of the usual
topological recursion of Eynard and Orantin [17]. We define the local recursion kernel
Ki P H0pUi ˆ Σ, K´1Ui bKΣq by the formula:
(3) Kipz, z1q “ 1
2
şz
σipzqBp¨, z1q
ω0,1pzq ´ ω0,1pσipzqq
Theorem 2.1. ω0 is a normalized solution of abstract loop equations iff for any 2g ´
2` n ą 0 we have:
ω0g,npz1, Iq(4)
“
sÿ
i“1
Res
zÑpi
Kipz, z1q
"
ω0g´1,n`1pz, σipzq, Iq `
1ÿ
h`h1“g
J\J 1“I
ω0h,1`|J |pz, Jqω0h1,1`|J 1|pσipzq, J 1q
*
Here, I “ tz2, . . . , znu is a generic n-uple of variables on Σ, and the symbol ř1 means
that we assume ph, 1` |J |q and ph, 1` |J 1|q ‰ p0, 1q.
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The result is proved in [17, 6], but we shall give a short and self-contained proof in
§ 2.4. It says that normalized solutions are determined by their p0, 1q and p0, 2q parts
with formula (4). We have a surjective map:
pr0 : MÑM0
which associates to a solution pωg,nqg,n of abstract loop equations, the unique normal-
ized solution ω0g,n constructed from pω00,1, ω00,2q “ pω0,1, ω0,2q.
2.2.3. General solutions. One of our main result is an explicit description of MC.
Theorem 2.2. The projection to the “purely holomorphic part” defines a bijection:
BTR´1C : MC ÝÑ„ VC :“ O˚Σ,P ‘H0
`
Σ2, Kb 2Σ p´2∆q
˘S2 ˇˇ
1
‘ à
gě0, ně1
2g´2`ną0
H0pΣn, KbnΣ qSn
We give the name “blobbed topological recursion” to the inverse bijection BTRC.
By Definition 2.1 and its following remark, the unstable part in the right-hand side
is pω0,1, ω0,2q, and the stable part is pϕg,nq2g´2`ną0 and is indeed symmetric in its n
variables. The result can be reformulated as an exact sequence:
M0 ÝÑM ÝÑ à
2g´2`ną0
H0pΣn, KbnΣ qSn ÝÑ 0
We prove this theorem in by constructing BTRC : ϕ ÞÑ ω by necessary conditions,
and checking in § 2.6 it indeed defines a solution of abstract loop equations. To describe
this inverse map, we assume that ω is a solution of loop equations, and we decompose
it:
(5) ωg,npz1, . . . , znq “ H1ωg,n ` P1ωg,n
When ωg,n is a solution of abstract loop equations, we show in § 2.4 that the first term
is given by a formula of type (4):
(6)
P1ωg,npz1, Iq “
sÿ
i“1
Res
zÑpi
Kipz, z1q
"
ωg´1,n`1pz, σipzq, Iq`
1ÿ
h`h1“g
J\J 1“I
ωh,1`|J |pz, Jqωh1,1`|J 1|pσipzq, J 1q
*
In the case of normalized solutions, the second term H1ωg,n vanishes, and this achieves
the proof of Theorem 2.1. But in general, the second term is non-zero, and can be
computed as a special case of a more general formula. We show in § 2.5 that, for any
partition A\B “ J1, nK, we have:
(7) HAPBωg,n :“
´â
aPA
Ha
¯´â
bPB
Hb
¯
ωg,n “
ÿ
ΓPBip0g,npA,Bq
$0Γ
|Aut Γ|
We underline again that, since ωg,n has no pole on the diagonals for 2g´2`n ą 0, the
order of the operations Ha and Pb does not matter: the left-hand side is well-defined
and HAPBωg,n “ HBPAωg,n. We define Bip0pA,Bq as the set of bipartite graphs Γ
with the properties:
‚ Vertices v are either of type ϕ or ω0, and carry an integer label hpvq (the genus),
such that the valency satisfies 2hpvq ´ 2` dpvq ą 0.
‚ Edges can only connect ϕ to ω0 vertices.
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‚ There are n unbounded edges (=leaves) labeled from 1 to n. The leaves with
label a P A must be incident to ϕ-vertices, and the leaves with label b P B to
ω0-vertices.
‚ Each ω0 vertex must be incident to at least a leaf (so, if B “ H, then we have
no ω0 vertices).
‚ Γ is connected and b1pΓq `řv hpvq “ g.
Since all vertices are stable, the last constraint on the topology selects only finitely
many graphs. The automorphisms of Γ are the permutation of the edges preserving
the graphs and the leaf labels. The weight $0Γpz1, . . . , znq is computed as follows. We
assign variables z1, . . . , zn P Σ to the leaves, and integration variables ze to the edges.
To each vertex v whose set of variables on incident edges is Zpvq, we assign a local
weight ω0hpvq,dpvqpZpvqq or ϕ0hpvq,dpvq depending on its type. This does not depend on
any order given to the variables in Zpvq since ϕ’s and ω0’s are symmetric in their
variables. We then multiply all local weights: each edge variable ze appears twice in
some combination ω0pze, . . .qϕpze, . . .q and we integrate it out with the pairing:
(8)
@
ωpze, . . .qϕpze, . . .q
D
:“
sÿ
i“1
Res
zeÑpi
ωpze, . . .q
ż ze
pi
ϕpz1e, . . .q
Since all vertices are stable, the integrand does not contain a ω0,2 and thus has poles
only when one of the variables goes to the divisor P . Therefore, the final result does
not depend on the order of integration of the edge variables: we obtain a meromorphic
form in n variables $Γpz1, . . . , znq.
The second term in (5) is then computed from:
H1ωg,npz1, Iq “
ÿ
A1\B“I
Ht1u\A1PBωg,npz1, Iq
Since the right-hand side contains the projection on the holomorphic part for at least
with respect to one variable, it is expressed in terms of ω0g1,n1 with 2g
1 ´ 2 ` n1 ă 0
and ϕg1,n1 with 2g
1 ´ 2 ` n1 ď 2g ´ 2 ` n. We underline that the variable z1 (chosen
arbitrarily) plays a special role in the decomposition (5), and in particular the two
terms P1ωg,n and H1ωg,n are in general not symmetric in their n variables.
Remark 2.2. Formula 7 computes in particular ωPg,n :“ P1 ¨ ¨ ¨Pnωg,n as a sum over
Bip0g,npH, J1, nK). Since these graphs may have internal ϕ-vertices, ωPg,n is in general
not equal to ω0g,n, although we have P1 ¨ ¨ ¨PnωPg,n “ ωPg,n. This implies that in general,
the sequence of correlators ω0,1, ω0,2, pωPg,nq2g´2`ną0 is not a solution of loop equations.
Figure 1. Example of a graph in Bip0g,n. The ω
0 vertices appear as
black-white vertices.
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2.2.4. ω from its purely polar and purely holomorphic part. We can rewrite HAPBωg,n
solely in terms of ωP ’s and ϕ’s. Let BipPg,npA,Bq be the subset of graphs in Bip0g,npA,Bq
that do not contain internal ϕ-vertices, and we define a new weight $PΓ for such graphs:
we rename ωP and ϕ the type of vertices in BipPpA,Bq, and assign local weights
ωPhpvq,dpvq or ϕhpvq,dpvq to a vertex v according to its type. The total weight $
P
Γ is then
computed as in § 2.2.3, by integrating out all edge variables with the pairing (8).
Proposition 2.3. If pωg,nqg,n is a solution of abstract loop equations, we have for
2g ´ 2` n ą 0 and partition A\B “ J1, nK:
HAPBωg,n “
ÿ
ΓPBipPg,npA,Bq
$PΓ
|Aut Γ|
This is an easy consequence of (7) proved in § 2.7 by a resummation of internal
ϕ-vertices in Bip0g,npA,Bq.
2.3. Diagrammatics and examples.
2.3.1. Normalized solutions: skeleton graphs. We first review the diagrammatics of the
usual topological recursion, i.e. the computation of any normalized solution of abstract
loop equations:
ω0 :“ BTRCrω0,1, ω0,2, p0q2g´2`ną0s
as a sum over skeleton graphs. Indeed, by applying repeatedly the residue formula (4),
we arrive in 2g´2`n steps to an expression of ωg,n involving only the recursion kernel
Ki and ω0,2 (Proposition 2.4 below). At each step of the recursion, so there are many
ways to go further, since we need to choose a leg to apply the residue formula. We will
explain that, if we choose an initial leg i0 P J1, nK, there is a canonical way to make
further choices. Though this approach breaks the symmetry, it has the advantage to
restrict the number of terms.
ω0,2(z, z
′) = =
z z′ z z′ ∑
iResz→piK(z
′, z) z
z′
σ(z′)
=
Figure 2. Building elements of the skeleton graphs.
Let i0 P J1, nK. For 2g´ 2` n ą 0, we define a set Skelg,npi0q of graphs G such that:
‚ G has n leaves labeled from 1 to n, trivalent vertices, bivalent vertices, and its
first Betti number is g.
‚ the trivalent vertices have a cyclic order of their incident half-edges.
‚ G is equipped with a spanning tree T , going through all trivalent vertices, and
rooted at the leaf i0. All the other leaves are incident to a bivalent vertex.
We shall impose an extra constraint on the graphs, but first need some vocabulary.
Definition 2.3. Two trivalent vertices v and v1 are parent if the shortest path i0 Ñ v
along T contains (or is contained) in the shortest path i0 Ñ v1 along T .
We require the following property for our graphs:
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‚ If the two edges incident to a bivalent vertex are separating, they should be
incident to a leaf and a trivalent vertex. If they are non separating, they must
be incident to two parent trivalent vertices.
Alternatively, one can erase the black bivalent vertices and replace their two incident
edges with a single dashed edge.
Definition 2.4. There is a unique way to arrive at a trivalent vertex v following a path
in T from the root. The edge on which we arrive to v is called the source, and we say
that the next (resp. previous) edge according to the cyclic order at v is “left” (resp.
“right”).
We give a few example of skeleton graphs in Gg,npi0q, and counterexamples in Figure 3.
The weight of G is obtained by: (1) assigning points z1, . . . , zn P Σ to the leaves; (2)
browsing T , at each trivalent vertex v met, assigning an integration variable zv to the
left edge, and σpzvq to the right edge. Now, all edges carry a variable. (3) Assigning a
local weight Kpz2, z1q :“ řsi“1 1Uipz2qKipz2, z1q to a vertex v in T whose source edge
carries z1 and left edge carries z2; (4) assigning a local weight ω0,2pze1 , ze2q to a bivalent
vertex with incident edge variables tze1 , ze2u; (5) multiplying all local weights; (6) for
each vertex v in T (starting with the last one in the exploration of T from the root)
apply the operation
řs
i“1 ReszvÑpi to the expression obtained so far. In the equivalent
representation of G where bivalent vertices were replaced by dashed edges, each half-
dashed edge carries a variable prescribed by the assignment made at leaves and then
by browsing T .
e
Figure 3. Examples of graphs that do not belong to Skelg,npi0q. In
the first graph, K vertices do not form a tree. In the second graph. In
the third graph, the edge e connects vertices that are not parent.
Proposition 2.4 ([17]). Denote ω0g,n the normalized solution associated to ω0,1 and
ω0,2 – see Theorem 2.1. For any 2g ´ 2` n ą 0 and i0 P J1, nK, we have:
(9) ω0g,npz1, . . . , znq “
ÿ
G PSkelg,npi0q
$SkelG pz1, . . . , znq
Proof. If we choose the variable attached to an edge i0 to apply a step of the recursion,
one produces a trivalent vertex with source edge i0. We declare one of the two other
edges to be the left one eL – this is an arbitrary choice of cyclic order – and always
decide to apply the recursion at the next step to the edge eL. In this way, one easily
proves that ω0g,n is a sum over graphs which have the properties announced. 
Remark 2.5. Since Kpz, z1q has a pole at z1 “ z, σpzq and ω0,2pz1, z2q has a pole at
z1 “ z2, the order of taking the residues does matter. However, two graphs that differ
by their cyclic ordering at the vertices have the same weight, since it merely correspond
to a change of variable of integration z Ñ σpzq.
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Remark 2.6. By consistency, the sum over skeleton graphs must be symmetric in the
n variables, although i0 seem to play a special role. The symmetry can be checked by
direct computation, see [17].
(0, 4)
(0, 3) (1, 1)
(1, 2)
(0, 5)
(1, 3)
(2, 1)
Figure 4. List of skeleton graphs. It remains to distribute the leaf
labels 2, . . . , n in all possible inequivalent ways. For instance, the graph
for p0, 3q gives rise to 2 terms, whether we find the leaf 2 on the right on
the left.
2.3.2. General solution: bipartite skeleton graphs. To compute a general solution pωg,nqg,n
of the loop equations, we can project with respect to each variable either to holomorphic
or polar part and use formula (7):
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Corollary 2.5. For any 2g ´ 2` n ą 0, we have:
ωg,npz1, . . . , znq “
ÿ
ΓPBip0g,n
$0Γpz1, . . . , znq
|Aut Γ|
where Bip0g,n “
Ů
A\B“J1,nK Bip0g,npA,Bq, and the local weight of ω0-vertices is itself
computed as a sum over skeleton graphs of Theorem 2.4.
2.4. Computation of P1ωg,n (proof of Equation (4)). The proof already appears
in [6, Section 1], but we give here a short and self-contained proof. This formula is
important for it will also be used in § 2.5 to compute the second term H1ωg,n.
If λ is a 1-form, we denote:
∆λpzq “ λpzq ´ λpσpzqq, Sλpzq “ λpzq ` λpσpzqq
in terms of the local involution σ near the pi’s. For λ, µ two 1-forms, we have:
λpzqµpzq ` λpσpzqqµpσpzqq “ 1
2
`
∆λpzq ¨∆µpzq ` Sλpzq ¨ Sµpzq˘(10)
λpzqµpσpzqq ` λpσpzqqµpzq “ 1
2
`
∆λpzq ¨∆µpzq ´ Sλpzq ¨ Sµpzq˘(11)
If λpz, . . .q depends on many variables ∆z or Sz the action of these operators act on
the first variable.
Let pg, nq such that 2g ´ 2` n ą 0. We compute:
P1ωg,npz1, Iq “
sÿ
i“1
Res
zÑpi
Gipz, z1qωg,npz, Iq
“ 1
2
sÿ
i“1
Res
zÑpi
 
Gipz, z0qωg,npz, Iq `Gipσipzq, z0qωg,npσipzq, Iq
(
“ 1
4
sÿ
i“1
Res
zÑpi
 
∆1Gipz, z0q ¨∆1ωg,npz, Iq ` S1Gipz, z0q ¨ S1ωg,npz, Iq
(
The linear loop equation tells us that S1ωg,npz, Iq is holomorphic when z Ñ P , hence
the residue of the second term vanishes. Let us rearrange the expression Qg,n involved
in the quadratic loop equations (2), by writing apart ωg,n and using (11):
(12) Qg,npz, Iq “ 1
2
`´∆1ωg,npz, Iq ¨∆ω1,0pzq ` S1ωg,npz, Iq ¨ Sω0,1pzq˘` rQg,npz, Iq
The remainder is:
rQg,npz, Iq “ ωg´1,n`1pz, σipzq, Iq ` 1ÿ
h`h1“g
J\J 1“I
ωh,1`|J |pz, Jqωh1,1`|J 1|pσipzq, J 1q
where
ř1
means that the terms containing ω0,1 were excluded. Therefore:
P1ωg,npz0, Iq “
sÿ
i“1
Res
zÑpi
∆1Gipz, z0q
2 ∆ω0,1pzq
´ rQg,npz, Iq ´Qg,npz, Iq ` 2S1ωg,npz, Iq ¨ Sω0,1pzq¯
The assumption y P OΣ˚,P implies that ∆zω0,1 has exactly a double zero when z Ñ pi,
so the prefactor ∆1Gipz, z0q{∆ω0,1 has exactly a simple pole at z Ñ pi. We conclude by
observing that the two last terms do not contribute to the residue since: Qg,npz, Iq has
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a double zero when z Ñ pi according to the quadratic loop equations ; and S1ωg,npz, Iq
and Sω0,1pzq both have at least a simple zero according to the linear loop equations.
2.5. Computation of HAPBωg,n (proof of Equation (7)). If B “ H, there is only
one graph in Bip0g,npA,Bq, namely the ϕ-vertex by definition of the purely holomorphic
part, so formula (7) holds. We shall prove it in general by induction on increasing values
of 2g ´ 2` n ą 0 and |B|.
We first consider 2g ´ 2 ` n “ 1, that is pg, nq “ p0, 3q and pg, nq “ p1, 1q. For the
case p0, 3q, we have from the residue formula (6):
P3ω0,3pz1, z2, z3q“
sÿ
i“1
Res
zÑpi
Kipz, z3q
 
ω0,2pz, z1qω0,2pσipzq, z2q ` ω0,2pσipzq, z1qω0,2pz, z2q
(
“ ω00,3pz1, z2, z3q
The right-hand side is already of the form P2P3λpz1, z2, z3q, thus:
H1H2P3ω0,3 “ 0, H1P2P3ω0,3 “ 0, P1P2P3ω0,3 “ ω00,3
This agrees with formula (7), since Bip00,3pA,Bq is empty unless A or B is empty, and
Bip00,3pH, t1, 2, 3uq contains only the graph made of a ω00,3 vertex.
For the case pg, nq “ p1, 1q, the residue formula (6) gives:
P1ω1,1pz1q “
sÿ
i“1
Res
zÑpi
Kipz, z1qω0,2pz, σipzqq “ ω01,1
and this agrees again with formula (7) for A “ H and B “ t1u.
Fix pg, nq with 2g ´ 2 ` n ě 2 and B a non-empty subset of N “ J1, nK. Assume
the formula (7) is proved for all pg1, n1q such that 2g1 ´ 2 ` n1 ă 2g ´ 2 ` n, and for
|B1| ă |B|. Pick an arbitrary element b0 R B. We denote:
A “ NzB, B “ Bztb0u, N “ Nztb0u, N rjs “ Nztju
We first write the residue formula (6) with respect to the variable zb0 for Pb0ωg,n:
Pb0ωg,npzNq
“
sÿ
i“1
Res
zÑpi
Kipz, zb0q
!
ωg´1,n`1pz, σipzq, zNq `
2ÿ
J\J 1“N
h`h1“g
ωh,|J |`1pz, zJqωh1,|J 1|`1pσipzq, zJ 1q
`
ÿ
jPN
ω0,2pz, zjqωg,n´1pσipzq, zNrjsq ` ω0,2pσipzq, zjqωg,n´1pz, zNrjsq
)
The
ř2
means that we exclude the terms containing ω0,1, or ω0,2 – which was written
in the last line. Note that, since we assumed 2g ´ 2 ` n ě 2, ωg´1,n`1 ‰ ω0,2 and
the last line does not contain products of two ω0,2. We would like to apply HAPB to
the right-hand side. We can commute these operations with the residue in z when
the integrand has no pole when za, zb approaches z or σipzq. This is the case for all
variables in the second line, but not for the variable j in the last line. However, after
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taking the residue in z the j-th term in the last line is already in ImPb0Pj. Hence:
HAPB ωg,npzNq
“
sÿ
i“1
Res
zÑpi
Kipz, zb0q
"
HAPBωg´1,n`1pz, σipzq, zNq
`
2ÿ
A1\A2“A
B1\B2“B
h1`h2“g
HA1PB1ωh1,1`|A1|`|B1|pz, zA1\B1q ¨HA2PB2ωh2,1`|A2|`|B2|pσipzq, zA2\B2q
`
ÿ
jPB
ω0,2pz, zjqHAPBrjsωg,n´1pσipzq, zNrjsq ` ω0,2pσipzq, zjqHAPBrjsωg,n´1pz, zNrjsq
*
(13)
Then, we project the integrand in each variable z and σipzq either to the holomorphic
part or to the polar part, and we can replace the integrand with sums over bipartite
graphs using the induction hypothesis. We would like to push the residue in z inside
the weights of the graphs, and we need to discuss the type of terms that appear.
Case 1
Case 3.1 Case 3.2
z
σ(z)
b0
A1 A2
B
?
b0
A1
A2
B
A3
?
A
b0
B1
B2
B3?
A
b0
B2
B1
?
Case 2
b0
A1 A2
B1
B2?
Figure 5. Terms appearing in Equation (13). The areas marked by
“?” are subgraphs that need not be connected. pBjqj (resp., pAjqj) form
a partition of A (resp., B).
1 ‚ If we used HzHσipzq, we get a term of the form:
sÿ
i“1
Res
zÑpi
Kipz, zb0qR
“
Upz, σipzq, zMq
‰
for some U which is a holomorphic form in z and in σipzq. zM represents other external
variables or integration variables (appearing in the weight of a graph) that the integrand
may involve. The operation R stands for the residue at P taken on the integration
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variables. The only poles of the integrand in those variables occur at P , so R can be
put in front of the residue on z. Then, it can be written:
R
„ sÿ
i“1
ÿ
zÑpi
Kipz, zb0q Res
z1Ñz
Res
z2Ñσipzq
ω0,2pz, z1qω0,2pσipzq, z2q
ż z1 ż z2
Up¨, ¨, zMq

Noting the double pole at z “ z1 in ω0,2, we commute the residue in z and z1 with the
formula:
Res
zÑpi
Res
z1Ñz
“ Res
z1Ñpi
Res
zÑpi
´ Res
zÑpi
Res
zÑpi
“
sÿ
i1“1
Res
z1Ñpi1
Res
zÑpi
´ Res
zÑpi
Res
z1Ñpi1
Since the integrand is regular when z1 Ñ pi1 , only remains the first term. We commute
likewise the residue in z2 and z and recognize the expression of P1ω0,3 “ ω00,3:
R
„ sÿ
i1,i2“1
Res
z1Ñpi1
Res
z2Ñpi2
´ ż z1 ż z2
Up¨, ¨, zMq
¯ sÿ
i“1
Res
zÑai
Kipz, zb0qω0,2pz, z1qω0,2pσipzq, z2q

“ R
„
1
2
sÿ
i1,i2“1
Res
z1Ñpi1
Res
z2Ñpi2
´ ż z1 ż z2
Up¨, ¨, zMq
¯
ω00,3pz1, z2, zb0q

We recognize the pairing (8):
R
„
1
2
sÿ
i1,i2“1
Res
z1Ñpi1
Res
z2Ñpi2
´ ż z1 ż z2
Up¨, ¨, zMq
¯
ω00,3pz1, z2, zb0q

“ 1
2
@
ω00,3pzb0 , z1, z2qUpz1, z2, zMq
D
(14)
The brackets represent integration over z1, z2, and over all other integration variables
present in zM .
2 ‚ If we use HzPσipzq, we get a term of the form:
sÿ
i“1
Res
zÑpi
Kipz, zb0qR
”
Upz, zMqω0h,kpσipzq, zM 1q
ı
for some Upz, zMq which is a holomorphic form in z, and some ph, kq ‰ p0, 1q and p0, 2q.
zM and zM 1 represents other external or integration variables (appearing in the weight
of a graph) that the integrand may involve. Since ph, kq ‰ p0, 2q, we can pull R in
front of the residue in z. In what concerns the U , we can write again:
R
„ sÿ
i“1
Res
zÑpi
Kipz, zb0q Res
z1Ñz
´ ż z1
Up¨, zMq
¯
ω0,2pz, z1qω0h,kpσipzq, zM 1q

“
B” sÿ
i“1
Res
zÑpi
Kipz, zb0qω0,2pz, z1qω0h,kpσipzq, zM 1q
ı
Upz1, zMq
F
(15)
We also encounter in the initial sum the term where the role of z and σipzq is inter-
changed.
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3 ‚ Using PzPσipzq yields a term of the form:
case 3.1
sÿ
i“1
Res
zÑpi
Kipz, zb0qR
”
ω0h,kpz, σipzq, zMqUpzM 1q
ı
or case 3.2
sÿ
i“1
Res
zÑpi
Kipz, zb0qR
”
ω0h,kpz, zMqω0h1,k1pσipzq, zM 1qUpzM2q
ı
for some ph, kq ‰ p0, 1q and p0, 2q. Since ω00,2 vertices do not appear in any graph of
Bip0, we can pull R before the residue in z. The result is the pairing:
B” sÿ
i“1
Res
zÑpi
Kipz, zb0qω0h,kpz, σipzq, zMq
ı
UpzM2q
F
(16)
or
B” sÿ
i“1
Res
zÑpi
Kipz, zb0qω0h,kpz, zMqω0h1,k1pσipzq, zM 1q
ı
UpzM2q
F
(17)
When we replace the Hω’s in the right-hand side of (13) with sums over bipartite
graphs, each term comes from a (maybe disconnected) bipartite graph Γ. We shall
associate to each term a new bipartite graph Γ P Bip0g,npA,Bq. It remains to check
that all graphs of Bip0g,npA,Bq appear with a total weight that matches (7). Here is
how we build Γ, with notations taken from the previous list:
‚ In case 1, we connect the leaves e and σpeq of Γ carrying the variables z and
σpzq, to a ω00,3-vertex, and add a leaf labeled b0 to it. Note that e and σpeq in
Γ become (internal) edges in Γ. This graph has a symmetry factor of 1{2 due
to permutation of z and σipzq.
‚ In case 2, denote e1 the leaf of Γ carrying the variable z1, and decompose M 1
into the set of leaves M 1L and edges M 1E. We erase the ω0h,k-vertex incident to
σpeq, and replace it with an ω0h,k`1-vertex with leaves labeled by M 1L and b0,
and incident to edges labeled by M 1E as well as the two edges e1 and σpeq.‚ In case 3.1, decompose again M into ML and ME. We erase the ω0h,k-vertex
incident to the leaves carrying z and σpzq, and replace it with a ω0h`1,k´1-vertex
with leaves ML and b0, and incident to edges e and σpeq.
‚ In case 3.2, decompose M into ML and ME – resp. M 1 in M 1L and M 1E. We
erase the ω0h,k- and ω
0
h1,k1-vertices incident to e and σpeq, and replace them with
a ω0h`h1,k`k1`1-vertex with leaves labeled by ML \M 1L and b0, and incident to
edges ME and M
1
E as well as e and σpeq.
Now, we collect all the terms in (13) which are associated to the same graph Γ P
Bip0g,npA,Bq. We classify them according to the typology of the ω0h0,k0-vertex v to which
b0 is incident. Let us denote E the set of edges (resp. L the set of leaves excluding b0)
to which v is incident, M the set of all other edges and leaves in Γ, and UΓv pzE, zMq the
product of local weights over all vertices in Γ except v. We recognize from (14)-(17)
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that the terms associated to Γ is:
1
|Aut Γ|
B” sÿ
i“1
Res
zÑai
Kipz, zb0q
!
ω0h0´1,k0`1pz, σipzq, zE, zLq
`
1ÿ
J\J 1“E\L
f`f 1“h0
ω0f,|J |`1pz, zJqω0f 1,|J 1|`1pσipzq, zJ 1q
)ı
UpzE, zMq
F
“
@Pb0ω0h0,k0pzb0 , zE, zLqUΓv pzE, zMqD
|Aut Γ| “
@
ω0h,kpzb0 , zE, zLqUΓv pzE, zMq
D
|Aut Γ|
This expression coincides with $Γ, and we have proved the formula (7) for HAPBωg,n.
We conclude to the general case by induction.
2.6. End of proof of Theorem 2.2. Now, we have to show that for arbitrary se-
quence of holomorphic symmetric 1-form in n variable pϕg,nq2g´2`ną0, the correlators
ωg,n defined by the sum of the right-hand sides of formulas (6) and (7) satisfy abstract
loop equations. We first observe that, since the right-hand side of (7) is holomorphic
in its first variable, the right-hand side of (4) can be identified with P1ωg,n. The linear
loop equation is clearly equivalent to:
0 “ P1S1ωg,npz1, Iq
and since ∆ω0,1 has exactly a double zero at pi, the quadratic loop equation is equivalent
to:
P1
”Qg,npz1; Iq
∆ω0,1pz1q
ı
“ 0
where P1 acts on the 1-form in the variable z1 to its right. The ratioQg,npz1, Iq{∆ω0,1pz1q
is odd in the variable z1 with respect to σ – we can symmetrize and obtain the equiv-
alent equation:
(18)
sÿ
i“1
Res
zÑpi
Kipz, z1qQg,npz; Iq “ 0
where we remind the expression of the recursion kernel (3).
Assume 2g ´ 2` n ą 0. The right-hand side of (4) gives a formula:
P1ωg,npz1, Iq “
sÿ
i“1
Res
zÑpi
Kipz, z1q rQg,npz, Iq
“
sÿ
i“1
Res
zÑpi
´ ż z
σipzq
ω0,2p¨, z1q
¯ rQg,npz, Iq
2∆ω0,1pzq(19)
Since the ratio rQg,npz, Iq{∆ω0,1pzq is odd in the variable z with respect to σ, we can
desymmetrize:
P1ωg,npz1, Iq “
sÿ
i“1
Res
zÑpi
´ ż z
pi
ω0,2p¨, z1q
¯ rQg,npz, Iq
∆ω0,1pzq “ P1
” rQg,npz1, Iq
∆ω0,1pz1q
ı
The operators S1 and P1 obviously commute, thus:
S1P1ωg,npz1, Iq “ P1S1
” rQg,npz1, Iq
∆ω0,1pz1q
ı
“ 0
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This justifies the linear loop equation.
In the left-hand side of (18) and using the expression (12) for Qg,n, we recognize a
piece coinciding with the definition of P1ωg,n:
sÿ
i“1
Res
zÑpi
Kipz, z1qQg,npz; Iq “ ´P1ωg,npz1, Iq
`
sÿ
i“1
Res
zÑpi
şz
σipzq ω0,2p¨, z1q
2 ∆ω0,1pzq
1
2
”
S1ωg,npz, Iq ¨ Sω0,1pzq ´∆1ωg,npz, Iq ¨∆ω0,1pzq
ı
Thanks to the linear loop equation, the first term in the bracket has a double zero at
z Ñ pi, hence does not contribute to the residue. The last term in the right-hand side
is thus equal to:
1
4
sÿ
i“1
Res
zÑpi
´ ż z
σipzq
ω0,2p¨, z1q
¯
∆1ωg,npz, Iq
Since S1ωg,npz, Iq is holomorphic, it can be added to the integrand without changing
the result. Then, we can desymmetrize the formula and recognize P1ωg,npz1, Iq. This
justifies the quadratic loop equation.
2.7. Proof of Proposition 2.3. Equation 7 expresses the left-hand side as a sum
over graphs in Bip0g,npA,Bq with weight involving ϕ’s and ω0. Those graphs may
contain internal ϕ-vertices, i.e. that do not have any incident leaves. In particular,
Bip0g,npH, J1, nKq is the set of graphs where all ϕ-vertices are internal and according to
Formula 7
(20) ωPg,n “
ÿ
ΓPBip0g,npH,J1,nKq
$0Γ
|Aut Γ|
If Γ is a graph in Bip0g,npA,Bq, let us erase all its ϕ-vertices which are incident to at
least a leaf. We obtain a number of connected components ΓC of total genus hC and
with kC new leaves (which were initially connected to some external ϕ-vertices) and k
1
C
old leaves (those incident to the ω0-vertices in ΓC). The kC leaves are not ordered, but
the connected components ΓC can be grouped in clusters according to the leaf labels
incident to the ϕ-vertices they were incident to in Γ. This is taken into account by
the automorphism factor in Γ. Each ΓC can be seen as a graph in Bip
P
hC ,kC
, and all
such graph appears. Including the symmetry factor, the contribution of the connected
component C to the weight $0
Γ
(before integrating out the variables carried by edges
incident to external ϕ-vertices) is precisely ωPhC ,kC`kC1 pZCq given by (20). This entails
Corollary 2.3.
3. Relation to intersection theory on the moduli space
The goal of this section is to relate the formulas (6) and (7) for general solutions of the
abstract loop equations to the intersection theory of the moduli spaces of curves Mg,n,
namely, we express these solutions in terms of the intersection indices of ψ-classes. In
order to do this, we need a different parametrization of the space of solutions. The
parameters are again symmetric holomorphic forms that we denote by φg,n, but they
in general differ from ϕg,n of Section 2. We give below both the formulas for the
expansions of ωg,n’s and ϕg,n’s in terms of these new parameters.
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3.1. Expansions and differential operators. We are interested in the expansions
of the differential forms ωg,n near the points p1, . . . , ps in the local coordinates ζ1, . . . , ζs
defined by (up to an arbitrarily chosen sign) x “ ζ2i {2` ai, i P J1, sK, where ai “ xppiq,
i P J1, sK. Let U˜i the domain of definition of ζi, and Σ˜ the disjoint union of U˜i.
In presence of many variables, ζi,` denotes this coordinate for the `-th variable. We
introduce the “standard bidifferential”:
(21) ω0,2|KdVpz1, z2q “ δij dζi,1 b dζj,2pζi,1 ´ ζj,2q2 , for pz1, z2q P Ui ˆ Uj
and HKdV the projection to the holomorphic part (Definition 2.2.1) using ω0,2|KdV
instead of ω0,2. For 2g ´ 2` n ą 0, we define:
φg,n :“ HKdV1 ¨ ¨ ¨HKdVn ωg,n
and we take the conventions:
φ0,1 :“ ω0,1 “ ydx, φ0,2 “ ω0,2 ´ ω0,2|KdV
The φ’s are symmetric, holomorphic forms1. in their n variables in Σ “ \si“1Ui. We
may call them “KdV-blobs”.
Let us first fix the notation for the expansions. For any pg, nq, we write the Taylor
expansions at the ramification points:
φg,npz1, . . . , znq „ φpi1,...,inqg,n :“
ÿ
d1,...,dně0
φg,n
“
i1 ... in
d1 ... dn
‰ nâ
`“1
ζd`i`,`dζi`,`
near the point ppi1 , . . . , pinq P Σn.
Now we introduce differential operators that use the coefficients of these expansions.
For any pg, nq ‰ p0, 1q we denote:
(22) pφpi1,...,inqg,n :“ ~g`n´1 ÿ
d1,...,dně0
φg,n
“
i1 ... in
2d1 ... 2dn
‰ nź
`“1
p2d` ´ 1q!! BBti`,d`
,
where ti,d indexed by integers i P J1, sK and d ě 0 is some set of formal variables. The
case of pg, nq “ p0, 1q is exceptional, in this case we denote:
pφpiq0,1 :“ ÿ
dě2
φ0,1 r i2d s p2d´ 1q!!
B
Bti,d .
The two terms d “ 0 and d “ 1 are missing in this sum compared to (22). Let us
comment on that.
The coefficients φ0,1 r i0 s “ ydx|pi are equal to zero since we assumed that y is holo-
morphic (recall that pi is a critical point of function x). The coefficients φg,n r i2 s
were excluded because they play a special role; we denote them by αi indexed by
i P J1, sK and they were assumed non-zero. For any pg, nq we denote by pφg,n the sumř
1ďi1,...,inďs
pφpi1,...,inqg,n .
Remark 3.1. We insist that pφg,n only depends on the coefficients of the purely odd part
of the φg,n. In particular, pφg,n “ 0 whenever φg,n is even in at least one of its variables.
1Note that the “standard bidifferential” is only defined in a local spectral curve, and cannot in
general be extended to the global case discussed in § 2.1.2. In this respect, ϕ’s can be defined globally,
and φ’s only locally at ramification points
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3.2. Explicit formula. We consider the Witten-Kontsevich partition function of in-
tersection numbers of ψ-classes on Mg,n, which is a Tau function of the KdV hierarchy
[24, 27]:
τKdVp~, ttduq “ exp
ˆÿ
gě0
~g´1 Fgpttduq
˙
in the variables ptdqdě0. For 2g ´ 2` n ą 0:
Fgpttduq “
ÿ
ně1
2g´2`ną0
1
n!
ÿ
d1,...,dně0
´ ż
Mg,n
nź
`“1
ψd``
¯ nź
`“1
td`
The integrals over Mg,n in this expression are zero when d1 ` . . . ` dn ‰ 3g ´ 3 ` n.
It is convenient to modify this partition function to include the intersection numbers
M0,2 and M0,1. By convention, they extend to n “ 1 and 2 the formula
@n ě 3,
ż
M0,n
nź
`“1
ψd`` “
ˆ
n´ 3
d1, . . . , dn
˙
To do so, we introduce extra variables t´1, t´2, t´3, . . ., and define the corresponding
generating function as
for M0,2 :
ÿ
dě0
ˆ´1
d
˙
tdt´1´d “
ÿ
dě0
p´1qdtdt´1´d(23)
for M0,1 :
ˆ´2
´2
˙
t´2 “ t´2(24)
Finally, we denote by Zi the following modification of τKdV:
(25) Zi :“ exp
ˆ
t´2
~
` 1
~
ÿ
dě0
p´1qdtdt´1´d
˙
τKdV
ˇˇˇˇ
tdÑ´ti,d{αi pdPZq
~Ñ~{α2i .
This defines Zi to be a series in ~ and pti,dqdPZ, and the rescaling by αi implies that
each monomial ~g´1
śn
`“1 ti,d` in lnZi comes with a prefactor p´αiq2´2g´n.
We define a new partition function Z by the following formula:
(26) Z :“ exp
´ÿ
gě0
ÿ
ně1
pφg,n¯ sź
i“1
Zi.
The fact that it is well-defined will be explained in the next paragraph. Since the pφg,n
are pure differential operators, they all commute and we can apply each e
pφg,n separately.
We expand lnZ in the variables ~ and ti,d:
(27) lnZ “
ÿ
gě0
~g´1
ÿ
ně1
1
n!
sÿ
i1,...,in“1
ÿ
d1,...,dnPZ
x i1 ... ind1 ... dn yg
nź
`“1
ti`,d` .
We call pg, nq-part of lnZ the sum of terms coming with ~g´1{n! in (27). Our main
result is:
Theorem 3.1. There exists a solution of the abstract loop equations characterized by
the following property: for any pg, nq the odd part (in each variable) of the expansion
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of ωg,n near ppi1 , . . . , pinq in the local coordinates ζi1 , . . . , ζin is given by
(28) ωpoddqg,n „ ωpi1,...,inqg,n :“
ÿ
d1,...,dnPZ
x i1 ... ind1 ... dn yg
nâ
`“1
p2d` ` 1q!! dζi`
ζ2d``2i`
.
Remark 3.2. The statement of the theorem requires one convention. In the case pg, nq “
p0, 2q and i1 “ i2, we must assume the convergence of the series in the right hand side
of Equation (28), that is, we assume that |ζi1 | ą |ζi2 | for the sum over d1 ě 0 and
d2 ă 0, and |ζi1 | ă |ζi2 | in the opposite range d1 ă 0 and d2 ě 0.
Remark 3.3. As we see, the odd part of the expansions of a solution of the abstract
loop equations is characterized in terms of the new parameters φg,n. The odd parts
of the expansions of the standard parameters ϕg,n can then be reconstructed using
Definition 2.1. There is no unicity because the property (28) does not fixes the even
part, but we show in § 4.1 that the even part decouples. The fact that Theorem 3.1
allows a representation is explained in its proof in § 3.6.
This relates the computation with the odd part of the blobbed topological recursion
(4) to a computation whose elementary blocks are the intersection of ψ-classes. We
show below in § 4.1 that the even part of the ωg,n is somewhat decoupled. The key
substitution relation is:
(29) ti,d ÐÑ p2d` 1q!! dζi
ζ2d`2i
valid for any d P Z. In particular, for negative indices:
(30) ti,´d´1 Ñ p´1q
dζ2di dζi
p2d´ 1q!! , d ě 0.
We will prove Theorem 3.1 by diagrammatic techniques in § 3.5-3.6, but we first give
some illustration on how it works in some special cases that were already known and
that will be used in the general proof.
3.3. Structure of the partition function and exceptional correlators. It is not
obvious that expansion given by Equation (27) is well-defined. Namely, from the
general shape of Equation (26) one could expect that there is an infinite summation
involved in the definition of each particular correlator in (27). In this section we first
prove that the expansion in (27) is well-defined, and then show how this formula works
in two examples.
3.3.1. Structure of partition function Z. In order to prove that Equation (27) is well-
defined we should find a way to eliminate the p0, 1q and p0, 2q-terms in Zi, i P J1, sK,
and the operator pφ0,1.
First we can observe that the action of pφ0,1 is well-defined. Indeed, it is just a shift
of the variables ti,d for d ě 2. Since lnZi can be considered as a formal power series in
the variables ti,d, d ď 1, whose coefficients are polynomials in ti,d, d ě 2, this shift of
variables is well-defined. More precisely, the expansion of ln
`
expppφ0,1qZi˘ is given by
(31)ÿ
gě0
´ ~
α2i
¯g´1 ÿ
ně1
kě0
1
n!k!
ÿ
d1,...,dnPZ
b1,...,bkě2
ż
Mg,n`k
nź
`“1
ψd``
kź
m“1
ψb`n`m
nź
`“1
ti,d`
´αi
kź
`“1
φ0,1
“
i
2b`
‰
´αi p2b` ´ 1q!!
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Since b` ě 2, and řn`“1 d``řkm“1 bm “ 3g´ 3`n`k, the coefficient of each monomial
~g´1ti,d1 ¨ ¨ ¨ ti,dn is a finite sum in this expansion. Furthermore, it is easy to see, for the
same dimensional reason, that the pg, nq “ p0, 1q, p0, 2q, p0, 3q and p1, 1q terms of this
expansion coincide with those of lnZi (the argument will be revisited in Lemma 3.5
below).
Since the operators pφg,n never contain a differentiation with respect to a variable
with negative index, we can commute them with the p0, 1q-terms in śsi“1 expppφ0,1qZi
(which are the same as those in
śs
i“1 Zi):
exp
´ ÿ
gě0,ně1
pg,nq‰p0,1q
pφg,n¯ sź
i“1
exp
´
´ ti,´2
~αi
¯
“
sź
i“1
exp
´
´ ti,´2
~αi
¯
exp
´ ÿ
gě0,ně1
pg,nq‰p0,1q
pφg,n¯
For the same reason, the conjugation with the p0, 2q-terms of śsi“1 expppφ0,1qZi (or,
equivalently,
śs
i“1 Zi) gives an operator that is well-defined as a formal power series in
ti,´d´1 indexed by i P J1, sK and d ě 0:
exp
´
´
sÿ
i“1
ÿ
dě0
p´1qdti,dti,´1´d
¯
exp
´ ÿ
gě0,ně1
pg,nq‰p0,1q
pφg,n¯ exp´ sÿ
i“1
ÿ
dě0
p´1qdti,dti,´1´d
¯
So, we can consider Equation (26) as an action of this operator on a product of usual
KdV tau-functions with rescaled and shifted (for d ě 2) variables, which is well-defined.
3.3.2. Case pg, nq “ p1, 0q. Let us discuss a simple example in order to see how we get
expansion of ω0,1 via Theorem 3.1. Indeed, from the definition we have:
(32) ω
poddq
0,1 „ αiζ2i dζi `
ÿ
dě2
φ0,1 r i2d s ζ2di dζi
On the other hand, the pg, nq “ p0, 1q-part of lnZ is given by the sum over i of the
following expression:
p´αiq1ti,´2 `
ÿ
dě2
φ0,1 r i2d s p2d´ 1q!!
B
Bti,d
˜
p´αiq0
ÿ
dě0
p´1qdti,dti,´1´d
¸
“ ´αiti,´2 `
ÿ
dě2
φ0,1 r i2d s p2d´ 1q!!p´1qdti,´1´d
After the changes (29)-(30), we get exactly the right hand side of Equation (32).
3.3.3. Case pg, nq “ p0, 2q. In this case, from the definition we have the following
expansion in U˜i ˆ U˜j:
(33) ω
poddq
0,2 „ δij
8ÿ
d“0
ζ2di,1
ζ2d`2j,2
p2d` 1qdζi,1b dζj,2`
ÿ
d1,d2ě0
φ0,2
“
i j
2d1 2d2
‰
ζ2d1i,1 ζ
2d2
j,2 dζi,1b dζj,2
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The p0, 2q-part of lnZ is given by the sum over i and j of the following expression
δij
ÿ
dě0
p´1qd ti,dtj,´1´d
`
ÿ
d1,d2ě0
φ0,2
“
i j
2d1 2d2
‰ p2d1 ´ 1q!! BBti,d1
˜
p´αiq0
ÿ
dě0
p´1qdti,dti,´1´d
¸
ˆ p2d2 ´ 1q!! BBtj,d2
˜
p´αjq0
ÿ
dě0
p´1qdtj,dtj,´1´d
¸
“ δij
ÿ
dě0
p´1qd ti,dtj,´1´d
`
ÿ
d1,d2ě0
φ0,2
“
i j
2d1 2d2
‰ p2d1 ´ 1q!!p2d2 ´ 1q!!p´1qd1`d2ti,´1´d1tj,´1´d2
If we take into account Remark 3.2, then after the changes (29)-(30), we get exactly
the right hand side of Equation (33).
3.4. Special cases of Theorem 3.1. In this paragraph we collect some known special
cases of Theorem 3.1. The one discussed in § 3.4.2 is needed later in the general proof
of this theorem.
3.4.1. Case of pφg,n “ 0 for all g, n. On the topological recursion side, the odd part of
the p0, 1q correlator near the point pi is
ω
poddq
0,1 „ αiζ2i dζi
Furthermore, we have:
ω0,2pζi,1, ζi,2q “ dζi,1 b dζi,2pζi,1 ´ ζi,2q2 “ ω
even
0,2 pζi,1, ζi,2q ` ωodd0,2 pζi,1, ζi,2q,
where
ωeven0,2 pζi,1, ζi,2q “ 2ζi,1ζi,2pζ2i,1 ´ ζ2i,2q2
dζi,1 b dζi,2(34)
ωodd0,2 pζi,1, ζi,2q “
ζ2i,1 ` ζ2i,2
pζ2i,1 ´ ζ2i,2q2
dζi,1 b dζi,2(35)
Eventually, for 2g ´ 2` n ą 0, it is proved in [15] (see also the book [16]) that ωg,n is
odd in each variable, and:
(36) ωpi,...,iqg,n „ p´αiq2´2g´n
ÿ
d1,...,dně0
ż
Mg,n
nź
`“1
ψd``
nâ
`“1
p2d` ` 1q!! dζi
ζ2d``2i
near the point ppi, . . . , piq, and the expansions near the points ppi1 , . . . , pinq are equal
to zero if ik ‰ i` for some 1 ď k ă ` ď n.
On the other hand, Z “ śsi“1 Zi, and by comparison with the definition of the
Witten-Kontsevich partition function:
x i1 ... ind1 ... dn yg “ δi1,...,inp´αiq2´2g´n
ż
Mg,n
nź
`“1
ψd`` ,
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We apply the transformation (29) of monomials in lnZ:
p´αiq2´2g´n
ş
Mg,n
śn
`“1 ψ
d`
`
śn
`“1 ti,d`
|Autpd1, . . . , dnq|
ù p´αiq2´2g´n
ÿ
d1,...,dně0
ż
Mg,n
nź
`“1
ψd``
nâ
`“1
p2d` ` 1q!! dζi
ζ2d``2i,`
,(37)
and this gives, for 2g ´ 2 ` n ą 0 and each i P J1, sK, the same expansions as Equa-
tion (36). For pg, nq “ p0, 1q, there is only one term. For pg, nq “ p0, 2q, we have the
substitution (30):
(38)
ÿ
dě0
p´1qd ti,dti,´d´1 ù
ÿ
dě0
p2d` 1q ζ
2d
i,1
ζ2d`2i,2
dζi,1 b dζi,2 “ ζ
2
i,1 ` ζ2i,2
pζ2i,1 ´ ζ2i,2q2
dζi,1 b dζi,2
and we recognize (35) (remind Remark (3.2) on convergence of this series).
Notation 3.4. We define ωg,n|KdV to be the right-hand side of (37) for 2g ´ 2` n ą 0,
(21) for pg, nq “ p0, 2q, and ω0,1|KdVpzq “ αiζ2i dζi when z P Ui. They encode in a simple
way the intersection of ψ-classes. For instance:
(39) ω0,3|KdV “ 1´αi
dζi,1 b dζi,2 b dζi,3
ζ2i,1ζ
2
i,2ζ
2
i,3
Remark 3.5. For 2g´ 2`n ą 0, only the non-negative di contribute in (37). Since the
top dimension of Mg,n is 3g ´ 3 ` n, ωg,n|KdV has a pole of total degree 6g ´ 6 ` 4n,
and actually is homogeneous of degree ´3p2g ´ 2` nq in its n variables.
3.4.2. Non-trivial pφ0,1. This case falls in the scope of the usual topological recursion
of [20] with an arbitrary local expansion of the function y near the points pi, i P J1, sK,
but ω0,2 still being the standard bidifferential. In this case the local expansion of ωg,n,
2g ´ 2` n ą 0, is given by the following formula:
ωpi,...,iqg,n „
ÿ
mě0
p´αiq2´2g´n´m
m!
ÿ
a1,...,amě2
mź
j“1
`
φ0,1
“
i
2aj
‰ p2aj ´ 1q!!˘ ¨(40)
ÿ
d1,...,dně0
ż
Mg,n`m
nź
`“1
ψd``
mź
j“1
ψ
aj
n`j
nâ
`“1
p2d` ` 1q!! dζi,`
ζ2d``2i,`
near the point ppi, . . . , piq. The expansions near the points ppi1 , . . . , pinq are equal to
zero if ik ‰ i` for some 1 ď k, ` ď n. This is just a properly renormalized formula
in [14].
It is obvious (see Equation (31)) that the intersection numberż
Mg,n`m
nź
`“1
ψd``
mź
j“1
ψ
aj
n`j
should come from the coefficient of the monomial
śn
`“1 ti,d` in the corresponding sum-
mand2 of
`pφpiq0,1˘m lnZ. Indeed, by definition the operator pφpiq0,1 replaces the variable ti,a,
a ě 2, that controls a factor of ψa in the intersection class with the scalar coefficient
2Since pφ0,1 is an order 1 operator, it does not matter whether we apply it to Z and then take the
logarithm, or if we apply it directly to lnZ.
BLOBBED TOPOLOGICAL RECURSION 23
φ0,1 r i2a s p2a ´ 1q!!. So we have Theorem 3.1. This formula can be nicely rewritten in
terms of κ-classes [14], as we recall in Appendix A.
Notation 3.6. We denote the n-form in the right-hand side of (40) by ωg,n|lKdV. It
implicitly depends on the coefficients of pφ0,1.
3.4.3. Non-trivial pφ0,1 and pφ0,2. This is the general setting of the usual topological
recursion with ω0,2 a priori different from the standard bidifferential ω0,2|KdV. It creates
n-forms ωg,n which can be non-zero even when the n variables belong to different open
sets. This is the simplest case of non-trivial coupling between the ramification points.
It is obtained from the KdV by action with the exponential of a second order differential
operator, see [13, 22] for the special cases of that. Our Theorem 3.1 is then equivalent
to the results of [14], namely [14, Theorem 3.1] for one ramification point and [14,
Theorem 4.1] in the general case. This actually allowed a proof [21] of the BKMP
conjecture [9], stating that open Gromov-Witten invariants of toric Calabi-Yau 3-folds
are computed by the topological recursion with initial data coming from their mirror
curve.
3.5. Diagrammatic representation of coefficients of Z in terms of KdV. There
is a way to represent the coefficients x i1 ... ind1 ... dn yg in Equation (27) (or, equivalently, the
n-forms ω
pi1,...,inq
g,n ) graphically. Indeed, every term can be represented as a sum of
contributions of connected bipartite graphs Γ with the following structure:
‚ There are two types of vertices: KdV-vertices and Φ-vertices.
‚ Each vertex v is labeled by a non-negative integer (called genus) hpvq ě 0, and
we require
ř
v hpvq ` b1pΓq “ g.‚ The valency of each vertex is at least 1.
‚ Each (internal) edge connects a KdV-vertex and a Φ-vertex.
‚ There are exactly n leaves (= unbounded edges), and they are labeled by the
numbers 1, . . . , n.
‚ Each leaf is connected to a KdV-vertex of genus 0 and of valency 2, with one
exception: if pg, nq “ p1, 0q, Γ has just one vertex, which is the KdV vertex of
genus 0 and valency 1, and the leaf is connected to it.
Notation 3.7. We denote Gg,n this set of connected bipartite graphs.
We now describe the weight ωΓg,n assigned to such a graph Γ. We first assign variables
to any edge of color i: integration variables ze for an internal edge e, and external
variables zk for the leaf labeled by k P J1, nK. We denote by E “ EpΓq the set of the
internal edges, and we denote by E0 Ď E the subset of internal edges attached to the
same KdV vertices as the leaves. By our last rule, provided Γ is neither the p0, 1q-KdV
vertex with one leaf or the p0, 2q-KdV vertex with two leaves, the set E0 “ te1, . . . , enu
is in one-to-one correspondence with the set of leaves. The weight of Γ is a symmetric
form in n variables defined by
(41) ωΓg,n :“ 1|AutpΓq|
ź
eiPE0
Res
zeiÑzi
ź
ePEzE0
«ÿ
ie
Res
zeÑpie
ff´â
v
Drvs
¯
.
Drvs are local weights associated to a vertex v. Let us denote dpvq its valency, hpvq its
genus, and tep1q, . . . , epdpvqqu its set of incident edges (internal edge or leaf)
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‚ If v is a KdV vertex, Drvs is the symmetric meromorphic form in dpvq variables
equal to ωhpvq,dpvq|KdVpzep1q, . . . , zepdpvqqq.
‚ If v is a Φ-vertex, Drvs is the symmetric holomorphic function of n variables
equal to Φhpvq,dpvqpzep1q, . . . , zepdpvqqq, where:
(42) Φh,dpz1, . . . , zdq :“
#şz1 ¨ ¨ ¨ şzd φh,d if ph, dq ‰ p0, 1q;şz1 `φ0,1 ´ αi1ζ2i,1dζi,1˘ if pg, nq “ p0, 1q.
Here we assume that the variable zj belongs to the open set Uij , and the corre-
sponding integration starts from the ramification point pij .
Since in (41) we are computing residues of products of holomorphic functions by mero-
morphic 1-forms, ωΓg,n in general does not vanish. |AutpΓq| is the number of permuta-
tions of edges and vertices labels fixing the label of each leaf and preserving Γ.
Theorem 3.2. The formula:
(43) ωg,n “
ÿ
ΓPGg,n
ωΓg,n.
defines a solution of abstract loop equations.
We prove this theorem in § 3.6. Using this theorem, we can prove Theorem 3.1.
Indeed, it is a direct consequence of the following simple Lemma:
Lemma 3.3. In Ui1 ˆ ¨ ¨ ¨ ˆ Uin, we have the following expansion:ˆ ÿ
ΓPGg,n
ωΓg,n
˙poddq
„ ωpi1,...,inqg,n .
where ω
pi1,...,inq
g,n was by definition the right-hand side of (28).
Proof. In fact, this Lemma is almost obvious. Indeed, consider an expansion of an
expression of the same type as (26), that is, an action of a differential operator with
constant coefficients on an exponential formal power series. Then the results can always
be presented as a sum of bipartite graphs, where the two types of vertices represent
the coefficients of the original formal power series and the coefficients of the differential
operator; leaves correspond to the variables in which we expand the result, and the
edges correspond to particular differentiations in the operator.
In our case, we re-arrange the result of this computation into a differential form via
the substitution ti,d Ø p2d ` 1q!!ζ´p2d`2qi dζi described in (29) and used above in the
definition of the expansion of ωg,n at ppi1 , . . . , pinq. Then the only subtle thing is that
we want to represent differentiations in terms of the residues. Then it is enough to
observe that the identity for d P Z:
p2d´ 1q!! BBti,d ti1,d1 “ δi,i1δd,d1p2d´ 1q!!
is reproduced by the residue pairing:
Res
ζiÑ0
«´ ż ζi
0
ζ2d
¯
¨ δi,i1 ¨ p2d1 ` 1q!! dζi1
ζ2d
1`2
i1
ff
“ δi,i1δd,d1p2d´ 1q!!,
while the last equality is precisely the computation on the internal edges in the residue
formula. 
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Remark 3.8. Using this diagrammatic formalism, we can now represent Equation (40)
for ωg,n|lKdV in terms of graphs. In this case the only non-trivial Φ-vertices v have
hpvq “ 0 and dpvq “ 1 (see Figure 6).
g
zn
z1
... g
zn
z1
=
∑
m≥0 ...
0
0
0 } m [Φ0,1 vertices]
... g
zn
z1
ωg,n|KdV =
ωg,n|KdV =
Figure 6. Relation between the KdV vertices and the disk-
renormalized KdV vertices. The graphs in the right-hand side have a
symmetry factor 1{m!.
3.6. Graphical representations of topological recursion. In this Section we com-
pare the sum of the graphs in Equation (7) with the one presented in § 3.5. Since we
are able to identify these two expressions, this way we will prove Theorem 3.2, and, as
a corollary (cf. Lemma 3.3) Theorem 3.1. This way we also explain an explicit relation
between the parameters φg,n and ϕg,n.
Consider Equation (43) for 2g ´ 2 ` n ą 0. There are several options for the leave
number i, 1 ď i ď n. It can either be attached to a stable KdV vertex, or it can be
attached to a p0, 2q-KdV vertex that is further attached to a p0, 2q-Φ vertex, or it can
be attached to a p0, 2q-KdV vertex that is further attached to a stable Φ-vertex. In
the first two cases we say that the i-th leaf of P-type, and in the third case we call it
H-type.
Consider ωg,n given by the sum of graphs (43). A direct consequence of the definition
of the projections P and H in § 2.2.1 is the following lemma.
Lemma 3.4. If ωg,n is given by the sum over graphs (43), then for any partition
A \ B “ J1, nK, the form PAHBωg,n is given by the sum over the subset of graphs in
Gg,n, where all leaves with labels in A are of P-type and all leaves with labels in B are
of H-type.
Now, we have a formula for ϕg,n. It is given by the restriction of the sum of
graphs (43) to those graphs, where all leaves are of the H-type. We remove the p0, 2q-
KdV vertices on the leaves using the following formula for the expansions of ϕg,n (see
Figure 7):
(44) ϕpi1,...,inqg,n pζi1 , . . . , ζinq “ Res
η1Ñζi1
¨ ¨ ¨ Res
ηnÑζin
” nź
`“1
dζi` b dη`
pζi` ´ η`q2
ı ż η1
pi1
¨ ¨ ¨
ż ηn
pin
ϕg,n
Now, we can arrange the vertices of any graph in Gg,n, 2g ´ 2 ` n ą 0, into clus-
ters. Any cluster is a connected subgraph of positive Euler characteristic. Namely, we
consider the maximal connected subgraphs that consist of the KdV-vertices (stable or
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... g
zn
z1
zn
z1
...
g
0
0
0
=
Figure 7. The hatched circle represents any symmetric holomorphic
form in n variables, and the hatched square the holomorphic function of
n variables, so that formula (44) hold. We remind that the bivalent genus
0 KdV vertices represent the standard bidifferential dζ b dζ 1{pζ ´ ζ 1q2.
Edge correspond to the residue pairing between a form and a function,
with the special rule (41) for the point at which the residue is taken.
unstable), unstable Φ-vertices, and have at least one leaf of P-type. These clusters
are contributions to the graphical formulas of Eynard in [14] for the solutions of the
usual topological recursion, so they form the black-white vertices in the terminology
of Section 2. The connected components of the complement of these clusters are ex-
actly of the type we use in the formula for ϕg,n of Lemma 3.4 (with the same remark
that the p0, 2q-KdV vertices on the leaves should be removed). These graphs from the
pg, nq ϕ-vertices in the terminology of Section 2, and indeed they can be internal, or
be incident to H-leaves.
So, this way we represent black-white and gray vertices of Section 2 as the sum over
special subgraphs of graphs in Gg,n, and this way we associate with any graph in Bip0g,n
a subset of graphs in Gg,n. The disjoint union of these subsets forms the whole set Gg,n,
and the definition of the weights of graphs imply that the weight of a graph in Bip0g,n
given by Equation (8) is equal to the sum over the corresponding subset of graphs in
Gg,n of the weights given by Equation (41). This proves Theorem 3.1 and explains the
relation between the parameters φg,n and ϕg,n.
Remark 3.9. In fact, we can sketch a different proof of Theorem 3.1, which is easier.
First, we observe that the ωg,n|KdV (our KdV-vertices) solve the abstract loop equations.
In this case the abstract loop equations are equivalent to the Virasoro constrains for the
intersection indices of ψ-classes, see [15] or [14]. Then, we observe that all dependence
on the variables is through the leaves that are attached to the KdV-vertices. So, since
the abstract loop equations are of the local nature, we can apply it to the piece of the
graph that consists of one or two KdV vertices of fixed Euler characteristic, and this
will imply the same property for the whole sum over graphs.
A big disadvantage of this approach is that we do not see that we can represent in
this way any solution of the abstract loop equations. This can be done only through a
link to Theorem 2.2, as we did in our proof.
3.7. Renormalization by pφ0,1. In this paragraph, we simplify a bit the diagrammat-
ics of Section 3.5. The set of graphs Gg,n is infinite, since without changing the topology:
we can attach an arbitrary number of Φ0,1-vertices to each of the KdV vertex ; and
we can replace a p0, 2q-KdV vertex by an arbitrarily long sequence alternatively made
of p0, 2q-KdV vertices and Φ0,2 vertices. Nevertheless, the sum (43) is finite because
only a finite number of them have non-zero weight – this has to do with the absence of
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poles at pi’s in φg,n as well as ω0,1|KdV and ω0,2|KdV, see Section 3.3.1. The argument
of Section 3.3.1 can be revisited in terms of graphs in the following way.
Lemma 3.5. The weight ωΓg,n vanishes if the graph Γ has one of the following properties:
‚ there exists a p0, 1q-KdV vertex incident to an internal edge.
‚ there exists a KdV vertex attached to k p0, 1q-Φ-vertices, with total valency n`k
for n ě 0, k ě 1, and genus g ě 0, such that 2g´2`n`k ą 0 and k ą 3g´3`n.
‚ there exists an internal p0, 2q-KdV vertex.
Proof. p0, 1q KdV vertices that are incident to an internal edge e have weight αiζ2i,edzi,e
for ze P Ui, and they are paired with Φ-vertices whose weight is a holomorphic function,
hence yield a zero weight.
For the second statement, we need to prove that:
Res
ζ1Ñpi
¨ ¨ ¨ Res
ζkÑpi
«
ωg,n`k|KdVpw1, . . . , wn, ξ1, . . . , ξkq
kź
j“1
Φ0,1pξjq
ff
“ 0
whenever 2g ´ 2 ` n ` k ą 0 and k ą 3g ´ 3 ` n. Let us consider a pairing of
ωg,n`k|KdV with k Φ0,1-vertices, with k ě 1. Since 2g´ 2`n` k ą 0, the pairings only
involve residues at pi’s. According to the definition (42), Φ0,1 behaves as Opζ5i q around
pi, therefore it can only gives a non-zero result when it is paired with ζ
´2pdi`1q
i dζi for
di ě 2. Since the dimension of Mg,n`k is 3g´3`n`k, ωg,n`k|KdV is a linear combination
of terms
ś
i ζ
´2pdi`1q
i dζi with
ř
i di “ 3g´3`n`k. Having the non-vanishing condition
di ě 2 for i P J1, kK implies:
k ď 3g ´ 3` n.
In particular, any graph where k ě 1 Φ0,1-vertices are attached to a p0, 2 ` kq vertex
receives a zero weight.
To prove the last statement, we need to consider:
Res
zÑpi
Res
z1Ñpi1
dζ1 b dζ
pζ1 ´ ζq2 Φh,kpz, z
1, . . .q dζ
1 b dζ2
pζ 1 ´ ζ2q2
or
Res
zÑpi
Res
z1Ñpi1
dζ1 b dζ
pζ1 ´ ζq2 Φh,kpζ, . . .qΦh1,k1pζ
1, ¨ ¨ ¨ q dζ
1 b dζ2
pζ 1 ´ ζ2q2 .
Since Φ’s are holomorphic at ppi, pi1q, these two residues are zero. 
For pg, nq ‰ p0, 1q, let us define the set of reduced bipartite graphs Glg,n which do
not have p0, 1q-vertices, and in which each p0, 2q-KdV vertex is attached to at least
one leaf. By convention, Gl0,1 consists of a single graph, made of a p0, 1q-KdV vertex
attached to the leaf.
Lemma 3.6. For any g ě 0 and n ě 1, Glg,n is finite.
Proof. The statement is obvious for pg, nq “ p0, 1q, p0, 2q. Consider Γ P Glg,n, 2g´2`n ą
0. According to our defining rules, there are no p0, 1q KdV or Φ-vertices, and at most n
p0, 2q-KdV vertices. Since the total g is fixed, the total number of KdV- or Φ-vertices
carrying a positive genus is bounded. We have the two basic relations:ÿ
k,h
k
`
#KdVh,k `#Φh,k
˘ “ 2#edge` n
1`#edge´
ÿ
h,k
`
#KdVh,k `#Φh,k
˘ “ b1pΓq ď g(45)
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and we deduce:
(46) #
1
2
ÿ
kě3
p#Φ0,k `#KdV0,kq ď g ´ 1` n
In particular, there exists only a finite number of KdV vertices. Since the graph is
bipartite, it also means that there exists a finite number of Φ-vertices – which was the
piece of information missing in (46). We conclude that there exists a finite number of
vertices, so we can only form a finite number of graphs. 
To a graph Γ P Glg,n, we assign a new weight ωΓ,lg,n . It is defined following the steps of
§ 3.5, but now each ph, kq-KdV vertex is assigned a renormalized weight ωh,k|lKdV, that
incorporates the effect of blossoming Φ0,1 vertices (see Figure 6). We ruled out in Glg,n
graphs which had zero weight according to Lemma 3.5, so the result of the sum over
reduced graphs is the same:
(47) ωg,n “
ÿ
ΓPGlg,n
ωΓ,lg,n
This formula holds for any g and n. The first graphs in Glg,n are given in Figure 8.
Remark 3.10. The proof of Lemma 3.5 tells us that
(48) ω0,2|lKdV “ ω0,2|KdV, ω0,3|lKdV “ ω0,3|KdV, ω1,1|lKdV “ ω1,1|KdV
which is equivalent to the observation we made in § 3.3.1.
4. Some basic properties
4.1. Even and odd parts. Note that Theorem 3.2 describes the forms ωg,n completely
while Theorem 3.1 just gives the purely odd part of their expansion. In this section we
analyze the difference between odd and even parts of ωg,n.
The first easy statement is the following.
Proposition 4.1. If all forms φg,n are odd in each variable, then the forms ωg,n defined
by (43) are also odd in each variable – for pg, nq ‰ p0, 2q.
Proof. Indeed, consider the formula for ωg,npz1, . . . , znq given by Theorem 3.2. De-
pendence on the variables za, a P J1, nK, is expressed via the leaves of the underlying
graphs. All leaves are attached to KdV-vertices. If a leaf is attached to a KdV-vertex
of positive Euler characteristic, its contribution to the weight of the graph is purely
odd, as it follows from Equation (36). The same is true in the exceptional situation
when we have one p0, 1q-KdV vertex.
So, the only situation that we have to consider is when the ith leaf is attached to a
p0, 2q-KdV vertex. But in this case this p0, 2q-KdV vertex is connected by an edge e to
a Φh,k vertex (we excluded the case of pg, nq “ p0, 2q).
Consider the piece of the graph that consists of this leaf, the p0, 2q-KdV vertex, and
the internal edge that connects this p0, 2q-KdV vertex to a Φk,h vertex. The contribution
of this piece of the graph to the to the weight of the graph is equal
(49) Res
zeÑza
dζi,a b dζi,e
pζi,a ´ ζi,eq2
ż ze
pi
φh,kp. . . , ze, . . .q “ φh,kp. . . , za, . . .q|ze“zi .
for za P Ui. Since we assume that φh,k is odd in each of its variables, the contribution
of this piece of the graph is also odd in zi. 
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z1
z2 = +
z1
z2
z3
+ perm. circ.
z1
z2
z3
+ perm. circ.
z3
z1
z2
z3
+
+
z1
z2
0
z3
z1
z2
z3
+
z1
z2
=
z1
z2
+
z1
z2
0
z1 =1 z1 + z1 1+z1
z1z1
1
1 ++
Figure 8. Diagrammatic representation of correlators as a sum over
Glg,n for pg, nq “ p0, 2q, p0, 3q and p1, 1q. We only indicate the genus of
vertices when greater or equal to 1. It is not necessary to put a grey dot
on p0, 2q, p0, 3q and p1, 1q-KdV vertices thanks to the no-renormalization
Remark 3.10.
Let us restrict ωg,n (respectively, φg,n) to Ui1 ˆ ¨ ¨ ¨ ˆUi,n. We can uniquely represent
ωg,n (resp., φg,n) as a sum of 2
n forms, where each of these forms is either even or odd
in each of its variable leaving in Uij , j P J1, nK. Let us denote by ωg,no{ne (resp., φg,no{ne)
the summand that is odd in the first no variables and is even in the last ne variables,
no` ne “ n. Since we assume the forms to be symmetric, we loose no generality when
we make statements only about ωg,no{ne (resp., φg,no{ne).
The same argument that we used in the proof of Proposition 4.1 implies:
Lemma 4.2. The form ωg,no{ne is holomorphic in the last ne variables.
Proof. The only way ωg,no{ne depends on its last ne variables is through the formula
given by Equation (49), and the forms φg.n are assumed to be holomorphic. 
Now, in order to decouple the even parts of the forms ωg,n and φg,n, we introduce a
new notation. Let si,`, i P J1, sK and ` ě 0 be formal variables. Define the operator
O :“
ÿ
`ě0
sÿ
i“1
ςi,` Res
ζiÑ0
ζ´2`´2i .
This operator substitutes formal variables ςi,` instead of the terms ζ
2``1
i dζi in the
expansions of (holomorphic) differential forms.
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We introduce new differential forms,
ωOg,n :“
ÿ
kě0
1
k!
„ kź
i“1
Opn`aq

ωg,n{k;
φOg,n :“
ÿ
kě0
1
k!
„ kź
i“1
Opn`aq

φg,n{k;
Here by Opaq we denote the action of the operator O on a-th variable. So, this way
we recollect the dependence on all even variables in formal power series in ςa,`. One
exception for this definition is the case of ω0,2, where we modify in this way only the
non-singular part.
An immediate consequence of the argument we used to proof Proposition 4.1 is the
following statement.
Proposition 4.3. The topological recursion (4) applied to φOg,n gives ω
O
g,n, and its purely
holomorphic part is ϕOg,n.
Note that in order to redefine φ0,2 in this proposition one needs to re-define B in
Equation (4). This proposition explains completely how the even parts of the differen-
tial forms are decoupled.
4.2. Elementary group action properties. The diagrammatic representation of
§ 3.5 has two main inputs: the weights assigned to KdV vertices, that we should now
call “reference vertices”, and the weights assigned to Φ-vertices.
Proposition 4.3 allows us to restrict our attention only to the purely odd forms, and
in this case the diagrammatic representation of § 3.5 is equivalent to the presentation
in terms of differential operators given by Theorem 3.1, and we will use it throughout
this section.
Lemma 4.4. Let us give a weight ωg,n to the reference vertices, and ´Φg,n to the
Φ-vertices. Then, the sum over graphs compute ωg,n|KdV.
Proof. We can invert (26):
Z “ exp
´ÿ
gě0
ÿ
ně1
pφg,n¯ sź
i“1
Zi,
sź
i“1
Zi “ exp
´
´
ÿ
gě0
ÿ
ně1
pφg,n¯Z
Since the diagrammatic representation of § 3.5 follows from the first expression, we
deduce that ωg,n|KdV as the same diagrammatic representation with the changes an-
nounced. And we remark that the position/degree of poles of ωg,n|KdV – that were used
to perform the renormalization steps of § 3.6 – are the same in ωg,n. 
Theorem 3.1 showed that any sequence of admissible correlators solution of the
abstract loop equations can be expressed explicitly in terms of the KdV correlators.
Instead of the KdV correlators, one could have chosen any other solution of the abstract
loop equation, and obtain a similar expression.
Lemma 4.5. Let pωg,nqg,n and pωg,n|refqg,n be two solutions of abstract loop equations.
They are associated to KdV-blobs pφg,nqg,n and pφg,n|refqg,n. Let us give a weight ωg,n|ref
to reference vertices, and
“
φg,n ´ φg,n|ref
‰
to Φ-vertices. Then, the sum over graphs
computes ωg,n.
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Proof. We write:
Zref “ exp
´ÿ
gě0
ÿ
ně1
pφg,n|ref¯ sź
i“1
Zi, Z “ exp
´ÿ
gě0
ÿ
ně1
pφg,n¯ sź
i“1
Zi
Since the pφg,n form a commutative algebra, we have:
Z “ exp
´ÿ
gě0
ÿ
ně1
“pφg,n ´ pφg,n|ref‰¯Zref
hence the diagrammatic representation. 
5. Variational formulae
5.1. Variation of αi. We study the action of the flow:
φ0,1 Ñ φ0,1 ` t ζ2i dζi, t P R
on the correlators. Its infinitesimal generator is Bαi .
Proposition 5.1. For any g ě 0 and n ě 1:
(50) Bαiωg,npz1, . . . , znq “ Res
zÑpi
ζ3i
3
ωg,n`1pz, z1, . . . , znq
Proof. The equation is obvious for pg, nq “ p0, 1q and p0, 2q, so we assume now 2g ´
2` n ą 0. The KdV vertices are homogeneous:
(51) Bαiωg,n|KdVpz1, . . . , znq “ p2´ 2g ´ nqα´1i ωg,n|KdVpz1, . . . , znq
for z1, . . . , zn P Ui, and 0 otherwise. With the dilaton equation – see (75) in Appendix
– the right-hand side can be transformed into:
p2´ 2g ´ nqωg,n|KdVpz1, . . . , znq “ Res
zÑpi
αiζ
3
i
3
ωg,n`1|KdVpz, z1, . . . , znq
so (50) is true in the pure KdV case. In general, ωg,n is expressed as a sum over graphs
in Gg,n, and their weight depends on αi only via KdV vertices. Applying Bαi amounts
to sum over graphs Γ in Gg,n together with a marked KdV vertex, and replace the
weight of this KdV vertex in ωΓg,n by (51). By attaching a new leaf labeled n ` 1 to
the marked KdV vertex, we obtain in this way all graphs Γ in Gg,n`1 exactly once, and
represent Bαiωg,n as a sum over Gg,n`1. According to (51), since the weights given to
graph is a product of local weights, the weight given to Γ in this sum is:
Res
zÑpi
ζ3i
3
ωΓg,n`1
hence the result by summing over Γ. 
5.2. General variations. For any h ě 0 and k ě 1, we can consider the deformation
of the initial data and the blobs by holomorphic k-forms. If κh,k P H0pΣk, KbkΣ qSk , we
define the infinitesimal generator δrκh,ks of the flow:
(52) φh1,k1 Ñ φh1,k1 ` t δh,h1δk,k1 κh,k, t P R
In this paragraph, we restrict to κ0,1 behaving like Opζ3i dζiq in the open set Ui, so that
the flow preserves the quadruple zero of Φ0,1 assumed in (42), and the diagrammatic
representation of Section 3 holds for any t P R. The flow changing the coefficient of
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the double zero of φ0,1 was studied separately in § 5.1, but is at the end governed by
the same formula. So we will state Theorem 5.2 below in full generality.
Let us define:
(53) Kh,kpz1, . . . , zkq “
ż z1
¨ ¨ ¨
ż zk
κh,k
where the integral up to z` P Ui` should starts from the point pi` . And conversely we
have:
(54) κh,kpz1, . . . , zkq “ Res
z11Ñz1
¨ ¨ ¨ Res
z1kÑzk
«
kâ
`“1
dζi`,` b dζ 1i`,`
pζi`,` ´ ζ 1i`,`q2
Kh,kpz11, . . . , z1kq
ff
where ζi,` is a local coordinate in Ui such that xpz`q “ ζ2i,`{2` xppiq.
Let us compute the variation of ωg,n using the diagrammatic representation of (47).
By construction, we always have:
δrκh,ks ¨ ωg,n|KdV “ 0
For ph, kq ‰ p0, 1q, we deduce:
δrκh,ks ¨ ωg,n|lKdV “ 0
but since the l is a renormalization by Φ0,1-vertices, it is affected by p0, 1q flows (see
Figure 9). We have for 2g ´ 2` n ą 0,
(55) δrκ0,1s ¨ ωg,n|lKdVpzr1,nsq “
ÿ
i
Res
wÑpi
K0,1pwq ¨ ωg,n`1|KdVpw, zr1,nsq
where for a set I, we put zI “ pziqiPI . This formula is also valid for pg, nq “ p0, 2q
and p0, 1q. Indeed, the p0, 2q-KdV vertices are not renormalized so the left-hand side
vanishes, and in the right-hand side, ω0,3|KdV has a double pole, so its pairing with Φ0,1
which has atmost a quadruple zero gives zero. For pg, nq “ p0, 1q, (55) coincides with
formula (54).
g
zn
z1
δ[κ0,1] ·
...
...( ( = gzn
z1
...
...
κ0,1
g
zn
z1
δ[κ0,1] · ...( ( = g
zn
z1
...
κ0,1
Figure 9. If there are m Φ0,1-vertices in the left-hand side, the graph
comes with symmetry factor 1{m! ; since there are m ways to replace one
Φ0,1-vertex by a K0,1-vertex, it becomes a 1{pm ´ 1q! in the right-hand
side, which is also the symmetry factor of the graph. This is summarized
by the second graphical equation.
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Let us define:
(56) Eg,n;h,kpzr1,ns;wr1,ksq :“
ÿ
J$r1,ks
I1\¨¨¨\IrJs“r1,ns
ÿ
h1,...,hrLsě0
g“h`při hiq`k´rJsphi,|Ji|`|Ii|q‰p0,1q
1
sJ,I,h
rJsâ
i“1
ωhi,|Ii|`|Ji|pzIi , wJiq
In this sum, J is a partition of J1, kK into rJs non-empty subsets, while I is a partition
of J1, nK into possibly empty subsets. sJ,I,h is the symmetry factor of this data.
We remark that the sum itself is empty – and the corresponding E equal to zero by
convention – if 2h ´ 2 ` k ą 2g ´ 2 ` n, or if 2h ´ 2 ` k “ 2g ´ 2 ` n but h ą g. In
the maximal case ph, kq “ pg, nq, we have:
Eg,n;g,npzr1,ns;wr1,nsq “
nâ
i“1
ω0,2pzi, wiq
so its pairing with Kg,n produces κg,n itself, as expected. In the minimal case ph, kq “
p0, 1q, we have:
(57) Eg,n;0,1pzr1,ns;wq “ ωg,n`1pzr1,ns, wq
ph, kq “ p0, 2q is an example with non-trivial symmetry factor:
Eg,n;0,2pzr1,ns;w1, w2q “ 1
2
”
ωg´1,n`2pzr1,ns, w1, w2q
`
ÿ
JĎr1,ns
0ďg1ďg
pJ,g1q‰pH,0q,pI,gq
ωg1,|J |`1pzJ , w1q b ωg´g1,n`1´|J |pzIzJ , w2q
ı
We find the variational formula:
Theorem 5.2. For n ě 1 and g ě 0:
(58) δrκh,ks ¨ ωg,npzr1,nsq “
ÿ
1ďi1,...,ikďs
Res
w1Ñpi1
¨ ¨ ¨ Res
wkÑpik
Eg,n;h,kpzr1,ns;wr1,ksqKh,kpwr1,ksq
In Section 6, we define ωg,0 :“ Fg in a way such that (58) also holds for n “ 0, see
Corollary 6.1.
Proof. In a graph Γ P Gg,n, the variation δrκh,ks amounts to replacing one of the Φh,k-
vertices by a vertex with a weight Kh,k, and sum over all possible ways to do this
substitution. When working with reduced graphs Γ P Glg,n, one has to distinguish
whether ph, kq “ p0, 1q or not. For ph, kq “ p0, 1q, we have seen that the variation is
equivalent to adding an edge to one of the renormalized KdV vertex, and pair it with
a K0,1-vertex (one can check that the symmetry factors are automatically accounted
for). So, we exactly get (58) with (57). If ph, kq ‰ p0, 1q, let us consider the graph
Γ1 obtained after removing of the vertex targeted by the substitution, and considering
as new leaves the edges that we had to cut. This graph will in general have r ě 1
connected components Γ11, . . . ,Γ1r, which have their own genera h1, . . . , hr. The initial
leaves are distributed in possibly empty subsets Ii belonging to Γ
1
i, while the new leaves
are distributing among non-empty subsets J1, . . . , Jr of Γ
1
i, for i P J1, rK. All graphs
of topology phi, niq with ni “ |Ii| ` |Ji| may appear as Γ1i. The only constraints is
that phi, niq ‰ p0, 1q, since in the initial graph Γ, there were not p0, 1q-KdV vertex.
Translating this decomposition into weights, we see that the weight of δrκh,ks ¨ ωΓ,lg,n is
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the sum over all possible choice of a Φh,k-vertex of
Âr
i“1 ω
Γ1i,l
hi,ni
, paired a Kh,k-vertex.
Summing over all initial graphs Γ P Gg,n and thus all Γ1i, one recognizes (58) with E ’s
defined in (56) (see Figure 10). 
z1
=
z2
zn
g...( (δ[κh,k]· Kh,k. . .
. . .
zI1
zIr
∅
zI3h1
h2
h3
hr∑
Figure 10. The variational equation for ph, kq ‰ p0, 1q.
6. Free energies
6.1. Definition of Fg. The graphical formalism developed in § 3 allows also to define
numbers pFgqgě0, called the “free energies”, as was done for the usual topological
recursion in [17]. Indeed, we can extend the definition of the weight of the graph given
by Equation (41) to graphs without leaves. At this occasion we also waive the condition
that vertices have positive valency. We should then complete the definition by giving
weight to pg, 0q KdV and Φ-vertices. For the KdV vertices, a natural convention is to
take the orbifold Euler characteristic of Mg,0 [23]
Fg|KdV :“ ωg,0|KdV :“ p´αiq2´2g χorbpMg,0q “ p´αiq
2´2g B2g
2gp2g ´ 2q
in terms of the Bernoulli numbers B0 “ 1, B2 “ ´1{6, B4 “ 1{30, etc. And for Φ-
vertices, we choose arbitrary numbers Φg,0. Then, we extend Equation (43) for n “ 0:
Definition 6.1.
(59) Fg :“ ωg,0 :“
ÿ
ΓPGg,0
ωΓg,0 “
ÿ
ΓPGlg,0
ωΓ,lg,0
With this definition, Fg always contains the two terms Fg|KdV ` Φg,0, and this is
the only contribution where 0-valent vertices are involved. The combinatorial relations
(45) imply that F0 and F1 contain no other terms. The first non trivial graphs appear
for g “ 2 (see Figure 11). The combinatorial arguments leading to the variational
formula of Theorem 5.2 work in the same way for Fg:
Theorem 6.1. For any g ě 0
δrκh,ks ¨ Fg “
ÿ
1ďi1,...,ikďs
Res
z1Ñpi1
¨ ¨ ¨ Res
zkÑpik
ż z1
¨ ¨ ¨
ż z1
Eg,0;h,kpz1, . . . , zkqKh,kpz1, . . . , zkq
where d1 ¨ ¨ ¨ dkKh,k “ κh,k as in (53).
To summarize, to any solution pωg,nqg,n of abstract loop equations, and any sequence
of integration constants Φg,0 P C, we have defined numbers ωg,0 :“ Fg so that the
variational formula of Theorem 5.2 is valid for any g, n.
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21 2
Figure 11. The graphs in Glg“2,0.
6.2. Expression in terms of graphs with leaves. We are going to prove another
representation of the Fg’s
Theorem 6.2. For g ě 2:
Fg “ Φg,0 ` Fg|KdV
` 1
2´ 2g
# ÿ
hě0
kě1
p2´ 2h´ kq
ÿ
1ďi1,...,ikďs
” kź
`“1
Res
z`Ñpi`
ı´ ż z1
¨ ¨ ¨
ż zk
φh,k
¯
Eg,0;h,kpz1, . . . , zkq
+
The expressions for E ’s are given in Equation (56). The proof shows that the sum
truncates at h ď g and involves a finite number of terms. In particular we have
Eg,1;0,1pzq “ ωg,1pzq. For the usual topological recursion, φh,k ‰ 0 for ph, kq ‰ p0, 1q and
p0, 2q, and we retrieve the definition of Fg’s given in [17]:
(60) Fg “ Φg,0 ` 1
2´ 2g
sÿ
i“1
Res
zÑpi
´ ż z
φ0,1
¯
ωg,1pzq
The starting point for the proof is to establish a dilaton-type equation for renormal-
ized KdV vertices:
Lemma 6.3. For any g ě 0 and n ě 1:
p2´ 2g ´ nqωg,n|lKdVpz1, . . . , znq “
sÿ
i“1
Res
zÑpi
´ ż z
φ0,1
¯
ωg,1|lKdVpz1, . . . , zn, zq
Proof. This is Theorem 4.7 in [17], but to be self-contained, we give a proof here. For
pg, nq “ p0, 2q and p0, 1q, this follows directly from the expression (39) of ω0,3|lKdV “
ω0,3|KdV. Now we assume 2g´ 2` n ą 0. We also assume all variables z1, . . . , zn to be
in the same Ui, otherwise the result is trivial since both sides are 0. In the pure KdV
case,
şz
pi
φ0,1 “ αiζ3i {3, and the equation is a consequence of the dilaton equation – see
(75) in Appendix. In general, we have by definition
şz
pi
φ0,1pzq “ αiζ3i {3` Φ0,1pzq and
ωg,n`1|lKdVpz, Iq “ ωg,n|KdVpz, Iq`
ÿ
mě1
1
m!
” mź
`“1
Res
z`Ñpi
Φ0,1pz`q
ı
ωg,n`1`m|KdVpI, z, z1, . . . , zmq
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Then:
Res
zÑpi
´ ż z
φ0,1
¯
ωg,n`1|lKdVpz, Iq
“ p2´ 2g ´ nqωg,n|KdVpIq ` Res
zÑpi
Φ0,1pzqωg,n`1|KdVpz, Iq
`
ÿ
mě1
p2´ 2g ´ n´mq
m!
mź
`“1
”
Res
z`Ñpi
Φ0,1pz`q
ı
ωg,n`mpI, z1, . . . , zmq
`
ÿ
mě1
1
m!
”m`1ź
`“1
Res
z`Ñpi
Φ0,1pz`q
ı
ωg,n`m`1|KdVpzm`1, z1, . . . , zmq
The second, third term coupled to ´m{m! and fourth term cancel each other, and we
find:
Res
zÑpi
´ ż z
φ0,1
¯
ωg,n`1|lKdVpz, Iq
“ p2´ 2g ´ nq
"
ωg,n|KdVpIq `
ÿ
mě1
1
m!
” mź
`“1
Res
z`Ñpi
Φ0,1pz`q
ı
ωg,n`m|KdVpI, z1, . . . , zmq
*
which proves the result. 
Notation 6.2. If Γ P Gg,0, we denote χKdVpΓq the sum of řap2´ 2ha´ kaq running over
all KdV vertices – ha and ka denote their genus and valency. χΦpΓq is defined similarly
taking into account only Φ-vertices with type pha, kaq ‰ p0, 1q. By consistency:
@Γ P Gg,0, 2g ´ 2` χKdVpΓq ` χΦpΓq “ 0
To continue the proof of Theorem 6.2, we observe that applying the operator:
pEKdV :“ sÿ
i“1
αiBαi
amounts to marking a KdV-vertex and count it with an extra weight p2´ 2ha ´ kaq if
it has type pha, kaq. Therefore, it can be computed by summing of graphs Γ with one
leaf, and replacing in ωΓg,n the local weight ωha,ka`1|KdVpz, Iq attached to the marked
KdV-vertex by p2 ´ 2ha ´ kaqωha,ka |KdVpIq. After Lemma 6.3, this operation can be
written in terms of residues. So:
(61) pEKdV ¨ Fg “ sÿ
i“1
Res
zÑpi
´ ż z
φ0,1
¯
ωg,1pzq
Similarly, the operator:
(62) pEΦ “ ÿ
hě0
kě1
p2´ 2h´ kq δrφh,ks
amounts to marking a Φh,k-vertex and counting it with an extra weight p2 ´ 2h ´ kq.
By the notation δrφh,ks, we mean the flow (52) obtained by choosing κh,k “ φh,k. It is
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computed by Proposition 6.1:
pEΦ ¨ Fg “ ÿ
hě0
kě1
2´2h´ką0
p2´ 2h´ kq
ÿ
1ďi1,...,ikďs
” kź
`“1
Res
z`Ñpi`
ı´ ż z1
¨ ¨ ¨
ż zk
φh,k
¯
Eg,0;h,kpz1, . . . , zkq
(63)
The terms ph, kq “ p0, 1q are excluded from the sum, and p0, 2q does not appear because
of the Euler characteristic in prefactor. By the argument already used in Lemma 3.6,
we know that for a given g, the genus and valency of the Φ vertices involved in a graph
of Gg,0 is bounded, the sum in (63) has only finitely many terms.
On the other hand, since all KdV vertices of a given graph Γ P Gg,0 are marked in
the expression pEKdV ¨ Fg, we also have:
(64) pEKdV ¨ Fg “ ÿ
ΓPG1g,0
χKdVpΓqωΓg,0 “
ÿ
ΓPG1g,0
`
2´ 2g ´ χΦpΓq
˘
ωΓg,0
where G 1g,0 is Gg,0 minus the graph with a 0-valent Φ-vertex and no KdV vertices.
Likewise, since pEΦ is just marking all Φ-vertices:
(65) pEΦ ¨ Fg “ ÿ
ΓPGg,0
χΦpΓqωΓg,0
Putting together (64) and (65):` pEKdV ` pEKdV˘ ¨ Fg “ p2´ 2gqFg
Since we have computed the left-hand side independently in (61) and (62), we obtain
a formula for Fg if g ‰ 2 (the case g “ 0 is trivial). To get the claim of Theorem 6.2,
we remark that (61) is nothing but the p0, 1q term missing in (62). l
Remark 6.3. For the usual topological recursion, the proof stops at (64): only p0, 1q-
and p0, 2q-Φ vertices can occur, so χΦpΓq is always 0, and by comparison with (61) we
find (60).
7. Multi-trace matrix model
7.1. Definition. Consider the partition function of the one hermitian matrix model
(66) Z~ptq “
ż
HN
dM exp
´ ÿ
kě1
1
k!
TrTkpM p1q, . . . ,M pkqq
¯
HN is the space of hermitian matrices of size N , and dM its canonical Lebesgue
measure:
dM “
Nź
i“1
dMi,i
ź
1ďiăjďN
dReMi,j ¨ dImMi,j
The k-th linear potential is given by:
Tkpx1, . . . , xkq “
ÿ
p1,...,pkě1
tp1,...,pk
p1 ¨ ¨ ¨ pk x
p1
1 ¨ ¨ ¨ xpkk
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M piq is a k-th tensor product consisting of identity matrices, except for the i-th factor
which is a matrix M . In other words, in terms of the eigenvalues µ1, . . . , µN of M :
TrTkpM p1q, . . . ,M pkqq “
ÿ
1ďi1,...,ikďN
Tkpµi1 , . . . , µikq
Let us introduce the disconnected correlators:
W npx1, . . . , xnq “
A nź
i“1
Tr
1
xi ´M
E
“ 1
Z~ptq
ÿ
`1,...,`ně0
~n `1 ¨ ¨ ¨ `n B
nZ~ptq
Bt`1 ¨ ¨ ¨ Bt`n
nź
i“1
x
´p`i`1q
i
Again, we replace by convention any factor `i “ 0 by 1 in this formula. The connected
correlators are defined as:
Wnpx1, . . . , xnq “ Cumn
´
Tr
1
x1 ´M , . . . ,Tr
1
xn ´M
¯
“
ÿ
`1,...,`ně0
~n `1 . . . `n
Bn lnZ~ptq
Bt`1 ¨ ¨ ¨ Bt`n
nź
i“1
x
´p`i`1q
i
CumnpO1, . . . , Onq is the cumulant expectation value of the observables O1, . . . , On.
7.2. ~ expansions. We keep the product N~ “ u fixed. The formula (66) can be
considered either:
piq as a convergent matrix integral, producing a function Z~pu, tq. This puts re-
strictions on the choice of Tk so that the integral converges for all sizes N .
piiq as a formal matrix integral near a convergent data. We set t “ tini ` τ where
tini is chosen such that the matrix integral for tini is convergent. Then, we
consider Z~ptq{Z~ptiniq as a formal series in τ : we expand the exponential as
a power series in τ , and exchange the sum with the integral over HN . We
obtain a formal series in τ whose coefficients are proportional to moments for
the probability measure with k-linear potentials T inik on HN .
A particular case piiq-G occurs when tini2 is the only non-zero time, i.e. we expand
around a Gaussian measure on HN . In cases piiq, we choose in general tini independent
of ~, but τ itself could depend on ~, i.e. we rather introduce a collection pτ phqqhě0 of
formal variables, such that in total we have an equality of formal series:
Tk “
ÿ
hě0
~2h´2`k Th,k
This allows a combinatorial interpretation of the model in terms of maps (discrete
surfaces), where ~ is coupled to minus their Euler characteristics, and u coupled to the
number of vertices, see § 7.6.
Definition 7.1. We say that the correlators have an expansion of topological type (TT
property) if:
(67) Wn “
ÿ
gě0
~2g´2`nWg,n
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In case piq, under a few extra assumptions, some non-trivial analysis is necessary
to study the ~ Ñ 0 all-order asymptotic expansion of the partition function. It is
proved in [7, 8] in the off-critical, one-cut case, the TT property holds and (67) is an
asymptotic (in general non-convergent) series. In the multi-cut case, the TT property
does not hold, for instance one has Wn P Op1q when ~Ñ 0 for any n ě 2. This case is
rather interesting and also related to abstract loop equations, but we defer to future
work its study in light of the present article. piiq is basically a perturbation theory
around Z~ptiniq, and the case piiq-G where we perturb around the Gaussian weight is
the most commonly studied. As reviewed in [2], in the case piiq-G, the correlators Wn
can a priori defined as elements of R :“ ~´1 ¨Qrτ srrussrrx´11 , . . . , x´1n ssrr~ss, and there
exists formal series Wg,n P Qrτ srrussrrx´11 , . . . , x´1n ss Ď R such that (67) holds as an
equality in R. It is indeed a fact following from Euler characteristic counting that, to
a given order in τ , only finitely many powers of ~ contribute.
Remark 7.2. In case piq, the TT property for the partition function should be formu-
lated as follows: there is an expansion of the form lnZ~ptq “ C~ ` řgě0 ~2g´2 Fgptq
where C~ is a locally constant function of t in the domain where the asymptotic ex-
pansion holds.
7.3. Virasoro constraints. The first Schwinger-Dyson equation (ignoring the bound-
ary terms) for this model is
(68)
A´
Tr
1
x´M
¯2 `ÿ
kě1
~k´2
pk ´ 1q!Tr
B1TkpM p1q, . . . ,M pkqq
pk ´ 1q! px´M p1qq
E
“ 0
It can be proved by integration by parts, see e.g. [2]. In Laurent expansion at xÑ 8,
if we collect the terms of order x´pm`2q for m ě ´1, we find that:
@m ě ´1, Lm ¨ Z “ 0
with:
Lm “ Lp0qm `
ÿ
kě2
ÿ
p1,p2,...,pkě0
pp1 `mq tp1,...,pk
pk ´ 2q!
Bk
Btp1`mBtp2 ¨ ¨ ¨ Btpk
(69)
Lp0qm “ ~2
mÿ
p“0
ppm´ pq B
2
BtpBtm´p ` ~
´2 ÿ
p1ě0
pp1 `mq tp1 BBtp1`m(70)
By convention, we set Btl “ 0 for l ă 0. Lp0qm are the usual representation Virasoro
operators in the context of matrix models, and satisfy the commutation relations:
rLp0qm , Lp0qn s “ pm´ nqLp0qm`n
Lemma 7.1. pLmqmě1 also form a representation of the Virasoro commutation rela-
tions: rLm, Lns “ pm´ nqLm`n.
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Proof. Let us compute the full commutation relations:
rLm, Lns
“ pm´ nqLp0qm`n
`~´2
ÿ
p0ě0
ÿ
kě2
ÿ
p1,...,pkě0
pp0 `mqpp1 ` nq tp1,...,tpk
pk ´ 2q!
«
tp0
B
Btp0`m ,
Bk
Btp1`n ¨ ¨ ¨ Btpk
ff
´pmØ nq
“ pm´ nqLp0qm`n
`
˜
´
ÿ
kě2
ÿ
p1,...,pkě0
pp1 `m` nqpp1 ` nq tp1,...,pk
pk ´ 1q!
Bk
Btp1`m`nBtp2 ¨ ¨ ¨ Btpk
´
ÿ
kě2
ÿ
p1,...,pkě0
pp1 `mqpp2 ` nq tp1,...,pk
pk ´ 2q!
Bk
Btp1`mBtp2`nBtp3 ¨ ¨ ¨ Btpk
¸
´pmØ nq
We observe that the third line is symmetric in mØ n, hence does not contribute to the
commutator. And the second line can be combined with the first to find rLm, Lns “
pm´ nqLm`n. 
Schwinger-Dyson equations involving n ě 2 variables can be derived from (68) by
infinitesimal deformations of the potential:
Cumn
„!´
Tr
1
x´M
¯2 `ÿ
kě1
~k´2Tr
B1TkpM p1q, . . . ,M pkqq
pk ´ 1q! px´M p1qq
)
, Ox2pMq, . . . , OxnpMq

`
ÿ
2ďiďn
Cumn´1
„!
Tr
1
px´Mqpxi ´Mq2
)
, Ox2pMq, . . . , iˆ, . . . , Ox2pMq

“ 0
where OxipMq “ Tr 1xi´M , and iˆ means omitting the factor with label i.
7.4. Spectral curve. In case piq and piiq-G, the assumptions considered respectively
in [8] and [2] imply that:
‚ Wg,npx1, . . . , xnq exists as a holomorphic function on pCzΓqn for some segment
Γ “ ra, bs Ď R determined by the model
‚ Th,kpx1, . . . , xnq exists as a holomorphic function in an open neighborhood V of
Γk.
CzΓ can be mapped conformally to the exterior of the unit disk with:
xpzq “ a` b
2
` a´ b
4
´
z ` 1
z
¯
Then, it is known that ypzq :“ W0,1pxpzqq can be analytically continued in some neigh-
borhood of t|z| “ 1u inside the unit disk. We can take as spectral curve of the model
the domain Σ including the point at 8 (Figure 12) and as morphism of Riemann sur-
faces x : Σ Ñ pC. The involution is σpzq “ 1{z. There are two simple ramification
points z “ ˘1, corresponding to the simple branchpoints x “ a and b. This spectral
curve has the topology of a disk with 2 marked points.
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1−1
γ
σ(γ)
domain of holomorphicity of Th,k’s
zi
Figure 12. Spectral curve of the matrix model, uniformized by the
z-coordinate. Σ is the Riemann sphere minus the black region. The
involution σpzq “ 1{z exchanges the light-gold and gold colored domains.
7.5. Blobbed topological recursion. Let us summarize the results of [2]. The dif-
ferential forms:
(71) ωg,npz1, . . . , znq “
ˆ
Wg,npx1, . . . , xnq ` δg,0δn,2pxpz1q ´ xpz2qq2
˙
dxpz1q ¨ ¨ ¨ dxpznq
are initially defined for zi outside the unit disk. They actually extend to meromorphic
forms on Σ, with poles only at the ramification points z “ ˘1 – and a simple pole at
8 for ω0,1, which satisfy abstract loop equations. This is proved as a consequence of
the Schwinger-Dyson equations.
The term we identify with H1ωg,n in light of Section 2, is computed in [2, Equations
5.5 and 4.13] in terms of the k-linear potentials3. It takes the form of a sum over
graphs, described hereafter:
(72) H1ωg,npz1, z2, . . . , znq “
ÿ
ΓPPlantTg,np1q
$TΓ pz1; z2, . . . , znq
On the other hand, we know from Theorem 2.2 that ωg,n is determined in terms of its
purely holomorphic part ϕg,n “ H1 ¨ ¨ ¨Hnωg,n. To compute it in terms of the k-linear
potentials, we need to project (72) to the holomorphic part in the variables z2, . . . , zn.
The final result is:
Proposition 7.2. For 2g ´ 2` n ą 0, we have:
ϕg,npz1, . . . , znq “
ÿ
ΓPBipτg,n
$τΓpz1, . . . , znq
Bipτg,n is the set of bipartite graphs Γ with the following properties (Figure 17):
3We underline that
ř1
in [2, Equation 4.13] excludes the term T0,2, so only Th,k with 2h´2`k ą 0
are involved. In this equation, there is a misprint in the condition on genera, which should read
h `ř fi ` k ´ 1 ´ rKs “ g. We also point that the prefactor 1{4ipi in [2, Equation 5.5] is erroneous
and should be replaced with 1{2ipi.
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‚ vertices v are of type ω or τ , and carry a genus hpvq, such that 2hpvq´2`dpvq ą
0.
‚ dashed edges can only connect ω vertices to τ -vertices.
‚ Γ is connected and b1pΓq `řv hpvq “ g.
According to its type, a vertex v has local weight ωhpvq,dpvq, or τhpvq,dpvq given by (73)-
(74) in terms of the matrix potentials and the ωh1,k1 with 2h
1´2`k1 ă 2hpvq´2`dpvq.
The internal edge variables are integrated out with the pairing (8).
Proof. PlantTg,np1q is a set of bipartite graphs Γ with the following properties:
‚ the set of vertices consists of one root vertex, and a set of ω vertices. Each
vertex v carries a genus hpvq. The root vertex must have 2hpvq ´ 2` dpvq ą 0,
but we do not impose such conditions for ω vertices.
‚ Edges are dashed, and can only connect the root vertex to ω vertices.
‚ There are n leaves labeled from 1 to n, and they must be incident to ω vertices.
Besides, the leaf labeled 1 is incident to a ω0,2-vertex, which is itself incident to
the root vertex.
‚ The leaf labeled 1 is incident to a ω0,2-vertex, which is incident to the root
vertex.
‚ There are n ´ 1 other leaves labeled from 2 to n. The leaves with label a P A
must be incident to the root vertex, and the leaves with label b P B must be
incident to a ω-vertex. There is no restriction for leaves labeled by c R A\B.
‚ All ω vertices must be incident to at least one leaf.
‚ Γ is connected and b1pΓq `řv hpvq “ g.
We attach leaf variables z1, . . . , zn outside γ, and integration variables ze. To a vertex
v with set of incident variables Zpvq, we assign a local weight Thpvq,dpvqpZpvqq if it is the
root, and ωhpvq,dpvqpZpvqq otherwise. $TΓ is computed by multiplying the local weights,
and integrating the dashed edge variable ze on
1
2ipi
ű
γ
.
The root vertex can be attached to ω-vertices with no external legs. It is convenient
to resum all these contributions by defining a “dressed” root vertex of genus h and
valency k, with local weight:
T ‚h,kpz1, . . . , zkq
“
ÿ
h0ě0, rě0
2h0´2`ką0
1
r!
ÿ
h1,...,hrě0
`1,...,`rě1
h0`řjphj``j´1q“h
ź
1ďjďr
1ďmď`j
¿
γ
dz1j,m
2ipi
¨ ωhj ,`jpZ
1
jq
`j!
Th0,pk`řj `jqpz1, . . . , zk, z11,1, . . . , z1r,`rq
(73)
Here, Z 1j :“ tz1j,m, m P J1, `jKu, the z1, . . . , zk are outside the contour, and to define
properly the integral in case some ω0,2 appear, we choose the contours such that p|z1q,i|qq,i
is decreasing with lexicographic order on pq, iq. By symmetry of ω0,2 and T , the result
does not depend on this order. Remark that, for a given h0, we can attach an arbitrary
number of ω0,1’s to the T without changing the topology. For instance, in genus 0 we
have for k ě 3:
T ‚0,kpz1, . . . , zkq “
ÿ
rě0
1
r!
¿
γr
T0,k`rpz1, . . . , zk, z11, . . . , z1rq
rź
j“1
ω0,1pz1jq
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=
∑H1ωg,n = T • TT • where1
Figure 13. H1ωg,n according to [2], in terms of the dressed T -vertices.
The black vertices are ω’s.
H1ωg,n is then represented as the sum over the graphs Γ in PlantTg,np1q such that all
ω vertices are incident to at least a leaf. In this new sum, the weight of Γ is produced
like $TΓ , but assigning T
‚ as local weight for the root vertex. In particular, the first
condition ensure that no ω0,1-vertex, and thus there are finitely many graphs. We now
compute ϕg,n by projecting to the holomorphic part the variables carried by the leaves
2, . . . , n. It amounts to replacing the weight of a ω-vertex v by HApvqωhpvq,dpvq, where
Apvq is its (non-empty) set of incident leaves. We can write:
HAωh,d “
ÿ
A1\B“J1,dKzBHA\A1PBωh,d
and we compute the summands with (20). They only involve ϕh1,d1 ’s and ω
P
h1,d1 ’s with
0 ă 2h1 ´ 2 ` d1 ă 2g ´ 2 ` n (Figure 14), and the latter can be replaced with its
definition (Figure 16):
ωPh1,d1pz1, . . . , znq “
ÿ
1ďi1,...,id1ďs
Res
z11Ñpi1
¨ ¨ ¨ Res
z1
d1Ñpid1
ωh1,d1pz11, . . . , z1d1q
d1ź
j“1
ż z1j
pij
ω0,2p¨, zjq
This results in a graphical recursion for ϕg,n, involving lower ϕ’s and ω’s. Solving this
recursion, we arrive to a first representation:
ϕg,npz1, . . . , znq “
ÿ
ΓPPreBipT‚g,n
$T
‚
Γ pz1, . . . , znq
PreBipT
‚
g,n is the set of graphs Γ with the properties:
‚ Vertices v are of type ω or T ‚, carry a genus hpvq, and the valency dpvq should
satisfy 2hpvq ´ 2` dpvq ą 0 for type T ‚, and 2hpvq ´ 2` dpvq ě 0 for type ω.
‚ Edges are either dashed or plain. Dashed edges can connect ω and T ‚ vertices,
while plain edges can only connect a ω0,2-vertex to a ωh,k-vertex with 2h´2`k ą
0.
‚ Cutting a plain edge cannot disconnect the graph.
‚ There are n labeled leaves: they must be incident to a ω0,2-vertex which is itself
incident to a T ‚ vertex.
‚ Γ is connected and b1pΓq `řv hpvq “ g.
The weight $T
‚
Γ is computed by integrating out the edge variables with
1
2ipi
ű
γ
for dashed
edges, and with the pairing (8) for plain edges, i.e.
sÿ
i“1
Res
zÑpi
` ż z
pi
ω0,2pz1, ¨ ¨ ¨ q
˘
ωh,kpz, ¨ ¨ ¨ q.
The last step is to get rid of the internal ω0,2-vertices. They are incident either to a
ωh,k-vertex with 2h´2`k ą 0 and a T ‚-vertex, or to two T ‚-vertices. If we remove all
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ω vertices but the p0, 2q, and contract the internal p0, 2q, we get connected components
which are can be arbitrary graphs formed on T ‚-vertices. Therefore, it suggests to
define:
(74)
τg,npz1, . . . , zkq “
ÿ
T PGraphg,n
A nź
`“1
ω0,2pz`, z1`q
ź
v“vertex
Thpvq,dpvqpZ 1pvqq
ź
e“tv,wu
edge
ω0,2pz1v, z1wq
E
γ
‚ G is a graph made of T ‚-vertices with a genus hpvq and a valency dpvq such that
2hpvq ´ 2 ` dpvq ą 0, and of n labeled univalent vertices (by convention, they
have genus 0).
‚ řv hpvq “ g.
In formula (74), we have distributed integration variables z1e on the edges of the trees,
and Z 1pvq is the set of variables incident to a vertex v. The bracket indicates that
the internal variables z1 should be integrated on 1
2ipi
ű
γ
. Resumming the graphs of T ‚-
vertices (Figure 17), we obtain the representation of Proposition 7.2 that contains only
τ - and ω-vertices with 2hpvq ´ 2` dpvq ą 0. 
7.6. Combinatorial interpretation (stuffed maps). We agree that an elementary
2-cell is an (isomorphism class of) oriented topological surface of genus h with k labeled
boundariesB1, . . . ,Bk, with a set Oi Ď Bi of marked points labeled from 1 to `i “ |Bi|
(the labeling should respect the cyclic order along the boundary). We call “edge” the
closure of the connected components ofBizOi inBi. `i is the perimeter ofBi. A 2-cell
with topology of a disk is called “face”.
We consider (isomorphism classes of) graphs embedded on oriented surfaces, built
with the following rules:
‚ take a finite collection of elementary 2-cells of arbitrary topology and perimeter
lengths ; for each i P J1, nK, add to this collection a marked face with label i.
‚ take a pairing of edges with opposite orientations, and glue the elementary 2-
cells according to this pairing. The result is an oriented topological surface S ,
with n marked faces with perimeters `1, . . . , `n. The union of boundaries of the
elementary 2-cells is an embedded graph G in this surface.
If all elementary 2-cells have the topology of a disk, pG ,S q is called a “map”. The
model with elementary 2-cells of arbitrary topology are allowed was introduced in [2],
and pG ,S q was called a “stuffed map”, as a reference to its nested structure. The
weight of a stuffed map pG ,S q is a product of Boltzmann weights:
‚ for each elementary 2-cell of topology ph, kq with perimeter lengths `1, . . . , `k
and which is not a marked face, we put a weight th;`1,...,`n ;
‚ for the i-th marked face with perimeter `i, we put a weight x´p`i`1qi ;‚ for each vertex, we put a weight u ;
and we divide by the number of automorphisms of pG ,S q. Then, the techniques of
[10] show that Wg,npx1, . . . , xnq defined in § 7.2 is the generating series of all connected
stuffed maps of genus g with n boundaries. In W0,1pxq, we add by convention the term
u{x, corresponding to a single vertex embedded in the sphere – we considered that the
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ϕg,n = T
•
} H
} H
==
ϕ
ϕ
= z1 T •
T • T •
T •
T •
T •
2
3, 4
5, 6, 7
8, 9, 10
2
3
4
5
6
7
9, 10
8
11
12, 13
14, 15, 16, 17
ϕ
T •
12 13 11
14, 15, 16 17
1
1
1 P
P P
P
P P
P
P
P
P
Figure 14. Recursive relation for ϕ in terms of T ‚. The black vertices
with a label P have local weight ωP . To exemplify the properties of
the graphs solving this recursion, we have displayed in the second line
the second step of the recursion in a case where two steps is enough
to convert all ϕ’s to T ‚. The light-gold (resp. gold) colored domain is
the ϕ’s revealed at the first step (resp. at the second step). The labels
2, . . . , 17 have no other meaning than facilitating the comparison between
the first and second line.
marked face has perimeter 0. The k-linear potentials in the matrix model:
Th,kpx1, . . . , xkq “ ´δh,0δk,2 x
2
2
`
ÿ
`1,...,`kě1
th;`1,...,`k
`1 ¨ ¨ ¨ `k x
`1 ¨ ¨ ¨ x`k
can be interpreted as the generating series of elementary 2-cells of genus h with k
boundaries. If
ř
`ě0Andx{x``1 is the Laurent expansion at x “ 8 of a holomorphic
function A in t|z| ą 1u Ď Σ, and ř`ě1B` x`{` is the Laurent expansion at x “ 0 of a
holomorphic function B in a neighborhood of t|z| “ 1u Ď Σ, then the contour integral
is:
1
2ipi
¿
γ
ApzqBpzq “
ÿ
`ě1
A`B`
`
and it computes the number of objects that are obtained by gluing (rooted) an object
counted in A to a (rooted) object counted in B of same (arbitrary) size `.
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= T •
T • T •
T •
12 13
11
14
15, 16 17
P
P P
?
Figure 15. This graph cannot occur at the second step of the recur-
sion from Figure 14, because the graph in the light-gold colored domain
(supposedly a ϕ) is not connected. This is the origin of the condition
“plain edges are non-separating”.
P =
Figure 16.
3
4
7
9, 10
8
12
13
11
14, 15, 16 17
1
5, 6
τ τ
τ τ
τ
Figure 17. We contracted the ω0,2-vertices in the example of Fig-
ure 14: the two T ‚-vertices connected by the edge 2 are resummed in the
first τ -vertex. The result is an example of graph in Bipτg,n.
Then, many equations in § 7.5 acquire a clear combinatorial interpretation4: the
series expansion (in the variable xi “ xpziq) of T ‚g,n at 0 and of τg,n and ϕg,n at 8 count
stuffed maps with particular properties read from the graphs. For instance:
4The shift in (71) for p0, 2q does not play a role here, because it is even with respect to the involution
σ, while T is holomorphic and even in a neighborhood of γ, and σpγq is homologically equivalent to
´σpγq in this neighborhood. So, replacing ω0,2pz1, z2q by W0,2px1, x2qdx1dx2 does not change the
weight of the graphs in § 7.5.
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‚ ϕg,n is the generating series of stuffed maps of genus g with n marked faces in
which, after removing all elementary 2-cells with stable topology (i.e. 2h´ 2`
k ą 0), the marked faces are in disjoint connected components, which have the
topology of a cylinder (Figure 17).
‚ ωPg,n is the generating series of stuffed maps of genus g with n marked faces in
which, for each i “ 1, . . . , n, a cycle homologous to the boundary of the i-th
marked face has been marked.
Since we have shown in Section 3 that ωPg,n is expressed in terms of intersection numbers
on Mg,n, it would be interesting to know if such a representation has a combinatorial
interpretation in terms of combinatorics of maps.
Appendix A. Kappa class formula
The effect of the forgetful map pik : Mg,n`k ÑMg,n can be expressed via Mumford
classes pκaqaě0 [1]:
ppikq˚
” nź
`“1
ψd`` ¨
kź
m“1
ψbmn`m
ı
“
nź
`“1
ψd`` ¨
ˆ ÿ
I1\¨¨¨\Ir“J1,kK
rź
p“1
κř
mPIp pbm´1q
˙
In particular, the dilaton equation:
(75)
ż
Mg,n`1
nź
`“1
ψd`` ψn`1 “ p2g ´ 2` nq
ż
Mg,n
nź
`“1
ψd``
gives κ0 “ 2g ´ 2` n. Therefore, we can rearrange Equation (31):
ln
`
expppφ0,1qZi˘
“
ÿ
gě0
ně1
p~{α2i qg´1
n!
ÿ
kě0
1
k!
ÿ
d1,...,dnPZ
b1,...,bkě2
I1\¨¨¨\Ir“J1,kK
ż
Mg,n
nź
`“1
td`ψ
d`
`
´αi
rź
p“1
!
κř
mPIp pbm´1q
ź
mPIp
φ0,1
“
i
2bm
‰
´αi p2bm ´ 1q!!
)
“
ÿ
gě0
ně1
p~{α2i qg´1
n!
ÿ
rě1
c1,...,crě1
d1,...,dnPZ
1
r!
ż
Mg,n
nź
`“1
ti,d`ψ
d`
`
´αi
rź
p“1
κcppti,cp
“
ÿ
gě0
ně1
~g´1
n!
ÿ
d1,...,dnPZ
ż
Mg,n
nź
`“1
ψd`` exp
´ÿ
cě0
pti,cκc¯ nź
`“1
ti,d`
It was convenient to introduce new parameters ppti,cqcě0 to parametrize the coefficients
in φ0,1. We have set: pti,0 “ ´ lnp´αiq “ ´ ln `´ φ0,1 r i2 s ˘
Together with κ0 “ p2g ´ 2 ` nq, it absorbs the scaling in αi’s. And for c ě 1, we
defined: pti,c “ cÿ
q“1
1
q!
ÿ
b1,...,bqě2ř
mpbm´1q“c
qź
m“1
φ0,1
“
i
2bm
‰
´αi p2bm ´ 1q!!
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This change of variables is nicely expressed in terms of generating series:
1`
ÿ
cě1
pti,c uc “ ÿ
qě0
1
q!
ÿ
b1,...,bqě2
qź
m“1
φ0,1
“
i
2bm
‰
´αi p2bm ´ 1q!!u
bm´1
“ exp
"ÿ
bě2
φ0,1 r i2b s
´αi p2b´ 1q!!u
b´1
*
Besides, the series in the exponential coincides with the Opuq part of the formal Laplace
transform: ÿ
bě1
φ0,1 r i2b s p2b´ 1q!!ub´1 “
1
p2piq1{2u3{2
ż
γi
φ0,1 e
´rx´xppiqs{u
γi is the steepest contour lifting Rex ď 0 in Ui, which is just the real line in the
coordinate ζi. The previous equation means equality of formal power series in u,
obtained in the right-hand side by integrating term by term the formal Taylor expansion
of φ0,1 near pi. We see that the effect of expppφ0,1˘ is to insert the class:
Λi “ exp
´ÿ
c
pti,c κc¯
in integrals over Mg,n. In the particular case of φh,k “ 0 for ph, kq ‰ p0, 1q, the formula
for the expansion of the correlators when all z’s tend to pi is found by applying the
substitution (29):
(76) ωg,n „
ÿ
d1,...,dnPZ
ż
Mg,n
exp
´ÿ
cě0
pti,c κc¯ nź
`“1
ψd``
nź
`“1
p2d` ` 1q!!dζi,`
ζ2d``2i,`
for 2g ´ 2 ` n ą 0. This is the final form of the answer given in [15], and it is our
ωlg,n|KdV in (3.6). For general pφh,kqh,k, it is also possible to rewrite our general relation
between ωg,n and intersection numbers in the style of [14, Theorem 4.1], by inserting
suitable boundary divisors.
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