Abstract. Two algebraic structures with the same universe are called term-equivalent if they have the same clone of term operations. We show that the problem of determining whether two finite algebras of finite similarity type are term-equivalent is complete for deterministic exponential time.
When are two algebraic structures (presumably of different similarity types) considered to be "the same", for all intents and purposes? This is the notion of 'term-equivalence', a cornerstone of universal algebra.
For example, the two-element Boolean algebra is generally thought of as the structure B = {0, 1}, ∧, ∨, ¬ , with the basic operations being conjunction, disjunction and negation. However, it is sometimes convenient to use instead the algebra B = {0, 1}, | whose only basic operation is the Sheffer stroke. Algebraically speaking, these two structures behave in exactly the same way. It is easy to transform B into B and back via the definitions Because of its fundamental role, it is natural to wonder about the computational complexity of determining term-equivalence. Specifically, given two finite algebras A and B of finite similarity type, are A and B termequivalent? There is a straightforward deterministic algorithm for solving this problem (Theorem 3.6), and its running time is exponential in the size of the input. In this paper we prove that this is the best possible: the termequivalence problem is complete for EXPTIME (Theorem 3.8) . It follows from the Hierarchy Theorem of Hartmanis and Stearns [5] that the class EXPTIME is strictly larger than PTIME (the class of problems solvable in polynomial time). See [6] or [12] for other proofs of the Hierarchy Theorem. Thus, a consequence of Theorem 3.8 is that the term-equivalence problem is not a member of PTIME. A problem is considered intractable if it fails to lie in PTIME.
This result has probably been known for quite some time. In 1977, D. Kozen [9] proved that if all of the basic operations of A and B are unary, then the problem of determining whether A and B are term-equivalent is complete for PSPACE (that is, the class of problems whose memory requirements are bounded by a polynomial in the size of the input). In a private communication, H. Friedman informed us that he discovered the general result about 1985, although it was never published.
Our proof involves two intermediate problems. The first utilizes the notion of a (deterministic) bottom-up tree automaton (Section 2). This is a generalization of a finite state machine which recognizes (finite) trees instead of strings. We shall introduce the problem Int-BTL 1 r , of determining whether a finite set of restricted bottom-up tree automata (of rank at most r-see Definition 2.1) recognize a common tree. By a restricted bottom-up tree automaton, we mean one with a unique final state. The second intermediate problem we call Gen-Clo. This is the determination of the clone generated by a family of operations on a finite set (see section 3).
The complete argument can be summarized as
Of course, Term-Equiv refers to the term-equivalence problem. The symbol '≤ p m ' denotes polynomial-time, many-one reducibility, see any of [6] , [10], [12] or [16] . The equality EXPTIME = APSPACE expresses the wellknown result (see [2] ) that the class EXPTIME is identical to the class of problems solvable by alternating Turing machines in polynomial space.
Alternating Turing machines
We assume that the reader is generally familiar with Turing machines and how they operate. We outline the specifics of our particular notation and conventions.
A single-tape (nondeterministic) Turing machine is a construct
where Q is a set of states, Σ is the input alphabet, Γ is the tape alphabet (Σ ⊆ Γ), q 0 ∈ Q is the initial state of M, q A , q R ∈ Q − {q 0 } are the (unique) accepting and rejecting states, and / c ∈ Γ − Σ denotes the blank symbol. The transition function of M is
In other words, given a state q and a member of the tape alphabet a, δ(q, a) will be a set of triples of the form q , b, X . Each triple represents a possible action taken by M upon reading the symbol a while in the state q. The action q , b, X means: write b on the tape, move to state q and shift the tape head left, right or not at all, depending on the value of X. Without loss of generality, we assume that for all q ∈ Q − {q A , q R } and for all a ∈ Γ, |δ(q, a)| = 2. This just means that at any time in its computation, M has two "choices" of instructions unless q = q A or q = q R , in which case M halts. Thus, q A and q R are halting states.
An instantaneous description (ID) of M is a string of the form αqβ where q ∈ Q and αβ ∈ Γ * is the tape content (omitting the blanks on either side); M is scanning the first symbol of β (or a blank symbol if β is the empty string). Intuitively, an ID gives a complete description of the current state of M's computation. For instance, the initial ID of M on input w ∈ Σ * is I 0 (w) = q 0 w. An entire computation of M on w can be represented by a sequence of IDs: I 0 (w), I 1 , I 2 , . . . , I k , where each I j+1 follows from I j by the transition function.
A string w is accepted by M if there is some computation I 0 (w), I 1 , . . . , I k in which I k is an accepting ID, i.e., one of the form αq A β. L(M) denotes the set of all strings accepted by M. A string that is not accepted is said to be rejected.
The size of the ID αqβ is the length |αβ| of the string αβ. M is p(n)-space bounded, where p is a polynomial, if for every input w ∈ Σ * and for every ID I that is reachable from I 0 (w) by applying M's transition function, the size of I is bounded by p(|w|). M is polynomial-space bounded if, for some polynomial p(n) ≥ n, M is p(n)-space bounded. For a polynomial-space bounded Turing machine we shall assume, without loss of generality, that M eventually halts on every input: if some computation halts in state q A , the input is accepted, and when all computations halt in state q R , the input is rejected. The class of all languages definable by polynomial-space bounded Turing machines is denoted by PSPACE.
We next define alternating Turing machines, introduced in [2] . See also [16] for an up-to-date discussion. Let
be a Turing machine defined as above, except that a set U ⊆ Q − {q A , q R } is designated as the set of universal states.
The semantics of acceptance for alternating Turing machines generalizes the acceptance concept as defined above for (nondeterministic) Turing machines. Let M be a p(n)-space bounded alternating Turing machine and let w ∈ Σ * . A computation tree of M on w is a finite (binary) tree t whose nodes are labeled by IDs of M such that the following properties hold:
• All of the IDs labeling the nodes of t have the same length, p(|w|) + 1;
shorter IDs are padded with / c.
Figure 1
• The root of t is labeled with the initial ID of M on w (padded appropriately):
• Let n be a node of t labeled by a universal ID I. Then n has two children in t, labeled by IDs I 0 and I 1 such that I 0 and I 1 follow from I according to the transition function δ of M.
• Let n be a node of t labeled by an existential ID I. Then n has one child in t, labeled by ID J, such that J follows from I according to the transition function δ of M. Note that the IDs labeling the leaves of t are either accepting or rejecting IDs. We say that t is an accepting computation tree if all of the leaves of t are labeled by accepting IDs. The set of all accepting computation trees of M on w is denoted by ACT M (w). A string w ∈ Σ * is accepted by M if ACT M (w) = ∅, i.e., if there exists an accepting computation tree of M on w. The language accepted by M is the set
The class of all languages defined by polynomial-space bounded alternating Turing machines is denoted by APSPACE. Figure 1 illustrates a very small computation tree t. Here, w = 01 and p(n) = n. The initial state q 0 is existential and q 1 is universal. The transition function δ satisfies q 1 , a, R ∈ δ(q 0 , 0) and
∈ ACT M (w) since the left-hand leaf is a rejecting ID. The standard (nondeterministic) model of Turing machines is obtained as a special case of the alternating model by taking U = ∅, i.e., all states are existential. It follows that PSPACE ⊆ APSPACE. In [2] , Chandra, Kozen and Stockmeyer study the effect of introducing alternation on the complexity of the associated languages. In particular, they show that APSPACE = EXPTIME where EXPTIME is defined to be DTIME(2 poly ), the class of all languages defined by deterministic Turing machines in exponential time (the exponent being a polynomial in the input size). Thus one can show that an arbitrary problem P is hard for EXPTIME by starting with a polynomial-space bounded alternating Turing machine M, and reducing the instance ACT M (w) = ∅ to an instance of P. This is what we shall do in the next section.
Bottom-up tree automata
Here we give a brief description of the aspects of finite-state tree automata that we need. For a thorough treatment, see [3] or [4] . The latter reference has an extensive bibliography and historical comments.
That algebraic expressions can be represented as trees is surely familiar to the reader. For example, the Boolean algebra term a ∧ (¬(b ∨ c)) can be represented by the following tree. Note that in this tree, the leaves are labeled by symbols denoting elements, and the internal nodes by basic operation symbols. The number of children of each internal node is equal to the rank (arity) of the corresponding operation. We formalize this idea in the following definition. Definition 2.1. A ranked alphabet Σ is a disjoint union of a finite family { Σ k : 0 ≤ k ≤ r } of finite sets. We require that Σ 0 = ∅. The integer r is called the rank of Σ.
If Σ is a ranked alphabet, the set of Σ-trees, T Σ , is the smallest set X of finite sequences such that
We generally envision the members of T Σ graphically, with the root at the top, as we have done in the tree above.
Definition 2.2.
A (deterministic) bottom-up tree automaton is a structure Σ, Q, Q * , R in which Q is a finite set (the set of states), Σ is a ranked alphabet, Q * ⊆ Q (the set of final states) and R : r k=0 Σ k × Q k → Q (the transition rules). The rank of the automaton is the same as the rank of the alphabet.
Let us take note of one feature of this definition. Recall that Σ 0 is nonempty and Q 0 = { } is a single object (technically, Q 0 = {∅}). For each α ∈ Σ 0 , R(α, ) = q α is the initial state associated with α.
Let M = Σ, Q, Q * , R be a bottom-up tree automaton. We can define a function M : T Σ → Q recursively by:
Intuitively, M (t) is the state in which M finds itself after processing the tree t. Finally, we define L(M) = { t ∈ T Σ : M(t) ∈ Q * } to be the tree language recognized by M. The class of languages recognized by bottom-up tree automata is called RECOG.
Continuing with the Boolean algebra example we began just before Definition 2.1, the appropriate ranked alphabet Σ has Σ 0 = {a, b, c}, Σ 1 = {¬}, Σ 2 = {∧, ∨} and Σ k = ∅, for k > 2. Thus, our alphabet has rank equal to 2. Let B be a finite Boolean algebra,ā,b,c members of B, and X a subset of B. We can build a bottom-up tree automaton M as follows. The set Q of states is taken to be B, and Q * = X. The transition rules are obtained from the operations of the algebra. Thus R(a, ) =ā, R(b, ) =b and R(c, ) =c. For each pair of states q 1 , q 2 , R(∧, q 1 , q 2 ) is defined to be the meet (a.k.a. conjunction) of q 1 and q 2 in B. Use similar definitions for the other two operations. Now the tree depicted in Figure 2 above will be accepted by our machine M if and only if, in the algebra B we haveā ∧ (¬(b ∨c)) ∈ X. More generally, an arbitrary tree will be accepted by M if and only if, the value of the corresponding Boolean term, evaluated atā,b,c, lies in X.
For our purposes, it is convenient to work with restricted bottom-up tree automata. By this we simply mean a bottom-up tree automaton in which Q * = {q * } is a singleton. As we explain in Section 4, this assumption has no effect on the complexity of the problems we consider in this paper.
We can now state one of our basic problems, the intersection problem for bottom-up tree languages. Definition 2.3. Let r be a nonnegative integer.
• Int-BTL 1 r denotes the set of all finite sequences M 1 , M 2 , . . . , M such that M 1 , . . . ,M are restricted bottom-up tree automata on a common ranked alphabet of rank at most r and i=1 L(
• Similarly, Int-BTL r and Int-BTL denote the corresponding intersection problem for unrestricted bottom-up tree automata.
Note that Definition 2.3 defines an infinite ascending sequence of problems, parameterized by r. On the other hand, the length of any instance of one of these problems is not bounded in any way.
Given an alternating Turing machine M and an input w, we wish to represent ACT M (w) as a (formal) language of trees that can be "read" by bottom-up tree automata. To do that we first need to transform the trees in ACT M (w) to trees in which each node is labeled by a single symbol from some ranked alphabet. Roughly, we will "rotate" each of the IDs labeling the nodes of a computation tree 90 • clockwise into a long "unary" path. More precisely, for a given p(n)-space bounded alternating Turing
Given a computation tree t of M on w, with |w| = n, we transform t into a "transposed" tree T t over the ranked alphabet Ψ by transforming each ID I = s 1 s 2 . . . s p(n)+1 labeling a node of t into an ID-segment:
where $ is # ∀ (respectively # ∃ , # A , # R ) depending on whether I is a universal (respectively existential, accepting, rejecting) ID. For example, for the tree t of Figure 1 , T t will look like Figure 2 .
The following Proposition follows directly from the definitions.
Proposition 2.4. Let M be a p(n)-space bounded alternating Turing machine, and w
We next describe a set (of polynomial cardinality) of bottom-up tree automata { B i : 0 ≤ i < p(n) + 3 }, each with polynomially many states, such that
By Proposition 2.4, this implies that
The construction of the B i 's is much like the construction of the finitestate automata F i in [9] . Their objectives are the same: For 1 ≤ i ≤ p(n), B i checks that for each ID-segment I of T t , the 3 symbols beginning with the ith symbol:
e e e e e Figure 3 are consistent with the corresponding symbols in the ID-segment of the child node(s) according to the transition function δ of M. Since each node of T t has at most two children, B i needs to check the consistency of a total of (at most) nine symbols of Ψ; thus, a straightforward construction of B i gives O |Ψ| 9 p(n) states. There are three remaining bottom-up tree automata: B 0 checks that the ID-segment starting at the root of T t corresponds to the initial ID of M on w, and that the leaves of T t are all labeled by # A ; B p(n)+1 checks that the symbols # A , # R , # ∃ and # ∀ fit their corresponding ID-segments (# A follows an accepting ID, etc.); and B p(n)+2 checks that each ID-segment has length p(n) + 2.
We have constructed a total of p(n) + 3 restricted bottom-up tree automata, each with O |Ψ| 9 p(n) states. The common alphabet, Ψ, has rank 2. It is easy to see that the construction of the bottom-up tree automata {B i } from a given p(n)-space bounded alternating Turing machine M and input w ∈ Σ * can be done in polynomial time. Combining with Proposition 2.4 and our earlier observations, we have proved the following Theorem. 1 2 is hard for EXPTIME.
Theorem 2.5. The problem Int-BTL

Clones
We now develop the universal algebra needed to discuss term-equivalence. See [11] for a detailed treatment of the subject.
Let A be a set, k a positive integer. A k-ary operation on A is a function from A k to A. We let Op k (A) denote the set of all k-ary operations on A and Op(A) = ∞ k=1 Op k (A) the set of all operations on A. An algebra is a pair A = A, F , in which A is a nonempty set and F ⊆ Op(A). The algebra A is of finite similarity type if the set F of basic operations is finite.
Let f ∈ Op n (A) and g 1 , g 2 , . . . , g n ∈ Op k (A). The generalized composition of f with g 1 , . . . , g n , denoted f [g 1 , . . . , g n ], is the k-ary operation mapping g 2 (x) , . . . , g n (x) . Also, for any positive integer k and for 1 ≤ i ≤ k, we define the i th k-ary projection operation to be p k i (x) = x i . In particular, p 1 1 (x) = x. Definition 3.1. A clone on A is a set C of operations on A containing all projection operations and closed under generalized composition.
The most complete reference on clones is [14] . More recent treatments can be found in [11, Chapter 4] and [13, Chapter 1] . Here, we assemble just the small amount of information we need.
It is easy to see that the set of clones on A is ordered by set-theoretic inclusion. The largest clone is Op(A) itself and the smallest is the clone consisting of all projections. Furthermore, the intersection of a family of clones on A is again a clone. Therefore, for any set F of operations on A, we can define the clone generated by F to be
For our purposes, a more explicit description of Clo A (F) is desirable. This is accomplished by the following Theorem, see [11, Theorem 4.3] . F and f is k-ary and g 1 , g 2 , . . Note that the definition requires that term-equivalent algebras have the same universe. Let A and B be as in Definition 3.3. In light of equation (1), A will be term-equivalent to B if and only if the following pair of conditions holds:
Theorem 3.2. Let F be a set of operations on a set A and let n be a positive integer. The set Clo
A n (F) of n-ary members of Clo A (F) is the smallest set X of Op n (A) such that i. p n i ∈ X, for i = 1, 2, . . . , n; ii. If f ∈. , g k ∈ X then f [g 1 , . . . , g k ] ∈ X.
Speaking informally, g ∈ Clo
This suggests that in order to determine term-equivalence, the crucial point is to be able to perform tests of the form g ∈ Clo A (F).
Definition 3.4.
1. Gen-Clo denotes the set of triples A, F, h such that A is a finite nonempty set, F is a finite set of operations on A, h is an operation on A, and h ∈ Clo A (F). 2. Term-Equiv denotes the set of pairs A, B such that A and B are finite, term-equivalent algebras of finite similarity type.
Our plan is to first turn our attention to Gen-Clo and prove that it is complete for EXPTIME. Then we use this result to draw the same conclusion for Term-Equiv.
Perhaps it would be worthwhile to say a few words about the format we would anticipate for the input in Gen-Clo. The finite set A could be represented by its cardinality, say m. (And A could be taken to be {1, 2, . . . , m}.) A k-ary operation can be represented as a k-dimensional array of elements of A. In practice, this is nothing but a sequence of m k members of {1, 2, . . . , m}. Proof. Let M 1 , . . . , M be an instance of Int-BTL 1 r , where for each i ≤ ,
Without loss of generality, assume that the sets Q i are pairwise disjoint. We must build an instance of Gen-Clo.
where ♦ is a new element. First, for every α ∈ Σ 0 , we define a unary operation f α by
For every 1 ≤ k ≤ r and every σ ∈ Σ k we define a k-ary operation f σ by
Finally, define a unary operation h by
We shall prove that L(M i ) is nonempty just in case h ∈ Clo A (F). Let t ∈ T Σ . We can define, by recursion on the length of t, a unary operation f t . If t = α ∈ Σ 0 , then f t is already defined. Otherwise, for t = σt 1 t 2 . . . t k we set
It is easy to verify that if q ∈ Q i and t ∈ T Σ , then f t (q) = M i (t). Therefore, for every i ≤ ,
The right-to-left inclusion is obvious from equation (3) . For the converse, we apply Theorem 3.2. For this, we need to check that X = { f t : t ∈ T Σ } ∪ {p 1 1 } satisfies the two conditions of Theorem 3.2, with n = 1.
From the Claim, h ∈ Clo A 1 (F) if and only if there is a tree t ∈ T Σ such that h = f t . Using (4),
Thus we have a reduction of Int-BTL 1 r to Gen-Clo. It remains to show that this reduction can be carried out in polynomial time. Actually, any individual component of F is easy to compute. The only issue is: how long will it take to write the output down? The amount of time it takes to do this is clearly linearly bounded by the size of the output. Thus, we wish to show that the size of A, F, h is bounded above by a polynomial in the size of M 1 , . . . , M .
By adding some superfluous states, we can assume that |Q 1 | = |Q 2 | = · · · = |Q | = n. Consider the size of M i . This is essentially equal to
Therefore the total size of the input is
Now for the output.
Combining these two inequalities, we see that the size of the output is bounded above by a polynomial (of degree r + 1) in the size of the input.
In order to complete the proof of the main result, we need to bound the complexity of Gen-Clo. We do that now. Theorem 3.6. Gen-Clo ∈ EXPTIME.
Proof. Let A, F, h be an instance of Gen-Clo. Let m = |A|, n be the rank of h and let r be the maximum rank of any member of F ∪{h}. Observe that |Op n (A)| = m m n .
To test whether h is a member of Clo A n (F), we can systematically construct the members of Clo is k-ary and g 1 , . . . , g k ∈ X j } .
It is easy to argue by induction that
. But the pair of conditions X s ⊇ X 0 and X s = X s+1 are precisely the conditions of Theorem 3.2. Therefore Clo A n (F) = X s . Thus we can solve this instance of the problem by constructing the sets X j , for j ≤ m m n and testing each one for the presence of h. Now, how long will this computation take? First, for a fixed f ∈ F of rank k and g 1 , . . . , g k ∈ X j , we can construct the table for f [g 1 , . . . , g k ] in time O(m n ), since that is the size of the table. Since the maximum rank of any operation is r, we can compute X j+1 from X j in time on the order of
Call this last quantity T . We may have to do this for j = 1, 2, . . . , m m n , so the total running time is on the order of m m n T . Taking the log of this quantity (to the base 2) we obtain (r + 1)m n log(m) + log(|F|) ≤ (r + 1)m n+1 + log(|F|). (6) To obtain an exponential upper bound, we need to argue that the quantity in expression (6) is bounded above by a polynomial in the size of the input. Assume that m > 1 and let S denote the size of A, F, h . Since F contains an r-ary operation, the size of F is at least m r ≥ rm. Also, the size of F is at least |F|, since each operation contributes at least one to the overall size. The size of h is exactly m n . Therefore, S ≥ m n + rm and S ≥ |F|. If we take p(S) = S 2 + S, then
which dominates the right-hand side of inequality (6) . Thus the algorithm runs in exponential time.
Combining Theorems 2.5, 3.5 and 3.6 we have the following.
Theorem 3.7. Gen-Clo and Int-BTL 1 r (for r ≥ 2) are complete for EXPTIME.
Finally, we return to the primary interest in this paper. Theorem 3.8. Term-Equiv is complete for EXPTIME. kth direct power of A.) Thus every instance of Gen-Clo can be turned into an instance of Gen-SubAlg-but only by inflating the input from size
. In other words, Gen-Clo can be thought of as a special case of a "succinct" version of Gen-SubAlg.
A similar "exponential" relationship holds between the problem GenSubSg and the problem Gen 1 -Clo:
In [9] , Kozen showed that Gen 1 -Clo is complete for PSPACE. Note that Clo A 1 (F) can be thought of as the subsemigroup of Op 1 (A) (under ordinary function composition) generated by F. We can summarize the relationships between these four problems with the table in Figure 4 . Many subproblems of Gen-SubAlg have been studied. The problem remains complete for PTIME, even when restricted to triples A, X, a in which X is a singleton set and A has a single commutative binary operation [1] . In the same paper, Barrington and McKenzie consider a sequence of generalizations of associativity and show that the complexity of the corresponding problems increases from NLOGSPACE to PTIME as the assumption gets weaker.
B. Theorem 3.7 asserts that for any fixed r > 1 the problem Int-BTL 1 r is complete for EXPTIME. It was necessary to fix r because the running time of our reduction in Theorem 3.5 is bounded by a polynomial of degree r + 1 in the size of the input instance. What about the unbounded problem Int-BTL 1 ? I.e., what is the complexity of the intersection problem when r is not fixed, but is part of the input instance? It is certainly still hard for EXPTIME (Theorem 2.5), but is it in EXPTIME? The answer is affirmative. The exponential time algorithm consists of two parts. Given an instance M 1 , . . . , M over a common ranked alphabet Σ (of rank r)
1. Construct the direct product bottom-up tree automaton M = M 1 × M 2 ×· · ·×M in a manner analogous to the direct product construction for finite-state automata (see [6] ). We will have
This construction can be completed in exponential time. 
Test whether L(M)
In the final union, J ranges over all -tuples (J 1 , J 2 , . . . , J ) in {1, 2, . . . , t} . Thus we can determine whether M 1 . . . , M accept a common tree by testing t -many instances of Int-BTL 1 . Since t ≤ |Q 1 | = n, and referring to inequality (5), we determine that t is bounded above by an exponential in the size of the input instance. And, by Theorem 3.7, each subproblem is solvable in exponential time. Therefore the unrestricted problem Int-BTL lies in EXPTIME.
