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Abstract
Distributed biophysical processes usually involve spreads in space, e.g., pollution, desertication in vegetation dynamics,
etc. In this paper, based on the fact that spreadability of a distributed system reduces to a monotonicity problem, we show
how feedback spreading control laws can be determined in semilinear parabolic systems. In case of ane dependence
upon the control the use of a technique which combines saddle points and contraction mapping theorem yields a minimum
\energy" feedback spreading control law. A mathematical example is examined in order to illustrate the derived results.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction and problem setting
The aim of this paper is to investigate the problem of spreading control which is stated in [8,9]
under several environmental motivations. Roughly speaking, it consists of determining controls which
can achieve a spreadable system or, in other words, in such a manner that the excited system involves
a family of spreading zones.
To be more precise let 
Rn be an open and bounded domain with suciently smooth boundary
9
 and set Q = 
  (0;1[. Let A be a second-order elliptic operator on 
 given in the form
A := −
nX
i; j=1
9
9xi
 
aij(x)
9
9xj
!
+
nX
i=1
ai(x)
9
9xi
+ a0(x) (1.1)
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with the smooth functions aij; ai and a0. Then, for convenient boundary data, it can be assumed
that the operator −A stands for an unbounded densely dened linear operator which generates a C0
analytic semigroup on Z = L2(
), see [2,11].
We then consider the following semilinear parabolic control system:
9z
9t + Az = ’(z; v) in Q;
z(x; 0) = z0(x) in 
;
(1.2)
where z0 2D(A) and ’ denotes a nonlinear operator which maps Z  V into Z with V another
Hilbert space.
Further, let us consider the set-valued map:
! :D(!)Z ! 2
: (1.3)
The problem we have to deal with is then: Find control v on a time interval [0; t1[ such that
(i) system (1.2) with control v has a solution z.
(ii) The zones (!( z(t))06t<t1 are nondecreasing, i.e., !( z(t))!( z(s)) if 06t6s< t1.
The controls v are thereby called !-spreading controls.
For instance, in tidal dynamics (see [4]), the pollution process may be modeled by the spreadability
of the system which describes the pollution concentration where the map ! of Eq. (1.3) is taken
as follows:
!(z) = fx2
 j z(x)>zmaxg (1.4)
in which zmax denotes a tolerance coecient.
For practical reasons it would be of interest to consider feedback spreading controls in the form
v=  (z; !(z)): (1.5)
The aim of this paper is to examine questions of existence and optimality of control laws (1.5).
The main technique for the analysis involves the notion of monotonicity with respect to a preorder,
see [1] and the references therein. This is because of condition (ii) which characterizes a spreading
control.
In this paper we use the following denitions and notations: The set-valued map Q :K 7! Y
where Y is a metric space is said to be lower semicontinuous if for each z0 2K and any se-
quence of elements zn converging to z0 then for each y0 2Q(z0), there exists a sequence of elements
yn 2Q(zn) which converges to y0. The graph of Q is denoted by Graph(Q) and stands for the set
f(z; y)2K jy2Q(z)g. A selection of the map Q is a mapping  :K 7! Y which satises (z)2Q(z)
for every z 2K. When Y stands for a Hilbert space then a mapping from Z to Y is said strongly{
weakly continuous and denoted st{we continuous, if it maps strongly convergent sequences in Z
into weakly convergent sequences in Y .
We organize the paper as follows: In Section 2 we give the basic results we have to use in
this paper. They mainly concern monotonicity in innite-dimensional spaces. Then Section 3 gives
conditions of existence of feedback spreading controls and Section 4 is devoted to their optimality
with respect to \energy". In Section 5 we develop an illustrative example.
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2. On monotonicity
Let Y be a separable Hilbert space and K a subset of Y . A set-valued map P :K 7!K is said
to be a preorder on K if it satises for each z 2K,
z 2P(z) and y2P(z)) P(y)P(z):
Given y : [0; t1( 7!K)] then it is said to be monotone with respect to the preorder P if
y(s)2P( y(t)) (06t < s< t1): (2.1)
Numerous authors have been concerned with the problem of existence of monotone solutions with
respect to a preorder in the general setting of dierential inclusions, see for instance [1,5,6,12]. In
the sequel, we give an adaptation of a result which is established in [6] to our context. Let −B be an
unbounded linear operator which generates a C0 semigroup (T (t))t >0 on Y . Consider the semilinear
abstract dierential equation
_y + By = g(y); t>0;
y(0) = y0;
(2.2)
where g :D(B) 7! Y stands for a nonlinear operator. Also we need to consider the following tangential
condition for each couple (y; y1)2K Y :
8> 0; 90<h< and kpk6 such that T (h)y + h(y1 + p)2P(y): (2.3)
We therefore can dene the tangential set
AP(y) := fy1 j (y; y1) satises (2:3)g: (2.4)
Hence we are ready to set the following result.
Theorem 2.1. Let P be a preorder on K and assume the statements below to be satised:
(i) The semigroup (T (t))t>0 is compact:
(ii) The operator gjK is st{we continuous.
(iii) Graph(P) is closed in Y 2.
Then the system (2:2) has monotone solutions with respect to the preorder P for all initial data
y0 2K if and only if
g(y)2AP(y) (y2K): (2.5)
Remark 2.2. It should be useful to emphasize that since the semigroup T () is of class C0 it easily
can be seen that if
KD(B)
then the tangential condition (2.3) may be replaced by the following one:
8> 0; 90<h< and kpk6 such that y + h(y1 − By + p)2P(y): (2.6)
This has particular interest whenever the semigroup T () is not given explicitly.
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Now we need to show the result below that we shall use in Section 4.
Proposition 2.3. Assume the preorder P to have closed convex values; then the map
z 2K!AP(z)Y
is lower semicontinuous.
Proof. It is sucient to show that for every z 2Y , the function y2K!d(z;AP(y)) is upper
semicontinuous in the sense of real functions, where d is the usual metric on Y . On the other hand,
we know that if D is a closed convex set then the map
y2D ! TD(y)Z
is lower semicontinuous, where TD() stand for the cotangent set of D, see [7, Proposition 4:1]. Since
P is a preorder, it follows that P(u)P(y) for every u2P(y) and it is easy to verify that
TP(u)(y)TP(y)(y)
and from here
d(z; TP(y)(y))6d(z; TP(u)(y)):
So, if P has convex closed values the mapping
y 7! d(z; TP(u)(y))
is upper semicontinuous and from inequality above, we conclude that the mapping y2Y !
d(z; TP(y)(y)) is also upper semicontinuous.
3. Characterization of feedback spreading controls
Let us turn to the control system (1.2) with state space
Z = L2(
):
Assume the linear operator A to be as in (1.1) and denote by S() the semigroup that it generates on
Z . Let ! be the map to be spread and S be a subset in D(!). Then a feedback spreading control
law may be dened as follows.
Denition 3.1. The mapping & :S 7!V is said to be a feedback spreading control law for system
(1.2) if for all initial data z0 2S the control v= &( z) is a spreading control.
Now let us dene
P!(z)
:= fy2S j!(y)!(z)g (3.1)
which obviously stands for a preorder on S. It follows that condition (ii) in Section 1 which
characterizes a spreading control may be rewritten as follows:
z(s)2P!( z(t)):
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Consequently, !-spreading controls for system (1.2) are such that the controlled system has monotone
solutions with respect to the preorder P!. Hence, we can proceed to use Theorem 2.1 in order to
derive our main existence result. To this end we need rst to set
M!() :=AP!(); (3.2)
where the map A() is as in (2.4). Therefore, for each z 2S the elements z1 2M!(z) are given by
the tangential condition
8> 0; 90<h< and kpk6 such that S(h)z + h(z1 + p)2S;
!(S(h)z + h(z1 + p))!(z):
(3.3)
Now let us introduce the feedback map as follows:
F!(z) := fv2V j’(z; v)2M!(z)g: (3.4)
Also we need let
!
:= f(y; z)2S2 j!(y)!(z)g: (3.5)
Hence we are ready to prove the following result.
Proposition 3.2. Assume the set ! to be closed and the semigroup S() to be compact. Let
& :S 7!V be such that the mapping ’(; &()) is st{we continuous on S. Then & is a feedback
spreading control law if and only if it is a selection of the feedback map F!.
Proof. We have to use Theorem 2.1. Take Y =Z; K=S; B=A; g=’(; &()) and P=P! as given
by (3.1). Since the operator −A generates a compact semigroup then condition (i) is satised. We
easily can see that all the assumptions in the above cited theorem hold.
Note that in the above proposition, there are no continuity assumptions on ’ nor on &. Only it is
required that the mapping ’(; &() is st{we continuous on S.
Also it should be useful to stress that the expression  of the feedback law as presented in
Eq. (1.5) actually holds. In fact, for each subset  in 
 we can take  (z; ) as a selection of the
map F! dened as the map F
! in which !(z) is replaced by  in the tangential condition (3.3).
4. An optimal spreading control problem
Until recently the problem of spreading control with minimum \energy" has been investigated
only for the linear case (see [9]). Therein, although the approach leads to an optimality system
involving a Riccati dierential equation, it only provides approximate solutions which unfortunately
are not easy to compute because of the innite-dimensional setting.
In this section we deal with the minimum eneregy problem in a more general context. Since
feedback spreading controls are given by a selection procedure of the feedback map F!() then
nding minimum energy feedback spreading laws reduces to the parametrized constrained optimiza-
tion problem below:
For each z 2S nd min
v2F!(z)
kvk2: (4.1)
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Thus, the mapping which sends each z 2S to the solution of problem (4.1) can dene the \minimum
energy" spreading control law providing that conditions of Proposition 3.2 hold. By virtue of (3.4)
problem (4.1) is equivalent to
For each z 2S nd min
’(z;v)2M!(z)
kvk2 (4.2)
Next we need to impose the following hypotheses:
H1 −A generates a compact semigroup S() on Z .
H2 System (1.2) is ane in the controls, i.e.,
’(z; v) = f(z) + G(z)v (z 2S; v2V ); (4.3)
where f and G act in S and respectively have images in Z and L(V; Z).
H3 The map ! :S 7! 2
 satises
(i) !
:= f(y; z)2S2 j!(y)!(z)g is closed in S2,
(ii) !(y +  y)!(y) \ !( y) 8y; y2S and ; >0 such that +  = 1.
We begin by proving the following basic result which concerns the map M!() given by
Eq. (3.4).
Lemma 4.1. We have
(a) For each z 2S the set M!(z) is closed and convex.
(b) The set-valued map M!: z 2S 7!M!(z)Y is lower semicontinuous.
Proof. To show (a): let P! as given in Eq. (3.1) then since ! is closed then so is the subset P!(z)
for each z 2S. Consequently, from expressions (3.2) and (3.3) we get
M!(z) = cl
 [
h>0
1
h
[P!(z)− S(h)z]
!
(z 2S):
Therefore M!(z) is closed for each z 2S. To show that M!(z) is convex it suces to observe that
the condition H3(ii) implies that P!(z) is convex for each z 2S and so is M!(z) as the closure of
a convex subset.
For the lower semicontinuity of the map M!, this easily may be seen by using Proposition 2.3
with P = P!.
The result we show below presents the optimization technique we will use for solving the problem
(4.2) under hypothesis H2. It mainly consists of a combination of a saddle point method and the
contraction mapping theorem; see [10] for more details on the method. For that we need to denote
by h ; i the scalar product on a Hilbert space which is clear from the context. We also denote by
K() the projector of best approximation on a closed convex subset K and by B the adjoint of a
bounded linear operator B between two Hilbert spaces.
Lemma 4.2. Let f2Z and M be a closed convex subset of Z . Consider a linear operator
G 2L(V; Z) satisfying the following condition.
kGyk2>mkyk2 (y2Z); (4.4)
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where m> 0. Then the minimization problem
min
Gv+f2M
kvk2 (4.5)
has a unique solution v0 given by
v0 = GR−1(y0 − f); (4.6)
where R := GG and y0 is given by the xed point equation
y0 = M[(1− R−1)y0 + R−1f] (4.7)
for some > 0.
Proof. Since C= fv2V jGv+f2Mg is a nonempty closed convex subset in V then the problem
(4.5) has a unique solution which is v0 = C(0). To compute v0 a proper method may be provided
by the Lagrangian functional below:
L(v; y; ) = 12kvk
2 + hGv+ f − y; i (v2V; y2T; 2Z):
In fact, it can be easily shown that if (u0; y0; 0) is a saddle point for L, i.e.,
max
2 Z
L(u0; y0; ) = L(u0; y0; 0) = min
v2 V;y2M
L(v; y; 0);
then u0 is a solution to the problem (4.2) and by unicity u0 = v0. Now since both L and M are
convex then the saddle point (v0; y0; 0) is characterized by
9L
9v (v0; y0; 0) = 09L
9y (v0; y0; 0);y − y0

>0 (y2M);
9L
9 (v0; y0; 0) = 0
so that we get
v0 + G0 = 0
h0;y − y0i60 (y2M);
Gv0 + f = y0
and therefore in an equivalent way, we have v0 =−G0 where (0; y0) solves the following system:
−R0 + f = y0
h0; y − y0i60 (y2M; > 0):
(4.8)
Now by (4.4), the operator R is invertible since it is symmetric and coercive. Using M yields
v0 = GR−1(y0 − f);
y0 = M[(1− R−1)y0 + R−1f] (> 0):
48 K. Kassara / Journal of Computational and Applied Mathematics 114 (2000) 41{54
Now in order to complete the proof it remains to show that the mapping
 :M 7!M;
y 7! M[(1− R−1)y + R−1f]
has a xed point for some > 0. Indeed we get
k(y)− ( y)k26 k(1− R−1)ek2
= kek2 − 2hR−1e; ei+ 2kR−1ek2;
where y; y2M and e = y − y:
Now since the operator R−1 is coercive we have for some m0> 0,
hR−1y;yi>m0kyk2 (y2Z)
then it follows that
k(y)− ( y)k26(1− 2m0 + 2kR−1k2)ky − yk2:
Therefore  is a contraction for < 2m0=kR−1k2 and thereby it has a unique xed point y0 which
belongs to M.
Now let us prove the main result in this section.
Theorem 4.3. Assume that the following conditions hold:
(i) For each z 2S the operator G(z) satises the following coercivity condition;
kG(z)yk2>mzkyk2 (y2Z) (4.9)
where the coecient mz > 0 is such that: For each > 0 there exists M > 0 such that
z 2S; kzk< ) mz >M: (4.10)
(ii) The mapping f:S 7! Z is st{we continuous.
(iii) The control operator G() veries
zn ! z (strong in Z)
vn ! v (weak in V )
)
) G(zn)vn ! G(z)v (weak in Z):
Then there exists a unique feedback spreading control law & which solves problem (4:2). It is
given for each z 2S by
&(z) = G(z)R−1(z)(s(z)− f(z)); (4.11)
where R() = G()G() and s = s(z) satises the xed point equation
s = M!(z)[(1− R−1(z))s + R−1(z)f(z)] (4.12)
for some > 0. Furthermore the mapping & :S 7! V is st{we continuous.
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Proof. We have to solve for each z 2S,
minkvk2 with constraints: G(z)v+ f(z)2M!(z) (4.13)
Indeed let z 2S and take in Lemma 4.2 G = G(z);f = f(z) and M=M!(z). Condition (4.9)
obviously implies the coercivity condition which is required in that lemma. Moreover, by Lemma
4.1(a) the set M!(z) is closed and convex. It follows that the problem (4.13) has a unique solution
v = &(z) for each z 2S and thus expressions (4.11) and (4.12) respectively follow from (4.6)
and(4.7).
Now in order to complete the proof it remains to show, in accord with Proposition 3.2, that the
law & is such that the mapping f + G()& = s is st{we continuous.
Indeed let (zn)n be a sequence with (strong) limit z 2S; then for each zn, applying the optimality
system (4.8) yields
R(zn)0(zn) = f(zn)− s(zn)
h0(zn); y − s(zn)i60 (y2M!(zn)):
(4.14)
Now let y2M!(z). We know that the map M!() is lower semicontinuous on S (see Lemma
4.1b); therefore there exists a sequence (yn)n which converges to y and satises
yn 2M!(zn) (for each n):
Hence by letting y := yn in Eq. (4.14) we get
h0(zn);R(zn)0(zn)i6h0(zn);f(zn)− yni (for each n)
and then by using (4.9) it follows that
mznk0(zn)k26kG(zn)0(zn)k26h0(zn);f(zn)− yni (for each n):
Consequently, by condition (4.10), it follows that the sequence (0(zn))n is bounded. It therefore has
a subsequence (0(zq))q which is weakly convergent to 0 2Z . Hence (ii) and (iii) imply that
−R(zq)0(zq) + f(zq)! −R(z) 0 + f(z) = s (weak in Z)
Therefore
s(zq)! s (weak in Z):
Even, considering (4.14) with yq instead of y and passing to the limit yields
h 0; y − si60 (y2M!(z)):
It follows that ( 0; s) is a solution of the optimality system and by unicity we get 0 = 0(z) and
s = s(z). Therefore the sequences (s(zn))n and (0(zn))n respectively converge weakly to s(z)
and 0(z) and so does the sequence (&(zn))n whose limit is &(z). This shows that the mappings s
and & are st{we continuous on S.
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One advantage of the technique employed in the above theorem resides in the resulting compu-
tational issues. In fact, the sequence (qs ())q may be updated by the xed point iterative scheme
below:
Step 1: Choose 0s () such that
0s (z)2M!(z) (z 2S)
Step 2: Iterate the sequence qs () as follows:
 At the level q let
yq(z) = R−1(z)(qs (z)− f(z)) (z 2S):
 Then compute
q+1s (z) = M!(z)(
q
s (z)− yq(z)) (for small > 0):
Step 3: Let qf (suciently large) be the nal level in Step 2, then the corresponding suboptimal
feedback spreading control law is given by
&f(z) = G(z)yqf (z):
Concerning the above algorithm we can note the following remarks:
 The nal level in Step 3 can be taken such that there hold the following criterion:
kq+1s (z)− qs (z)k6 (z 2S)
for a small given > 0.
 For instance, we can take in Step 1, 0s (z) = Az for each z 2S.
 The coecient  in Step 2 may be updated with respect to z. For each z 2S it suces to take
 such that
0<<
2m0z
kR−1(z)k2 :
5. An example
Let 
 be an open bounded domain in R3 with smooth boundary @
. Consider the semilinear
parabolic control system:
9z
9t − z =
3X
i=1
z
9z
9xi
+ a(x; z)u(x; t) + b(x)w(t);
z(t)j9
 = 0; (x2
; t > 0);
(5.1)
where  is the Laplacian operator given by
z =
3X
i=1
92z
9x2i
(x = (x1; x2; x3)2
):
The system is controlled by v(t)=(u(; t); w(t)). The corresponding control space is then V=L2(
)
R. It is well known that the operator A=− with domain D(A)=H 10 (
)\H 2(
) generates a compact
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analytic semigroup on Z=L2(
), see [2]. Furthermore, the system is ane in the controls as required
in Hypothesis H2 where
G(z)v= a(; z)u() + b()w (5.2)
and
f(z) =
3X
i=1
z
9z
9xi
(5.3)
for each z 2Z and v= (u(); w)2V . Now let S be a closed subset in Z such that
SD(A) \ L1(
):
Then take the map ! as follows:
!(z) = fx2
 j kxkn > kzkg (z 2S): (5.4)
Then we can show the following result.
Lemma 5.1. We have the statements below:
(i) The hypothesis H3 holds true.
(ii) The mapping f of Eq. (5:3) is st{we continuous on S.
(iii) The set M!() dened by (3:2) is given by
M!(z) = fy2Z j hy − Az; zi60g (z 2S): (5.5)
Proof. From (5.4) we have for each (y; z)2S2,
!(y)!(z), kzk>kyk: (5.6)
Then it follows that the set ! = f(y; z)2S2 j!(y)!(z)g is closed. The convexity condition in
hypothesis H3(ii) also is obvious.
To show (ii) let (zn)n be a sequence in S with (strong) limit z 2S. Let 2C10 (
); then the
fact that zn 2H 1(
) \ L1(
) implies thatZ


zn
9zn
9xi
=−1
2
Z


z2n
9
9xi
(n>1; i = 1; 2 or 3):
Then the Dominated Convergence Theorem applied to subsequences of (zn)n which converge almost
everywhere to z yields
−1
2
Z


z2n
9
9xi
! −1
2
Z


z2
9
9xi
(i = 1; 2 or 3);
whence we obtain
hf(zn); i ! hf(z); i (2C10 (
))
and then by density the proof of (ii) is complete.
Concerning the statement (iii), by Remark 2.2 we get for each z 2S,
y2M!(z), f8> 0; 9h<; kpk< such that !(z + h(y − Az + p))!(z):
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Then taking in account (5.6) yields
y2M!(z), f8> 0; 9h<; kpk<) such that kz + h(y − Az + p)k26kzk2
and nally we obtain
y2M!(z), hy − Az; zi60:
Now let us suppose the following assumptions:
A1 For each z 2S there exist kz and Kz as in Eq. (4.10) such that kz6ja( ; z)j6Kz on 
.
A2 The mapping z 2S 7! a( ; z)2L1(
) is continuous.
A3 b2L1(
).
Then we can show the result below.
Lemma 5.2. Under assumptions A1{A3; conditions (i) and (iii) in Theorem 4:3 are satised.
Proof. Indeed to show that condition (i) of Theorem 4.3 is satised it suces to see that
G(z)y = (a( ; z)y; hy; bi) (y2Z) (5.7)
and therefore the inequality (4.9) holds true with mz = kz and
Mz = Kz + kbkL∞(
):
Now from assumption A2 we easily can see that condition (iii) of Theorem 4.3 also is satised. It
suces to see that for each sequences zn and vn = (un(); wn) we have by using (5.2):
hG(zn)vn − G(z);yi= h(a( ; zn)− a( ; z))un;yi+ hun − u; a( ; z)yi+ (wn − w)hb;yi
for each y2Z .
Consequently, from Lemmas 5.1 and 5.2 it follows that each of the conditions of Theorem 4.3
are satised. Therefore there exists a unique minimum energy feedback spreading control law
&= (&1; &2) :S 7! V
which is given by formulae (4.11) and (4.12). So let us proceed to compute the operators which
appear in these formulae. First, from (5.2) and (5.7) we get
R(z)y = G(z)G(z)y = a2( ; z)y + hy; bib (y2Z; z 2S):
Then a direct computation of R−1() yields
R−1(z)y =
y
a2( ; z) −
hy; cib
1 + hb; ci (y2Z; z 2S) (5.8)
with
c = c( ; z) = b
a2( ; z) :
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Now, by considering formula (5.5), the operator of best approximation M!() may be given as
follows:
M!(z)(y) =
8><
>:
y − max[hy − Az; zi; 0]kzk2 z if z 6= 0;
y if z = 0:
(5.9)
Consequently, the sequences of the algorithm which ends Section 4 can be executed as follows: In
Step 2, yq can be computed by using formula (5.8) and then q+1s by considering Eq. (5.9).
In Step 3, expression (5.7) yields
&1(z) = a( ; z)yqf (z) (z 2S);
&2(z) = hb; yqf (z)i (z 2S):
6. Conclusion
In the present paper we have shown how the problem of spreading control can be solved for
a given semilinear parabolic system. In the case where the system in ane in the controls, we
have established an easily implemented algorithm which enabled us to approximate the minimum
\energy" feedback spreading control law. This has been illustrated through a mathematical example
which consists of a semilinear parabolic control equation.
Natural directions for further work include:
 The study of the maximum speed spreading control problem which has been stated in [9].
 The study of semilinear hyperbolic systems which do not involve compact semigroups. The reason
is that numerous processes in which one can observe spreading phenomena are of hyperbolic kind,
see [3,4].
 The numerical simulation of the derived feedback spreading laws.
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