Abstract: Let X be a generalised symmetrised Dirichlet random vector in IR k , k ≥ 2, and let t n ∈ IR k , n ≥ 1 be such that lim n→∞ P {X > t n } = 0. In this paper we derive an exact asymptotic expansion of P {X > t n } as n → ∞, assuming that the associated random radius of X has distribution function in the Gumbel max-domain of attraction.
Introduction
Let X = (X 1 , . . . , X k )
⊤ be a random vector in IR k , k ≥ 2, and let u n , n ≥ 1 be a positive sequence converging to infinity as n → ∞. For any vector a ∈ IR k \ (−∞, 0] k the events {X > u n a}, n ≥ 1 are absorbing, i.e., lim n→∞ P {X > u n a} = 0. For such instances it is of interest to determine the rate of convergence to 0 of P {X > u n a} as n → ∞. (Here ⊤ stands for the transpose sign and u n a := (u n a 1 , . . . , u n a k ) ⊤ ∈ IR k .) If X is a standard Gaussian random vector in IR k with non-singular covariance matrix Σ, then we have (see e.g. Cambanis et al. (1981) )
with R > 0 such that R 2 is Chi-squared distributed with k degrees of freedom, A a square matrix satisfying A ⊤ A =: Σ, and U := (U 1 , . . . , U k ) ⊤ a random vector uniformly distributed on the unit sphere of IR k being independent of R ( d = means equality of distribution functions). Results on the tail asymptotics of Gaussian random vector are well-known, see e.g., Berman (1962) , Dai and Mukherjea (2001) , Hashorva (2005) , Lu and Li (2009) and the references therein. Indeed, the radial decomposition in (1.1) is quite crucial also in an asymptotic context; it allows us to consider a general random variable R with some unspecified distribution function F (dropping thus any distribution assumption). For such instances X is an elliptical random vector. Specifically, if F is in the Gumbel max-domain of attraction, then Theorem 3.1 in Hashorva (2007) implies P {X > u n a} = (1 + o(1))Ψ(u n )P {R > ηu n }, n → ∞ (1.2)
for any a ∈ IR k \ (−∞, 0] k , with Ψ a known function and η ∈ (1, ∞) a known constant related to the unique solution a of a related quadratic programming problem (see (3.14) below).
In this paper we are interested in extending (1.2) by considering X with stochastic representation (1.1) where U is a symmetrised Dirichlet distribution with parameter α ∈ (0, ∞)
d . In the literature such X is referred to as generalised symmetrised Dirichlet random vector, introduced and discussed in detail in . Our novel contribution here is the derivation of the asymptotic expansion of P {X > u n a} which can be describe by (1.2) also in the more general setup of Dirichlet random vectors. The main difference to the elliptical case (retrieved for α with components equal 1/2) is that some more general function Ψ * (instead of Ψ) appears in the asymptotics. Apparently, our new result cannot be derived by the existing one mentioned in (1.2), since the new function Ψ * depends also on α. Surprisingly, the constant η does not depend on α. Another surprising fact is that the Dirichlet random vector X and the corresponding elliptical random vector X * d = ARV , with V uniformly distributed on the unit sphere of IR d being independent of R can have the same tail asymptotic behaviour (up to some constant) if the index set L := {i ≤ d : (Aa) i = 0, α i = 1/2} is empty. To this end we mention that direct application of (1.2) are: a) density approximation for Dirichlet random vectors, b) asymptotic expansions of conditional distributions, c) identification of the distribution of minima of Dirichlet random vectors, d) asymptotics of concomitants of order statistics, e) estimation of conditional distribution and conditional quantile function, f) and asymptotic independence of sample maxima. In this paper we give few details regarding the last two applications (see Example 2) . Organisation of the paper: In Section 2 we give some preliminaries. The main result is presented in Section 3. We provide two illustrating examples in Section 4. Proofs are relegated to Section 5 followed by an Appendix.
Preliminaries
We shall introduce first some notation. Let in the following I, J be two non-empty disjoint index sets such that I ∪ J = {1, . . . , k}, k ≥ 2, and define for x = (x 1 , . . . , x k ) ⊤ ∈ IR k the subvector with respect to the index set I by
k×k is a square matrix, then the matrix Σ IJ is obtained by deleting both the rows and the columns of Σ with indices in J and in I, respectively. Similarly we define Σ JI , Σ JJ , Σ II . For notational simplicity we write x
Further, we write e i (and not e i,I ) for the ith unit vector in IR |I| , where |I| ≥ 1 denotes the number of elements of I. We shall be denoting by B a,b a Beta random variable with positive parameters a and b and density function
with Γ(·) the Gamma function. Further we write
Throughout this paper α := (α 1 , . . . , α k ) ⊤ , k ≥ 2 stands for a vector in IR k with positive components, and set
When K is empty then α K equals 1. We arrive now at the following definition.
⊤ has the density function h given by
where R > 0 almost surely being independent of U , and
Referring to the density function (when it exists) of a GSD random vector can be defined via a density generator g and the parameter vector α ∈ IR k . Specifically, let g be a positive measurable function and let
holds. In view of the aforementioned paper (see also Theorem 1 in Hashorva et al. (2007)) if X ∼ GSD(k, α, F ) where F has upper endpoint x F , then X possesses the density function h with generator g defined by
if and only if F possesses a density function f given in terms of the density generator g by
Any subvector of a GSD random vector is again a GSD random vector. We have the following result, which follows easily, see . 
with R I being independent of U I ∼ SD(k, α I ), and R I possesses the density function f I defined by
Furthermore for any non-singular matrix A ∈ IR m×m the random vector A ⊤ X I possesses the density function h A,I given by (set
A canonical example of a GSD random vector is a Kotz Type I GSD random vector in IR k (see Hashorva et al. (2007)) with density function
where r > 0, s > 0, N > −α, and density generator g given by
In the standardised case N = 0 and 2r = s = 1 the random vector X possesses independent components with
If A ∈ IR k×k is a non-singular square matrix, then A ⊤ X has density function
is the density function of a centered Gaussian random vector with covariance matrix Σ.
Main Result
Consider a GSD random vector X in IR k , k ≥ 2 with stochastic representation
where R ∼ F, k ≥ 2 is independent of U ∼ SD(k, α), α ∈ (0, ∞) k , and A is a non-singular k-dimensional square matrix. Without loss of generality we assume in the sequel that Σ := A ⊤ A is a correlation matrix, i.e., all the entries of the main diagonal of Σ are equal 1. For a given sequence u n a, n ≥ 1 of thresholds in IR k we are interested in the asymptotic behaviour of the joint survivor probability P {X > u n a}. As in the elliptical setup (see Hashorva (2007) ) it turns out the the tail asymptotics under consideration is closely related to the solution of the quadratic programming problem
is satisfied, then the minimum of the above quadratic programming problem is attained at a, otherwise there exists a unique index set I ⊂ {1, . . . , k} which defines the unique solution a of P(Σ −1 , a) (see Proposition 6.2 in Appendix). In the following we refer to I as the minimal index set. The only asymptotic assumption imposed in this section is that F is in the Gumbel max-domain of attraction with some scaling function w (for short F ∈ GM DA(w)), i.e., In order to avoid repetition we formulate the following assumption on the distribution function F . Assumption A1. F is a univariate distribution with infinite upper endpoint such that F (0) = 0 satisfying (3.16).
In the sequel u n , n ≥ 1 is a sequence of constants converging to infinity, and a ∈ IR k \ (−∞, 0] k is a given vector. If (3.16) holds, then for n ≥ 1 we set δ n := u n a I , ζ n := w(δ n ), (3.17) with I the minimal index set of P(Σ −1 , a). Note in passing that in view of Proposition 6.2 a I ∈ (0, ∞). Below we show that also the parameter α of X plays a crucial role in the tail asymptotics of interests since the following two index sets
appear explicitly in our asymptotic expansion. It is surprising that for L empty, the random vector X and the corresponding elliptical random vector X * d = ARV , with V independent of R being uniformly distributed on the unit sphere of IR d have the same tail asymptotics (up to some constant), i.e., lim n→∞ P {X > u n a}/P {X * > u n a} = µ ∈ (0, ∞). We state next our main result.
k , let I with m elements be the minimal index set corresponding to P(Σ −1 , a) with the unique solution a ≥ a. Suppose that the Assumption A1 holds, and define δ n , ζ n as in (3.17) . Let t n , n ≥ 1 be a sequence of thresholds in IR k such that
where c J,L :=
where
In
Corollary 3.2. Under the assumptions of Theorem 3.1, if further J is non-empty and either L is empty or
then we have 
. With this choice of the constant a it follows that also the index J is non-empty. So we conclude that in the bivariate case it is not possibly to have L non-empty and J empty.

Examples
We illustrate our result with two examples. First we consider the multivariate setup choosing the parameter vector α two have identical coordinates. Then we address the bivariate setup. with D = 11 ⊤ is the d-dimensional square matrix with all elements equal 1, and E ∈ IR k×k the identity matrix. Let t n := u n 1, n ≥ 1 with u n → ∞ be a given sequence of threshold. In view of our asymptotic result we are able to derive the tail asymptotic of P {X > u n 1}. We consider first the quadratic programming problem P(Σ, 1). Since the inverse matrix of Σ is 
Proceeding analogously we obtain
thus the index set L is empty and
Since further
, and δ n := u n 1 , δ n := w(u n 1 ), n ≥ 1. When p = 1/2 (X being elliptically distributed) we obtain We are interested in the tail asymptotics of P {X 1 > u n , X 2 > au n } where a ∈ (−∞, 1] and u n , n ≥ 1 is a positive sequence of constants converging to infinity. Depending on the constant a we need to consider three cases:
Case ρ < a: If follows easily that a = (1, a) ⊤ is the solution of P(Σ −1 , a) with minimal index set I = {1, 2}. Further, both J and L are empty and
Consequently, in view of Theorem 3.1 we obtain
In the special case a = 1 we have c = 2/(1 + ρ), and we may further write In view of Theorem 3.1 for any q ∈ [−∞, ∞) we obtain thus
where Y is symmetric about 0 such that 
(4.29)
Case a ∈ (−∞, 1), ρ ∈ (a, 1): We have again I = {1}, J = {2}, however L is empty. The solution a of the quadratic programming problem of interest is (1, ρ). Hence we have
Proofs
Proof of Theorem 3.1 The idea of the proof is the same as that for the elliptical setup (Theorem 3.1 in Hashorva (2007)), therefore we give the sketch of the proof omitting several details. Let Y * = R * U ∼ GSD(k + 1,α, G) be a k + 1 dimensional random vector whereα = (α 1 , . . . , α k , 1) ⊤ and distribution function G has the asymptotic behaviour
, u → ∞. 
By the properties of GSD random vectors and Lemma 6.1 it follows that P {X > t n } = (1 + o(1))P {Y > t n }, n → ∞.
Let I be the minimal index set of the quadratic programming problem P(Σ −1 , a) with the unique solution a. Applying Proposition 6.2 we obtain a I = a I ,
Proposition 6.2 implies for any y ∈ IR k (set t := a/ a I )
Further, (3.25) and L ⊂ J with J non-empty imply
The above asymptotic might not hold in a subset of IR k with Lebesgue measure 0. If J is empty and L is non-empty we have a different result, namely
We consider first the case J is non-empty. Next, for any n ≥ 1 we may further write
. By the assumptions t
is positive for any y ∈ IR k such that y I > 0 I and further the components of Σ −1
II t I are all positive. The tail asymptotics of G and the fact that w is self-neglecting i.e., (see e.g., Resnick (2008) )
For notational symplicity we define further
Since further lim
The proof for the lim sup follows along the lines of the proof of Theorem 3.1 in Hashorva (2007), therefore omitted here. Hence using (5.30) we have
Similarly, if J is empty we obtain utilising further (5.31)
thus the result follows. 
Hence we may further write Furthermore, for any x ∈ IR k we have
II a I (6.39) and 2 ≤ |I| ≤ k, provided that a = c1, c ∈ (0, ∞).
