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In this article the spectral analysis of the self adjoint operator governing the 
propagation acoustic waves in a perturbed stratified medium is given. Both a 
medium whose sound speed is a short range perturbation of that of a stratified 
medium and a stratified medium exterior to a compact set are considered. The basic 
tool is a division theorem for the self adjoint operator governing the propagation of 
acoustic waves in a pure stratified medium. 0 1986 Academic Press, Inc. 
I. INTRODUCTION 
L’etude de la propagation des ondes acoustiques, des ondes tlec- 
tromagnttiques et des ondes tlastiques dans un milieu stratifie est impor- 
tante et actuelle. 
L’analyse spectrale de la propagation du son dans un milieu strati% 
dont la vitesse de propagation ne depend que de la profondeur est dbor- 
mais connue (cf. [l-3]). La propagation des ondes Ciectromagnetiques 
dans une couche dielectrique a Cte Ctudiee dans 1141. Le cas dun demi- 
espace Clastique a Cti: considere dans [S, 61. 
Or, les milieux rencontres dans la pratique sont tous des milieux 
stratifies perturb&s et nous en amorgons l’etude. 
Dans cet article nous ne considerons que la perturbation d’un modele de 
propagation du son trbs simple afin de bien mettre en evidence les techni- 
ques et la mitthode utilistes qui pourront $tre alors appliquees a des cas 
plus complexes et plus generaux. 
Le modele le plus simple de propagation des ondes acoustiques dans un 
milieu stratifie est associe a Equation des ondes suivante: 
a% 
at2 - c’(y) Au = 0. 
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d est le Laplacien dans R”+ 1 (n 3 1). On notera (x, y) un Clement de 
R”+ r avec x fz KY et y E R. c(y) est une fonction strictement positive, con- 
stante par morceaux: 
C(Y) = co si y<O 
= Cl si O<y<h (h > 0). 
= c2 si y>h (1.2) 
A l’equation des ondes (1.1) est associe l’opirateur autoadjoint suivant 
dans L2( KY+ ‘, c-’ (y) dx dy) de domaine U’( R” + ’ ): 
(Aou)b, Y> = -C2(YW4(4 VI> uEH2(Rn+1). (l-3) 
L’exemple de milieu stratifie le plus interessant est celui pour lequel on a: 
0<c,<c,~c,. (1.4) 
Dans ce cas il existe en effet une infinite d’ondes, solutions de (1.1 ), 
guidees par la couche de fluide {(x, y); 0 < y < h 3 d’epaisseur h. C’est de 
loin le cas plus interessant pour les applications et c’est aussi celui auquel 
on se restreindra par la suite. Les autres cas sont & fortiori plus simples et 
on pourra leur appliquer la mtthode developpke dans cet article. NCan- 
moins le modele precedent est bien trop particulier pour les applications et 
nous considcrons dans cet article des modeles plus gtneraux obtenus en 
perturbant le modele precedent. 
Tout d’abord, on considere l’equation des ondes suivantes: 
2 
~-2(x; y)h=O (1.5) 
oti c(x, y) est une fonction positive, mesurable et bornee: 
O<m<c(x, y)<M pour presque tout (x, y) E IF!“+ ‘. (1.6) 
De plus c(x, y) est une perturbation a courte portee de c(y), c’est-a-dire, 
( 1 1 c(x~Y)-c(Y)=~ (~+Jxl)l+&(~+IyJ)l+& > 
lorsque (xJ + 1 yJ -+ co et pour un E > 0 fix& 
A l’tquation des ondes (1.5) est associt l’operateur autoadjoint suivant 
defini dans L2(iRnt1, ce2 (x, y) dx dy) de domaine H*(R”+ I): 
Au = -2(x, y) du, uEH2(Rn+1). (1.8) 
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Ensuite on considbre le probleme exterieur pour l’equation des ondes 
(1.5) 
Soit 8 un ouvert non borne de lR”+’ tel que sa front&e 86 soit com- 
pacte. On considbre, dans 6, une perturbation locale c(x, v) de C(Y), c’est- 
a-dire une fonction c(x, y) definie sur 8, mesurable, positive, vtrifiant (1.6) 
sur G et telle qu’il existe R > 0 suffisamment grand pour que 88 c 
{x; 1x1 <R) et que l’on ait: 
4% Y) = C(Y) lorsque /x/ + \ y\ > R. (1.9) 
Dans L2(&‘) on considere les operateurs autoadjoints positifs -A, et 
-A, associes au Laplacien et respectivement aux conditions de Dirichlet 
et de Neumann sur le bord. Ces operateurs sont delinis dans [7]. On 
notera D(d,) et D(d,) leurs domaines. 
Les deux opirateurs suivants: 
A,u= -c’(x, y) d,u, uED(dD) (1.10) 
A,24 = -c2(x, y) d&4, uEwdN) (1.11) 
sont alors deux operateurs autoadjoints positifs dans L2(E, ce2(x, y) 
dx dy). 
Cet article donne les bases de la thtorie spectrale des operateurs A, A, et 
A,. Leur structure spectrale est precisee que ce soit leur spectre essentiel, 
leur spectre continu qui est absolument continu et leur spectre ponctuel. 
Nous suivons l’esprit de [S] (voir aussi [9, paragraphe XIII.81 et [lo, 
chapitre XIV]). Le point important est la demonstration dun thtoreme de 
division pour l’operateur A, analogue aux thtoremes 3.2 et B.l de KS] 
pour le Laplacien (cf. theortme IX.41 de [9] et theoreme 14.2.2 de [lo]). 
C’est le theoreme 3.1 du chapitre III. 
Ce thboreme de division nous permet immediatement dobtenir: 
(i) Un principe d’ b a sorption limite pour I”op&ateur A dans des 
espaces approprits. 
(ii) Le m&me principe d’absorption limite pour les optrateurs A, et 
A, mais avec une demonstration trbs Cconomique. Pour cela ii suffit, en 
effet, d’utiliser le thtoreme de division dans les demonstrations classiques 
(cf. [7, 1 l-131) a la place de la condition de radiation de Sommerfeld et du 
theoreme d’unicite de Rellich. 
(iii) Des proprietb de decroissance des fonctions propres correspon- 
dantes aux valeurs propres des operateurs A, A, et A, plongees dans le 
spectre continu et distinctes des seuils d&finis au chapitre II. 
Les resultats obtenus ont Cte annonces dans [l&16]. 
Leurs demonstrations dttaillkes ont Cte publiees dans les rapports 
1117, 18-J. 
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On peut a partir de ces rtsultats developper la theorie du scattering 
suivant la ligne habituelle (cf. [7, 8, 10, 191). 
Comme du point de vue des applications les operateurs importants sont 
A, et A,, on dorme ici un developpement en fonctions propres generalisees 
pour la partie continue de ces operateurs que l’on utilise pour obtenir une 
representation de la matrice S. 
Un theoreme de division ainsi que des resultats analogues aux point (i) 
et (iii) ont tte obtenus dans [ZO] pour des operateurs de Schrodinger qui 
correspondent a l’effet Stark en mtcanique quantique. 
Enfm, apres nous et recemment, R. Weder (cf. [21,22]) a ttudie la 
theorie spectrale et celle du scattering pour l’operateur A ainsi que pour le 
probleme exterieur avec une vitesse c(x, JJ) veriliant (1.7). 11 n’utilise pas un 
thtoreme de division analogue au notre mais un argument d’interpolation 
pour conclure. 11 n’obtient pas de proprietes de decroissance des fonctions 
propres (le point (iii)). 
Cet article est organise comme suit. Le second chapitre dtcrit une 
representation spectrale et un principe d’absorption limite pour A,. Le 
troisieme chapitre est entierement consacrt au theorbme de division. Le 
quatrieme chapitre decrit les proprietb spectrales des operateurs A, A, et 
A,. Enfin dans le cinquieme chapitre, on donne un systbme complet de 
fonctions propres generalisees pour les parties continues de A, A, et A,. 
II. R~~RBSENTATION spEcTR~Lr3 ET PRINCIPE D'ABS~RPTION LIMITE POUR A, 
La theorie spectrale de l’operateur autoadjoint A, dans L2((Wn+l, 
;;TJJ’,” dy) defini par (1.2) et (1.3) est maintenant bien connue (cf. 
Dans cet article nous utilisons de man&e essentielle un developpement 
en fonctions propres generalisees pour A,, developpement que nous allons 
decrire. Le lecteur se reportera a [l-3] pour les details des demonstrations. 
Soit FX la transformation de Fourier partielle par rapport a x: 
n/a 
fi(p, v) = W&)(P, y) = Lim 
01 
$Q e-@‘*24(x, y) dx (2.1) 
R” 
oiip~[W” et UEL~(IKY+~). 
On notera IpI la norme euclidienne de p. 
A0 est unitairement equivalent a l’optrateur A,, suivant dans L2(Iw” + i, 
C-~(V) dx dy), de domaine FXH2(Wn”): 
bb.wP, .Y)= -C’(Y) ($- IPI’) ii@, y), aE@w(Rn+l). (2.2) 
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Soit A, l’operateur autoadjoint suivant dans L2(R, c-“(y) dy) de 
domaine H*(R): 
bQ4 = -c*(Y) (-$- lpi*) U(Y), UE ff2W). 
Un developpcment en fonctions propres generalides pour A0 se deduit 
de l’analyse spectrale de A, pour presque tout p. 
En fait A, est unitairement equivalent a l’integrale directe du champ 
(AJpc W” d’optrateurs de Sturm-Liouville relative B la decomposition de 
L2(iRni1, c-“(y) dx dy) en integrale directe du champ constant (L’(iR, 
C-“(Y) dyNpmw 
A, a, pour presque tout p, un spectre ponctuel et un spectre continu que 
nous allons maintenant decrire. 
Posons: 
1 
Pk = h((Co/Cl)*- 1)1’2 
(k- l)n:+Arctg (1 - wc2)2)“2 
((C&l)2 - 1)1’2 ’ 
k = 1, 2,.... (2.4) 
Les quantites cgpz (k = 1,2,...) sont appelees les seuils de l’operateur A,. 
De meme, posons: 
51(n) = w: - lP12Y2, 
l;(n) = (jp12- A/c;)? 
&(A) = ( IpI2 - A/c~,)‘/~ et 
124 
Les valeurs propres de A, sont contenues dans (cilp)‘, c$p1’). Elles sont 
en nombre fini et simples. Plus prtcidment, si IpI <p,, A, n’a pas de 
valeur propre. Ceci ne peut se produire que si cO # c2 car si cO = c2, alors 
pl=o. 
si Pk< IPI <Pk+l? A, a k valeurs Prwes &(l~Ih n2(ipl)“.nk(fpi) 
telles que: 
nl(1P1)<a2(1p1)< -” <ok (2.7 1 
pour tout p tel we IpI E (Pkdktd 
A,( Ipl) est l’unique solution pour (pj > pk de l’equation implicite 
F(h, Jpl)=k- 1. (2.8) 
505/62/3-5 
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La fonction IpJ +A,(lpl) nest definie que pour jp( >pk. C’est une 
fonction croissante telle que: 
. UlPl) 
lPt’“Pk 
-zz c; 
I PI 2 
et lim a,( IPI ) 
IPI - m 
--y-Z c2 
lPl l’ 
(2.9) 
La deride de &(lp[) par rapport a (p( est strictement positive sur 
CPn-7 a). 
La fonction propre associee a chaque valeur propre R, est, a une con- 
stante de normalisation ~~(1~1) positive prbs: 
tik(Y, P)=%oPl) 
. ($;),k(lPI) Y, Y<O 
Gk(lPl) . 
‘~0s Lk~l~l) y+msln 51,kM) Ye O<y<h 
( 
GJIPI) *e-&(IPo(y--h) cos <l,k(lpI) h+L 
Sl,k(lPl) 
sin 51,k(l~l) h 5 
lorsque Ip1 > pk et $k(y, p) =o lorsque IpI <pk. 
c,dPI) = ( IPe$y2> i = 0, 2. 
I 
( 
w 
tl,k(lPI)= y - Ip”) . 
ak(lpl) est determine de telle sorte que: 
s ltik(.h PI1 2c-2(y) dy = 1, k = 1, 2, 3 ,.... R 
h<y 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
Le spectre continu de A, est [ci 1 pj ‘, CO). 11 est de multiplicite 2 sur 
[c$(P[~, cc) et de multiplicitt 1 sur [c;~P(~, cz(p12). 
Dans la representation spectrale de A, (cf. [l-3]), a tout I > c: ]pl 2 sont 
associees deux fonctions propres generalisees $ + (y, p, A) de A, et a tout I 
tel que cilp12 < I < c:lp12 est associte une fonction propre gtntraliste 
$O(y, p, A) de A,. Ces fonctions propres generalisees ont les suivantes. 
Elles sont delinies pour tout p tel que IpI # pk pour tout k. 
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On a: 
$,(Y? PY J”)=a,b 2) 
I ‘e -iiO(A)Jz 2 Y<O 
.cost,(L) y-ijb$jsin~l(L)y, O<y<k 
1 
‘COS [,(/l)hcos 9*(a)(y-h)-L&(~)cos t,(n)h 
sin 52(a)(y -A) 
52(n) 
i 
.50(A) . 
-2 m sm t,(A) h cm C2(a~(.y - h) 
1 
y>h 
si /ZE (cslpj*, co) avec 
a+(& “)=(y*[ cos%@) h (to(a) + 52(a))’ 
+ sin25,(l) h Cl(A) + 50(A) 52(A) 
et 
S,(A) 
$-(Y, P, n)=a-(P> 2) 
. ei62(A)h cos <,(A) h cos t,,(A) y 
. <*(A) -z---sin5,(;1) hcos&,(L)y 
51(A) 
ii<,(A) cos tl(A) h slnt’;y)) ’ 
0 
+<,(a) sin tl(a) h Y<O 
(2.14) 
(2.15) 
(2.16) 
cos tl(A)(y - h) + itf2(l) O<y<h 
> 
y > h (2.17) 
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u~(*,L)=py2[ cos’td4 h (to(n) +MA))2 
+ sin2[,(l) h 5,(A) + 50(n) <2(A) 2 -1’2 
Cl(A) )I 
(2.18) 
De m&me, on a: 
ko(Y7 P, 1) = 0 si WC~PI~, 4~1~) 
$o(Y, P9 A) = dp, 2) 
. e-&(4(Y-h) , h<y 
‘cos <,(A)(y-h)-- “(‘) sin {,(,l)(y - h), 
51(A) 
O<y<h 
. 5;(n) cos l,(A) h+- 
51(l) 
sin 5,(n) h 
1 
~0s <O(A) Y
-(<;(A) cos <,(A) h - Cl(A) sin t,(A) h) sint’;l^,’ ‘, Y<O 
0 
(2.19) 
W41P12> 41p12) (2.20) 
(2.21) 
+ (5;(3L) cos t,(i) h - 51(n) sin t,(n) h)‘) -I”. 
Les fonctions tikb, P, A), tio(y, P, 1) et (tidy, P))~~, permettent de 
construire une reprksentation spectrale de Ao. 
Posons 
$k(X, Y, P) = (t)“’ eipYk(y, P) (2.22) 
$0(x, y, p, A) = (2.23) 
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(2.24) 
Qnk = {P E R”; IPI > Pkl (2.25) 
,52,= ((p, a)EjW”+‘;c~lp12<a<c:lp/2) (2.26) 
m={(p,a)E1FB”+‘;cSlpl*<~“}. (2.27) 
Nous avow alors le thkorkme suivant: 
TH~OR~ME 2.1. (Reprksentation spectrale pour A,). Les limites suivan- 
tes: 
k= 1,2,..., existent pour touff~L~(W+‘, C-~(Y) dx dy). (2.30) 
L’application: 
@: L’(Iw”+ 1, cc* (y)dxdy)-tL2(52,)oL2(a)oL2(~)o 
L h 1 
@ L2(Q.) 
difinie par: 
~~=c~~,~+,~-,~~,~2,..., (2.31) 
est unitaire et dt?finit une reprhentation spectrale de Pophateur A,,, i.e., 
f E D(A,) si et seulement si: 
j 
a0 
~‘lj”o(p, 412 dp da + j” ~“(I~+(P, 4l’+ 17 -(P> 412) dp dl 
R 
cc 
et on a: 
+ C j &(IpI)*1~~(p)12dp< m 
k=l a 
(2.32) 
@M,f)= C&> $+> Jzz-2 &(I~l)j;~ I-2~l~l~729-4. (2.33) 
A, est un operateur absolument continu dont le spectre est 10, m). 
366 DERMENJIAN ET GUILLOT 
Le principe d’absorption limite permet de donner un sens a la resolvante 
R,(z) = (A, - zI,-’ de A0 lorsque z tend vers un point du spectre de A, 
Q(p)= {PEK (P, PU)EQ} (2.34) 
Q,(P) = {P E R”; cm PI E -%I~ (2.35) 
Q,(P) = {P E R”; ~k(lPl) = 4 P z 4 AL k= 1, 2, 3 ,... (2.36) 
W&e) = b E K IPI = Pk). (2.37) 
Nous posons pour toute fonctionfmesurable et pour tout couple (sl, s2) 
de nombres reels: 
llfll;;,,,, = j (1 + Ixl’)“‘(l + Y2)szlf(x~ Y)12dX dv (2.38) 
llfll ;;s,,s, = c IPW ;;s,,s2 (2.39) 
Ial< 
L*;-( R” + 1) = (f; l/f/l ();s,,s2 < + co } (2.40) 
H*;slyRn+l)= (f; Ilfl12;s,,s2< +a>. (2.41) 
~2;“1,9( &j” + I) et jf*;sl,sz( p? + I) sont des espaces de Hilbert pour des 
produits scalaires Cvidents. 
(. , * ) designe le crochet de dualite entre L2ZsI~s2(Iw”+ ‘) et 
L2; --s1, --sz (w” + 1 
( ): 
(Xg>=~~~+~f(SY)g(x,y)dxdy 
si f E L231m et g E L2;-s1,-s*. (2.42) 
On suppose dorenavant que s1 > $ et s2 > +. 
Suivant [S] le principe d’absorption limite se deduit du fait que l’ap- 
plication z -+ (R,(z) f, g) a des valeurs au bord sur Iw + et de l’inegalite 
suivante: 
I uMz) f, 8)) G Wlfll o;s*,sz II g/l o;s,,s* (2.43) 
pour f et g appartenant a L2;s’,s2 et pour tout z non reel appartenant a un 
voisinage borne suffrsamment petit dun point quelconque p de Iw + . (*, a) 
designe le produit scalaire a la fois de L2((Wn+l, c-“(y) dx dy) et de 
L*(w+l, c -2(x, v) dx dub 
Pour d>l, on considbre {zE(C-(0, co); A-‘<RezdA et JImzJ Gl}. 
Soit N l’entier tel que N= inf(k E N *; cgpz > A >. On a, si f et g sont 
deux elements de L2(Rnf1, c-*(y) dx dy): 
(Wz) f, g) = B, (z, f; g) + B- (z, f, 8) + B&z f, g) 
N-l 
+ c Bk(z,.L g)+R,(z,f, g) 
k=l 
(2.44) 
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(2.45) 
(2.46) 
B&,f, g)=jQ ,,(,p~~-~~~(~)bx(~)dp, k= 1, 2, 3 ,... (2.47) 
k 
Rvb,f, g)= f B,c(z,mL g). 
k=N 
On a (cf. (2.7)): 
(2.48) 
MlPl)--I a;P2,-->0 si k>N. (2.49) 
Par suite: 
11 n’y a plus qu’a ttudier un nombre fini de termes. 11 suffrt de considerer 
f et g appartenant a CF (R” + ’ ) car les resultats obtenus se prolongent tous 
par continuite a L2;s1,s*( R”+ ‘). 
Posons: 
(2.51) 
(2.52) 
(2.53) 
oti da est la mesure induite sur la sphere Q,(A) par la mesure de Lebesgue 
de 5X”. 
Si on convient de poser A,(& J; g) = 0 lorsque 0 < /z < c$ pi, on remarque 
alors que: 
(2.55) 
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(2.56) 
Les propositions 2.2 et 2.3, ci-dessous, en mettant en lumiere les 
propribtes holderiennes des fonctions h,, h,, h,, entrament l’inegalite 
(2.43) et prouvent l’existence des limites B, (p +_ i0, f, g), B-(p + i0, f, g), 
Bob & io, f, g), Bb + Q .L 8). 
PROPOSITION 2.2. Sur (0, co) il existe des fonctions continues M et Mk 
de 1 telles que: 
I&@, f, g)l 6 M(A) lIfllo;s,,s~ Ilgllo;s,,sz (2.57) 
Iho(A .L g)l d M(R) lIfllo;s,,s2 II gllo;sm (2.58) 
IkAA 5 811 6 M&) Ilfllo;st,sz llgllo;s,.sz~ (2.59) 
PROPOSITION 2.3. Soient s1 > f et s2 > t. Alors pour tout compact K de 
(0, co) et pour tout nombre r&e1 6 tel que 0 6 6 d $ et 0 < 6 < s,/2 - + il existe 
des constantes M(K, 6) et M,(K, 6) (k> 1) telles que Pon ait: 
Ih&,f, g)-h.(l’,J; g)l GMM(K W-Us Ilfll~;~,,s~Il~ll~;~,,s~ 
(2.60) 
IM4 L 8) - kd~‘, f, g)l e MK 81~ - Ub lIfIIo;sm Ikllo;s~,sz 
(2.61) 
IM4 f, g) - Mu’, .f-g)l G MM, w - w IlfllO;s,,g ll&l;s,,s2. 
(2.62) 
En particulier si K est un compact de (0, 00) - Uk a 1 (cg p:} on peut alors 
choisir 6 tel que 0 < 6 ,< 1 et 6 < inf(s, - 4, s2 - 5). 
Lorsque K est un compact de (0, co) - UkZ 1 {tip:} la proposition 2.3 
est demontree dans [21]. 
Comme dans [S] on demontre alors le principe d’absorption limite. 
THBO~ME 2.4. (Principe d’absorption limite). On considgre main- 
tenant R0 comme une fonction de C\R+ li valeurs dans ZYZ’(L~;~~,~~, 
H2;-s1,-sz), s1 > $ et s2 > 4. Alors, pour tout ~1 E [w + , les deux limites suivan- 
tes existent pour la topologie de la norme dans T(L2Qsl~s2, H2;--sl*--s2): 
lim R,(z) = Rz (p), 
&x 0 
(2.63) 
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Pour toute f E L 2Gs1~s2(W’+1) et tout u>>, les fonctions u=R,‘(p) f 
vdrifient requation differentielle: 
(&-P)u=f (2.64) 
TI-&~R~~ME 2.5. Soient s1 >$ et sz>f Soit [a, b] un intervalle compact 
de (0, CD). On pose: 
J’(a,b)=(zE@;a<Rez<bet kImzE[O, l]}. 
Soit 6 tel que 066<$ et 0<6<sJ2-$, il existe alors une co&ante 
C+(a, b, 6) (resp. C-(a, b, 6)) tehe que: 
II& - R&,)ll ~(LzSI.~,H~:-S~.-~~) d WI - z216 (2.65) 
pour tout (zl, Z~)E J+ x J+ (resp. J- x J-). Si [a, b] est contenu dans 
(0, CO)--IJ~~~ (c$pz} on peut alors choisir 6 tel que 0~6~1 et 6< 
inf(s, - 4, s2 - 5). Dans l’inegalitt precedeme si z = u E [a, b], R,(p) est egale 
2 G(P) (rev. Ro(P)). 
Comme pour la proposition 2.3 lorsque [a, b] est contenu dans 
(0, cc)- Ukal (cipz) le theoreme 2.5 est dimontre dans [21]. On se 
reportera a [17] pour les details des demonstrations. 
Signalons settlement que la proposition 2.2 se dtduit du theoreme 
suivant fondamental pour enoncer le theoreme de division car il definit les 
optrateurs de trace gtneralises relatifs a l’operateur A,. 
TH~OR~ME 2.6. Si s1 > 1 et s,> $, pour tout p> 0 il existe des 
applications (traces) continues zi (resp. TV, rk) de L2~si~s2(lRn+‘) darts 
L2(G(u)) (resp. L”(sZ,(u)), L*(Q&))) qui uerifent: 
lb+(P) fllLQ2(p)) G M(P) llfl10;S,.S2 (2.66) 
lh(Pc1) fll L2(Qo(p)) G WP) lIfllO:S,,S:, (2.67) 
ll~&)fll Lm&)) G M(PCL) llf llo:sl.sp k = 1, 2,... (2.48) 
O& M est une fonction continue de p, et telles que si f appartient a C:( KY’+ ’ ), 
on ait: 
elf =.uPI u) si PEQ(PU) (2.69) 
%(PL) f(P) =&To(P, P) si PE%@) (2.70) 
~d!J)f(P) =5(P) si P E Q&l). (2.71) 
Si u<cgpE et k>l, on a T,&L)=O. De plus, si u<cip: et c0<c2, on a 
~1(ll)=O. 
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Remarque 2.7. On a: 
WR;(~)f,fi-~(.))= +n Il~+(,4fll’+ Il~-Wfl12+ Ild4fl12 
+ Nf’ ll~k(P) fll 2
k-1 ~;ww) 1 (2.72) 
(2.73) 
oti &,( .) est la d&iv&e de A,(. ), 
Remarque 2.8. Puisque l’operateur A0 est un operateur reel on a, pour 
tout ZEC\W+, et toutfEL2(Rn+1) 
R,(z) f = ROW f: (2.74) 
A partir de la, si f E L2zs1,sz (sl > 1, s2 > f), le theoreme 2.4 montre que: 
&+Wf=Rd~)f (2.75) 
ce qui entraine que: 
Im(R,+(~)~f;fc-2(.))=Im(R,(~)f;fc~2(.)). (2.76) 
Utilisant (2.72) il vient immediatement que: 
z+(~cl)f=z-(ll)f=ZO(~L)f= ..* =zN(&f=o (2.77) 
est equivalent a 
z+(~)f=~-(~)f=ZO(~)f= ... =zp&=o. (2.78) 
La formule (2.73) montre alors que chacune de ces deux hypotheses est 
equivalente a ce que R,+(p) f = R;(p) jY 
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111. LE THhORi?ME DE DIVISION 
I1 s’agit du thboreme suivant: 
THI?O&ME 3.1 (Theoreme de division). Soit f E L2;S1,9*(IWn + ’ ) avec 
s1 > 4 et s2 > 1. Soit p > 0 tel que p # cipz pour tout entier k (k = 1, 2,...) . 
Si N(p) est le nombre de seuils tels que cipz<p, on a alors: 
r+(CL)f=t-(ll)f=~~(ll)f=~1(1U)f= ... =?v(jLu$=o (3.1) 
si et seulement si: 
De plus lorsque ces conditions sont vbifiides, on a: 
R,+(p) f=R,(~)fEL2;sl,s*(,,+I) 
et 
pour $I tel que: 
d,=s,-1 si +<sl<I 
=o si s,>l 
et pour tout Z2 tel que: 
(3.2) 
(3.3) 
s”2<s2- 1 si i<s,<l 
si l<s,etc,<c, (3.4) 
si l<s,etc,=c,. 
M(p) est une fonction continue de p E (0, w)\(cgp:; k 9 1> qui dipend de 
Lfl et s”,. 
Ce theoreme a un inter&t en lui-m&me car il gentrahse au cas dun 
operateur a coefficients variables un theoreme obtenu par S. Agmon [S] 
(voir aussi S. Agmon et L. Hormander [23]). Pour une autre 
generalisation voir [20] et les references qu’on y trouvera. I1 intervient 
aussi de manibre tres naturelle dans la demonstration du theoreme d’ab- 
sorption limite pour les operateurs A, A, et A, et dans l’etude de la 
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dtcroissance des fonctions propres comme nous le verrons plus en detail 
dans le chapitre IV. On peut en donner une illustration immediate. 
Soit R(z) = (A -2))’ la rtsolvante de l’optrateur A. On montre 
immediatement que: 
(I+ zR,(z) V) R(z) = R&)(1- V) 
ou V est l’operateur de multiplication par la fonction 
(3.5) 
C(Y) 2 V(x, y) = 1 - - ( 1 c(4 VI . (3.6) 
11 resulte de (1.7) que les operateur pR$ (p) V sont des operateurs com- 
pacts de H2;--sl>--sZ (W+l) dans lui-m&me pour sl, s2 >+, s1 et s2 suffisam- 
ment proches de i. La possibilite de detinir des limites de R(z) lorsque z 
tend vers ,u revient a inverser les operateurs I+ pR$(y) P’ dans 
H2;--s1,--s2( R”+ ‘). 11 faut done etudier les solutions dans L2;--s’,-s2( R” + ‘) 
des equations: 
u+pR,‘(p) Vu=O, /l > 0. (3.7), 
La possibilite d’appliquer et d’iterer le theoreme de division resulte de la 
proposition suivante: 
PROPOSITION 3.2. Soit ,u > 0, UE L2;-s1~-s2 solution de (3.7)+ (resp. de 
(3.7) _ ) alors: 
z+(p) vu=z-(/A) Vu=z&) Vu=z,(p) vu= ... =z,(,)vu=o (3.8) 
z+(~)vu=z~(~)vu=z,(~)I/u=z,(~)I/u= ... =q&Ei=o (3.9) 
pour tout 1 <k < N(,u). 
Dtmonstration. On a VUE L2;s1~s2(1W”t1) et d’autre part, on a: 
(R,‘(p) Vu, EC-‘(.)) = -; (u,%-‘(.)) E [w. (3.10) 
La proposition resulte alors de la remarque (2.8). C.Q.F.D. 
La demonstration du thtoreme 3.1 est tres longue. Elle se fait en 
plusieurs &apes. Nous tenterons d’expliquer le plus simplement possible les 
id&es qui nous ont guidees pour estimer les differents termes renvoyant a 
[17] pour certains details. 
Soit ,U > 0 fixe veritiant les hypotheses du theortme 3.1. Alors N(,u) est 
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tini et on peut, saris perdre la generalite, supposer dans ce qui suit que 
N(p) = 1. L’extension au cas quelconque est evidente. Posons: 
@,(lPl) = V’(IPI 1. 
En vertu des hypotheses ur p, il existe r, > 0 et q2 > 0 pour que 
c~1’2/co-~1,~.1’2/c~+~11=(P1,P2) 
o~([cL)~~(~1’2)-y2,0~~(~1’2)+y2])~ [~L1’2-coy1,~1~2+cg~l] (3.11) 
~~‘*/co+y1<w~~(~~‘2)-y2<o~~(~~‘2)+~2<~~’2/c~. 
On notera: 
x1 la fonction caracteristique de l’intervalle (0, ~l’~/c~) 
xr! la fonction caracteristique de l’intervalle (~“‘/c~. ~“~/c,) 
x3 la fonction caracteristique de l’intervalle (,u’~“/c,, ~“‘~/c~ + ylr) (3.12) 
x4 la fonction caracteristique de l’intervalle 
b,‘W’) -vi*, “;YP2) + Y2) 
xS la fonction caracteristique de l’ouvert 
Posons, pour tout 8 > 0, 
44 Y, P + i&J = (R,(p + is) f)(.% E’). 
On a, cf. (2.1), pour presque tout p E R” 
i(P> ., P + is) = UqCL + W.?)(P, . ) 
si 
(3.13) 
(3.14) 
Ona 
R,(p + i&) = (A, - p - k-’ pour p E R”. (3.15) 
j=l i= 1 
De m&me u(. , ., /A -I- i0) est une distribution tempbee si on pose: 
‘4, Y> P + i0) = (R,+ (~1 f H-T ~1. (3.17) 
A partir d’une expression de &(p, y, p-t i&), i= I,..., 5, on d&M ii,(p, y, p) 
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comme limite simple lorsque E tend vers 0 de z&(p, y, p + is). Notre but est 
alors d’ttudier precistment chaque terme ii,(p, y, /A) et de montrer 
finalement que: 
a(P, y3 c1+ i”) = 2 fii(P3 y, P). 
i=l 
(3.18) 
111.1. LMfinition et estimation de iil(p, y, ,LL) 
Soient lj(z) (j= 0, 1,2) les determinations de e(z) = (z/c; - JP(‘)~‘~ 
choisies de telle sorte que: 
Re(z/cT - JP(~)~‘~ > 0 pour z~(c;(pj~, c0)fiR. (3.19) 
On notera dl(p, y, z) (resp. #2(p, y, z)) la solution de A,d-zd=O 
(z E @ - R,) dont l’expression est obtenue a partir de (2.14) (resp. (2.17)) 
en posant a, = 1 (resp. a_ = 1) et en substituant co(z), (r(z), t2(z) a, 
respectivement &,(A), tl(A) et c,(A). dr (resp. d2) est de carre integrable au 
voisinage de - 00 (resp. + co) pour tout ZE (ctIp12, co) + iiF?+. 
D’aprbs le thtoreme connu (cf. [24, p.1329]), on a pour tout !E 
L2(IRnt1, c-‘(y) dp dy) 
%(P, Y, p + i&J = 
Xr(lPI) 
Wd,(P, ., z), h(P, .i z)) 
x dz(p, Y, z) j’ 
i 
A(P> Y’, 4.f(~> Y’) c-‘(y’) dy’ 
--m 
+ h(p, Y, z) Ice 42(~, Y’, z)~(P, Y’) c-“(Y’) dy’ 
Y 
0l-i Wb,(P, ‘3 z), h(P, .? z)) est le wronskien de d2 et 4r, 
WMP, .> z), h(P, .Y z)) = W,(P, z) 
= ieiE2@)h (to(z) + t2(2)) cos tl(z) h 
-i 
( 
ll(.z) + ‘“(~~(~~(z)) sin Cl(z) 12). 
On a: 
(3.20) 
(3.21) 
(3.22) 
pour tout p tel que IpJ < ~1/2/cz et ou C(U) est une fonction continue de p. 
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I1 existe deux constantes C1 et C2, positives, telles que pour IpI < p1j2/cz, 
on ait: 
Par suite pour tout f~ L2;s1,S2( R” + ‘) on peut passer $ la limite E = 0 dans 
(3.20) et poser: 
u”l(P, Y> PI = 
Xl(lPI) 
Wl(P, P) 
x h(P, Y, PI j' 
i 
4*(P, Y’, df(PY Y’) c-‘(Y’) dY’ 
--cc 
-t 41(~, Y, P) jm MP> Y',PL)?(P> Y') c-~(Y') dy  . (3.24) .J 
THI?OR~E 3.3. Soient f E L2;s*~y2(lRn+ ‘) avec s1 r 1 et s2 >I et p >O. 
Supposons que: 
~+(P)f=~-(P)f=o (3.25) 
alors pour tout 6 tel que 6 < s2 - t, on a: 
Clf.2 .f p)EL2(lRn+1, (1+ y’)-“““L$Uiy) 
et 
ll4(., .> PL)ll LqR”+’ (1 +y”)-‘l’+%ipdlJ) L , < M(Pwll*:,,.s2 (3.26) 
ozi M(p) esf une fonction continue de ,u et 6. 
D&monstration du thkorkme 3.3. L’idCe de la dbmonstration consiste A 
utiliser les deux conditions (3.25) afin d’obtenir deux expressions kquivalen- 
tes de (3.24) qui permettront d’ttudier le comportement de ii,@, y, II) lors- 
que ( yI est grand. 
Plus prkiskment, la condition z +(p) f = 0 est hquivalente A: 
i‘ iw ~I(P> Y, P)~(P, Y) C-“(Y) &=o pour presque tout p 
tel que I pl < p1’2/c1. (3.27) 
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Utilisant (3.27) dans (3.24), on obtient: 
X -h(P, Y, P) jm dl(P> Y’, ,4.&P, 34 c-w &’ 
Y 
+ h(p, Y, ~1 jm d2(p, Y’, P)AP, .Y’) ~-7~7 4~’ . (3.28) 
Y 
De m&me la condition T-(P) f= 0 est kquivalente A 
s CMP, Y? PI .?(PY VI c-*(Y) Qfv = 0 pour presque tout p w 
tel que ( p ( < p 1/2/c2 (3.29) 
et utilisant (3.29) dans (3.24) on obtient: 
x 42(P, Y, Pu) j’ 
i 
41(P, Y’, df(P> Y’) c-‘(Y’) 4J’ 
-cc 
- 41(P, Y> P) sy d*(P, Y’T d.f(P, Y’) c-‘(Y’) d.’ . 
I 
(3.30) 
-cc 
La formule (3.28) sert A prkciser le comportement de I?, lorsque y --t +co et 
(3.30) lorsque y + - co. 
ConsidCrons y > 0. q51(p, y, p) a la d&composition suivante lorsque y > 0: 
avec 
(3.32) 
oti Y( . ) est la fonction d’Heaviside et 
A,(P, PI= -(Z,(P) ~0s tlbu) h + tlb) sin tlb-L) A). 
De plus, on a: 
(3.33) 
sup xl(l~lNdY(~9 Y, PL)I d 1 et sup XI(lPI)l42(P9 Y, PII d 1. 
Y>O Y>O (3.34) 
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Considtrons le terme: 
d*(P, YY P) O3 
@(A Y> Pu)” Y(Y) w (p It) J 4;(P, Y’, cl) hY’) c-“(Y’) dy’ 
19 Y 
pour tout z tel que 0 6 z < 1. 
Par suite, on a: 
Si z>O et q>O sent tels que s,-T-V--~>&, on 
s 
cc 4’ 1 
(l+y’2)S2-I <(I+ y2)‘1+6 s 
4’ c 
y Iw(1+y’2)S2-r----=((1+y2)f+s 
a: 
d’oti l’on dCduit pour tout 6 tel que 6 < s2 - 3: 
dy d C(p)llf/I;;,,,,2. 
Soit fl(p, y, j.~) le terme suivant: 
B(P> Y, P) = Y(Y) jym e';l&y;,"'/'~, y') c-"b') dy' 
> 
(3.35) 
(3.36) 
(3.37) 
(3.38) 
(3.39) 
oii I’on a post: 
En faisant apparaitre dans 8 le wronskien W, ainsi que des termes que 
l’on puisse contrbler, on montre que fl vCrifie (3.36) d’oti: 
4) dy d WWII;:,,.,. (3.41) 
505/62/3-6 
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Considerons maintenant le terme 
Y(PY YPI = Y(Y) wl(p, )-” “(” ” ‘) jm CUP, Y’, P)~(P, Y’) c-“(Y’) dy’
= y(y _ h) MP, 1.4 sin MP)(Y - W 
W,(P? P) r*(P) 
x i‘ m CUP, y’s F) ?(P> y’) c-‘(y’) dy’. Y 
y(p, y, ,u) vtritie aussi (3.36) d’ou 
dy < C(,a)llfll;;,,,,. 
(3.42) 
(3.43) 
Ainsi regroupant (3.38) (3.41) et (3.43) on a montre que: 
II Y(Y) %(PY y, 11)IlL2~w+~, (1+,2)-‘/~*%@~“) 1 < (PL)llfll o;s~,g (3.44) 
pour tout 6 < s2 - 5. 
De la mbme man&e, pour y < 0, on montre que: 
II Y( -Y) fil(P, Y> PL)ll LQ%“+‘,(I +.!2-‘/2+“dplpalv) 6 ~bwll0;,,.,, (3.45) 
pour tout 6 < s2 - 4. 
Le theoreme st ainsi dtmontrt. C.Q.F.D. 
En utilisant la m&me approche que dans le thtoreme 3.3 on montre que 
zi,(p, y, p+ is) converge dans Y’(W+‘), lorsque E tends vers 0, vers 
%(P, y, P). 
111.2. Dkfinition et estimation de i&(p, y, p) 
On note t;(z) la determination de (IpJ’ - z/c,2)lj2 telle que: 
Re(~p(2-z/c~)1/2>0 pour ZE(-co,~~(p~~)+iR. (3.46) 
On a, pour tout z tel que Im z > 0, 
G(z) = -X,(z). (3.47) 
On continuera de noter dI(p, y, z) et c$*(p, y, z) les solutions de 
APq5 - z4 = 0 qu’on obtient par prolongement analytique dans la bande 
(4P12Y cz 1 pi’) + iR’ des solutions correspondantes definies au 
paragraphe III.1 en substituant it;(z) a t2(z). d1 (resp. &) est de carrt 
integrable au voisinage de -co (resp. + co) si z E (ci lpj2, cz lpi’) + iR+ . 
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On a pour toutf(p, y)~P(lR?+~,c-2(y)dpdy) 
UP, y, 2) = 
XdlPl) 
Wb*(P, *? z), dl(P, -3 z)) 
x 42(P, YP z) s’ 
i 
h(P, y’, 2) P(P? Y’) OY’) dY’ 
-cc 
avec 
+ &(P, Y, z) jm MP, Y’, z) f(p, Y’) c-*(Y’) dy’ 
Y 1 
(3.48) 
Wb,(P, ., z), h(P, ., z)) = e-ti(z)h tl(z) sin 5,(z) h-G(z) cos tl(z) h 
+ i W) cos 51(z) h + 
[ 
‘O(‘) ~;(‘) sin 51(z) h 
tl(z) 
II 
= W*(P, z). (3.49) 
Comme dans le paragraphe III.1 on peut passer B la limite E = $0 dans 
(3.48) pour obtenir: 
On justifie que le membre de droite de (3.50) est la limite dans Y’(W+ ‘) 
de x2( 1 pi ) ti(p, y, p + is) lorsque E tend vers + 0. 
Nous avans alors le thCor&me suivant: 
T&OR&ME 3.4. Soit f~L2~S1~S2(Rnf1)avec sl>+ t s2 >$ et soit p>O tel 
que p # czp: pour tout k Z 1. Supposons que: 
dP)f=O et ~+(.4f==O (3.51) 
alors: 
a,(-, *, p)EL2(wf1, (1 + y2)6 - %p dy ) 
et 
Ilu”2(., *> PN /?(I%“+‘, (1+y2)~-l/*dpdy)  ~wlfll,;s,,s, (3.52) 
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pour tout 6 tel que: 
(i) 6<s,--3 si $<s,< 1 
(ii) 6 < inf(2s,, s,/2, 13/6) si 1~ s2 
et od AI(,u) est unefonction continue de ,u sur (0, 00) - {cipi; k> l> et de 6. 
Remarque. Pour demontrer (i) seule le condition T&) f = 0 est 
necessaire. 
Dkmonstration du thkorbme 3.4. Le condition r&-1) f = 0 est Cquivalen- 
te a 
s Iw 42(P, y> P) J?(P, y) c -‘(y) dy = 0 pour presque tout p E Q,(p). 
(3.53) 
On deduit alors de (3.53) que: 
fi,(P? Y, cc) = 
Xz(lPI) 
W42(P> .3 FL 4,(P> *> CL)) 
x 42(~, Y, P) r &(P, Y’, P)~(P> Y’) c-~(Y’) dy’ 
--co 
-&(P, Y, 11) j;, 42(~, Y’, P))P(P, Y’) c-‘(Y’) dy’ . 
i 
(3.54) 
La formule (3.54) permet de preciser le comportement de ii, lorsque 
y-*-co. 
Ainsi, comme dans la demonstration du thtoreme 3.3, on montre que 
pour tout 6 tel que 6 <s,-4, on a: 
11 y( -y) d., ‘2 ~)lILz(lWn+l,(l+y2)-1/2+6dpdy) -. < ~@L)lIflllJ;S,,s* (3.55) 
oti M(p) depend continliment de ,U et 6. 
La difficulte pour etudier le terme ii, est qu’il n’existe pas, contrairement 
au cas de u”,, d’autre trace nulle qui nous permette d’obtenir pour ii2( ., ‘, p) 
une expression analogue a (3.28) pour ii,, utilisee pour en etudier le com- 
portement lorsque y --f +co. Formellement, l’idee sera d’utiliser une 
prop&C obtenue en faisant tendre IpJ vers ~“*/c, - 0 dans la condition 
Tout d’abord lorsque 0 c y < h on montre facilement 
tout 6: 
que l’on a pour 
(3.56) 
od M(p) depend continument de p et 6. 
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Considerons maintenant le cas y> h. On suppose tout d’abord que 
$<s,< 1. On a: 
yty - h) h(P, Yt cl) = XAIPI )(P + 0 f v + WP, Y9 Pu) (3.57) 
avec 
On montre alors que (cf. [17] pour les details): 
(a) Jw,x Iw IP(P, Y, /d12tl + y2)“dp 4 6 CWIfIIo;sl,s2 (3.62) 
pour tout s < 4 et od C( - ) depend continfiment de p et de 6. 
pour tout s < $ et oti C(. ) depend contirmment de p et de 6. 
(c) JQo,,, x w lV(P> Y> !42tl + v2)- l”+ “4 dv d Wllfll8;,,,, (3.64) 
pour tout 6 tel que 6 < s2 - t ou C( . ) depend continument de 6 et de p. 
(3.65) 
Pour tout 6 tel que 6 < s2 - 4 od C( . ) depend continGment de p et de 6. 
Recapitulant (3.551, (3.56), (3.57), (3X2)(3.65) on voit que la partie (i) 
du thboreme 3.4 est demontree et cela en utilisant seukment la condition 
%JhCl)f=O. 
Nous considerons maintenant le cas oti sz > 1. Ii nous faut estimer Be 
terme Y(y -h) ii2(p, y, p). Nous allons utiliser de man&e essentielle la 
condition z +(p) f = 0. 
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si &<L 
cz co 
Y u2 1 1 
PO=2 ,+c, 
( 1 
si &>l /-. 
c2 co 
(3.66) 
(3.67) 
Si xi est la fonction caracteristique de l’intervalle (pl”/c,, po) et x;” la 
fonction caracttristique de l’intervalle (po, ,nLi2/co) on dtduit de (3.57) que 
I’on a: 
Y(V-h) fiz(P, Y9 ~)=x;(lPI)(P+~+v+~)(P, Y, Pu) 
+x;(lPI)(P+fl+v+wP, Y, PL). (3.68) 
Le premier terme du membre de droite de (3.68) permet d’etudier le 
comportement de Y(y - h) ii2(p, y, ,n) pour (pi voisin de #/2/c2 alors que le 
second permet d’en Ctudier le comportement pour Ip( voisin de ~1’2/co. 
C’est le premier terme qui est le plus difficile a etudier. 
En ce qui concerne le second on montre en utilisant les memes techni- 
ques que precedemment que: 
IM*U + 0 + v + w.3 .P PNlL2(R”+~,(l y2)~-Gi“dy) GM(P) Ilfl10;s,,s2 (3.69) 
pour tout 6 tel que 6 < s2 - 4 et oti M( .) est une fonction continue de p et 6. 
L’estimation du premier terme du membre de droite de (3.68) utilise la 
condition de trace nulle r + (cl) f = 0 explicitement. 
Soit: 
(3.70) 
Comme (pi E ($/2/c,, po), (p’, p) appartient a Q. 
On notera &(P, Y, z) et &(P, Y, z) (rev. CUP, Y, z) et &(P, Y,z)) les 
deux fonctions q5l(p, y, z) et ti2(p, y, z) definies au paragraphe III.1 
(resp. 111.2.). 
Compte tenu de (3.27) on a: 
xxIPl)(P+~+v+wP~ V?P) 
=~I(P, v,P)+ a,(~, ~>~)+h(p, Y, ~L)+b2(p, Y, P) 
+c,(p, Y, P)+c*(P; Y? P)+4(PY Y, P)+d,(PT Yv cc) (3.71) 
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b*(P, Y,P)=x;(IPo Y(Y-h) G(P, Y, L1) w (p fl) 
2 > 
x ,” &W? Y’, P)Cf~P, Y’) -AP’, Y’ll c-2(Y’> dY’ I (3.75) 
Cl(P, Y, P)=x;(lPI) Y(Y--h) #i(P, YY CL) w (P p) 
2 7 
x : [c%‘> Y’, P) - 6:@‘, Y’: P)I ?(P, Y’) c-~(Y’) dy’ I (3-W 
c2h Y> II)= x;(lPI) Y(Y -h) &(Pv Y, P) w (p p) 
2 9 
x : 4:(P'v Y', PI mP>Y')-f(P'T Y'uC-2(Y'wY' s 
d,(P, Y, PI = MPI) Y(Y - h) &(P, Y, PI w (p p) 
2 9 
x p &(P, Y’, P) APT Y’) C’(Y’) dY’ s 
d2(P, Y> PI = -XXlPI) VY-h) cm, Y, P> w (p p) 
2 9 
x f Oc, &(P’, Y’, Pm’> Y’) c-“(y’) dY’. Y 
(3.77) 
(3.78) 
(3.79) 
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On montre alors que: 
(i) Pour j= 1,2 et pour tout 6 tel que 6 <inf(2s,, 3), on a: 
IlqL .2 Pu)ll L2((W"+',(1+y2)-1/2t6dpdy)~M(~) llfllO;s,,sZ (3.80) 
oti M(p) dCpend continQment de h et 6. 
(ii) Pour j = 1,2 et pour tout 6 tel que 6 < inf(2s,, 3), on a: 
llbj(', *2 P)ll LqR”+‘, (1 +y2)-‘/2+%&?y) d M(P) llfJJO;s‘,s2 (3.81) 
od M(p) dkpend continQment de y et 6. 
(iii) En remarquant que l’on a pour tout y E CO, 1 J: 
Ich &(p)(y - h) - cm &(,u)(y - h)l < M,(5;(p)P’(l + y2)yec~(p)1y’ (3.82) 
(sh l@)(y - h) - sin <;(p)(y - h)( <M,,(r;(~))~~(l + y*)3r~2e~~(a~~yi (3.83) 
on a pour tout 6 tel que 6 < inf(sJ2, 13/6) 
llcl(., .) PU)IlLqR”+~,(1 +yz)-‘/2+Qldy) --.< ~(PNfll o;s,,q (3.84) 
oti M(p) dkpend contincment de ,u et 6. 
(iv) Pour tout 6 tel que S < inf& + 25, - f, s2 + 4) si 1 < s2 < 5 et 6 < 
inf(2s,, 3) si $<sz, on a: 
IIC2(-, .7 P)II LqR”+‘,(i +y+‘12+Qkdy) d M(P) IlfllO;s,,sZ (3.85) 
oh M(p) dtpend continfiment de p et 6. 
(v) Pourj = 1,2 et pour tout 6 tel que 6 < s2 - 5, on a: 
llq~~ .Y ~cL)ll~~(~“+~,(~+y~~-~/~+~~pdy) d WI*) IV-II o;q,s2 (3.86) 
oti M(,u) dtpend continfiment de ~1 et 6. 
Rtcapitulant (3.55), (3.56), (3.68), (3.69) et (3.80~(3.86) on voit que le 
point (ii) du thbokme 3.4 est dbmontrk, ce qui achkve la dtmonstration du 
thCor&me 3.4. C.Q.F.D. 
Comme au paragraphe 111.1 on montre que z&(p, y, p + k) converge 
dans Y’(]pl) vers ii&, y, ,u) lorsque E tend vers 0. 
111.3. DEjXtion et estimation de i&(p, y, ,u) 
On note <b(z) la dktermination de (IpI’-z/c$“” telle que: 
Re( lpi 2 - z/9)1/2 > 0 0 si zE(--co, c~JpJ2)+iR. (3.87) 
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On a pour tout z tel que Im z > 0: 
f%(z) = -Go(z). (3.88) 
Si, dans (2.14) et (2.17), on substitue i&,(A) (resp. i&(A)) a <,(A) (resp. 
&(A)) on obtient par prolongement analytique deux solutions dl(p, y, z) et 
&(p, y, z) de Apq5 - z# = 0 dans la bande (-co, ciIp(‘) + iiw. Comme 
prtcedemment on a remplace les coefficients de normalisation at par 1. 
En remplacant CO(L) par i&(A) on peut remarquer que 
C$O(P> Y, i)/ao(P, A)1 e- W’ donnerait aussi &(p, y, z). 
@1 (resp. &) est de carre integrable au voisinage de -co (resp. + cc ) si 
Imz>O. 
Nous noterons ces solutions &(p, y, z) et &(p, y, z) lorsqu’une 
ambigu’itt: sera possible. Cela se produira lorsqu’on introduira, au tours de 
la demonstration, les fonctions til(p, y, z) et b?(~, y, z) definies au 
paragraphe III.1 (resp. 111.2) et que nous avons deja notees 4:(p, y, z) et 
$XP, Y, 4 0-w #(P, Y, 4 et $3~~ Y, ~1). 
On a done pour tout f(p, y) E L’(L%“+ ‘, c-“(y) dp dy) 
&(P, Y, z) = XdlPI) 
~(MP, ‘> z), h(P, .? z)) 
x 42(P, Y, 2) j’ 
r 
dl(P, Y’, z,f(p, y’) c-“(Y’) &’ 
-cc 
+~I(P, Y, z) jm UP, Y’, z)f(p, y’) c-~(Y’)~Y’ (3.89) 
I 
avec 
W@,(P, .f z), dl(PT .T 2)) 
=e -t&M tl(z) sin Cl(z) h - G(z) cos El(z) h 
Comme dans les paragraphes III.1 et III.2 on peut passer a la limite en 
faisant tendre E vers -tO dans (3.89) alin d’obtenir, pour presque tout p tel 
que IPI E (I*~~~/c~~ r + P/c 0 1 
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UP, Y9 P) = 
X3UPI) 
W,(P, P) 
x 42(P, Y? P) s’ 
i 
&(P, Y’? P)T(P, y’) c-2(y’) dy’ 
-02 
+ 4I(P, y, P) jm UP, Y’? F)f(P, y’) C-TV’) dy’ . (3.91) 
.+’ 
Nous avons alors le thkorkme suivant: 
T&OR&ME 3.5. S~~E,C~~~,~~([W*+~) avecsl>$, s,>$etsip>O telque 
p # c$pt pour tout k > 1, alors: 
ii3t.9 ., p)EL2(RN+1, (1 + y2)’ - “‘dp dy) 
et 
II&(*, -7 11)lIL2~w”+1,(1+y2)~-‘l~dpdy) d M(P) llfll o;q,sz (3.92) 
pour tout 6 tel que: 
(i) 6<s,--4 si 5<s2<1, 
(ii) 6<inf(2s,, s;?/2, 13/6) si 1 <s2, cO<c2 et z&)f=O, 
(iii) kinf(2s,,sJ2,2) si l<s*, cO=c2 et z+(p)f=z-(p)f=O 
M(p) est une fonction continue de p sur (0, w)\(cip:; kg I> et de 6. 
Demonstration du thkorgme 3.5. Posons: 
WP, Y? P)=x3(lPI) 42(P, YT lu) 
X 
s ’ A(P, y’, &?(P> y’) c-‘(y’) dy’ 
(3.93) 
-cc 
V(P, Y, P) = XAIPI) 4I(P, Y? ‘u) 
x s co &(P, Y’, P).?(P, Y’) c-‘(Y’) dy’. 
(3.94) 
Y 
Nous estimerons les termes I7 et v skparemment. Sur 
I= ($1/2/c,, ~~ + $‘*/c,) remarquons que: 
lh(p, Y, flL)I d etb(G)v, Y<Q (3.95) 
I&(P, Y, P)I 6 M(P) cW(~) Y + sh;y$) y>; Y > 0; (3.96) 
2 
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0 < y. (3.98) 
Compte-tenu de (3:95)-(3.98) on peut estimer Y( - y) II@, y, ,u) et 
Y(y) v(p, y, y). L’tvaluation obtenue est analogue A celle obtenue pour 8 
(cf. (3.61)), d’oti 
s Iy(-Y)mY Yd42t1 +y2)- fp+1 1’2+ “4J &d J+Kw-II&,.,, (3.99) 
f lY(Y) V(PY Y> Pu)lZ(l + v2r R”+’ 1’2+6& dY G ~(~)lIf/1~:,,,,,~3.~00) 
si d<s,--4. 
Lorsque $ < s2 < 1 l’etude des termes Y(y) Z7(p, y, p) et Y( - y) v(p, y, b) 
se ram&e a des calculs deja faits pour ii&, y, p) d’oti (i). 
D’autre part on a: 
I Y(y) W-4 Y, PII <M(P) Y(Y) e-eG(p) 
i i‘ 
O l.0~ v')l &' 
-cc 
y e-5;(lr)(Y-P') 
+L G!(P) 
I"&~ Y'l dY' 
1 
~ (3.101) 
Lorsque c0 < c2 la quantite <i(p) ne s’annule pas sur I ce qui permet de 
de&ire de (3.101) que: 
s R”+l 1 Y(y) qp, y, pLj12(1 +Y2)-1’2+s& dY B ~tPfllfll;;,,.,* (3.102) 
si 6gs,+$et c0<c2. 
Lorsque co = c2 on ne peut pas agir aussi brutalement car &(,u) peut ten- 
dre vers 0. On va operer comme au paragraphe precedent. Concretement 
on ecrit: 
Y(Y) mp, Y, P) =etp, YY cl) +.m Y> PI + gtP> Y9 cl) + fu YY PL) (3.103) 
avec: 
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x ym d:IP’? Y , dAP’> Y’) c-2(Y’) dY’ j 
UP, Y> PI = Y(Y) x3(M) 4:(P, YY P) 
(3.106) 
x i #t(P’l Y’9 lu)f~P’~ Y’) @(Y’) dy’. (3.107) 
On a introduit le point p’ E 52(p) dCfini par (3.70). 
La condition z+(p)f= 0 implique que h(y, y, PC) = 0. On vkifie que: 
si 6 < inf(sJ2, 2), 
si 6 < inf(s,/2,2s,, 2). 
Lorsque co = c2 Etude de Y( - y) v(p, y, cl) se fera de la m&me manikre 
mais en introduisant cette fois-ci z-(p)f= 0. On a obtenu (iii) mais pour 
obtenir (ii) il faut ttudier Y( -y) v(p, y, cl) lorsque co < c2. On hit: 
Y( - Y) V(P, y, PI= i(p, y, pt) + Ap, Y, 1114 HP, Y, Y> + /(P, y, cl) (3.111) 
avec 
i(P9 Y, PI = Y(- v) x3(M) vq(P3 .v, Y) 
X 
I 
m M(P, y’, d - a~‘, Y’, fdifc~, y7 ~-7~7 dy’ (3.1121 
Y 
AA YI PL) = Y( -Y) x3(M) &(P> Y> PI 
x I O3 QqP’, y’, ~)[P(P~ y’l -AP’, HI c-w 4’ (3.113) 
Y 
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HP, Y> PI = - Y( - Y) XdkJI 1 a4 YY Pcl) 
X 
s 
y a-f, Y’, Pm9 Y’) c-“(Y’) dY’ 
-cc 
0, Y, PL) = Y( - Y) X3(lPI 1 dG(PY Y, P) 
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(3.114) 
x s 4:w, Y’, Pu)fW~ Y’) c-‘(Y’) dY’. (3.115) 
Le point p’ qui appartient a Q,(p) est difini par 
P’=PlPI-VP/+ lP12P2 (3.116) 
La condition T&) f = 0 implique que Z(p, y, ,u) = 0. On verilie que: 
* lli(.> .> PM LqR”+‘,(l+ y+‘/*+G+$J) ’ -m)llfl10;s,.s2 (3.117) 
si 6 < inf(s,/2, 13/6), 
- IIA., .> PL)ll LqR”+‘,(l+ yZ)-‘/zt~dpdy) G w4Ilfllo;,,,,, (3.118) 
si 6 < inf(s, + 2s, - 4, 2s,, 3), 
’ lIk(‘, ‘9 ~)(I~z(Iw”+1,(1+y*)-i/*+gdpdy) d MPNfll o;q,g (3.119) 
si 6<sz-$. 
La partie (ii) est une consequence de (3.99), (3.100), (3.102), (3.111) et 
(3.117)-(3.119). C.Q.F.D. 
111.4. Dkfinition et estimation de i&(p, y, p) 
Au debut du chapitre III, nous avons suppose que N(p) = 1. Cette 
hypothese intervient ici et elle sert uniquement a simplifier l’bcriture. En 
reprenant les notations (3.15), (3,16) et en designant par E, le projecteur 
spectral de A,, on peut &ire: 
avec 
V(P> Y> z)=X4(IPI)Rp(Z)C~p(Cc~lp12, 4V(PAl(Y). (3.121) 
D’apres (3.11) ni(lpl) n’appartient pas a [ci\p\‘, co) et il est facile de 
voir que l’application z -+ v(., ., z) a valeurs dans L*(R”+ ‘, c-‘(y) dp dy) 
est analytique en z au voisinage de {A,( lpi); p e supp x4} d’oh 
z,>A:,p,) b&(M)-2’) V(P, Y3 z’)=O (3.122) 
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et par consequent on peut ecrire: 
U(P, Y, z) = k(P, Y, z) - lim h(lPl)-z’ 
“‘-‘~11IPI) &(lpl)-z 
&(A y, z’). (3.123) 
En fait nous avons. montrt que i’appiication z -+ ti,(p, ., z) est 
mtromorphe avec un pole simple en ,Ir(IpI ) et un residu correspondant 
&al $ -.8:l(~) W, P). P our ameliorer l’estimation de v(p, y, ,u) nous 
utiliserons une representation de ti,(p, .v, z) du type (3.89) en conservant 
les fonctions +!~r et & introduites au debut du paragraphe 111.3. La seule dif- 
ference, mais elle est notable, provient du fait que le wronskien a un zero 
simple en z = A,( IpI). Nous posons: 
W42(P> .Y z), 4,(P> .> z))=(z--l(lPI)) mPJ) (3.124) 
(3.125) 
XdlPJ) 
v2(p7 y7 z, = z- l,(,p,) { 
bl(P, Y> z) 
W(p, 2) 
x ym 42(P> Y’, 4AP, Y’) c-‘(Y’) 4’ s 
-h(P? Y, h(lPl)) 
@‘(Pi A(lPl)) 
(3.126) 
La singularite en z= &(lp() qui intervient dans z)~ et v2 n’est qu’ap- 
parente. 
THBORBME 3.6. Sift L2;s1*s2(R”+ ‘) awe s1 > + et s2 > 4 alors 
v(p, y, p)ELZ(Rn+l, (1+ y*)a--‘2dp dy) 
et 
lM.9 -2 PII1 L+%“+‘,(i +y2)-‘/2+%3pdy)’ < ~(PL)llfll o;s,,s2 
pour tout 6 <s2. M(p) est me fonction continue de ,U et 6. 
(3.127) 
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DPmonstration du th&oGme 3.6. L’idCe est d’utiliser pour v,(p, y, z) 
deux ecritures differentes, a savoir: 
XdlPI) y 3 
“ltpy Y9 z)=z-,lil(,p,) -m i=l .I c Ai(p, Y, Y’, 4 !(P, Y’) c-*(Y’) dy’ (3.W 
X4flPI) JJ 3 
v1(p~y9z)==z-A,(,p,) -a i=l i‘ c 
Bi(p, Y, Y’, Z) .?(PY Y’) C-“(Y’) dY’ f3.129) 
avec 
A (p y y’ z)= it-(P* n1(‘p’))--~~p~z)q5 (p y L (Ip,) qb (p y’, l,(,p,)) 15, 2 
WP,4ClPl)) VP, 2) 2 ’ ’ l ’ 1 ’ 
(3.130) 
MP, Y, Y’, 2) = W(P, WVZ(P~ Y? Z)C&(P? Y’, 2) - A(P, Y’? k(lPl))l 
(3.131) 
4(P7 Y3 Y’T z)= (@(P, W’$l(P, Y’T ~,(lPl))CQi2(P~ Y? z) 
- b*((P, YY &(I PI ))I (3.132) 
B,(P, Y, Y’, z) = 
@(P, A(lPl)) - WP, 2) 
w 
WPY h(lpl)) mp, z) 
h(P, Y, z) 4,(P, Y’, z) (3.133) 
B,(P, Y, Y’, 4 = c@(p, a,(,p, ))I -%b(p, Y, 4 
- 42(P, Y> &(lPl ))I &(P, Y’, z) 
B,(PT Y? Y’T z) = U-VP* &(lPl ))I -Vz(P, Y, &(lPl)) 
x C4l(P? Y’, 2) - h(P> Y’, ~I(lPl)~l. 
(3.134) 
(3.135) 
La decomposition en A,, A2, A? permet d’etudier u,(p, y, z) lorsque 
y<h et &(,p,)<p ainsi que lorsque y>h et d,((p,)>p. Les cas y>h et 
A,( ,p,) < P ainsi que y < h et A,( ,p,) > P sont trait&s a l’aide de la dbcom- 
position B, , B,, B,. 
Dans chaque decomposition on utilise le fait elementaire suivant: 
d’ou, Iorsque 6 < s2, 
,,%(‘, ‘, Cl),,L2~1W”+l,(l+y2)--1/2+6dpdy) G wdllfllo;s,,s2 (3.137) 
L’etude de vz(p, y, p) se fait de la m&me maniere en introduisant deux 
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nouvelles decompositions: A;, A;, A; et B; , B;, B;. I1 s&it dintervertir les 
roles de b1 et &. C.Q.F.D. 
Nous posons maintenant: 
QP, ~3 P)=x~(IPI)?~P) 31(u> PW,(IPI)-P)-’ +v(P, Y, ~1. (3-W 
Mais il faut preciser les proprietes de: 
W(P> Y, d=x4(lPImP) ~1cY~ PMlPl)-w. (3.139) 
Pour Ctudier w il est utile de modifier Itgerement x4 atin que x4 soit C; et 
egale a 1 au voisinage de 01 l(~“*). Avec ce Ieger changement l’application 
(p, y) +x4(Ip()yI(p) $r(,v, p) peut etre identitiee a un Clement de 
HS1(R”, L*,“(R)) od s est un nombre reel quelconque et 
L’,‘(R) = 
i 
f mesurable; .r Iw” If(x)l’(l+ Ixl2)‘dx< co I 
. (3.140) 
11 s&it d’appliquer le: 
LEMME 3.7. Soient K un compact de Q,, et 6 un nombre rPel tel que 
0 Q 6 < 1. Pour tout multiindice a, il existe une constante M telle que: 
ID~~l(~, PII G hfe-a’Y’ si PEK, (3.141) 
lD~C$~(r,p) -91(v, P’)ll ~~~-“iyiIlP-p’l16 si (p,p’)~KxK. 
(3.142) 
La constante a > 0 d&pend e K, et A4 dipend de K, a et 6. 
Maintenant nous sommes capable de prtciser le terme w(*, ., p). Y* 
designe la transform&e de Fourier partielle par rapport a p. 
THBORBME 3.8. Soit f E L2~s1~s2(R”+ ‘) avec s1 > f, s2 > $ et soit ,u > 0 tel 
que g # cgp: pour tout k 2 1. Supposons que zl(p) f = 0, alors pour tout 
nombre r&e1 s, on a: 
et 
w(p, y, p) E Hi”f(sl - l,O)( R”, L2,“( R)) 
II~~pw)(~~ .Y IU)lIL2(1W”+‘,(1+In12)infisl~‘.0)(1+y2)9dxdy) d wJwllo;s,.,. (3.143) 
M(p) est unefonction continue de p sur (0, w)\{czp$; k2 l} et de s. 
Dkmonstration du thtorbme 3.8. 11 suftit d’appliquer une variante du 
theoreme 3.1 de [S]. C.Q.F.D. 
MILIEUXSTRATiFIiS PERTURB& 393 
COROLLAIRE 3.9. Duns les conditions du thtorkme 3.8, on a: 
IlvpJL -3 P)ll L.2(Wt1,(1 + \x~2)in’(s1-i~o)(1 + ~~)~-~Rdxdy) d M(Pwllo;s,.s~ (3.144) 
pour tout 6 < s2. 
M(p) est une fonction continue de p et 6. 
Le theoreme B.l de [S] prouve que w( .’ .! ,u) appartient B 
L1(!Pfl, dp dy) et il est facile de montrer que w(. ,a, p + is) converge, dans 
Y’(lRn+l), vers w(., ., p) lorsque E tend vers +O. Si on se rappelie les 
proprietts d’analyticite de v(. , a, z) il devient clair que S,(. , . , p + is) con- 
verge, dans Y’( R” + ‘)% vers ii4( ., . , ,u) lorsque E tend vers + 0. 
III.5. Dkfinition et estimation de ii,(p, y, p) 
Lorsque lpi appartient au support de x5 le nombre reel p est situ6 clans 
l’ensemble resolvant de A, et par consequent l’application z -+ a,( a, ., z) a 
valeurs dans L2(W”+1, c-* (v) dp dY) est analytique en z au voisinage du 
support de xs. On posera done: 
Afin d’ameliorer notre estimation de ~2, nous notons xi la fonction carac- 
teristique de l’ouvert: 
w*/co+fL 0;‘(~1’2)--llz)u(wy’(C11’2f$.~2,CL1’2/C1), (3.146) 
2;’ la fonction caracteristique de l’intervalle (~r’~/c~, +co ) et nous posons: 
UP, Y> .a) = x2lpl) %(P, Y, P) (3.147) 
%(P, Y, P) = XC(lPl) UP, Y> iu). (3.148) 
TH~OR&ME 3.10. Sif~L2~s1~s2(R.n+1) auec s1 r4 et s,>O, alors: 
&(., .> p) E L2(R”fl, Cl+ y”Wtp 4) 
et 
lb&(-, .> ~L)(IL2(IW”+‘,(l+y2]‘2dp4v)~ -c WPMlfil o;s,,s2 (3.149) 
oti M(p) est une fonction continue de p. 
D&monstration du thdor2me 3.10. Pour etudier i& nous prenons la 
representation (3.89) en remplasant x3 par x; et nous utilisons (3.95~(3.98) 
mais aver l’avantage considerable que &, & et le module du wronskien de 
4, et I$~ sont minor&i par une constante strictement positive lorsque p par- 
court le support de xi. 11 est alors immediat que ~2; v&rifle (3.149). 
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Pour Ctudier ii; on introduit t;(I) que l’on definit par: 
t;(n) = M2- ~l4)“” si 1~(-co, c:(pj2). 
Sur cet intervalle, on a: 
(3.150) 
4;(n) = -z,(n). (3.151) 
En substituant dans (2.14) et (2.17) i&(n) (resp. i&(n), i&(I)) a t,(I) 
(rev. WL 52(4) on obtient deux solutions d,(p, y, 2) et &(p, y, A) de 
AP4 -24 = 0 dans l’intervalle (-co, c: IpI’). On a encore remplace a+ 
par 1. 
La fonction 4, (resp. &) ainsi dttinie est de carre integrable au voisinage 
de -cc (resp. + co) et le wronskien de 4, et & verifie: 
+ 
( 
<, (it) + <6(P) G(P) 
1 t;(11) ) sh G(fL) “1 
ce qui montre que: 
I W$,(P> *> 111, h(P, ., cl))1 3 c> 0. 
La conclusion est alors aisle a obtenir puisque: 
si y<O 
Icn,(P, Yt PI d c si O<y<h 
si h<y 
I 
e - 5&')Y si y<O 
IMP? YY PII G c 1 si O<y<h 
e-c;'"'Y si h < y. 
(3.152) 
(3.153) 
(3.154) 
(3.155) 
C.Q.F.D. 
Dkmonstration du thtorkme 3.1. D’apres le principe d’absorption limite 
on sait que u( *, *, ,U + k) tend vers u(., ., p + iO), dans Y’(lfY+ ‘), lorsque E 
tend vers 0. Avec les hypothitses du thiorgme 3.1 on peut utiliser les com- 
mentaires attaches aux thtoremes 3.4, 3.5, 3.6, 3.10 et au corollaire 3.9 pour 
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aflirmer que ii( *, *, p + ia) converge vers xi’= r z&( I, ., ,u), dans Y’(W + ’ ), 
lorsque E tend vers 0. Ceci prouve que: 
(3.156) 
et Ie thtoreme 3.1 en dtcoule. C.Q.F.D. 
Iv. bOPRIi3TfiS SPECTRALES DES OPfiRATEURS A, z‘i, ET A, 
IV.1. Gas de ropkrateur A 
Une fois demontre le theoreme 3.1, les demonstrations des rbultats qui 
suivent sont la transposition de celles developpees dans [S] (voir aussi 
[25]). Aussi nous contenterons now la plupart du temps de dormer uni- 
quement les resultats. 
Tout d’abord, il est facile de montrer que le spectre essentiel de 
l’operateur A est [0, 00) en utilisant les methodes exposbes dans [26]. 
Comme l’operateur A est positif le spectre de Top&-ateur A est done 
ILO, a). 
Supposons que z appartient a C\[O, co) et tend vers ,U > 0 tel que ,~t # 
tip: (k = 1,2,...). Dans ces conditions nous awns vu, au debut du 
chapitre III, que la possibilite de delinir une limite de R(z) = (A -21)-l 
dans 37(~2;“1>~2(~“+ I), @-a,-$2 (BY+ ‘)) est like a l’btude des equations 
(3.7), . Considerons une solution u de (3.7) + ou de (3.7)- qui appartient a 
L2:-sl, -sz((Wn+l) p our s1 > 4, s2 > 4 mais avec s1 et s2 suffisamment proches 
de 4 afin que R:(P) VU ait un sens. Alors, compte tenu de la 
proposition 3.2 et du theoreme 3.1, on a: 
R,+ (/L) Vu = R, (,u) I/u (4.1) 
et, de plus, u appartient a L2;s’,s2(Rgn+ ‘) avec s”l et 5, d&is par (3.3) et 
(3.4). On peut done iterer l’application du theoreme 3.1 comme dans [S] et 
montrer que toute solution de (3.7)+ appartient necessairement a 
L2(lW+‘). p est alors une valeur propre de A et u est une fonction propre 
associte. 
En conclusion si ,U est distinct d’une valeur prom-e de A et d’un seuil il 
est possible de dtlinir les deux limites 
!$ R(,u _+ is) dans LG?(L~;~~~~*([W~+ ‘), H2;--s~~--s?(iRn+ ‘)) 
a l’aide de (3.5). 
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En particulier A n’a pas de spectre continu singulier, nous sommes done 
raments a l’etude du spectre ponctuel de A. Mais on peut, comme dans [S] 
et [25], montrer que chaque valeur propre distincte de 0 et de cip$ 
(k= 1,2,...) est de multiplicite finie. Chaque intervalle compact ne con- 
tenant ni zero, ni aucun seuil ne peut contenir qu’un nombre tini de valeurs 
propres. 0, cc et les seuils tip: (k = 1,2,...) sont ainsi les seuls points d’ac- 
cumulation possible de ces valeurs propres. 
Nous rbumons I’ensemble des rtsultats dans le theoreme suivant: 
THBOR~ME 4.1. Toute valeur propre de A, distincte de 0 et de tip: 
(k = 1,2, 3,...) est de multiplicitt finie. L’ensemble de ces valeurs propres 
forme un ensemble discret de (0, 03) - U,“, 1 (cip$) dont les points dac- 
cumulation ne peuvent qu’gtre 0, co et tip: (k= 1, 2,...). 
De plus si p est distinct de 0, de cipi pour tout entier k 3 1 et de toute 
valeur propre de A, et si s1 > 1 et s2 > 1 les deux limites suivantes existent 
pour la topologie de la norme dans $p(L2;s1,s2(aBn+ ‘), H2;-si*--s2([Wn+ ‘))
lim R(z) = R’ (,u). (4.2) 
+ it”, 0 
Pour toute f E L2;“,‘*( Iw” + ‘) on a: 
R’@L)f=&wU - V)f-pR$(p) VR’(p)J: (4.3) 
U k = R*(,u) f vtrifient, dans W(W’+l), P&quation diJf&entielle: 
(A-P~)u+=.~ (4.4) 
A n’a pas de spectre continu singulier et le spectre absolument continu de A 
est [0, co). 
Pour l’ttude des proprittes supplimentaires de R’ (,u) et du scattering 
pour le couple (A, A,) on consultera [21]. 
Le thtorbme suivant precise les proprietts de dtcroissance des fonctions 
propres associees a des valeurs propres ,B distinctes de 0 et des seuils cg p:. 
C’est en fait la propritte la plus tine que l’on peut dtduire du thtoreme 3.1 
et qui Ie justifie en partie. 
Soit E>O donnt par (1.7). Nous avons le theoreme suivant: 
THI?OR&E 4.2. Soit ,u > 0 une valeur propre de l’optrateur A, distincte de 
czp: pour tout entier k (k = 1,2,...), alors si u est une fonction propre 
associ6!e ri p, on a: 
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UE n L*(R*+l, (1 + IYlYdX dY) si cg=c* (4.5) 
s < inf(*e,3) 
UE n L2(R"f1, (1f IYlYdXdY) si Cg<f*. (4.4) 
s -c inf(26,10/3) 
Dt!monstration du th&ordme 4.2. Si g >O, p# cjjp; (k = 1, 2,...), est 
valeur propre de A avec u pour fonction propre, on a: 
u= -@(f(p) vu. (4.7) 
On peut done utiiiser le thboreme 3.1 et au besoin iterer son application. 
Nous distinguerons le cas co = c2 du cas co < c2. 
(i) Supposons co = c2. 
I1 resulte alors de (1.7) et du thtoreme 3.1 que si u appartient B 
L2;o*y( R” + ‘) alors u appartient $ L2;Oly’( R” + ’ ) avec y’ < inf($, s/2 $ y/2). 
Au depart nous avons done y = 0. 11 faut distinguer deux cas: 
* Premier cas e < $. 
Apres p applications du theoreme 3.1, on trouve que u appartient a 
LZzo*yP(Rn+ ‘) avec: 
yp<; 
( 
I+;+.-.+& <& 
> 
(4.8) 
et limp,m yP=s. 
Ainsi u appartient dans ce cas g L2;o,y(Rn+ ‘) pour tout y < E. 
l Second cas E > I. 
Dans ce cas apres p applications du thtoreme 3.1 on trouve que u appar- 
tient & L 2334( R” + 1) avec 
yb<inf i,i l+$+ ... +A 
( ( 1) 
. (4.9) 
Pour p suffisamment grand on a $, > 2. 
Ainsi (4.5) est demontre. 
(ii) Supposons que co < c2. 
L’application du theoreme 3.1 montre que dans ce cas, si u appartient a 
L2;o*y( R” + ‘) alors u appartient a 
L*:o.Y’( [w” + 1) 
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Distinguons plusiers cas: 
* Premier cas E < l/12. 
u appartient alors & L2;o,y’( iw” + ‘) avec y’ < inf(,+  28, ~12 + y/2). Apr& p 
itkrations du thkokme 3.1, u appartient d L2;o,yp(W+ ‘) avec yb vkrifiant 
(4.8). Ainsi dans ce cas u appartient d L2;0,Y([w”+‘) pour tout y <E. 
* Second cas l/12 < E < 513. 
u appartient alors d L2;0,y’(lWn + ‘) avec y’ < inf( 5/3, ~12 + y/2) et aprks p 
itkrations du thkorkme 3.1 on montre encore que u appartient & 
L2;0,y$!R”f ‘) oti yi v&lie (4.8). u appartient done g L2;0J(lW”+1) pour tout 
y < E dans ce cas. 
* TroisZme cas 513 < E. 
u appartient g L2;0,y’(lWn+ ‘), d ans ce cas avec y’ < inf(5/3, y/2 + c/2). 
Apr& p it&rations du thCor&me 3.1, on trouve que u appartient g 
p,Y;( R” + 1) oc 
y;<inf i,i l+i+ *** +2pi- 
( ( 
,))<inf(g,c). (4.10) 
Si p est’ assez grand e/2( 1-t l/2 + . . . + 1/2p- 
513. Ainsi dans ce cas u appartient d 
‘) est strictement suptrieur $ 
.t y < 513. p;o,y~“+ 1) pour tou 
Le thCor&me 4.2 est ainsi dCmontr6. C.Q.F.D. 
IV.2. Cas des optrateurs A, et A, 
Rappelons tout d’abord la dkfinition des domaines D(A,) et D(A,) des 
deux opkrateurs autoadjoints introduits au chapitre I (cf. [7]). On a: 
D(A,) = (u E L’(6); Au E L2(6) et u E H:(a)} 
= 
i 
u~L2($);nuEL2(~)etf~(VU.V+UV.U)d~d~=0 
pourtoutvEL2(&,6Zn+1)telqueV.0EL2(&) . (4.11) 
I 
WA,) = ueL2(6);dusL2(C)etJ (udu+Vv~Vu)dxdy=O B 
pour tout 21 EH’(d) . (4.12) 
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Rappelons que: 
H’(8)= (uEL2(~);D5d*(d) si la\ 2 l}, 
et que N:(6) est l’adherence de CT(&) dans H’(B) muni de la norme 
habituelle. 
Les espaces suivants jouent un role fondamental dans P&once et la 
demonstration du principe d’absorption limite. Si s1 et s2 sont deux nom- 
bres reels queiconques on pose lorsque u est une fonction mesurable d&inie 
sur &: 
bll ~;s,,s*,~ = s (1 -I- \x1*)“‘(1+ y2)SzlU(x, y)l*dX dy (4.13 E 
lb4 ~;s,,s2,8 = 1 Pw ;;s,,s2,B2 m entier, m 3 1 (4.14) 
/al <m 
L2,s’,s2(a = (K IbIl;:,,,,,,8 < m ) (4.15) 
H”‘“‘J*(dq = (24; I(u\(2,;sl,a,8 < co ). (4.16) 
L2~s~~sz(~) et H”;“1,“2(E) sont des espaces de Hilbert pour les produits 
scalaires respectifs 
Lorsque d = iQ” + ’ on notera simplement L2cs1,s2 et ZP;“1,“2 les espaces 
correspondants. On introduit encore: 
et on peut verifier que HA;s1J2 (8) est un espace de Hilbert pour le produit 
scalaire (4.20). ]Iz~J~~;~~,~,~ designera la norme d’un tltment de Hd;s~,s2(&‘). 
Maintenant, nous choisissons une fonction 9 appartenant a C;(F$Y+ l), 
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&gale a 1 dans un voisinage du complementaire de 8, c’est-a-dire de 
5!“+‘\6 et nous posons: 
H$-(cq= (UEH’;s”S2(fF); l@EH&q) (4.21) 
H”D;“‘J+q = (u E HA;“‘J2(&); l/h E D(A D) > (4.22) 
HdN;sI’y,cf) = (UC HA;“s”2(e); l/k E D(A,)). (4.23) 
11 est evident que les espaces ainsi delifinis ne dependent pas du choix de 
la fonction $. 
Nous avons alors le theoreme suivant: 
THBoRI~~. 4.3. Soient s1 34 et s2 > $, deux nombres rkels. Soit 
,u E (0, CO) qu’on suppose ne pas 6tre une valeur propre de A, (resp. AN) ni 
coiizcider avec un seuil cgp: pour k = 1,2,.... Alors les deux Eimites suivantes 
existent pour la topologie de la norme dans B(L2;s1Ts2(&), HA;-S1’-S2(E)) 
lim R,(z) = R$ (,u) 
+ iriTz’“, 0 
(resp. 
lim RN(z) = R$ (p)). 
f fizz%- 0 
La demonstration du thtoreme peut se faire soit en se basant sur un 
raisonnement par l’absurde dQ & Eidus [27] soit de man&e constructive 
([12,13,221). 
Nous voulons montrer ici qu’on peut en donner une demonstration 
rapide en ne modiliant que tres legerement la demonstration d’Eidus 
comme elle est redigke dans [7]. On se reportera a [lg] pour tous les 
details. 
En fait le point essentiel est que le theoreme 3.1 joue le role 
habituellement devolu a la condition de radiation de Sommerfeld et au 
theoreme d’unicite de Rellich. 
Le point fondamental est de dtmontrer la proposition suivante: 
PROPOSITION 4.4. Soient s1 > 4, s2 > 4 et Z un intervalle compact de 
(0, co) ne contenant aucune valeur propre de A, (resp. AN) ni aucun seuil 
tip: (k = 1, 2,...). Alors pour tout z E C\[O, co) tel que Re z E Z et 1Im z( E 
(0,l) et pour tout f E L 2~s13sz(~), R,(z)f= (A, -zZ)-lf (resp. RJz)f) 
appartient Li HdD;-s1~-s2(&) (resp. HdN;-sl~-sz(&)). 
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De plus il existe une constante C ne d&pendant que de s,, s2 et I telle que: 
(4.24) 
(resp. 
ll~~(Z)flld;--s,.-s*,E~CllfllO:si.s*.I) (4.25) 
pour tout f E L 2is1.s2(&) et tout z E @\[O, co) tel que Re z E I et 0 < /Ian zi < 1. 
De’monstration. La premike assertion de la proposition est une con- 
stquence immkdiate du fait que R,(z) f (resp. RN(z) f) appartient t‘l. D(A,) 
(rev. @A,)). 
Bow dtmontrer (4.24) et (4.25) on raisonne par l’absurde. Ainsi, comme 
dans [7], si (4.24) n’ktait pas vtrifiCe il existerait une suite (fn)nZ1 
d’klkments de L2:s1,s2(F) telle que j\fnl\Ozsr,sz,8 = 1 pour tout n et une suite 
(ZJn> 1 dWments de @\[O, co) tels que Re z,EI, 0.: \Im z/ < 1 et: 
ll~D(Z,)f,lld;-,,.-,*.~>n. (4.26) 
De la suite (z,J on peut extraire une sow-suite, qu’on notera encore (z,), 
qui converge vers un &ment z. En fait, g cause des proprittb de la 
rksolvante, il existe 1, dans (0, co) tel que z = A. Posons maintenant: 
(4.27) 
(4.28) 
Remarquons que u, appartient g D(A,) si n 3 1 et que: 
I141Ll--sl,--s2.$= 1 si n>l (4.29 ) 
ll~Al~~~~,~~,~ < l/n si n>;l (4.30) 
(A,-z,)u,=F,. (4.31) 
Soit * une fonction appartenant & CF(W+ “) telle que $(x, y) = 1 lors- 
que (x,y)EEet jxl+(y(<R. 
On notera ,?e l’opkrateur - c2( y) A opkrant de H&,( R” + ’ ) dans 
Lf,,( R” + 1). 
On montre alors, en adaptant la d&monstration de [7] (cf. [ 181 pour les 
d&ails), qu’on peut extraire de la suite (u,), r 1 une sow-suite qu’on notera 
encore (u,),, 1 telle que U, converge vers u et Au, vers !W2(x, y) u dans 
L2:-‘2,+2(B) pour s; > s1 et s; > s2. La dtmonstration de la proposition 4.4 
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se termine en montrant que u est en fait un vecteur propre de l’operateur 
AD (resp. AN) pour la valeur propre 1. 
Pour cela on commence par montrer qu’en fait (1 - $) U, converge vers 
(1 - $) u dans H2;--s1,-s2 et que l’on a: 
ou (4.32) 
(l-~)u=R,(~)C(~--)(l--)Ul. 
La conclusion resulte alors du lemme suivant qui permet d’appliquer le 
theoreme 3.1. 
LEMME 4.5. On a: 
~+(n)C(~-n)(l-~)ul=~-(n)C(-Pe,-n)(l-~)ul 
=GA~N-(Jze,-~)(l-II/)ul 
=zl(n)[(d~-/2)(1-II/)u]= ... 
= z,&[do - A)( 1 - $) u] = 0. (4.33) 
Dkmonstration. On a: 
(Jx$0-n)((l-~)U)=C2(y)(2VU~Vl+b+Ud$)=f (4.34) 
ce qui montre que f est a support compact. 11 suffit d’appliquer la formule 
(2.72) af: Utilisant le crochet de dualite entre L2’s1,sz et L2~--s1~-s*, on a: 
((1-$)u, (-Pe,-n)((l-~)U)C-2(.))=2 j (l-$)uVU*V$dxdy 
8 
+jpww’~~~. (4.35) 
et il faut montrer que cette quantite est rtelle ce qui revient a montrer que 
.i 
(1-~)(uvii-uvu)~v~dxdy=o. (4.36) 
8 
Si on suppose que l’origine de R”+ ’ appartient a R”+ ‘\a, que $ est une 
fonction radiale et que v est le vecteur unitaire (x, y)l(x, y)( -l, (4.36) 
s’h-it: 
(4.37) 
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Le support de l’integrande est contenu dans une couronne, {(x, y ) E 8; 
R 6 1(x, y)j < R’}, et par consequent il suffit de montrer que: 
(4.38) 
sur toute sphere S, de rayon r lorsque R < r < R’. 
Considerons comme dans [7] une fonction (x( 7 ) E Cm(R) telle que 
a(t) = 0 si t < 0, a(t) = 1 si t 2 1 et a’(t) k 0 pour tout t et posons 
On procede comme dans [7]. On applique ainsi la condition de 
Dirichlet generalide donnee en (4.11) Q 4~ et a v = V(x,, G). 4 est choisie 
dans C;(RF1) telle que 4(x, y)= 1 lorsque 1(x, y)l <R’. 
On obtient: 
s ((uVU-iiVu).Vx,,+~,~(u AU--u Au)) dxdy=O. (4.39) t” 
Comme u Aii-ii Au=O, on a: 
s (uVu-tiVu)V~,,adxdy=O 8 (4.40) 
ou encore: 
[om;@,t (-‘f ‘“) {j”x,,, (u$ti$) dS] d,(x, y), =O. (4.41) 
Pour conclure il suflit de remarquer que 6 - ‘cl’((r - . ) 6 - ’ ) converge vers 
la distribution de Dirac au point Y lorsque 6 tend vers 0 et que I’ap- 
plication: 
(4.42) 
est continue au voisinage de p = r puisque u appartient a H2 au voisinage 
de la sphere S,. On a done obtenu (4.38). Dans le cas de A, on applique la 
condition de Neumann gentralisee don&e en (4.12). C.Q.F.D. 
11 rbulte du theoreme 4.3 que chacun des operateurs A, et A, n’a pas de 
spectre continu singulier. 
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Les proprietb du spectre ponctuel des operateurs AD et A, sont 
resumees dans les deux thtoremes suivants: 
TH~ORI~ME 4.6. Chacun des optrateurs A, et A, n’a qu’un nombre fini de 
valeurs propres dans tout intervalle I de (0, co) ne contenant aucun seuil 
c;p;, k=l, 2 ,.... Chacune des valeurs propres contenues dans I est de mul- 
tiplicitk jinie. 
Aucun des ope’rateurs A, et A, n’a de spectre continu singulier. 
THJ%OR&E 4.7. Soit 1> 0 une valeur propre de A, ou de A,, distincte de 
cgp: pour tout entier k 3 1, alors si u est une fonction propre associke ci p, 
on a: 
u E (I ~‘(6, (I+ IA )“dx 4) 
si3 
si cO= c2 (4.43) 
UE n ~~(6, (1 +IA Wx 44 si c0<:c2. (4.44) 
s < 10/3 
Les demonstrations des thtoremes 4.6 et 4.7 sont basees ur l’observation 
suivante. Si 1 est une valeur propre de AD (ou de AN) veriliant les con- 
ditions du theoreme 4.7 et si u est une fonction associee, on a alors: 
Cl- ti) u = &?(~)[(A,- n)((l- ti)u)l. (4.45) 
En effet posons 
f=(A,-d)((l-IC/)u)=c2(y)(2VuVJI+uA~). (4.46) 
On voit que f appartient $ 15~,“,‘~ pour tout couple (tl, t2) de nombres 
reels et que (cf. (2.33)): 
(4.47) 
Par consequent, en utilisant la representation spectrale de A,, on obtient 
que: 
(R,‘(I)f,fi-2(*)) = lim r-rl (Ro(z)f,f)=((A,-1)((1-~)u),(l-~)u) 
+Imz>O 
(4.48) 
est un nombre r&e1 ce qui permet de conclure, d’apres (2.72), que les traces 
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gtneralisbes de f en A sont nulles. 11 en resulte d’apres le thboreme 3.1 que 
R$ (A) f appartient a H2( R ‘+ ‘). D’autre part, d’aprbs (2.64), on a: 
(&-I) R$(A)f=S 
ce qui donne, si on utilise (4.46): 
(&-I)[(1 -$) u-R$(il)f] =o. 
Comme A0 n’a pas de valeur propre, on en dtduit (4.45). 
Pour conclure la demonstration du theoreme 4.6 on pro&de, en utilisant 
(4.45), comme dans [25], et pour celle du theoreme 4.7, on utilise le 
theorbme 3.1 comme dans la demonstration du theoreme 4.2. 
Les parties absolument continues des operateurs A, et AN sont 
unitairement tquivalentes a A@, cela resulte de l’existence et de la com- 
pletude des operateurs d’onde. 
Plus prtcisement, soit j(x, y) la fonction appartenant a Cco( 6) telle que 
j(x, y) = (1 - $)(x, y). On notera J l’operateur de multiplication par la 
fonctionj( *, .) interprete comme optrateur de L’(!R”+ ‘, ee2(y) dx dy) dans 
L’(d, c-~(x, y) dx dy). 
Nous avons alors le theoreme suivant: 
TH~ORBME 4.8. Les opkrateurs donde: 
W,.D(A,, A,, J) = s-lim eirADJeeifAO 
t--t *ai 
Wk.,(A,, A,, J) = s-lim ertANyJe-itAo 
t+ im 
existent et sent complets. 
Ce theoreme a ete demontre par D. Jackson [ZS] dans le cas du modele 
de Pekeris (cf. [ 11). 
Le mtthode de demonstration est l’application de celle developpee dans 
l’appendice de [7] utilisant un critere abstrait de M. S. Birman et un 
thtoreme de W. F. Stinespring. La m&me demonstration s’adapte 
immediatement a notre cas. 
V. CONCLUSION ET DI~FINITION DES MODES PERTURB& 
Une des consequences les plus fondamentales du thtoreme 4.3 est la 
definition des modes perturbtes, c’est-a-dire, la definition dun systeme 
complet de fonctions propres generalisees qui permet d’obtenir une 
representation spectrale pour la partie continue de A, (resp. AN). 
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Ce sont les fonctions propres generalides que l’on appelle parfois en 
physique modes. 11s permettent d’obtenir une representation stationnaire 
des operateurs d’onde et de la matrice S. A partir d’eux on peut obtenir des 
expressions des amplitudes de diffusion. 
Le probleme essentiel qui reste alors est celui du calcul numkrique de ces 
modes alin de calculer les figures de diffraction souvent observees. 
Dt$inition des modes perturb&s pour A, 
Soit P l’ensemble des valeurs propres de A, dans (0, co) - lJk>r (cgpi). 
On pose /i=(O, co-u,., (czpz)-P. 
1. Pour presque tout (x, y) E &, tout d E A et pour presque tout (p, A) E D 
on dtjinit: 
x *+t., ., PT 211 >(x, Y) 
$2(x, y, p, A)=j(x, Y) $-(x, y, P, ~)+ffd~-“l~--sz(a 
- f’-“: MZbHC2(Y) A + nKA-9 .) 
+Imz>O 
x+-t*, ., P> A)1 ><4 Y). 
2. Pour presque tout (x, y) E E, pour tout 1 E A et pour presque tout 
(p, ,I) E Q,, on d@nit: 
&$(x, Y, p, n)=j(x, Y) Iclok Y, P,YH~d;-s17--z(~) 
- jiFA M4{(c2tY) A +n)rA-, .I 
_tIrnr>O 
x Jlo(-, -9 P, A)1 >k VI 
3. Pour tout entier k > 1, pour presque tout (x, y) E & et pour presque tout 
~~52~ tel que I,(lpl)~A on d@nit: 
Qk’(x, y, P) = Ax, Y) tidx, Y), P) + fJd;--sl~--szw 
- lim d &dz)i(c2(y) A +Ml~l))Ci(-, *) 
‘$&yl 
x @kk(., -> PII >c? Y). 
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Remarque. Pour obtenir les modes perturb&s pour AN il suffit de sub- 
stituer RN(z) 8 R,(z) dans la d&fir&ion prkddente. 
Chaque function $$, 3’) $z, 4: (k = 1,2,...) est localement dans le 
domaine de A, (resp. AN) et l’on a: 
dans G. 
Et de meme: 
-c2(4 Y)d 3,+(x, Y, Pb-l!APl)3~(x, Y, p)=Q 
Ghacun des deux syst&mes uivants: 
permet d’obtenir une reprksentation spectrale de la partie continue de 
l’opkateur AD. D’aprBs le thCor&me 4.8 la partie absolument continue de 
A, cokcide avec sa partie continue. 
On peut, g partir des reprksentations spectrales ainsi construites, 
dkvelopper la thkorie du scattering stationnaire. On se reportera A [ 183 
pour les &non&s p&is et on consultera [29] pour les d&ails des 
d6monstrations. On consultera enfin [22] pour une autre approche de ces 
probl&mes. 
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