Domain adaptation problem arises in a variety of applications where the training set (source domain) and testing set (target domain) follow different distributions. The difficulty of such learning problem lies in how to bridge the gap between the source distribution and target distribution. In this paper, we give an formal analysis of feature learning algorithms for domain adaptation with linear classifiers. Our analysis shows that in order to achieve good adaptation performance, the second moments of source domain distribution and target domain distribution should be similar. Based on such a result, a new linear feature learning algorithm for domain adaptation is designed and proposed. Furthermore, the new algorithm is extended to have multiple layers, resulting in becoming another linear feature learning algorithm. The newly introduced method is effective for the domain adaptation tasks on Amazon review dataset and spam dataset from ECML/PKDD 2006 discovery challenge.
Introduction
In traditional supervised learning, we assume that the training data and the testing data follow the same distribution when a classifier is being trained. However, this may not be valid in domain adaptation learning. We might have plenty of labeled samples from one domain (source domain) on which the classifier is trained and want to apply it on another different domain (target domain) with very few or even no labeled samples. The learning setting of domain adaptation is pretty common in many fields, e.g natural language processing (Blitzer et al., 2007) , face recognition (Martinez, 2000) and speech recognition (Leggetter & Woodland, 1995) . In fact, similar learning problem has been studied before under different names, including covariate shift (Shimodaira, 2000) and sample selection bias (Heckman, 1979; Zadrozny, 2004) .
The difficulty of domain adaptation is attributed to the gap between source distribution and target distribution, making the model trained on source domain could not be directly used on target domain. Many algorithms have been proposed to solve the domain adaptation problems. For example, structural correspondence learning (SCL) (Blitzer et al., 2006) has been proposed to extend structural learning (Ando & Zhang, 2005) , which is a semisupervised method, to domain adaptation setting. SCL defines pivot features which are common to both source domain and target domain and tries to find the correlation between pivot features and non-pivot features. It extracts the corresponding subspace and augments the original feature space with it for more effective classification. The method in (Blitzer et al., 2011) tries to find the correlations between features and identify the subspaces in which a good predictor could be obtained by training a classifier only on samples from the source domain. Kernel mean matching (KMM) was proposed in (Huang et al., 2007) , and it aims to minimize the distance between means of the training and testing samples in a reproducing kernel Hilbert space (RKHS) by reweighting the samples from source domain. In (Chen et al., 2011b) , Chen et al. proposed co-training for domain adaptation (CODA), which is a variant of the co-training method (Blum & Mitchell, 1998) . CODA does not assume two available views. Instead, in each iteration, CODA formulates an individual optimization problem which simultaneously learns a target predictor, a split of the feature space into views (Chen et al., 2011a) , and a subset of source and target features to be included in the predictor. It tries to progressively bridge the gap between source and target domains by adding both the features and instances that the current algorithm is most confident with to the training set. Glorot et al. (Glorot et al., 2011) proposed to learn robust feature representations with stacked denoising autoencoders (SDA) (Vincent et al., 2008) for domain adaptation. Marginalized stacked denoising autoencoder (mSDA) (Chen et al., 2012) , a variant of SDA with slightly different network structure, was proposed to address the problem of SDA being too slow in training. Chen et al. (Chen et al., 2012) noticed that the random feature corruption for SDA can be marginalized out and this is equivalent to training the models with an infinitely large number of corrupted input data conceptually. Moreover, its linear denoising autoencoders have a closed form, which help to speed it up and the denoising step is followed by a non-linear step. Promising performance was achieved for cross domain sentiment analysis tasks.
Besides these algorithms, domain adaptation has also been studied theoretically. Most of them are built on distances measuring the dissimilarity between distributions and generalization bounds are derived based on the proposed distances. In (Ben-david et al., 2006) , the Adistance (Kifer et al., 2004 ) was used to analyze representations for domain adaptation and VC-dimension based generalization bounds were derived for domain adaptation. The A-distance was contained as an crucial part. And it shows that a good feature learning algorithm should achieve both low training error on source domain and small A-distance simultaneously. In (Blitzer et al., 2008) , uniform convergence bound was provided and it was extended to domain adaptation with multiple source domains that combined with weights. In (Mansour et al., 2009; Zhang et al., 2013 ) the A-distance were extended to a more general form and could be used to compare the distance for more general tasks, including regression. All these distances are defined in a worst-case sense. In (Germain et al., 2013) , a distance defined in an average sense by making use of PAC-Bayesian theory has been suggested and an algorithm that optimizes the error on the source, the hypothesis complexity and the distance simultaneously is proposed. In (Ben-David et al., 2010; Ben-David & Urner) , the conditions for the success of domain adaptation were analyzed. It was shown that small distance between source domain and target domain and existence of a low error classifier on both domains in the hypothesis class are necessary for the success of domain adaptation.
In this paper, we present a theoretical analysis of the key issues for effective domain adaptation feature learning and show that the difference (measured by Frobenius norm) between the second moments of source distribution and target distribution should be small. Based on this analysis, we design a feature learning algorithm for linear classifiers. To further improve the performance, we adopt a deep learning approach as inspired by the stacked denoising autoencoders in (Glorot et al., 2011; Chen et al., 2012) and propose to apply our method on the learned features repeatedly. The overall algorithm is still a linear one and hence it is easy to analyze. Finally, we show the effectiveness of our method on Amazon review dataset and spam dataset.
Theoretical analysis and new algorithms

Notations and background
Usually, a domain is considered as a pair consisting of a distribution D on X and a labeling function f : X → {0, 1}. In this paper, we consider two domains, a source domain D S , f S and a target domain D T , f T . The probability density functions for source distribution and target distribution are p S (x) and p T (x) respectively. There exist n s samples D S = {x 1 , · · · , x ns } ∈ R d with labels L S = {y 1 , · · · , y ns } sampled from the source domain while n t samples D T = {x ns+1 , · · · , x n } ∈ R d from the target domain are sampled without labels. They have the same dimensionality of features, which is denoted as d. The data samples from source domain form the data matrix X S ∈ R d×ns , and samples from target domain form X T ∈ R d×nt . We use X ∈ R d×n to denote the data matrix containing the samples from both domains.
A hypothesis is a function h : X → {0, 1}. The risk of a hypothesis h over domain D, f is denoted as
which is the difference between the two functions. We use notations
to denote the risk of h on source domain and target domain respectively. In this paper, we only consider linear classifiers. We denote the best classifier for source domain as h For simplicity of expression, we define
where t(x) is a function of x. It is the difference of expectation of t(x) on source domain and target domain.
Our goal in this paper is to learn a new feature representation with samples from source domain and target domain such that we can train a classifier with the learned representations on source domain and apply it directly on target domain for achieving low ǫ T (h, f T ) value.
Analysis of feature learning for linear classifiers
Assumption We assume that x ≤ α for all samples and there exists a low-risk linear classifier h * for both domains and the corresponding parameter is w * . Its risk on source domain is λ 1 = ǫ S (h * , f S ), and the risk on tar-
, where λ is assumed to be small.
With triangle inequality, it was shown (Blitzer et al., 2008) that for any classifier h, the following is satisfied
From the inequality, we can see that the performance of classifier h on target domain is determined by 1) the risk of the best classifier h * on both domains; 2) the risk of h on source domain; 3) the difference of dissimilarity between h and h * on both domains. A good feature learning algorithm should decrease these three terms simultaneously. In this paper, we focus on the third part and provide an analysis for effective linear feature learning algorithm for linear classifiers.
In the above inequality, |h(x) − h * (x)| measures the difference between h(x) and h * (x), which is a non-smooth 0-1 loss and is difficult to analyze. In this paper, we use a smooth approximation for the measure of dissimilarity between h and h * . We denote the loss as l x,y (z) = l x,y (w T x), where w is the parameter for the linear classifier h(x) and y is the true label of sample x. l x,y (z) can be logistic loss or smooth hinge loss. We denote l ′ x,y (z) and l ′′ x,y (z) as the first and second derivative of l x,y (z) respectively. Then, we have the following theorem, which is proved in supplementary material.
Assume that any sample in our problem satisfies x ∈ R, we have the following inequality
where C and M are constants defined as
] is determined by the distance between w * S and w * , the distance between w and w * , and the difference between
. In order to achieve good perfor-
2 F needs to be small. We will design an algorithm which can learn a linear transformation such
Algorithm
Let us denote
T and M = M S − M T , and our goal is to learn a linear transformation P such that the learned feature matrix P T X is suitable for domain adaptation. Based on the above analysis, one of the objectives is to minimize
which is difficult to optimize. However, as we know that for positive-semidefinite matrix matrices A and B the following inequalities can be satisfied
Hence, we have
Therefore, we can minimize tr(P T M 2 P ) instead.
In addition to the objective to minimize the difference between the second moments, we also want to force the learned features to be not far away from the original ones and avoid close to trivial solutions when the two domain are very similar. Hence, we simply use regularized linear regression to find the linear transformation matrix. To force each feature to contribute equally, the length of features is incorporated by a regularization term. Hence, the objective function is as follows
where X = (x 1 , · · · , x n ) ∈ R d×n is the centered data matrix consisting of all samples from source domain and target domain, Λ is a diagonal matrix with Λ ii = X i· X T i· , and X i· is the ith row of matrix X. We term our method as Feature LeArning with second Moment Matching (FLAMM). If γ 2 = 0, this algorithm becomes an ordinary semisupervised feature learning algorithm, referred as SFL. SFL does not consider minimizing the distance between the second moments explicitly, but it can improve the adaptation performance in many cases. We will make an attempt to illustrate the reason.
To further improve the performance, we adopt the strategy from deep learning methods and apply this algorithm to the learned feature for several times. Follow the tradition of deep learning, we call the process of finding one linear transformation matrix and updating the data matrix as one layer. The whole algorithm is summarized in Algorithm 1. We can see that our method is simple and the final output is just the linear transformation of the original data matrix, which makes it easy to implement and analyze.
Algorithm 1 Feature learning with second moment matching (FLAMM).
Input: X, γ 1 , γ 2 , number of layers K.
for k = 1 to K do Compute P by solving problem (4). Update X by X = P T X. end for Output: X
Properties
We make an attempt to analyze the properties of our method as follows. Lemma 1. If A and B are n × n positive semi-definite matrices with eigenvalue values
Proof: By Von Neumann's trace inequality (Mirsky, 1975) , we have
Hence,
Theorem 2. If the data matrix is row normalized, i.e.
X i· X T i· = 1, and P is computed by solving problem (4) with γ 2 = 0, then the following inequality is satisfied.
If X is row normalized, the matrix Λ will be an identity matrix. Moreover, if γ 2 = 0, the solution of problem (4) is P = (XX T + γ 1 I) −1 XX T . Let us denote the eigenvalue decomposition of XX T as XX T = U SU T , and we have
The eigenvalue of matrix P can be expressed as σ i = Sii Sii+γ1 , which satisfies σ i < 1. Hence, the eigenvalues of matrix P P T are all smaller than 1.
and Lemma 1, we have
From the above theorem, we can see that on some layer, if the input data matrix is row normalized, distance between the second moments will get smaller compared to that of the input matrix. Hence, the algorithm with γ 2 = 0 will decrease the distance implicitly on one layer. Therefore, even if it does not optimize the difference between the two second moment, it is still be possible to improve the domain adaptation performance. However, our method does not require to normalize the input and γ 2 can be non-zero. Hence it gets complicated to determine the trend of the distance between the second moments of the two domain distributions on the learned representations. We will illustrate the trend in our experimental results section empirically.
Experimental results
In this section, we present experimental analysis of the proposed method and performance comparisons with state-ofthe-art methods.
Datasets
We test and analyze the proposed methods on the Amazon review dataset 1 (Blitzer et al., 2007) , and ECML/PKDD 2006 spam dataset 2 as follows.
As in (Blitzer et al., 2007) , a smaller subset of Amazon review dataset which contains reviews of four types of products: Books, DVDs, Electronics, and Kitchen appliances, is used. There are 12 domain adaptation tasks in total. In this dataset, each domain consists of 2000 labeled inputs and approximately 4000 unlabeled ones. We only consider binary classification problem, i.e. whether a review is positive (higher than 3 stars) or negative (3 stars or lower) as in (Glorot et al., 2011; Chen et al., 2012) and use 5000 most frequent terms as features.
The second dataset is from the ECML/PKDD 2006 discovery challenge which is about personalized spam filtering and generalization across related learning tasks. It contains two tasks: task A and task B. We adopt the dataset of task A for our comparisons and analysis because it contains more samples. In this dataset, 4000 labeled training samples were collected from publicly available sources, with half of them being spam and the other half being nonspam. The testing samples were collected from 3 different user inboxes, say U0, U1 and U2, each of which consists of 2500 samples. Hence, the distributions of source domain and target domain are different since they are from different sources. In this dataset, there are in total three adaptation tasks. As in Amazon review dataset, 5000 most frequent terms were chosen as features. Three samples were deleted as a result of not containing any of these 5000 terms. Hence, we have 7497 testing samples in this dataset.
Comparison and analysis
For domain adaptation tasks, traditional cross validation can not be used to select parameters since the source distribution and target distribution are different. In our experiments, we simply use a validation set containing 500 labeled samples selected randomly from target domain to select parameters for feature learning algorithms. After we have the new learned features, we treat the cross domain classification tasks as traditional supervised learning problem and the validation set was not used to select parameters for classifiers.
We report the results of two baseline representations. The first one is just the raw tf-idf representation, and the second one is the PCA representation. For PCA representation, the subspace is obtained from both source domain samples and target domain samples. Besides these two baselines, we also compare with CODA (Chen et al., 2011a) , which is a state-of-the-art domain adaptation algorithm based on co-training. At last, we compare our method with deep learning methods. Since mSDA is better than SDA as shown in (Chen et al., 2012) , we only provide comparisons with mSDA. For our methods, the input is the sample-normalized tf-idf representation. For representations learned by all feature learning methods, we train a linear SVM (Chang & Lin, 2011) on the source domain data and test it on the target domain. The performance metric is classification accuracy.
We denote our method with K layers as FLAMM K and similar annotations are used for SFL and mSDA. To provide better understanding of our algorithm, we also provide results with only one layer and the results with γ 2 = 0. We set K = 3 for Amazon review dataset and K = 5 for spam dataset. Parameters for representation learning process are selected based on the validation set and the results are presented in Tables 1 and 2 . We can see that our method achieved the best performance on the two datasets. Results of FLAMM are better than those of SFL, and results with multiple layers are usually better than results with only one layer. We can see that our proposed objective and multilayer structure did improve the adaptation performance.
The performance with different number of layers on the two datasets is also plotted in Figure 1 . We can see that our method is better than SFL with appropriate K on Amazon dataset, and better than SFL consistently on spam dataset. On Amazon dataset, our method become worse when K is larger than 4. The reason might be the difference between the learned representations and the original features is unnecessarily high.
We also present the distance between the second moments of source domain and target domain through layers with different γ 1 and γ 2 3 when K = 10 as shown in Figure 2 . We can see that the distance decreases through layers for both FLAMM and SFL. This observation partially explained why SFL also improved the adaptation performance. For FLAMM and SFL, the parameters control how small distance we can get. For example, for FLAMM, very big γ 1 and γ 2 will lead to very small distance between the two second moments. But at the same time, the learned representations will be far away from the original input through layers 4 , which might not be suitable for classifiers. Hence, our method could be understood as a trade-off between the difference between the two second moments and the difference between the learned representations and original inputs.
Conclusion and future work
In this paper, an analysis of the factors that affect the performance of linear feature learning for domain adaptation is presented. We found that the distance between the second moments of source domain and target domain should be small, which is important for a linear classifier to generalize well on target domain. Based on this result, a regularization term is introduced for effective feature learning and a layered linear feature learning with second moment match algorithm is proposed. Besides, we also partially explain why the simple ridge regression based method which is a semi-supervised feature learning algorithm can improve the adaptation performance. The experimental results on Amazon review datasets and spam dataset illustrated the 4 FLAMM tries to reconstruct the new input data matrix in each layer, which is the output data matrix from previous layer. Hence, the outputs of each layer will usually have larger and larger difference with the original samples through layers.
advantage of our method.
Our future work has as least two directions. First, we wish to come up with a more systematic analysis and get generalization error bounds based on the distance between the two second moments. We also plan to extend our method to non-linear feature learning or feature learning for nonlinear classifiers. eleventh annual conference on Computational learning theory, pp. 92-100. ACM, 1998. 
