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Abstract In this paper, we consider the standard neural field equation with an exponential temporal
kernel. We analyze the time-independent (static) and time-dependent (dynamic) bifurcations of the
equilibrium solution and the emerging spatio-temporal wave patterns. We show that an exponential
temporal kernel does not allow static bifurcations such as saddle-node, pitchfork, and in particular,
static Turing bifurcations, in contrast to the Green’s function used by Atay and Hutt (SIAM J.
Appl. Math. 65: 644-666, 2004). However, the exponential temporal kernel possesses the important
property that it takes into account finite memory of past activities of neurons, which the Green’s
function does not. Through a dynamic bifurcation analysis we give explicit Hopf (temporally non-
constant, but spatially constant solutions) and Turing-Hopf (spatially and temporally non-constant
solutions) bifurcation conditions on the parameter space which consists of the internal input current,
the time delay rate of synapses, the ratio of excitatory to inhibitory synaptic weights, the coefficient
of the exponential temporal kernel, and the transmission speed of neural signals.
Keywords Neural fields, exponential temporal kernel, leakage, transmission delays, bifurcation
analysis, spatio-temporal patterns
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1 Introduction
Neurons are the basic building cells of the brain. They are connected in dense networks and commu-
nicate with each other by transmitting neural information via their synapses [1]. Neural field theory
considers populations of neurons embedded in a coarse-grained spatial area and neural field equa-
tions describe the spatio-temporal evolution of coarse grained variables like the firing rate activity
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2 Elham Shamsara et al.
in these populations of neurons [2]. Neural field models were first introduced by Wilson and Cowan
as a spatially extended version of Hopfield neural networks [2, 3]. A simplified model that could be
mathematically treated in rather explicit form was developed by Amari [4], which consists of non-
linear integro-differential equations. These equations play an important role also in other fields such
as machine learning, which combines ideas from neural field modeling and model based recognition
[5, 6].
Neural fields have seen significant progress in both theoretical and numerical studies over the
recent years [7–14]. An important fact in neural field modeling is the consideration of axonal conduc-
tion delays arising from the finite speed of signals traveling along the axonal distance. Some recent
and significant contributions to neural fields modeling with transmission delays are presented in [16–
19]. In [16], a stability analysis is given for neural field equations in the presence of finite propagation
speed and for a general class of connectivity kernels, and sufficient conditions for the stability of
equilibrium solutions are given. It is shown that the non-stationary bifurcations of equilibria depend
on the propagation delays and the connectivity kernel, whereas the stationary bifurcations depend
only on the connectivity kernel. In [18], the stability of neural fields with a general connectivity
kernel and space dependent transmission delays is analyzed. It is found that Turing instability oc-
curs with local inhibition and lateral excitation, while wave instability occurs with local excitation
and lateral inhibition. The standard field model of neural populations with propagation speed dis-
tribution of signal transmission speeds is considered in [19], where the effect of distributed speeds
on the dynamical behavior is investigated. It is shown that the variance of the speed distribution
affects the frequency of bifurcating periodic solutions and the phase speed of traveling waves. It is
also shown that the axonal speed distributions lead to the increases of the traveling front speed.
The results in [19] were extended in [17], where long-range feedback delays are considered in the
standard neural field model. There, it is shown that in a reduced model delayed excitatory feedback
generally facilitates stationary bifurcations and Turing patterns, while suppressing the bifurcation
of periodic solutions and traveling waves. In case of oscillatory bifurcations, the variance of the dis-
tributed propagation and feedback delays affects the frequency of periodic solutions and the phase
speed of traveling waves.
The objective of this work is to analytically and numerically study the static and dynamic
bifurcations and spatio-temporal wave patterns generated by the classical neural field model with
an exponential temporal kernel. This form of the temporal kernel is more general than the Green’s
function used in [16] and [20]. In [20] the temporal connectivity kernel is the product of an alpha
function and the Heaviside function, which yields a function with the same properties as the Green’s
function, and thus yields the same characteristic polynomial as in [16]. We recall that the Green’s
function G(t, t′) is the solution to LG(t, t′) = δ(t−t′) satisfying the given boundary conditions, where
L is a differential operator. This is a differential equation for G (or a partial differential equation
if we are in more than one dimension), with a very specific source term on the right-and-side: the
Dirac delta, which is an on-off function i.e., either 0 if t 6= t′ or ∞ if t = t′, and hence does not take
into account finite memory of past activities of neurons. In contrast, in this paper, the derivative of
the exponential temporal kernel tends to 0 as t→∞ and also decreases monotonically in finite time,
meaning that it takes into account a finite memory of past activities of neurons, which the Green’s
function does not. Ref. [20] is quite inspiring for reducing a biologically more realistic microscopic
model of leaky integrate-and-fire neurons with distance-dependent connectivity to an effective neural
field model. Because of the type of kernels used there, two different neuron populations, excitatory
and inhibitory ones, are needed to induce dynamic bifurcations. Here, we work with a Mexican hat
type spatial kernel (which models short range excitation and mid range inhibition) and, as explained,
an exponential temporal kernel, and we can therefore generate similar types of dynamic bifurcations
as in [20] with only a single population.
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This paper is organized as follows: In Sect. 2, we present the model equation and obtain its
equilibrium solution. Sect. 3 is devoted to the static bifurcation analysis of the equilibrium solution.
In Sect. 4, we investigate dynamic bifurcations of the equilibrium solution and the ensuing patterns
of traveling waves. We conclude with some remarks in In Sect. 5.
2 The model and the equilibrium solution
We consider a neural field model represented by an infinite-dimensional dynamical system in the form
of an integro-differential equation [21–24], with axonal conduction delay [25–27]. In this equation,
the position of a neuron at time t is given by a spatial variable x, in the literature usually considered
to be continuous in R or R2. The state of the neural field, v(x, t) (membrane potential), evolves
according to
v(x, t) =
∫ t
−∞
[
κ(t− s)S(x, s) + I1(x, s)
]
ds− 1
τ
∫ t
−∞
v(x, s) ds. (2.1)
Here, v(x, t) is a potential response function that represents the local activity of a population of
neurons at position x and time t, and I1(x, t) is an external input current. The first integral converts
the incoming pulse activity S of the neuron at x into its state by convolution with a temporal kernel
(impulse response function) κ. The second integral is a decay or leakage term, with a time constant
τ > 0 arising from the temporal decay rate of synapses. In this paper, we take the past activity of
neurons into account for the impulse response using an exponential temporal kernel. In [16], such a
kernel was taken as the Green’s function of a first order differential operator. Here, in order to be
able to carry out a detailed bifurcation analysis depending on that kernel, we use a more explicit
form, namely an exponential decay:
κ(t− s) =
{
α1e
−α2(t−s) if t− s ≥ 0,
0 if t− s < 0, (2.2)
where α1 and α2 are positive constants, with a normalization condition requiring that the integral
of the kernel be 1, i.e. α1 = α2 := α. Such kernels are standard in the neuroscience literature and
are usually called α-functions (see e.g. [15]): It is worth noting that the exponential kernel used in
this work reduces to the kernel used in [16] when α tends to infinity. The crucial idea in neural field
models is that the incoming activity S(x, t) is obtained by a spatial convolution via an integral with
some convolution kernel J(x, y), that is,
S(x, t) = c
∫
Ω
J(x, y)F
(
v
(
y, t− d(x, y)
ν
))
dy + I2(x, t). (2.3)
Here, c > 0 is some constant that involves various temporal and spatial scales, Ω is the spatial
domain which is usually taken as R or R2 in the literature, although other choices, like R3 or S2, are
neuro-biologically plausible and mathematically tractable. The synaptic weight function J typically
describes local excitation–lateral inhibition or local inhibition–lateral excitation. The function F is a
transfer function (for instance a sigmoid or a Heaviside function H(v− vth), for some threshold vth;
however, later on, F needs to be smooth), I2(x, t) is an internal input current, d(x, y) is the distance
between x and y (for instance the Euclidean distance |y − x|) and ν is the transmission speed of
neural signals. Thus, a finite transmission speed introduces a distance-dependent transmission delay,
which approaches 0 as ν →∞. We also assume a homogeneous field where the connectivity J(x, y)
depends only on the distance |y − x|, and so we replace J(x, y) by an even function J(y − x). J has
the well established Mexican hat shape, modeling short range excitation and mid range inhibition,
4 Elham Shamsara et al.
and decay to 0 as |y − x| → ∞. In our numerical investigations we will use the following spatial
convolution kernel and sigmoid transfer function [29]:
J(y − x) = ae
2
e−|y−x| − air
2
e−|y−x|r, (2.4)
F (v) =
1
1 + exp(−1.8(v − 3)) , (2.5)
where ae and ai respectively denote the excitatory and inhibitory synaptic weights and r = ae/ai
gives the relation of excitatory and inhibitory spatial connectivity ranges.
Differentiating (2.1) with respect to t yields
d
dt
v(x, t) =
∫ t
−∞
dκ(t− s)
dt
S(x, s) ds− 1
τ
v(x, t) + αS(x, t) + I1(x, t) (2.6)
Inserting (2.2) and (2.3) in (2.6) gives
d
dt
v(x, t) =− α2c
∫ t
−∞
e−α(t−s)
∫
Ω
J(y − x)F
(
v
(
y, s− d(x, y)
ν
))
dy ds− α2
∫ t
−∞
e−α(t−s)I2(x, s)ds
− 1
τ
v(x, t) + αc
∫
Ω
J(y − x)F
(
v
(
y, t− d(x, y)
ν
))
dy + αI2(x, t) + I1(x, t). (2.7)
In order to analyze the dynamic behavior of (2.7), we assume a constant internal and external input
currents, i.e I1(x, s) = E, I2(x, s) = I0, and a constant solution
v(x, t) = v0. (2.8)
Substituting into (2.7) shows that v0 satisfies the fixed point equation
v0 + ατcF (v0)
∫
Ω
J(y − x)dy + ατI0 − ατI0 − ατcF (v0)
∫
Ω
J(y − x)dy + E = 0, (2.9)
which is satisfied by the fixed point (equilibrium solution)
v0 = −E. (2.10)
In the following sections, we study the static and dynamic bifurcations of the equilibrium solution
v0 = −E.
3 Static bifurcation analysis of the equilibrium solution
For rest of this paper, we take Ω = R for simplicity. To obtain the parametric region of the stability
of the equilibrium solution (2.10), we linearize the integro-differential equation (2.7) around the
equilibrium solution v0 = −E. Let w(x, t) = v(x, t)− v0. Then,
d
dt
w(x, t) =− α2c
∫ t
−∞
e−α(t−s)
∫ ∞
−∞
J(y − x)
[
F (v0) + F
′(v0)w
(
y, s− d(x, y)
ν
)]
dy ds
− αI0 − 1
τ
w(x, t) + αc
∫ ∞
−∞
J(y − x)
[
F (v0) + F
′(v0)w
(
y, t− d(x, y)
ν
)]
dy + αI0 + E,
(3.1)
which simplifies to
d
dt
w(x, t) =− α2cF ′(v0)
∫ t
−∞
e−α(t−s)
∫ ∞
−∞
J(y − x)w(y, s− d(x, y)
ν
)
dy ds
− 1
τ
w(x, t) + αcF ′(v0)
∫ ∞
−∞
J(y − x)w(y, t− d(x, y)
ν
)
dy + E, (3.2)
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where the notation F ′(v0) denotes dFdv (v0). To check the stability of the equilibrium solution, we
substitute the general Fourier-Laplace ansatz for linear integro-differential equations
w(x, t) = eλteikx, k ∈ R, (3.3)
into (3.2) to get
(τλ+ 1)eλteikx =− α2cτF ′(v0)
∫ t
−∞
e−α(t−s)eλs
∫ ∞
−∞
J(y − x)eikye−λ d(x,y)ν dy ds
+ αcτF ′(v0)eλt
∫ ∞
−∞
J(y − x)eikye−λ d(x,y)ν dy + E. (3.4)
The first integral in (3.4) is independent of y, so∫ t
−∞
e−α(t−s)eλsds =
1
α+ λ
eλt. (3.5)
By making a change of variable: z = y−x in (3.4), and considering λ 6= −α, we obtain the linear
variational equation as
τλ+ 1− E = αcτF ′(v0)
( −α
α+ λ
+ 1
)∫ ∞
−∞
J(z)e−λ
|z|
ν eikzdz. (3.6)
For static bifurcations, that is, for bifurcations leading to temporally constant solutions, we must
have λ = 0 [16]. However, it is easy to see that λ = 0 is not a solution of (3.6). Therefore, static
bifurcations (such as saddle-node and pitchfork bifurcations) cannot occur, and hence, in particular,
static Turing patterns [28, 29] are not possible with an exponential temporal kernel.
We next give a sufficient condition for the asymptotic stability of the equilibrium solution v0.
We make use of the following lemma from [16].
Lemma 1 Let L(λ) be a polynomial whose roots have non-positive real parts. Then |L(σ + iω)| >
|L(iω)| for all σ > 0 and ω ∈ R.
Proof : See [16]. uunionsq
Theorem 1 Let D = |β| ∫∞−∞ |J(z)| dz, where β = αcτF ′(v0). If D√(1−E)2+τ2α2 < 1, then the
equilibrium solution v0 is locally asymptotically stable.
Proof : From (3.6), L(λ) is defined by the first order polynomial L(λ) := τλ + 1 − E. Let σ > 0.
Using (3.6), |L(σ + iω)| is written as
|L(σ + iω)| = |β|
∣∣∣∣ −αα+ (σ + iω) + 1
∣∣∣∣ ∣∣∣∣∫ ∞−∞ J(z)e−(σ+iω) |z|ν eikzdz
∣∣∣∣ . (3.7)
With D := |β| ∫∞−∞ |J(z)|dz and by Lemma 1, we have
|L(iω)| 6 |iω||α+ iω|D, (3.8)
which together with (3.6) yields
|(τ(iω) + (1− E))(α+ iω)| 6 |iω|D, (3.9)
which upon expansion gives
(−τω2 + (1− E)α)2 + (τα+ (1− E))2ω2 6 ω2D2. (3.10)
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In the equality case, the relation in (3.10) can be rewritten as a function of ω:
H(ω) = τ2ω4 + (1− E)2α2 + (τ2α2 + (1− E)2 −D2)ω2. (3.11)
The positivity of H(ω) implies that in the relation (3.10), we should have the following condition
D <
√
(1− E)2 + τ2α2 ⇐⇒ D√
(1− E)2 + τ2α2 < 1. uunionsq
It is worth noting that an exponential temporal kernel has the advantage of taking into account
the finite memory of past activities of neurons, which the Green’s function considered in [16] does not.
An exponential temporal kernel is therefore more general in this respect than the Green’s function,
since the memory decreases exponentially and converges to the Dirac delta function as time tends to
infinity. In the bifurcation diagrams in Fig.1(a)-(d), the quantity D√
(1−E)2+τ2α2 is plotted against
the parameters E, α, τ , and r, respectively.
(a) (b)
(c) (d)
Figure 1: The blue curves represent the quantity D√
(1−E)2+τ2α2 from Theorem 1 plotted against the
parameters: E in (a) with α = 0.91055, τ = 2.0, r = 0.5; α in (b) with E = 0.74, τ = 2.0, r = 0.5;
τ in (c) with E = 0.74, α = 0.91055, r = 0.5; and r in (d) with E = 0.74, α = 0.91055, τ = 2.0.
The intervals of E ∈ (2.0, 5.0), α ∈ (0.0, 0.25), τ ∈ (0.0, 0.5) and r ∈ (0.7, 1.0) in which the blue
curves are below the dashed horizontal line fulfill the sufficient condition of asymptotic stability of
the equilibrium solution v0 = −E, following Theorem 1. Other parameters are fixed at: c = 15.0,
ae = 18.0, ai = 10.0.
4 Dynamic bifurcation analysis of the equilibrium solution
In the previous section, we have seen that static bifurcations are not possible since λ = 0 is not a
solution of (3.6). In this section, we investigate the conditions for oscillatory (dynamic) bifurcations.
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In case of a homogeneous and isotropic neural field, we use the kernel function J and the sigmoid
transfer function F in (2.4) and (2.5), respectively. Equation (3.6) can then be written in the form:
β
∫ ∞
−∞
J(z)e−λ
|z|
ν eikzdz = β
∫ ∞
−∞
(ae
2
e−|z| − air
2
e−|z|r
)
e−λ
|z|
ν eikzdz
= βae
∫ ∞
0
e−ze−λ
z
ν eikzdz − βair
∫ ∞
0
e−zre−λ
z
ν eikzdz
= βae
1
(1 + λν ) + ik
− βair 1
(r + λν ) + ik
= βae
1 + λν
(1 + λν )
2 + k2
− βair
r + λν
(r + λν )
2 + k2
. (4.1)
From (3.6), the characteristic equation becomes[
k2 +
(
r +
λ
ν
)2][
k2 +
(
1 +
λ
ν
)2](
τ λ2 + (α τ + 1− E)λ+ α
)
− aeβλ
(
1 +
λ
ν
)[
k2 +
(
r +
λ
ν
)2]
− raiβλ
(
r +
λ
ν
)[
k2 +
(
1 +
λ
ν
)2]
= 0, (4.2)
which is a polynomial of degree six in λ. By tuning the parameters r, τ or α, a critical point is
eventually reached at k = kc in which the real part of the corresponding eigenvalue λ(kc) of (4.2)
becomes zero. From this critical point, one gets the critical wave-number kc and the critical frequency
ωc = Imλ(kc). The case kc = 0 and ωc 6= 0 corresponds to a Hopf bifurcation [30–32], and the case
kc 6= 0 and ωc 6= 0 to a Turing-Hopf bifurcation [28, 33, 34]. We investigate both cases in more
detail.
4.1 Hopf bifurcation
We search for conditions for Hopf bifurcation, i.e., when kc = 0 and the real part of the corresponding
eigenvalue λ|(kc=0) becomes zero, while ωc = Imλ|(kc=0) 6= 0. To obtain these conditions, we insert
k = kc = 0 in (4.2) and obtain
q6λ
6 + q5λ
5 + q4λ
4 + q3λ
3 + q2λ
2 + q1λ+ q0 = 0, (4.3)
where
q6 = τ,
q5 = 2τ(r + 1)ν + ατ + 1− E,
q4 = 2τ(0.5 + 0.5r
2 + 2r)ν2 +
(
(−aiβ + 2ατ + 2− 2E)r + 2ατ − aeβ + 2− 2E
)
ν + α,
q3 = 2τ(r + 1)rν
3 +
[
(ατ − aiβ + 1− E)r2 + 4(ατ + 1− E − (ae + ai)β)r
+ ατ + 1− E − aeβ
]
ν2 + 2α(r + 1)ν,
q2 = τr
2ν4 +
[(
2ατ + 2− 2E − (ae + 2ai)β
)
r2 +
(
2ατ + 2− 2E + (−2ae − ai)β
)
r
]
ν3
+ α(1 + r2 + 4r)ν2,
q1 =
(
ατ + 1− E − (ae + ai)β
)
r2ν4 + 2α(r + 1)rν3,
q0 = αν
4r2.
(4.4)
By simplifying (4.3), one can already get two of its six solutions, given by{
λ1 = −ν,
λ2 = −νr.
(4.5)
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The remaining four solutions of (4.3) should then satisfy the a polynomial equation of degree four:
p4λ
4 + p3λ
3 + p2λ
2 + p1λ+ p0 = 0, (4.6)
where 
p4 = τ,
p3 = τνr + ατ + τν + 1− E,
p2 = −νaiβr + ναrτ + τν2r − νaeβ + νατ + α+ (r + 1)(1− E)ν,
p1 = −aeβν2r − aiβν2r + αν2rτ + ανr + ν2r(1− E) + αν,
p0 = αν
2r.
(4.7)
Substituting λ = iωc in (4.6) and separating the real and imaginary parts yields{
a4ωc
4 + a2ωc
2 + a0 = 0,
b3ωc
3 + b1ωc = 0,
(4.8)
where 
a4 = τ,
a2 = νaiβr − ναrτ − τν2r + νaeβ − νατ − α− (r + 1)(1− E)ν,
a0 = αν
2r,
b3 = −τνr − ατ − τν − 1 + E,
b1 = −aeβν2r − aiβν2r + αν2rτ + ανr + ν2r(1− E) + αν.
(4.9)
We obtain ωc from the second equation of (4.8) as
ω2c = −
b1
b3
. (4.10)
The right hand side of (4.10) should be positive. Since b3 < 0, then b1 must be positive, which yields
ν <
α(r + 1)
βr(ae + ai)− r(ατ + 1− E) . (4.11)
The relation in (4.11) provides the parametric region in which a Hopf bifurcation occurs if the value
of ωc in (4.10) also satisfies the first equation in (4.8). Substituting (4.10) in the first equation of
(4.8) gives ν = ν(r, τ, α, β, ae, ai) as
g(ν) := ν4 +
u3
u4
ν3 +
u2
u4
ν2 +
u1
u4
ν +
u0
u4
= 0, (4.12)
where
u4 = r
2τ2(r + 1)(ατ − β(ae + ai) + 1− E),
u3 = τ
(
(ατ − aiβ + 1− E)r3 + (2ατ + 2(1− E))r2 + (−aeβ + ατ + 1− E)r
)
(ατ − β(ae + ai) + 1− E),
u2 = (ατ(−aiβ + ατ + 1− E)r3 + (−aiβ + ατ + 1− E)(τ2α2 − (−3 + (ae + ai)β)ατ + 1− E + (−ae − ai)β)r2
+ (−ae β + α τ + 1− E)(τ2α2 − (−3 + (ae + ai)β)ατ + 1− E + (−ae − ai)β)r + α τ (−ae β + α τ + 1− E)),
u1 = α (α τ + 1− E)
(
(−ai β + α τ + 1− E) r2 + (2α τ + 2(1− E) + (−2 ae − 2 ai)β) r + α τ − ae β + 1− E
)
,
u0 = α
2 (α τ + 1− E) (r + 1) .
(4.13)
Lemma 2 If 1 + ατ − β(ae + ai) < E < 1, then (4.12) has at least one positive root.
Dynamics of neural fields with exponential temporal kernel 9
Proof : The condition E < 1 implies that u0 > 0, and the condition E > 1 +ατ −β(ae + ai) implies
that u4 < 0. Therefore, g(0) =
u0
u4
< 0, and lim
ν→∞ g(ν) = +∞. By the continuity of g, there exists a
ν0 in (0,∞) such that g(ν0) = 0. uunionsq
The positive solutions of (4.12) correspond to the substitution of the values of ωc from (4.10).
Thus, at the positive solutions, the Hopf bifurcation can occur in the parametric region satisfy-
ing (4.13). In the sequel, we corroborate the above theoretical results with numerical simulations.
Fig.2(a)-(d) show the Hopf bifurcation diagrams in the E-ν, α-ν, τ -ν and r-ν planes, respectively.
(a) (b)
(c) (d)
Figure 2: In panels (a)-(d), the blue curves represent the solutions of (4.12) in the parameter
spaces E-ν, α-ν, τ -ν and r-ν, respectively. The gray area represents the region of the parameter
spaces where (4.11) holds. The parts of blue curves that lie in the gray region represent the Hopf
bifurcation curves; as they satisfy both (4.11) and (4.12) simultaneously. The value of c is taken to
be 15.0. Further parameter values are as follows: In (a): ae = 25.0, ai = 20.0, α = 0.91055, τ = 2.0,
r = 0.5. In (b): ae = 18.0, ai = 10.0, E = 0.74, τ = 2.0, r = 0.5. In (c): ae = 25, ai = 20, E = 0.74,
α = 0.91055, r = 0.5. In (d): ae = 25.0, ai = 20.0, E = 0.74, α = 0.91055, τ = 2.0.
Fig.3 displays the space-time pattern of the corresponding Hopf bifurcation. Here, the values of
r and ν are chosen on the Hopf bifurcation curve in Fig.2(d).
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Figure 3: Space-time plot color coded by the membrane potential v(x, t) of the Hopf instability lead-
ing to periodic oscillations of a spatially constant solutions, obtained for the Gaussian connectivity
kernel. The initial conditions are chosen randomly from a uniform distribution on [v0−0.1, v0 +0.1].
Other parameters are fixed at ae = 25.0, ai = 20.0, E = 0.74, α = 0.91055, r = 0.5, ν = 0.24.
τ = 2.0, c = 15.0, and k = 0.
4.2 Turing-Hopf bifurcation
The conditions for a Turing-Hopf bifurcation, at some critical value kc 6= 0, require that λ = ±iω
with ω 6= 0. Inserting λ = iω in (3.6), we obtain
L(iω) := 1− E + iτω = β
( −α
α+ iω
+ 1
)∫ ∞
−∞
J(z)e−iω
|z|
ν eikzdz, (4.14)
which yields upon expansion,
β
ω2 + αiω
α2 + ω2
∫ ∞
−∞
J(z)e−
iω|z|
ν cos(kz)dz = β
ω2 + αiω
α2 + ω2
∫ ∞
−∞
J(z)
[
cos
(ω |z|
ν
)− i sin (ω |z|
ν
)]
cos(kz)dz
= β
ω2 + αiω
α2 + ω2
∫ ∞
−∞
J(z)
[
cos
(ω |z|
ν
+ k |z| )+ cos (ω |z|
ν
− k |z| )] dz
= −iβ ω
2 + αiω
α2 + ω2
∫ ∞
−∞
J(z)
[
sin
(ω |z|
ν
+ k |z| )+ sin (ω |z|
ν
− k |z| )] dz
= β
ω2 + αiω
α2 + ω2
∫ ∞
−∞
J(z)
[
ei|z|(
ω
ν +k) + ei|z|(
ω
ν −k)
]
dz. (4.15)
By substituting the power series
ei|z|(
ω
ν ±k) =
∞∑
n=0
in(ων ± k)n
n!
|z|n ,
(4.15) is written as
β
ω2 + αiω
α2 + ω2
∫ ∞
−∞
J(z)
∞∑
n=0
in
n!
[(ω
ν
+ k
)n
+
(ω
ν
− k
)n]
|z|n dz. (4.16)
We define Jn as
Jn :=
∫ ∞
−∞
J(z) |z|n dz. (4.17)
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Substituting (4.17) into (4.16) yields
L(iω) = 2β
ω2 + αiω
α2 + ω2
[
J0 + i
ω
ν
J1 − 1
2!
(
k2 +
ω2
ν2
)
J2 + · · ·
]
. (4.18)
Equating the RHS of (4.18) to the LHS of (4.14), we get
1− E + iτω = 2βω
2 + αiω
α2 + ω2
[
J0 + i
ω
ν
J1 − 1
2!
(
k2 +
ω2
ν2
)
J2 + · · ·
]
. (4.19)
Equating the real parts of both sides in (4.19), and similarly with the imaginary parts, and consid-
ering ω 6= 0 (a Turing-Hopf bifurcation condition), we have
1− E = 2β
α2 + ω2
[
ω2J0 − αω
(ω
ν
J1
)
− ω2 1
2!
(k2 +
ω2
ν2
)J2 + · · ·
]
,
τ =
2β
α2 + ω2
[
αJ0 + ω
(ω
ν
J1
)
− 1
2!
α
((
k2 +
ω2
ν2
)
J2
)
+ · · ·
]
.
(4.20)
From (4.20) we have
τ
αJ0 +
ω2
ν J1 − α2
(
k2 + ω
2
ν2
)
J2
=
2β
α2 + ω2
=
1− E
ω2J0 − αω2ν J1 − ω
2
2
(
k2 + ω
2
ν2
)
J2
, (4.21)
which gives
[
αJ0 +
ω2
ν
J1 − α
2
(
k2 +
ω2
ν2
)
J2
](
1− E) = τω2J0 − ταω2
ν
J1 − τ ω
2
2
(
k2 +
ω2
ν2
)
J2. (4.22)
After substituting (2.4) into (4.17), the convergent improper integrals Jn (n = 0, 1, 2) are calculated
and explicitly given as
J0 = −ai + ae,
J1 =
rae − ai
r
,
J2 =
2(r2ae − ai)
r2
.
(4.23)
Substituting (4.23) into (4.22), we obtain
τ
ν2
(
r2ae − ai
r2
)
ω4 +
[(
1− E
ν
− τ
)(
(ae − ai)− α
ν
(r2ae − ai
r2
))
+ τk2
(r2ae − ai
r2
)]
ω2
+ α(1− E)
(
(ae − ai)− k2
(r2ae − ai
r2
))
= 0. (4.24)
Thus, a Turing-Hopf bifurcation can occur if the parameters satisfy (4.24) with ω 6= 0. In Fig.4, the
Turing-Hopf bifurcation curves are shown. Fig.5 displays the space-time pattern of the corresponding
Turing-Hopf bifurcation. Here, the values of r and ν are chosen on the Turing-Hopf bifurcation curve
in Fig.4(d).
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(a) (b)
(c) (d)
Figure 4: The curves in panels (a)-(d) represent the Turing Hopf bifurcation curves in (4.24) in the
E-ν, α-ν, τ -ν and r-ν planes, respectively. Parameter values are: (a) α = 0.91055, τ = 2.0, r = 0.5;
(b) E = 0.74, τ = 2.0, r = 0.5; (c) E = 0.74, α = 0.91055, r = 0.5; (d) E = 0.74, α = 0.91055,
τ = 2.0. The remaining parameters are fixed at ae = 25.0, ai = rae, c = 15.0, β := αcτF
′(v0), k = 1,
and ω = 0.25.
5 Concluding remarks
In this paper we have studied the bifurcation behavior and the wave patterns generated by a neural
field equation with an exponential temporal kernel. The exponential temporal kernel in (2.2) takes
into account the finite memory of past activities of the neurons, which the Green’s function that
was utilized in [16] does not.
Our first observation was that static bifurcations such as saddle-node and pitchfork bifurcations,
and static Turing patterns are not possible with an exponential temporal kernel, because the char-
acteristic polynomial does not have an eigenvalue 0. This is in contrast to [16], where the temporal
kernel was taken as the Green’s function rather than an exponential function, and thus allowed zero
eigenvalues.
The dynamic bifurcations, however, turn out to be interesting. In the analysis of the dynamic bi-
furcations of the equilibrium solution, we have obtained the conditions for the occurrence of Hopf and
Turing-Hopf bifurcations. Furthermore, we have numerically illustrated these dynamic bifurcations
with bifurcation diagrams and space-time patterns.
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Figure 5: Space-time plot color coded by the membrane potential v(x, t) of the Turing-Hopf instability
leading to periodic oscillations of spatially and temporally non-constant solutions, obtained for the
Gaussian connectivity kernel. In this plot the excitatory synaptic weight is set at ae = 25.0. The color-
bar shows the membrane potential v(x, t). Initial conditions are chosen randomly from a uniform
distribution on [v0 − 0.1, v0 + 0.1]. Parameter values are E = 0.74, τ = 2.0, α = 0.91055, c = 15.0,
r = 0.10185, ν = 0.14178, k = 1, and ai = rae.
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