Conditions under which the classical Lotka-Volterra system with a seasonality factor exhibits chaotic behavior are investigated. The seasonality factor is introduced in such a way that the system can be investigated using the Henon map. The reduction of the system to Henon's map allows one to calculate the period doubling bifurcations and determine the point of the transition to chaos.
Introduction
Conditions of the emergence of bifurcations and conditions for the transition to chaos in a classical mathematical biology problem-the Lotka-Volterra model to which the author added a seasonality factor are investigated. This factor is represented by a dependence of the system coefficients on time and makes it possible account for the influence of seasonal temperature variations on the species population. It turned out that the seasonality factor changes the behavior of the classical Lotka-Volterra system, which acquires the fundamental properties of the universal transition to chaos. The system with the seasonality factor is reduced to the dissipative Henon map. A renormalization of the dissipative Henon map using an analog of Hellemann's method [1] makes it possible to find the con-ential equations are reduced to discrete equations. This is achieved due to the use of delta functions for modeling the dependence of the system's coefficients on time. The effectiveness of this method is largely explained by the specific algebraic structure of the Lotka-Volterra system. After discarding the linear terms containing the delta functions, the system is easily integrated. This is the first step in the proposed method for obtaining discrete equations. At the second step, the influence of the delta functions on the system's dynamics is taken into account. The nonlinear terms do not play any role in this case. Thus, the problem is solved in two steps. To obtain difference equations, the classical Lotka-Volterra equations are used as the original ones. They have the form Here, the variable x is the prey population and y is the predator population. The coefficients  and  determine the intensity of the species interaction with the environment, and  and  determine the intensity of interaction between the species. Below we assume that  and  depend on time. The coefficients  and  can be made equal to unity by an appropriate change of variables. If we assume that the time-dependent coefficients  and  have a constant value in winter and in summer, the system still remains too complicated to be analyzed analytically. For that reason, we make further simplifications. We assume that the increase of the prey biomass x due to external factors occurs at a point in time in the beginning of summer, and the decrease in the predator biomass due to external factors occurs at the same time, which can be considered as the end of winter. We denote this time by nT t  , where n is the integer number indicating the number of cycles of increase and decrease of the prey and predator biomasses, and T is the year duration.
Then, the time-dependent  and  can be written as Here 1  and 2  are the amplitudes of the corresponding delta functions. Formulas (2.3) and (2.4) show the way in which the seasonality factor is represented in the present paper. They represent the influence of seasonal temperature variations on the dynamics of the two-species interaction. They are a mathematical reflection of the fact that the increase in the biomass of prey and the decrease in the biomass of . These are the points in time when by our assumption the winter is replaced by summer. Therefore, the equations are simplified everywhere except for these points. In the simplified form, these equations are valid everywhere on the time interval from  to   T , where  is an infinitesimal quantity.
The first step to deriving difference equations.
At the first step, we simplify the system of equations (2.1), (2.2) with the coefficients  and  having the form (2.3) and (2.4). To implement this step, we neglect the sum of the delta functions in (2.3) and (2.4) on the interval from  to   T . This simplifies the system integration. To solve these equations, it is convenient to return to the original variables x and y. We have This conservation law enables us to replace the investigation of the population of two species to the investigation of the population of one species, which is considerably simpler. We have
As a result, only the variable x remains in Eq. (2.9):
For the convenience of calculations, we introduce the new variable X defined by
In terms of the new variables, Eq. (2.9) becomes very simple: 
Now we can easily find equations for x and y , which are the populations of the species at the time . Therefore, we have integrated the simplified system of equations on the time interval from
. At the second step, in order to obtain the final difference equations, we take into account the delta functions while integrating on the time interval from   T to   T , which yields difference equations instead of Eqs. (2.25), (2.26).
Second step: Derivation of the ultimate difference equations.
To obtain the final form of the difference equations, we integrate Eqs. (2.5), (2.6) on the time interval from
The preliminary difference equations are written for the variables x and y. For that reason, upon deriving the relations between the variables ) (
with the variables ) (
, we return to the variables x, y .
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Calculate the exponential function of the left and right-hand sides of Eqs. (2.27) and (2.28) to obtain , and T is the year duration. Thus, we have reduced the differential equations (2.5), (2.6) to the difference equations (2.33), (2.34). Therefore, the classical Lotka-Volterra system has been reduced to a two-dimensional discrete map by adding the seasonality factor.
Transformation of the system of discrete equations in two variables to a discrete equation in one variable
The difference equations (2.33), (2.34) are still too complicated to be analyzed analytically. We simplify them while preserving their basic properties. Introduce the new variables 
Now they are independent of the year duration T and can be reduced to form (3.3), (3.4) for any T. Next, we transform (3.3), (3.4) to make them more convenient for the analysis. To this end, we introduce the variables 
(3.12)
To simplify the dependence on the variables n u and n z , we take the logarithm of both sides of Eq. (3.11):
Now, the dependence of the logarithm of 
Rearrange the terms and reverse the signs on the right-and left-hand sides to obtain 5812
Thus, the system of two discrete equations (2.33), (2.34) in two unknowns has been transformed to the discrete equation (3.19) in a single unknown. In the next section, we continue the transformation of Eq. (3.19) to reduce it to the dissipative Henon map. This will enable us to determine conditions for the transition to chaos.
Reduction of the discrete equation in one variable to the dissipative Henon map
To find the conditions under which the Lotka-Volterra system with the seasonality factor begins to exhibit chaotic behavior, we reduce Eq. (3.19) to the dissipative Henon map. The Henon map is a typical system in which it can be seen how deterministic chaos emerges. This map is given by the equations To simplify Eq. (3.19) and reduce it to Henon's equation (4.5) we should overcome some difficulties.
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The first difficulty is that the right-hand side of Eq. (3.19) includes a stronger linearity than the quadratic nonlinearity in Henon's map. To overcome this difficulty, we approximate this nonlinearity by a quadratic term in the vicinity of the fixed point of period one. Map (3.19) produces a sequence of points. Typically, it converges to one or several points. When it converges to a single point, we deal with a fixed point of period one.
The second difficulty is that, in addition to a stronger nonlinearity, the right-hand side includes the term 
in Eq. (3.19) with the simplified term n n a a n e e a a w F
Here * a is the fixed point of period one and F is the nonlinear part of map (3.19 
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Here, w is replaced with w  for convenience. The new term * F contains the product of the linear term in To make further simplifications, we retain in Q the degrees of n x not greater than two. The resulting nonlinear factor will be denoted by * Q :
here, 
To make further simplifications, we find the fixed point * a of map (3.19) . For this purpose, we substitute in Eq. 
(4.14)
Next, it is convenient to calculate  because the linear terms in n a cancel one another in (3.19) . We have ) (
Now, it remains to calculate
Neglecting the cubic terms in (4.16), we obtain
Having in (4.17) the nonlinear term 1 F , which is quadratic in n x , we can transform (3.19) to Henon's map (4.5). In terms of the new notation, it has the form
By rearranging and renaming the terms, we obtain
or, taking into account formula (4.15) for  , 5816
Yu. V. Bibik 
Renormalization of the dissipative Henon map
Let us briefly discuss the purpose of renormalization. The introduction of the seasonality factor into the original equations (2.1), (2.2) results in the emergence of chaos in the Lotka-Volterra system. In this paper, the renormalization method is used to detect the chaotic behavior. It was shown that the transition of Henon's map to chaos occurs through a chain of. Since Eq. (3.19) is reduced to the dissipative Henon map (4.24), it also has the basic properties of Henon's map. To determine the points of period doubling bifurcations, fixed points of the corresponding periods should be determined and then analyzed for stability. In the best case, this yields polynomial equations of large degrees, which are difficult to solve. The renormalization procedure makes it possible to avoid these operations. It relates the form of equations on different scales and thus provides recurrent formulas for relating bifurcation values. Renormalizations have specific features depending on the equations being renormalized. The renormalization of the dissipative Henon map (4.24) also has some specific features compared with the renormalization of the conservative Henon map performed using Hellemann's technique [7, 8] . Consider the basic idea underlying the renormalization. The renormalization of the dissipative Henon map performed in [1] is based on a simple idea that the assumption of the possibility of renormalization makes it possible to actually perform the renormalization. Let us explain this in more detail. Assume that Eq. x , and two fixed points of period two, which we denote by * 3 x and * 4
x . Let
The renormalizability of a system implies that the following equation is satisfied: x . Then, we have the equations By combining them, we obtain
The left-hand sides of Eqs. x . This yields
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To make the renormalization, we use relations (5.13) and (5.14):
Using these formulas, we reduce Eqs. (5.16) and (5.17) to the form 
We rewrite these equations as 
To determine w , we will seek it as a combination of two unknown simpler functions
Then, for 1 w and 2 w , we obtain the equations
In this paper, the function f is taken in the form 
Conditions for the emergence of the first and second period doubling bifurcations for the one-dimensional discrete map (3.19)
Since the conditions of the emergence of period doubling bifurcations for Henon's map are already found (formula (5.31)), it remains to determine the conditions for the emergence of period doubling bifurcations for Eq. (3.19) . This also yields the unknown functions ) ( 
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(6.5) Equation (6.4) has a fixed point of period one ) , ( ) , ( a a b a n n  and two fixed points of period two-) , ( z a and ) , ( a z . First, we determine the fixed points of period two for Eq. (6.4), (6.5). Then, we find the fixed point of period one as a special case for z a  . To determine the fixed points of period two, we should find a and z . Equation (6.2) implies that
We rearrange these equations as follows: 
Using (6.8) and (6.9), we find a as Equations (6.9) and (6.14) include two variables a and z . We simplify (6.9) and (6.14) by introducing a new variable P . This allows us to reduce the equations in two unknowns to an equation with one unknown P . Define 
Thus, we have obtained formula (6.19) , which contains only one variable P . After calculating its value using (6.17), we obtain a . Now we use (6.16) to find z . Let us analyze the stability of the fixed points of period one and two. The loss of stability of these fixed points indicates the emergence of period doubling bifurcations. The stability of fixed points is determined by the eigenvalues of the Jacobian matrix. First we analyze the stability of the fixed points of period one. The corresponding Jacobian matrix is 
It is convenient to rewrite these formulas in terms of the parameter P because it is this parameter that is found from Eq. (6.19) . This allows us to skip the intermediate calculations needed for finding the parameters a and z . Formula (6.17) implies . First, we calculate this determinant. Using (6.26), we obtain Next, we find the trace of the Jacobian matrix (6.22)-(6.25) , which appears in (6.28): of period two. For this purpose, we find the determinant of the Jacobian matrix for the twostep map (twice consistently applied map (6.4), (6.5) ). It equals the product of the determinants of one-step maps (6.4), (6.5):
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The fixed point ) , ( z a is associated with P ; therefore, the fixed point ) , ( a z is associated with P  . Hence,
The fixed points of the two-step map are elliptic, and they are found by the formula
These elliptic fixed points become unstable under the condition 
The equation determining the conditions for the second period doubling is written as 
Upon collecting similar terms, we obtain
We use the fact
Then, formula (6.43) takes the form 
Using these results, we rewrite (6.40) as 
This formula determines the conditions for the second period doubling. Multiply the left-and right-hand sides of (6.49) by ) 1 ( ) (
This equation can be written as Introduce the notation Thus, formulas (6.59) and (6.30) determine conditions for the first and second period doubling for the one-dimensional discrete map. Equations (6.57) and (6.59) can be used to find the function ) ( Among the solutions to Eq. (6.59), the one that is the closest to the solution to Eq. (6.30) should be chosen. Having formulas determining the conditions for the first and second period doubling, we will determine the next period doubling in the following section.
7.
Conditions for the emergence of the next period doubling bifurcations and conditions for the transition to chaos for the generalization of the Lotka-Volterra equations with a seasonality factor
In the preceding sections, we considered individual parts of the study, which we will combine into the whole in this section. These partial investigations provided us with the data that now enable us to analyze the generalization of the LotkaVolterra system with the seasonality factor (3.19) from the viewpoint of the emergence of bifurcations and conditions for the transition to chaos.
In Section 3, the original Lotka-Volterra equation with seasonality factor (2.5), (2.6) in two variables was reduced to Eq. (3.19) in one variable.
In Section 4, the Lotka-Volterra equation (3.19) with seasonality factor was basically approximated by the dissipative Henon map and transformed to the approximating equation (4.24) . This enabled us to conclude that Eq. (3.19) has the properties of Henon's map, including the conditions for the emergence of bifurcations and transition to chaos.
In Section 5, the dissipative Henon map was renormalized, and a recurrence for determining the period doubling bifurcations of Henon's map (4.24) was obtained. This recurrence has the form can be used to find ) ( ) ( period doubling bifurcations. The renormalization of the dissipative Henon map using an analog of Hellemann's method [1] enabled us to find period doubling bifurcations and determine the point of the transition to chaos for system (3.19) . Thus, the multistep analysis and modern techniques of the theory of chaos enabled us to find the entire chain of period doubling points and the point of transition to chaos for the system under examination.
