Let K be the attractor of a linear iterated function system (IFS) S j (x) = ρ j x + b j , j = 1, · · · , m, on the real line satisfying the generalized finite type condition (whose invariant open set O is an interval) with an irreducible weighted incidence matrix. This condition was introduced by Lau & Ngai recently as a natural generalization of the open set condition, allowing us to include many important overlapping cases. They showed that the Hausdorff and packing dimensions of K coincide and can be calculated in terms of the spectral radius of the weighted incidence matrix. Let α be the dimension of K. In this paper, we state that
Introduction and Statement of Results
In this paper we will analyze the behavior of the Hausdorff and packing measures of selfsimilar sets satisfying the generalized finite type condition which is weaker than the open set condition. In particular, we will deal with the exact calculating of the Hausdorff and packing measures for a kind of linear Cantor sets with overlaps.
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The problem of calculating the dimension of the attractor of a self-similar iterated function system (IFS) is one of the most interesting questions in fractal geometry. During the past two decades there has been an enormous body of literatures investigating this problem and wide ranging generalizations thereof. See the books [2] , [4] , [13] and the references therein. Let {S j } m j=1 be an IFS of contractive similitudes on R d defined as
where 0 < ρ j < 1 is the contraction ratio, R j is an orthogonal transformation and b j ∈ R d , for each j. Let K denote the self-similar set (or attractor ) of the IFS, namely, K is the unique non-empty compact set in R d satisfying
A basic result (see [3] ) is that the Hausdorff dimension dim H K and the packing dimension dim P K are always equal for the self-similar set K, i.e.,
In general it is quite difficult to calculate this common value, except the well-known classical result (see Moran [16] , Hutchinson [7] ) Non-overlapping or almost non-overlapping self-similar IFSs have been studied in great detail via the OSC. In the absence of the OSC, much less is known about IFSs with overlaps. To deal with such systems, by extending a method of Lalley [8] and Rao &Wen [21] , Ngai & Wang [18] formulated a weaker separation condition, the finite type condition (FTC), which may includes many important overlapping cases and described a method for computing the Hausdorff and packing dimensions of the attractor in terms of the spectral radius of an associated weighted incidence matrix. The FTC requires the contraction ratios of the IFS's maps to be exponentially commensurable and thus does not generalize the OSC. Recently, Lau and Ngai [9] introduced a more general condition, the generalized finite type condition (GFTC), which do not need the above requirement, that extends both the OSC and the FTC. Under the GFTC, one can also compute the dimension of the attractor in terms of the spectral radius of a weighted incidence matrix.
Another central problem concerning the theory of self-similar IFSs is to estimate the Hausdorff and packing measures of self-similar sets, which is also an area of active research [1, 6, 11, 12, 25] . In these papers and the references therein one can find the analysis of the estimation of the values of the measures of some particular self-similar constructions. Since the definitions of these measures are sometimes awkward to work with, there are only very few non-trivial examples of sets whose exact measures are known. [25] is a recent review of relevant open questions in this field. So far most of these researches have been mainly addressed to the determination of the upper and lower bounds of the measures. With regard to the determination of the exact values of them, two papers [1] and [6] should be mentioned.
In [1] , Ayer and Strichartz considered a kind of linear Cantor set K which is the attractor of a linear IFS S j (x) = ρ j x + b j , j = 1, · · · , m, on the real line satisfying the OSC (where the open set is the interval (0,1)). Let α be the dimension of K. They gave an algorithm for computing the Hausdorff measure H α (K) exactly as the minimum of a finite set of elementary functions of the parameters of the IFS by using the fact that the exact value of H α (K) is the inverse of the maximal density of intervals contained in [0, 1] with respect to the normalized measure λ of H α restricted to K, where λ = H α | K /H α (K). It should be pointed out that if the OSC is satisfied, then H α | K and P α | K are proportional. Hence λ is also equal to P α | K /P α (K). On the other hand, in [6] , Feng proved that the packing measure P α (K) is equal to the inverse of the so-called minimal centered density of intervals centered in K with respect to λ, which also yields an explicit formula for calculating the exact value of P α (K) in terms of the parameters of the IFS.
However, in these papers, one needs to work on self-similar sets under the OSC. To the best of our knowledge, there is no result concerning the exact Hausdorff or packing measures of self-similar sets without the OSC. Since the calculation of the dimension of self-similar sets under the OSC can be successfully extended to those sets satisfying the GFTC which includes many interesting overlapping cases, and in view of the above discussion, it is natural to ask whether the Hausdorff or packing measure of the linear Cantor set K under only the GFTC can also be calculated exactly. This is the main goal of this paper.
In [1] and [6] , to get the exact values of H α (K) and P α (K) of K under the OSC (where the open set is the interval (0,1)), the following explicit formulae play a key role. Formula (1.3) was implicit in earlier work by Marion [11, 12] and in [1] by Ayer & Strichartz, while formula (1.4) was proved in a direct and elementary way in [6] by Feng. Recently, Morán [17] and Olsen [19] extended the above two formulae to the higher dimensional case independently. In [17] the so-called self-similar tiling principle plays a central role in the proof. This principle says that any open subset U of K can be tiled by a countable set of similar copies of an arbitrarily given closed set with positive Hausdorff or packing measure while the tiling is exact in the sense that the part of U which cannot be covered by the tiles is of null measure.
The proof in [19] is quite different from that in [17] . Let K be a self-similar set in R d as described in (1.1) with the dimension α, under the OSC or the strong separation condition (SSC). Recall that in [19] Olsen performs a detailed analysis of the behavior of the Hausdorff measure H α (K ∩ U) and the packing measure P α (K ∩ B(x, r)) of small convex Borel sets U and balls B(x, r). In particular, he showed that if K is under the OSC, then
for each convex Borel set U. A dual result for the packing measure was also proved which says that P α (K ∩ B(x, r)) ≥ (2r) α for each x ∈ K and small r > 0 if K satisfies the SSC. The latter result was generalized to the OSC case by the author recently (see [20] ) in proving the continuity of the packing measure function of self-similar IFSs, which says that the above inequality actually holds for each B(x, r) contained in O with x ∈ K, where O is an open set associated with the OSC, satisfying O ∩ K = ∅. (There must exist such O since the OSC is equivalent to the strong OSC. See [22] .) To match our question precisely we restrict our interest to the linear Cantor set K defined before. Hence the above two formulae are rewroted in the following form, i.e.,
for all intervals J ⊂ [0, 1], and
As an application of (1.5) and (1.6), Olsen reproved formulae (1.3) and (1.4) (he proved the general higher dimensional case) using the classical density theorems of geometric measure theory which were stated for arbitrary subsets of Euclidean space [2, 13] .
Formulae (1.3) and (1.4) say that the exact values of H α (K) and P α (K) coincide with the inverses of the supremum and infimum of the densities of λ on suitable classes of sets, respectively.
In order to calculate the exact values of the measures of K satisfying the GFTC, we need to establish analogous explicit formulae of (1.3) and (1.4) . Following the frame of Olsen's work, two inequalities similar to (1.5) and (1.6) are required. Recall that in proving (1.5) and (1.6), one should find optimal coverings and packings in a self-similar setting which require almost non-overlap among the various similar pieces into which the fractal decomposes. In view of this, it is therefore entirely plausible that the OSC is indispensible. In the present paper, somewhat surprisingly, we will show that the formulae (1.5) and (1.6) still hold under the assumption that the weighted incidence matrix of K is irreducible where K is required to satisfy only the GFTC. This leads to the following results.
Theorem 1.1. Let K be a linear Cantor set satisfying the GFTC with respect to the invariant open set (0, 1) with an irreducible weighted incidence matrix A α , where α is the Hausdorff dimension of K. Then
for all intervals J ⊂ [0, 1]. Theorem 1.2. Let K be the linear Cantor set described as before. Then
We will give the detailed definition of the GFTC and the exact concept of the weighted incidence matrix A α in Section 2.
The idea of establishing Theorem 1.1 and Theorem 1.2 is the following. We first observe that if the weighted incidence matrix A α of K is irreducible, then K can be decomposed into an union of a set K a with a graph directed construction and an attractor K b of a countable infinite IFS under the OSC (see [14] , [15] for further properties of the graph directed sets and the infinite IFSs, respectively). Moreover, the dimension of K a is strictly less than that of K b . Hence the subset K a will have null α-dimensional Hausdorff (packing) measure which ensures us to consider K b in stead of K. Noticing that K b is an attractor of a countable infinite IFS satisfying the OSC, it is possible to adapt the techniques for proving (1.5) and (1.6) to establish Theorem 1.1 and Theorem 1.2.
By a similar discussion for self-similar sets under the OSC, the α-dimensional Hausdorff measure restricted to K b and the α-dimensional packing measure restricted to K b are also proportional. Obviously the above fact still holds if we replace K b by K. We still write the normalized measure of
We will show the λ-measure of some special kind of sets called islands of K can be expressed in terms of the parameters of the IFS of K. Then following the frame of Olsen's work, we use the inequalities (1.7) and (1.8) to get the following explicit formulae for H α (K) and P α (K), analogous to (1.3) and (1.4). Corollary 1.3. Let K be the linear Cantor set described as before. Then
Corollary 1.4. Let K be the linear Cantor set described as before. Then
These corollaries extend the results in [17, 19, 20] . Following the technique frame of [1, 6] , under suitable assumptions, we then give an algorithm for computing H α (K) and P α (K) exactly as the inverse of the maximal or minimal value of suitable finite sets of elementary functions of the parameters of the IFS respectively. This is possible since we could make a detailed analysis of λ, and thus a detailed analysis of the supremum in (1.9) and the infimum in (1.10) respectively. It should be mentioned here that we may allow touching islands, and indeed this case will lead to some of complicated and interesting phenomena. Due to the fact that the self-similar construction of K under the GFTC is much more complicated than that under the OSC, our description of the exact calculations of the two kinds of measures will need some new important notations and techniques. We will describe a big scheme for the exact computing, which is a major adaption of the techniques used in [1] and [6] .
This paper is organized as follows. In Section 2, we give some notations and basic facts about the GFTC. Our description of the GFTC is slightly different but equivalent to the original version in [9] . In Section 3, we deal with the density theorems for the Hausdorff and packing measures of linear Cantor sets satisfying the GFTC. Firstly, we give the proofs of Theorem 1.1 and Theorem 1.2 respectively. Secondly, we prove the formulae in Corollary 1.3 and Corollary 1.4 using the classical density theorems of geometry measure theory. Throughout this section and the following ones, we will always assume that the weighted incidence matrix of K is irreducible. In Section 4, we focus on the calculation of the exact measures of the linear Cantor K under some suitable assumptions. A scheme is provided. Section 5 collects some further discussions on this subject. We consider the possibility of dropping some assumption required in Section 4. We discuss briefly the slightly more general cases of IFSs that contain orientation reversing simlarities. We also consider the situation in higher dimensional Euclidean spaces and show why our results can not be generalized. Throughout the context, we will show some interesting and non-trivial examples.
Linear Cantor sets under the GFTC
For convenience, we introduce a slightly different but equivalent description of the GFTC defined in [9] . We will focus the interest on the linear Cantor sets on the real line R.
We will use the following notations throughout the paper. For a Borel measure ν on R and a Borel set E, we let ν| E denote the restriction of ν to E. For any subset E ⊂ R, we denote the diameter of E by |E|. For any x ∈ R, let dist(x, E) denote the distance between x and E, namely, dist(x, E) = inf{|x − y| : y ∈ E}. If A is any finite or countable set, we denote by ♯A the cardinality of A.
where the infimum is taken over all δ-coverings of E, i.e., countable collections {U i } of subsets of R d with diameters smaller than δ such that
The Hausdorff dimension of E is defined as
Recall the definition of the packing measure, introduced by Tricot [24] , Taylor & Tricot [23] , which requires two limiting procedures. For E ⊂ R d and δ > 0, a δ-packing of E is a countable family of disjoint open balls of radii at most δ and with centers in E. For s ≥ 0, the s-dimensional packing premeasure of E is defined as
where P s δ (E) := sup{ i |B i | s } with the supremum taken over all δ-packing of E. The s-dimensional packing measure of E is defined as
The packing dimension of E is defined as
See [4] and [13] for further properties of the above measures and dimensions. Let {S 1 , · · · , S m } be a linear IFS of contractive similitudes on the line R defined by
with contraction ratios satisfying 0 < |ρ j | < 1. Let K denote its attractor. Let Σ = {1, · · · , m} and let Σ * := ∞ k=0 Σ k be the symbolic space representing the IFS (by convention, Σ 0 = ∅).
, with S ∅ := I, the identity map on R, and ρ ∅ := 1. Let i = (i 1 , · · · , i k ) and j = (j 1 , · · · , j k ′ ) be two indices of Σ * . The length of i is |i| = k. We write i j if i is an initial segment of j, and write i j if i is not an initial segment of j. i and j are incomparable if neither i j nor j i.
Let {M k } ∞ k=0 be a sequence of index sets, where M k ⊂ Σ * for all k ≥ 0 and M 0 = Σ 0 . We say that {M k } ∞ k=0 is a sequence of nested index sets if it satisfies the following conditions:
(1) Both {min{|i| : i ∈ M k }} ∞ k=0 and {max{|i| : i ∈ M k }} ∞ k=0 are non-decreasing and have infinity limit; (2) For each k ≥ 0, all i, j ∈ M k are incomparable if i = j; (3) For each j ∈ Σ * with |j| > max{|i| : i ∈ M k }, there exists i ∈ M k such that i j; (4) For each j ∈ Σ * with |j| < min{|i| : i ∈ M k }, there exists i ∈ M k such that j i;
(5) There exists a positive integer L such that for all i ∈ M k and j ∈ M k+1 with i j, we have |j| − |i| ≤ L, where L is independent of k.
For general sequences, we allow M k ∩M k+1 = ∅ and ∞ k=0 M k may be a proper subset of Σ * . If we let M k = Σ k for all k ≥ 0, we get a canonical such sequence. For k ≥ 0, let
is also a sequence of nested index sets, which is used to define the FTC in [18] .
Fix a sequence of nested index sets
becomes a sequence of nested subsets of R. For each integer k ≥ 0, let V k be the set of vertices defined as
We call (I, 0) the root vertex and let V := k≥0 V k . Note that if S i = S j for some i = j ∈ M k , they determine the same vertex. For v = (S i , k) ∈ V k , we introduce the convenient notation S v := S i and ρ v := ρ i . The notation S v allows us to refer to a vertex in V k without explicitly specifying the index i.
For simplicity, we assume that there is a following form of invariant set which will be used in the definition of the GFTC: an open interval O which is invariant under {S j } For any k ≥ 0, let For the open intervals between each pair of the k-th generation islands, we call lakes. For each k-th generation island I, we use V (I) to denote the vertices set of all k-th generation intervals contained in I, i.e.,
It is easy to verify that I = v∈V (I) O v . We call each such interval O v a constitutive interval of I. Let I ∈ F 0 k and I ′ ∈ F 0 k+1 for some k ≥ 0. Then either I ′ ⊂ I or they are separate. If it is the first case, we call I a parent of I ′ and I ′ an offspring(or descendant) of I.
We define an equivalence relation on F 0 := k≥0 F 0 k to identify islands that are isomorphic in the sense that they behave the same overlap type. 
(2) For any positive integer l ≥ 1, there is an island J ∈ F 0 k+l contained in I if and only if there is also an island
It is easy to see that ∼ is an equivalence relation. We denote the equivalence class containing I by [I] and call it the overlap type of I. Condition (2) says that any two islands with the same overlap type have equivalent offsprings. Definition 2.2. We say that a linear IFS of contractive similitudes on R satisfies the generalized finite type condition (GTFC), with respect to the invariant set O = (0, 1), if O is an invariant set under the IFS and there is a sequence of nested index sets
It is easy to see that the IFS satisfies the GTFC if and only if there exists some k 0 ≥ 0 such that none of the islands in F 0 k 0 +1 is of a new overlap type. Let T 1 , · · · , T q denote all the distinct overlap types, with
For each α ≥ 0 we define a weighted incidence matrix A α = A α (i, j) 
It is easy to see that the definition of A α (i, j) is independent of the choice of I.
Theorem 2.3 [9] . Let λ α be the spectral radius of the associated weighted incidence matrix A α . Then
where α is the unique number such that λ α = 1.
For the convenience of the readers, we would like to give a direct and elementary proof of this result. The proof makes use of the ideas in [9] and [14] .
Proof. We need to define a natural probability measure µ on K. Let (a 1 , · · · , a q )
T be an 1-eigenvector of A α , normalized so that a 1 = 1. (This is possible because all overlap types are descendants of T 1 .) Here α is the unique number such that λ α = 1. For each island I, where I ∈ F 0 k and [I] = T i for some k ≥ 0 and 1
To show that µ is indeed a probability measure on K, we notice that two islands 
It follows now from µ([0, 1]) = 1 that µ is indeed a probability measure on K.
Lower bound. Let E be a bounded Borel subset of R and let N (E) be defined as
where P(I) denotes the parent of the island I. It is easy to verify that for any bounded
Thus H α (K) > 0 and dim H K ≥ α(see [4] ), which is the required lower bound. Upper bound. To obtain the upper bound dim H K ≤ α, we first assume that A α is irreducible and thus all the a i 's are positive. For each
Since for each k ≥ 0, F 0 k is a covering of K, and lim k→∞ max{|I| : I ∈ F 0 k } = 0, the definition of the Hausdorff measure implies that H α (K) < ∞, and thus dim H K ≤ α. Now assume A α is not irreducible. After an appropriate permutation we can assume that A α has the form
where each A i is either an irreducible square matrix or an 1×1 zero matrix. Let E := {A i : A i is non-zero}, counting multiplicity. For each A i , let T A i be the collection of overlap types corresponding to A i . For each A i ∈ E and each island I with [I] ∈ T A i , define a subset K A i (I) ⊂ K as follows.
where k is the generation of I, namely, I ∈ F 0 k . Obviously, the proof of the irreducible case above yields dim
Then it is easy to verify that
Hence, it follows from the countable stability of the Hausdorff dimension (see [4] ) that dim H K ≤ α, which is the required upper bound.
We have proved that H α (K) > 0 and dim H K = α. This imply that H α (K) < ∞ since K is a self-similar set (see [4] ). The proof is completed. ✷
We conclude this section with the following examples.
satisfies the OSC (with the open set (0,1)), then it satisfies the GFTC. The classical dimension result for K is covered by the result of Theorem 2.3. See [9] for general proof where for each
The following example taken from [9, 10] is an IFS of contractive similitudes whose contraction ratios are not exponentially commensurable. As pointed in [9] , it satisfies the GFTC, but not the FTC.
Example 2.5.
be an IFS on R as follows.
where 0 < ρ < 1, 0 < r < 1, and
satisfies the GTFC with respect to (0, 1). The dimension α is the unique solution of the equation 
. It is easy to verify that [I 1 ] and [I 2 ], denoted respectively by T 1 and T 2 , are the total distinct overlap types. Hence F 0 / ∼= {T 1 , T 2 }. The weighted incidence matrix is
Setting the spectral radius of A α equal to 1 yields the desired result. See Figure 1 . ✷ In this Example, there exist touching islands if and only if the contractive ratios ρ and r satisfy the equality ρ + 2r − ρr = 1. In this case, the invariant set
The following example is taken from [18] which is also satisfying the FTC. Example 2.6. Let {S j } 3 j=1 be an IFS on R as follows.
satisfies the GTFC with respect to (0, 1). The dimensions α (≈ 0.7369) is the logarithmic ratio of the largest root of the polynomial equation 
are the total overlap types, with a weighted incidence matrix
Setting the spectral radius of A α equal to 1 yields the desired result. See Figure 2 . ✷
The following is a non-trivial example which allows touching islands.
satisfies the GTFC with respect to (0, 1). The dimension is equal to α = log 4 (5 + 
] are the total overlap types, with a weighted incidence matrix
Setting the spectral radius of A α equal to 1 yields the desired result. See Figure 3 . ✷
Density Theorems
Let K be a linear Cantor set satisfying the GFTC with respect to the invariant set O = (0, 1). Let α be the number such that the spectral radius of the weighted incidence matrix A α is equal to 1. Then α is the dimension of K by Theorem 2.3. We assume that the matrix A α is irreducible throughout this section and the following ones. It is easy to verify that all the examples listed in Section 2 satisfy this assumption. In this section, we analyze the local behavior of the Hausdorff measure and the packing measure of K.
For a matrix A, we use r(A) to denote the spectral radius of A. The following basic algebraic lemma is needed.
Lemma 3.1. Let A be a q × q non-negative irreducible matrix with q ≥ 2, A ′ be the (q − 1) × (q − 1) sub-matrix at the right-bottom corner of A. Then r(A ′ ) < r(A). Proof. Since A is irreducible, there exists at least one positive number in the set
Obviously, B is also a non-negative irreducible matrix and B < A, i.e., their exists at least one coordinate (i, j) such that B(i, j) < A(i, j). Hence from the well-known Perron-Frobenius Theorem, it yields that r(B) < r(A). Then we get the desired result since r(A ′ ) ≤ r(B). ✷ Lemma 3.2. Suppose A α is irreducible, then K can be decomposed into an union of a set K a with a graph directed construction and an attractor K b of a countable infinite IFS. Moreover,
Then it is easy to find that K a is a set with a graph directed construction. In fact, there are q − 1 vertex sets in the construction of K a whose weighted incidence matrix is the (q − 1) × (q − 1) sub-matrix A ′ α at the right-bottom corner of A α for each α ≥ 0. Moreover, by a similar proof of Theorem 2.3, the Hausdorff dimension of K a is the unique α such that the spectral radius of A ′ α is equal to 1 (or see a direct result in [14] ). It yields from Lemma 3.
If none of the elements in {P(I), · · · , P k−1 (I)} is of T 1 type, we call I a T 1 type utmost island. For each T 1 type utmost island I, the vertex set V (I) of I consists of exactly one vertex, i.e., ♯V (I) = 1. Denote the contractive similitude of the unique element in V (I) as S I . Then there exists a countable infinite IFS (see [15] for further properties of infinite IFS) of contractive similitudes
Denote by K b the attractor of S. From the construction of K a and K b , one can easily observe that K = K a ∪ K b . Hence, it follows from the stability property of the Hausdorff dimension (see [4] 
The remaining is obvious. ✷ It is worth while to point out that in the above proof we could replace T 1 by any other overlap type. With appropriate modifications, we can also prove Lemma 3.2 in a similar way. We will not go into the details here.
In order to prove Theorem 1.1 and Theorem 1.2, we need a detailed analysis of the attractor K b of a countable infinite IFS S described in Lemma 3.2. Now we introduce some notations for convenience. Denote the list of countable contractive similitudes in S as S = {S 
Combing the above formula with the result in Lemma 3.2 and the fact that 0 < H α (K) < ∞ from Theorem 2.3, we have i∈N r
, then extended to Borel subsets of K, will be used. This is a probability measure which scales on S
We should point out that λ is equal to the natural probability measure µ defined in the proof of Theorem 2.3. This could be easily verified by showing λ and µ are equal on cylinder sets in K b , i.e.,
where a 1 = 1 is the first element in the normalized 1-eigenvector of A α . Hence for each island I ∈ F 0 , λ(I) can be calculated by using the parameters of the IFS of K. 
Proof of Theorem 1.1 and Corollary 1.3
The formula in Theorem 1.1 is analogous to that of a general self-similar set in R d which satisfies the OSC (see [19] ). Using Lemma 3.2, it is now possible to adapt the techniques there to prove Theorem 1.1. We now show two more lemmas concerning the measure H α (K b ) of the attractor K b . Theorem 1.1 will be a direct corollary of them. Lemma 3.3. Let K b be the attractor described in Lemma 3.2, J ⊂ [0, 1] be an interval and k be a positive integer, then
The following lemma is a revised version of Theorem 1.1 with K replaced by K b . Lemma 3.4. The attractor K b described in Lemma 3.2 satisfies
Proof. In order to reach a contradiction, we assume that (3.1) is not satisfied, i.e., there exists a non-empty interval
It follows from this we can find 0 < κ < 1 with
Next, fix δ > 0 and choose a positive integer k such that |S
It follows from Lemma 3.3 and (3.2),
which yields η > 0.
Since η > 0, we can choose a covering
The family {S
We therefore conclude from (3.2), (3.4) and Lemma 3.3 that
Finally, letting δ → 0 gives 
It is a natural generalization of the same result in the OSC case, since in that case K can be covered by its iterated images under the IFS. Obviously it is not always true that we have the equality. See Falconer [4] for some examples with H α (K) = 1 satisfying the OSC. An natural question is arisen: is there any non-trivial example with H α (K) = 1 which satisfies only the GFTC.
For a given measure ν on R and s > 0, the upper s-dimensional convex density of ν at x is defined by
J is an interval and 0 < |J| ≤ r, x ∈ J}.
The lower s-dimensional convex density D s * (ν, x) is defined similarly by taking the lower limit. We have the following result that if E ⊂ R and s > 0 with H s (E) < ∞, then
The reader is referred to [2] for a proof of (3.5).
Proof of Corollary 1.3. From (3.5), we can pick a point
, there exists a positive sequence {δ n } n with δ n < min{x, 1 − x} and δ n → 0 as n → ∞ such that
Hence there exists an interval J n with 0 < |J n | ≤ δ n for each n such that
, which yields that (1.9) follows immediately from the above equation. ✷ With suitable modifications if necessary, we may generalize Theorem 1.1 and Corollary 1.3 in an similar way to general self-similar sets satisfying the GFTC with irreducible weighted incidence matrix. However, in order to match the main goal of this paper and to avoid additional technical details, we will not pursue this here.
Proof of Theorem 1.2 and Corollary 1.4
In a manner dual to the Hausdorff measure case, the packing measure result is also analogous to that of a general self-similar set in R d which satisfies the SSC or the OSC (see [19, 20] ). Hence it is also possible to adapt the techniques there to prove Theorem 1.2 by using Lemma 3.2. We shall need the following two lemmas concerning P α (K b ). Lemma 3.5. Let K b be the attractor described in Lemma 3.2. Let J ⊂ [0, 1] be an interval centered in K b and k a positive integer. Then
Proof. We write J • as the interior of the interval J. First, we prove that
, there exists an index u with the length k such that y ∈ S
. The other direction is obvious.
It follows from (3.6) that
Moreover, since J has its center in K b , we deduce that
This completes the proof of Lemma 3.5. ✷ Lemma 3.6. The attractor K b described in Lemma 3.2 satisfies
Proof. In order to reach a contradiction, we assume that (3.7) is not satisfied, i.e., there exists an interval J :
Thus we can find a number 0 < κ < 1 with
there is a positive integer n 0 with 1/n 0 < δ such that G n 0 = ∅, and
We can choose a 1/n 0 -packing {J
Using this we therefore conclude from (3.8), (3.9), (3.10), and Lemma 3.5 that
Finally, let δ → 0, we get
In [5] it is proved that the packing premeasure P α coincides with the packing measure P α for compact subsets with finite P α -measure. Thus they coincide for K b , and it follows from (3.11) that 
Letting δ → 0 and using the fact that
This provides the desired contradiction. 
Proof. Since (c + d)/2 ∈ K a , for each n, there is an island I n ⊂ (c, d) containing the point (c + d)/2 with length less than 1/n whose overlap type is not T 1 . By the irreducible property of the weighted incidence matrix A α , we could find a smaller T 1 type island I n contained in I n . By the construction of
Then fix a point x n in K b ∩ I n . Obviously we get |x n − (c + d)/2| ≤ |I n | ≤ 1/n. ✷ By this claim we define a sequence of intervals {J n } n contained in J as
It is not difficult to find that for each n the interval J n is centered in K b , and that the left endpoint of J n tends to c and the right endpoint of J n tends to d as n → ∞. As showed in the first case,
Letting n → ∞, we immediately get P α (K ∩ J) ≥ |J| α . ✷ Let s ≥ 0, for a given measure ν on R and x ∈ R, the lower s-dimensional density of ν at x is defined as
The upper s-dimensional density Θ * α (ν, x) is defined similarly by taking the upper limit. We have the following result. If E ⊂ R and s > 0 with 0 < P s (E) < ∞,
See the proof in [13] . Now we prove Corollary 1.4 on the basis of (3.12) and Theorem 1.2. Proof of Corollary 1.4. Let O = (0, 1). Since K ∩ O = ∅, we can take a point y ∈ K ∩ O. Choose δ > 0 such that the open interval (y − δ, y + δ) is contained in O. Moreover, since y ∈ K, P α (K ∩ (y − δ, y + δ)) > 0. Hence from (3.12), there exists a point z ∈ K ∩ (y − δ, y + δ) with Θ α * (P α | K , z) = 1. By the definition of Θ α * (P α | K , z), there exists a sequence {r n } n with each r n < δ − d(z, y) and r n → 0 as n → ∞, such that lim n→∞ P α (K ∩ [z − r n , z + r n ])/(2r n ) α = 1. Notice that all intervals [z − r n , z + r n ] are contained in (y − δ, y + δ) ⊂ O with center z ∈ K. However, by Theorem 1.2, for each interval J ⊂ [0, 1] centered in K, we have P α (K ∩ J)/|J| α ≥ 1. Hence we get inf{ 
The maximal and minimal densities
In this section we deal with the exact computation of the Hausdorff measure and the packing measure for a special kind of linear Cantor sets. Let S j (x) = ρ j x + b j , j = 1, · · · , m, be a linear contractive IFS on the line R satisfying the GFTC with respect to the open set O = (0, 1) with an irreducible weighted incidence matrix A α . As before, we write K as its invariant set and use α to denote the dimension of K. As [1, 6], we do not allow negative ρ's, namely, we assume 0 < ρ j < 1 for j = 1, · · · , m. Moreover, without loss of generality and for convenience we assume the images S j ([0, 1]) are in increasing order, with S 1 (0) = 0 and S m (1) = 1. To avoid triviality we always assume m ≥ 2 and α < 1. 
min . Hence our main purpose in this section is to determine the constants d max and d min .
We will frequently use the notation F k , the k-th generation field, which is the finite field generated by the set
denote the lengths of the k-th generation islands in increasing order where l k denotes the cardinality of
We write the lengths of the lakes separating the k-th generation islands as γ 
l k −1 = 1, the positivity of β's and the non-negativity of γ's are the only restrictions on these parameters. It should be mentioned here that l k → ∞, β
The measure λ will play a key role in this section. It enables us to compute the density of each interval in F k as an elementary function on parameters of the IFS of K. Moreover, there is an obvious algorithm for finding the maximal or minimal density of intervals in F k .
Since K has finite types of islands, there exists a smallest non-negative integer k 0 such that none of the islands in F . Let τ be the linear function which maps I onto I ′ , keeping the orientation. Then obviously the image J ′ := τ (J) has the same density as J. We iterate this procedure until we obtain J ′ not lying in any (k 0 + 1)-th generation island. ✷ Thus we only need to consider intervals not contained in (k 0 +1)-th generation islands. In order to get general results for computing H α (K) and P α (K), we need the following two additional technical assumptions. We will show that these assumptions are as general as to be satisfied by all the examples illustrated in Section 2.
Assumption A. For each island I ∈ F 0 , for any two different constitutive intervals
Before we give some remarks on these assumptions, we should prove that Proposition 4.2. For all the examples listed in Section 2, the above two assumptions hold.
Proof. It is trivial for Example 2.4 and 2.7. For Example 2.5, we only need to prove
For n ≥ 2, iterate the above proceedure n − 1 times, we get
Hence we get S 1 ([0, 1]) ∩ K ⊂ S 1 K by the arbitrariness of n. The other direction is obvious.
For Example 2.6, we still only need to prove
For n ≥ 2, iterate the above proceedure n − 1 times, we get 
This can be verified since
Similarly, In an analogous way, there is also a unique vertex v 1 ∈ V (I) such that O v 1 has the same right endpoint as I, i.e., S v 1 (1) = d. By a similar discussion, one can find that there also exists a smallest non-negative integer k ′ such that 
Write η := η 1 η 2 which will be used later. Here 0 < η ≤ 1.
In the following, we will always assume Assumption A and B. Under these assumptions, we then have the following another blow-up principle. On the other hand, since I = v∈V (I) S v ([0, 1]), we denote by c = a 1 < a 2 < · · · < a n the left endpoints of all constitutive intervals of I in increasing order. (By Assumption A, it is impossible that some distinct constitutive intervals share a common left endpoint.)
The last inequality follows from the fact that for each v ∈ V (I), Lemma 4.5. Let k be the smallest integer such that β
Similarly, let k ′ be the smallest integer such that β
Proof. For simplicity, we only prove the first equality. By the definition of D 0 , we note that
By Assumption B and the blow-up principle Lemma 4.3, we only need to consider the
It is clear that the point x 0 can not fall in a non-empty lake of F k because then [0, x 0 ] would not have minimal density. Therefore there exists a k-th generation island
which contradicts the minimality of d([0, x 0 ]). Hence u = 0. Thus
We also need to consider the maximal value of the density d(J) whenever J is of the form Lemma 4.6 [1] . Suppose 0 < α < 1, p ≤ p 0 , a ≥ a 0 , κ > 0 and y ≥ κx α . Then
To make this paper self-contained, we give the proof of Lemma 4.6 as follows.
Proof of Lemma 4.6. Consider the function
. This can be verified by a direct computation. ✷ Using the above lemma, we have the following result concerning D 0 and D 1 . Lemma 4.7. Let k be the smallest integer such that β
Proof. To complete the proof we will verify the hypothesis of Lemma 4.6 with p 0 = 1, a 0 = ρ 1 and κ = D 1 . We already know a ≥ ρ 1 , and p ≤ 1 is trivial. To verify y ≥ κx α , we observe that y/ 
The maximal density and the Hausdorff measure
As stated before, we denote by k 0 the smallest non-negative integer such that none of the islands in F 0 k 0 +1 is of new overlap type. First, in the case that all lakes are non-zero, i.e., γ (k 0 +1) min > 0, we have the following result. Theorem 4.8. Assume γ (k 0 +1) min > 0, and let k ≥ k 0 + 1 be the smallest integer such that 2β
Then the maximal density d max is attained for an interval in F k .
Proof. By the blow-up principle Lemma 4.1 we may focus attention to intervals containing at least one lake of F k 0 +1 . So we have the lower bound γ
By a similar way in proving Lemma 4.7, we will complete the proof by applying Lemma 4.6.
We take p 0 = 1 and a 0 = γ
and similarly for the left side interval [z 1 , x 1 ] we have
Thus the hypothesis of Lemma 4.6 is verified, and condition (4.2) follows from (4.4) since x is the sum of two terms, x 1 − z 1 and z 2 − x 2 , each being at most β
max . ✷ Now we turn to discuss the case that there exist touching islands. First we can still obtain a result if we assume a logarithmic arithmetic relation between ρ 1 and ρ m . In the following, η is the positive number defined in Remark 3.
Theorem 4.9. Suppose there exist positive integers n 1 and n m such that ρ
Proof. We claim that it suffices to consider intervals of length at least ηβ
1 . To see this we need a variant of the blow-up principle that shows how to replace smaller intervals with larger intervals of greater density.
Start with any interval I 0 not contained in a (k 0 +1)-th generation island. If it actually contains a (k 0 + 1)-th generation island, its length is at least β 
For simplicity, we denote 1 . Moreover, J ∩ K and J ′ ∩ K are similar to K. If our interval I 0 contains one of them, we are done.
Next suppose our interval begins with a point in J and ends with a point in J ′ , say
′ and L is the lake separating J and J ′ . We generate another interval
′ and fixes the left endpoint. So I 1 is an interval. We have
. By iterating this blow-up construction we eventually arrive at an interval containing either J or J ′ whose density is greater than the original interval I 0 . Hence we only need to consider intervals containing either J or J ′ which have length at least min{ρ v ρ i , ρ v ′ ρ i ′ }ρ n 1
1 . This completes the proof that it suffices to look at intervals of length at least ηβ
The rest of the argument is identical to the proof of Theorem 4.8, except that we take a 0 = ηβ
1 . ✷ We consider now the case when the contraction ratios ρ 1 and ρ m do not satisfy the arithmetic condition. Another elementary calculus lemma proved by Ayer & Strichartz in [1] will be needed.
Lemma 4.10 [1] . Let a, a ′ , q, q ′ > 0, and 0 < α < 1. F (x) is a function
of positive variables. Then F attains the maximal value of ( q a α )
is strictly increasing on 0 ≤ x ≤ x 0 and strictly decreasing on x > x 0 .
Proof. This can be done by a directly computation of F ′ (x). ✷ 
Then the maximal density d max is equal to the maximum of the finite set of values d(I) as I varies over all intervals in F k , and For every two touching (k 0 + 1)-th generation islands I and I ′ , denote I and I ′ the corresponding subsets of I and I ′ respectively as that discussed in Lemma 4.11. We need to consider all intervals beginning in I \ I and ending in I ′ , or beginning in I and ending in I ′ \ I ′ for some touching (k 0 +1)-th generation islands I and I ′ , and all intervals that contain either a non-zero lake of F k 0 +1 or a (k 0 +1)-th generation island. In the first case, intervals have length at least min{| I|, | I ′ |} which always greater than β 
which concludes the proof. ✷ Lemma 4.14. Let J ⊂ [0, 1] be an interval centered in K and not contained in any In this case, we have
Case 2: There exist two separate (k 0 + 1)-th generation islands I 1 and I 2 with I 1 lying on the left side of I 2 , and J = J 1 ∪ J 2 , where J 1 ⊂ I 1 , J 2 ⊂ L, and L is the lake separating I 1 and I 2 .
In this case, we have
by the definition of D 1 . Case 3: There exist two separate (k 0 + 1)-th generation islands I 1 and I 2 with I 1 lying on the left side of I 2 , and J = J 1 ∪ J 2 , where J 1 ⊂ L, J 2 ⊂ I 2 , and L is the lake separating I 1 and I 2 .
In this case, we have d(J) ≥ 2 −α D 0 by a discussion similar to Case 2.
Combining the above discussion completes the proof. ✷ For convenience, denote all (k 0 + 1)-th generation islands in increasing order by
Proof. Since d min < 2 −α min{D 0 , D 1 }, by the blow-up principle Lemma 4.1 and Lemma 4.14, we only need to consider intervals with lengths greater than min{β (1) Either a 0 ∈ {b i : 1 ≤ i ≤ l k 0 +1 − 1} or a 0 is contained in one lake; (2) Either b 0 ∈ {a i : 2 ≤ i ≤ l k 0 +1 } or b 0 is contained in one lake. For simplicity we only prove (1). The statement (2) will follow by a similar argument. Assume that (1) is not true. Then there exists a 1
In the following we will lead to a contradiction. We first claim (a By the statement (1) and (2), we have 
Therefore we complete the proof of Lemma 4.15. ✷ Theorem 4.16.
where k is the smallest number such that β
where k ′ is the smallest number such that β
where 
Examples on computing measures
In this subsection we will show how to compute the Hausdorff and packing measures of K, using the above theory. Let's look at the examples in Section 2 again. . By Theorem 4.9, we need to find a smallest integer k such that Noticing that β case Assumption B is naturally satisfied. We can still obtain measure results following the idea of Section 4.
To illustrate this, we assume that ρ 1 and ρ m are both positive since otherwise we can replace the IFS with its iterated square, i.e., all compositions S i S j . Similar to Example 5. How about self-similar sets in higher dimensional Euclidean spaces? As mentioned earlier, with suitable modifications if necessary, the results in Section 3 may be generalized to self-similar sets in higher dimensional Euclidean spaces. How about measure results in Section 4? Our answer is: almost all the obvious generalizations of our results are false.
It is clear that the blow-up principles continue to hold. So we can also focus attention to sets not contained entirely in some (k 0 + 1)-generation island, where k 0 is also the smallest non-negative integer such that none of the islands in F k 0 +1 is of a new overlap type. For the maximal density d max , since any set can be replaced by its convex hull without decreasing the density, it is reasonable to limit any searching algorithm to convex sets. However, it does not follow that the maximal density among F k sets is achieved by a convex set, since the convex hull of a set in F k may not belong to F k . To illustrate this, in [1] Ayer & Strichartz consider a concrete example, i.e, the usual Sierpinski gasket in plane. We omit it here. For the minimal centered density d min , one obvious obstacle is that almost all lemmas concerning d min require α < 1. Moreover, even if we were to limit attention to self-similar sets of dimension α < 1, it is unlikely that the same results would hold. In fact, we would have to confront how to describe D 0 and D 1 and how to overcome the difficulty of the calculation of densities of higher dimensional sets. (It seems uncontrollable.)
