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Available online 19 March 2020AbstractThe design and construction of underground structures are significantly affected by the distribution of geological formations. Predic-
tion of the geological interfaces using limited data has been a difficult task. A multivariate adaptive regression spline (MARS) method
capable of modeling nonlinearities automatically was used in this study to spatially predict the elevations of geological interfaces. Bore-
hole data from two sites in Singapore were used to evaluate the capability of the MARS method for predicting geological interfaces. By
comparing the predicted values with the borehole data, it is shown that the MARS method has a mean of root mean square error of
4.4 m for the predicted elevations of the Kallang Formation–Old Alluvium interface. In addition, the MARS method is able to produce
reasonable prediction intervals in the sense that the percentage of testing data covered by 95% prediction intervals was close to the asso-
ciated confidence level, 95%. More importantly, the prediction interval evaluated by the MARS method had a non-constant width that
appropriately reflected the data density and geological complexity.
Keywords: Geological interface; Rockhead; Multivariate adaptive regression spline; Spatial prediction1 Introduction
Geological uncertainty plays a crucial role in geotechni-
cal engineering because rational geotechnical design
requires a reliable soil profile, geologic profile, or location
of rockhead. Increasing efforts have been devoted to pre-
dicting the boundaries of soil layers (e.g., Cao & Wang,
2012; Ching, Wang, Juang, & Ku, 2015), the distribution
of soil layers (e.g., Qi, Li, Phoon, Cao, & Tang, 2016; Li,
Qi, Cao, Tang, Phoon, & Zhou, 2016; Deng, Li, Qi, Cao,
& Phoon, 2017; Wang, Wang, Liang, Zhu, & Di, 2018;
Li, Cai, Li, & Zhang, 2019), and the interface of different
geological formations or the interface of soil and rock
(e.g., Dasaka & Zhang, 2012; Priya & Dodagoudar, 2015;
Wang, Wellmann, Li, Wang, & Liang, 2017). The predic-
tion should provide a mean value and a standard deviationhttps://doi.org/10.1016/j.undsp.2020.02.006
2467-9674/ 2020 Tongji University. Publishing services by Elsevier B.V. on b
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Kiefer_CHIAM@bca.gov.sg (K. Chiam).or a standard error of the predicted value for an unknown
parameter as the latter is an important index reflecting the
confidence level of prediction.
A well-known challenge of the spatial prediction prob-
lem is limited data. The problem is quite severe for the
interpolation of rockhead or interface of geological forma-
tions as one drilled borehole or subsurface sounding pro-
vides at most one measurement for a specific geological
interface. As a result, geostatistical methods such as the
kriging, the conditional random field method (e.g., Qi &
Liu, 2019), and the multiple-point geostatistics may not
be effective because the available data are not sufficient
for spatial variability characterizations. The coupled Mar-
kov chain method has been demonstrated by Qi, Li,
Phoon, Cao, & Tang (2016) and Li, Cai, Li, & Zhang
(2019) to perform well when limited data are available.
However, it can only be applied to cases where different soil
or geological layers are embedded into each other and the
soil or geological layer sequence possesses a Markovian
property. The Markov random field method (e.g., Wang,
Wellmann, Li, Wang, & Liang, 2017) is able to modelehalf of KeAi Communications Co. Ltd.
ommons.org/licenses/by-nc-nd/4.0/).
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the geological and geotechnical uncertainty. However, the
model specifications of the Markov random field method
are not clear as described by Mariethoz and Caers
(2014). Recently, Wang and Zhao (2016, 2017), Wang,
Akeju, & Zhao (2017), Zhao, Hu, & Wang (2018), Zhao,
Montoya-Noguera, Phoon, & Wang (2018) developed a
Bayesian compressive sampling method that treated
geotechnical data as samples of a signal. By approximating
the signal with a weighted sum of some basis functions such
as cosine functions, the spatial interpolation task was
transformed into a task of determining the suitable weights
of the basis functions. This method was shown by Wang,
Akeju, & Zhao (2017) to have a higher accuracy than other
well-known spatial interpolation methods such as cubic
spline, polynomial regression, and the ordinary kriging
method. One potential problem of the Bayesian compres-
sive sampling method is that the shape of the resulting sig-
nal or soil/geological profile depends highly on the adopted
basis functions, such as a wavy shape for cosine basis func-
tions. In addition, it does not deal with the issue of
heteroscedasticity. Therefore, it was not used in the estima-
tion of the surface of geological interfaces, for which the
shape is rather complex and chiefly dominated by geologi-
cal environments and major geological structures such as
faults and folds. In contrast, another spatial prediction
method, namely the spline regression method, automati-
cally captures the nonlinearities and complex trends of geo-
logical interfaces. Qi, Pan, Chiam, Lim, and Lau (2020)
illustrated that the one-dimensional spline regression
method performed well with limited one-dimensional rock-
head data. In addition, the method provided a reasonable
standard deviation of a prediction and differentiated zones
with different prediction uncertainties.
Therefore, this study continues to explore the capabili-
ties of the spline regression method in dealing with 2D geo-
logical data. A multivariate spline regression method called
multivariate adaptive regression spline (MARS) was used
to spatially predict the surface of geological interfaces.
The MARS method is different from the one-dimensional
spline regression tool used by Qi, Pan, Chiam, Lim, &
Lau (2020) that dealt only with one-dimensional problem.
The MARS method is well known for its ability to auto-
matically model nonlinearities and interactions among dif-
ferent factors (Friedman, 1991; Hastie, Tibshirani, &
Friedman, 2008). It has been applied to the geotechnical
engineering such as reliability analyses of geotechnical
structures (e.g., Zhang & Goh, 2017; Liu, Zhang, Cheng,
& Liang, 2019), lateral wall deflection estimation (e.g.,
Zhang, Zhang, & Goh, 2018, Zhang, Zhang, Wang,
Zhang, & Goh, 2019, Zhang, Zhang, Wu, Goh, Lacasse,
Liu, & Liu, 2019), rock-depth predictions (Samui, Kim,
& Viswanathan, 2015), and other geotechnical problems
(e.g., Zhang & Goh, 2013; Zhang et al., 2015, 2017; Goh,
Zhang, Zhang, Zhang, & Xiao, 2017). However, to the best
of our knowledge, few studies have considered prediction
uncertainties or fitting errors. In this study, borehole datafrom two sites in Singapore were used to illustrate the spa-
tial predictions. The two sets of borehole data reveal the
interface of the Kallang Formation (KF) and Old Allu-
vium (OA) (two deposit formations) and the rockhead of
Bukit Timah Granite (BTG) (an igneous rock formation),
respectively. The location of both types of interface is vital
information for construction work because both separate
relatively strong materials from relatively soft materials.
The performance of the MARS method was evaluated
using a cross-validation procedure.2 Method
The MARS method is a well-known nonparametric
regression technique. It can model nonlinear patterns with-
out knowing the exact form of nonlinearities prior to
model training. Since its advent in 1991 (Friedman,
1991), the method has been widely used in various areas
such as hydrology (e.g., Kisi & Parmar, 2016) and trans-
portation (e.g., Chang, 2017). It has also found wide appli-
cations in geotechnical engineering such as in slope stability
analyses by Samui (2012) and Wang, Wu, Gu, Liu, Mei, &
Zhang (2020), tunnel problems by Adoko, Jiao, Wu,
Wang, and Wang (2013), Goh, Zhang, Zhang, Xiao, and
Xiang (2018), and Zhang, Li, Wu, Li, Liu, & Liu (2020),
and pile drivability predictions by Zhang and Goh (2016)
and Zhang, Wu, Li, Wang, & Samui (2019).
The core of the MARS method is the spline, a continu-
ous piecewise polynomial function. The MARS model is
expressed by a weighted average of basis functions, Bi xð Þ,
given as
f xð Þ ¼
XN
i¼1ciBi xð Þ; ð1Þ
where N is the total number of terms in the function, ci is a
constant coefficient estimated by the least squares method,
and x is an independent parameter (also called a predictor,
such as a horizontal coordinate in the spatial prediction
problem investigated herein). The basis function is a series
of polynomial functions where the order is specified by the
user. For example, if a linear spline is used, the basis function
can only take the following three forms: (i) a constant 1, (ii) a
hinge function or (iii) a product of two or more hinge func-
tions for different predictors. A hinge function is given by
max x t; 0ð Þ or max t  x; 0ð Þ; ð2Þ
where max(·,·) denotes the maximum of two given values
and t is the knot, namely the location where two neighbor-
ing polynomial pieces meet. The MARS method can be
viewed as a generalization of the piecewise polynomial
regression. The basic idea of the MARS method is to cap-
ture the nonlinear relationship between predictors and
dependent parameters (also called responses) by determin-
ing suitable knots and basis functions. The MARS proce-
dure consists of two steps. In step 1, knots and basis
functions are gradually added to the current model to min-
imize fitting errors (e.g., the sum of squared errors). The
254 X. Qi et al. / Underground Space 6 (2021) 252–266knot is selected from a set of candidate knots assumed to be
located at the predictor values of observations. For exam-
ple, consider a case with No observations of the geological
interface and with two predictors for each observation,
namely the coordinates x and y. If all the observations have
different coordinates, the number of candidate knots is
equal to the number of observations  the number of pre-
dictors = 2  No. Suitable knots are gradually added to
the MARS model one by one, and in each round of knot
addition, the candidate knot that minimizes the fitting error
is considered to be the most suitable knot (see Hastie,
Tibshirani, & Friedman, 2008 for details). In step 2, the
basis functions (or terms in Eq. (1)) that do not contribute
significantly to prediction accuracy are removed. Step 2 is
known as ‘‘pruning” and is implemented because the model
obtained from step 1 includes many knots and fits well to
the training data but may not be well generalized to the
new data. To prune a model, the suitable number of terms
to be retained must be known. Two methods commonly
used to determine the optimal number of terms are the gen-
eralized cross-validation index (GCV) and k-fold cross-
validation. The GCV index is an estimator of the mean
squared error of predictions and considers the fitting capac-
ity and the complexity of candidate models (Friedman,
1991; Hastie, Tibshirani, & Friedman, 2008). k-fold cross-
validation is a process that randomly splits a dataset into
k groups or folds of approximately equal size and trainsFig. 1. The procedure of k-fold cross-validation for buildand validates the model by setting k  1 folds of data as
training data and the remaining one fold as validation data
(James, Witten, Hastie, & Tibshirani, 2013). In each round
of cross-validation, various numbers of terms are used, and
each number leads to a mean squared error for the valida-
tion data (e.g., MSE1,t is the mean squared error for t terms
when fold 1 is used for validation). This cross-validation is
repeated k times by sequentially setting one fold of data as
the validation data. The k rounds of cross-validation pro-
duce k mean squared errors for each number of terms
(e.g., t terms corresponding to MSE1,t, MSE2,t, ···, MSEk,
t). The optimal number of terms in the MARS model is that
producing the minimum average value of the k mean
squared errors. The procedure of the k-fold cross-
validation is plotted in Fig. 1. To further improve the
robustness of the model, the k-fold cross-validation is
repeated Ncross times, each of which performs a new split-
ting of the data (Milborrow, 2019a, 2019b). After the opti-
mal number of terms has been determined, the MARS
model is built using all the k folds of data and the optimal
number of terms. Details of the MARS method can be seen
in Friedman (1991), Hastie, Tibshirani, & Friedman (2008),
and Zhang and Goh (2016). The MARS method is incorpo-
rated in the software packages of ‘‘earth” in the R platform
and the ARESLab toolbox of MATLAB (downloadable at
http://www.cs.rtu.lv/jekabsons/regression.html). The main
difference between the two tools is that the former uses onlying the multivariate adaptive regression spline model.
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ties, while the latter uses linear and cubic splines but cannot
consider prediction uncertainty. In this study, the ‘‘earth”
package was used because prediction uncertainty is one of
the major concerns in the spatial predictions of geological
interface locations.
It is worth noting that the ‘‘earth” package in the R plat-
form contains variance models that can be used to evaluate
the prediction interval of a response. These variance mod-
els are not components of the MARS method but have
been developed independently by other researchers (e.g.,
Davidian & Carroll, 1987; Carroll & Ruppert, 1988;
Gałecki & Burzykowski, 2013). One notable feature of
these variance models is that heteroscedastic errors (or
residuals) can be considered, thereby leading to a non-
constant prediction interval. The basic principle of the vari-
ance model is to divide the variance of the prediction error
into two parts; namely, model variance and noise variance.
The former is a measure of how the model varies across
training samples (different training samples resulting in dif-
ferent knots and basis functions), while the noise variance
reflects how far the actual values of training samples devi-
ate from the fitted values (or the mean trend) in one regres-
sion. The model variance is evaluated by computing the
variance of predicted values for the validation data in
Ncross cross-validations (Milborrow, 2019a, 2019b), where
Ncross is the time of repetition of the k-fold cross-
validation. To be specific, the prediction interval is
obtained by the following procedure.
(i) Construct a regression model that relates the absolute
error of the MARS model (output) with the predic-
tors or the predicted value of the MARS model (in-
put). In this study, the predictors, namely the two
horizontal coordinates x and y, are considered to be
the input of the regression model. The output of the
regression model, namely the absolute error of the
MARS model, is the absolute error for a future pre-
diction. It is estimated from the raw residual of the




1 hþ V m; ð3Þwhere E2 is the squared prediction error, R2 is the
squared raw residual, and V m is the estimated model
variance at a point. The raw residual is the difference
between the observed value and fitted value for an
observation used for regression, and h is one point’s
leverage that is a measure of how far away the inde-
pendent value of an observation is from those of
other observations. An observation with a large
leverage has a large influence on the regression
(e.g., Milborrow, 2019b). The regression model can
take any linear or nonlinear form such as an expo-
nential function, or another spline function.(ii) Assuming normality, rescale the absolute error to an
estimated standard deviation, r̂ using (e.g.,
Milborrow, 2019b)
br ¼ 1:25 ljEj; ð4Þ
where ljEj is the mean of absolute error.
(iii) Convert the standard deviation to a prediction inter-
val, PI, for a given confidence level, 1  a, as
PI ¼ bl  za=2  br; ð5Þ
where l̂ is the predicted mean value, za/2 is the quan-
tile associated with a cumulative probability 1  a/2.
For example, as a = 0.05, the prediction interval
associated with a 95% confidence level is
l̂ ± 1.96  r̂. Herein, the underlying assumption
was that the considered parameter had a normal dis-
tribution. More information about the variance
model can be found in the manual of the ‘‘earth”
package or Milborrow (2019a, 2019b).
3 Borehole data
The borehole data collected from two sites in Singapore
were used to illustrate the application of the MARS
method. The first site was at Upper Changi Road, Tam-
pines, and the second at Canberra Link, Sembawang, Sin-
gapore. The geological profiles of the cross-sections at the
two sites are shown in Figs. 2(a) and (b), respectively.
The geological profiles were extracted from a 3D geological
model constructed by geologists using Subsurface Viewer, a
3D geological modeling software developed by the British
Geological Survey (e.g., Aswar & Ullagaddi, 2017; Burke,
Ford, Hughes, Thorpe, & Lee, 2017). As shown, the two
sites mainly involved KF, OA, and BTG. OA and KF
are deposit formations with ages from probably Plio-
Pleistocene and late Pleistocene to present, respectively
(Pitts, 1984; Sharma, Chu, & Zhao, 1999). The former con-
sists mainly of dense and cemented muddy sand or gravel
with lenses of silt and/or clay, while the latter is composed
of sediments with marine, alluvial, littoral, and estuarine
origins (Pitts, 1984). The OA generally has good geotechni-
cal properties and is one of the major sources of sand used
for construction (Sharma, Chu, & Zhao, 1999). On the
contrary, the KF is made up of soft or weak sediments
and represents a problematic construction material. The
BTG is an igneous rock formation developed from the
early to middle Triassic period. It underlies approximately
one-third of Singapore Island and is recognized as the base
rock of Singapore. The top section of the BTG rock has
been completely weathered into soil because of the inten-
sive weathering in tropical Singapore. For tunneling con-
structions, engineers need to know the interface between
the KF and the OA for site 1 or the interface between
the soil and rock or the so-called rockhead position in
(a) Geological profile of a cross-section at site 1
(b) Geological profile of a cross-section at site 2














KF on top of BTG (different colors represent different members of KF)
BTG with weathering grade I - III
BTG with weathering grade IV - VI
0                                                                                                                           620x (m)
Fig. 2. Geological profiles of cross-sections at two sites and plan view of boreholes.
256 X. Qi et al. / Underground Space 6 (2021) 252–266the BTG for site 2. Numerous factors make the rockhead
location highly variable within a short distance. The weath-
ering of BTG in Singapore involves mainly chemical
decomposition, which is a complex process affected by a
variety of factors including climate, topography, hydrolog-
ical conditions, biological systems, rock mass discontinu-
ities, rock composition and permeability (Zhao, Broms,
Zhou, & Choa, 1994). In addition, the KF–OA interface
is affected by variations of river channels and sea level,
the topography of the local area, and also has a large vari-
ability in underground space. It is a challenging task to pre-
dict the KF–OA interface location and the rockhead
location in areas between boreholes.In the engineering practice of Singapore, rockhead is
normally viewed to be the interface of the three high weath-
ering grades including moderately weathered, slightly
weathered, and fresh, and the three low weathering grades
including residual soil, completely weathered rock, and
highly weathered rock (e.g., Shirlaw, Hencher, & Zhao,
2000). Rock masses with the former three weathering
grades are considered to be rock while those with the latter
three grades are considered to be soil. The weathering
grade of rock mass in Singapore is determined according
to a British code (British Standard Committee, 1999). In
a few cases, a thin layer (e.g., thickness <2 m) described
as moderately weathered rock, slightly weathered rock, or
X. Qi et al. / Underground Space 6 (2021) 252–266 257fresh rock overlies one of the three types of soil layers. This
thin layer is likely to be a boulder and was not considered
to be a rock layer in this study. In addition, the weathering
grade information of the BTG and interface information of
the KF–OA were read directly from borehole logs in site
investigation reports.
The plan views of boreholes at the two sites are shown in
Figs. 2(c) and (d). In both figures, borehole markers in
dark blue denote relatively high elevations of the KF–OA
interface or BTG rockhead, while those in light blue denote
relatively low elevations. As shown, 154 and 135 boreholes
were distributed in an area of 1200 m  400 m and
550 m  350 m, respectively. The elevation of the KF–OA
interface ranged from 27.0 m to 1.4 m, while the eleva-
tion of the BTG rockhead ranged from 50.8 m to 3.6 m.
In this study, the elevation was the height relative to the
Singapore Height Datum, namely the mean sea level deter-
mined by the tide gauge at Victoria Dock from 1935 to
1937. The elevation rather than depth of the geological
interface was used because the ground surface is not flat
and the depth value is affected by excavation activities
while the elevation is not. The elevations of the geological
interfaces are summarized in Tables A1 and A2 in the
appendix. The mean and standard deviation of the KF–
OA interface elevation were 17.7 m and 4.6 m, respec-
tively, while the mean and standard deviation of the
BTG rockhead elevation was 18.5 m and 11.6 m, respec-
tively. The rockhead elevation had a significantly larger
variability than that of the KF–OA interface elevation.
This phenomenon is expected since the BTG has experi-
enced more geological events (volcanic activity and fault-
ing) than the other two formations. For example, Woon
and Zhou (2009) stated that little faulting occurred during
the main deposition period of the OA.
4 Spatial prediction of geological interface elevations
A spatial prediction of the KF–OA interface elevation
and BTG rockhead elevation was conducted using the
MARS method. The prediction accuracy was evaluated
by a cross-validation procedure. Note that the cross-
validation mentioned herein was different from the k-fold
cross-validation introduced in Section 2. The k-fold
cross-validation was used to build the MARS model,
while the cross-validation mentioned herein was used to
evaluate the performance of the built model. In the
cross-validation of this section, a certain percentage of
borehole data were withheld as testing data (the term
‘‘testing data” is used to differentiate from the term ‘‘val-
idation data” appearing in the k-fold cross-validations),
while the remaining data were viewed as training data.
The training data were further divided into k folds in
k-fold cross-validations to construct the MARS model.
The one-fold validation data were used to prune the
MARS model (i.e., determine the optimal number of
terms), while the testing data were used to assess the pre-
diction accuracy of the built model.4.1 KF–OA interface
4.1.1 Predicted KF–OA surface using all data
The surfaces of the KF–OA interface were predicted
using all the data to gain an understanding of the general
trend of the KF–OA interface in the investigated area.
For the MARS method, the pruning method was set as a
10-fold cross-validation rather than the GCV method
because the latter cannot provide any information involv-
ing the model variance used to derive the prediction inter-
vals. The 10-fold cross-validation was repeated 200 times to
obtain a robust model. The repetition number of the 10-
fold cross-validation was set as 200 to ensure a steady opti-
mal number of terms in the MARS model when different
repetition numbers were used. The variance model was
set as ‘‘x.lm”, which means the standard deviation of the
prediction was a linear function of the predictors (coordi-
nates x and y). The cross-validations cost less than 5 min-
utes on a desktop computer with 16-GB random-access
memory and two Intel Core i7 CPUs clocked at 3.4 GHz.
The resulting functions for the mean trend of the KF–
OA interface, f(x, y) and the standard deviation of predic-
tion are given by
f x; yð Þ ¼ 19:3þ 1:20 103  max 0; 934:13 xð Þ
þ 1:75 102  max 0; x 934:13ð Þ
 2:53 102  max 0; 262:54 yð Þ
þ 3:71 102  max 0; y  262:54ð Þ
þ 1:09 104 max 0; 619:17 xð Þ
 max 0; 262:54 yð Þ þ 2:82 105
max 0; x 619:17ð Þ
 max 0; 262:54 yð Þ ð6aÞ
Standard deviation of prediction
¼ 5:27 5:50 104  x 3:29 103  y ð6bÞ
As shown in Eq. (6a), the MARS model contained three
knots located at x = 619.17 m, x = 934.13 m, and
y = 262.54 m. The standard deviation of the prediction lin-
early decreased with an increase in x and y, perhaps
because the right-hand side of the region had slightly den-
ser boreholes than the left-hand side, and the upper side
had slightly denser boreholes than the lower side. Based
on these functions, the regressed value of the KF–OA inter-
face elevation at the borehole sites, the predicted surface of
the KF–OA interface, and the 95% prediction intervals of
the KF–OA interface elevation for the cross-section of
y = 200 m are plotted in Figs. 3(a), (b), and (c), respec-
tively. In Fig. 3(c), the 95% prediction interval was evalu-
ated as the interval with upper and lower limits set to be
the mean value ±1.96 times the prediction standard devia-
tion. The 95% prediction interval of the geological interface
elevation was evaluated by assuming the geological inter-
face elevation was a normally distributed random variable
(a) Measured and fitted values of the KF–OA 
interface elevation
(b) Surface of the KF–OA interface predicted by MARS 
method
(c) Predicted KF–OA interface elevation for y = 200 m
Fig. 3. KF–OA interface elevation predicted by multivariate adaptive regression spline method.
258 X. Qi et al. / Underground Space 6 (2021) 252–266for which the 2.5% and 97.5% quantiles were the mean
value ± 1.96 times the standard deviations. For compar-
ison, the predicted curve of geologists in Fig. 2(a) is also
plotted in Fig. 3(c) as a dotted line. As shown in Fig. 3
(a), the root mean square deviation (RMSD) of the fitting






i¼1 Ei  bEf ;i 2
s
; ð7aÞ
where Nf is the number of points used for the curve fitting,
Ei is the observed value of the geological interface elevation
for the ith borehole, Êf ;i is the fitted value of the geological
interface elevation for the ith borehole. In Fig. 3(a), the
points with relatively large residuals were caused by erratic
geological conditions such as a borehole revealing a high
KF–OA interface surrounded by several boreholes reveal-
ing a relatively low interface (e.g., the borehole located at(x, y) = (114 m, 82 m), see Fig. 2(c)). As for the trend of
the KF–OA interface, one can clearly see from Fig. 3(b)
that the lower-left corner and right-hand side of the inves-
tigated area had higher KF–OA interfaces than the other
zones. In addition, the curve of the KF–OA interface pre-
dicted from the MARS method (solid line in Fig. 3(c)) was
more accurate than that of the geologists (see the dotted
line in Fig. 3(c)). As shown in Fig. 3(c), the KF–OA inter-
face curve predicted by geologists was much farther from
the KF–OA interface revealed by boreholes than that pre-
dicted by the MARS method.4.1.2 Consistency of the MARS method
To evaluate the consistency of theMARSmethod, differ-
ent percentages of borehole data were withdrawn from the
original 154 data points and used for the spatial predictions
of the KF–OA interfaces. The data used for the spatial pre-
X. Qi et al. / Underground Space 6 (2021) 252–266 259diction of the KF–OA interface are referred to as training
data, and the remainder as testing data. The withdrawn data
are shown in Figs. 4(a)–(c). Forty percent of the data were
randomly drawn as training data in Fig. 4(a). The training
data in Fig. 4(b) contained the training data in Fig. 4(a)
and another randomly drawn 20% data, while the training
data in Fig. 4(c) contained the training data in Fig. 4(b)
and an additional randomly drawn 20% data. The predicted
surfaces of the KF–OA interface for the training data in
Figs. 4(a)–(c) are plotted in Figs. 4(d)–(f), respectively. As
shown in Figs. 4(d)–(f) andFig. 3(b), when the borehole data
were added to the training group and used for spatial predic-
tions, the predicted surface gradually converged to the final
surface. In particular, the predicted surface for 80% data
was very similar to that for all the data. Furthermore, the
predicted KF–OA interfaces along the line y = 200 m pro-
duced from the training data in Figs. 4(a)–(c) are plotted in
Figs. 4(g)–(i), respectively. As shown in Figs. 4(g)–(i) and
Fig. 3(c), the average width of the 95% prediction interval
of the KF–OA interface elevation gradually decreased as
training data were added. The two cases with 80% and
100% data had very similar KF–OA interface curves and(a) Plan view of borehole data (40% used for prediction) 
(c) Plan view of borehole data (80% used for prediction) 
Fig. 4. Predicted KF–OA interface elevatimean widths of 95% prediction intervals (see Fig. 4(i) and
Fig. 3(c)), indicating that 123 data points (80%  154) may
be sufficient to spatially predict the KF–OA interface eleva-
tion in this area. In engineering practices, this criterion can
be used to determine whether additional boreholes need to
be drilled to further reduce the uncertainty of geological
interface elevations.
4.1.3 Prediction accuracy of the MARS method
The prediction accuracy of the MARS method was eval-
uated through a cross-validation method. One hundred
cross-validations were performed. 70% of the data were ran-
domly drawn in each trial as training data, and the remaining
30% was used as testing data. The accuracy was denoted by
two indexes, namely, root mean square error, RMSE, and


















; ð7cÞ(b) Plan view of borehole data (60% used for prediction) 
(d) Predicted surface of KF–OA interface (40% data)
on using different percentages of data.
(e) Predicted surface of KF–OA interface (60% data) (f) Predicted surface of KF–OA interface (80% data)
(g) Prediction along y = 200 m (40% data)  (h) Prediction along y = 200 m (60% data)
(i) Prediction along y = 200 m (80% data)
Fig 4. (continued)
260 X. Qi et al. / Underground Space 6 (2021) 252–266where N p is the number of points in the testing group, Ei
is the observed value of the geological interface elevation
for the ith testing borehole, Êi is the predicted value of
the geological interface elevation for the ith testing bore-
hole, and Di is the depth of the geological interface at
the ith testing borehole. Depth rather than elevation
was used in the denominator of Eq. (7c) because some-
times the observed elevation of the geological interface
is close to zero. The prediction accuracies for the KF–OA interface elevation are summarized in Table 1. For
brevity, Table 1 lists only the results for 30 experiments.
The coverage percentages of the 95% prediction intervals
for the MARS method are also summarized in Table 1
because the MARS method can quantify the uncertainty
of predictions and provide a prediction interval. The cov-
erage percentage is the percentage of observed values of
the KF–OA interface elevation for the testing boreholes
covered by the prediction interval. For illustration pur-
Table 1
Prediction accuracies of spatial prediction of KF–OA interface elevation.
Experiment RMSE (m) RMSRE CP (%)
1 5.17 0.61 98
2 4.25 0.19 93
3 3.99 0.17 93
4 4.75 0.20 96
5 5.47 0.59 93
6 5.33 0.61 91
7 4.60 0.50 93
8 4.50 0.21 96
9 4.13 0.24 93
10 4.82 0.55 89
11 3.51 0.20 98
12 4.43 0.23 100
13 4.87 0.23 89
14 4.39 0.40 96
15 4.90 0.56 96
16 4.55 0.23 93
17 4.43 0.46 96
18 4.50 0.46 91
19 3.95 0.20 98
20 4.46 0.21 93
21 3.94 0.43 98
22 3.57 0.17 100
23 4.30 0.21 98
24 3.75 0.19 98
25 4.51 0.40 91
26 4.25 0.20 98
27 5.02 0.56 96
28 3.39 0.18 100
29 4.54 0.47 98
30 4.07 0.20 96
Average 4.40 0.32 95
Note: the last row summarizes the average value for 100 experiments. For
brevity, the table only lists the results for 30 experiments.
X. Qi et al. / Underground Space 6 (2021) 252–266 261poses, Figure 5 plots the spatial prediction of the KF–
OA interface for Experiment 3 in Table 1, including a
plan view of training and testing data, the predicted sur-
face of the KF–OA interface, and the predictions along
two cross-sections with y = 100 m and 200 m. The fol-
lowing phenomena are observed in Fig. 5 and Table 1.
(1) The prediction surface of the KF–OA interface of
Experiment 3 as shown in Fig. 5(b) generally cap-
tured the spatial trend of the interface. As shown in
Fig. 5(b) and Fig. 3(b), both surfaces (predicted from
70% data and 100% data, respectively) show that the
lower-left and right-hand sections of the area had
higher KF–OA interfaces than the other sections. In
addition, the lowest KF–OA interface was located
around (x, y) = (800 m, 0 m).
(2) The 95% prediction intervals of the KF–OA interface
elevation along the two cross-sections y = 100 and
200 m cover the actual values of elevations for the
testing data located around the cross-sections (see
Figs. 5(c) and (d)). In addition, the prediction inter-
vals had widths consistent with the data density. As
shown in Fig. 5(a), the right-hand side of the area,
in particular the zone of 1100 m < x < 1200 m, was
occupied by training data denser than the left-handside. In addition, the upper side of the area (i.e.,
y > 200 m) also had denser training data than the
lower side (i.e., y < 200 m). Correspondingly, the
width of the prediction interval decreased with an
increase in the value of x for both cross-sections,
and the cross-section of y = 100 m had a wider pre-
diction interval than the cross-section of y = 200 m.
(3) Since the 95% prediction intervals of the KF–OA
interface elevation for both cross-sections covered
the actual value of the testing data, one possible con-
cern of readers is whether the prediction interval was
too wide or whether the uncertainty of the KF–OA
interface elevation in unexplored locations was over-
estimated. The answer is no as for the considered
case, 2 out of 46 testing points cannot be covered
by 95% prediction intervals. The coverage percentage
(1–2/46 = 95.6%) is generally consistent with the con-
fidence level of the prediction interval, 95%. More-
over, the other experiments in Table 1 exhibited
similar coverage percentages. As shown in the last
row of Table 1, the average value of the coverage
for the investigated 100 experiments was the same
as that of the confidence level, 95%. This consistency
indicates that the MARS method produced a predic-
tion interval that neither overestimated nor underes-
timated the uncertainty of the geological interface
elevations in unexplored areas.
(4) The mean RMSE of the 100 experiments was only
4.4 m, indicating that the spatial prediction of the
KF–OA interface elevation in the investigated area
had a relatively low prediction error.
4.2 BTG rockhead
A spatial prediction of the BTG rockhead elevation was
performed using the MARS method. Figure 6 plots the
predicted rockhead surface and the prediction along the
cross-section of y = 150 m. As shown in Fig. 6(b), the
95% prediction interval of the rockhead elevation was
wider in the central and right-hand side than in the other
sections. The reason is that the central section had an erra-
tic geological condition and the right-hand side had sparser
data than the other sections (see Fig. 2(d)). As shown in
Fig. 2(d), the area around (x, y) = (300 m, 150 m) was
occupied by several boreholes revealing significantly lower
rockhead than the surrounding boreholes. Hence, the pre-
diction interval of the MARS method reflected well the
geological regularity and data density.
Fifty cross-validations were performed to evaluate the
prediction accuracy of the MARS method. In each round,
70% of the training data were randomly drawn for training,
and the remaining 30% were used for testing. The RMSE
and RMSRE of the cross-validations for the BTG rock-
head are summarized in Table 2. For brevity, only the
results for 30 cross-validations are listed. As shown in
Table 2, the mean RMSE for the 50 experiments was as
(a) Plan view of boreholes                    (b) Predicted surface of KF–OA interface
(c) Prediction along y = 200 m                                 (d) Prediction along y = 100 m
Fig. 5. Cross-validation case of KF–OA interface (Experiment 3 in Table 1).
(a) Predicted surface of rockhead (b) Prediction along y = 150 m
Fig. 6. BTG rockhead elevation predicted by the multivariate adaptive regression spline method.
262 X. Qi et al. / Underground Space 6 (2021) 252–266high as 9.2 m, which was higher than that of the KF–OA
interface elevation investigated in Section 4.1. This result
was expected because the rockhead elevation had a larger
variability than that of the KF–OA interface as discussed
in Section 3. Moreover, the average coverage percentageof the prediction intervals for the BTG rockhead elevation
was 98%, which is close to the confidence level, 95%. This
result further indicates that the MARS method provided a
reasonable prediction interval.
Table 2
Prediction accuracies of spatial prediction of rockhead elevation.
Experiment RMSE (m) RMSRE CP (%)
1 8.24 0.89 98
2 10.13 2.38 100
3 10.72 0.49 92
4 7.62 0.83 100
5 9.30 2.00 98
6 7.98 1.65 100
7 9.30 1.72 98
8 9.30 2.22 98
9 9.36 1.27 98
10 10.13 1.38 95
11 8.51 0.50 98
12 10.22 0.35 98
13 9.39 1.08 100
14 10.30 0.80 92
15 7.65 0.71 100
16 8.84 1.68 100
17 9.49 1.85 100
18 11.48 1.33 95
19 10.83 2.04 95
20 10.28 1.11 95
21 9.39 2.71 95
22 8.99 0.72 100
23 9.29 2.43 98
24 9.19 1.72 100
25 9.11 1.37 100
26 6.07 1.25 100
27 8.74 2.31 100
28 8.52 0.77 100
29 9.38 1.20 95
30 8.24 1.64 98
Average 9.22 1.47 98
Note: the last row summarizes the average value for 50 experiments. For
brevity, the table only lists the results for 30 experiments.
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This study presented a multivariate adaptive regression
spline (MARS) method to predict the elevations of geolog-
ical interfaces based on limited borehole data. Borehole
data from two sites in Singapore were used to evaluate
the performance of the MARS method. The interfaces
between the Kallang Formation (KF) and the Old Allu-
vium (OA) for the first site and the rockhead of the Bukit
Timah Granite (BTG) for the second site were determined.
The prediction accuracy of the MARS method was evalu-
ated by a cross-validation procedure. By comparing the
predicted surface of the geological interfaces with the bore-Table A1
Borehole data used for spatial predictions of Kallang Formation–Old Alluviu
x (m) y (m) Ele (m) x (m) y (m) Ele (m)
47.32 86.46 12.07 273.52 149.04 23.88
0.00 202.24 13.41 142.94 371.57 13.39
1.67 218.44 14.46 188.73 314.86 15.68
3.43 237.66 21.41 230.73 262.54 22.49
114.19 81.57 1.42 181.06 351.78 12.30
5.42 264.16 16.82 206.01 338.65 15.24
22.25 245.16 17.43 290.83 204.92 14.58
83.59 147.82 12.09 371.51 76.59 12.70hole data used for testing, it was found that the MARS
method produced a reasonable prediction error (mean of
root mean square error = 4.4 m) for the predicted eleva-
tions of the KF–OA interface. For the BTG rockhead ele-
vation, the prediction error was higher than that of the first
site because of the large variability of rockhead and the
insufficient amount of data. The MARS method seems to
have provided a reasonable prediction interval in the sense
that the percentage of testing data covered by the 95% pre-
diction interval was close to the confidence level, 95%.
More importantly, the width of the prediction interval
was consistent with the data density and geological com-
plexity. In other words, the prediction interval was rela-
tively wide at locations with sparse data and erratic
geological conditions. It should be noted that for the con-
sidered prediction problem, the predicted surface of the
geological interface was a surface representing the mean
trend of the geological interfaces and did not run through
all the known points of the geological interfaces.Declaration of Competing Interest
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Appendix A
The coordinates (x, y) and elevation (Ele) of the KF–OA
interface and BTG rockhead used in this study are summa-
rized in Tables A1 and A2, respectively.m interface.
x (m) y (m) Ele (m) x (m) y (m) Ele (m)
613.68 198.56 22.68 903.21 385.26 10.45
694.70 80.41 25.14 1128.29 20.38 17.37
613.18 246.01 20.22 1118.58 48.81 20.15
694.34 148.03 24.41 932.17 368.23 18.96
741.83 99.77 25.82 1013.19 249.01 21.66
612.26 325.97 14.02 1114.63 81.21 23.23
772.78 73.92 16.58 1088.57 130.25 16.01
693.05 246.64 12.99 1135.64 55.91 17.36
(continued on next page)
Table A2
Borehole data used for spatial predictions of Bukit Timah granite rockhead.
x (m) y (m) Ele (m) x (m) y (m) Ele (m) x (m) y (m) Ele (m) x (m) y (m) Ele (m)
12.64 332.04 20.54 197.26 342.77 27.82 318.34 328.43 15.28 502.98 351.20 17.22
51.89 345.53 20.67 72.05 113.97 7.50 207.92 125.23 17.70 472.34 292.49 8.70
44.30 321.94 18.27 76.83 122.13 1.25 166.65 48.80 36.71 467.12 274.44 18.16
42.49 294.36 15.71 89.07 135.92 7.88 201.73 101.37 26.39 496.71 286.30 31.79
79.67 348.69 22.69 66.99 93.77 2.86 251.47 180.80 6.41 386.77 84.93 20.40
72.68 327.43 16.39 178.69 293.49 21.21 342.93 344.96 14.59 475.54 242.67 13.40
17.57 212.10 23.16 66.24 84.54 2.52 314.20 289.21 29.73 445.62 172.34 31.76
49.58 261.27 27.25 77.99 97.46 3.56 298.83 259.89 28.74 505.88 271.33 23.10
0.00 156.80 14.74 66.14 72.01 1.68 197.19 32.66 50.83 433.00 139.32 11.88
113.38 349.11 25.70 226.98 354.59 25.30 227.03 77.87 35.40 356.31 0.00 25.77
100.81 324.14 24.48 98.19 115.17 10.00 256.75 127.75 22.94 522.16 295.70 19.08
94.29 295.06 18.60 222.25 334.84 21.29 282.08 165.72 49.54 557.22 349.23 18.80
25.93 145.83 15.11 180.84 258.39 9.78 220.82 48.85 44.19 470.10 189.63 16.26
37.69 158.75 6.84 130.25 166.81 10.22 304.36 178.25 46.24 405.03 62.20 15.58
132.10 321.75 26.27 132.43 153.76 16.47 266.30 83.35 45.21 478.75 192.84 21.40
49.44 171.66 4.37 78.97 47.73 2.40 296.48 133.57 43.62 505.85 230.56 13.24
38.46 145.73 12.11 176.48 221.20 2.40 347.47 224.83 29.00 436.20 89.49 21.88
3.89 81.43 12.58 133.22 127.59 12.48 329.65 181.86 12.40 459.42 129.22 28.93
62.07 184.10 5.60 262.12 356.49 20.23 384.76 273.13 11.60 525.37 245.87 9.05
150.05 339.10 29.17 162.78 174.16 19.74 375.40 235.38 21.38 412.31 23.84 17.80
62.45 172.44 5.07 133.45 116.98 6.99 429.13 323.50 26.15 448.74 89.40 19.30
110.02 256.78 28.28 217.73 258.03 14.76 413.30 277.01 18.59 506.04 171.96 33.12
69.74 161.60 1.00 179.69 171.37 3.40 332.86 132.04 21.40 490.98 134.56 28.09
158.30 317.28 22.28 183.73 178.39 6.22 320.60 109.56 36.05 440.28 39.18 15.18
86.74 185.26 12.40 264.34 301.75 11.03 422.02 288.41 10.58 454.07 57.83 23.55
52.16 120.96 2.55 296.01 357.19 19.26 283.40 36.57 32.71 443.39 18.01 24.47
(continued on next page)
Appendix A1 (continued)
x (m) y (m) Ele (m) x (m) y (m) Ele (m) x (m) y (m) Ele (m) x (m) y (m) Ele (m)
22.84 262.52 14.45 333.65 163.78 22.77 773.93 127.14 25.90 1157.50 28.25 19.52
153.10 78.95 10.58 248.11 311.45 17.37 820.95 90.43 19.73 990.15 312.25 11.67
23.79 308.95 18.82 293.14 243.30 14.15 835.85 66.36 22.64 1127.80 85.23 17.27
211.39 0.77 23.46 247.62 339.82 10.27 773.33 207.08 13.69 1140.02 67.57 17.41
59.43 258.56 18.08 344.16 215.15 15.29 686.43 355.50 15.38 1080.85 173.64 12.39
48.94 279.62 18.36 291.64 326.47 16.00 854.17 87.86 26.97 1122.86 108.68 23.33
145.77 122.12 12.01 339.23 248.15 25.21 895.00 59.99 26.00 1128.89 133.57 17.19
60.27 276.02 18.20 373.53 200.27 20.32 772.77 287.27 15.37 1012.37 328.75 15.70
64.91 268.52 16.19 435.44 100.57 15.95 855.59 171.99 23.70 1086.22 210.53 15.66
59.73 287.09 18.20 493.96 10.54 26.37 897.32 106.43 21.12 1138.96 125.02 17.09
136.55 160.86 23.90 425.29 129.72 18.86 934.66 48.33 25.93 1147.81 111.52 17.37
35.77 338.59 13.20 413.88 164.34 19.29 828.93 239.32 21.89 1132.30 154.21 17.14
206.60 56.96 19.20 332.66 307.96 13.48 940.11 76.22 16.07 1005.84 365.50 15.78
89.96 251.58 17.99 378.20 255.38 17.20 772.27 367.28 16.69 1153.63 128.72 20.48
43.05 345.37 18.90 539.71 15.57 16.81 868.86 221.20 23.65 1136.68 175.72 20.15
251.65 0.00 13.65 408.68 242.38 20.62 934.13 128.22 15.75 1146.27 170.60 13.04
88.29 290.05 24.02 449.96 195.35 19.94 977.16 64.28 19.51 1091.75 289.37 18.76
84.21 300.40 15.06 372.43 339.35 22.59 1005.54 17.87 26.15 1154.79 195.01 17.12
39.13 378.23 18.91 414.69 307.30 17.19 896.96 258.93 25.34 1162.48 228.76 14.17
42.20 386.48 15.95 453.20 244.80 19.47 867.71 308.71 14.52 1084.73 364.83 12.10
235.10 83.37 12.48 569.73 55.21 26.87 843.67 355.19 9.25 1165.93 245.44 11.18
114.63 284.58 15.03 502.19 168.20 22.67 940.30 199.84 24.36 1157.55 268.97 14.04
177.51 200.79 20.24 452.87 284.81 17.72 1048.19 22.52 20.33 1169.12 265.65 14.11
156.54 237.36 17.68 493.14 245.10 13.18 1015.04 80.76 20.15 1177.17 297.87 12.79
178.04 201.97 20.38 551.77 147.60 16.78 1054.41 57.65 19.36 1187.70 285.22 13.42
117.42 308.99 17.95 552.76 147.57 16.34 932.82 288.56 22.29 1184.61 349.89 13.50
163.80 282.55 13.97 533.44 201.27 22.09 1013.35 169.31 11.90 1188.83 345.73 14.16
213.21 202.83 20.61 619.17 59.76 23.48 965.99 255.36 25.52 1188.97 383.81 10.93
121.08 367.19 14.94 452.39 344.02 7.38 1103.68 27.75 17.38 1212.63 390.58 10.37
292.91 97.22 12.65 532.73 285.30 14.11 929.40 328.65 25.38
262.76 163.46 21.68 658.95 91.06 24.69 1114.60 31.09 14.93
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Appendix A2 (continued)
x (m) y (m) Ele (m) x (m) y (m) Ele (m) x (m) y (m) Ele (m) x (m) y (m) Ele (m)
74.89 159.81 3.31 168.02 122.24 6.53 314.37 86.10 23.72 561.63 229.68 22.29
40.31 95.52 3.36 288.28 333.65 16.25 290.32 28.69 24.40 486.03 92.70 26.58
28.94 70.94 1.28 192.36 158.67 14.48 379.48 185.07 6.40 532.65 145.73 34.50
87.12 173.61 6.87 250.08 258.94 16.25 304.50 49.85 23.75 509.44 95.71 39.50
76.15 147.67 0.79 214.05 172.14 8.75 437.43 270.49 18.31 491.96 53.94 25.86
87.90 160.59 5.74 170.59 84.78 24.10 336.94 81.72 22.40 536.34 96.78 33.18
182.90 327.84 28.31 141.22 17.72 31.40 407.94 180.70 22.40 539.55 46.95 23.88
96.44 162.86 22.97 229.51 174.58 10.40 382.69 135.24 18.18
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