Abstract-The goal of Service Oriented Architectures (SOAs) is to enable the creation of business applications through the automatic discovery and composition of independently developed and deployed (Web) services. Automatic discovery of Web Services (WSs) can be achieved by incorporating semantics into a richer WS description model (WSDM) and by the use of Semantic Web (SW) technologies in the WS matchmaking and selection (i.e., discovery) process. A sufficiently rich WSDM should encompass not only functional but also nonfunctional aspects like Quality of Service (QoS). QoS is a set of performance and domain-dependent attributes that has a substantial impact on WS requesters' expectations. Thus, it can be used for distinguishing between many functionally equivalent WSs that are available nowadays. This paper starts by defining QoS in the context of WSs. Its main contribution is the analysis of the requirements for a semantically rich QoS-based WSDM and an accurate, effective QoS-based WS Discovery (WSDi) process. In addition, a road map of extending current WS standard technologies for realizing semantic, functional, and QoS-based WSDi, respecting the above requirements, is presented.
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INTRODUCTION
W EB Services (WSs) are modular, self-describing, and loosely coupled software applications that can be advertised, located, and used across the Internet using a set of standards such as SOAP, WSDL, and UDDI. They can be dynamically discovered and integrated at runtime in order to develop and deploy business applications. However, the standard WS techniques (such as WSDL and UDDI) fail to realize dynamic WSDi, as they rely on syntactic and static descriptions of service interfaces and other nonfunctional service attributes for publishing and finding WSs. As a result, the corresponding WSDi mechanisms return results with low precision and recall. In addition, no means are provided in order to select among multiple functionally equivalent WSs.
The key to automation of WSDi is the incorporation of semantics into a richer WSDM. Ontologies [1] should be used in order to provide formal meaning to every term of the WSDM and in order to utilize the reasoning mechanisms of the SW. Reasoning can provide discovery results with higher precision and recall, thus leading to automation. Concerning functional WSDi, prototypes either adopting a pure ontology-based solution [2] or combining Information Retrieval (IR) techniques with reasoning [3] have already been implemented with quite promising results. Unfortunately, functional discovery of WSs is inadequate, as there may be numerous functionally equivalent WSs. Users must be further assisted in selecting the appropriate WS for their needs.
The solution to the last problem is QoS-based WS Description and Discovery (WSDD). QoS for WSs is a set of nonfunctional properties that encompass performance characteristics among others. As users are very concerned about the performance of WSs they use, QoS can be used for discriminating between functionally equivalent WSs. Thus, the proposed solution comprises 1) description of the QoS aspect of WSs (i.e., QoS-based WS description), 2) filtering of WS functional results based on user constraints on their QoS descriptions (i.e., QoS-based WS matchmaking), 3) sorting the results based on user-provided weights on QoS attributes/metrics (i.e., WS selection).
While a lot of research has dealt with the semantic, functional WS description, little has been done for the nonfunctional part. Most of the research is concentrated on syntactic nonfunctional WS descriptions [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] . Additionally, the semantic research efforts lack a rich QoS-based WSDM [12] , [13] , [14] that describes QoS aspects in all detail. The purpose of this paper is to analyze all requirements for a rich, semantic, and extensible QoS-based WSDM.
There are two main approaches for QoS-based WS matchmaking: 1) ontology-based [12] , [13] , [14] , and 2) Constraint Programming (CP) [15] , [16] based [11] , [17] . The former suffer from performance problems due to the use of immature ontology reasoners. The latter are fast but the results reported in the relevant research works suffer from accuracy problems due to the use of syntactic descriptions, while they do not provide advanced categorization of results. In addition, neither approach provides useful matchmaking results for overconstrained QoS demands. In this paper, we explain and analyze all the requirements that are needed for an accurate, effective, and user-assisting QoS-based WS matchmaking process. Moreover, the requirements for the (QoS-based) WS selection process are unveiled.
Last but not least, a road map is supplied providing guidelines on how to extend the standard WS mechanisms in order to incorporate and use the semantic QoS-based WSDMs and discovery tools that have already been developed. The ultimate goal is to provide a complete semantic framework for automating the QoS-based WSDi that could be used individually or as a complementary component of a functional WS registry.
The rest of this paper is organized as follows: Section 1 defines QoS for WSs and the role that it plays in WS management. Section 2 analyzes all necessary requirements for a rich and semantic QoS-based WS description model. Section 3 analyzes the requirements for the QoS-based WSDi. Section 4 provides a plan on how to extend the current WS registries with semantically enhanced QoSbased WSDD capabilities. Finally, Section 5 summarizes the paper and draws directions for further research.
QoS
As QoS is the dominant concept used throughout this paper, this chapter provides a comprehensive analysis of the conceptualization of QoS for WSs. It also reveals the main domain-independent QoS attributes that are appropriate for the description of WSs. In addition, some domaindependent QoS attributes are also shortly analyzed taken from the application domain of Vehicle Traffic Monitoring. Finally, the role that QoS can play in the management of WSs is elaborated.
QoS Definition
The international quality standard ISO 8402 (part of ISO 9000 [18] ) describes quality as "the totality of features and characteristics of a product or service that bear on its ability to satisfy stated or implied needs." According to [19] , what defines quality is vague, and different views exist in different studies and from different perspectives. The following views are common:
1. Quality as functionality. Quality is considered as the amount of functionality that a service can offer to its users. For example, if SP1 allows you to rent a car besides booking flights and hotel rooms, and if this functionality is not provided by SP2 or SP3, then SP1 is offering a better quality than SP2 and SP3. 2. Quality as conformance. Quality means meeting specifications. For example, if SP1 has specified that his WS will be available 0.9999 of the time and this was true, then SP1 is considered as offering good quality of service. 3. Quality as reputation. Quality depends on users ' experience and expectation from a WS and its value is built collectively over the time of the service's existence from users' feedback [4] . For example, if WSs have consistently provided specific functionality with specific performance levels at all time of their operation, then they provide good quality of service. These different views of quality require QoS to be monitored and measured differently. Quality as functionality characterizes the design of a service and can only be measured by comparing the service against other services offering similar functionalities. Quality as conformance, on the other hand, can be monitored for each service individually, and usually requires the user's experience of the service in order to measure the "promise" against the "delivery." Finally, reputation can be regarded as a reference to a service's consistency over time in offering both functionality and conformance qualities, and can therefore be measured through the other two types of quality over time.
While it is possible to establish all three types of quality for a service in an SOC environment, it is perhaps most interesting and relevant to understand how quality as conformance may be monitored and measured. The reasons for this are the following: First, the first type of quality is already established in the SOC environment with the use of the WSDL and UDDI standards, although nobody reassures that the functionality exposed by a service is the same as the one advertised by the service provider. Second, the reputation of a service is just an indicator of the overall QoS of the service over time that depends on user expectations and other imponderable factors (advertisement, financial and political interests, etc.). So, reputation can only be considered as a QoS property that can be measured and computed by monitoring and other authorities.
Another aspect which is usually neglected is that QoS must be seen in a broader end-to-end sense as it affects the end-to-end quality received by the WS client when invoking a particular WS. Thus, QoS characterizes any entity used in the path from the user to the WS, including the WS's host and intervening network. Therefore, the QoS characteristics of all these entities constitute the QoS of a WS.
Thus, based on the above definition and aspects, we consider QoS of a WS as a set of nonfunctional attributes of the entities used in the path from the WS to the client that bear on the WS's ability to satisfy stated or implied needs in an end-to-end fashion. The values of QoS attributes can vary without impacting the core function of the WS which remains constant most of the time during the WS lifetime. If a WS is advertised to have certain values (or range of values) in these QoS attributes, then we say that the WS conforms to a certain QoS level.
In general, each particular application domain that a service belongs to will have its own set of QoS attributes that apply to all services of the domain [4] , [7] , [20] . However, certain attributes will be domain-independent attributes [7] , [9] , [21] , [22] , [23] , [24] . For example, a Vehicle Traffic Monitoring WS will involve QoS attributes belonging to the vehicle traffic monitoring application domain [25] like "coverage," while attributes such as "price" and "availability" are domain independent and can be used for characterizing WS of any application domain.
QoS attributes can be distinguished into measurable and unmeasurable ones. A measurable QoS attribute can be measured with the use of one or more QoS metrics. A QoS metric [6] , [26] is a concept that encompasses all measurement details for a QoS attribute. QoS metrics have specific value types, while their values are associated to a specific unit. Moreover, QoS metrics are distinguished between resource and composite ones. Resource metrics are computed directly from the instrumentation of the service's management system (e.g., service uptime), while composite ones are derived from other metrics with the help of mathematical formulas (e.g., service availability is computed by dividing uptime with the total measurement time). For example, the execution time QoS attribute of a WS can be measured by the average execution time metric. This metric has as value type the range of integers [1, 10] , while its values are associated to the unit of "second." It is a composite metric whose values are computed by taking the average of all execution times (i.e., average of all values of a resource metric) of the considered WS during a specific time period.
Unmeasurable quality attributes cannot be measured at all. They represent static information which is qualitative in nature. These attributes have a specific value type and are unit-less. However, they can have an ordering function that provides a partial ordering between the values they take. For instance, the robustness/flexibility QoS attribute can have the following value type finflexible; flexible; very flexibleg which can be mapped to the set f0; 1; 2g with the use of a specific ordering function. Each value of this attribute denotes the degree to which a specific service functions correctly in the presence of invalid, incomplete, or conflicting inputs. For example, the very flexible value denotes that the service will function correctly whatever input it will get, by resolving the incompleteness and ambiguity of the input or discarding it if it is completely invalid. This value is mapped to the highest integer value.
Once a set of attributes has been established for all domains a WS belongs to, it must be ensured that QoS information is collected in a fair manner by the values sent from providers, third parties, or requester's feedback based on the characteristic of the quality attribute. For example, "price" can be provided by service providers, "response time" can be computed by third-party active monitoring of a WS, and "reputation" [4] is derived from service requesters' feedback. Based on this value collection of QoS attributes, a WS violates a certain QoS level if it has promised a "better" (under a domain-specific definition of "better") value from the one it actually delivers to the requester.
As it can be seen from the above analysis of QoS, a QoS specification (i.e., a QoS offering or QoS demand) of a WS is a usually conjunctive set of linear and possibly nonlinear constraints on some variables representing QoS metrics or unmeasurable QoS attributes that restrict them to have either certain values (for unary constraints) or certain combinations of values (for n-ary constraints). For example, a QoS offer would contain the following linear constraints et 5f lex ¼ very flexible, where et corresponds to the average execution time QoS metric and flex corresponds to the robustness/flexibility unmeasurable QoS attribute. It must be noted that the above definition is broad enough to cover specifications expressed in different (XML or ontology based) languages (e.g., WSOL [10] and OWL-Q [27] ) and constraint-based QoS specifications expressed via constraint models (e.g., QRL [8] ). Moreover, while usually only unary linear constraints constitute the QoS specifications, the existence of n-ary linear and nonlinear constraints is possible [28] in cases where dependencies between QoS attributes or nonlinear cost models [29] , expressing the price of the WS with respect to its offered service levels, are defined.
QoS Attributes Categorization
Quality of Service research has been an active research area for several IT domains. The term "quality of service" has been used for expressing nonfunctional requirements for different areas such as network research [30] , [31] , [32] and in real-time issues [33] . There is some effort in defining QoS in distributed systems. The focus is primarily on how to express the QoS for a system, and how these requirements are propagated to the resource manager to fulfill the QoS requirements [34] . Hamada et al. [35] present a layered model for representing QoS for telecommunication applications. They present service quality function, QoS schema mapping, and price-QoS trade-off. Frølund and Koistinen [21] present a QoS specification language for designing distributed object systems, in conjunction with the functional design. Sabata et al. [36] categorize the QoS from different viewpoints: application, system, and resource. They specify QoS in terms of metrics and policy.
All the above research efforts categorize and define QoS from their perspective with some overlap between them. There is no consensus about a set of QoS important to distributed systems. There is even less research done on the QoS for SOA. However, some QoS attributes have been found that are common in most of the aforementioned areas and are directly applicable to WSs. These are general, crossdomain, QoS attributes and are analyzed in Section 2.2.1.
Of course, there will be certain domain-dependent QoS attributes that will be characteristic of the application domain(s) of the WS. For example, QoS attributes regarding information quality will be important for a data warehouse WS [37] . Or, a service such as a car rental service will involve attributes belonging to multiple domains, such as the travel and retail domains. Attributes such as price belong to both domains, but an attribute such as "flexibility of reservation changes" has a specific meaning in the travel domain. However, determining the attributes that apply to a particular domain is nontrivial and needs to be decided by the community of users and providers as they settle upon ways to distinguish and evaluate different offerings. For this reason, we are not going to enumerate and explain the meaning of all possible QoS domain-dependent attributes that characterize all possible application domains. On the contrary, in Section 2.2.2, we are only going to enumerate the most important domain-dependent QoS attributes that are required to be specified for only one application domain.
Domain-Independent QoS Attributes
There are many QoS aspects important to WSs. We are going to organize them into QoS categories. For each category, we justify why we have included it, explain its purpose, and describe some of its representative attributes. Our categorization is based on the works of [7] , [21] , [22] , [23] , [24] , [36] , [38] , [39] , [40] , [41] .
Performance. This category contains quality attributes that characterize how well a service performs. Two quality attributes with a very well-defined meaning are common among all approaches: response time and throughput. Response time is the overall time required to complete a service request. It is regarded as a composite quality attribute computed from latency and network delay. Latency is the time between the request arrival and its servicing. Similarly, latency is composite and is computed from execution time and queue delay time. Execution time is the time taken by a WS to process its sequence of activities, while queue delay time is the wait time for a service request before it is actually executed. Another quality attribute that has similar meaning with execution time is transaction time but is used in the context of transactional services. Throughput is the number of completed service requests over a time period.
Dependability. Dependability of a computing system is the ability to deliver service that can justifiably be trusted [38] . In [38] , the phrase "justifiably trusted" is translated into three different quality attributes and views: availability, reliability, and security. In our opinion, security is orthogonal to dependability and must be put into a separate category because it provides the mechanisms that can prevent a specific type of failures from happening but it has nothing to do with the way the service has been designed and built. Moreover, security mechanisms can be broken so even these faults cannot be prevented. Thus, based on the above argumentation, dependability contains availability, reliability, failure semantics [42] , and robustness [7] , [40] , [41] with the latter two attributes describing: 1) the type of faults that can be exposed and how the service reacts to them (the former) and 2) the capability of the service to behave in an acceptable way when these faults happen (the latter). Another important remark is that besides availability, another quality attribute with similar meaning that should be added in this group is accessibility [39] as it can characterize the case where a service is available but not accessible to some users, e.g., due to network connection problems. Finally, three additional QoS attributes belong to this category, namely, scalability, capacity, and continuous availability. A concise description is given below:
. Availability-It is the probability that the system is up.
It is related to reliability. It can be measured as [43] A
where hupT imei is the total time the system has been up during the measurement period, hdownT imei is the total time the system has been down during the measurement period, and htotalT imei is the total measurement time (sum of hupT imei and hdownT imeiÞ. . Continuous availability-It assesses the probability with which a client can access a service an infinite number of times during a particular time period. The service is expected not to fail and to retain all state information during this time period. Continuous availability is different from availability in that it requires subsequent use of a service to succeed but only for a limited time period. . Reliability-The ability of a service to perform its required functions under stated conditions for a specified period of time. It is the overall measure of a WS to maintain its service quality. Reliability is also related to the assured and ordered delivery of messages transmitted and received by service requestors and providers. It is usually measured by MTBF which is the "mean time between failure" metric. Compensation-Actions that are needed to undo the effects of a service invocation when using stateful services. For example, if a user orders by mistake a different good from a catalogue, then compensation includes to give the customer credit and cancel the order. . Robustness/flexibility-It is the degree to which a service can function correctly in the presence of invalid, incomplete, or conflicting inputs. . Scalability-The capability of increasing the computing capacity of service provider's system and its ability to process more operations or transactions in a given period. . Capacity-Limit of concurrent requests which should be provided with guaranteed performance. Transaction support related QoS: integrity. Transactions can be grouped into a unit in order to guarantee the integrity of the data operated on by these transactions. The unit can be either successful, when all transactions in the unit "commit," or unsuccessful, when all units "roll back" to their original state in case of a transaction failure. This is described by the ACID properties: Atomicity (executes entirely or not at all), consistency (maintains the integrity of the data), isolation (individual transactions run as if no other transactions are present), and durability (the results are persistent).
A two-phase commit capability is the mechanism to guarantee the ACID properties for distributed transactions running over tightly coupled systems as if they were a single transaction. It is more difficult in the Web services environment [44] , [45] , as the transactions may involve more than one business partner with the possibility of transactions spanning over long time (hours or days)-Long Running Transactions (LRT). The transaction integrity is still described by ACID properties, although it is much harder to achieve in this case. It may require different mechanisms.
Security. Services should be provided with the required security. With the increase in the use of services which are delivered over the public Internet, there is a growing concern about security. The service provider may apply different approaches and levels of providing security policy depending on the service requestor. Security for services [7] , [24] , [41] means providing authentication, authorization, confidentiality, traceability/auditability, accountability, data encryption, and nonrepudiation. Besides these classical quality attributes, we have additionally incorporated two, namely, safety and integrity [38] . A short description of these QoS attributes can be found below:
. Authentication-The process of verifying that a potential partner in a conversation is capable of representing a person or organization. . Authorization-The process of determining, by evaluating applicable access control information, whether a subject is allowed to have the specified types of access to a particular resource like a service. Usually, authorization is in the context of authentication. Once a subject is authenticated, it may be authorized to perform different types of access. . Confidentiality-Absence of unauthorized disclosure of information. . Integrity-Absence of improper system state alterations including accidental or malicious alternation or removal of information. . Accountability-The state of being accountable; liability to be called on to render an account; the obligation to bear the consequences for failure to perform as expected. . Traceability and auditability-Capability of the service to be monitored and to generate in a reliable and secure way events producing an audit trail from which a sequence of events can be reconstructed and examined. Security events could include authentication events, policy enforcement decisions, and others. The resulting audit trail may be used to detect attacks, confirm compliance with policy, deter abuse, etc. . Data encryption-Refers to the algorithms adopted for protecting data from malicious accesses. As one algorithm may be better than another one, it also reflects the efficiency of the data encryption algorithms and mechanisms. . Nonrepudation-Methods to prove to the data sender that data have been delivered, and to prove the sender's identity to the recipient, so that neither the sender nor the recipient can deny operations of sending and receiving data. . Safety-The absence of catastrophic consequences on the users and the environment. Configuration management. This group contains quality attributes that influence the way a service is configured to function (service level [36] ) or characterize if the promised functional and quality level has been actually delivered during the service's lifetime (completeness, stability, and reputation). The definitions of these QoS attributes are the following:
. Service level-It is defined as the type of QoS commitment given to the application or user. Two types are usually utilized: guaranteed service or best effort service. . Completeness-A measure of the difference between the specified set of features (e.g., functions) and the implemented set of features. . Stability-A measure of the frequency of change related to the service in terms of its interface and/ or implementation. . Reputation-The reputation q rep ðsÞ of a service S is a measure of its trustworthiness. It mainly depends on end user's experiences from using the service S. Different end users may have different opinions on the same service. The value of the reputation is defined as the average ranking given to the service by end users, i.e.,
where R i is the end user's ranking on a service's reputation and n is the number of times the service has been graded. Usually, end users are given a range to rank Web Services. For example, in Amazon.com, the range is [0, 5] . Alternatively, a ranking of an end user to a service can be a vector of values of some QoS attributes. From this vector, a QoS value can be obtained which is then averaged over all user rankings to get the overall reputation of the service. Network and infrastructure related. The network is usually used for sending requests and receiving (either instantaneously or continuously) the results back and connects the service with the requesting user. Initially, most of the research approaches [7] , [22] , [24] , [36] were neglecting this quality aspect but after the work published in [9] , this situation has changed [40] , [41] . Network parameters influence the values of service quality parameters of other quality groups like response time and availability. We have identified four network quality parameters, that are common among all research approaches, namely, bandwidth, network delay, delay variation, and packet loss. Another entity that is different from the service or the user but it influences directly or indirectly service quality is the infrastructure. This entity characterizes the service execution environment and can be characterized by many quality attributes. For the time being, we have only identified three of them, namely, server failure, guaranteed messaging requirements, and security level. The definition of all of these QoS attributes follows:
. Bandwidth-Average of all the bandwidth samples gathered by probing the network service during intervals of length T . . Network delay-The number of milliseconds spent in transit when a client and server exchange data. This includes the transit time for all packets required for a request-response transaction. . Delay variation-It is the variation in the interpacket arrival time (leading to gaps, known as jitter, between packets) as introduced by the variable transmission delay over the network. . Packet loss-Average of all packet loss samples gathered by probing the network service during intervals of length T . . Server failure-It describes the way in which a service can fail. That is, whether it will halt indefinitely, restart in a well-defined initialState, or restart rolledBack to a previous checkpoint. . Guaranteed messaging requirements-The ability of the service to ensure the order and persistence of the messages. . Security level-Specifies whether security is ensured at message or transport levels. Cost. Some approaches consider cost as a service attribute that is orthogonal to the service quality because it is related to both functional and nonfunctional service attributes. However, the majority of approaches [7] , [39] , [40] , [41] , [46] consider cost as a service quality attribute. In addition, all approaches, at least the ones we have studied, use cost at the service selection phase in order to select the best service according to its QoS and cost and user's preferences and budget. Based on the above reasons, we regard cost as a (composite) quality attribute (and group) consisting of three (atomic) service attributes: cost model, fixed costs, and variable costs. Actually, cost can be computed either from all atomic cost attributes or only from the fixed costs attribute. The cost model defines a set of functions that transform resources (services) into costs, the fixed costs are costs that constitute a fixed amount of the overall costs for the provision of a service, while variable costs are costs that change during the provision of a service in addition to fixed costs.
Other. This quality category has been created to contain various quality attributes of services that do not belong to any other category. So, the contained quality attributes may not be related to each other. For the time being, only one quality attribute has been considered called supported standards [7] , [22] , [24] , [39] , [40] , [41] used to indicate if the service complies with standards or not. This attribute can affect the portability of the service and its interoperability with other services or applications.
Domain-Dependent QoS Attributes
The application domain of Vehicle Traffic Monitoring [25] is examined in this paper. In this application domain, WSs provide up-to-date information about local and interstate traffic to business and retail customers across the US. The QoS of these WSs is characterized by two sets of attributes: domain dependent and domain independent.
Domain-independent QoS attributes refer to technical aspects of service provisioning irrespective of the application domain used. For the sake of simplicity, we consider seven such QoS attributes: reliability, data encryption, refresh time, execution time, availability, reputation, and price. Data encryption and price are unmeasurable QoS attributes. Data encryption refers to the algorithms adopted for protecting data from malicious accesses, while price is the subscription or monetary cost for using the WS. On the other hand, reputation is a QoS attribute that is not advertised by WS providers but is computed by WS registries which take the average of WS executors feedback. However, it should be taken into account as WS requesters may provide constraints for it. Reliability is measured by the MTBF metric that measures for how long a WS can function in an errorfree manner. Availability is measured with the help of the upT ime and downT ime metrics based on the formula previously analyzed that gives a resource metric of availability. Of course, composite metrics computing the average, min, and max values of a resource metric can also be used. Execution time can be measured by a resource metric but-similarly to availability-it can also be measured by high-level statistical (i.e., composite) metrics.
Domain-dependent QoS attributes strongly rely on the application domain of the WS advertised/queried. For the Vehicle Traffic Monitoring domain, eight QoS attributes are considered that characterize mainly the quality as well as other domain-dependent characteristics of the data processed and produced. These are covered area, routes set, detail level, accuracy, completeness, validity, timeliness, and coverage. The first three are static. The covered area attribute characterizes the extent of the area over which the WS is able to provide traffic information. Routes set is the set of route types that a WS supports. For instance, a WS may provide information only on national highways, while other WSs may also consider interstate or local routes. Similarly, the detail level of traffic information provided by a WS may also vary. A WS may provide information on accidents and traffic jams, while other WSs may also provide information about closed routes, detours, and predictions about conditions of local traffic.
The next five QoS attributes are highly dynamic and many different metrics can be used for measuring them. Accuracy is the measure or degree of agreement between a data value or set of values and a source assumed to be correct. It is also defined as a qualitative assessment of freedom from error, with a high assessment corresponding to a small error. Accuracy can be measured using one of the following three error metrics: Mean Absolute Percent Error (MAPE), Signed Percent Error (SPE), and Root Mean Squared Error (RMSE). These three metrics are calculated based on the following three formulas:
where X i is the observed data value, X reference is the reference (i.e., ground truth) value, and n is the total number of observed data values. RMSE can also be expressed as a percentage. These different error formulations are all valid measures of accuracy but may reveal slightly different interpretations. MAPE and SPE are expressed as percentages; thus, these formulations may be used to compare the relative accuracy of different attributes (e.g., traffic volume count and speed measurement accuracy). Because the signed error does not use absolute error values (as MAPE does), the signed error formulation may reveal whether there is a consistent bias in measurements. RMSE is an error formulation that is commonly available in many statistical software applications. The correct source of data is typically referred to as ground truth, reference, or baseline measurements. Ground truth data can be collected in several different ways for each traffic data element. In many cases, ground truth data are collected from specialized equipment and reduced in a rigorous manner that minimizes error. The QoS attribute of completeness represents the degree to which data values are present in the attributes (e.g., volume and speed are attributes of traffic) that require them.
Completeness is typically described in terms of percentages or number of data values. It can refer to both the temporal and spatial aspect of data quality, in the sense that it measures how much data are available compared to how much data should be available. It can be measured using a percentage metric computed from the following formula:
where n availableV alues is the number of records or rows with available values present and n totalExpected is the total number of records or rows expected. The number of data records expected is a function of the application. The percent complete statistic is defined to include all "values present." In this respect, completeness is defined as including both valid and invalid data values, as long as both types of data values are present in the version of data being evaluated. However, if a particular data process removes invalid data values from a database instead of flagging them as invalid and permanently storing them, then these purged invalid data values would not be included in the completeness statistic because they are not "present." Validity is the degree to which data values satisfy acceptance requirements of the validation criteria or fall within the respective domain of acceptable values. Validity can be expressed in numerous ways. One common way is to indicate the percentage of data values that either pass or fail data validity checks. It can be measured by a metric computing the percentage of data passing validity criteria with the following formula:
where n valid is the number of records or rows with values meeting validity criteria and n total is the total number of records or rows subjected to validity criteria. Validity criteria (also referred to as business rules or validation checks) are defined in many data management applications and can range from a single rule to several levels of complex rules. A simple rule might specify that traffic volume counts cannot exceed a maximum value associated with road capacity (e.g., 2,600 vehicles per hour per lane) or that traffic speeds cannot exceed a reasonable threshold (e.g., 100 mph).
Other validity criteria for traffic data include the following:
. Compare multiple data elements (i.e., volume, occupancy, and speed) to check for consistency in traffic data values; . Compare traffic data to historical averages or trends from previous days, months, or years; . Compare traffic data to similar nearby locations (upstream or downstream) to check for continuity of traffic flow; . Compare traffic data in consecutive time periods to identify rapid fluctuations. Validity criteria are often based on "expert opinion" and are generally viewed as "rules of thumb," although some validity criteria may be based on established theory (e.g., road capacity) or scientific facts (e.g., cannot record a zero volume and nonzero speed). The specific validity criteria will likely vary from place to place, as each traffic data collector or manager brings experience with certain roadway locations, traffic data collection equipment, or collection hardware and software.
The QoS attribute of timeliness represents the degree to which data values or a set of values are provided at the time required or specified. Timeliness can be expressed in absolute or relative terms. It can be measured by two different metrics: Percentage of data received within acceptable time limits (PTD) and average delay for late data (ADLD). The PTD metric is expressed by the following formula:
where n onÀtime is the number of data messages or packets received within acceptable time limits and n total is the total number of data messages or packets received. The ADLD metric is expressed by the following formula:
where n late is the number of data messages or packets received outside acceptable time limits, t late is the actual arrival time of a late data message or packet, and t exprected is the expected arrival time of a late data message or packet. Besides the previous four QoS attributes, coverage is an attribute that represents the degree to which data values in a sample accurately represent the whole of what is to be measured. As with other measures, coverage can be expressed in absolute or relative units. Coverage can be expressed as the percent of roadways (or the transportation system) represented by traffic data. For instance, coverage can be computed from the following formula:
where coveredarea req is the set of values determining the area the WS requester wants to cover, while coveredarea adv is the set of values determining the area the WS covers.
Benefits of QoS Usage for Web Services
According to [46] , several researchers have identified Web Processes (WPs) as the computing model that enables a standard method of building WSs applications and processes to connect and exchange information over the Web. For organizations, being able to characterize WPs based on QoS has four distinct advantages. First, it allows them to translate their vision into their business processes more efficiently, since a WP can be designed according to QoS metrics. Moreover, it is important for an organization to know the QoS an application will exhibit before making it available to its customers. Second, it allows for the selection and execution of WPs based on their QoS, to better fulfill customer expectations. As WP systems carry out more complex and mission-critical applications, QoS analysis serves to ensure that each application meets user requirements. Third, it makes possible the monitoring of WPs based on QoS. WPs must be rigorously and constantly monitored throughout their life cycles to assure compliance both with initial QoS requirements and targeted objectives. QoS monitoring allows adaptation strategies to be triggered when undesired metrics are identified or when threshold values are reached. Fourth, it allows for the evaluation of alternative strategies when adaptation becomes necessary. The unpredictable nature of the surrounding environment has an important impact on the strategies, methodologies, and structure of WPs. Thus, in order to complete a WP according to initial QoS requirements, it is necessary to expect to adapt, replan, and reschedule a WP in response to unexpected progress, delays, or technical conditions. When adaptation is necessary, a set of potential alternatives is generated, with the objective of changing a WP when its QoS does not meet initial requirements. An alternative is selected among the generated ones by estimating its impact on the WP's QoS. It is essential that the services rendered follow customer specifications to meet their expectations and ensure satisfaction. Customer expectations and satisfaction can be translated into the QoS rendered and eventually in the increase of an organization's profit. Organizations have realized that QoS management is an important factor in their operations. As WPs are composite or single WSs, all the above advantages of QoS management of WPs also apply to Web Services. Actually, QoS plays a significant role in almost all activities of the service (management) life cycle, as can be easily seen in Fig. 2 , where time passes by from the left to the right, the arrows represent the temporal precedence of the activities, and the gray color in the activity representation denotes QoS absence in this activity. In the following, we are going to analyze the role that QoS plays in all the activities, focusing more on some of them.
Service creation is a composite activity consisting of the activities of requirements engineering, design, and construction. QoS comes into play in the very beginning of this activity where the QoS requirements of the service provider or of the actual users of the undercreation service are given as input. Apart from service design, QoS influences the construction of a service, especially that of a composite service. A composite service consists of a combination of WSs and internal operations and is defined by a process model that identifies the functionalities (tasks) required by the service to be composed and their interactions (e.g., control-flow, data-flow, and transactional dependencies). Then component services able to provide the required functionalities and being conformant to the QoS constraints are associated to the individual tasks. Concerning QoS, this service selection can follow a local [47] , [48] , a global [48] , or a combination of these strategies [49] . According to the local strategy, for each task the best component service is selected based also on local QoS constraints given for this task. On the contrary, in the global strategy the selection is performed by solving an optimization problem [20] , [49] that takes into account the (global) QoS constraints of the composite service, the process structure, and QoS metric aggregation rules [46] . However, as the number of services providing a given functionality may be constantly changing and some of these services will not always be available due to network problems, software evolution and repair, and hardware problems, the design-time composite service construction is not usually preferred. It must be noted that for having a successful and accurate service composition, the component services have to be properly described and discovered both functionally and with QoS. Our goal is to propose a complete set of requirements driving the QoSbased description and discovery of services.
In the service testing activity, the constructed service is checked if it is functioning correctly and if it conforms to its QoS requirements. If this check fails, then the service has to be recreated. This activity takes place before and during the deployment of the service on its underlying infrastructure so as to reveal both design-time and initial runtime/ deployment problems.
The goal of the service deployment activity is to assign services to the available computing and networking resources in an optimized way while satisfying three main objectives: 1) low administration effort, 2) low total cost of ownership, and 3) high degree of service performance. Static and dynamic resource management techniques [50] are needed in order to cluster instances of services with complementary load characteristics onto the same servers, thus achieving a balanced utilization of hardware resources, while ensuring that the service instances perform appropriately by starting new service instances or by moving instances to more powerful servers when their performance degrades.
After a service is deployed, its performance and cost model [51] can be accurately described, while its functionality is already known. For this reason, the functional and QoS capabilities of the service are described in appropriate languages and published in service repositories or registries to be found by potential customers (service advertisement). A service provider should offer different QoS levels to different customers according to the current performance characteristics of the service instances, the customer needs, the price the customer is willing to pay, and the previous use of the service. In this way, the service provider can actually control the profit for the usage of his service and he can eventually maximize it.
The service discovery activity (WSDi) tries to find a WS providing specific capabilities, interfaces, and other characteristics, requested by a WS client. Its result is a set of WSs satisfying any or most of the client requirements. The WSDi activity provides better results if it is supported by a complete and accurate WSDM that is formal, complete, and accurate and provides any possible aspect that differentiates one WS from the other besides functionality. One aspect that currently is not supported by the WSs standards and not fully supported by other efforts is the QoS description of a WS. The WSDi process may return many functionally equivalent results. In this way, it will harden the task of selecting the most appropriate WS. If QoS description was incorporated into WS Description, then the returned result list would be filtered out to include only the results providing better QoS performance. Furthermore, the filtered results list can be ordered based on user functions specifying which QoS characteristics are more important to them. In this fashion, the discovery step would not only provide a more constrained result list but would also suggest the best result for the user, thus improving service selection.
After service selection, even if an appropriate WS has been found, the client may not be confident that the described QoS levels of the selected WS will actually be delivered during WS execution. For this reason, the WS client and provider enter a multistep negotiation phase, where they try to agree on a trusted third-party entity monitoring QoS levels delivered, on the penalties that will be imposed when one of the two main parties does not keep up with its promises, in which situation a penalty applies, and on the validity period of the promises. The successful result of this service negotiation activity is a contract or a Service Level Agreement (SLA) [52] document that will give confidence and trust to the entities providing and consuming the service and will lead and guide the activity of service execution. If the WS client and provider do not come into agreement, the negotiation is stopped and the WS client must try to contact the second WS from the returned list of the WSDi activity.
The runtime selection of component services of a composite WS (i.e., service composition activity) has been put forth as an approach to address the problems faced with the design-time construction of composite services [53] , [54] . The main idea is that component services are selected by using the same techniques with respect to the ones used in the design-time composite service construction based on the agreed service (functional and QoS) level established in the SLA. If the composition is not possible, then the service provider has to renegotiate with the client in order to lower the QoS level imposed on the initially agreed SLA.
The SLA produced in the end of the service negotiation activity drives the actual service execution. The latter activity is the only activity where QoS does not play a role unless the service is designed to be adapted based on its current and previous QoS level. Adaptive services and the legally binding SLA create the need of running a service monitoring activity in parallel to service execution. This activity is responsible for monitoring the service functional and QoS levels and trigger adaptation actions when the SLA terms are violated, i.e., when undesired metrics are identified, threshold values are reached, and network or software or hardware errors happen. Adaptation actions of the service adaptation activity include repair of malfunctioning components, usage of backup machines, increase of CPU usage for a customer's WS running operation, using alternative network paths, preference of undesired QoS levels for a WS operation instead of improving them, interrupting clients' operations and starting an operation of a "better" client, etc. The selection and actual execution of each adaptation action depends on the current problem and the adaptation strategy that is designed and programmed to deal with it. After execution of the adaptation activity, the service may need to be recomposed (e.g., to select a new service component for a task if the previous has failed), renegotiated (to change the QoS level and price), readvertised (e.g., if a change on a specific QoS level is permanent), or dynamically redeployed and reexecuted (e.g., by running its instance on a more powerful server). In very critical circumstances, the service may have to be recreated, leading to service evolution.
REQUIREMENTS FOR QoS-BASED WS DESCRIPTION
Before starting this section, we must first explain that a QoS-based WSDM is a QoS metamodel and not a QoS model. The difference between a QoS metamodel and a QoS model is that the former is a generic conceptual model containing all appropriate concepts that are required for specifying quality attributes and other quality entities across all WS functional layers (BPM, Service, and Infrastructure) along with their relationships (e.g., a measurable quality attribute is measured by a quality metric), while the latter is a specific taxonomy or conceptual model that contains selected, concrete quality attributes, and other concrete quality entities, i.e., the instances or more specific concepts from the metamodel ones, respectively. A QoS metamodel is implemented by a QoS specification language that is used to create and specify a QoS model. In order to explicate the above argument, we provide a small example. Suppose that groups of quality attributes must be created and populated and we want to state that the Performance quality group consists of the response time and throughput quality attributes. The QoS metamodel would contain two concepts: 1) Quality Attribute and 2) Quality Group and one directed relationship between them which is named contains (with direction from quality groups to attributes). The corresponding QoS model would contain the subconcept or instance of Quality Group named Performance, the subconcepts or instances of Quality Attribute named response time and throughput, and two concrete facts/relationships: 1) Performance contains response time and 2) Performance contains throughput. Finally, an XML language implementing the above QoS metamodel would express its concepts and relationships in the language's XML Schema while the QoS model would have been expressed in a specific XML description obeying to the language's XML Schema.
After reviewing related work in QoS-based WS Description, we have come up with a set of requirements that must be satisfied by a QoS-based WSDM. In this section, this set of requirements is analyzed followed by an explanation of how our developed language fully respects them.
Requirements
Extensible and Formal Semantic QoS Model
In the presence of multiple WSs with overlapping or identical functionality, WS requesters need objective QoS criteria to distinguish WSs. However, it is not practical to come up with a standard QoS model that can be used for all WSs in all domains. This is because QoS is a broad concept that encompasses a number of nonfunctional properties such as privacy, reputation, and usability. Moreover, when evaluating WS QoS, domain-specific criteria must be taken into consideration. For example, in the domain of phone service provisioning, the penalty rate for early termination of a contract and compensation for nonservice, offered in the service level agreement are important QoS criteria in that domain. Therefore, an extensible QoS model must be proposed that includes both the generic and domain-specific criteria. In addition, new domain-specific criteria should be added and used to evaluate QoS without changing the underlying computation (i.e., matchmaking and ranking) model. Last but not least, the semantics of QoS concepts must be described in order to have terms/concepts with specific meaning for both WS requesters and providers. In this way, QoS attributes like "application availability," which may have different meanings if not formally defined, will have a specific meaning in QoS description.
The solution to the above problems is the use of ontologies. Ontologies provide a formal, syntactic, and semantic description model of concepts, properties, and relationships between concepts. They give meaning to concepts so that they are human understandable and machine interpretable while they provide the means for interoperability. Moreover, they are extensible as new concepts, properties, or relationships can be added to them. In addition, SW techniques can be used for reasoning about concepts or for mapping between ontologies. These techniques can lead to syntactic and semantic matching of ontological concepts and enforcement of class and property constraints (e.g., type checking, cardinality constraints, etc.). Therefore, by providing semantic description of concepts and by supporting reasoning mechanisms, ontologies cater for better WSDi with high precision and recall. Last but not least, ontologies can help specialized brokers in performing complex reasoning tasks like WSDi or mediation.
Standards Compliance
It is important for the QoS-based WSDM to comply with already widely accepted standards. In this way, it will be easily adopted by the research community. In addition, it will use all freely available tools related to these standards for its development.
Syntactical Separation of QoS-Based and Functional Parts of Service Specification
QoS specifications should be syntactically separated from other parts of service specifications, such as interface definitions. This separation allows us to specify different QoS properties for different implementations of the same interface. Moreover, while functional constraints rarely change during runtime, QoS constraints can change during runtime. So, the separation of service offerings from WSDL descriptions permits service offerings to be deactivated, reactivated, created, or deleted dynamically without any modification of the underlying WSDL file. Last, an offer could be referenced from multiple WSDL files and thus be reused for different services.
Support Refinement of QoS Specifications and their Constructs
As previously described, syntactical separation provides reusability. But except from reusability, another form of extensibility is equally important. QoS specifications should not only be reused but also refined. This means that a new WS QoS offering can be created by referencing an older one and by adding constraints like refinement of an older QoS restriction or creation of a new one. In addition, templates of QoS offerings can be created and appropriately extended for every domain.
Allow Both Provider and Requester QoS Specification
It should be possible to specify both the QoS properties that clients require and the QoS properties that services provide.
Moreover, these two aspects should be specified separately so that a client-server relationship has two QoS specifications: a specification that captures the client's requirements and a specification that captures service provisioning. This separation allows us to specify the QoS characteristics of a component, the QoS properties that it provides and requires, without specifying the interconnection of components. Moreover, this separation is essential if we want to specify the QoS characteristics of components that are reused in many different contexts.
Allow Fine-Grained QoS Specification
It should be possible to specify QoS properties/metrics at a fine-grained level. As an example, performance characteristics are commonly specified for individual operations. A QoS model must allow QoS specifications for interfaces, operations, attributes, operation parameters, and operation results. Generally speaking, any service object can have QoS attributes/metrics (e.g., elements defined in WSFL).
Symmetric Model of QoS Specification
In [17] , it is endorsed that a symmetric model of QoS specification must be adopted. The reason for this lies beneath. Asymmetric models. Let S be a multidimensional space whose dimensions are given by domains of QoS parameters. Traditionally, a demand ðÞ has been viewed as a subspace in S, whereas an offer ð!Þ has been viewed as a point in S. Thus, checking the conformance amounts to checking whether the point (the offer) belongs to the subspace (the demand) or not. See Figs. 3a and 3b , respectively. This checking can be computed easily by evaluating ! in . As an example, if a web service owns the offer ! ¼ fMT T F ¼ 120g, then it is conforming to the demand 1 ¼ fMT T F ! 100g because 120 ! 100, but not to the demand 2 ¼ fMT T F > 120g because MT T F 2 > MT T F ! . This interpretation of conformance results in a model which is asymmetric with regard to the expressiveness of QoS specifications. This semantics makes it very difficult to specify offers when something else than a point is needed, as an example to specify some uncertainty or a space. While most programming languages are able to check if a point is inside a space, whereas checking if a space includes another space is a hard question, most of platforms have adopted an asymmetric specification model. Approaches using an asymmetric model usually have limited expressiveness because conditions are restricted to simple expressions involving single parameters.
Symmetric models. Alternatively, an offer can be also considered as a subspace, so that it represents the ranges of QoS values that the corresponding WS guarantees to supply. In this way, an offer ð!Þ is conforming to a demand ðÞ whenever the offer's subspace is inside the demand's subspace (see Fig. 4a ), otherwise the offer is not conforming (see Fig. 4b ). As an example, if a WS advertises the offer ! ¼ fMT T F ! 120g, then it is conforming to the demand 1 ¼ fMT T F ! 100g, but not to the demand 2 ¼ fMT T F > 120g because the offer's instance value fMT T F ¼ 120g is out of the demand's space. It must be noted that in this example the offer does not satisfy the constraint of the second demand. However, the offer may partially match the second demand if it respects some of the demand's constraints. In this way, the violation of one constraint of the service quality demand does not condemn a service quality offer to be totally rejected from the results of the matchmaking process.
Continuing the previous analysis, sometimes the bounds of service quality specifications have to be defined softly and not crisply (e.g., when the bounds are based on measurements which entail a measurement error). So, this case, where the offer is ! ¼ fMT T F ! 120g and the demand is 2 ¼ fMT T F > 120g, should not result in a rejection of the offer, as the bound of the demand can entail a small but important measurement error. One way to solve this problem is to introduce weights to the "doubtful" bounds signifying their confidence and techniques like semiring-based constraint satisfaction [55] can be used for matchmaking.
The above interpretation of conformance results in a symmetric model because QoS in demands and offers can be specified in the same way. This semantics makes the offer guarantee the complete range, not only a concrete value. That is, we cannot assume a concrete value, because it is equally possible as any value in the subspace. Additionally, symmetric approaches usually achieve a greater deal of expressiveness, since there is usually no restriction on the number of involved parameters or type of operators, so that nonlinear or more complex expressions are allowed.
Extensible and Formal QoS Metrics Model
Each QoS attribute or metric must have the following aspects:
. They must be developed in a consistent way as they may reference common concepts and relationships. 
Great Expressiveness and Correct Constraint Definition
A QoS specification must be comprised of QoS constraints. Each QoS constraint consists of a name, an operator, and a value [21] . The name is typically the name of a QoS metric or unmeasurable attribute, although it can also be the name of a metric aspect. We will see in a while what an aspect is. The permissible operators and values depend on the QoS metric's or unmeasurable attribute's value type. A value type specifies a domain of values. These values can be used in constraints involving the metric or unmeasurable attribute. The domain may be ordered. For example, a numeric domain comes with a built-in ordering ("< ") that corresponds to the usual ordering on numbers. Set and enumeration domains do not come with a built-in ordering; for those types of domains we have to describe a user-ordering of the domain elements. The domain ordering determines which operators can be used in constraints for that domain. For example, we cannot use inequality operators ("< ," "> ," "! ," " ") in conjunction with an unordered domain. Aspects like percentile, mean, variance, and frequency are used for the characterization of measured QoS values over some time period. For example, the percentile aspect could be used to define an upper or lower value for a percentage of the measurements or occurrences that have been observed. Aspects can be proven to be very useful in cases where we want to guarantee that the measurements or occurrences of a QoS metric present some special characteristics and we do not want to produce a new complex QoS metric from the basic one for each of these characteristics. However, aspects must be used carefully especially in cases where many aspects are created for one metric.
QoS constraints are usually connected by the "and" logical operator, although they can also be connected by other logical operators, into expressions. A QoS specification should contain one complete expression or just one constraint. QoS constraints should be joined into Constraint Groups (CG) or Constraint Group Templates (parameterized CGs) in order to be reused by many QoS specifications [56] . Other reusability constructs can also be created even for expressions.
Allow Classes of Service Specification
Class of Service, which is also commonly known as service level (e.g., see [13] ), means the discrete variation of the complete service and quality provided by one service [10] . It makes sense to discuss class of service at the level of WSs and not at the level of constraints or guarantees that are part of the overall service and QoS. Classes of service can differ in usage privileges, service priorities, response time guarantees, etc. The concept of class of service also represents different capabilities, rights, and needs of potential customers of the WS, including power and type of the devices they execute on. Furthermore, different classes of service may imply different utilization of the underlying hardware and software resources and, consequently, have different prices. Additionally, different classes of service can be used for different payment models. The issues of QoS and balancing of limited underlying resources are particularly motivating for having multiple classes of service for WSs. If the underlying resources were unlimited, all consumers would always get the highest possible QoS. Unfortunately, this is not the case, so it is suitable to provide different QoS to different classes of consumer. Providers of WSs want to achieve maximal monetary gain with optimal utilization of resources. Providing different classes of service and their balancing helps in achieving this goal because of the flexibility to accommodate several classes of consumer. On the other hand, consumers of such Web Services can better select the service and QoS they need and are willing to pay for, while minimizing their price/performance ratio.
Other Useful Information
A WS QoS offering must provide references to protocols needed for service management and QoS monitoring as well as entries of third parties that one side would be willing to trust. This information is important as it will be used in the contract negotiation phase, after the WS client has selected the particular service and its offering. Moreover, a QoS offering must be related to the price element in order to relate the specified QoS level to the cost of service usage per invocation. Finally, a QoS offering must have an expires attribute denoting the point in time until which the offer will be valid [9] . Of course, other nonfunctional properties and management statements can be added to a QoS offering/specification, upgrading the QoS offer to a service class but this is out of the scope of this paper.
Achievements
Based on the above requirements, we have developed an upper ontology for QoS-based WS Description, which is called OWL-Q [27] . OWL-Q complements OWL-S [57] , a W3C submission for semantic functional WS description, by subsuming OWL-S concepts or relating them to QoS concepts (syntactical separation). Based on our upper ontology, we have also developed a midlevel ontology that defines all domain-independent QoS metrics and attributes and a low-level ontology defining QoS metrics and unmeasurable attributes that are specific to the Vehicle Traffic Monitoring application domain.
Let us now concentrate on how well the requirements set previously are satisfied by OWL-Q. OWL-Q offers a semantic, rich, and extensible QoS model. The QoS model is semantic as OWL is adopted (standards compliance). It is rich as there are many facets developed each capturing an aspect of QoS-based WS description in great detail. Last but not least, it is extensible as all of these facets can be refined and specialized according to the requirements of the users. The latter advantage is mainly based on the fact that ontologies can be structured and developed independently of the others and can be connected via the namespace construct. In this way, refinement of QoS specifications is easily allowed and realized with ontologies (refinement of QoS specifications). Moreover, OWL-Q allows the specification of both QoS offers and demands in a symmetric way. Another advantage of OWL-Q is that its QoS model contains a rich and semantic QoS attributes and metrics model. The richness of this model is undoubtful as there are many aspects supported for both of these entities and in great detail. Especially, the QoS Metric, Scale, Unit, MetricValueType, and Function facets are the most rich and detailed facets with respect to all other research approaches.
Concerning specification of constraints, OWL-Q supports a quite rich, extensible, and expressive constraints model. Simple constraints are defined by the expression: ½arg 1 binaryP redicate arg 2 where arg 1 and arg 2 are QoS metrics, metric functions, or decimal values and binaryP redicate is a binary comparison predicate between these two subexpressions like ; <; !; >; ! ¼; ¼¼ . It can be easily seen that our approach is equivalent to [21] with respect to constraint specification. Moreover, metric functions can play the role of aspects in the same way they are defined in [21] because we have defined most of the time series construction and statistical functions specified in [6] . Complex constraints can be constructed by simpler ones with the help of constraint predicates. We have defined many unary, binary, and n-ary constraint predicates.
OWL-Q can connect many QoSProfiles to a single ServiceProfile satisfying the requirement of class of service specification. Moreover, as QoS metrics can be defined to measure QoS properties of different Service Elements, OWL-Q also satisfies the requirement of fine-grained QoS specification. Thus, OWL-Q satisfies all previously analyzed requirements. The interested reader may find a comparison of OWL-Q with other competitive approaches in [41] .
REQUIREMENTS FOR QoS-BASED WEB SERVICE DISCOVERY
The (QoS-based) WSDi process is decomposed into two subprocesses: matchmaking and selection. In the first subprocess, the (QoS-based) WS specifications are matched and the outcome is a list of QoS offers that completely satisfy the constraints of the demand. In the second subprocess, this output list is sorted based on weights provided by the WS requester to QoS metrics and unmeasurable attributes. Both of these subprocesses depend on the (QoS-based) WS descriptions. In the sequel, the requirements for both of these subprocesses will be analyzed in two separate sections.
In the end of each section, there will be a small analysis of how our current work satisfies all of these requirements.
Requirements for QoS-Based Web Service Matchmaking
The QoS-based WS matchmaking process starts when the functional WS matchmaking process ends. To put it in another way, the WS matchmaking process is a composite process consisting of two sequential processes: functional and QoS based. The functional process filters WS advertisements based on the functional restrictions of the requester. The QoS-based WS matchmaking process further filters the results of the functional process based on the QoS restrictions of the requester. So, the first requirement is that the output of the functional WS matchmaking process should be the input of the QoS-based WS matchmaking process. One important thing that must be discussed is what happens if both the goal/capability and the QoS filters are applied and if their order matters. First of all, we believe that the order does play a significant role here, although these filters are independent of each other. The above order is, first of all, preferable as it is better if we know first which advertisements satisfy the requested functionally and then to see if one of the QoS offers of each qualified advertisement suits the needs of the QoS demand of the request. Second, this order is also mathematically appropriate as WSs will provide many QoS offers so that the probability that one offer suits the needs of the requester is increased. Third, there is no guarantee that the service provider is frank about his QoS offers. Therefore, an application of the QoS filter before the goal filter will not prune as many results as those that will be pruned by the application of the goal filter.
After the application of both filters, we may come into a situation where an advertisement that had a subsume [58] (i.e., not totally failing) match, regarding its capabilities, to have one of the best QoS offers. We believe that there must be some groundwork between and after the application of these filters in order to remove functional advertisements or QoS offers that do not suit the needs of the requester. That is why the participation of the requester is needed either by providing the appropriate input to the matchmaking engine (MME) or by interacting with the matchmaking engine. Therefore, the requester must determine which categories of the results of each filter are preferable or acceptable. In addition to the aforementioned groundwork, the presentation and total characterization (with respect to the degree of match) of the returned results is an inevitable choice for the matchmaking engine because the requester must know what are the best results and for each result in what category of match of each filter it was put. Notice that after matchmaking, we may come into a situation where there is one result in the best combined category. This will mean that further ranking is not needed and the selection step of the discovery process will be omitted. In practice, the selection step should not be omitted as the best discovered service could be recovering from failure or could be unavailable.
Most of the requirements that are analyzed in [41] for QoS registries and WS matchmaking also stand for QoSbased WS matchmaking. In the sequel only the requirements that are specific to the QoS-based WS matchmaking process will be analyzed.
QoS offers and demands that are matched during the QoS-based WS matchmaking process should be specified by the same language. The requirements on the metamodel of this language were expressed in the previous section. In addition, both providers and requesters should be encouraged to be honest with their descriptions. Otherwise, they will pay the price of either not being matched or being matched inappropriately. The matching should not be based on keyword search only. Instead, semantic and structural information about each element in the service request and advertisement must be taken into consideration.
In particular, semantic matching of different QoS concept descriptions must be provided [27] . The basic part of QoSbased WS description is the one where WS providers advertise their capabilities and WS requesters provide their requirements as a set of constraints on specific QoS metrics or unmeasurable attributes. So, in order for the discovery process to be accurate, these sets of QoS concepts must be as similar as they can get. For this reason, semantic QoS metric/attribute matching algorithms must be developed and used before QoS-based WS matchmaking is performed in order to produce QoS-based WS specifications that contain the same set of QoS metrics/attributes (if possible). Moreover, knowledge about how QoS metrics are derived must also be taken into account as it can help the metric matching process by enriching the processed WS specifications. The main outcome of the metric matching process will be the alignment of QoS-based WS specifications. These aligned specifications will be then used in the matchmaking and selection algorithms increasing their precision and recall.
In a perfect world, the matchmaking system would return to the requester those QoS offers that perfectly match his request. In practice, this fact is highly unlikely to happen. One of the challenges of matchmaking is to locate those services that the requester would choose/select despite their differences from the request. Furthermore, the matchmaker should be able to characterize the distance between the request and the matches found, so that the requester can make an informed decision about which service to invoke. So, QoS offers should be grouped according to their rank (distance from request). Suppose that there is a measure or function that tells us if one solution (comprised by a specific value for every user metric or unmeasurable attribute) is better than another one (see next section). We argue that at least the following categories of results should be provided by the QoS-based matchmaking system with decreasing order of significance:
. have only worse solutions with respect to the solutions of the demand. Of course, an MME could provide more fine-grained categories than the proposed ones. However, the ranking of QoS offers must be based on the following properties:
. QoS offers expressing the same set of solutions for the same QoS metrics/attributes should be given the same rank. . If a QoS offer O 1 has at least one better and no worse solution than the solutions expressed by the QoS offer O 2 , then O 1 should have a better rank than O 2 . Suppose that after the matchmaking process has been executed, there are only partial and fail matches. This is an indication of an overconstrained QoS request. Fail matches are of no use and should be discarded. However, partial matches are promising. The reason is that if one (not very important) QoS constraint of the QoS request is relaxed or deleted, then it is possible that some partial QoS offers are promoted to higher categories. This process is called constraint relaxation and must be incorporated in the QoSbased MME when the aforementioned case occurs in order to provide more value-added results to the WS requester. More details about constraint relaxation can be found in [55] .
Finally, a specific requirement imposed to the QoS-based WS matchmaking system is to respond quickly to QoS demands. This depends on the technology used to perform the matchmaking. There are actually two different technologies/approaches used: reasoning and constraint-based techniques [17] , [28] like CP [15] and Mixed Integer Programming (MIP) [59] . The latter techniques have been proved more effective but require the careful transformation [28] of the QoS-based WS specifications to Constraint Satisfaction Problems (CSPs) (or Mixed Integer Programming Problems-MIPPs) before matchmaking. The term careful means that the same QoS metrics and unmeasurable attributes (or whatever entities are used to represent them) of the processed QoS specifications must be mapped to the same variables in all the constructed (from the specifications) CSPs which are needed to be solved in order to conclude the matching of these specifications. Another dimension to consider in the second approach is the linearity of the constraints. In [28] , [41] , it is argued that if only linear constraints are contained in QoS-based WS specifications, then MIP must be used instead of CP, while CP is the most appropriate technique when also nonlinear constraints are contained in the QoS specifications.
Achievements
For QoS-based WS matchmaking, we have proposed two algorithms [28] that satisfy all the requirements set above for QoS-based WS matchmaking. Their experimental evaluation [28] proves this claim. These algorithms were implemented [41] using MIP, CP, and explanation-based CP [60] . The actual system that will exploit these algorithms and their implementations will have to choose between them based on user-provided requirements (accuracy, speed, completeness, and relaxation) embodied in user profiles and the linearity of the constraints contained in QoS-based WS specifications.
Requirements for QoS-Based Web Service Selection
In the selection process, the results (especially the best ones) obtained from the discovery process are further ranked in order to get the best result. The criteria for ranking are usually nonfunctional but in the context of this paper we will stick only to the QoS-based ones, which are the QoS metrics and unmeasurable attributes. The selection process is completely personalized (preference oriented) as the ranking is based on user preferences regarding the QoS criteria that are more important to him (along with the degree of importance) and different users may have different preferences. User preferences can be given separately to the selection algorithm or they can be obtained from the QoS request. Alternatively, they can be collected and derived from user context. User preferences should include weights given to criteria (either generally or with respect to their domain or group), preferred domains or QoS groups (along with their weight if the importance of domains or groups differs), information about if the increase of a criterion's value benefits the requester, maximum normalized values of criteria, etc. Apart from user preferences, other information about the QoS criteria must be available like the type and range set of a criterion, the groups or domains the criterion belongs to, what is the ordering of the range set of the criterion, etc. This other type of information is collected/derived by the description of the QoS criteria in (user or provider defined or commonly agreed) QoS ontologies like OWL-Q. When the selection algorithm collects all the appropriate input, it starts processing available QoS offers in order to give to each of them a suitable rank/degree according to user preferences. The degree is usually computed from the following formula: P 8metric weight Ã degreeOfPromisedVal, where the degree of promised value is determined by the criterion's utility function [17] . For example, if the criterion is a positively monotonic metric, then it can be computed by the next formula: degreeOfPromisedVal ¼ promisedV alÀmin maxÀmin [20] , where promisedV al is the promised value of the metric, min and max are the minimum and maximum value of the metric with respect to all the available QoS offers. If the offer promises a range of values for a criterion, then the promisedV al can be the worse or the best or the average or a combination of worse and best values [27] . Other sophisticated selection algorithms are based on normalizations and grouping of QoS criteria (in domains or functional groups), as the ones described in [61] . The purposes of normalization are 1) to allow for a uniform measurement of service qualities independent of units, 2) to provide a uniform index to represent service qualities for each provider, and 3) to allow setting a threshold regarding the qualities. The number of normalizations performed depends on how the quality criteria are grouped (i.e., the nesting degree of the groups).
In case where there is a nesting of QoS groups, the WS selection algorithm must calculate the above formula for every group (at the same level of the QoS tree) taking into account the weight of each criterion/group in its group, and do this recursively starting at the bottom of the QoS tree and ending at its root (consider that there is an imaginative root group, where groups and criteria make up a QoS tree, and that the weights of all groups and criteria belonging in the same group have a sum of 1). It is important to note that according to the QoS ontology, a QoS tree (consisting of criteria and groups-all having weights) can be constructed. However, the user can give a different tree consisting of the criteria and groups he prefers, and he can give different weights from the defaults given by the QoS ontology modelers. We could say that this QoS tree can be described in a different ontological model than the QoS model or can be given with the help of XML graphs (i.e., it is described in XML format).
Achievements
We have implemented MIP and CP versions of a novel QoSbased WS selection algorithm [41] that advances the current state of the art. Its novelty and advantages are outlined in the next paragraph.
Although most QoS-based WS selection algorithms are interested in the worst score that can be given by a QoS offer; we believe that this is not enough; we have to pick among the same "worst score" offers the one that gives the best of the maximum-best scores. This feature is considered only in our algorithm. Another advantage of our selection algorithm is that it takes into account both of the limits of the WS requester and not only one value. This is very important, especially in highly dynamic application domains where just one value of a QoS metric cannot be guaranteed but only a range of values. Moreover, one of the biggest advantages of our algorithm is that it not only deals with unary QoS specifications but also with n-ary ones. This is something that is not offered by any other selection algorithm. Finally, our algorithm, depending on the linearity of constraints contained in QoS specifications, chooses between two different constraint solving techniques optimized in the two different possible cases of linearity, respectively.
ROADMAP
Current WS registries used for business or research purposes present limited QoS-based WSDD capabilities, if at all. The previous sections presented some requirements that have to be respected concerning the QoS-based WSDM and the algorithms used for QoS-based WSDi. Although our work completely satisfies these requirements, it has to be enriched with various mechanisms in order to be used in WS registries. Current work proposed in the area of QoS for WSs, which focuses on a specific part of the problem, could be used for this purpose. The goal of this section is to provide a road map of enriching current WS registries with capabilities of QoSbased WSDD by exploiting already performed work and spotting areas for further research. We conclude by discussing what should be the obligations of the parties involved in the QoS-based WSDD activity (i.e., providers, requesters, and WS registry) based on this road map.
We envision a QoS broker or stand-alone registry component that could be used to enhance the current functional WS registries. This broker would have the main functionality of publishing QoS offers and responding to QoS demands. Moreover, it could be used for updating the QoS offers by collecting information about them from various sources, freeing in this way WS providers from making this update themselves. Finally, this broker could use 1) leasing mechanisms for discarding QoS offers when they expire, 2) user profiling and caching mechanisms in order to respond to user queries in a fast and customized way or even perform the negotiation between the service provider and requester after the query response and produce the SLA in case of an agreement, and 3) notification mechanisms in case the Service Level Objectives (SLOs) of an SLA are violated which exploit the QoS collection mechanisms already mentioned above. Our work can play a central part in this broker. OWL-Q [27] can be exploited in two different ways. First, it can be used in semantically enriching text-or XML-based QoS specifications (please see WSDL-S [62] for the WSDL case) or QoS facts coming from QoS monitoring or feedback components. This enrichment can be performed semi-or fully automatically by exploiting IR techniques that could be used to either propose or enforce mappings (i.e., possible semantic annotations) of the structural terms to terms of the ontology (i.e., OWL-Q) KB. Of course, in case this term does not exist in the ontology KB, it would be created accordingly. Second, it can be used for the actual description of QoS-based WS specifications by WS providers and requesters or of QoS monitoring facts. Our semantic QoS metric matching algorithm [27] can be used for semantically aligning QoS-based WS specifications based on their QoS metrics. Finally, our QoS-based WS matchmaking and selection algorithms [28] , [41] can be used for matchmaking and selecting between OWL-Q specifications, thus for performing QoS-based WSDi. The architecture of our envisioned QoS broker can be seen in Fig. 5 . The broker consists of eight components and five DBs whose functionality is analyzed below.
The QoS Information Collector is responsible for retrieving QoS facts from various sources, like WS provider and thirdparty monitoring systems and users feedback. It can also produce QoS facts itself by either monitoring WSs that have an agreement (for being monitored) with the broker system or crawling through the Internet and testing the discovered WSs [63] , [64] . The QoS facts produced or retrieved are forwarded to the QoS Validator.
The QoS Validator consults recommendation (trust and reputation) systems in order to assess if the source of each QoS data or QoS specifications received is reliable and trustful. The QoS facts from reliable monitoring systems as well as QoS specifications from trustful users are accepted. Moreover trustful users feedback is stored in the Feedback DB. Frequently, the QoS Validator inspects the Feedback DB in order to find feedbacks of a WS from users that have similar expectations and uses techniques similar to [19] so as to produce a derived QoS fact for this WS. The similarity of users expectations can be calculated using the same techniques used for QoS-based WS matchmaking. The accepted or derived QoS facts as well as the accepted QoS specifications are forwarded to the QoS Concept Mapper. QoS facts will be of the form <QoSmetric=property URI; W S ID; value>. The role of the QoS Concept Mapper would be to fetch the QoS metric/property description and match it with the ontological terms stored in the OWL-Q KB. If the description is text or XML-based, then IR techniques will be exploited to do the matching. If the description is in OWL-Q, then the semantic QoS metric matching algorithm can be exploited. If no matching ontological term is found, then, in the first case a new one is created, and the new term is stored in the OWL-Q KB. If there is a match in the second case, then a fact of the form <URI 1 sameAs URI 2 > is entered in the OWL-Q KB. Once this matching takes place, the transformed (initial URI is replaced with URI of ontological term) QoS fact is stored in the WS QoS DB.
Approximately, the same procedure in the QoS Concept Mapper is followed for the entered text-or XML-based QoS specifications by WS providers and requesters. The terms in these QoS specifications are matched with the ontological ones and then these specifications are transformed to OWL-Q and stored in the OWL-Q KB. In case that the WS specifiers send OWL-Q-based QoS specifications, then the QoS metric matching algorithm is exploited in order to align them based on the contents of the OWL-Q KB and then store them in this DB. If a WS provider is updating one of his QoS offers, then when storing the transformed OWL-Q QoS offer, the previous offer is replaced by the new one.
The QoS Offer Updater frequently monitors the WS QoS DB for new facts and then it applies statistical methods in order to infer if a QoS offer of a WS has to be updated as the promise for a specific QoS metric has changed. If this is the case, then the corresponding OWL-Q offer in the OWL-Q KB is changed by replacing the appropriate ontological fact with a new one.
As the QoS broker is a stand-alone component, there are two ways the QoS-based WS matchmaking can be performed. In the first case, an OWL-Q request is fed into the system by a WS requester. The QoS Matchmaker consults the User Profile DB to find the corresponding user's capabilities and preferences and then performs the matchmaking by fetching the OWL-Q offers stored in the OWL-Q KB one by one and matching them with the OWL-Q demand. Depending on the linearity of the constraints and the user's preferences, the appropriate matchmaking algorithm is executed. In the second case, the OWL-Q demand and a list of WS IDs are fed into the system by a functional WS registry. The procedure followed is similar. However, only the QoS offers that correspond to the IDs of the WSs that match the user's functional requirements are processed and matched.
If there are many equivalent results returned by the QoS Matchmaker, then the QoS Selector is called that takes as input the matched OWL-Q offers and the corresponding OWL-Q request. Then depending on the linearity of the constraints and the user's preferences it executes the appropriate WS selection algorithm and returns back the results to the issuer. If the issuer is a WS requester, then an ordered list containing the name of the WS, the URI of its functional specification, the corresponding OWL-Q offer, and its rank is returned. If the issuer is a functional WS registry, then it sends back to it an ordered list of WS IDs along with their rank. In both these cases, if the corresponding WS requester wants to negotiate with the WS provider on the "best" WS, then the IDs of the WS provider and requester and their corresponding OWL-Q specifications are sent to the Negotiator.
The Negotiator component takes as input the previous information and fetches from the User Profile DB the appropriate user information (e.g., negotiation strategies). Then, it starts a simulated negotiation process. If this process ends successfully, then an SLA specification (e.g., WSLA [6] ) is produced based on the agreement reached and by downloading the WS's functional specification from its URI (or from the WS registry). This SLA specification is sent to the two users in order to inspect and finally agree with the content. If they agree, then the produced specification is stored in the SLA DB.
Each SLO of each SLA stored in the SLA DB is checked for validity by the SLO Violation Notifier. This component has similar functionality with the QoS Offer Updater as it constantly monitors the WS QoS DB and uses statistical methods in order to discover if an SLO is violated. If this is the case, then the corresponding parties are informed about this violation and maybe appropriate management actions in their system are taken to remedy this problem.
As it can be easily seen from the above analysis, most of the QoS broker's components are easy to implement as their functionality can be fully provided or be assisted by already proposed research work and techniques. So, our vision is realistic and may finally become true. However, some additional research should be performed on some of the proposed QoS broker components. In particular, specialized IR techniques for transforming text-or XML-based specifications to ontological ones are needed. Moreover, advanced statistical methods are needed in order to detect changes in the QoS promises or SLOs of WS providers. Finally, advanced user profiling and constraint-based specifications caching techniques are needed for effective QoS-based WS matchmaking and negotiation.
Even if the envisioned QoS broker can be or is finally implemented, the WS providers, requesters, and registries face a new set of challenges that have to be met so as to exploit the full functionality of this broker. WS providers must use simulation and other performance analysis tools in order to discover the QoS constraints of each class of service. Then, they should use and feed their QoS constraints to a tool that will produce OWL-Q (or other language) offers associated to the WS functional offer. Next, they should publish these offers to the QoS broker. A prerequisite of the above is the providers' frankness about their QoS offerings. Finally, they may feed the QoS broker with QoS monitoring facts about their services or make special agreements with the broker so that it takes care of monitoring their WSs and updating their WSs corresponding QoS offers.
WS requesters must be able to understand the needs of their applications and, with the help of appropriate tools, translate them to functional and QoS-based requests. They should comprehend that if they specify many hard constraints, then they may not get any result and that if they are vague, then they will get too many results. Thus, they must be wise to express a specific number of constraints (hard or soft) and they should also provide weights and utility functions for every QoS criterion of interest. In the end, they should use appropriate tools to produce OWL-Q files and send them as queries to the QoS broker/registry. WS registries, if enhanced with our envisioned QoS broker, must provide an API for the semantic advertisement and enquiry of the functional and QoS-based parts of WSs. They should also implement APIs for the management of QoS and functional offers (activation, deactivation, creation, and deletion). They should carefully associate functional with corresponding QoS offers (of the same WS) so as to avoid cases where a deletion of a functional offer does not cause the deletion of the corresponding QoS offers.
CONCLUSION
In this paper, after defining QoS and the role it plays in the management of WSs, an analysis of the requirements for semantic QoS-based WSDD were provided. Additionally, a proposal of how to produce a semantically enhanced and stand-alone QoS broker that could be used in a complementary way to current functional WS registries was given. Last but not least, the responsibilities of the participating entities in sight of the envisioned QoS broker were analyzed.
We are currently working on the development and evaluation of the envisioned QoS broker. An extension to this work would focus on QoS-based WS composition and adaptation and on the representation, semiautomatic production, validity checking, analysis, and enforcement of composite SLAs. His research interests span the following areas: service-oriented computing with focus on quality-based service description, discovery, composition, and adaptation and on automated service negotiation, ontology modeling and reasoning, constraint and mathematical programming, and distributed (information) systems.
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