The Arctic is expected to shift from a sink to a source of atmospheric CO 2 this century due to climate-induced increases in soil carbon mineralization 1 . The magnitude of this effect remains uncertain, largely because temperature sensitivities of organic matter decomposition 2,3 and the distribution of these temperature sensitivities across soil carbon pools 4 are not well understood. Here, a new analytical method with natural abundance radiocarbon was used to evaluate temperature sensitivities across soil carbon pools. With soils from Utqiaġvik (formerly Barrow), Alaska, an incubation experiment was used to evaluate soil carbon age and decomposability, disentangle the effects of temperature and substrate depletion on carbon mineralization, and compare temperature sensitivities of fast-cycling and slow-cycling carbon. Old, historically stable carbon was shown to be vulnerable to decomposition under warming. Using radiocarbon to differentiate between slow-cycling and fast-cycling carbon, temperature sensitivity was found to be invariant among pools, with a Q 10 of ~2 irrespective of native decomposition rate. These findings suggest that mechanisms other than chemical recalcitrance mediate the effect of warming on soil carbon mineralization.
High-latitude soils are an important carbon reservoir. Cold, frozen and anoxic conditions have stabilized soil organic matter, leading to the accumulation of an estimated 1,300 Pg of carbon, nearly equal to that stored in global vegetation and the atmosphere combined 5 . Over the coming decades, the Arctic is expected to shift from a sink to a source of atmospheric CO 2 as soil warming and permafrost thaw destabilize this carbon 1, 6 . Such changes have already been seen. Research has documented rising soil temperatures and permafrost thaw 7, 8 , with increased rates of soil carbon mineralization, particularly from old, previously stable pools 9, 10 . Model predictions of high-latitude soil carbon losses range widely, from 37 to 174 Pg by 2100 for equivalent anthropogenic emissions scenarios 6 . Model sensitivities underlying this range include the parameterized, nominal soil carbon decomposability 3 and the temperature sensitivity of carbon mineralization 2, 11 . Soil organic matter is a heterogeneous mixture with a range of chemical compositions, cycling rates and stabilization mechanisms. As such, soil carbon vulnerabilities to climate change depend on the distribution of organic compounds, their physio-chemical states, microbial activity and environmental context. To describe dynamics of this heterogeneous system, bulk soil carbon can be partitioned into pools, defined operationally by their decomposition rates 2, 12 . These decomposition rates are functions of chemical recalcitrance, physical and chemical protection in the soil matrix and environmental variables such as temperature and oxygen availability 2, 13 . Despite more than a decade of research on soil fractions and decomposition dynamics, no consensus has been reached about how temperature sensitivities vary across soil carbon pools 14 . Kinetic theory predicts that decomposition of compounds with higher activation energies (greater chemical stability) should be more sensitive to temperature changes than more chemically labile substrates 2 . If the cycling rate of soil organic matter depends on its chemistry, theory predicts that slow-cycling carbon will be particularly vulnerable to warming. Numerous studies have used incubation and field experiments to test this prediction, with varied and often inconclusive results
14
. Some have found that slow-cycling, less decomposable carbon pools are more responsive to temperature changes 4, [15] [16] [17] . Others have found that carbon pools have neither different temperature sensitivities 18-21 nor distinct chemical compositions 22 , challenging simple relationships between carbon cycling rate, substrate chemistry and temperature sensitivity.
A common approach such studies use is to measure CO 2 production under separate temperature treatments and estimate temperature sensitivities of different source pools by fitting multi-pool models with Arrhenius-type kinetics to CO 2 emissions. Several challenges inherent to this approach may lead to erroneous conclusions. Without a clear tracer differentiating carbon pools, bulk CO 2 flux measurements alone usually provide insufficient information to falsify or effectively parameterize models 23 , leaving results sensitive to assumptions and predetermined model characteristics such as functional form and number of pools. In non-steady-state incubations, temperature sensitivities may be difficult to disentangle from microbial community changes and thermal adaptation 24 . Statistical effects may confound relationships among respiration rates and temperature sensitivities 23 . Finally, incubations introduce experimental artifacts. The common practice of soil homogenization, for instance, destabilizes carbon by disrupting soil aggregates 13 , altering relationships between chemistry and decomposability.
To address such challenges, we developed a new methodology with natural abundance radiocarbon to evaluate the temperature sensitivities of fast-cycling and slow-cycling soil carbon in an Arctic tundra ecosystem. A naturally occurring tracer of carbon dynamics, radiocarbon in CO 2 reflects the age of respired carbon 12 , enabling us to estimate carbon dynamics metrics from individual measurements without having to fit models to CO 2 fluxes. Additionally, radiocarbon offers information on very slow-cycling carbon pools that CO 2 production rates alone may not capture in the timeframe of incubation studies.
With soils from Utqiaġvik, Alaska, we incubated intact (nonhomogenized) soil samples at 5 °C and 10 °C, a realistic summertime temperature range for near-surface soils. Using CO 2 production and its radiocarbon abundance (Δ C Letters Nature Climate ChaNge with intact samples at 5 °C and 10 °C. By allowing the use of intact soil samples, this approach minimized soil disturbance, preserving physical carbon stabilization mechanisms 13 whose temperature sensitivities may differ from kinetic predictions 14, 25 . A consideration of this design, however, is that depletion of labile substrates alters CO 2 production and Δ C 14 CO 2 between sequential incubations. To correct for these effects, we performed a third incubation at the baseline temperature of 5 °C.
Δ C 14 CO 2 from the first incubation ranged from +86.5‰ to −48.3‰ in near-surface samples and from −72.3‰ to −326.4‰ near the permafrost and CO 2 age demonstrate shifts from fast-cycling carbon near the soil surface to more slow-cycling carbon at depth. This depth trend is common at high latitudes, where cold temperatures and short thaw seasons generate steep vertical gradients in decomposition rates 10, 26 . However, our Δ C
CO 2
values were nearly an order of magnitude lower at similar depths compared to those studies; at only ~15-30 cm, we observed decomposition of carbon that cycles on millennial timescales. Co-located field-based measurements of Δ C 14 CO 2 in soil surface emissions and soil pore-space confirm that these incubation results reflect in situ cycling rates 27 . At 20 cm depth, soil pore-space CO 2 ages were as great as ~3,000 yr (median = 1,375 yr). In both incubations and in situ soils, we thus see that ancient soil carbon is readily decomposable under unfrozen, aerobic conditions.
Between the first two incubations (5 °C and 10 °C), CO 2 production rates increased and Δ C 14 CO 2 decreased ( Fig. 1 ; Table 2 ). These changes demonstrate that carbon mineralization responded to the temperature treatment and substrate use shifted toward older soil organic matter. We also observed decreases in both CO 2 production and Δ C 14 CO 2 between the first and third 5 °C incubations ( Fig. 1 ; Table 2 ). The changes across incubations in CO 2 production and Δ C 14 CO 2 varied among samples and were uncorrelated with one another (Supplementary Fig. 1 ), suggesting that historical cycling rate and decomposability were not consistently related across samples, probably due to inhibition of decomposition by cold, frozen and/or anoxic conditions. Generally, these changes indicate progressive depletion of readily decomposable, fast-cycling substrates, slowing carbon mineralization and increasing relative contributions of slow-cycling carbon to total CO 2 production.
To determine the direct, pool-specific temperature sensitivities of CO 2 production, we were required to correct for the background effects of substrate depletion on CO 2 production and Δ C 14 CO 2
. To perform this correction, we defined two metrics for each incubated soil. The first metric, Δ 1,3 , was calculated as the percentage change in the CO 2 production rate between incubations 1 and 3, both at 5 °C. Metric Δ 1,3 thus quantifies the effect of substrate depletion on carbon mineralization. The second metric, Δ 1,2 , was calculated as Letters Nature Climate ChaNge the percentage change in CO 2 production between incubations 1 and 2, at 5 °C and 10 °C. Metric Δ 1,2 thus quantifies the change in carbon mineralization due to the combined effects of temperature and substrate depletion. Regressing Δ 1,2 against Δ 1,3 , we observed a strong positive linear relationship ( Fig. 2 ; Table 2 ), which allowed us to estimate temperature sensitivity in the absence of substrate depletion. Specifically, the y-intercept of this regression (39.3 ± 2.8) estimates the percentage change in CO 2 production due to a 5 °C temperature increase if there were no background change in carbon mineralization, that is, when Δ 1,3 = 0%. This derived temperature sensitivity corresponds to a Q 10 of 1.94 ± 0.078, supporting the widespread use of Q 10 = 2 in carbon cycle models 28 . To test whether temperature sensitivity differed between fast-cycling and slow-cycling carbon, we incorporated Δ C , we partitioned each measurement of CO 2 evolution into two theoretical source pools with ages of 50 yr (active-pool, Δ 14 C = +146‰) and 5,000 yr (passive-pool, Δ 14 C = −360‰). Using these partitioned CO 2 production rates, we calculated separate activepool and passive-pool Δ 1,2 and Δ 1,3 values for each soil sample. As with non-partitioned data, we observed a strong linear relationship between these metrics (Fig. 3) . This relationship did not differ significantly between the two pools (χ 2 (1) = 1.3042; P = 0.2535), indicating that active-pool and passive-pool carbon responded equivalently to the 5 °C temperature increase. After accounting for substrate depletion, we therefore found that the temperature sensitivity of decomposition was invariant across carbon pools with different cycling rates. Results were not sensitive to the specific carbon pool ages used in this analysis (Supplementary Fig. 8 ; Supplementary Table 5) . 
Fig. 2 | effects of temperature and incubation time on CO 2 production rate. For each incubated soil sample, Δ 1,2 is the percentage change in CO 2 production between incubations 1 (5 °C) and 2 (10 °C), and Δ 1,3 is the percentage change in CO 2 production between incubations 1 and 3 (both 5 °C). Regression line represents the best linear fit and y-intercept (39.3 ± 2.9) estimates the change in CO 2 production due to a 5 °C temperature increase in the absence of any temperature-independent change in the carbon mineralization rate. 
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Our finding that slow-cycling and fast-cycling carbon were equally temperature-sensitive highlights critical differences between intrinsic temperature sensitivities of enzymatic reactions and observed temperature sensitivities of soil organic matter decomposition or enzyme activities 29, 30 . In bulk soils, observed temperature sensitivities of soil organic matter decomposition integrate a range of reactions with heterogeneous intrinsic temperature sensitivities 2 . Further, biochemical and physical variables such as organo-mineral interactions, soil aggregation, interfering compounds, and microbial constraints may limit substrate availability or inhibit enzyme function in temperature-specific ways 25 , causing observed temperature sensitivities to deviate from Arrhenius predictions 2, 14, 29 . Finally, harsh environmental conditions may preserve otherwise unprotected carbon, minimizing differences in substrate chemistry across soil carbon age classes.
In agreement with our findings, a number of previous studies using intact (neither homogenized nor fractionated) soils found no temperature sensitivity differences among carbon pools 14, 18, 19, 21 . By preserving soil physical structure, such studies maintained gradients of substrate availability important to the temperature response. In contrast, incubations of homogenized soils or isolated soil fractions have more often followed Arrhenius kinetics, showing increased temperature sensitivity with increased resistance to decomposition 14, 16, 17 . Soil homogenization may disrupt aggregation and mineral associations 13 , increasing the influence of chemical recalcitrance on decomposition dynamics. Accordingly, while sieved or fractionated soils are useful for mechanistic studies 29 , intact soils more closely reflect complex in situ conditions.
Our findings suggest that in these Arctic soils, ancient, historically stable carbon is readily decomposed under aerobic, thawed conditions. We find that the response of this old soil carbon to future temperature changes will not depend directly on its historical cycling rate; instead, short-term and long-term changes will probably depend on other environmental factors currently stabilizing soil carbon. This contrasts with lower-latitude sites, where fast-cycling pools dominate CO 2 production at all depths 12 . Such latitudinal differences in Δ C 14 CO 2 depth profiles imply key mechanistic differences in soil organic matter preservation at depth; in Arctic soils, limited thaw days, anoxia and low fresh carbon supplies may be particularly important for deep carbon stabilization-and particularly climatesensitive 6 . There, historically stable carbon may closely resemble more rapidly cycling substrates, rendering it highly vulnerable to soil warming, permafrost loss and active layer deepening.
Online content
Any methods, additional references, Nature Research reporting summaries, source data, statements of code and data availability, and associated accession codes are available at https://doi.org/10.1038/ s41558-019-0468-y. . Continuous ice-rich permafrost underlies a shallow active layer, which varies in thickness from 20 to 60 cm. With low topographic relief up to 5 m elevation, the BEO ground surface consists of ice wedge polygons and drained thaw lake basins.
On 14 August 2012, we collected nine soil cores from five ice wedge polygons covering a broad range of surface vegetation, microtopography, hydrology and subsurface ice properties. Ice wedge polygons are microtopographic features ~10-30 m in diameter, separated by low-lying, wet channels called troughs. Formed by freezing and thawing of subsurface ice 32, 33 , polygons can be classified into three categories on the basis of subsurface ice properties and surface morphology. High-centred polygons have raised, dry centres that slope steeply into troughs, with high concentrations of subsurface ice wedges. Low-centred polygons have saturated or inundated centres and lower frequencies of subsurface ice wedges; centres are separated from troughs by raised, dry rims. Flat-centred polygons are characterized by flat surface morphology underlain by ice-rich permafrost and infrequent ice wedges; perimeter rims are not raised relative to centres 34 . Due to strong differences in physical and hydrological properties, surface vegetation and soil chemistry differ substantially among centres, rims and troughs of the three polygon types 35, 36 . Soil cores were collected from centres, rims or troughs of high-centred, flatcentred and low-centred polygons (Supplementary Table 1 ). Cores were collected with a 1 inch diameter manual soil recovery probe to the full depth of the thawed soil layer, which ranged at the time of sampling from 21 to 39 cm across coring locations (Supplementary Table 2 ). Soil cores did not penetrate into permafrost. Intact cores were held at 5 °C and shipped on ice to Berkeley, CA.
Soil incubation.
Six days after sampling, we divided cores into organic and mineral horizons (2-3 increments per core) and removed visible live surface vegetation and roots. Samples were otherwise left intact. We placed core increments in 8 oz glass Mason jars nested inside 32 oz glass Mason jars fitted with gastight sampling ports. Between the two jars, we added ~2 ml of deionized water to limit moisture loss from soil. To avoid artifacts from physical disturbance during core division, we pre-incubated soils for 1 d at 7.5 °C and 1 d at 5 °C before flushing jars with CO 2 -free air to begin the incubation.
The experiment proceeded as three sequential incubations: 13 d at 5 °C, 16 d at 10 °C and 21 d at 5 °C. At the end of each incubation, we measured headspace CO 2 concentrations with a LI-820 CO 2 gas analyser (LI-COR) and collected headspace gas for radiocarbon analysis. Using a syringe and stopcock, we collected 30 ml of gas from each incubation jar's sampling port, then passed the sample at ~1 l min −1 through a septum at the inflow port of the LI-820. On the basis of repeated tests, 30 ml of gas was sufficient for a stable, accurate CO 2 concentration measurement. The remaining headspace was sampled for radiocarbon analysis using either 500 ml stainless steel sampling canisters or glass serum vials sealed with 14 mm-thick chlorobutyl septa (Bellco Glass). Following gas collection, soil was allowed to equilibrate to the new temperature for 4-7 d before jars were flushed with CO 2 -free air to begin the next incubation. At the time of sampling, headspace CO 2 concentrations ranged from 1,400 to 30,000 ppm. The percentage of initial soil carbon respired over the three short-term incubations ranged from 0.087% to 1.4% (Supplementary Table 3 ). To assure that jars were properly sealed, we used four blanks and four 1,000 ppm CO 2 standards throughout the incubation.
Following the third incubation, soils were freeze-dried, ground, measured into tin capsules, and analysed for carbon and nitrogen content on a Thermo Scientific Flash 2000 elemental analyser. Soil pH was measured in 0.01 M CaCl 2 , using a 1:2 soil:solution ratio (Supplementary Table 2) . CO 2 from gas samples was cryogenically purified under vacuum, split into separate tubes for 14 C and 13 C analysis, and sealed in 6 mm quartz tubes. Subsamples of 25 ml from the 2014 incubation were composited during purification into one pair of CO 2 samples per incubation jar. For radiocarbon analysis, we sent samples to Lawrence Livermore National Laboratory's Center for Accelerator Mass Spectrometry (CAMS) or the Carbon, Water and Soils Research Laboratory at the USDA-FS Northern Research Station, where CO 2 was reduced to graphite on iron powder under H 2 (ref. Data analysis. We used linear mixed-effects models to evaluate changes across the incubation periods in Δ C 14 CO 2
and mean CO 2 production rates (calculated for each sample × incubation period from measured CO 2 concentrations). For each response variable-CO 2 production and Δ C 14 CO 2 -we constructed a linear model in which incubation number (1, 2 or 3) was the categorical fixed effect and the individual soil sample nested in soil profile was included as a random effect. This mixed model formulation accounts for baseline differences in the response variable across incubated soil samples, as well as physical clustering of soil depth increments in soil cores. Q-Q plots from these initial models showed one outlier in the CO 2 production dataset and two outliers in the Δ C 14 CO 2 dataset ( Supplementary  Fig. 1 ). These outlying points were from one soil core that showed a particularly strong substrate depletion effect between the first and second incubations. Because these outliers led to violations of model assumptions, we re-ran the above models without the outlying points. Final CO 2 production and Δ C 14 CO 2 models thus represent general trends over the incubations and do not capture the full degree of potential substrate depletion. Model validation tests indicated that these final models met all model assumptions (Supplementary Fig. 3; Supplementary Fig. 4) . The complete dataset was used for all other analyses and all plots.
We used radiocarbon measurements to model mean ages of carbon in the respiration flux using the method described in Vaughn and Torn 27 , modified from the time-dependent steady-state model from Torn et al. 39 . Briefly, for a homogeneous carbon pool, the turnover time, defined as the inverse of the pool's cycling rate (τ), can be calculated from its measured Δ 14 C value, the (timedependent) 14 C/ 12 C ratio in the local atmosphere and the mean transit time of carbon through living plant material, according to: ). At steady-state, C t = C t -1 = I × τ, so the above equation reduces to:
values and an annualized time series of Δ 14 C in local atmospheric CO 2 , we iteratively solved for τ. We used values from ref.
27 for atmospheric Δ 14 C, which were interpolated from refs. [40] [41] [42] . We calculated τ twice for each sample, using T R values of 0 and 5 yr to bracket the probable T R range [43] [44] [45] . In accordance with model assumptions, we consider CO 2 production during the first incubation as an approximation of a homogeneous, steady-state system. For a homogeneous pool at steady-state, τ is equivalent to the mean age of the carbon pool. To avoid ambiguity in terminology associated with turnover times 46 , we report calculated τ values as ages of carbon being respired. When two possible carbon age solutions were obtained for a given calculation, we report both solutions.
To quantify the temperature sensitivity of decomposition, we isolated the effect of temperature on decomposition from other time-dependent changes in carbon mineralization under non-steady-state conditions (that is, substrate depletion and microbial community/activity/efficiency changes, which together we call the 'time effect'). For each incubated sample, we calculated two metrics, Δ 1,2 and Δ 1,3 : where J obs,1 , J obs,2 and J obs,3 are the mean CO 2 production rates during incubations 1 (5 °C), 2 (10 °C), and 3 (5 °C), respectively. Metric Δ 1,2 quantifies the combined influences of the temperature treatment and the time effect on the decomposition rate and Δ 1,3 quantifies the time effect alone. To isolate the temperature effect, we regressed Δ 1,2 against Δ 1,3 to determine whether non-steady-state effects modified the temperature response in a predictable way. This regression was performed as a linear mixed-effects model with Δ 1,2 as the response variable, Δ 1,3 as a fixed effect, and soil profile as a random effect. Residuals plots indicate that this analysis did not violate the assumptions of the statistical method ( Supplementary Fig. 5 ). We found a close linear relationship between Δ 1,2 and Δ 1,3 , which allowed us to predict the temperature response in the absence of a time effect. Specifically, the y-intercept of this regression (the point where the time effect equals 0) estimates the effect of a 5 °C temperature increase in the absence of source depletion or microbial acclimation.
With the y-intercept of this regression, we calculated Q 10 using a modified form of the Van't Hoff equation:
Letters Nature Climate ChaNge where T 2 and T 1 are the temperatures at which CO 2 production rates were evaluated (5 °C and 10 °C) and + 1 intercept 100
is equivalent to
, the ratio of CO 2 production rates at these two temperatures.
To test whether this temperature sensitivity varied among carbon pools with different cycling rates, we used radiocarbon values to partition each measurement of CO 2 evolution into fast-cycling and slow-cycling source pools. First, we defined active and passive pools with assigned ages of 50 and 5,000 yr. Corresponding to Δ 14 C values of +146 and −360‰, these age end-members were chosen to bracket the range of observed Δ 14 C values and represent carbon cycling on annual to decadal (active) or millennial (passive) timescales. For each incubated soil sample, we used these Δ 14 C values in a two-pool mixing model to calculate active-pool and passive-pool contributions to CO 2 production in the three incubations: where J passive and J active are the calculated rates of CO 2 production from the passive and active pools and J obs is the measured rate of CO 2 production. Finally, with these pool-specific measurements of CO 2 production (J passive,i and J active,i ), we calculated separate active-pool and passive-pool Δ 1,2 and Δ 1,3 values for each incubated sample. As with non-partitioned data, we regressed Δ 1,2 against Δ 1,3 using a linear mixed-effects model with the response variable Δ 1,2 . This model included core increment nested in soil profile as random effects to account for paired active or passive measurements and physical clustering of increments in cores. To test whether this Δ 1,2 versus Δ 1,3 relationship differed between active-pool and passive-pool measurements, we used the likelihood ratio test to compare the model including Δ 1,3 and carbon pool (active or passive) as fixed effects with the model including only Δ 1,3 as a fixed effect. With a significance cutoff of 0.05, we found that carbon pool was not a significant predictor of Δ 1,2 (χ 2 (1) = 1.3042; P = 0.2535). We conducted a power analysis to determine the likelihood of correctly rejecting the null hypothesis at a given difference in Q 10 between active and passive carbon pools. We evaluated the power of the likelihood ratio test at Q 10 differences ranging from 0 to 0.2, using 400 data simulations at each Q 10 level. In each instance, simulated Δ 1,3 and Δ 1,2 values were generated on the basis of characteristics of our original data, with an imposed Q 10 difference between pools. We found the test to be highly sensitive at low differences in temperature sensitivity between pools, with a power of >0.80 for Q 10 differences of 0.12 or greater and >0.99 for Q 10 differences of 0.19 or greater (Supplementary Fig. 7 ; Supplementary Table 4) .
We performed two additional analyses to evaluate the sensitivity of our findings to aspects of the analytical method. First, we repeated the CO 2 flux partitioning with passive-pool and active-pool ages of 10,000 yr (Δ 14 C = −524‰) and 20 yr (Δ 14 C = +137‰) to test whether results depended on the assigned pool structure (Supplementary Fig. 8 ; Supplementary Table 5) . Due to the range in measured Δ 14 C values, we could not use a passive-pool age less than ~5,000 yr or an active-pool age less than ~20 yr without reducing the set of usable data. Second, we repeated the analysis using the difference in CO 2 production between the second and third incubations to quantify the temperature effect (that is, Δ = × Fig. 10 ). Findings from this test indicate that neither temperature sensitivity nor its dependence on carbon pool changed throughout the incubation.
Statistical analyses were conducted in R v.3.3.3 ' Another Canoe' (2017-03-06), using the packages lme4 (ref. 47 ) for linear mixed-effects model fitting and lmerTest 48 for significance testing. The R code developed for all analyses can be found at https://github.com/lydiajsvaughn/Radiocarbon_inc_2012.
Data availability
All data generated and analysed in this study are archived in the Next-Generation Ecosystem Experiments (NGEE-Arctic) data repository 49 and can be accessed at https://doi.org/10.5440/1418852.
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