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Abstract. In this paper, we study q extension of Mittag-Leffler operators. We establish mo-
ments of these operators and estimate convergence results with the help of classical modulus of
continuity. Also, we give weighted approximation property and A statistically convergence of
the operators L.ˇ/n;q .
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1. INTRODUCTION
We first mention some notations of q-calculus. Throughout the present paper,
assume that q is a real number satisfying the inequality 0 < q  1. For n 2 N, we
have
Œnq D Œn WD

.1 qn/=.1 q/ ; q ¤ 1
n ; q D 1 ,
ŒnqŠD ŒnŠ WD

Œn Œn 1 ::: Œ1 ; n 1
1 ; nD 0 ,
and
.1Cx/nq WD
8<:
n 1Q
jD0
 
1Cqjx ; nD 1;2; :::
1 ; nD 0.
For integers 0 k  n, the q-binomial coefficient is defined by
n
k

D ŒnŠ
ŒkŠ Œn kŠ .
The q-analogue of integration, introduced by Jackson [7] in the interval Œ0;a, is
defined byZ a
0
f .x/dqx WD a.1 q/
1X
nD0
f
 
aqn

qn, 0 < q < 1 and a > 0.
c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The q-improper integral used in the present paper is defined asZ 1=A
0
f .x/dqx WD .1 q/
1X
nD0
f

qn
A

qn
A
, A > 0,
provided the sum converges absolutely. The two q-Gamma functions are defined as
 q .x/D
Z 1=1 q
0
tx 1Eq . qt/dqt and Aq .x/D
Z 1=A.1 q/
0
tx 1eq . t /dqt .
(1.1)
There are two q-analogues of the exponential function ex , see [8],
eq .x/D
1X
kD0
xk
ŒkŠ
D 1
.1  .1 q/x/1q
, jxj< 1
1 q , jqj< 1,
and
Eq .x/D
1X
kD0
qk.k 1/=2 x
k
ŒkŠ
D .1C .1 q/x/1q , jqj< 1.
By Jackson [7], it was shown that the q-Beta function defined in the usual formula
Bq .t; s/D  q .s/ q .t/
 q .sC t / :
The q-integral representation of q-Beta function, which is a q-analogue of Euler’s
formula, is
Bq .t; s/D
Z 1
0
xt 1 .1 qx/s 1q dqx, t; s > 0. (1.2)
In 1903, G.M. Mittag-Leffler [11] defined the Mittag-Leffler function by
E˛.´/D
1X
kD0
´k
  .˛kC1/ I .´ 2C; R.˛/ > 0/:
In 1905, A. Wiman [15] gave the two-index Mittag-Leffler function definition by
E˛;ˇ .´/D
1X
kD0
´k
  .˛kCˇ/ I .´;ˇ 2C; R.˛/ > 0/:
Note that, for ˇ D 1 then we get E˛;1.´/DE˛.´/.
M.A. O¨zarslan [12] investigated properties of the following Mittag-Leffler operat-
ors
L.ˇ/n .f Ix/D
1
E1;ˇ

nx
bn
 1X
kD0
f

kbn
n

.nx/k
bkn   .kCˇ/
; (1.3)
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M.H. Annaby and Z.S. Mansour [1] defined q analogues of the Mittag-Leffler func-
tions by
e˛;ˇ .´Iq/D
1X
kD0
´k
 q.˛kCˇ/;
ˇˇ
´.1 q/˛ ˇˇ< 1;
and
E˛;ˇ .´Iq/D
1X
kD0
q˛
k.k 1/
2 ´k
 q.˛kCˇ/; ´ 2C
where ˇ 2C and R.˛/ > 0. Here we will use q-Mittag-Leffler function for ˛ D 1 as
E1;ˇ

n´
bn
Iq

D
1X
kD0
q
k.k 1/
2
 q.kCˇ/

n´
bn
k
:
Now we introduce the following operators
L.ˇ/n;q.f Ix/D
1
E1;ˇ

nx
bn
Iq
 1X
kD0
f

Œkbn
n

q
k.k 1/
2
 q.kCˇ/

nx
bn
k
(1.4)
where .bn/ is a sequence of positive real numbers, ˇ > 1 is fixed, n 2N; and
f 2E WD

f 2 C Œ0;1/ W lim
x!1
f .x/
1Cx2 is finite

;
where C Œ0;1/ is the space of continuous functions defined on Œ0;1/. The norm of
Banach lattice E is given by
kf k WD sup
x2Œ0;1/
jf .x/j
1Cx2 :
It is obvious that the operators L.ˇ/n;q.f Ix/ are linear and positive.
When q D 1, we have the Mittag-Leffler operators given by O¨zarslan [12]. When
q D 1 and ˇ D 1, we get the modified Sza´sz-Mirakjan operators.
Lemma 1. For each 0 < q < 1, x  0 and n 2N, we have
L.ˇ/n;q.1Ix/D 1; (1.5)ˇˇˇ
L.ˇ/n;q.t Ix/ x
ˇˇˇ
 Œˇ 1bn
n
; (1.6)ˇˇˇ
L.ˇ/n;q.t
2Ix/ x2
ˇˇˇ
 bn
n

xC Œˇ 1bn
n

C2x bnŒˇ 1
n
; (1.7)
and
L.ˇ/n;q..t  x/2 Ix/
bn
n
.1C4Œˇ 1/xC

bn
n
2
Œˇ 1: (1.8)
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Proof. From definition of the operators L.ˇ/n;q given by .1:4/, we get
L.ˇ/n;q.1Ix/D 1:
Using ŒkD ŒkCˇ 1 qkŒˇ 1 and from .1:4/, we have
L.ˇ/n;q.t Ix/D
1
E1;ˇ

nx
bn
Iq
 1X
kD0
Œkbn
n
q
k.k 1/
2
 q.kCˇ/

nx
bn
k
D 1
E1;ˇ

nx
bn
Iq
 1X
kD1
bn
n
q
k.k 1/
2
 q.kCˇ 1/

nx
bn
k
  Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD0
bn
n
q
k.k 1/
2 qk
 q.kCˇ/

nx
bn
k
 1
E1;ˇ

nx
bn
Iq
 1X
kD0
bn
n
q
k.kC1/
2
 q.kCˇ/

nx
bn
kC1
C Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD0
bn
n
q
k.k 1/
2 qk
 q.kCˇ/

nx
bn
k
:
For qk  1, we get
L.ˇ/n;q.t Ix/
1
E1;ˇ

nx
bn
Iq
 1X
kD0
bn
n
q
k.k 1/
2
 q.kCˇ/

nx
bn
kC1
C Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD0
bn
n
q
k.k 1/
2
 q.kCˇ/

nx
bn
k
 xC Œˇ 1bn
n
:
So we can write ˇˇˇ
L.ˇ/n;q.t Ix/ x
ˇˇˇ
 Œˇ 1bn
n
:
Using definition of the operators L.ˇ/n;q , we have
L.ˇ/n;q.t
2Ix/D 1
E1;ˇ

nx
bn
Iq
 1X
kD0

Œkbn
n
2 q k.k 1/2
 q.kCˇ/

nx
bn
k
:
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Using the fact that ŒkD qŒk 1C1 and ŒkD ŒkCˇ 1 qkŒˇ 1; we obtain
L.ˇ/n;q.t
2Ix/D 1
E1;ˇ

nx
bn
Iq
 1X
kD0

bn
n
2
.qŒk 1ŒkC Œk/ q
k.k 1/
2
 q.kCˇ/

nx
bn
k
D 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2
Œk 1Œk q
k.k 1/
2
C1
 q.kCˇ/

nx
bn
k
C 1
E1;ˇ

nx
bn
Iq
 1X
kD0

bn
n
2
Œk
q
k.k 1/
2
 q.kCˇ/

nx
bn
k
D 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2
Œk 1

ŒkCˇ 1 qkŒˇ 1
 q k.k 1/2 C1
 q.kCˇ/

nx
bn
k
C bn
n
L.ˇ/n;q.t Ix/
D 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2
Œk 1 q
k.k 1/
2
C1
 q.kCˇ 1/

nx
bn
k
C bn
n
L.ˇ/n;q.t Ix/
  Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD1

bn
n
2
Œk 1q
k.k 1/
2
C1Ck
 q.kCˇ/

nx
bn
k
D 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2
ŒkCˇ 2 qk 1Œˇ 1
 q k.k 1/2 C1
 q.kCˇ 1/

nx
bn
k
  Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2
Œk 1q
k.k 1/
2
C1Ck
 q.kCˇ/

nx
bn
k
C bn
n
L.ˇ/n;q.t Ix/
D bn
n
L.ˇ/n;q.t Ix/C
1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2 q k.k 1/2 C1
 q.kCˇ 2/

nx
bn
k
  Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2 q k.k 1/2 Ck
 q.kCˇ 1/

nx
bn
k
  Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD1

bn
n
2
Œk 1q
k.k 1/
2
C1Ck
 q.kCˇ/

nx
bn
k
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 bn
n
L.ˇ/n;q.t Ix/C
x2
E1;ˇ

nx
bn
Iq
 1X
kD0
q
k.k 1/
2 q3kC3
 q.kCˇ/

nx
bn
k
C Œˇ 1
E1;ˇ

nx
bn
Iq
 1X
kD2

bn
n
2 q k.k 1/2 Ck
 q.kCˇ 1/

1C qŒk 1
ŒkCˇ 1

nx
bn
k
:
For qk  1 and Œk 1
ŒkCˇ 1  1; we have
L.ˇ/n;q.t
2Ix/ x2C bn
n

xC Œˇ 1bn
n

C2x bnŒˇ 1
n
: (1.9)
So we can writeˇˇˇ
L.ˇ/n;q.t
2Ix/ x2
ˇˇˇ
 bn
n

xC Œˇ 1bn
n

C2x bnŒˇ 1
n
:
Finally, using the .1:6/ and .1:7/ ; we acquire that
L.ˇ/n;q..t  x/2 Ix/D L.ˇ/n;q.t2Ix/ 2xL.ˇ/n;q.t Ix/Cx2L.ˇ/n;q.1Ix/

ˇˇˇ
L.ˇ/n;q.t
2Ix/ x2
ˇˇˇ
C2x
ˇˇˇ
L.ˇ/n;q.t Ix/ x
ˇˇˇ
 bn
n

xC Œˇ 1bn
n

C2x bnŒˇ 1
n
C 2Œˇ 1bn
n
x
D bn
n
.1C4Œˇ 1/xC

bn
n
2
Œˇ 1:

2. WEIGHTED APPROXIMATION
Here, we give weighted approximation theorem for the operator L.ˇ/n;q .
Theorem 1. Let qD qn 2 .0;1/ such that qn! 1 as n!1; then for each f 2E
and lim
n!1
bn
n
D 0, we get
lim
n!1
L.ˇ/n;qn.f Ix/ f .x/ D 0
where ˇ > 1:
Proof. From .1:5/, we know that L.ˇ/n;q.1Ix/D 1; soL.ˇ/n;qn.1Ix/ 1 D 0:
From .1:6/, for n > 1; we getL.ˇ/n;qn.t Ix/ x D supx2Œ0;1/
ˇˇˇ
L
.ˇ/
n;qn.t Ix/ x
ˇˇˇ
1Cx2
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 Œˇ 1bn
n
sup
x2Œ0;1/
1
1Cx2
 Œˇ 1bn
n
:
So we can write
lim
n!1
L.ˇ/n;qn.t Ix/ x D 0:
Finally, for .1:7/ ; we getL.ˇ/n;qn.t2Ix/ x2 D supx2Œ0;1/
ˇˇˇ
L
.ˇ/
n;qn.t
2Ix/ x2
ˇˇˇ
1Cx2
 .1C2Œˇ 1/ bn
n
sup
x2Œ0;1/
x
1Cx2
C

bn
n
2
Œˇ 1 sup
x2Œ0;1/
1
1Cx2
 .1C2Œˇ 1/ bn
2n
C

bn
n
2
Œˇ 1:
Then, we acquire that L.ˇ/n;qn.t2Ix/ x2! 0 as n!1:

3. RATE OF CONVERGENCE
Lemma 2. For all x 2 Œ0;1/ and n 2N, we get
!.x/L.ˇ/n;q

1
!
Ix

 .ˇ/
where

bn
n

is a bounded sequence of positive numbers and ˇ > 1 is fixed. Also .ˇ/
is a constant and !.x/ D 1
1Cx2 : Additionally for all f 2 E and q 2 .0;1/ ; we can
obtain L.ˇ/n;q .f /  .ˇ/kf k :
Proof. Using (1.5) and (1.9), we get
!.x/L.ˇ/n;q

1
!
Ix

D 1
1Cx2
h
L.ˇ/n;q .1Ix/CL.ˇ/n;q
 
t2Ixi
 1
1Cx2
 
1Cx2C bn
n
.1C2Œˇ 1/xC

bn
n
2
Œˇ 1
!
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 1C bn
n
.1C2Œˇ 1/C

bn
n
2
Œˇ 1
D .ˇ/:
Also we have
!.x/
ˇˇˇ
L.ˇ/n;q .f Ix/
ˇˇˇ
D !.x/
ˇˇˇˇ
L.ˇ/n;q

!
f
!
Ix
ˇˇˇˇ
 kf k!.x/L.ˇ/n;q

1
!
Ix

 .ˇ/kf k :
If we take supremum both sides of above inequality over x 2 Œ0;1/, then the proof
is done. 
Now, we acquire that the rate of convergence of the operators L.ˇ/n;qf to f with the
help of usual modulus of convergence.
Firstly, we remember that the modulus of continuity of f on the closed interval
Œ0;D is given by
!D.f;ı/D sup
x;t2Œ0;D
jt xjı
jf .t/ f .x/j :
We always know that, for a function f belongs to E; there is a limit equation as
lim
ı!1
!D.f;ı/D 0.
Theorem 2. Assume that

bn
n

is a bounded sequence of positive numbers with
lim
n!1
bn
n
D 0 and ˇ > 1. For each f 2E, q 2 .0;1/ and x 2 Œ0;D Œ0;1/I .D > 0/;L.ˇ/n;q .f Ix/ f .x/
CŒ0;D
Mf .ˇ;D/2n.ˇ;D/C2!DC1.f;n.ˇ;D//
where
n.ˇ;D/D bn
n
.1C4Œˇ 1/DC

bn
n
2
Œˇ 1
and Mf .ˇ;D/ is an absolute constant.
Proof. From the hypothesis, x 2 Œ0;D and t DC1; we get
jf .t/ f .x/j  !DC1.f; jt  xj/

1C jt  xj
ı

!DC1.f;ı/
where ı > 0: Also we can write
jf .t/ f .x/j Kf .1Cx2C t2/Kf .2C3x2C2.t  x/2/
 6Kf .1CD2/.t  x/2
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for x 2 Œ0;D and t > DC 1; getting t  x > 1 and Kf is a constant depending on
f . From the above, we have
jf .t/ f .x/j  6Kf .1CD2/.t  x/2C

1C jt  xj
ı

!DC1.f;ı/
for x 2 Œ0;D and t  0: By the well-known Caucy-Schwarz inequality and from
(1.8), we haveˇˇ
L.ˇ/n;q .f Ix/ f .x/
ˇˇ 6Kf .1CD2/L.ˇ/n;q  .t  x/2Ix
C!DC1.f;ı/

1C 1
ı

L.ˇ/n;q
 
.t  x/2Ix1=2
 6Kf .1CD2/
"
bn
n
.1C4Œˇ 1/xC

bn
n
2
Œˇ 1
#
C!DC1.f;ı/
241C 1
ı
 
bn
n
.1C4Œˇ 1/xC

bn
n
2
Œˇ 1
! 1
2
35
Mf .ˇ;D/2n.ˇ;D/C2!DC1.f;n.ˇ;D//;
where
n.ˇ;D/D
 
bn
n
.1C4Œˇ 1/DC

bn
n
2
Œˇ 1
!1=2
and Mf .ˇ;D/D 6.1CD2/Kf : So, the proof is done. 
4. A-STATISTICAL CONVERGENCE
Recently, some authors use A statistical convergence by [2, 3, 12, 13]. Here for a
non-negative regular summability matrix AD .ajk/, the definition of A-density of a
subset K of N is as
ıA.K/D lim
j
X
k2K
aj;k;
where limit exists (see [5]). If a sequence xD .xn/ convergent to l meaningA statistically
converges symbolized by stA limxD l where every "> 0; ıA fn 2N W jx  l j  "gD
0 .see [4, 14]/:
Substituting AD C1 which C1 is the Cesaro matrix of order one, then we obtain
the statistical convergence instead of A statistically convergence [6, 10]. Choosing
AD I; which is the identity matrix, then we get the ordinary convergence instead of
A statistically convergence. In the case of lim
j
max
n
ˇˇ
aj;n
ˇˇD 0, Kolk [9] showed that
A statistical convergence is stronger than ordinary convergence.
Assuming that
stA  lim
n
bn
n
D 0;
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then one can easily see that
stA  lim
n
b2n
n2
D 0:
Taking AD C1 and defining
bn WD

nI nDm2 .m 2N/
1I otherwise ;
so we can easily obtain that stA  lim
n
bn
n
D stA  lim
n
b2n
n2
D 0:
Theorem 3. Assume thatAD .ajk/ is a non-negative regular summability matrix,
q 2 .0;1/ and ˇ > 1. We have
stA 
L.ˇ/n;q .f Ix/ f .x/
CŒ0;D
D 0;
if stA  limn bnn D 0 and each f 2E:
Proof. We choose " > 0 satisfying " < r where r > 0. Defining the following sets
as
T WD fn W n.ˇ;D/ rg ;
T1 WD

n W bn
n
.1C4Œˇ 1/D  r   "
2

;
T2 WD
(
n W

bn
n
2
Œˇ 1 r   "
2
)
:
Then one can see T  T1[T2 . Thus we can writeX
k2T
ajk 
X
k2T1
ajkC
X
k2T2
ajk :
We get lim
j
P
k2T
ajk D 0 for j !1 in the above and stA  lim
n
bn
n
D 0. Hence we
have that stA  lim
n
n.ˇ;D/D 0 and this showed that
stA  lim
n
!DC1.f;n.ˇ;D//D 0:
From the Theorem 2, the proof is done. 
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