In this paper we study the performance of gradient descent when applied to the problem of on-line linear prediction in arbitrary inner product spaces. We show worst-case bounds on the sum of the squared prediction errors under various assumptions concerning the amount of a priori information about the sequence to predict. The algorithms we use are variants and extensions of on-line gradient descent. Whereas our algorithms always predict using linear functions as hypotheses, none of our results requires the data to be linearly related. In fact, the bounds proved on the total prediction loss are typically expressed as a function of the total loss of the best xed linear predictor with bounded norm. All the upper bounds are tight to within constants. Matching lower bounds are provided in some cases. Finally, we apply our results to the problem of on-line prediction for classes of smooth functions.
Introduction
In this paper we analyze algorithms in the on-line prediction model. This model was introduced by Angluin Ang88] and Littlestone Lit88, Lit89] . Unlike other settings, where the predictor's goal is to estimate a set of parameters in a nearly optimal way with respect to some criterion, the goal in this model is to generate predictions, in a sequential fashion, so as to minimize the total (sum) loss over the whole sequence of examples. Throughout this paper we use the squared prediction error as the loss function for each example. This loss is sometimes called the square loss. Though we focus on the performance of on-line algorithms from a purely theoretical viewpoint, one of the main contributions of this study is the derivation of the optimal learning rate for gradient descent applied to linear predictors.
We assume the prediction process occurs in a sequence of trials. At trial number t the prediction algorithm is presented with an instance x t chosen from some domain X, is required to return a real numberŷ t , then receives a real number y t from the environment which we interpret as the truth. The total loss of an algorithm over a sequence of m trials is P m t=1 (ŷ t ? y t ) 2 : A critical aspect of this model is that when the algorithm is making its prediction y t for the tth instance x t , it has access to pairs (x s ; y s ) only for s < t.
We adopt a worst-case outlook, following Daw84, Vov90, LW91, LLW91, FMG92, MF92, CFH + 93] and many others, assuming nothing about the environment of the predictor, in particular the pairs (x 1 ; y 1 ); : : :; (x m ; y m ). Our results can be loosely interpreted as having the following message: \To the extent that the environment is friendly, our algorithms have small total loss." Of course, the strength of such results depends on how \friendly" is formalized. For the most general results of this paper (described in Section 4), the domain X is assumed to be a real vector space. 1 To formalize \friendly," we make use of the general notion of an inner product ( ; ), which is any function from X X to R that has certain properties (see Section 3 for a list). The inner product formalization is very general. One of the simplest inner products may be de ned as follows in the case that X = R n :
u i v i = u v: Notice that for any inner product space hX; ( ; )i, for any w 2 X, we obtain a linear function f w from X to R by de ning f w (x) := (w; x):
(1) Throughout the paper, we de ne the (square) loss of predictionŷ t on the pair (x t ; y t ) by the squared prediction error (ŷ t ? y t ) 2 and, accordingly, de ne the 1 The general results will hold for nite and in nite dimensional vector spaces.
Introduction 4 total loss of a sequence of predictions by the sum P t (ŷ t ? y t ) 2 of the squared prediction errors.
Typically, we express the bounds on the loss of our algorithms as a function of inf w X t ((w; x t ) ? y t ) 2 ; (2) where the in mum is taken over all w whose norm p (w; w) is bounded by a parameter. Roughly speaking, this quantity measures the total mis t or noise of the environment with respect to the best \model" in the inner product space. In other words, bounds in terms of (2) are strong to the extent that there is a (not too large) w for which f w \approximately" maps x t 's to corresponding y t 's. Thus we can also interpret (2) as an approximation error with respect to some unknown law generating the pairs (x t ; y t ). This error can be estimated using tools from approximation theory, once some assumptions are made about this law. In Bar93], explicit estimates are given for the approximation error in which the in mum is taken over a class of multilayer neural networks, rather than linear predictors. In many cases we can even bound the additional loss of the algorithm over the above in mum similarly to the additional loss bounds of CFH + 93] obtained in a simpler setting. Our bounds are worst-case in the sense that they hold for all sequences of pairs (x t ; y t ). (In some cases we assume the norm of the x t 's is bounded by a second parameter.) Faber and Mycielski FM91] noted that a natural class of smooth functions of a single real variable can be de ned using inner products as above. The same class of smooth functions, as well as linear functions in R n , has been heavily studied in statistics Har91] (however, with probabilistic assumptions). Thus, general results for learning classes of functions de ned by arbitrary inner product spaces can be applied in a variety of circumstances. Faber and Mycielski proved bounds on P t (ŷ t ? y t ) 2 under the assumption that there was a w 2 X for which for all t, y t = (w; x t ), and described some applications of this result for learning classes of smooth functions. Mycielski Myc88] had already treated the special case of linear functions in R n . The algorithm they analyzed for this \noise-free" case was a generalization of the on-line gradient descent algorithm 2 to arbitrary inner product spaces. We call this algorithm GD (de ned below) . In this paper we analyze the behavior of GD in the case in which there isn't necessarily a w for which for all t, y t = (w; x t ). Faber and Mycielski FM91] also studied this case, but their algorithms made use of side information which, in this paper, we assume is not available. Hui and Zak HZ91] also studied the robustness of GD in the presence of noise in a similar setting, however they modelled observation noise, assuming that there was a w such that for all t y t = (w; x t ), but that the learner's observation of y t was corrupted with noise. A more substantive di erence is that they assumed x 1 = x 2 = x 3 :::.
The algorithm GD for the special case of linear functions in R n is a central building block in area of signal processing (see e.g. Luc66, Son67, SB80,
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Even though in the neural network community this algorithm is usually credited to Widrow and Ho WH60], a similar algorithm for the iterative solution of a system of linear equations was previously developed by Kaczmarz Kac37] . WS85, Hay91] ) where it is usually called Least-Mean-Square (LMS) algorithm. Therefore, there is an extensive literature studying the convergence properties of this algorithm (see, e.g. WS85, Hay91] ). All this research, however, is based on probabilistic assumptions on the generation of the x t 's. This paper shows that the algorithm GD can analyzed even without probabilistic assumptions.
Gradient descent is an algorithm design technique which has achieved considerable practical success in more complicated hypothesis spaces, in particular multilayer neural networks. Despite this success, there appears not to be a principled method for tuning the learning rate. In this paper, we tune the learning rate in presence of noise with the goal of minimizing the worst-case total squared loss over the best that can be obtained using elements from a given class of linear functions.
The GD algorithm maintains an elementŵ of X as its hypothesis which is updated between trials. For each t, letŵ t be the hypothesis before trial t (the initial hypothesisŵ 1 is the zero vector). GD predicts withŷ t = (ŵ t ; x t ) and updates the hypothesis following the rulê w t+1 =ŵ t ? (ŷ t ? y t )x t :
where > 0 is the learning rate parameter.
If the real vector space X has nite dimension, then each element v of X can be uniquely represented by the real vector c(v) of its Fourier coe cients, once a basis is chosen. If the basis is orthonormal, by simple linear algebra facts we haveŷ t = (ŵ t ; x t ) = c(ŵ t ) c(x t ). Furthermore, the vector 2(ŷ t ? y t )c(x t ) is the gradient, with respect to the vector c(ŵ t ), of the square loss (ŷ t ? y t ) 2 for the pair (x t ; y t ). Hence, in this case, rule (3) is indeed an \on-line" version of gradient descent performed over the quadratic loss.
When X is an arbitrary real vector space, and therefore its elements may not be uniquely represented by nite tuples of reals, the GD algorithm is a natural generalization of on-line gradient descent 3 and may viewed as follows MS91]. 4 After each trial t, there is a set S t of elements w of X for which (w; x t ) = y t .
Intuitively, our hypothesis would like to be more like the elements of S t , since we are banking on there being a nearly functional relationship f w between the x t 's and the y t 's. It does not want to change too much, however, because the example (x t ; y t ) may be misleading. The GD algorithm \takes a step" in the direction of the element of S t which is closest toŵ t (using the natural notion of the distance between elements of an inner product space).
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To be precise, if X has countably in nite dimension, then GD can still be viewed as a mapping performing on-line gradient descent. Such a mapping is clearly noncomputable in general since each step might involve the update of an in nite number of coe cients. However, note that the t-th hypothesisŵt is a linear combination of the rst t?1 examples fx1;:::;xt?1g and can thus be represented by t ? 1 real coe cients.
Overview of results
We now give an overview of the bounds obtained in this paper. We will use hs t i t to denote sequences s 1 ; s 2 ; : : :; s t ; : : :, and S to denote the set of all nite sequences (empty sequence included) over a set S. . However, the dimension of the inner product space must increase as a function of E. As before, the lower bound holds also if all three parameters are given to the algorithm ahead of time.
We continue by giving the algorithm less information about the sequence.
For the case when only a bound X on the norm of any x t is known, we show in We may apply our general bounds to a class of smooth functions of a single real variable, in the manner used by Faber and Mycielski FM91] in the case that there is a perfect smooth function. The smoothness of a function is measured by the 2-norm of its derivative. Of course, the derivative measures the steepness of a function at a given point, and therefore the 2-norm (or any norm, for that matter) of the derivative measures the tendency of the function to be steep. When normalized appropriately, the 2-norm of a function f's derivative can be seen to be between the average steepness of f and the f's maximum steepness. KL92] , raising the hope that there might be a similarly e cient robust algorithm. In Theorem 5.2 we extend our result to apply to classes of smooth functions of n > 1 real variables studied by Faber and Mycielski FM91] in the absence of noise. We further show that upper bound (6), even viewed as bound on the excess of the algorithm's total loss over the loss of the best function of \size" at most W, is optimal, constants included.
Preliminaries 8 Littlestone, Long and, Warmuth LLW91] proved bounds for another algorithm for learning linear functions in R n , in which the x t 's were measured using the in nity norm, and the w's were measured using 1-norm. The bounds for the two algorithms are incomparable because di erent norms are used to measure the sizes of the x's and the w's. However, the algorithm of LLW91] does not appear to generalize to arbitrary inner product spaces as did the GD algorithm, and therefore those techniques do not appear to be as widely applicable.
One of the main problems with gradient descent is that it motivates a learning rule but does not give any method for choosing the step size. Our results provide a method for setting the learning rate essentially optimally when learning linear functions. An exciting research direction is to investigate to what extent the methods of this paper can be applied to analyze other simple gradient descent learning algorithms.
Our methods can also be applied to the batch setting where the whole sequence of examples is given to the learner at once and the goal of learning is to nd the function that minimizes the sum of the squared residual errors. In the case of linear functions this can be solved directly using the linear least squares method which might be considered to be too computationally expensive. Iterative methods provide an alternative. We prove a total loss bound for a gradient descent algorithm by applying the techniques used in this paper. We then contrast this bound to the standard bound for steepest descent on the total squared residual error.
The paper is organized as follows: In Section 3 we recall the notion of inner product space and de ne the algorithm GD. The upper bounds for GD and its variants are all proven in Section 4; in this section we also prove bounds for the normalized total loss. These results are applied in Section 5 to derive upper bounds for prediction in classes of smooth functions. The comparison with the standard steepest descent methods is given in Section 6. Corresponding lower bounds for the upper bounds of Sections 4 and 5 are then proven in Section 7. The paper is concluded in Section 8 with some discussion and open problems.
3 Preliminaries Let N denote the positive integers, R denote the reals. Each prediction of an on-line algorithm is determined by the previous examples and the current instance. In this paper the domain of the instances is always a xed real vector space X. An on-line prediction algorithm A is a mapping from (X R) X to R. For a nite sequence s = h(x t ; y t )i 1 t m of examples we letŷ t denote the prediction of A on the t-th trial, i.e., y t = A(((x 1 ; y 1 ); : : :; (x t?1 ; y t?1 )); x t ):
and we callŷ 1 ; : : :;ŷ m the sequence of A's on-line predictions for s.
An inner product space (sometimes called a pre-Hilbert space since the imposition of one more assumption yields the de nition of a Hilbert space) consists of a real vector space X and a function ( ; ) (called an inner product) from X X to R that satis es the following for all u;v;x 2 X and 2 R: An example of an inner product is the dot product in R n . For x;y 2 R n for some positive integer n, the dot product of x and y is de ned to be
The 2-norm (or Euclidian norm) of x 2 R n is then de ned to be
If f is a function from R to R, we say that f is absolutely continuous 4 Upper bounds for the generalized gradient descent algorithm
In this section, we prove bounds on the worst case total loss made by the GD algorithm (described in Figure 1 ). (Technically, Figure 1 describes a di erent learning algorithm for each initial setting of the \learning rate" . For a particular , we will refer to the associated learning algorithm as GD , and we will use a similar convention throughout the paper).
For the remainder of this section, x an inner product space hX; ( ; )i. In
what follows, we will analyze the GD algorithm and its variants starting from the case where only a bound on the norm of x t , for all t, is available to the learner ahead of time. We will then show how additional information can be exploited for tuning the learning rate and obtaining better worst-case bounds. Finally, we will prove a bound for the case where no assumptions are made on the environment of the learner.
Algorithm GD. Input: 0.
Choose X's zero vector as initial hypothesisŵ 1 . On each trial t:
1. Get x t 2 X from the environment. 2. Predict withŷ t = (ŵ t ; x t ).
3. Get y t 2 X from the environment.
4. Update the current hypothesisŵ t according to the rulê w t+1 =ŵ t + (y t ?ŷ t )x t : 
Bounding the size of the instances
In this section we prove that, when given a bound on max t jjx t jj, the algorithm GD can obtain good bounds on the total loss. We will remove the assumption of this knowledge later through application of standard doubling techniques.
As a rst step, we will show the following which might be interpreted as determining the \progress" per trial, that is the amount that GD learns from an error. The derivation is based on previous derivations used in the proof of convergence of the on-line gradient descent algorithm (see, e.g. DH73]).
Lemma 4.1 Choose x;ŵ 1 ; w 2 X; y 2 R; > 0. Letŷ The above theorem shows that the knowledge of a bound on jjx t jj, for all t, is not necessary when the normalized loss is used. This raises the question of whether the setting = jjxtjj 2 (for some xed not depending on jjx t jj) can be successfully used when the goal is to minimize the total unnormalized loss and no bound on jjx t jj is available beforehand. On the other hand, suppose X = R, and the inner product is just the ordinary product on the reals. Suppose further that for > 0, x 1 = , and y 1 = 1, whereas for all t > 1, x t = 1 and y t = 0. Then for smaller and smaller , the total (unnormalized) quadratic loss of the GD with the above setting of in this case is unbounded, whereas there is a w such that 
Bounding the range of the y t 's
We now introduce an algorithm G1 for the case where a bound X on the norm of x t and a bound Y on jy t j, for all t, are known ahead of time. The algorithm is sketched in Figure 2 . In the following theorem we show a bound on the di erence between the total loss of G1 and the loss of the best linear predictor w whose norm is bounded by Y=X, where X bounds the norm of the x t 's and Y bounds the norm of the y t 's. The bound Y=X on the norm of the best linear predictor comes from an application of Theorem 4.3 and is the largest value for which we can prove the result. 
Predicting with no a priori information
In this section we remove all assumptions that the learner has prior knowledge.
We introduce a new variant of the GD algorithm which we call G2. This new variant is described in Figure 3 . A bound on G2's total loss follows quite straightforwardly from Theorem 4.1 via the application of standard doubling techniques.
Theorem 4.6 For any 0 < < 2, the algorithm G2 has the following properties.
Choose m 2 N;s = h(x t ; y t )i t m 2 (X R) m . Proof: Choose 0 < < 2 and 0 < c < 1. Notice that, in addition to a vector of hypothesized weights, G2 maintains an integer j between trials. Before learning takes place, j is set to 0. After G2 receives x 1 , it sets X 1 = jjx 1 jj and starts as a subroutine GD =(X1) 2 . Thereafter, at each trial t, after G2 receives x t , it sets j max j; log p 2 jjx t jj X 1 :
Then G2 uses GD =(2 j=2 X1) 2 for prediction on that trial.
Thus G2 uses GD =(X1) 2 as long as the x t 's are smaller than X 1 , at which time it switches over to GD =( p 2X1 ) 2 , which it uses as long as the x t 's are no bigger than 2. Give x t to GD =(2 j=2 X1) 2 .
3. Use GD =(2 j=2 X1) 2 's predictionŷ t . 4. Pass y t to GD =(2 j=2 X1) 2 . In this section, we describe applications of the inner product results of the previous section to arbitrary classes of smooth functions. While we will focus on applications of Theorem 4.3, we note that analogs of the other results of Section 4 can be obtained in a similar manner.
Smooth functions of a single variable
We begin with a class of smooth functions of a single real variable that was studied by Faber and Mycielski FM91] in a similar context, except using the assumption that there was a function f in the class such that y t = f(x t ) for all t. Their methodology was to prove general results like those of the previous section under that assumption that there was a w with f w (x t ) = y t for all t, then to reduce the smooth function learning problem to the more general problem as we do below. Similar function classes have also often been studied in nonparametric statistics (see, e.g. Har91]) using probabilistic assumptions on the generation of the x t 's.
Let R + be the set of nonnegative reals. We de ne the set SMO W to be all absolutely continuous f : R + ! R for which 1. f(0) = 0 2.
The assumption that f(0) = 0 will be satis ed by many natural functions of interest. Examples include distance traveled as a function of time and return as a function of investment. We will prove the following result about SMO W . Proof: For now, let us ignore computational issues. We'll treat them again after the proof. The result then follows from the fact that A SMO just makes the same predictions as GD. we can see that it can be implemented in time polynomial in t. The algorithm GD maintains a functionŵ 2 L 2 (R + ) which it updates between trials. As before, letŵ t be the tth hypothesis of GD. We can see thatŵ t can be interpreted as the derivative of A SMO 's tth hypothesis. This is because GD's tth prediction, and therefore A SMO Figure 5 An example of the update of the application of the GD algorithm to smoothing in the single-variable case. The derivative of the hypothesis is modi ed by a constant in the appropriate direction to the left of x t , and left unchanged to the right. It is easily veri ed that whenf exists, it is de ned bỹ f(u 1 ; : : :; u n ) = @ n f(u 1 ; : : :; u n ) @u 1 : : :@u n :
We can establish the following generalization of Theorem 5.1. 
and therefore x 2 L 2 (R n + ).
The algorithm A SMOn is sketched in Figure 6 . Note that for any f 2 SMO W;n , there is a functionf such that The result then follows from the fact that A SMOn just makes the same predictions as GD. A standard iterative approach for solving the problem Ax = b is to perform gradient descent over the (total) squared residual error R(x) = jjAx ? bjj 2 2 , wherex is a candidate solution. We will prove upper bounds on the sum of R(x t ) for the sequencex 1 ;x 2 ; : : : of candidate solutions generated by the gradient descent method tuned either according to the standard analysis or to our analysis. The bounds are expressed in terms of both the norm of the solution x and the eigenvalues of A T A, where A T denotes the transpose matrix of A.
We de ne the norm jjAjj of a matrix A by jjAjj 2 = sup jjvjj2=1 jjAvjj 2 :
This is the norm induced by the Euclidean norm for vectors in R n (see GL90].)
Notice that jjAvjj 2 jjAjj 2 jjvjj 2 (Cauchy-Schwartz inequality). We will make use of the following well-known facts. 
Following the standard analysis of gradient descent, we nd the value of minimizing the LHS of (21) Then, ifx 0 = 0 andx t+1 is computed fromx t using formula (20) 
Lower bounds
In this section, we describe lower bounds which match the upper bounds of Theorems 4.3, 5.1, and 5.2, constants included. In fact, these lower bounds show that even the upper bound on the excess of the algorithm's squared loss above the best xed element within a given class of functions is optimal. Theorem 7.1 Fix an inner product space X for which an orthonormal basis can be found. 6 For all E; X; W 0 and all prediction algorithms A, there exists n 2 N and a pair (x; y) 2 X R, such that jjxjj X and the following hold: There is a w 2 X for which jjwjj = W and ((w; x) ? y) Proof. Choose X; Y; E > 0 and choose n 2 N so that (24) is satis ed. Let e 1 ; : : :; e n be an orthonormal basis of X n (since X n is a nite-dimensional inner product space, such an orthonormal basis can always be found). Let x i = Xe i , for i = 1; : : :; n. Since the basis is orthonormal, kx i k = X for all i, ful lling part 1. Consider the adversary which at each step t = In this paper we have investigated the performance of the gradient descent rule applied to the problem of on-line prediction in arbitrary inner product spaces. Through a reduction, we then applied our results to natural classes of smooth functions.
One of the most interesting contributions of this work is perhaps the derivation of the optimal \learning rate" for gradient descent methods when the goal is to minimize the worst-case total loss (here the sum of the squared prediction errors). Our tuning of the learning rate is based on a priori information that can be guessed on-line with an increase in the total loss of constant factors only. In the case of iterative solution of systems of linear equations, we also showed that, with respect to the sum of squared residual errors, the tuning provided by our analysis compares favorably against the tuning obtained via the standard gradient descent analysis.
It is an open problem whether, instead of using adversarial arguments as we do here, our lower bounds can already be obtained when the examples are randomly and independently drawn from a natural distribution. For more simple functions this was done in CFH An interesting open problem is whether a variant of the GD X;Y algorithm (see Figure 2 ) exists such that, for all sequences s = h(x t ; y t )i t m satisfying jjx t jj X and jy t j Y for all t, the additional total loss of the algorithm on s over and above inf w2X L w (s) is bounded by a function of X; Y only. Notice that this does not contradict Theorem 7.2.
The most challenging research direction is to prove worst case loss bounds for other gradient descent applications (by tuning the learning rate) as we have done in this paper for linear functions and the square loss. For example, are there useful worst case loss bounds for learning linear functions with other loss functions than the square loss. Another interesting case would be worst case loss bounds for learning the class of linear functions passed through a xed transfer function (such as tanh or the sigmoid function) for any reasonable loss function.
Proof. 
