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THE BRAIDED THOMPSON’S GROUPS ARE OF TYPE F∞
KAI-UWE BUX, MARTIN G. FLUCH, MARCO MARSCHLER, STEFAN WITZEL,
AND MATTHEW C. B. ZAREMSKY
WITH AN APPENDIX BY MATTHEW C. B. ZAREMSKY
Abstract. We prove that the braided Thompson’s groups Vbr and Fbr are of
type F∞, confirming a conjecture by John Meier. The proof involves showing
that matching complexes of arcs on surfaces are highly connected.
In an appendix, Zaremsky uses these connectivity results to exhibit families of
subgroups of the pure braid group that are highly generating, in the sense of
Abels and Holz.
A group is of type F∞ if it admits a classifying space whose n-skeleton is compact for
every n. The case n = 2 shows that such a group is in particular finitely presented.
Prominent examples of groups of type F∞ include Thompson’s groups F , T and V ,
and the braid groups Bn. A braided variant of Thompson’s group V , which we will
denote Vbr, was introduced independently by Brin and Dehornoy [Bri07, Deh06].
This group contains F as a subgroup, along with copies of the braid group Bn for
each n ∈ N, and was shown to be finitely presented by Brin [Bri06]. Brady, Burillo,
Cleary and Stein [BBCS08] introduced another braided Thompson’s group, which
we denote Fbr, and which contains the pure braid groups PBn in a similar way to
how Vbr contains Bn. They also proved that Fbr is finitely presented. The notation
used in [Bri07, BBCS08] is BV and BF . The relationship between V and Vbr is
in many ways reminiscent of the relationship between a Coxeter group and its
corresponding Artin group. For example, there is a presentation of V that can be
converted to a presentation for Vbr by dropping the relations that the generators
are involutions [Bri06].
In this paper we prove that the braided Thompson’s groups are of type F∞. In
the case of Vbr, this was conjectured by John Meier already in 2001. This question
was also discussed in [FK08, Remark 5.1 (1)] and [FK11, Remark 3.3].
Main Theorem. The braided Thompson’s groups Vbr and Fbr are of type F∞.
Our proof is geometric. The starting point is that each braided Thompson’s
group acts naturally on an associated poset complex. One key step is to restrict
this action to an invariant cubical subcomplex that is smaller and therefore easier
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to understand locally. We call this cube complex a Stein space because a similar
space was first studied by Stein [Ste92] for the group F .
The descending links arising in the study of the local structure are modeled by
matching complexes on a surface, which may be of independent interest. These
complexes are given by a graph together with a surface containing the vertices of
the graph, and consist of arc systems that yield a matching of the graph. We show
these complexes to be highly connected for certain families of graphs.
Theorem (Theorem 3.8 and Corollary 3.11). The matching complex on a surface
for the complete graph on n vertices is (bn−23 c − 1)-connected. For the linear graph
on n vertices it is (bn−24 c − 1)-connected.
The proof for the linear graph is more subtle than that for the complete graph.
It requires new techniques to verify that the connectivity increases as we build up
the complex from a smaller, less highly connected one. This approach was inspired
by discussions with Andy Putman about a preprint [Put13] of his.
In the appendix, Zaremsky uses the connectivity result for matching complexes
on surfaces for linear graphs to produce examples of highly generating families of
subgroups, in the sense of Abels and Holz [AH93], for the pure braid group.
The Main Theorem can be viewed as part of a general attempt to understand how
the finiteness properties of a group change when it is braided. Another instance of
this question concerns the braided Houghton groups BHn. In [Deg00] Degenhardt
conjectures that for any n, BHn is of type Fn−1 but not of type Fn. He proves this
for n ≤ 3, and also proves that BHn is of type F2 for all n ≥ 3 and of type F3 for
all n ≥ 4; see also [Fun07]. In the realm of braided Thompson’s groups, Funar and
Kapoudjian [FK08, FK11] showed that the braided Ptolemy-Thompson groups T ]
and T ∗ are finitely presented and that T ∗ is asynchronously combable, and for that
reason of type F3 and conjectured to be of type F∞.
In Section 1 we recall the definitions of Vbr and Fbr, using the language from
[BBCS08]. We also introduce “spraiges”, or “split-braid-merge diagrams”, along
with the important notion of “dangling”. The Stein space X is constructed in Sec-
tion 2 along with an invariant, cocompact filtration (X≤n)n. In Section 3 matching
complexes on surfaces are introduced and shown to be highly connected. These
connectivity results are then used in Section 4 to show that the filtration (X≤n)n is
asymptotically highly connected. Finally we prove the Main Theorem in Section 5.
In the appendix, Zaremsky further analyzes matching complexes on surfaces, and
related complexes, to deduce properties of higher generation for pure braid groups.
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strategy to handle the complexes MA(Γ) in Section 3, and for referring us to
his paper [Put13]. We also thank Matt Brin and John Meier for explaining the
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1. The braided Thompson’s groups
Thompson’s groups F and V have been studied at length, and possess many
unusual and interesting properties. For example, F is a torsion-free group of
type F∞ with infinite cohomological dimension, and V is an infinite simple group
of type F∞. An introduction to F and V can be found in [CFP96], in which the
paired tree diagrams approach to the groups is discussed. This is the approach that
we will take here as well. We will follow the definitions given in [BBCS08], where
in addition the braided Thompson’s groups Vbr and Fbr are defined in terms of
braided paired tree diagrams. We will also, less formally, picture elements of these
groups in the language of strand diagrams, as in [BM13].
1.1. The group. We first recall the definition of V . By a rooted binary tree we
mean a finite tree such that every vertex has degree 3, except the leaves, which have
degree 1, and the root, which has degree 2 (or degree 1 if the root is also a leaf).
Usually we draw such trees with the root at the top and the nodes descending
from it, down to the leaves. A non-leaf node together with the two nodes directly
below it is called a caret. If the leaves of a caret in T are leaves of T , we will call
the caret elementary. Note that a rooted binary tree always consists of (n − 1)
carets and has n leaves, for some n ∈ N.
By a paired tree diagram we mean a triple (T−, ρ, T+) consisting of two rooted
binary trees T− and T+ with the same number of leaves n, and a permutation ρ ∈ Sn.
The leaves of T− are labeled 1, . . . , n from left to right, and for each i, the ρ(i)th leaf
of T+ is labeled i. There is an equivalence relation on paired tree diagrams given by
reductions and expansions. By a reduction we mean the following: Suppose there
is an elementary caret in T− with left leaf labeled i and right leaf labeled i + 1,
and an elementary caret in T+ with left leaf labeled i and right leaf labeled i+ 1.
Then we can “reduce” the diagram by removing those carets, renumbering the
leaves and replacing ρ with the permutation ρ′ ∈ Sn−1 that sends the new leaf
of T− to the new leaf of T+, and otherwise behaves like ρ. The resulting paired
tree diagram (T ′−, ρ′, T ′+) is then said to be obtained by reducing (T−, ρ, T+). The
reverse operation to reduction is called expansion, so (T−, ρ, T+) is an expansion
of (T ′−, ρ′, T ′+). A paired tree diagram is called reduced if there is no reduction
possible. Thus an equivalence class of paired tree diagrams consists of all diagrams
having a common reduced representative. Such reduced representatives are unique.
See Figure 1 for an idea of reduction of paired tree diagrams.
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Figure 1. Reduction, of the top paired tree diagram to the bottom one.
Figure 2. An element of V .
There is a binary operation ∗ on the set of equivalence classes of paired tree
diagrams. Let T = (T−, ρ, T+) and S = (S−, ξ, S+) be reduced paired tree diagrams.
By applying repeated expansions to T and S we can find representatives (T ′−, ρ′, T ′+)
and (S′−, ξ′, S′+) of the equivalence classes of T and S, respectively, such that T ′+ =
S′−. Then we declare T ∗ S to be (T ′−, ρ′ξ′, S′+). This operation is well defined on
the equivalence classes, and is a group operation [Bri07, CFP96].
Definition 1.1. Thompson’s group V is the group of equivalence classes of paired
tree diagrams with the multiplication ∗. Thompson’s group F is the subgroup of V
consisting of elements where the permutation is the identity.
To deal with braided Thompson’s groups it will become convenient to have the
following picture in mind for paired tree diagrams. Think of the tree T+ drawn
beneath T− and upside down, i.e., with the root at the bottom and the leaves at
the top. The permutation ρ is then indicated by arrows pointing from the leaves
of T− to the corresponding paired leaf of T+. See Figure 2 for this visualization of
(the unreduced representation of) the element of V in Figure 1.
In the braided version Vbr of V , the permutations of leaves are replaced by braids
between the leaves. Again following [BBCS08] we will first introduce braided paired
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Figure 3. Reduction of braided paired tree diagrams.
tree diagrams and then copy the construction of V given above to define Vbr. Then
we will mention how things change for Fbr.
Definition 1.2. A braided paired tree diagram is a triple (T−, b, T+) consisting
of two rooted binary trees T− and T+ with the same number of leaves n and a
braid b ∈ Bn.
We draw braided paired tree diagrams with T+ upside down and below T−, and
the strands of the braid connecting leaves. This is analogous to the visualization
of paired tree diagrams in Figure 2, and examples of braided paired tree diagrams
can be seen in Figure 3.
As with V , we can define an equivalence relation on the set of braided paired
tree diagrams using the notions of reduction and expansion. It is easier to first
define expansion and then take reduction as the reverse of expansion. Let ρb ∈ Sn
denote the permutation corresponding to the braid b ∈ Bn. Let (T−, b, T+) be a
braided paired tree diagram. Label the leaves of T− from 1 to n, left to right, and
for each i label the ρb(i)
th leaf of T+ by i. By the i
th strand of the braid we will
always mean the strand that begins at the ith leaf of T−, i.e., we count the strands
from the top. An expansion of (T−, b, T+) amounts to the following. For some
1 ≤ i ≤ n, replace T± with trees T ′± obtained from T± by adding a caret to the leaf
labeled i. Then replace b with a braid b′ ∈ Bn+1, obtained by “doubling” the ith
strand of b. The triple (T ′−, b′, T ′+) is an expansion of (T−, b, T+). As with paired
tree diagrams, reduction is the reverse of expansion, so (T−, b, T+) is a reduction of
(T ′−, b′, T ′+). See Figure 3 for an idea of reduction of braided paired tree diagrams.
Two braided paired tree diagrams are equivalent if one is obtained from the
other by a sequence of reductions or expansions. The multiplication operation ∗
on the equivalence classes is defined the same way as for V . It is a well defined
group operation [Bri07].
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Definition 1.3. The braided Thompson’s group Vbr is the group of equivalence
classes of braided paired tree diagrams with the multiplication ∗.
A convenient way to visualize multiplication in Vbr is via “stacking” braided
paired tree diagrams. For g, h ∈ Vbr, each pictured as a tree-braid-tree as before, g∗h
is obtained by attaching the top of h to the bottom of g and then reducing the
picture via certain moves. We indicate four of these moves in Figure 4. A “merge”
followed immediately by a “split”, or a split followed immediately by a merge, is
equivalent to doing nothing, as seen in the top two pictures. Also, splits and merges
interact with braids in ways indicated by the bottom two pictures. We leave it
to the reader to further inspect the details of this visualization of multiplication
in Vbr. This is closely related to the strand diagram model for Thompson’s groups
in [BM13]. See also Section 1.2 in [Bri07] and Figure 2 of [BC09].
From now on we will just refer to the braided paired tree diagrams as being the
elements of Vbr, though one should keep in mind that the elements are actually
equivalence classes under the reduction and expansion operations.
We can also define Fbr as a subgroup of Vbr. Recall that a braid b is called pure
if ρb = id. The elements of Fbr are the (equivalence classes of) diagrams where the
braid is pure. The fact that Vbr and Fbr are finitely presented has been known
for some time, and explicit finite presentations are given in [Bri07] and [BBCS08].
Our current goal is to inspect their higher finiteness properties, though first we
will need some more language. We now introduce a class of diagrams that will be
used throughout the rest of this paper.
1.2. A general class of diagrams. To define the spaces we will use, we need a
broader class of diagrams that generalizes braided paired tree diagrams, namely
we will consider forests instead of trees. We will also continue to informally use the
notion of strand diagrams. Here a forest will always mean a finite linearly ordered
union of binary rooted trees. Given a braided paired tree diagram (T−, b, T+) we
call a caret in T− a split. Similarly a merge is a caret in T+. With this terminology,
= =
= =
Figure 4. Moves to reduce braided paired tree diagrams after stacking.
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Figure 5. Multiplication of spraiges.
we can call the picture representing the braided paired tree diagram a split-braid-
merge diagram, abbreviated spraige. That is, we first picture one strand splitting
up into n strands in a certain way, representing T−. Then the n strands braid with
each other, representing b, and finally according to T+ we merge the strands back
together. These special kinds of diagrams will also be called (1, 1)-spraiges. More
generally:
Definition 1.4 (Spraiges). An (n,m)-spraige is a spraige that begins on n strands,
the heads, and ends on m strands, the feet. As indicated above we can equivalently
think of an (n,m)-spraige as a braided paired forest diagram (F−, b, F+), where F−
has n roots, F+ has m roots and both have the same number of leaves. By
an n-spraige we mean an (n,m)-spraige for some m, and by a spraige we mean
an (n,m)-spraige for some n and m. Let S denote the set of all spraiges, Sn,m
the set of all (n,m)-spraiges, and Sn the set of all n-spraiges.
Note that an n-spraige has n heads, but can have any number of feet. A function
that will be important in what follows is the “number of feet” function, which we
define as f : S → N given by f(σ) = m if σ ∈ Sn,m for some n.
The pictures in Figure 5 are examples of spraiges. One can generalize the notion
of reduction and expansion of such diagrams to arbitrary spraiges, and consider
equivalence classes under reduction and expansion. Each such class has a unique
reduced representative, as was the case for paired tree diagrams and braided paired
tree diagrams. We will just call an equivalence class of spraiges a spraige, so in
particular the elements of Vbr are (1, 1)-spraiges.
The operation ∗ defined for Vbr can be defined in general for spraiges, via
concatenation of diagrams. It is only defined for certain pairs of spraiges, namely
we can multiply σ1 ∗ σ2 for σ1 ∈ Sn1,m1 and σ2 ∈ Sn2,m2 if and only if m1 = n2.
In this case we obtain σ1 ∗σ2 ∈ Sn1,m2 . The reader may find it helpful to work out
why the multiplication in Figure 5 holds. As a remark, in the figures, a single-node
tree will sometimes be elongated to an edge, for aesthetic reasons.
Remark 1.5. (i) For every n ∈ N there is an identity (n, n)-spraige 1n with
respect to ∗, namely the spraige represented by (1n, id, 1n). Here, by abuse
of notation, 1n also denotes the trivial forest with n roots.
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F
(5)
{2,5}
λ
(5)
{2,5}
µ
(5)
{2,5}
Figure 6. The elementary forest F
(5)
{2,5}, and the spraiges λ
(5)
{2,5} and µ
(5)
{2,5}.
(ii) For every (n,m)-spraige (F−, b, F+) there exists an inverse (m,n)-spraige
(F+, b
−1, F−), in the sense that
(F−, b, F+) ∗ (F+, b−1, F−) = 1n
and
(F+, b
−1, F−) ∗ (F−, b, F+) = 1m .
(iii) S is a groupoid.
There are certain forests that will be fundamental to the construction of the
Stein space X in Section 2. For n ∈ N and J ⊆ {1, . . . , n}, define F (n)J to be
the forest with n roots and |J | carets, with a caret attached to the ith root for
each i ∈ J . These forests are characterized by the property that every caret is
elementary, and we will call any such forest elementary. Define the spraige λ
(n)
J to
be the (n, n+ |J |)-spraige (F (n)J , id, 1n+|J |), and the spraige µ(n)J to be its inverse.
If J = {i} write F (n)i , λ(n)i and µ(n)i instead. See Figure 6 for an example of an
elementary forest and the corresponding spraiges.
Fix an (n,m)-spraige σ. For any forest F with m roots and l leaves define the
splitting of σ by F as multiplying σ by the spraige (F, id, 1l) from the right. Similarly
a merging of σ by F ′ is right multiplication by the spraige (1m, id, F ′), where F ′ now
has l roots and m leaves. In the case where F (respectively F ′) is an elementary
forest, we call this operation elementary splitting (respectively elementary merging).
See Figure 7 for an idea of splitting and Figure 8 for an idea of elementary merging.
In the special case that F = F
(n)
i for i ∈ {1, . . . , n} we can think of a splitting
by F as simply attaching a single caret to the ith foot of a spraige, possibly followed
by reductions. Similarly a merging by F in this case can be thought of as merging
the ith and (i + 1)st feet together. In these cases we will also speak of adding a
split (respectively merge) to the spraige.
The following types of spraiges will prove to be particularly important. First,
a braige is defined to be a spraige where there are no splits, i.e., a spraige of the
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Figure 7. A splitting of a spraige.
=
Figure 8. An elementary merging of a spraige.
Figure 9. Dangling.
form (1n, b, F ) for b ∈ Bn and F having n leaves. Also, when F is elementary
we will call (1n, b, F ) an elementary braige. Analogously to spraiges, we define
n-braiges and elementary n-braiges.
To deal with Fbr, we make the following convention. Whenever we want to only
consider pure braids, we will attach the modifier “pure”, e.g., we can talk about
pure n-spraiges, or elementary pure n-braiges.
1.3. Dangling spraiges. We can identify the braid group Bn with a subgroup
of Sn,n via b 7→ (1n, b, 1n). In particular for any n,m ∈ N there is a right action
of the braid group Bm on Sn,m, by right multiplication. Quotienting out modulo
this action encodes the idea that the feet of a spraige may “dangle”. See Figure 9
for an example of the dangling action of B2 on S4,2.
For σ ∈ Sn,m, denote by [σ] the orbit of σ under this action, and call [σ] a
dangling (n,m)-spraige. We can also refer to a dangling n-spraige or dangling
spraige. The action of Bm preserves the property of being a braige or elementary
braige, so we can also refer to dangling braiges and dangling elementary braiges.
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Let P denote the set of all dangling spraiges, with Pn,m and Pn defined in
the obvious way. When m = 1, Bm is trivial, so we will identify Pn,1 with Sn,1
for each n. In particular we identify P1,1 with Vbr. Note that if σ ∈ Sn,m
and τ1, τ2 ∈ Sm,` with [σ ∗ τ1] = [σ ∗ τ2], then [τ1] = [τ2]. We will refer to this fact
as left cancellation.
There is also a poset structure on P . For x, y ∈ P , with x = [σx], say that x ≤ y
if there exists a forest F with m leaves such that y = [σx ∗ (F, id, 1m)]. In other
words, x ≤ y if y is obtained from x via splitting. It is easy to see that this is a
partial ordering. Also, if x ∈ Pn and y ∈ P with x ≤ y or y ≤ x, then y ∈ Pn.
In other words, two elements are comparable only if they have the same number
of heads. Also define a relation  on P as follows. If x = [σx] ∈ P and y ∈ P
such that y = [σx ∗ λ(n)J ] for some n ∈ N and J ⊆ {1, . . . , n}, write x  y. That
is, x  y if y is obtained from x via elementary splitting, and this is a well defined
relation with respect to dangling. If x  y and x 6= y then write x ≺ y. Note
that  and ≺ are not transitive, though it is true that if x  z and x ≤ y ≤ z
then x  y and y  z. This is all somewhat similar to the corresponding situation
for F and V discussed for example in Section 4 of [Bro92].
We remark that a totally analogous construction yields the notion of a dangling
pure spraige, where the dangling is now via the action of the pure braid group. We
also have dangling pure braiges and dangling elementary pure braiges. All of the
essential results above still hold.
2. The Stein space
In this section we construct a space X on which Vbr acts and which we call the
Stein space for Vbr. This construction can also be reproduced using pure braids to
get a space X(Fbr) on which Fbr acts; we will say more about this at the end of
the section. Similar spaces, which could be termed the Stein spaces for F and V ,
were constructed and discussed in [Bro92, Bro06, Ste92]. Also, a Stein space was
used in [FMWZ13] to show that the higher dimensional versions sV of V are of
type F∞. In the course of defining our space X, it should be clear how the Stein
spaces for F and V would be described with our model. This construction was
given in some generality in [Ste92], and was further generalized in [Far03] to get
finiteness properties (among other things) for a class of groups called diagram
groups, of which F is an example.
Our starting point is the poset P1 of dangling 1-spraiges, i.e., dangling spraiges
with a single head. As with any poset, we have the following terminology. If x ≤ z
and y ≤ z call z an upper bound of x and y. The minimal elements of the set
of upper bounds of x and y are called minimal upper bounds. If x and y have a
unique minimal upper bound z call z the least upper bound of x and y. Similarly
define lower bounds, maximal lower bounds and greatest lower bounds.
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We remark that while we construct X starting with P1, the following results
remain essentially unchanged if we start instead with Pn for some other n. Since
we want Vbr to act on X though, P1 is the right place to start.
Proposition 2.1. Let x, y ∈ P1. Then x and y have a least upper bound. Also,
if x and y have a lower bound then they have a greatest lower bound.
Proof. We first claim that x and y have an upper bound. Represent x by the
spraige σx = (T, b, F ), where T is a tree with n leaves, b ∈ Bn and F is a
forest with k roots and n leaves, so x is a dangling (1, k)-spraige. Represent y
by σy = (U, c,G), where U is a tree with m leaves, c ∈ Bm, and G is a forest
with ` roots and m leaves, so y is a dangling (1, `)-spraige. Now, [σx ∗ (F, id, 1n)] =
[(T, id, 1n)], so x ≤ [(T, id, 1n)]. Similarly y ≤ [(U, id, 1m)]. Since T and U are both
trees, [(T, id, 1n)] and [(U, id, 1m)] have an upper bound, and hence so do x and y.
We now claim that there is even a least upper bound. Again take σx = (T, b, F )
and σy = (U, c,G), and suppose z and w are both minimal upper bounds of
x = [σx] and y = [σy]. Then there is a (k, `)-spraige (H−, d,H+) such that [σx ∗
(H−, id, 1p)] = z and [σx ∗ (H−, d,H+)] = y, and there is a (k, `)-spraige (I−, e, I+)
such that [σx ∗ (I−, id, 1q)] = w and [σx ∗ (I−, e, I+)] = y. Here H− has p leaves
and I− has q leaves. In particular [σx ∗ (H−, d,H+)] = [σx ∗ (I−, e, I+)], which by
left cancellation tells us that [(H−, d,H+)] = [(I−, e, I+)]. Moreover, since z and w
are minimal upper bounds of x and y, the spraiges (H−, d,H+) and (I−, e, I+) are
reduced. By uniqueness of reduced representatives, we must have in particular
that H− = I−, and so z = w.
Finally suppose x and y have maximal lower bounds z and w. We claim
that w = z. Of course x and y are upper bounds for z and w, so if v is the least
upper bound of z and w then v is a lower bound of x and y. But then since z
and w are maximal lower bounds we conclude that z = v = w. 
Now consider the geometric realization |P1|, i.e., the simplicial complex with
a k-simplex for every chain x0 < · · · < xk in P1. We will refer to xk as the top of
the simplex and x0 as the bottom. Call such a simplex elementary if x0  xk.
Definition 2.2 (Stein space). Define the Stein space X for Vbr to be the subcom-
plex of |P1| consisting of all elementary simplices.
Since faces of elementary simplices are elementary, this is a subcomplex. In
fact there is a coarser cell decomposition of X, as a cubical complex, which we
describe as follows. For x ≤ y define the closed interval [x, y] := {z | x ≤ z ≤ y}.
Similarly define the open and half-open intervals (x, y), (x, y] and [x, y). Note that
if x  y then the closed interval [x, y] is a Boolean lattice, and so the simplices
in its geometric realization piece together into a cube. The top of the cube is y
and the bottom is x. Every elementary simplex is contained in such a cube, and
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the face of any cube is clearly another cube. Also, the intersection of cubes is
either empty or is itself a cube; this is clear since if [x, y] ∩ [z, w] 6= ∅ then y and
w have a lower bound, and we get that [x, y] ∩ [z, w] = [sup(x, z), inf(y, w)]. This
means that X has the structure of a cubical complex, in the sense of [BH99, p. 112,
Definition 7.32]. This is all very similar to the construction of the Stein spaces
for F and V given in [Bro92, Ste92].
Recall that f(x) is the number of feet of a spraige x.
Lemma 2.3. For x < y with x 6≺ y, |(x, y)| is contractible.
Proof. The proof is very similar to the proof of the lemma in Section 4 of [Bro92].
For any z ∈ (x, y] let z0 be the largest element of [x, z] such that x  z0. By
hypothesis z0 ∈ [x, y), and by the definition of  it is clear that z0 ∈ (x, y], so in
fact z0 ∈ (x, y). Also, z0 ≤ y0 for any z ∈ (x, y). The inequalities z ≥ z0 ≤ y0 then
imply that |(x, y)| is contractible, by Section 1.5 of [Qui78]. 
Corollary 2.4. X is contractible.
Proof. First note that |P1| is contractible since P1 is directed. Similar to the
situation in [Bro92], we can build up from X to |P1| by attaching new subcomplexes,
and we claim that this never changes the homotopy type, so X is contractible.
Given a closed interval [x, y], define r([x, y]) := f(y)− f(x). As a remark, if x  y
then r([x, y]) is the dimension of the cube given by [x, y]. We attach the contractible
subcomplexes |[x, y]| for x 6 y to X in increasing order of r-value. When we attach
|[x, y]| then, we attach it along |[x, y)|∪|(x, y]|. But this is the suspension of |(x, y)|,
and so is contractible by the previous lemma. We conclude that attaching |[x, y]|
does not change the homotopy type, and since |P1| is contractible, so is X. 
There is a natural action of Vbr on the vertices of X. Namely, for g ∈ Vbr
and σ ∈ S1 with x = [σ], define gx := [g ∗σ]. This action preserves the relations ≤
and , and hence extends to an action on the whole space. To prove that Vbr is of
type F∞, we will apply Brown’s Criterion to the action of Vbr on X.
Brown’s Criterion. [Bro87, Corollary 3.3] Let G be a group and X a contractible
G-CW-complex such that the stabilizer of every cell is of type F∞. Let {Xj}j≥1 be
a filtration of X such that each Xj is finite mod G. Suppose that the connectivity
of the pair (Xj+1, Xj) tends to ∞ as j tends to ∞. Then G is of type F∞.
For each n ∈ N define X≤n to be the full subcomplex of X spanned by vertices x
with f(x) ≤ n. Note that the X≤n are invariant under the action of Vbr.
Lemma 2.5 (Cocompactness). For each n ≥ 1 the sublevel set X≤n is finite
modulo Vbr.
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Proof. Note first that for each k ≥ 1, Vbr acts transitively on the set of (1, k)-
spraiges. Thus there exists for each 1 ≤ k ≤ n one orbit of vertices x in X≤n
with f(x) = k. Given a vertex x with f(x) = k there exist only finitely many
cubes C1, . . . , Cr in the sublevel set X
≤n that have x as their bottom. If C is a
cube in X≤n such that its bottom is in the same orbit as x, then the cube C must
be in the same orbit as Ci for some 1 ≤ i ≤ r. It follows that there can only be
finitely many orbits of cubes in the sublevel set X≤n. 
Lemma 2.6 (Vertex stabilizers). Let x be a vertex in X with f(x) = n. The
stabilizer StabVbr(x) is isomorphic to Bn.
Proof. As a first step, identify Bn with its image under the inclusion Bn ↪→ Sn,n
sending b to (1n, b, 1n).
Let g ∈ StabVbr(x). Fix σ ∈ S1,n with x = [σ]. We have gx = x, which means
that [g ∗ σ] = [σ], and so in particular σ−1 ∗ g ∗ σ ∈ Bn.
Define a map
ψ : StabVbr(x)→ Bn
g 7→ σ−1 ∗ g ∗ σ .
This is an isomorphism, with inverse b 7→ σ ∗ b ∗ σ−1. We remark that ψ depends
on the choice of σ, and so is not canonical, but it is uniquely determined up to
inner automorphisms of Bn. 
Definition 2.7. Let J ⊆ {1, . . . , n}. Let b ∈ Bn and let ρb be the corresponding
permutation in Sn. If ρb stabilizes J set-wise, call b an J-stabilizing braid. Let
BJn ≤ Bn be the subgroup of J-stabilizing braids.
Corollary 2.8 (Cell stabilizers). Let x be a vertex in X, with f(x) = n and
x = [σ], and let F
(n)
J be an elementary forest. If y = [σ ∗ λ(n)J ], then the stabilizer
in Vbr of the cube [x, y] is isomorphic to B
J
n . In particular all cell stabilizers are of
type F∞.
Proof. First observe that g ∈ Vbr stabilizes [x, y] if and only if it stabilizes x
and y. For g ∈ StabVbr(x) let bg := σ−1 ∗ g ∗ σ ∈ Bn, where we identify Bn as
a subgroup of Sn,n as in the previous proof. Then g stabilizes y if and only if
[σ∗bg ∗λ(n)J ] = [σ∗λ(n)J ], which by left cancellation is equivalent to [bg ∗λ(n)J ] = [λ(n)J ].
This in turn is equivalent to bg ∈ BJn , and so the cube stabilizer equals ψ−1(BJn),
where ψ : StabVbr(x) → Bn is the map from the previous proof. Since ψ is an
isomorphism, the first statement follows.
The second statement follows since braid groups are of type F∞ [Squ94, Theo-
rem A], and each BJn has finite index in Bn. 
The filtration {X≤n}n≥1 of X has so far been shown to satisfy all the conditions of
Brown’s Criterion save one, namely that the connectivity of the pair (X≤n+1, X≤n)
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tends to ∞ as n tends to ∞. We will prove this in Corollary 4.6, using discrete
Morse theory. We now describe the Morse-theoretic tools we will use.
Let Y be a piecewise Euclidean cell complex, and let h be a map from the set of
vertices of Y to the integers, such that each cell has a unique vertex maximizing h.
Call h a height function, and h(y) the height of y for vertices y in Y . For t ∈ Z,
define Y ≤t to be the full subcomplex of Y spanned by vertices y satisfying h(y) ≤ t.
Similarly define Y <t, and let Y =t be the set of vertices at height t. The descending
star st↓(y) of a vertex y is defined to be the open star of y in Y ≤y. The descending
link lk↓(y) of y is given by the set of “local directions” starting at y and pointing
into st↓(y). More details can be found in [BB97], and the following Morse Lemma
is a consequence of [BB97, Corollary 2.6].
Morse Lemma. With the above setup, the following hold.
(1) Suppose that for any vertex y with h(y) = t, lk↓(y) is (k − 1)-connected.
Then the pair (Y ≤t, Y <t) is k-connected, that is, the inclusion Y <t ↪→ Y ≤t
induces an isomorphism in pij for j < k, and an epimorphism in pik.
(2) Suppose that for any vertex y with h(y) ≥ t, lk↓(y) is (k − 1)-connected.
Then (Y, Y <t) is k-connected.
The first part of the Morse Lemma will be applied to the Stein space, and the
second part will become convenient in Section 3.2.
Every cell of X has a unique vertex maximizing f , so f is a height function.
Hence we can inspect the connectivity of the pair (X≤n, X<n) by looking at
descending links with respect to f . In the rest of this section, we describe a
convenient model for the descending links, and then analyze their connectivity in
the following sections.
Recall that we identify P1 with the vertex set of X, and cubes in X are (geometric
realizations of) intervals [y, x] with x, y ∈ P1 and y  x. For x ∈ P1, the descending
star st↓(x) of x in X is the set of cubes [y, x] with top x. For such a cube C = [y, x]
let bot(C) := y be the map giving the bottom vertex. This is a bijection from the
set of such cubes to the set D(x) := {y ∈ P1 | y  x}. The cube [y′, x] is a face
of [y, x] if and only if y′ ∈ [y, x], if and only if y′ ≥ y. Hence C ′ is a face of C if and
only if bot(C ′) ≥ bot(C), so bot is an order-reversing poset map. By considering
cubes [y, x] with y 6= x and restricting to D(x) \ {x}, we obtain a description
of lk↓(x). Namely, a simplex in lk↓(x) is a dangling spraige y with y ≺ x, the rank
of the simplex is the number of elementary splits needed to get from y to x (so
the number of elementary merges to get from x to y) and the face relation is the
reverse of the relation < on D(x) \ {x}. Since X is a cubical complex, lk↓(x) is a
simplicial complex.
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Figure 10. The correspondence between lk↓(x) and EBn.
A model for the descending link: If f(x) = n, then thanks to left cancellation,
lk↓(x) is isomorphic to the simplicial complex EBn of dangling elementary n-
braiges [(1n, b, F
(n−|J |)
J )] for J 6= ∅, with the face relation given by the reverse of
the ordering ≤ in Pn. See Figure 10 for an idea of the correspondence between lk↓(x)
and EBn. We will usually draw braiges as emerging from a horizontal line, as a
visual reminder of this correspondence.
We will prove that EBn is highly connected in Corollary 4.4. Our proof relies on
a complex that we call the matching complex on a surface, which we will define and
analyze in the next section. Then we will return to considering dangling elementary
braiges in Section 4.
We close this section with some remarks on Fbr. Restricting to pure braids
everywhere in this section does not affect any of the proofs, so we can simply
say that X(Fbr) is the contractible cubical complex of dangling pure 1-spraiges,
understood in the same way as X (though now dangling is only via pure braids).
We will also denote by f the height function “number of feet” on X(Fbr). The
filtration is still cocompact and the stabilizers are still of type F∞, being finite
index subgroups of braid groups. As for descending links, the descending link of a
dangling pure (1, n)-spraige in X(Fbr) is isomorphic to the simplicial complex EPBn
of dangling elementary pure n-braiges.
3. Matching complexes on surfaces
Throughout this section S denotes a connected surface, with (possibly empty)
boundary ∂S, and P denotes a finite set of points in S \ ∂S. By an arc, we mean
a simple path in S \ ∂S that intersects P precisely at its endpoints, and whose
endpoints are distinct. Our standard reference for arc complexes is [Hat91]. Note
that our definition of arc is slightly different from the definition given in [Hat91],
in that we do not allow the endpoints of a given arc to coincide. Also note that
in [Hat91], points in P were allowed to be contained in ∂S, and we will not consider
this case here. In Section 4 we will only need the special case where S is a disk,
but to prove the results in this section we need to use this degree of generality.
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A major theme of this section will be the similarities between certain complexes
defined using edges in graphs, and similar complexes defined using arcs on surfaces.
Of particular interest is the family of complete graphs Kn. The graph Kn is the
graph with n nodes and a single edge between any two nodes. Later we will also
be interested in the family of subgraphs of linear graphs Ln. The linear graph Ln
has n+ 1 nodes labeled 1 through n+ 1, and n edges, one connecting the node
labeled i to the node labeled i + 1 for each 1 ≤ i ≤ n. Note that when dealing
with Kn, n is the number of nodes, but when dealing with Ln, n is the number of
edges. This is just for the sake of future ease of notation.
3.1. The arc complex. Let {α0, . . . , αk} be a collection of arcs. If the αi are all
disjoint from each other except possibly at their endpoints, and if no distinct αi
and αj are homotopic relative P , we call {α0, . . . , αk} an arc system. The homotopy
classes, relative P , of arc systems form the simplices of a simplicial complex, with
the face relation given by passing to subcollections of arcs.
Definition 3.1 (Arc complex). Let Γ be a graph with |P | nodes, and identify P
with the set of nodes of Γ. Call an arc in S compatible with Γ if its endpoints are
connected by an edge in Γ. Let HA(Γ) be the arc complex on (S, P ) corresponding
to Γ, that is the simplicial complex with a k-simplex for each arc system {α0, . . . , αk}
such that all the αi are compatible with Γ.
We remark that HA(Kn) is a proper subcomplex of the space A(S, P ) in [Hat91],
since we only consider arcs with two distinct endpoints.
It will be convenient to consider actual arcs rather than homotopy classes in
many of the following arguments. This is justified by the following fact.
Lemma 3.2. Given finitely many homotopy classes of arcs [α0], . . . , [αk] there are
representatives α0, . . . , αk such that |αi ∩ αj | is minimal among all representatives
of [αi] and [αj ] for 0 ≤ i < j ≤ k. In particular, any simplex is represented by
disjoint arcs.
Proof. If |P | ≤ 2 there is at most one arc and nothing to show. If |P | ≥ 3 we
consider the points in P as punctures. Then S has negative Euler characteristic so
we may equip it with a hyperbolic metric. The following references are stated for
closed curves but also apply to arcs, see [FM12, Section 1.2.7]. For each homotopy
class [αi] we take αi to be the geodesic within the class [FM12, Proposition 1.3].
Then any two of the arcs intersect minimally [FM12, Corollary 1.9]. 
Proposition 3.3. For any n ≥ 2 the complex HA(Kn) is contractible.
The proof here is essentially the same as the proof of the theorem in [Hat91], so
we will not be overly precise. Indeed there is only one extra step, which we will
point out when it comes.
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Figure 11. The Hatcher flow.
Proof. Fix an arc β, i.e., a vertex in HA(Kn). We will retract HA(Kn) to the star
of β. We use the “Hatcher flow” introduced in [Hat91]. Let σ = {α0, . . . , αk} be a
simplex in HA(Kn) and let p be a point in σ, expressed in terms of barycentric
coordinates p =
∑k
i=0 ciαi, with ci ≥ 0 and
∑k
i=0 ci = 1. Interpret p geometrically
by saying that each αi is thickened to a “band” of thickness ci. Wherever the
bands cross β, pinch them into a single band of thickness θ. Now the Hatcher flow
is as follows. At time t ∈ [0, 1], push p to the point pt obtained by leaving (1− t)θ
worth of the band in place and pushing the remaining tθ-thick part of the band all
the way to one end of β; see Figure 11. The additional consideration we have to
make is, if at any point we create a new arc whose endpoints coincide, discard this
from pt. This is allowed, since if none of the αi are loops then there will always
exist at least one non-loop arc used in pt. One checks that this flow is continuous
and respects the face relation, and at time t = 1 we have deformed HA(Kn) into
the star of β, so we conclude that HA(Kn) is contractible. 
As a remark, note that the above proof yields contractibility for more gen-
eral HA(Γ); the only requirement is that there exists a node of Γ that shares an
edge with every other node.
We now want to consider a subspace of HA(Kn) that is related to the matching
complex of a complete graph, which we call the matching complex on a surface. In
the next subsection, we will first cover some background on matching complexes of
graphs and establish some results, and then we will inspect the surface version.
3.2. Matching complexes. Matching complexes of graphs are defined as follows.
Definition 3.4 (Matching complex of a graph). Let Γ be a graph. The matching
complex M(Γ) of Γ is the simplicial complex with a k-simplex for every collec-
tion {e0, . . . , ek} of k + 1 pairwise disjoint edges, with the face relation given by
passing to subcollections.
Observe that M(Kn) is non-empty if and only if n ≥ 2, and as an exercise one
can verify that it is connected for n ≥ 5. As we will see in Proposition 3.6, M(Kn)
is (ν(n)− 1)-connected, where we define ν(m) := ⌊m+13 ⌋− 1 for any m ∈ Z.
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Before proving this, we need a technical lemma.
Lemma 3.5. For m1, . . . ,m` ∈ Z, we have∑`
i=1
ν(mi) ≥ ν
(∑`
i=1
mi − 4(`− 1)
)
.
Proof. We induct on `. The case ` = 1 is trivially true. In order to prove the
case ` = 2 we need the following observation:⌊
m1
3
⌋
+
⌊
m2
3
⌋
≥
⌊
m1 +m2 + 1
3
⌋
− 1 (∗)
for any m1,m2 ∈ Z. It suffices to consider the cases where m1 and m2 are 0, 1
or 2, and these cases are readily checked. Thus we obtain
ν(m1) + ν(m2) =
⌊
m1 + 1
3
⌋
+
⌊
m2 + 1
3
⌋
− 2
≥
⌊
m1 +m2 + 3
3
⌋
− 3 (using the inequality (∗))
=
⌊
m1 +m2 − 3
3
⌋
− 1
= ν(m1 +m2 − 4)
and this finishes the case ` = 2. Finally, suppose that ` > 2. Then
∑`
i=1
ν(mi) =
`−1∑
i=1
ν(mi) + ν(m`)
≥ ν
(`−1∑
i=1
mi − 4(`− 2)
)
+ ν(m`) (by induction)
≥ ν
(`−1∑
i=1
mi − 4(`− 2) +m` − 4
)
(by the ` = 2 case)
= ν
(∑`
i=1
mi − 4(`− 1)
)
. 
To prove that M(Kn) is (ν(n)− 1)-connected it will be convenient to embed
it into a contractible space, so we can use the Morse Lemma. Let H(Kn) be the
simplicial complex with a simplex for every subgraph of Kn that has the same
vertex set as Kn and has at least one edge, with face relation given by inclusion.
Hence a 0-simplex in H(Kn) is a subgraph with a single edge, a 1-simplex has
two edges, and so forth. In fact, H(Kn) is isomorphic to an
((
n
2
) − 1)-simplex,
and so is contractible. Think of M(Kn) as a subcomplex of the contractible
complex H(Kn). Consider a simplex Γ in H(Kn). Let e(Γ) be the number of
edges of Γ and let r(Γ) be the number of non-isolated nodes of Γ. Define the
defect of Γ to be the number d(Γ) := 2e(Γ)− r(Γ). This measures the failure of Γ
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Figure 12. Three vertices in H(K5). From left to right: a graph Γ
with defect 1, a graph in the up-link of Γ and a graph in the
down-link of Γ.
to be in M(Kn), in that M(Kn) is precisely the set of simplices of H(Kn) with
defect 0. Note that M(Kn) already contains every 0-simplex of H(Kn). Also note
that a subgraph Γ′ of a graph Γ cannot have higher defect than Γ. Now define a
function h(Γ) := (d(Γ),−e(Γ)), and consider its values ordered lexicographically.
Think of h as a function on the vertex set of H(Kn)′, the barycentric subdivision
of H(Kn). Note that adjacent vertices have distinct e-values, and hence distinct h-
values, so this is a height function on the vertex set of H(Kn)′.
Consider the descending link lk↓(Γ) of Γ in H(Kn)′. There are two types of
vertices in lk↓(Γ), namely graphs Γ˜ > Γ with h(Γ˜) < h(Γ) and graphs Γ′ < Γ
with h(Γ′) < h(Γ). Define the up-link (respectively down-link) to be the full
subcomplex of lk↓(Γ) spanned by vertices of the first type (respectively second
type). Observe that h(Γ˜) < h(Γ) is equivalent to d(Γ˜) = d(Γ), and h(Γ′) < h(Γ) is
equivalent to d(Γ′) < d(Γ). Any graph in the down-link is a subgraph of any graph
in the up-link, so lk↓(Γ) is the join of the up-link and down-link. See Figure 12 for
an idea of defect, up-link and down-link.
Proposition 3.6. The complex M(Kn) is (ν(n)− 1)-connected.
This result is well-known, see for example [Ath04, BLVZˇ94]. We will prove it
here using a method that we will use later to prove the main result of this section,
Theorem 3.8.
Proof. As a base case, M(Kn) is non-empty for n ≥ 2. Now suppose n ≥ 5.
Since H(Kn) is contractible and its 0-skeleton is already in M(Kn), to show
that M(Kn) is (ν(n)− 1)-connected it suffices by the Morse Lemma to show that
for any Γ with e(Γ) ≥ 2 and d(Γ) ≥ 1, the descending link lk↓(Γ) is (ν(n) − 1)-
connected. First consider the down-link. A subgraph of Γ′ < Γ fails to be in the
down-link precisely if each edge in Γ \ Γ′ is disjoint from every other edge of Γ,
since then and only then do Γ and Γ′ have the same defect. Let Γ0 be the subgraph
of Γ consisting precisely of all such edges, if any exist. The space of all proper
subgraphs of Γ is a combinatorial (e(Γ)− 2)-sphere, and the complement in this
space of the down-link is either empty, or is contractible with cone point Γ0. Hence
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the down-link is either an (e(Γ)− 2)-sphere or is contractible. Now consider the
up-link. The graphs in the up-link are given by adding edges to Γ that are all
disjoint from each other and from the edges of Γ. Hence the up-link is isomorphic
to M(Kn−r(Γ)), and so is (ν(n − r(Γ)) − 1)-connected by induction. Since the
down-link is (e(Γ)−3)-connected, this tells us that lk↓(Γ) is (e(Γ)+ν(n−r(Γ))−2)-
connected. Since e(Γ) ≥ 2 and d(Γ) ≥ 1, we have
e(Γ) + ν(n− r(Γ))− 2 = ν(n+ 3e(Γ)− r(Γ)− 3)− 1
= ν(n+ d(Γ) + e(Γ)− 3)− 1
≥ ν(n)− 1
and so we conclude that lk↓(Γ) is indeed (ν(n)− 1)-connected. 
We now define the notion of the matching complex on a surface. We retain all
the notation and definitions from Section 3.1, including the surface S with points P .
Fix a labeling of the points in P by the numbers 1, . . . , n, and identify P with the
set of nodes of Kn, as above.
Definition 3.7 (Matching complex on a surface). LetMA(Kn) be the subcomplex
ofHA(Kn) whose simplices are given by arc systems whose arcs are pairwise disjoint
including at their endpoints. For a subgraph Γ of Kn let MA(Γ) be the preimage
of M(Γ) under the map MA(Kn) →M(Kn) that sends an arc with endpoints
labeled i and j to the edge of Kn with endpoints i and j. We call MA(Γ) the
matching complex on (S, P ) corresponding to Γ.
Our goal now is to show thatMA(Kn) is (ν(n)−1)-connected, just likeM(Kn).
Our proof mimics the proof of Proposition 3.6. As a remark, in the next section we
will analyze the connectivity ofMA(Ln) using different methods, in Corollary 3.11,
and also give an alternate proof that MA(Kn) is (ν(n)− 1)-connected. The proof
that we give in this section forMA(Kn) is more in line with the analogous situation
for graphs, but does not generalize readily to MA(Ln).
We begin by defining a height function h on the vertex set of the barycentric
subdivision HA(Kn)′ of HA(Kn), similar to the height function on the vertex set
of H(Kn)′. In fact we will reuse much of the notation from theM(Kn) case. Let σ
be a k-simplex in HA(Kn), represented by the arcs α0, . . . , αk. Choose these arcs
to be pairwise disjoint, except possibly at their endpoints. Let A(σ) := α0∪· · ·∪αk
as a subspace of S. Also let a(σ) := k+1 be the number of arcs, let r(σ) := |A∩P |
and define the defect d(σ) := 2a(σ) − r(σ). For example if every arc in σ has
the same two points as endpoints then d(σ) = 2a(σ)− 2, the maximum possible.
The defect is zero if and only if σ ∈ MA(Kn), so in particular MA(Kn) is a
sublevel set. Now define h(σ) := (d(σ),−a(σ)) with the lexicographic ordering. In
particular, adjacent vertices in HA(Kn)′ have distinct h-values. As in the case
of M(Kn), lk↓(σ) decomposes as the join of an up-link and a down-link. The
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Figure 13. From top to bottom: an arc system σ with defect 1, a
simplex in the up-link of σ and a simplex in the down-link of σ.
up-link is given by simplices σ˜ > σ with d(σ˜) = d(σ), and the down-link is given
by faces σ′ < σ with d(σ′) < d(σ); see Figure 13.
Theorem 3.8. The complex MA(Kn) is (ν(n)− 1)-connected.
Proof. The proof runs very similarly to the proof of Proposition 3.6. Dealing with
the up-link is the biggest difference.
As a base case, MA(Kn) is non-empty for n ≥ 2. Now suppose n ≥ 5.
Since HA(Kn) is contractible by Proposition 3.3, and the 0-skeleton of HA(Kn)
is already in MA(Kn), to show that MA(Kn) is (ν(n)− 1)-connected it suffices
by the Morse Lemma to show that for any k-simplex σ in HA(Kn) with k ≥ 1
and d(σ) ≥ 1, the descending link lk↓(σ) is (ν(n)− 1)-connected. First consider
the down-link. A face σ′ of σ fails to be in the down-link precisely when each arc
in σ \ σ′ is disjoint from every other arc of σ, since then and only then do σ and σ′
have the same defect. Let σ0 be the face of σ consisting precisely of all such arcs,
if any exist. The boundary of σ is an (a(σ)− 2)-sphere. The complement in this
space of the down-link is either empty, or is a cone with cone point σ0. Hence the
down-link is either an (a(σ)− 2)-sphere or is contractible.
Now consider the up-link. The simplices in the up-link are given by adding arcs
to σ that are all disjoint from each other and from the arcs in σ. Consider the
surface S\A, obtained by cutting out the arcs αi. Denote the connected components
of S \ A by C1, . . . , C`, and let ni := |Ci ∩ P | for each 1 ≤ i ≤ `. Note that∑`
i=1 ni + r(σ) = n. The up-link is isomorphic to the join ∗`i=1MA(Kni), which
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by induction is
(∑`
i=1 ν(ni) + `− 2
)
-connected. Since the down-link is (a(σ)− 3)-
connected, this tells us that lk↓(σ) is (a(σ)− 2 +∑`i=1 ν(ni) + `− 1)-connected.
By Lemma 3.5,
a(σ)− 2 +
∑`
i=1
ν(ni) + `− 1 ≥ a(σ)− 2 + ν
(∑`
i=1
ni − 4(`− 1)
)
+ `− 1
which equals
ν
(∑`
i=1
ni − 4(`− 1) + 3a(σ) + 3`− 6
)
− 1 = ν(n− r(σ)− `+ 3a(σ)− 2)− 1
= ν(n+ d(σ) + a(σ)− `− 2)− 1.
Here the first equality follows because
∑`
i=1 ni = n− r(σ), and the second equality
follows from the definition of defect, namely d(σ) = 2a(σ)− r(σ). Since a(σ) ≥ 2,
this last quantity is at least ν(n+ d(σ)− `)− 1.
To show that lk↓(σ) is (ν(n)−1)-connected, it now suffices to show that d(σ) ≥ `.
By an Euler characteristic argument, we know that r(σ)−a(σ)+ ` ≤ 1+z, where z
is defined to be the number of connected components of A(σ) =
⋃k
i=0 αi. Clearly
each connected component of A(σ) contains at least one arc, and since d(σ) ≥ 1
at least one component must have more than one arc. Hence 1 + z ≤ a(σ), which
implies that r(σ) + ` ≤ 2a(σ), and so indeed ` ≤ d(σ). 
3.3. Connectivity of MA(Ln). Recall the family of linear graphs Ln from Sec-
tion 3.2. In this section we analyze the connectivity of MA(Ln), by following the
line of approach used in the proof of Proposition 5.2 in [Put13]. This approach
can also be adapted to recover the connectivity of MA(Kn).
We first need a lemma that allows us to make certain assumptions about
maps from spheres to MA(Γ). To state it we need to recall some definitions.
By a combinatorial k-sphere (respectively k-disk) we mean a simplicial complex
that can be subdivided to be isomorphic to a subdivision of the boundary of
a (k+ 1)-simplex (respectively to a subdivision of a k-simplex). An m-dimensional
combinatorial manifold is an m-dimensional simplicial complex in which the link
of every simplex σ of dimension k is a combinatorial (m − k − 1)-sphere. In
an m-dimensional combinatorial manifold with boundary the link of a k-simplex σ
is allowed to be homeomorphic to a combinatorial (m− k − 1)-disk; its boundary
consists of all the simplices whose link is indeed a disk.
A simplicial map is called simplexwise injective if its restriction to any simplex
is injective.
Lemma 3.9 (Reduction to the simplexwise injective case). Let Y be a compact
m-dimensional combinatorial manifold. Let X be a simplicial complex and assume
that the link of every k-simplex in X is (m− 2k − 2)-connected. Let ψ : Y → X
be a simplicial map whose restriction to ∂Y is simplexwise injective. Then after
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Figure 14. Illustration of the proof of Lemma 3.9. The red edge
is the simplex σ, that is, both of its vertices are mapped to the
same vertex under ψ. The green circle is the link of σ. The link
of ψ(σ) is simply connected by assumption, so ψ can be extended
to a filling disk B (blue).
possibly subdividing the simplicial structure of Y , ψ is homotopic relative ∂Y to a
simplexwise injective map.
Compare the statement of the lemma to the statement of the claim in the proof
of Proposition 5.2 in [Put13]. As a remark, the assumption that Y is compact is
not necessary, but it makes the end of the proof simpler.
Proof. The proof is by induction on m and the statement is trivial for m = 0.
If ψ is not simplexwise injective, there exists a simplex whose vertices do not
map to pairwise distinct points. In particular we can choose a simplex σ ⊆ Y of
maximal dimension k > 0 such that for every vertex x of σ there is another vertex y
of σ with ψ(x) = ψ(y). By assumption, σ is not contained in ∂Y . Maximality of
the dimension of σ implies that the restriction of ψ to the (m−k−1)-sphere lkY (σ)
is simplexwise injective. It also implies that ψ(lkY (σ)) ⊆ lkX(ψ(σ)). Note further
that ψ(σ) has dimension at most (k − 1)/2. Therefore its link in X is (m− k − 1)-
connected by assumption. Hence there is an (m − k)-disk B with ∂B = lkY (σ)
and a map ϕ : B → lkX(ψ(σ)) such that ϕ|∂B coincides with ψ|lkY (σ). Inductively
applying the lemma, we may assume that ϕ is simplexwise injective.
We now replace Y by Y ′, the space obtained by replacing the closed star of σ
by B ∗∂σ. The map ψ′ : Y ′ → X is the map that coincides with ψ outside the open
star of σ, coincides with ϕ on B and is affine on simplices. It is clearly homotopic
to ψ, since the image of B under ϕ is contained in lkX(ψ(σ)). Since the restriction
of ψ′ to B is simplexwise injective, the restriction to any k-simplex of B ∗ ∂σ is
injective. Since Y is compact, by repeating this procedure finitely many times we
eventually obtain a map that is simplexwise injective. 
We now describe the general procedure we will use to analyze MA(Γ) for a
graph Γ, after which we will look at the specific graphs Kn and (subgraphs of) Ln.
Our general procedure: Pick an edge e of Γ, say with endpoints v and w.
Identify the vertex set of Γ with the set P of distinguished points in the surface S.
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Let
q : MA(Γ)(0) → {0, 1, 2, 3}
be the function that sends an arc to 0 if it has neither v nor w as endpoints, 1 if it
has v but not w, 2 if it has w but not v, and 3 if it has both. For any arc α, say with
endpoints v1 and v2, the link of α inMA(Γ) is isomorphic toMA(Γ′), where Γ′ is
the graph obtained from Γ by removing the stars of v1 and v2. Here the surface on
which the matching complex is being considered is not S, but rather S with a new
boundary component obtained by “slicing” S along α. The idea therefore is to
build up fromMA(Γ)q=0 toMA(Γ) by gluing in missing vertices (arcs) along their
relative links, in increasing order of q-value. Since Γ′ has fewer vertices and edges
than Γ, these links will be highly connected by induction. By the Morse Lemma,
it follows that the pair (MA(Γ),MA(Γ)q=0) is highly connected. An important
point to note is that even thoughMA(Γ)q=0 is also highly connected by induction,
it is not typically as highly connected as we would like MA(Γ) to be (since we
want the connectivity to go to infinity with the number of edges). For this reason
we want to prove that the inclusion ι : MA(Γ)q=0 →MA(Γ) induces the trivial
map in pik up to the desired connectivity bound for MA(Γ). This is accomplished
as follows. Fix an arc β with endpoints v and w, and let ψ : Sm →MA(Γ)q=0 be
a simplicial map. The goal is to show that ψ := ι ◦ ψ is homotopy equivalent to
the constant map sending Sm to β, if m is not too large. A variant of the Hatcher
flow becomes useful here; we look at arcs crossing β, choose one closest to w, say α,
and “push” it over w and off of β, to the arc α′. See Figure 15 for a visualization.
We can homotope ψ to the map ψ′ using α in lieu of α′, assuming the mutual
link lk(α) ∩ lk(α′) is sufficiently highly connected, which we can engineer to be
true by induction if the structure of Γ is sufficiently easy to control. A key step to
making this rigorous is being able to use Lemma 3.9.
We first carry out this program for the family of subgraphs of linear graphs.
A key observation in this setting is that any node has degree at most 2, and so
removing the stars of two adjacent nodes results in removing at most 3 edges.
It will be convenient to define η(`) :=
⌊
`−1
4
⌋
for ` ∈ Z.
Theorem 3.10. Let Γn be any subgraph of a linear graph, with Γn having n edges.
Then MA(Γn) is (η(n)− 1)-connected.
Proof. We induct on n, with the base case being that MA(Γn) is non-empty
for n ≥ 1, which is clear. Now assume n ≥ 5. We will freely apply Lemma 3.2
to represent simplices by systems of arcs. Choose an edge e in Γn with at least
one endpoint of degree 1. Let v and w be the endpoints of e, say w has degree 1.
Let q be the function defined above. For an arc α with q(α) = 1, the descending
link of α with respect to q is isomorphic to MA(Γn′), where Γn′ is a subgraph
of Γn with n
′ edges. Since every vertex has degree at most 2, n′ ≥ n − 3, so
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by induction MA(Γn′) is (η(n) − 2)-connected. Similarly if q(α) = 3 then the
descending link of α is isomorphic to MA(Γn′), now with n′ ≥ n − 2, so again
induction tells us that MA(Γn′) is (η(n) − 2)-connected. Note that q(α) = 2
actually does not occur in the present situation (we defined q this way for the sake
of consistency with the alternate proof of Theorem 3.8 below).
The Morse Lemma now implies that the pair (MA(Γn),MA(Γn)q=0) is (η(n)−1)-
connected, that is, the inclusion ι : MA(Γn)q=0 ↪→ MA(Γn) induces an isomor-
phism in pim for m ≤ η(n)−2 and an epimorphism for m = η(n)−1. We could now
invoke induction and use thatMA(Γn)q=0 is (η(n)−2)-connected to conclude that
MA(Γn) is (η(n)− 2)-connected as well. However, since we even want MA(Γn)
to be (η(n) − 1)-connected, we need a different argument and we may as well
apply this for all m. We want to show that pim(MA(Γn)q=0 ↪→MA(Γn)) is trivial
for m < η(n). In other words, every sphere in MA(Γn)q=0 of dimension at most
(η(n)− 1) can be collapsed in MA(Γn).
First we check a hypothesis on MA(Γn) that allows us to apply Lemma 3.9,
namely that the link of a k-simplex should be (m−2k−2)-connected. A k-simplex σ
is determined by k+ 1 disjoint arcs. Hence, the link of σ is isomorphic toMA(Γn′)
where n′ is at least n− (3k+ 3). By induction, this is (η(n−3k−3)−1)-connected.
Moreover,
η(n− 3k − 3)− 1 =
⌊n− 3k − 4
4
⌋
− 1
≥ n− 3k − 4
4
− 2
≥ η(n)− 2k − 3 ≥ m− 2k − 2 .
We conclude that the hypothesis of Lemma 3.9 is satisfied.
Let Sm be a combinatorial m-sphere. Let ψ : Sm →MA(Γn)q=0 be a simplicial
map and let ψ := ι ◦ ψ. It suffices by simplicial approximation [Spa66, Theo-
rem 3.4.8] to homotope ψ to a constant map. By Lemma 3.9 we may assume ψ is
simplexwise injective. Fix an arc β with endpoints v and w. We claim that ψ can
be homotoped in MA(Γn) to land in the star of β, which will finish the proof. We
will proceed in a similar way to the Hatcher flow used in the proof of Proposition 3.3.
None of the arcs in the image of ψ use v or w as vertices, but among the finitely
many such arcs, some might cross β. Pick the one, say α, intersecting β at a point
closest along β to w, and let x be a vertex of Sm mapping to α. By simplexwise
injectivity, none of the vertices in lkSm(x) map to α. Let α
′ be the arc with the
same endpoints as α such that together α and α′ bound a disk whose interior
contains no boundary components, punctures or points of P other than w. See
Figure 15 for an example. Note that there is no edge from α to α′, so none of the
vertices in lkSm(x) map to α
′. Note also that ψ(lkSm(x)) ⊆ lkα′ by choice of α.
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β
α
α′
v w
Figure 15. Pushing the arc α over the vertex w to obtain the
arc α′, as described in the proof of Theorem 3.10.
Define a simplicial map ψ′ : Sm →MA(Γn) that sends the vertex x to α′ and
sends all other vertices y to ψ(y). We claim that we can homotope ψ to ψ′. Once
we do this, we will have reduced the number of crossings with β, and so continuing
this procedure we will have homotoped our map so as to land in the star of β,
finishing the proof.
The mutual link lk(α) ∩ lk(α′) is isomorphic to MA(Γn′), where Γn′ now is
the graph obtained from Γn by removing e, and removing any edge sharing
an endpoint with an endpoint of α. Here n′ is the number of edges of the
resulting graph. Since Γn is a subgraph of a linear graph, we have thrown out at
most 4 edges, and so n′ ≥ n− 4. Hence by induction lk(α) ∩ lk(α′) is (η(n)− 2)-
connected, and in particular (m−1)-connected. Since lkSm(x) is an (m−1)-sphere,
this tells us that there exists an m-disk B with ∂B = lkSm(x) and a simplicial
map ϕ : B → lk(α) ∩ lk(α′) so that ϕ restricted to ∂B coincides with ψ restricted
to lkSm(x). Since the image of B under ϕ is contained in lk(α), we can homotope ψ,
replacing ψ|stSm (x) with ϕ. Since the image of B under ϕ is contained in lk(α′),
we can similarly homotope ψ′, replacing ψ′|stSm (x) with ϕ. These both yield the
same map, so we are finished. 
Corollary 3.11. MA(Ln) is (η(n)− 1)-connected. 
As a remark, we expect that a better connectivity bound should be possible.
Indeed, one can check thatMA(Ln) is already connected for n ≥ 4, and thatM(Ln)
is (ν(n)−1)-connected, which for large n is stronger than being (η(n)−1)-connected.
For now however, we will content ourselves with this bound.
Using these techniques, we can also recover the connectivity of MA(Kn).
Alternate proof of Theorem 3.8. The base case is that MA(Kn) 6= ∅ for n ≥ 2,
which is clear. Let n ≥ 5. Choose any edge e, with endpoints v and w. Let q
be as above. For an arc α with q(α) = 1, the descending link of α is isomorphic
to MA(Kn−3). If q(α) = 2 or 3, the descending link is isomorphic to MA(Kn−2).
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In any case, by induction all descending links are (ν(n)− 2)-connected. Hence we
need only check that ι : MA(Kn)q=0 →MA(Kn) induces the trivial map in pim
for m < ν(n).
First we check the hypothesis of Lemma 3.9. The link of a k-simplex is a copy
of MA(Kn−2k−2), which by induction is (ν(n− 2k − 2)− 1)-connected. We need
this to be bounded below by m− 2k − 2. Indeed,
ν(n− 2k − 2)− 1 ≥ n− 2k − 4
3
− 2 ≥ ν(n)− 2k − 3 ≥ m− 2k − 2 .
Now we consider a simplicial map ψ : Sm → MA(Kn)q=0, with ψ := ι ◦ ψ.
We claim that we can homotope ψ to a constant map. By the same argument
as in the proof of Theorem 3.10, the problem reduces to inspecting the mutual
link lk(α) ∩ lk(α′), where α and α′ are again as in Figure 15. This mutual link is
isomorphic toMA(Kn−3), since compatible arcs may use any endpoints other than
the endpoints of α, or the point w. Hence by induction lk(α)∩ lk(α′) is (ν(n)− 2)-
connected, and by the same argument as in the proof of Theorem 3.10, we can
eventually homotope ψ to land in the star of β, so we are done. 
3.4. Cyclic graphs. Let Cn be the cyclic graph with n nodes, labeled 1 through n
in sequence. If α is an arc in MA(Cn) with endpoints 1 and n, the relative link
of α is a copy of MA(Ln−3). Gluing in these arcs, in any order, we build up
from MA(Ln−1) to MA(Cn). Hence it is immediate from Corollary 3.11 and
the Morse Lemma that MA(Cn) is (η(n− 1)− 1)-connected. The upshot of this
is that the methods of the present article could also be used to prove that Tbr,
“braided T”, is of type F∞. As far as we know, this group has yet to appear in the
literature, so we will not say any more about Tbr here.
4. Descending links in the Stein space
We now return to the Stein space X from Section 2 and inspect the descending
links of vertices with respect to the height function f . As explained before, the
descending link of a vertex x with f(x) = n is isomorphic to the complex EBn
of dangling elementary n-braiges [(1n, b, F
(n−|J |)
J )] with J 6= ∅. The idea now
is to construct a projection EBn → MA(Kn) and then, having calculated the
connectivity of MA(Kn) in the previous section, use tools of Quillen [Qui78] to
obtain the connectivity of EBn. As usual we will wait until the end of the section
to mention the “pure” case.
The first key observation is that a matching on a linear graph encodes the
same information as an elementary forest. Recall that Ln−1 is the linear graph
with n vertices, labeled 1 through n, and n− 1 edges, one connecting i to i+ 1 for
each 1 ≤ i < n. Let M(Ln−1) be the matching complex of Ln−1.
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7→
Figure 16. An example of the bijective correspondence between
elementary forests with 9 leaves and simplices of M(L8).
Observation 4.1. Elementary forests with n leaves correspond bijectively to
simplices of M(Ln−1). Under the identification, carets correspond to edges. See
Figure 16 for an example.
In light of the observation, we can denote an elementary n-braige by (b,Γ),
where b ∈ Bn and Γ is a simplex in M(Ln−1). As usual, the equivalence class
under dangling will be denoted [(b,Γ)].
Let S be the unit disk, and fix an embedding Ln−1 ↪→ S of the linear graph
with n−1 edges into S. Let P be the image of the vertex set, so P is a set of n points
in S, labeled 1 through n. With these data in place we can consider MA(Kn),
the matching complex on (S, P ), and we have an induced embedding of simplicial
complexesM(Ln−1) ↪→MA(Kn). The braid group Bn on n strands is isomorphic
to the mapping class group of the n-punctured disc Dn, cf. [Bir74]. Since S\P = Dn,
we have an action of Bn on MA(Kn). In what follows it will be convenient to
consider this as a right action (much as dangling is a right action on braiges), so
for b ∈ Bn and σ ∈MA(Kn) we will write (σ)b to denote the image of σ under b.
Define a map pi from EBn to MA(Kn) as follows. We view M(Ln−1) as a
subcomplex ofMA(Kn), so we can associate to any elementary n-braige (b,Γ) the
arc complex (Γ)b−1 in MA(Kn). By construction, the map (b,Γ) 7→ (Γ)b−1 is well
defined on equivalence classes under dangling, so we obtain a simplicial map
pi : EBn →MA(Kn)
[(b,Γ)] 7→ (Γ)b−1 .
Note that pi is surjective, but not injective.
One can visualize this map by considering the merges as arcs, then “combing
straight” the braid and seeing where the arcs are taken, as in Figure 17. Note
that the resulting simplex (Γ)b−1 of MA(Kn) has the same dimension as the
simplex [(b,Γ)] of EBn, namely one less than the number of edges in Γ.
The next lemma and proposition are concerned with the fibers of pi.
Lemma 4.2. Let E and Γ be simplices in M(Ln−1), such that E has one edge
and Γ has e(Γ) edges. Let [(b, E)] and [(c,Γ)] be dangling elementary n-braiges.
Suppose that their images under the map pi are contained in a simplex of MA(Kn).
Then there exists a simplex in EBn that contains [(b, E)] and [(c,Γ)].
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Figure 17. From braiges to arc systems. From left to right the
pictures show the process of “combing straight” the braid.
Proof. We may assume that [(b, E)] is not contained in [(c,Γ)].
There is an action of Bn on EBn (“from above”), given by b′[(c′,Γ′)] = [(b′c′,Γ′)].
One can check that for each k ≥ 0, this action is transitive on the k-simplices
of EBn. We can therefore assume without loss of generality that c = id, and Γ is
the subgraph of Ln−1 whose edges are precisely those connecting j to j + 1, for
j ∈ {1, 3, . . . , 2e(Γ)− 1}.
Now there is an arc α representing pi([(b, E)]) that is disjoint from Γ. This
disjointness ensures that, after dangling, we can assume the following condition
on b: for each edge of Γ, say with endpoints j and j + 1, b can be represented as a
braid in such a way that the jth and (j+1)st strands of b run straight down, parallel
to each other, and no strands cross between them. In particular [(b,Γ)] = [(id,Γ)],
so [(b,Γ ∪ E)] is a simplex in EBn with [(b, E)] and [(id,Γ)] as faces. 
Proposition 4.3. Let σ be a k-simplex inMA(Kn) with vertices v0, . . . , vk. Then
pi−1(σ) =
k∗
j=0
pi−1(vj).
In particular pi−1(σ) is k-spherical.
Proof. The equation expresses an equality of abstract simplicial complexes with
the same vertex set.
“⊆”: This inclusion is just saying that vertices in pi−1(σ) that are connected
by an edge map to distinct vertices under pi, which is clear.
“⊇”: The 0-skeleton of ∗kj=0 pi−1(vj) is automatically contained in pi−1(σ).
Now assume that the same is true of the r-skeleton, for some r ≥ 0. Let τ be an
(r+1)-simplex in ∗kj=0 pi−1(vj), and decompose τ as the join of a vertex [(b, E)] and
an r-simplex [(c,Γ)]. By induction, these are both in pi−1(σ), and by Lemma 4.2
they share a simplex in EBn. The minimal dimensional such simplex maps to σ
under pi, so we are done. 
Recall that in Sections 3.2 and 3.3 we defined the integers ν(n) =
⌊
n+1
3
⌋ − 1
and η(n) =
⌊
n−1
4
⌋
.
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Corollary 4.4 (Connectivity of descending links). EBn is (ν(n)− 1)-connected.
Hence for any vertex x in X with f(x) = n, lk↓(x) is (ν(n)− 1)-connected.
Proof. We know that MA(Kn) is (ν(n) − 1)-connected by Proposition 3.6. For
any k-simplex σ inMA(Kn), pi−1(σ) is (k−1)-connected by Proposition 4.3. Also,
lk(σ) is isomorphic to MA(Kn−2k−2), which is (ν(n− 2k − 2)− 1)-connected and
hence (ν(n)− k − 2)-connected. It follows from [Qui78, Theorem 9.1] that EBn is
(ν(n)− 1)-connected. 
In the pure case, we consider descending links of vertices in X(Fbr). For a
vertex x with n + 1 feet, lk↓(x) is isomorphic to the poset EPBn+1 of dangling
elementary pure (n+ 1)-braiges. This projects onto the complex MA(Ln), using
an analogous projection as from EBn to MA(Kn). (Recall that Ln is indexed by
the number of edges, not nodes.) By the same argument as in the previous proof,
we can get the connectivity of EPBn+1 from that of MA(Ln).
Corollary 4.5 (Pure case). EPBn+1 is (η(n)− 1)-connected. 
From the above corollaries and the Morse Lemma, we conclude the following
Corollary 4.6 (Connectivity of pairs in the filtration). For each n ≥ 1, the
pair (X≤n, X<n) is ν(n)-connected and the pair (X(Fbr)≤n, X(Fbr)<n) is η(n− 1)-
connected. 
5. Proof of the Main Theorem
We are now in a position to prove our main theorem.
Proof of Main Theorem. Consider the action of Vbr on the complex X, which is
contractible by Corollary 2.4. We want to apply Brown’s Criterion. By Corol-
lary 2.8, all cell stabilizers are of type F∞. By Lemma 2.5, each X≤n is finite
modulo Vbr, and by Corollary 4.6 the connectivity of the pair (X
≤n, X<n) tends
to ∞ as n tends to ∞. Hence Brown’s Criterion tells us that Vbr is of type F∞. A
parallel argument applies to Fbr acting on X(Fbr), and so Fbr is of type F∞. 
APPENDIX: HIGHER GENERATION FOR PURE BRAID
GROUPS
BY MATTHEW C. B. ZAREMSKY
In this appendix we use techniques and results from the main body of the
paper to derive higher generation properties for families of subgroups of pure braid
groups. The notion of a family of subgroups of a group being highly generating was
introduced by Abels and Holz [AH93]. It is a very natural condition, with many
strong consequences, but to date few examples have been explicitly constructed
of highly generating subgroups for “interesting” groups. One prominent existing
example, given by Abels and Holz, is standard parabolic subgroups of Coxeter
groups, or standard parabolic subgroups of groups with a BN -pair. The relevant
geometry is given by Coxeter complexes and buildings. Higher generation is also
used in [MMV98] as a tool to calculate the Bieri–Neumann–Strebel–Renz invariants
of right-angled Artin groups.
As an addition to the collection of interesting examples, we produce two classes
of families of subgroups of the n-string pure braid group PBn that we show to be
highly generating. In the first case the geometry is given by complexes of arcs on
a surface, related to the complexes MA(Ln) from Definition 3.7. In the second
case the geometry is given by complexes of “dangling flat braiges”, related to the
complexes EPBn analyzed in Section 4.
In Section A.1 we recall some definitions and results from [AH93], and establish
a criterion for detecting coset complexes in Proposition A.1.5. In Section A.2.1 we
define the restricted arc complex on a surface, and in Section A.2.2 we define the
complex of dangling flat pure braiges. The relevant families of subgroups of PBn
are defined in the paragraphs before Lemma A.2.3 and Corollary A.2.8, and in
Definition A.2.9. Finally in Section A.3 we calculate the connectivity of these
complexes and deduce that the families of subgroups are highly generating. See
Propositions A.3.6 and A.3.13 for the exact bounds.
A.1. Higher generation
Higher generation is defined using nerves of coverings of groups by cosets. The
relevant definitions are as follows.
Definition A.1.1 (Nerve). Let X be a set and U a collection of subsets covering X.
The nerve of the cover U , denoted N (U), is a simplicial complex with vertex
set U , such that pairwise distinct vertices U0, . . . , Uk span a k-simplex if and only
if U0 ∩ · · · ∩ Uk 6= ∅.
The type of nerve we are interested in is the following coset complex.
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Definition A.1.2 (Coset complex and higher generation). Let G be a group
and F a family of subgroups. Let U := ∐
H∈F
G/H be the covering of G by cosets
of subgroups in F . We call N (U) the coset complex of G with respect to F ,
and denote it CC(G,F ). We say that F n-generates G if CC(G,F ) is (n− 1)-
connected, and ∞-generates G if CC(G,F ) is contractible.
The following theorem indicates some ways higher generation can be used. The
first part says that 1-generation equals generation, and the second part says that
a 2-generating family yields a decomposition of G as an amalgamated product.
Theorem A.1.3. [AH93, Theorem 2.4] Let F = {Hα | α ∈ Λ} be a family of
subgroups of G.
(1) F is 1-generating if and only if
⋃
Hα generates G.
(2) F is 2-generating if and only if the natural map
∐
∩
Hα → G is an isomor-
phism.
Here by
∐
∩
Hα we mean the amalgamated product of the Hα over their inter-
sections. We remark that another equivalent condition in part (1) is that the
map
∐
∩
Hα → G be surjective.
An important observation about coset complexes is that the action of the group
on the complex has a very nice fundamental domain.
Observation A.1.4 (Fundamental domain). With the above notation, assume F
is finite. Since
⋂
H∈F
H 6= ∅, we see that F itself is the vertex set of a maximal
simplex in CC(G,F ). This maximal simplex, which we call C, is a fundamental
domain for the action of G on CC(G,F ) by left multiplication.
Proof. For any simplex σ in CC(G,F ), there exist H0, . . . ,Hk ∈ F and g ∈ G
such that the vertices of σ are the cosets gHi for 0 ≤ i ≤ k. Then g−1σ is a face
of C. This shows that every G-orbit intersects C, and indeed intersects C uniquely
since if gHi = Hj then g ∈ Hi = Hj . 
A sort of converse of this observation is the following proposition, which allows
us to detect highly generating families of subgroups as stabilizers of “nice” actions.
Proposition A.1.5 (Detecting coset complexes). Let G be a group acting by sim-
plicial automorphisms on a simplicial complex X, with a single maximal simplex C
as fundamental domain. Let
F := {StabG(v) | v is a vertex of C}.
Then CC(G,F ) is isomorphic to X as a simplicial G-complex.
Proof. Define a map φ : CC(G,F ) → X by sending the coset g StabG(v) to the
vertex gv of X. This is a G-invariant map between the 0-skeleta, and it induces a
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simplicial map since the vertices of a simplex in CC(G,F ) can be represented as
cosets with a common left representative. Since C is a fundamental domain, φ is
bijective. 
A good first example is whenX is a tree, on which a groupG acts edge transitively
and without inversion. Then Theorem A.1.3 and Proposition A.1.5 imply that G
decomposes as an amalgamated product. Namely, if e is a fundamental domain
with endpoints v and w, then G = Gv ∗Ge Gw (this is standard Bass–Serre theory).
Indeed, the vertex stabilizers are not just 2-generating, but ∞-generating.
This example is generalized by looking at groups acting on buildings.
Example A.1.6 (Buildings). Let G be a group acting chamber transitively on
a building ∆, by type preserving automorphisms. See [AB08] for the relevant
background. Let C be the fundamental chamber, and let F := {StabG(v) | v is a
vertex of C}. Then CC(G,F ) ∼= ∆, and so F is highly generating for G. More
precisely, if ∆ is spherical of dimension n then F is n-generating, and if ∆ is not
spherical then F is ∞-generating. If the action is not just chamber transitive, but
is even Weyl transitive, as in [AB08, Chapter 6], then the stabilizers StabG(v) are
precisely the maximal standard parabolic subgroups. An even stronger condition
is that the action is strongly transitive, in which case G has a BN -pair, and we
recover the situation in [AH93, Section 3.2].
We also have examples from the world of Artin groups.
Example A.1.7 (Deligne complexes). Background for this example can be found
in [CD95]. Let (A,S) be an Artin system with associated Coxeter system (W,S).
For T ⊆ S let AT (respectively WT ) be the subgroup generated by T . Let F̂ :=
{AT | T ⊆ S} and F := {AT | T ⊆ S with |WT | < ∞}. The coset com-
plexes CC(A, F̂ ) and CC(A,F ) are, up to homotopy equivalence, the Deligne
complex and modified Deligne complex of A. The connectivity of these complexes,
and hence the higher generation properties of these families of subgroups, is tied
to the K(pi, 1) Conjecture described in [CD95]. Namely, F is conjecturally ∞-
generating; see [CD95, Conjecture 2]. This is known to hold for many Artin groups,
including for braid groups.
A.2. Some variations on arc complexes and braige complexes
In this section we define and analyze some complexes on which the braid group
and pure braid group act. In the first subsection we look at the restricted arc
complex on a surface, and in the second subsection we look at the complex of
flat dangling (pure) braiges. The restricted arc complex here will provide a coset
complex for PBn using arc stabilizers as subgroups. The flat dangling pure braige
complex will provide a coset complex for PBn using subgroups obtained via
the “strand cloning maps”. These subgroups are smaller than the arc stabilizers,
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and more visualizable when using strand pictures for braids. We will save the
connectivity calculations for Section A.3, after which we will conclude that these
families of subgroups are highly generating.
A.2.1. Arc complexes. We maintain the definitions and notation from Section 3.1.
Consider HA(Γ) for Γ a subgraph of Kn with the same vertex set.
Terminological convention: Throughout this appendix, a subgraph Γ′′ of a
graph Γ′ always has the same vertex set as Γ′.
Given an arc system σ = {α0, . . . , αk} in HA(Γ), denote by Γσ the following
subgraph of Γ. Every vertex of Γ is a vertex of Γσ, and an edge e of Γ is in Γσ
if and only if the endpoints of e are the endpoints of some αi. Call Γσ faithful
if it has precisely (k + 1) edges. Since we only consider simplicial graphs, i.e.,
there are no loops or multiple edges, this condition is equivalent to saying that no
distinct αi, αj share both endpoints (they may share one).
The complex we are presently interested in is a complex RA(Γ), which we will
call the restricted arc complex.
Definition A.2.1 (Restricted arc complex). The restricted arc complex RA(Γ)
on (S, P ) corresponding to Γ is the subcomplex ofHA(Γ) consisting of arc systems σ
for which Γσ is faithful. We may also write RA(S, P,Γ).
We could equivalently require that the subspace of S given by the union of
the arcs is a simplicial graph, i.e., has no multiple edges. In this way we can
view RA(Γ) as the complex of embeddings of subgraphs of Γ into S that send
vertices in a prescribed way to the points of P .
Notational convention: Throughout this appendix, Ln denotes not the linear
graph with n edges, but rather the linear graph with n vertices, and hence n− 1
edges.
The Γ = Ln case is especially nice, since all of Ln can be embedded into any
connected surface. In fact, every simplex of RA(Ln) is a face of a maximal simplex
of dimension n− 2. See Figure 18 for some examples of arc systems.
Remark A.2.2. Embedding graphs into surfaces is an interesting enterprise in its
own right, so the complex RA(Γ) may be of further general interest. For instance,
the dimension of RA(S, P,Γ) is one less than the number of edges in a maximal
subgraph of Γ embeddable into (S, P ).
Recall thatBn acts onHA(Kn), and this action stabilizesMA(Kn) andRA(Kn).
For general Γ, Bn will not necessarily stabilize HA(Γ), since general braids may
not stabilize P pointwise. However, pure braids do stabilize P pointwise, and
so PBn stabilizes HA(Γ), MA(Γ) and RA(Γ) for any Γ.
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Figure 18. From top to bottom, an arc system in HA(L8) \
RA(L8), one in RA(L8) \MA(L8) and one in MA(L8).
Denote by [m] the set {1, . . . ,m} for m ∈ N. Let S be the unit disk, and fix an
embedding Ln ↪→ S of the linear graph with n vertices into S. Let P be the image
of the vertex set, so P is a set of n points in S, labeled 1 through n. Under this
embedding, the edges of Ln yield a maximal simplex of RA(Ln), which we will
denote C. For each ∅ 6= J ⊆ [n− 1] define σJ to be the face of C consisting only of
those arcs with endpoints j, j + 1 for j ∈ J . In particular, σJ is a (|J | − 1)-simplex
in RA(Ln).
For each ∅ 6= J ⊆ [n− 1] define
PBJn := StabPBn(σJ)
and set AFn := {PBJn | ∅ 6= J ⊆ [n− 1] with |J | = 1}.
Lemma A.2.3. The coset complex CC(PBn,AFn) and the restricted arc com-
plex RA(Ln) are isomorphic as simplicial PBn-complexes.
Proof. It suffices by Proposition A.1.5 to show that C is a fundamental domain for
the action of PBn on RA(Ln). A maximal simplex of RA(Ln) is an embedding
of Ln into S, such that the vertex labeled i maps to the point in P labeled i, for
each 1 ≤ i ≤ n. Any such simplex is in the PBn-orbit of C. Moreover, if pσJ = σK
for p ∈ PBn and σJ , σK are faces of C, then since p is pure we know that J = K.
We conclude that C is a fundamental domain. 
In Section A.3 we will calculate the connectivity of RA(Ln), and deduce
that AFn is highly generating for PBn. Before doing that, we describe another
complex with a nice PBn action.
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Figure 19. A flat braige on 6 strands and an elementary pure
braige on 6 strands.
A.2.2. Flat braige complexes.
Definition A.2.4 (Flat braiges). A flat braige on n strands is a pair (b,Γ),
consisting of a braid b ∈ Bn and a subgraph Γ of Ln. If the edges of Γ are disjoint,
we call (b,Γ) elementary. If the braid is pure, then the braige is a (flat) pure braige.
See Figure 19 for some examples.
Note the fundamental difference between flat braiges here and “braiges”, as in
Section 1.2. For flat braiges, a “merge” amounts to just choosing some pairs of
adjacent strands that should be stuck together at the bottom with edges. With
braiges however, the merging is more subtle; strands merge two at a time, not in a
square shape but in more of a triangle, and a new strand continues down out of
the merge. This new strand may merge further with other strands, but one must
keep track of the order of merging. However, the notions of elementary braiges are
the same here and as before, since it does not matter in which order the merges
occur. The spraige in Figure 8 is a good example of how, before, we kept track of
the order of merging, but with flat braiges as in Figure 19, we do not, and so the
bottom of the picture is flattened out.
LetBn(Ln) be the set of all flat braiges on n strands. There is a left action of Bn
on Bn(Ln), via b(c,Γ) := (bc,Γ). We can think of Bn(Ln) as a simplicial complex,
where (b,Γ) is a face of (b′,Γ′) if b = b′ and Γ′ is a subgraph of Γ. Restricting to
pure braids, we get the set PBn(Ln) of flat pure braiges, with an action of PBn.
A nice feature of this is that (id, Ln) is a fundamental domain for the action
of Bn on Bn(Ln), or PBn on PBn(Ln). However, it is easy to see that Bn(Ln)
and PBn(Ln) stand little chance of being connected, since we can only “move” by
changing the merges, and not the braid. To get a highly connected complex, we
will consider an equivalence relation on these complexes via the notion of dangling,
as in Section 1.3. First we need to define what it means for a strand in a braid to
be a clone.
Definition A.2.5 (Clones). Let b ∈ Bn. Number the strands of b from left to right
at their tops by 1, . . . , n. Let ρb be the permutation induced by b under Bn → Sn.
Think of b as living in 3-space R3, with the top of the ith strand at the point (i, 1, 0)
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Figure 20. The sixth strand is a clone of the fifth.
and the bottom at (ρb(i), 0, 0), for each i ∈ [n]. In particular all the tops and
bottoms of the strands are in the xy-plane. Note that for any given strand, b
has a representation wherein that strand is entirely contained in the xy-plane.
Now suppose that for some i ∈ [n − 1], b can be represented in such a way that
the ith and (i+ 1)st strands are simultaneously in the xy-plane, and moreover, no
strands of the braid other than those two intersect the closed region of the xy-plane
bounded by the two strands and the line segments from (i, 1, 0) to (i+ 1, 1, 0) and
from (ρb(i), 0, 0) to (ρb(i+1), 0, 0). In this case we will refer to the (i+1)
st strand as a
clone, specifically a clone of the ith strand. Note that necessarily ρb(i+1) = ρb(i)+1.
Our convention is to always consider the strand on the right to be the clone of
the strand on the left, as opposed to the other way around. See Figure 20 for an
example.
For each i ∈ [n − 1] there is a cloning map κi : Bn−1 → Bn given by cloning
the ith strand. This is not a homomorphism, but becomes one when restricted
to κi : PBn−1 → PBn. For I = {i1, . . . , ir} ⊆ [n− r], with i1 < · · · < ir, define the
cloning map κI := κi1 ◦ · · · ◦ κir : Bn−r → Bn. The restriction κI : PBn−r → PBn
is again a homomorphism. Now for J = {j1, . . . , jr} ⊆ [n− 1], with j1 < · · · < jr,
let IJ ⊆ [n−r] be the set {ji−(i−1) | 1 ≤ i ≤ r}. The point is that a braid b ∈ Bn
is in the image of κIJ if and only if for each j ∈ J , the (j + 1)st strand is a clone of
the jth strand. Denote the subset of such braids by B
(J)
n , and the subgroup of such
pure braids by PB
(J)
n . (The parentheses distinguish PB
(J)
n from the arc system
stabilizer PBJn from the previous section.)
We can now define the equivalence relation between flat braiges, given by
dangling. This is closely related to the notion of dangling in Section 1.3.
Definition A.2.6 (Dangling flat braiges). Let (b,Γ) be a flat braige on n strands,
and number the vertices of Γ by 1, . . . , n from left to right. Let JΓ ⊆ [n− 1] be the
set of left endpoints of edges of Γ. Now consider any braid c from the set B
(JΓ)
n .
For each j ∈ JΓ, we know that ρc(j + 1) = ρc(j) + 1, so there is a subgraph of Ln
whose edges are precisely those connecting ρc(j) and ρc(j + 1) for j ∈ JΓ. Call this
graph Γc. The point is that, if we draw c below the braige, and “pull” the merges
through c, we get the flat braige (bc,Γc). Now declare that (b,Γ) is equivalent
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Figure 21. The two (elementary) braiges on the top are equivalent
under pure dangling, but are not equivalent to the third.
to (bc,Γc) for each c ∈ B(JΓ)n . One checks that this is an equivalence relation, called
equivalence under dangling. Denote the equivalence class of (b,Γ) by [(b,Γ)], and
call it a dangling flat braige. The idea is that the top of a braige is static, but the
strands at the bottom are free to “dangle”, modulo the restriction that the merges
remain rigid (and oriented) during the dangling. We analogously get the notion of
a dangling flat pure braige, where we only consider c as above coming from PB
(JΓ)
n ,
so in particular Γc always equals Γ in the pure case. An example of dangling can
be seen in Figure 21, and refer back to Figure 9 for comparison with the non-flat
case.
The key difference between dangling for flat braiges and dangling for braiges is
a matter of which braid is considered to be the one acting. For braiges, the braid
acting by dangling has as many strands as feet of the braige; for flat braiges, the
braid acting is the image of this braid under a cloning map, so has as many strands
as there are strands of the flat braige just above the merges.
Let Bn(Ln) be the set of equivalence classes under dangling of flat braiges
in Bn(Ln). The simplicial structure of the latter induces a simplicial structure
on the former, for example the faces of [(b,Γ)] are precisely of the form [(bc,Γ′)],
for c ∈ B(JΓ)n and Γ′ a subgraph of Γc. Also let PBn(Ln) be the set of dangling flat
pure braiges. The faces of a dangling flat pure braige [(p,Γ)] are the dangling pure
braiges of the form [(pc,Γ′)] for c ∈ PB(JΓ)n and Γ′ a subgraph of Γ. Heuristically,
in Bn(Ln) we can move around not only by changing the merges, but now also by
changing the braid in certain controlled ways, so Bn(Ln) and PBn(Ln) stand a
chance of being connected (for large enough n), and even highly connected. In the
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pure case we can also define PBn(Γ) for any subgraph Γ of Ln, by only considering
flat braiges from PBn(Γ). We also have the subcomplexes of dangling elementary
braiges or dangling elementary pure braiges, denoted EBn(Ln) and EPBn(Ln)
respectively. In the pure case, note that EPBn(Ln) is identical to the complex EPBn
analyzed in Section 4; in particular we already know its connectivity. Moreover in
the pure case we can use any subgraph Γ of Ln, and get the complex EPBn(Γ).
This will be an important subcomplex for proving that PBn(Γ) is highly connected.
The left action of Bn on Bn(Ln) induces an action of Bn on Bn(Ln); for c ∈ Bn
we have c[(b,Γ)] := [(cb,Γ)]. Similarly, PBn acts from the left on PBn(Ln), and
indeed stabilizes PBn(Γ) for any subgraph Γ of Ln. The action of PBn on PBn(Ln)
is of particular interest, since there is a fundamental domain consisting of a single
maximal simplex, namely [(id, Ln)]. This tells us that PBn(Ln) is a coset complex,
using the family of stabilizers of faces of [(id, Ln)].
Lemma A.2.7 (Stabilizers of dangling braiges). Let Γ be a subgraph of Ln. Then
the stabilizer StabPBn([(id,Γ)]) is precisely the subgroup PB
(JΓ)
n .
Proof. First let p ∈ PB(JΓ)n . Then p[(id,Γ)] = [(p,Γ)] = [(id,Γ)]. Now suppose
p[(id,Γ)] = [(id,Γ)], so [(p,Γ)] = [(id,Γ)]. Then there exists c ∈ PB(JΓ)n such that
(p,Γ) = (c,Γ). But this implies that p = c, so we are done. 
Let BFn := {PB(JΓ)n | Γ is a subgraph of Ln with one edge}.
Corollary A.2.8. CC(PBn,BFn) is isomorphic to PBn(Ln) as a simplicial PBn-
complex.
Proof. This is immediate from Proposition A.1.5, since [(id, Ln)] is a fundamental
domain. 
In the next section we will calculate the connectivity of RA(Ln) and PBn(Ln),
and hence of CC(PBn,AFn) and CC(PBn,BFn), from which we deduce higher
generation.
We close this section by setting up a generalization of the complexes we have
constructed. Note that in the definition of AFn we require |J | = 1, and in
the definition of BFn we require Γ to have only one edge (this is the same as
saying |JΓ| = 1). The subgroups in these families consist of braids that, respectively,
stabilize some arc, or feature at least one cloned strand. Of course, as n grows, it
becomes increasingly “easy” for a braid to be very complicated while still featuring
a cloned strand, or stabilizing an arc. Hence, higher generation becomes an even
more interesting question if we consider requirements like, e.g., all but 5 strands
are clones. (Observe that any of the standard generators of PBn satisfy this very
requirement.)
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Definition A.2.9 (More restrictive families). Let s ∈ N. Define
AF sn := {PBJn | J ⊆ [n− 1] with |J | = s}.
Also define
BF sn := {PB(JΓ)n | Γ is a subgraph of Ln with s edges}.
Hence AF 1n = AFn and AF
n−1
n = {Z(PBn)}, and also BF 1n = BFn and
BFn−1n = {{1}}.
A.3. Connectivity of the complexes
For ` ∈ Z define η(`) := b `−24 c. The main goal of this section is to prove
that RA(Ln) and PBn(Ln) are (η(n) − 1)-connected. Note that this is slightly
different from the function η defined before Theorem 3.10; we do this because here
the symbol Ln denotes a graph with n− 1 edges and there it had n edges.
Theorem A.3.1 (Restatement of Theorem 3.10 using current notation). Let Γm
be a subgraph of Ln with m edges. Then MA(Γm) is (η(m+ 1)− 1)-connected.
In particular MA(Ln) is (η(n)− 1)-connected.
A.3.1. Connectivity of arc complexes. Our first goal is to deduce the connectiv-
ity ofRA(Ln) from Theorem A.3.1. We will use the notion of defect from Section 3.2.
Let Γm be a subgraph of Ln with m edges. For a k-simplex σ = {α0, . . . , αk}
in RA(Γm), define r(σ) to be the number of points in P that are used as endpoints
of arcs in σ. As in Section 3.2, define the defect d(σ) to be 2(k + 1) − r(σ).
Let h be the function on the barycentric subdivision RA(Γm)′ of RA(Γm) given
by h(σ) = (d(σ),−dim(σ)), ordered lexicographically. Note that d(σ) = 0 if and
only if the arcs are all disjoint, even at their endpoints. Hence, thinking of h as
a height function on the vertices of RA(Γm)′, in the sense of [BB97], we observe
that the sublevel set (RA(Γm)′)d=0 is precisely MA(Γm)′. Hence we can compare
the homotopy types of the two complexes using discrete Morse theory, with [BB97,
Corollary 2.6] as the guide. The key is to inspect the descending links with respect
to h. This is very similar to the procedure used before to deduce connectivity
ofMA(Kn) from connectivity of HA(Kn), but we will repeat many arguments for
convenience.
Proposition A.3.2. RA(Γm) is (η(m+ 1)− 1)-connected.
Proof. We know thatMA(Γm) is (η(m+ 1)− 1)-connected by Theorem A.3.1. We
claim that the inclusionMA(Γm)→ RA(Γm) induces a surjection in homotopy pik
for k ≤ η(m+ 1)− 1, from which the proposition follows. To prove the claim, it
suffices by [BB97, Corollary 2.6] to prove that for σ ∈ RA(Γm) \MA(Γm), i.e.,
h(σ) > 0, the descending link lk↓(σ) is (η(m + 1) − 2)-connected. We suppose
that σ is a k-simplex, with σ = {α0, . . . , αk}.
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There are two types of arc systems in lk↓(σ). First, we could have σ′ < σ
and h(σ′) < h(σ). Then σ′ is obtained from σ by removing arcs and strictly
decreasing the defect. Call the full subcomplex of lk↓(σ) spanned by these σ′ the
down-link. Second, we could have σ˜ > σ and h(σ˜) < h(σ). Here σ˜ is obtained by
adding new arcs to σ, so that the new arcs are all disjoint from each other and from
any existing arcs, even at endpoints. Call the full subcomplex of lk↓(σ) spanned
by such σ˜ the up-link. Any simplex in the down-link is a face of every simplex in
the up-link, so lk↓(σ) is the join of the down-link and up-link.
First consider the down-link. A face σ′ of σ fails to be in the down-link if and
only if each arc in σ \ σ′ is disjoint from every other arc of σ, since then and
only then do σ and σ′ have the same defect. Let σ0 be the face of σ consisting
precisely of all such arcs, if any exist. Since d(σ) > 0, we know σ0 6= σ. The
boundary of σ is a (k − 1)-sphere, and the complement in the boundary of the
down-link is either empty, or is a cone with cone point σ0. Hence the down-link
is either a (k − 1)-sphere or is contractible, so in particular is (k − 2)-connected.
At this point we may assume without loss of generality that the down-link is
a (k − 1)-sphere, and so every arc in σ shares an endpoint with some other arc
in σ. This means that every edge of Γσ shares an endpoint with some other edge
of Γσ. In particular k ≥ 1.
Now consider the up-link. The simplices in the up-link are given by adding
arcs to σ that are all disjoint from each other and from the arcs in σ. Consider
the connected surface S′ := S \ {α0, . . . , αk}, obtained by cutting out the arcs αi.
If P ′ := S′ ∩ P , then |P ′| = n − r(σ). Also let Γ′m−2k−2 be the subgraph of Γm
obtained by removing the edges of Γσ, and all edges sharing a vertex with any
of these, so Γ′m−2k−2 has at most m − 2k − 2 edges (here we use the fact that
every edge of Γσ shares an endpoint with some other edge of Γσ). The up-
link of σ is isomorphic to the matching complex MA(S′, P ′,Γ′m−2k−2), which
is (η(m− 2k− 1)− 1)-connected. Since lk↓(σ) is the join of the down- and up-links,
we conclude that lk↓(σ) is (η(m− 2k − 1) + k − 1)-connected.
We have
η(m− 2k − 1) + k − 1 ≥ m− 2k − 3
4
+ k − 2
≥ η(m+ 1) + k
2
− 5
2
≥ η(m+ 1)− 2
since k ≥ 1, and so we are done. 
The next corollary is immediate, keeping in mind that with our notation Ln
has n− 1 edges.
Corollary A.3.3. RA(Ln) is (η(n)− 1)-connected. 
Corollary A.3.4. CC(PBn,AFn) is (η(n) − 1)-connected, and hence AFn is
η(n)-generating for PBn.
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αd αd
Figure 22. Distinct arcs in the link of σ that map to the same arc
under Rd.
Proof. This is immediate from Lemma A.2.3 and Corollary A.3.3. 
We also want to show that the families AF sn from Definition A.2.9 are highly
generating. For s > 1, the coset complex CC(PBn,AF
s
n) is obtained up to
homotopy equivalence from CC(PBn,AF
s−1
n ) by removing the open stars of the
vertices, i.e., the cosets pPBJn for |J | = s − 1. Hence the problem amounts to
showing high connectivity of links. This is more or less the procedure done in the
proof of Theorem 3.3 in [AH93], in the context of buildings. It is a bit harder
here though; links in buildings are themselves buildings, but links in restricted arc
complexes are not themselves restricted arc complexes. Nonetheless, we can get
the right connectivity without too much extra work.
Lemma A.3.5 (Links in RA(Γm)). Let σ = {α0, . . . , αk} be a k-simplex in
RA(Γm) for Γm as above (with m edges). Then the link lkRA(Γm)(σ) is (η(m −
k)− 1)-connected.
To make precise the terminology, here by “link” we mean the subcomplex of
simplices τ disjoint from σ for which there exists a simplex with τ and σ as faces.
Proof. Set L := lkRA(Γm)(σ). An arc system τ is in L if and only if each arc of τ
is distinct from, but compatible with, every αi. For such a τ , by retracting each
arc αi to a point, τ maps to an arc system in RA(Γm−(k+1)). Here Γm−(k+1) is
a subgraph of Γm with m− (k + 1) edges. More formally, for 0 ≤ d ≤ k consider
the homotopy equivalence of surfaces rd : S → Sd, obtained by collapsing αi to a
point, for each 0 ≤ i ≤ d. Recall S = Dn, and here Sd is just our name for the
copy of Dn−(d+1) obtained by collapsing these arcs. Here we do not think of Dn
as a punctured disk, but rather as a disk with n distinguished points; hence rd is
really a homotopy equivalence. Also let Pd be the image of P under rd. We have
induced maps of complexes Rd : L → RA(Γm−(d+1)). Note that these maps are
surjective, but not injective; see Figure 22 for an example of the non-injectivity.
Note however that the connectivity of RA(Γm−(k+1)) is precisely the connectivity
we are trying to verify for L.
The rd also induce epimorphisms φd : StabPBn(σ)→ PBn−(d+1), with kernels
Kd := ker(φd). Also declare K−1 to be the trivial subgroup. Note that K−1 ≤
K0 ≤ · · · ≤ Kk. Colloquially, the pure braids p in Kd \ Kd−1 are precisely
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those that do “twist” αd but don’t twist any αi for i > d. For p ∈ Kk, define
D(p) := min{d + 1 | p ∈ Kd}. We will call D(p) the deviation of p; note
that D(p) = 0 if and only if p = id. Now fix a map sid : Sk → S with sid ◦ rk
homotopic to the identity. This essentially amounts to fixing a choice of how
to “blow up” each arc αi to get from Sk back to S. We get an induced map
ιid : RA(Γm−(k+1)) → L, with Rk ◦ ιid equal to the identity on RA(Γm−(k+1)).
For each p ∈ Kk, set ιp := p ◦ ιid. These maps are all injective simplicial maps
that can be thought of as different choices of how to blow up each αi, and we
see that Rk ◦ ιp is the identity for all p. Every arc system in L is the image of
an arc system in RA(Γm−(k+1)) under some ιp, so L =
⋃
p∈PBn
Im(ιp). Also, each
Im(ιp) is isomorphic to RA(Γm−(k+1)), and hence is an (η(m− k)− 1)-connected
subcomplex of L. We now need to glue these Im(ιp) together in a clever order,
always along (η(m− k)− 2)-connected relative links, from which we will deduce
that L is (η(m− k)− 1)-connected.
The measurement D(p) provides such an order. For 0 ≤ d ≤ k let Ld :=⋃
D(p)≤d
Im(ιp). We claim that L
d is (η(m− k)− 1)-connected for all d. The base
case d = 0 is clear. For a given d, the intersection Im(ιp) ∩ Im(ιq) with p 6= q
and D(p) = D(q) = d+ 1 is contained in Ld. This is because p and q must twist
the arc αd differently, and so if β is an arc in Im(ιp) ∩ Im(ιq) then β cannot share
endpoints with αd. For this reason, we can build up from L
d to Ld+1 by attaching
the Im(ιp) with deviation d+ 1, in any order, and the relative links will always be
in Ld. Now, for p with D(p) = d+ 1, we attach Im(ιp) to L
d along the intersection
Im(ιp)∩Ld. This intersection consists precisely of those arc systems in Im(ιp) that
do not use arcs sharing endpoints with αd. Applying Rk (so retracting each αi to a
point), this gives us the subcomplex of RA(Γm−(k+1)) whose arcs are disjoint from
the endpoint obtained by collapsing αd. But this is just RA(Γ′) for Γ′ a subgraph
of Γm−(k+1) with at most two fewer edges. This is (η(m− k)− 2)-connected, and
so we are done. 
Proposition A.3.6. For s ∈ N, CC(PBn,AF sn) is (η(n− (s−1))−1)-connected,
and hence AF sn is (η(n− (s− 1)))-generating for PBn.
Proof. It suffices to show that for |J | = s−1, the link of PBJn in CC(PBn,AF s−1n )
is (η(n− (s− 1))− 1)-connected. Equivalently, we need the link of σJ in RA(Ln)
to be (η(n − (s − 1)) − 1)-connected. Since σJ is a (|J | − 1)-simplex, its link
is (η(n − |J |) − 1)-connected by Lemma A.3.5 (since Ln has n − 1 edges), and
since |J | = s−1, we conclude that indeed the link is (η(n−(s−1))−1)-connected. 
A.3.2. Connectivity of flat braige complexes. Now we inspect CC(PBn,BFn),
or more accurately PBn(Ln). To pass from the world of arcs to the world of flat
braiges, we will project the flat braiges onto arcs in the following way. For
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each J ⊆ [n− 1], let σJ be the simplex of MA(Ln) defined before Lemma A.2.3.
Consider the action of PBn on RA(Ln) as a right action, and define a map
pi : PBn(Ln)→ RA(Ln)
[(p,Γ)] 7→ (σJΓ)p−1
where JΓ is as in Definition A.2.6. We will use pi to also denote the restrictions
EPBn(Ln) → MA(Ln), PBn(Γ) → RA(Γ) and EPBn(Γ) → MA(Γ) for Γ a
subgraph of Ln. As in Section 4, think of pi as the procedure of combing the braid
straight and watching where the arcs get moved.
Proposition A.3.7 (Flat braige connectivity from arc connectivity). For Γm a
subgraph of Ln with m edges, EPBn(Γm) is (η(m+ 1)− 1)-connected.
When Γm = Ln, this is just Corollary 4.5. Indeed the proof here is more or less
the same, but we will repeat it for convenience.
Proof. By Theorem A.3.1MA(Γm) is (η(m+1)−1)-connected. Let σ = {α0, . . . , αk}
be a k-simplex in MA(Γm). The link lk(σ) of σ in MA(Γm) is isomorphic
to MA(Γ′) for Γ′ a subgraph of Γm with at least m− 3(k + 1) edges, so lk(σ) is
(η(m−3(k+1)+1)−1)-connected, and hence (η(m+1)−k−2)-connected. It now
suffices by [Qui78, Theorem 9.1] to prove that the fiber pi−1(σ) is (k− 1)-connected
(here we treat a simplex as a closed cell). Indeed, we will prove that pi−1(σ) is the
join of the fibers pi−1(αi) of the vertices αi of σ. See also Proposition 4.3.
Let JVF := ∗ki=0 pi−1(αi) be the join of the vertex fibers. Clearly pi−1(σ) ⊆
JVF . Also, the 0-skeleton of JVF is contained in pi−1(σ). Now suppose that
the same is true of the r-skeleton for some r ≥ 0. An (r + 1)-simplex in JVF is
the join of a 0-simplex and an r-simplex, both of which are contained in pi−1(σ).
It now suffices to prove the following claim.
Claim: Let [(p,E)] be a vertex in EPBn(Γm), so p ∈ PBn and E is a one-edge
subgraph of Γm. Let [(q,Γ)] be a simplex in EPBn(Γm) such that pi([(q,Γ)]) does
not contain pi([(p,E)]) but does share a simplex with pi([(p,E)]) in MA(Γm).
Then [(q,Γ)] shares a simplex with [(p,E)] in EPBn(Γm).
This hypothesis is rephrased in terms of arcs as: (Γ)q−1 shares a simplex
with (E)p−1. By acting from the left with PBn, we can assume without loss of
generality that p = id, so we have pi([(p,E)]) = E. Let {β0, . . . , β`} := (Γ)q−1,
chosen so that E is disjoint from the βi, even at endpoints (remember we are
in MA(Γm), not just RA(Γm)). This is possible by the hypothesis, and implies
that the dangling equivalence class [(q,Γ)] contains a representative in which
the (j+ 1)st strand is a clone of the jth strand, where j and j+ 1 are the endpoints
of the edge of E. We can assume (q,Γ) itself is such a representative, in which case
the dangling flat braige [(q,Γ ∪ E)] is a simplex of EPBn(Γm) containing [(q,Γ)]
and [(p,E)], proving the claim. 
APPENDIX: HIGHER GENERATION FOR PURE BRAID GROUPS 45
It might be possible to mimic this proof using pi : PBn(Γ) → RA(Γ) instead,
and get the connectivity of PBn(Ln) right away, but the downside is that the fibers
are not joins of vertex fibers. Hence one would have to do extra work to show that
fibers have the right connectivity.
To calculate the connectivity of PBn(Γm), we will use a similar procedure
as for RA(Γm). Namely, we will build up from EPBn(Γm) to PBn(Γm) using
discrete Morse theory. A k-simplex in PBn(Γm) is a dangling equivalence class of
a pair (p,Γ), for p ∈ PBn and Γ a subgraph of Γm with k + 1 edges. Let r(Γ) be
the number of vertices that are endpoints of an edge in Γ. Then define the defect
d(p,Γ) to be 2(k + 1)− r(Γ). Extend these definitions to the dangling equivalence
classes, and observe that EPBn(Γm) is the d = 0 sublevel set of PBn(Γm). We
now apply Morse theory, as before.
Proposition A.3.8. PBn(Γm) is (η(m+ 1)− 1)-connected.
Proof. By Proposition A.3.7, EPBn(Γm) is (η(m+1)−1)-connected. Mimicking the
proof of Proposition A.3.2, it suffices to prove that for σ ∈ PBn(Γm) \ EPBn(Γm),
the descending link lk↓(σ) is (η(m+ 1)− 2)-connected. Let σ be such a k-simplex,
say σ = [(p,Γ)]. The down-link is either Sk−1, or contractible if Γ has an isolated
edge. Suppose there is no such isolated edge, so the down-link is Sk−1. Now, the
up-link is obtained by dangling and then adding extra edges to the graph, such
that the new edges are disjoint from Γ and from each other. Since Γ has no isolated
edges, there are at most 2(k + 1) edges of Γm that share an endpoint with an edge
of Γ. Hence the up-link of σ is isomorphic to EPB`(Γm−2k−2) for some `, which is
(η(m− 2k− 1)− 1)-connected. The calculation from the proof of Proposition A.3.2
now tells us that lk↓(σ) is (η(m+ 1)− 2)-connected. 
Corollary A.3.9. PBn(Ln) is (η(n)− 1)-connected. 
Corollary A.3.10. CC(PBn,BFn) is (η(n) − 1)-connected, and hence BFn
is η(n)-generating for PBn. 
Example A.3.11. For n ≥ 6, CC(PBn,BFn) is connected, so PBn has a gen-
erating set in which each generator features at least one cloned strand. Indeed,
the standard generating set from Section 1.3.1 of [KT08] satisfies this property
for n ≥ 6, and fails for n < 6. For n ≥ 10, CC(PBn,BFn) is simply connected,
so PBn is 2-generated by BFn. Hence there exists a presentation for PBn in
which every generator features a cloned strand, and the relations all arise from
relations in the subgroups of braids with a cloned strand. Again we note that the
standard presentation works precisely in this range.
We conclude by showing that the families BF sn for s ∈ N, defined in Defini-
tion A.2.9, are highly generating as well. Just like in the arc case, for s > 1 the
coset complex CC(PBn,BF
s
n) is obtained up to homotopy equivalence from
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φ7−→
Figure 23. The map φ takes an element of lkPB5(L5)(σ) to an
element of PB4(L4). Here σ is [(id, E4)], for E4 the subgraph with
a single edge indicated by the dashed line.
CC(PBn,BF
s−1
n ) by removing the open stars of vertices, i.e, cosets pPB
(J)
n
for |J | = s− 1.
Lemma A.3.12 (Links in PBn(Γm)). Let σ be a k-simplex in PBn(Γm) for Γm
as above (with m edges). Then the link lkPBn(Γm)(σ) is (η(m− k)− 1)-connected.
Proof. Links in the flat braige case are nicer than links in the arc case, since
they are actually isomorphic to smaller dangling flat braige complexes. In the arc
case, namely in the proof of Lemma A.3.5, we related a given link to a smaller
arc complex, via a map that was not an isomorphism. In the present case, we
claim that lkPBn(Γm)(σ) is just isomorphic to PBn−(k+1)(Γm−(k+1)), for Γm−(k+1)
a graph with m− (k+ 1) edges, and then the connectivity result is immediate. Say
σ = [(p,Γk+1)] for Γk+1 a subgraph of Γm with k+ 1 edges. Let L := lkPBn(Γm)(σ).
The simplices in L are dangling flat braiges of the form τ = [(pq,Γ)], where
q ∈ PB(JΓk+1 )n and Γ is a subgraph of Γm having no edges in common with Γk+1.
The first condition ensures that τ and σ share a simplex, namely [(pq,Γ ∪ Γk+1)],
and the second condition ensures that τ and σ are disjoint. Acting from the left
with PBn, we can assume p = id. We have a map φ : L→ PBn−(k+1)(Γm−(k+1)),
where Γm−(k+1) is the graph with n− (k + 1) vertices that is obtained from Γm by
retracting each edge of Γk+1 to a point. The map φ sends τ = [(q,Γ)] to [(q
′,Γ′)],
where Γ′ is the image of Γ under the retraction Γm → Γm−(k+1), and q′ is the
preimage of q under the cloning map κJΓk+1 . See Figure 23 for an example. Since q
′
is uniquely determined by q, we have an inverse φ−1, induced by the cloning map.
(This is the essential difference from the arc case, that there is only one way to
“blow up” a braige via cloning.) Since φ and φ−1 are of course simplicial maps, we
conclude that φ is a simplicial isomorphism, and the result follows. 
Proposition A.3.13. For s ∈ N, CC(PBn,BF sn) is (η(n−(s−1))−1)-connected,
and hence BF sn is η(n− (s− 1))-generating for PBn.
Proof. As in the proof of Proposition A.3.6, it suffices to prove that for Γ with s−1
edges, the link of the (s− 2)-simplex [(id,Γ)] in PBn(Ln) is (η(n− (s− 1))− 1)-
connected. Since Ln has n− 1 edges, this follows from Lemma A.3.12. 
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Figure 24. With 6 points, each generator must stabilize an arc.
With 10 points, each relation must stabilize an arc. The dashed
lines indicate the arcs stabilized in the examples. The relation
pictured here is a lantern relation, as in Figure 12 of [MM09].
Example A.3.14. To generalize the previous example, we have that for any n ≥ 6,
BFn−5n is 1-generating for PBn. This means that PBn has a set of generators such
that in each generator, all but 5 strands are clones (indeed the standard generators
have this property). Similarly for n ≥ 10, BFn−9n is 2-generating for PBn, so PBn
has a presentation in which each relation can be realized by using only 9 non-clone
strands. Again, the standard presentation fits the bill.
Example A.3.15. In the situation of arcs, the swing presentation for PBn,
described in Section 4 of [MM09], provides an explicit example of AFn−5n being 1-
generating for n ≥ 6 andAFn−9n being 2-generating for n ≥ 10. In this presentation
the generators are Dehn twists, each of which must stabilize at least one arc of the
form σj , as soon as n ≥ 6. Each relation in [MM09, Theorem 4.10] (specifically
the second presentation) is a product of Dehn twists, and for n ≥ 10 this product
stabilizes at least one arc of the form σj . See Figure 24 for an example.
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