The subgradient method for convex optimization problems on complete Riemannian manifolds with lower bounded sectional curvature is analyzed in this paper. Iteration-complexity bounds of the subgradient method with exogenous step-size and Polyak's step-size are stablished, completing and improving recent results on the subject.
Introduction
In this paper we consider the subgradient method to solve the optimization problem defined by: min{f (p) : p ∈ M},
where the constraint set M is endowed with a structure of a complete Riemannian manifold with lower bounded curvature and f : M → R is a convex function, where R = R ∪ {+∞} denotes the extended real set numbers.
It is well known that non-convex problems can be transformed into convex by introducing a suitable metric. As a consequence, this technique can be exploited in order to find global minimizers [3, 4, 7, 23] and to reduce the iteration-complexity of finding such solutions [2, 31] . Furthermore, many optimization problems are naturally posed on Riemannian manifolds which have a specific underlying geometric and algebraic structure that can be exploited to greatly reduce the cost of obtaining solutions. For instance, in order to take advantage of the Riemannian geometric structure, it is preferable to treat certain constrained optimization problems as problems for finding singularities of gradient vector fields on Riemannian manifolds rather than using Lagrange multipliers or projection methods; see [19, 25, 26] . Accordingly, constrained optimization problems are viewed as unconstrained ones from a Riemannian geometry point of view. Besides, Riemannian geometry also opens up new research directions that aid in developing competitive algorithms; see [9, 21, 25] . For this purpose, extensions of concepts and techniques of optimization from Euclidean space to Riemannian context have been quite frequent in recent years. Papers dealing with this subject include, but are not limited to [11, 17, 18, 20, 27, 29] .
The subgradient method is a very simple algorithm for solving convex optimization problems and, besides it is the departure point for many other more sophisticated and efficient algorithms, including ǫ-subgradient methods, bundle methods and cuttingplane algorithm; see [6] for a comprehensive study on this subject. The subgradient method was originally developed by Shor and others in the 1960s and 1970s and since of then, it and its variants have been applied to a far wider variety of problems in optimization theory; see [13, 22] . In order to deal with non-smooth convex optimization problems on complete Riemanian manifolds with non-negative sectional curvature, [12] extended and analyzed the subgradient method which, as in the Euclidean context, is quite simple and possess nice convergence properties. After this pioneering work, the subgradient method in the Riemannian setting has been studied in different contexts; see, for instance, [1, 4, 14, 27, 29] . In [4] the subgradient method was introduced to solve convex feasibility problems on complete Riemannian manifolds with non-negative sectional curvatures, and recently in [27, 29] this method has been analyzed in manifolds with lower bounded sectional curvatures and significant improvements were introduced. More recently, an asymptotic analysis of the subgradient method with exogenous stepsize and dynamic step-size for convex optimization was considered in the context of manifolds with lower bounded sectional curvatures, see [28] .
In this paper we establish an iteration-complexity bound of the subgradient method with exogenous step-size and Polyak's step-size, for convex optimization problems on complete Riemannian manifolds with lower bounded sectional curvatures. Our results increase the range of applicability of the method compared to the respective results obtained in [2, 31, 32] . Moreover, in the asymptotic analysis with exogenous step-size, we do not assume that the solution set is nonempty, completing the result of [28, Theorem 3.1] . It should be noted that our analysis use a recently inequality stablished in [27, 29] . This paper is organized as follows. Section 2 presents some definitions and preliminary results related to the Riemannian geometry that are important to our study. In Section 3, we obtain iteration-complexity bounds and other convergence results of the subgradient method with exogenous step-size and Polyak's step-size. In the Section 4 we use the convex feasibility problem for numerically illustrate the results on complexity-iteration bounds of Section 3. The last section contains a conclusion.
Notations and basic concepts
In this section, we introduce some fundamental properties and notations about Riemannian geometry. These basics facts can be found in any introductory book on Riemannian geometry; see for example, [8, 24] . We also recall the definitions of convexity of function and Lipschitz continuity in the Riemannian setting and present some basic properties related to these concepts that will be essential for the analyses of the subgradient method in the next section.
In this paper M is endowed with a structure of a complete Riemannian manifold with lower bounded curvature. Throughout the paper we also assume that the sectional curvature of M is bounded below by κ < 0. We denote by T p M the tangent space of a Riemannian manifold M at p. The corresponding norm associated to the Riemannian metric ·, · is denoted by · . We use ℓ(α) to denote the length of a piecewise smooth curve α : [a, b] → M. The Riemannian distance between p and q in a finite dimensional Riemannian manifold M is denoted by d(p, q), which induces the original topology on M, namely, (M, d) is a complete metric space where bounded and closed subsets are compact. Let ∇ be the Levi-Civita connection associated to (M, · , · ). A vector field V along γ is said to be parallel iff ∇ γ ′ V = 0. If γ ′ itself is parallel we say that γ is a geodesic. Since the geodesic equation ∇ γ ′ γ ′ = 0 is a second order nonlinear ordinary differential equation, then the geodesic γ = γ v (·, p) is determined by its position p and velocity v at p. It is easy to check that γ ′ is constant. The restriction of a geodesic to a closed bounded interval is called a geodesic segment. A geodesic segment joining p to q in M is said to be minimal if its length is equal to d(p, q). Hopf-Rinow's theorem asserts that any pair of points in a complete Riemannian manifold M can be joined by a (not necessarily unique) minimal geodesic segment. Due to the completeness of the Riemannian manifold M, the exponential map exp p : T p M → M can be given by exp p v = γ v (1, p), for each p ∈ M. We proceed by recalling some concepts and basic properties about convexity in the Riemannin context. For more details see, for example, [23, 26] . For any two points p, q ∈ M, Γ pq denotes the set of all geodesic segments γ : [0, 1] → M with γ(0) = p and γ(1) = q. The closed metric ball in M centered at the point p ∈ M with radius r > 0 is denoted by B[p, r]. Let Ω be a subset of M. We use int Ω to denote the interior of Ω. A function f : M → R is said to be proper if its domain domf = {p ∈ M : f (p) = +∞} is nonempty, where R = R ∪ {+∞} denotes the extended real set numbers. We use Γ f pq to denote the set of all γ ∈ Γ pq such that γ ⊆ domf . A nonempty subset Ω ⊂ M is said to be weakly convex if, for any p, q ∈ Ω, there is a minimal geodesic segment joining p to q and it is in Ω. A proper function f : M → R is said to be convex on M if domf is weakly convex and for any p, q ∈ domf and
see [27] . The subdifferential of a convex function f : M → R at p ∈ domf is defined by
We remark that the subdiffential set ∂f (p) is nonempty in all at p ∈ int domf ; see [27, Proposition 2.5] . In this paper all functions f : M → R is assumed to be convex and lower semicontinuous on M. The following result is also proved in [27, Proposition 2.5].
The following lemma plays an important role in the next sections. Its proof will be omitted here, but it can be obtained, with some minor technical adjustments, by using the Toponogov's theorem [24, [29] . Lemma 1. Let p ∈ int domf , 0 = s ∈ ∂f (p), and let γ : [0, +∞) → M be the geodesic defined by γ(t) = exp p (−ts/ s ) . Then, for any t ∈ [0, ∞) and q ∈ domf there holds
and, consequently, the following inequality holds
The next concept will be useful in the analysis of the sequence generated by the subgradient method.
The main property of the quasi-Fejér convergent sequence is stated in the next result, and its proof is similar to the one proved in [5] by replacing the Euclidean by the Riemannian distance. Theorem 1. Let {y k } be a sequence in the complete metric space (M, d). If {y k } is quasi-Fejér convergent to a nomempty set W ⊂ M, then {y k } is bounded. If furthermore, a cluster point y of {y k } belongs to W , then lim k→∞ y k = y.
We end this section by recalling the concept of Lipschitz continuity of a function. A proper function f : M → R is said to be Lipschitz continuous with constant
Iteration-Complexity of the Subgradient Method
In this section, we state the Riemannian subgradient method to solve (1) and the strategies for choosing the step-size that will be used in our analysis. Let f : M → R be convex function, Ω * be the solution set of the problem (1) and f * := inf x∈M f (x) be the optimum value of f . In our analysis we do not assume that Ω * is nonempty, except when explicitly stated. The statement of Riemannian subgradient algorithm to solve the problem (1) is as follows.
Algorithm 1: Subgradient algorithm in a Riemanian manifold M
Step 0. Let p 0 ∈ int domf . Set k = 0.
Step 1. If s k = 0, then stop; otherwise, choose a step-size t k > 0, s k ∈ ∂f (p k ) and compute
Step 2. Set k ← k + 1 and proceed to Step 1.
In the following we present two different strategies for choosing the step-size t k > 0 in Algorithm 1.
Strategy 1 (Exogenous step-size).
The step-size in Strategy 1 have been used in several paper for analyzing subgradient method; see, for example, [6, 12, 28] .
where
This step-size in Strategy 2 was introduced in [22] and has been used in [2, 4, 27] .
Since the function (0, +∞) → tanh(t)/t is decreasing, then given an estimated > d 0 we can chose 0 < α < 2 tanh( |κ|d)/( |κ|d)) in Strategy 2. For Riemannian manifold with non-negative curvature, the second inequality in (5) holds for all κ < 0. Due to lim t→0 tanh(t)/t = 1, letting κ goes to 0, we can chose 0 < α < 2.
From now on we assume that the sequence {p k } generated by Algorithm 1 with the two above strategies for choosing the step-size is well defined and is infinite.
Remark 2. Note that if domf = M then ∂f (p) = ∅, for all p ∈ M and, consequently, the sequence {p k } is well defined. In [28, Theorem 3.1] an asymptotic convergence analysis was established, under the assumption that suitable sets are contained in int domf and that the set Ω * is nonempty. The author proves that the sequence generated by the Algorithm 1 is well defined and converges to an element of Ω * . It is worth to pointed out that our asymptotic convergence analysis of Algorithm 1, with Strategy 1 for choosing the step-size, we do not assume that Ω * is nonempty. In this sense, our results improve the ones of [28, Theorem 3.1].
Subgradient Method with Exogenous Stepsize
In this section we assume that the sequence {p k } is generated by Algorithm 1 with Strategy 1 for choosing the step-size. To proceed with the analysis of the Algorithm 1 we need some preliminaries. Firstly we define
Note that Ω ⊂ domf . It is worth mentioning that, in principle, the set Ω can be empty. Our first task is to prove that the sequence {p k } is bounded.
Lemma 2.
If Ω = ∅ then, for each q ∈ Ω there holds
for all k = 0, 1, . . . ..
Proof.
Applying first inequality of Lemma 1 with t = t k , p = p k and p k+1 = γ(t k ) and taking into account that q ∈ Ω we conclude that
Using definition of σ in (4) we have t k ≤ √ σ, for all k = 0, 1, . . .. Since the map (0, +∞) ∋ t → sinh(t)/t is increasing, it follows from the last inequality that
where a := |κ|(sinh( σ|κ|))/(2 √ σ). Note that the last inequality implies that
Therefore, we have cosh( |κ|d(p k+1 , q)) ≤ cosh( |κ|d(p 0 , q))e aσ , which is equivalent to (7) and the proof is concluded.
In the next result we apply Lemmas 1 and 2 to derive an inequality that plays an important role in our analysis, which is a generalization of the one obtained in [12, Lemma 4.1] . In the linear setting, this inequality is of fundamental importance to analyze the subgradient method; see, for example, [6] . It is worth noting that it was obtained in [30] for an specific function, namely, the mean function. For stating the next result, for each q ∈ Ω, we define
It is important to note that C q,κ is well defined only under the assumption Ω = ∅.
Lemma 3.
Proof. Applying first inequality of Lemma 1 with t = t k , p = p k and p k+1 = γ(t k ), and taking into account that q ∈ Ω, we conclude that
for all k = 0, 1, . . .. On the other hand, t/ tanh(t) ≤ 1 + t, for all t ≥ 0 and the map (0, +∞) ∋ t → sinh(t)/t is increasing and bounded below by 1. Thus, taking into account that t k ≤ √ σ and f (q) − f (p k ) ≤ 0, for all k = 0, 1, . . ., we conclude that
for all k = 0, 1, . . .. Therefore, combining Lemma 2 with (8) the desired inequality follows and the proof is concluded.
Remark 3. For Riemannian manifold with non-negative curvature, the inequality in Lemma 3 holds for all κ < 0. Since lim κ→0 C q,κ = 1, the inequality of the Lemma 3 merges into the inequality [12, Lemma 4.1].
y Now we ready to prove the main result of this section.
Theorem 2. Assume that Ω * = ∅ and f : M → R is Lipschitz continuous with constant τ ≥ 0. Then, for all p * ∈ Ω * and every N ∈ N, the following inequality holds
Proof. Let p * ∈ Ω * . Since Ω * ⊂ Ω, applying Lemma 3 with q = p * , we obtain
for all k = 0, 1, . . .. Hence, performing the sum of the above inequality for k = 0, 1, . . . , N , after some algebraic manipulations, we have
Since f is Lipschitz continuous with constant τ ≥ 0, we have s k ≤ τ , for all k = 0, 1, . . .. Therefore,
which is equivalent to the desired inequality.
Remark 4. Note that, for Riemannian manifold with non-negative curvature the inequality in (9) holds for all κ < 0. Since lim κ→0 C q,κ = 1, Theorem 2 is reduced to [2, Theorem 3.3].
We remark that in the first part of the next theorem we do not assume that Ω * = ∅. Additionally, It is worth to point out that the second part was first obtained in [28] . Since it is an immediate consequence of the first part and Lemma 3, we decide to include its proof here.
Theorem 3. The following equality holds
In addition, if Ω * = ∅ then the sequence {p k } converges to a point p * ∈ Ω * .
Proof. Assume by contradiction that lim inf k f (p k ) > f * . In this case, we have Ω = ∅. Thus, from Lemma 2, we conclude that {p k } is bounded and, consequently, by using Proposition 1, the sequence {s k } is also bounded. Let C 1 > 0 such that s k < C 1 , for k = 0, 1, . . .. On the other hand, letting q ∈ Ω, there exist C 2 > 0 and
Hence, using Lemma 3 and considering that s k < C 1 , for k = 0, 1, . . ., we have
Consider ℓ ∈ N. Thus, from the last inequality, after some calculations, we conclude that
Since the last inequality holds for all ℓ ∈ N, then using the inequality in (4) we have a contraction. Therefore, (10) holds.
For proving the last statement, let us assume that Ω * = ∅. In this case, we have Ω = ∅ and, from Lemma 2, the sequence {p k } is bounded. Moreover, Lemma 3 implies, in particular, that {p k } is quasi-Féjer convergent to Ω. The equality (10) implies that {f (p k )} possesses a decreasing monotonous subsequence {f (p k j )} such that lim j→∞ f (p k j ) = f * . We can assume that {f (p k )} is decreasing, monotonous and converges to f * . Being bounded, the sequence {p k } possesses a convergent subsequence {p k ℓ }. Let us say that lim ℓ→∞ p k ℓ = p * , which by the continuity of f implies f (p * ) = lim ℓ→∞ f (p k ℓ ) = f * , and then p * ∈ Ω. Hence, {p k } has an cluster point p * ∈ Ω, and due to {p k } be quasi-Féjer convergent to Ω, it follows from Theorem 1 that the sequence {p k } converges to p * .
Subgradient Method with Polyak Stepsize
In this section, we assume that Ω * = ∅ and {p k } is generated by Algorithm 1 with Strategy 2 for choosing the step-size. Let us define
where α and d 0 are defined in (5).
Remark 5. Since lim t→0 tanh(t)/t = 1, we conclude that for Riemannian manifolds with nonnegative curvature, namely, for κ = 0, (11) become C κ,d 0 ≡ 2/α − 1 > 0.
In the next result, we apply Lemma 1 to obtain an inequality that plays an important role in our analysis. Before state this result, we set
Lemma 4. Letq ∈ Ω * satisfying (12) . Then the following inequality holds 
Since the map (0, +∞) ∋ t → t/ tanh(t) is increasing, using the assumption d(p k ,q) ≤ d 0 and definition of t k in (5), the last inequality becomes
Thus, the inequalities in (5) 
. .. Therefore, we can also prove that (13) hods, for all k = 0, 1, . . .. Taking into account that sinh( |κ|t k )/( |κ|t k ) ≥ 1, the combination of second inequality in (5), (11) and (13) yield the desired inequality.
Remark 6. Since lim t→0 tanh(t)/t = 1 and lim t→0 sinh(t)/t = 1, then by using similar idea considered in the proof of Lemma 4, we can show that, for Riemannian manifolds with nonnegative curvature, holds
The next result presents an iteration-complexity bound for the subgradient method with the Polyak's step-size rule.
Theorem 4. Assume that f : M → R is Lipschitz continuous with constant τ ≥ 0. Let q ∈ Ω * satisfying (12). Then, for every N ∈ N, there holds
As a consequence,
Proof. Since f is Lipschitz continuous with constant τ ≥ 0, we have s k ≤ τ , for all k = 0, 1, . . .. Thus, it follows from Lemma 4 that
Performing the sum of the above inequality for k = 0, 1, . . . , N , we obtain (14) . The second statement of the theorem is an immediate consequence of the first one. Theorem 5. The following equality holds lim k→∞ f (p k ) = f * . Consequently, all cluster point of {p k } is a solution of (1).
Proof. Letting N goes to +∞ in (14), we conclude that lim k→∞ f (p k ) = f * . It follows from Lemma 4 that {p k } is bound. For concluding the proof, letp accumulation point of {p k } and
Corollary 1. For κ = 0 the sequence {p k } converges to a point q ∈ Ω * .
Proof. Lemma 4 implies that {p k } is bounded. As a consequence, {p k } has at least one cluster point. Thus, by Theorem 5, it follows that there exists a subsequence
Since the inequality of Remark 6 implies that {d(p k , q)} is monotonic decreasing, it holds that lim k→∞ d(p k , q) = 0, completing the proof.
Numerical examples
In this section, we numerically illustrate the results on complexity-iteration bounds of Section 3. For this aim, we consider the convex feasibility problem in Riemannian setting which consists of finding a point p ∈ M such that
where f i : M → R is convex, for all i = 1, ..., m. This problem can be equivalently rewritten as an optimization problem (1) where f : M → R is given by
Note that f (x) ≥ 0 for all x ∈ M. If C = ∅, then C = {p ∈ M : f (p) = 0}. Thus, C is the solution set of the problem (1) and f * = 0. Now, if the interior of C is nonempty, i.e, intC = ∅, then there exist ǫ > 0 andx ∈ M such that f i (x) ≤ −ǫ, for all i = 1, . . . , m. In this case, defining
the solution set of the problem (1) is contained in intC and f * = −ǫ.
Our examples consist of convex feasibility problems (16) where C has nonempty interior. Let us explain how the examples were generated. Let M be a Riemannian Manifold with sectional curvature bounded from above by K and set
where inj M is the injectivity radius of M, with the convention that 1/ √ K = +∞ for K ≤ 0; see [24, pag. 110] . Let d be the associated Riemannian distance. Set q ∈ M, and choose r > 0 and v 1 , ..., v m ∈ T q M in such a way that
for all i = 1, . . . , m, and some ρ < ρ K . Since d(a i , q) = r, we conclude that a i ∈ ∂B[q, r], where ∂B[q, r] denotes the boundary of B[q, r], for all i = 1, . . . , m. Let ǫ > 0 and define
for each i = 1, . . . , m, and consider f given by (17) . In this case, we have B[q, ǫ] ⊂ C, f * = −ǫ, and d 0 ≤ d(p 0 , q) where d 0 is defined in (5) . Moreover, f is Lipschitz continuous with constant τ = 1. Given p ∈ M, it follows that
where I p := {j : p = a j , j = 1, . . . , m} and j∈Ip α j = 1, see [3, 30] . We generated two examples with different types of Riemannian manifolds M as described below.
Example 1 (Positive definite symmetric matrices). Let P n and P n ++ be the set of symmetric matrices and the set of positive definite symmetric matrices, respectively. Let M := (P n ++ , ·, · ) be the Riemannian manifold endowed with the Riemannian metric given by
where tr(X) denotes the trace of X. We remark that M is a Hadamard manifold; see, for example, [15, Theorem 1.2. p. 325] and its curvature is bound below; see [16] . The exponential mapping exp X : T X M → M and its inverse exp
Denotes by · F the Frobenius norm associated to the inner product U, V F := tr(V U ), for all U, V ∈ P n ++ . Let d be the Riemannian distance defined in M := (P n ++ , ·, · ), i.e.,
see [21] .
We set n = 10, m = 10, r = 1, and ǫ = 0.1. We random generated matrix q ∈ P n ++ and the starting point p 0 ∈ P n ++ with eigenvalues belonging to (0, 100), and matrices v 1 , ..., v m ∈ P n with eigenvalues belonging to (−100, 100). Then, matrices a 1 , ..., a m ∈ P n ++ were generated according to (18) . Example 2 (Sphere). Let S := {x ∈ R n : x = 1} be the (n − 1)-dimensional unit sphere. Endowing the sphere S with the Euclidean metric ·, · we obtain a complete Riemannian manifold with curvature equal to 1, which will be also denoted by S. The tangent plane at x ∈ S is given by T x S := {v ∈ R n : v, x = 0} and the exponential mapping exp x : T x M → M in assigned by
The inverse of the exponential mapping exp −1
The Riemannian distance between x, y ∈ S is given by d(x, y) = arccos x, y , for more details; see, for example, [10] .
We set n = 200, m = 50, r = π/16, and ǫ = 0.001. We defined q = (1, . . . , 1)/ √ n and random generated vectors v 1 , ..., v m ∈ T q S. Then, vectors a 1 , ..., a m ∈ S were generated according to (18) . The starting point p 0 ∈ S was generated by taking a random vector v ∈ T q S and setting p 0 = exp q λ
, where λ ∈ (0, 1).
We coded Algorithm 1 in Matlab and run it on the above examples. For Example 1 we used the exogenous step-size give by t k = 1/(k + 1) for all k = 0, 1, . . ., while for Example 2 we adopted the Polyak's step-size with α = 1.9999 × tanh(d(p 0 , q))/d(p 0 , q). For each example, since f * = −ǫ, by Theorems 3 and 5 respectively, there exists k 0 such that p k ∈ C for all k ≥ k 0 . Therefore, these convex feasibility problems are solved by Algorithm 1 in a finite number of iterations. Indeed, Algorithm 1 found a feasible point with 55 and 41 iterations for Examples 1 and 2, respectively. Figure 1 As can be seen in Figure 1 , inequalities (9) and (15) in Theorems 3 and 5 are met for all iterations of Algorithm 1, illustrating the practical reliability of our iterationcomplexity results.
Conclusion
In this paper, we analyzed the iteration-complexity of subgradient method with exogenous step-size and Polyak's step-size. In general, the Polyak's step-size has a better performance than the exogenous step-size, but the choice of exogenous step-size is also interesting because it does not depend on any data computed during the algorithm, being important in large scale optimization problems. Since the feasibility and optimization problems are closed related, this paper complements the understanding of the subgradient algorithm in this settings. Finally, we remark that for Riemannian manifolds with curvature unbounded below, perhaps another strategy for the step will be need since is not possible to control the distance between the geodesics. Indeed, if the curvature is positive the geodesics emanating from the same point tend to approximate one each other, the contrary occurs if the curvature is negative.
