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Abstract
Symmetric fix-free codes are prefix condition codes in which each codeword
is required to be a palindrome. Their study is motivated by the topic of joint
source-channel coding. Although they have been considered by a few commu-
nities they are not well understood. In earlier work we used a collection of
instances of Boolean satisfiability problems as a tool in the generation of all
optimal binary symmetric fix-free codes with n codewords and observed that
the number of different optimal codelength sequences grows slowly compared
with the corresponding number for prefix condition codes. We demonstrate that
all optimal symmetric fix-free codes can alternatively be obtained by sequences
of codes generated by simple manipulations starting from one particular code.
We also discuss simplifications in the process of searching for this set of codes.
1. Introduction
Shannon’s pioneering work on information theory [15] establishes that source and
channel encoding can be separated without a loss of performance assuming infinite
blocklengths are permitted. However, that result does not apply to real transmission
situations with complexity and latency constraints, and there is therefore an interest in
joint source-channel coding and decoding techniques. Many video, audio, and image
standards use prefix condition codes. It is therefore interesting to devise prefix condition
codes with additional constraints which result in binary encodings of data with increased
immunity to noise prior to channel encoding. For example, fix-free or reversible variable
length codes (see, e.g., [14], [7], [4], [16]) are prefix condition codes in which no
codeword is the suffix of another codeword, and they are components of the video
standards H.264 and MPEG-4 [17], [9], [20], [10].
Our focus in this paper is upon a subclass of fix-free codes known as symmetric fix-
free codes [16]. Here each codeword must be a palindrome. Symmetric fix-free codes
were found [2] to be preferable to other fix-free codes for joint source-channel coding.
They are also easier to study because a collection of palindromes which satisfies the
prefix condition automatically satisfies the suffix condition [16], [18], [12]. Nevertheless,
although they have also been studied in [3], [17], [19], [1], [8], [13] they are not well-
understood. For example, there is no exact counterpart to the Kraft inequality/equality
for symmetric fix-free codes, although [16], [18], [12], [13] discuss some simple nonex-
haustive necessary and sufficient conditions for the codeword lengths of such codes. In
[12], [1], [13] we convert the problem of determining the existence of a symmetric fix-
free code with given codeword lengths into a Boolean satisfiability problem and offer
branch-and-bound algorithms to find the set of optimal codes for all memoryless sources,
i.e., codes which minimize the average codeword length among all symmetric fix-free
codes for some choice of source probabilities. For a given source its optimal code can be
found by calculating the expected codeword length for each of the optimal codelength
sequences and choosing the corresponding optimal code. In [1], [13] we show that the
number of sorted and nondecreasing optimal codelength sequences for binary symmetric
fix-free codes with n codewords appears to grow very slowly with n compared with the
corresponding exponential growth [6] for binary prefix condition codes (see the appendix).
Therefore, when n is not too large it appears to be feasible to calculate and store all
optimal codes and to choose the best among them for a given application. The paper [8]
proposes an A∗-based algorithm for a different way to obtain an optimal symmetric fix-
free code for a given source, but this procedure does not offer much mathematical insight
about optimal codes. The existing understanding about optimal codes is very limited.
Although solving instances of Boolean satisfiability problems can be one component in
the generation of optimal codes, we propose in Section 3 a completely different derivation
of them. Our inspiration comes from a paper [11] which shows that the space of all sorted
and non-decreasing sequences of codeword lengths of optimal binary prefix condition
codes forms a lattice called the imbalance lattice. Among the length sequences which
satisfy the Kraft inequality with equality, (1, 2, 3, . . . , n−1, n−1) is considered to be
the most imbalanced because it corresponds to the largest sum of codeword lengths. The
authors of [11] describe a basic operation on three values of a codeword length sequence
which when repeated enough times will transform the most imbalanced codeword length
sequence into an arbitrary sorted and non-decreasing optimal codeword length sequence.
We will not work here with length sequences but instead with the binary codes
themselves. Although the optimal codes do not form a lattice we will see that they
can each be attained from the repetition of a basic operation which eventually transforms
the most “imbalanced” optimal code into an arbitrary optimal code. (The basic operation
here is completely different from that of [11], and the number of codewords it will affect
in one application depends on several factors.) The following results from [13] show that
the most imbalanced optimal symmetric fix-free code is {0, 11, 101, 1001, . . . } with
length sequence (1, 2, . . . , n).
Proposition 1: [13, Prop. 2.2] The code {0, 11, 101, 1001, . . . } with n ≥ 3 code-
words is in the set of optimal symmetric fix-free codes with n codewords.
Theorem 2: [13, Thm. 2.5] The sorted and non-decreasing length sequence
(l1, l2, . . . , ln) of an optimal binary symmetric fix-free code with n codewords satisfies
li ≤ n for i ∈ {1, 2, . . . , n} and
∑n
i=1 li ≤
∑n
i=1 i = n(n+ 1)/2.
Our initial procedure to generate any optimal symmetric fix-free code will also generate
some suboptimal codes. Part of the contribution of Section 4 is to provide simple tests to
reduce the number of candidates for optimal codes, and one of these tests can be viewed
as a generalization of Theorem 2.
2. Preliminaries
Given a palindrome σ, we define the set of its neighboring palindromes N (σ) by
N (σ) = {palindromes w: σ is the longest palindrome which is a proper prefix of w}.
For example, N (0) = {00, 010, 0110, . . . }. For any string w, let |w| denote the length
of w. We will be interested in the following (possibly empty) subset of N (σ)
Nn(σ) = {w ∈ N (σ) : |w| ≤ n}.
Note that if we remove a palindrome σ from a symmetric fix-free code, then we can add
to the remainder of that code any subset of N (σ) to obtain another symmetric fix-free
code with possibly more codewords than the original code.
Observe that for any symmetric fix-free code Cn = {c1, c2, . . . , cn}, we can define
a “complementary” symmetric fix-free code by reversing the bits of each codeword. For
n ≥ 3 any symmetric fix-free code with have at most one codeword consisting of a
single bit, so we can assume without loss of generality that 1 6∈ Cn. We will ultimately
be concerned with the set On of optimal symmetric fix-free codes Cn with n codewords
for which 1 6∈ Cn. However, we begin by considering the larger set Sn of symmetric
fix-free codes Cn with n codewords for which 1 6∈ Cn and max1≤i≤n |ci| ≤ n.
We will call the symmetric fix-free code {0, 11, 101, 1001, . . . } with length sequence
(1, 2, . . . , n) the root code of length n and label it Rn. We have the following result.
Lemma 3: Any codeword of a symmetric fix-free code Cn ∈ Sn has a codeword of
Rn as a prefix.
Proof: Let si, i ≤ n, denote the codeword of length i in Rn. All codewords in Cn
which begin with a 0 have s1 as the prefix. All other codewords in Cn begin with a
1, and by assumption, 1 6∈ Cn. Observe that any binary string beginning with a 1 and
having length between 2 and n will either have si as a prefix for some 2 ≤ i ≤ n or it
will be in the set {10, 100, 1000, . . . }. However, a binary string beginning with a 1
and ending with a 0 is not a palindrome and is therefore not in Cn.
3. Relations among Optimal Symmetric Fix-Free Codes
We define two relations → and ⇒ between codes Sn, Sˆn ∈ Sn by
Sn → Sˆn if there exists σ ∈ Sn such that Sˆn ⊆ Sn ∪ Nn(σ) \ {σ}.
For this σ we write Sn
σ→ Sˆn.
Sn ⇒ Sˆn if there exists σ ∈ Sn such that Sˆn consists of the shortest n words of
Sn ∪Nn(σ) \ {σ}. For this σ we write Sn σ⇒ Sˆn.
We have the following result about Sn.
Theorem 4: For any code Cn ∈ Sn with codeword lengths l1, l2, . . . , ln, there exists
an integer m ≤ ∑ni=1(li − 1) = O(n2) and a sequence of symmetric fix-free codes
S
(1)
n , S
(2)
n , . . . , S
(m)
n ∈ Sn for which Rn = S(0)n → S(1)n → S(2)n → · · · → S(m)n =
Cn and with the property that each codeword of Cn has a prefix in S(i)n for each i ∈
{0, 1, . . . , m− 1}. Furthermore, there exists a code Bn ∈ Sn for which the preceding
sequence requires m = Ω(n1.5) codes.
Proof: Consider the following algorithm to generate the codes S(1)n , S(2)n , . . . , S(m)n :
1) S(0)n = Rn; i = 0.
2) If there exists a codeword w ∈ Cn which has a proper prefix σ ∈ S(i)n :
a) Find the subset Cn(σ) of Nn(σ) consisting of the strings which are prefixes
of codewords of the code Cn. If there are #(σ) words in Cn(σ), then there
is a subset D(i) ⊂ S(i)n \ {σ} with #(σ) − 1 strings such that no element of
D(i) is a prefix of a word in Cn.
b) Set S(i+1)n = S(i)n ∪ Cn(σ) \ {{σ} ∪D(i)}.
3) i← i+ 1. Goto 2.
We argue inductively that this procedure generates an appropriate sequence of codes.
For the basis step, we have seen in Lemma 3 that every element of Cn has a prefix in
Rn = S
(0)
n . For the inductive step, assume that every element of Cn has a prefix in S(k)n
for some k ≥ 0, and assume w ∈ Cn has a proper prefix σ in S(k)n . Since Nn(σ) contains
the palindromes of length at most n for which σ is the longest proper prefix which is a
palindrome, w has a prefix (possibly the full string) which is an element of Nn(σ). That
prefix will be a member of S(k+1)n , and we repeat this argument for any other codeword
of Cn having σ as a prefix. For each codeword of Cn having a different prefix in S(k)n ,
we assume that the same prefix will be an element of S(k+1)n . Therefore S(k+1)n has the
desired property.
For an upper bound on m, each application of operation → will involve a different
choice for the string σ, and each one will be a palindrome which is a proper prefix
of at least one codeword. The result follows since each codeword of length li, i ∈
{1, 2, . . . , n}, has li − 1 ≤ n− 1 proper prefixes.
For the last part, our code Bn will consist of n palindromes of length n which begin
with and end with 0. For convenience we assume here that n is even. Since there are
20.5n−1 such palindromes, we must have n ≥ 8. We will describe the code in terms of
l clusters of codewords. The first cluster is the all-zero string, which has n − 1 proper
prefixes all of which are palindromes. The second cluster is a single string with left half
0101 . . . . The new proper prefixes which are palindromes are 010, 01010, . . . , and there
are (1/2) · (0.5n− 2−O(1)) of them. The third cluster consists of the two strings with
left half 0110110110 . . . and left half 00100100 . . . . The new proper prefixes of the left
halves of these string which are palindromes are 0110, 00100, 0110110, 00100100, . . . ,
and there are (2/3) · (0.5n− 3−O(1)) of them. Cluster j, j ∈ {2, 3, . . . , l}, consists
of j − 1 strings. The left half of string k ∈ {1, . . . , j − 1} of cluster j is a repetition
of the length j string beginning with k zeroes and ending with j − k ones. There are
((j − 1)/j) · (0.5n− j − O(1)) proper prefixes of the left halves of these strings. Since
there are n words in the combination of all clusters, we have that l = Ω(
√
n), and the
number of proper prefixes of all n codewords is Ω(n1.5).
We can characterize the set of optimal codes as follows.
Theorem 5: For any code Cn ∈ On there exist an integer m = O(n2) and a sequence
of symmetric fix-free codes S(1)n , S(2)n , . . . , S(m)n ∈ Sn for which Rn = S(0)n ⇒ S(1)n ⇒
S
(2)
n ⇒ · · · ⇒ S(m)n = Cn.
Proof: By Theorem 4, there exist m = O(n2), a sequence of codes C(1)n , C(2)n , . . . ,
C
(m)
n ∈ Sn, and palindromes wi ∈ C(i)n , 0 ≤ i ≤ m− 1, such that Rn = C(0)n w0→ C(1)n w1→
C
(2)
n
w2→ . . . wm−1→ C(m)n = Cn; i.e.,
C(i+1)n ⊆ C(i)n ∪Nn(wi) \ {wi}. (1)
Let k ≥ 1 be the smallest integer for which C(k−1)n 6⇒ C(k)n , and let S(k)n denote the choice
of the shortest n strings in C(k−1)n ∪ Nn(wk−1) \ {wk−1} which has maximum overlap
with C(k)n . Therefore, for any c ∈ C(k)n \ S(k)n ,
|c| ≥ max
s∈S
(k)
n
|s|. (2)
Since by assumption C(m)n = Cn ∈ On, we must have k < m. We will finish the proof
by showing that regardless of the value of k, there is a way to effectively increase it by
one. More precisely, we establish the following result:
Lemma 6: For the codes S(k)n and Cn defined above, there is an integer d ≤ m − k
and codes Sˆ(k+1)n , Sˆ(k+2)n , . . . , Sˆ(k+d)n ∈ Sn for which S(k)n → Sˆ(k+1)n → Sˆ(k+2)n → · · · →
Sˆ
(k+d)
n = Cn.
Proof: By assumption, S(k)n 6= Cn. For i ∈ {k, k + 1, . . . , m}, define
F (i) = {σ ∈ C(i)n : σ has a prefix in S(k)n } (3)
and G(i) = {σ ∈ C(i)n : σ has no prefix in S(k)n }. (4)
The sets F (i) and G(i) are clearly disjoint, and
C(i)n = F
(i) ∪G(i). (5)
For i ≥ k, each wi defined by (1) satisfies wi ∈ F (i) or wi ∈ G(i), but not both. Consider
the case where wi ∈ G(i), wi 6∈ F (i). By (1) and (5),
F (i+1) ⊆ F (i) ∪ ((G(i) \ {wi}) ∪ Nn(wi)). (6)
By the argument used in the proof of Theorem 4, every element of G(i) has a prefix in
C
(k)
n . Therefore the definition of G(i) implies that each of its elements, including wi, has
a prefix in C(k)n \S(k)n . Hence every element of the sets Nn(wi) and (G(i)\{wi})∪Nn(wi)
has a prefix in C(k)n \S(k)n . To arrive at a contradiction, suppose v ∈ (G(i)\{wi})∪Nn(wi)
has a prefix in S(k)n , say s. Let c be the prefix of v in C(k)n \ S(k)n . Since both s and c are
prefixes of v, either s is a prefix of c or c is a prefix of s. Observe that s, c ∈ C(k)n ∪S(k)n ,
and so C(k)n ∪S(k)n does not satisfy the prefix condition. However, C(k)n ∪S(k)n is a symmetric
fix-free code because the rules for constructing C(k)n and S(k)n imply that
C(k)n ∪ S(k)n ⊆ (C(k−1)n \ {wk−1}) ∪Nn(wk−1),
and the right-hand side of the preceding relation describes a symmetric fix-free code.
This contradiction implies that no element of (G(i) \ {wi})∪Nn(wi) has a prefix in S(k)n .
Therefore, we find from (6) that
F (i+1) ∩ ((G(i) \ {wi}) ∪Nn(wi)) = ∅. (7)
Therefore (6) and (7) imply that for i ≥ k,
F (i+1) ⊆ F (i) if wi 6∈ F (i) . (8)
In the derivation of (7) we argued that C(k)n ∪ S(k)n is a symmetric fix-free code and
hence satisfies the prefix condition. Observe that C(k)n ∪ S(k)n = (C(k)n \ S(k)n ) ∪ S(k)n .
Therefore no element of C(k)n \ S(k)n has a prefix in S(k)n , or equivalently,
C(k)n \ S(k)n ⊆ G(k). (9)
Since every element of C(k)n ∩ S(k)n has a prefix in S(k)n , it follows that
C(k)n ∩ S(k)n ⊆ F (k). (10)
By (5), we have F (k) ∪ G(k) = C(k)n = (C(k)n ∩ S(k)n ) ∪ (C(k)n \ S(k)n ). Therefore, (9) and
(10) imply that F (k) = C(k)n ∩ S(k)n , and so
F (k) ⊆ S(k)n . (11)
To continue our argument, we will next show that
F (m) = Cn and G(m) = ∅. (12)
To arrive at a contradiction, assume v ∈ G(m). Then there is a string s ∈ S(k)n which is
not the prefix of any codeword of Cn. By Theorem 4, v has a prefix in C(k)n , say c. Since
v ∈ G(m), it follows that c ∈ C(k)n \ S(k)n . By (2) we have |v| ≥ |c| ≥ |s|. There are two
cases to consider:
1) |v| > |s|: Since s is a palindrome which is not the prefix of any codeword in Cn,
we have that (Cn\{v})∪{s} is a symmetric fix-free code with n codewords which
is better than Cn for any probabilistic source. Hence, Cn 6∈ On, which contradicts
our assumption.
2) |v| = |s|: Then v = c and so v ∈ C(k−1)n ∪ Nn(wk−1) \ {wk−1} and v 6∈ S(k)n .
Therefore (S(k)n \ {s}) ∪ {v} has the same length sequence as S(k)n and greater
overlap with Cn, which contradicts our assumption about the choice of S(k)n .
We next show that wi ∈ F (i) for some i ∈ {k, k + 1, . . . , m − 1}. Suppose that
wi 6∈ F (i) for all i ≥ k. Then by (8) and (11),
F (m) ⊆ · · · ⊆ F (k) ⊆ S(k)n . (13)
By (12), (13), and the fact that Cn, S(k)n ∈ Sn, we obtain Cn = S(k)n , which contradicts
our assumption.
Define the set {ik, . . . , ik+d−1} ⊆ {k, . . . , m− 1} to be the collection of indices for
which wil ∈ F (il), l ∈ {k, . . . , k + d − 1} and wi ∈ G(i), i 6∈ {ik, . . . , ik+d−1}. Then
by (8) and (11), we obtain
F (ik) ⊆ . . . ⊆ F (k) ⊆ S(k)n (14)
F (il+1) ⊆ . . . ⊆ F (il+1), l ∈ {k, . . . , k + d− 2}
F (m) ⊆ . . . ⊆ F (ik+d−1+1) (15)
Since C(il+1)n = F (il+1) ∪ G(il+1) ⊆ ((F (il) \ {wil}) ∪ Nn(wil)) ∪ G(il) and wil ∈ F (il)
implies that every element of Nn(wil) has a prefix in S(k)n , we find that
F (il+1) ⊆ (F (il) \ {wil}) ∪ Nn(wil), l ∈ {k, . . . , k + d− 2}. (16)
From (14), we obtain wik ∈ F (ik) ⊆ S(k)n . By (14) and (16), we can verify that
F (ik+1) ⊆ (S(k)n \ {wik}) ∪Nn(wik).
Therefore, there exists a symmetric fix-free code Sˆ(k+1)n ∈ Sn such that
F (ik+1) ⊆ Sˆ(k+1)n ⊆ (S(k)n \ {wik}) ∪ Nn(wik), (17)
and so S(k)n → Sˆ(k+1)n . Similarly, we can construct a sequence of symmetric fix-free codes
Sˆ
(k+2)
n , . . . , Sˆ
(k+d)
n ∈ Sn for which
F (il+1) ⊆ Sˆ(l+1)n ⊆ (Sˆ(l)n \ {wil}) ∪ Nn(wil), l ∈ {k + 1, . . . , k + d− 1}. (18)
Hence, S(k)n → Sˆ(k+1)n → · · · → Sˆ(k+d)n .
By (12), (15), and (18), we can show that Cn = F (m) ⊆ Sˆ(k+d)n . Because Cn, Sˆ(k+d)n ∈
Sn, we have Cn = Sˆ(k+d)n . Thus,
S(k)n → Sˆ(k+1)n → Sˆ(k+2)n → · · · → Sˆ(k+d)n = Cn
with k + d ≤ m.
To reiterate the result, if k − 1 6= m we can alter the generation of code Cn from
Rn = C
(0)
n ⇒ · · · ⇒ C(k−1)n → C(k)n → · · · → C(m)n = Cn
to Rn = C(0)n ⇒ · · · ⇒ C(k−1)n ⇒ S(k)n → · · · → Sˆ(k+d)n = Cn
for some k + d ≤ m. By repeatedly applying this argument we obtain the result.
Comment: There is some evidence that for codes in On the number m of ⇒ operations
needed is O(n log2 n). In [13, Prop. 2.6] we showed that the average number of bits per
symbol of the optimal symmetric fix-free code is at most 2H+1, where H is the binary
entropy of the source. Suppose the source probabilities are p1 ≥ p2 ≥ · · · ≥ pn. Then
m ≤∑ni=1(li − 1) ≤∑ni=1 pi(li − 1)/pn ≤ 2H/pn.
4. Simplifying the Search for Optimal Symmetric Fix-Free Codes
The sequence of symmetric fix-free codes from the root code Rn to an optimal code
Cn ∈ On as defined in Theorem 5 is often not unique. The following result further
specifies such codes.
Lemma 7: For any code Cn ∈ On, suppose Rn = S(0)n π1⇒ S(1)n π2⇒ S(2)n π3⇒ . . . πm⇒
S
(m)
n = Cn. Then this is a shortest sequence of symmetric fix-free codes transforming
Rn to Cn via repeated uses of the ⇒ operation if and only if pii is a prefix of at least
one codeword in Cn for each i ∈ {1, . . . , m}.
Proof: Let us first consider the case where the condition is not satisfied. Let l ∈
{1, . . . , m} denote the maximum index for which pil is not a prefix of any codeword
in Cn. Observe that it is impossible to have l = m because Cn = S(m)n has a nonempty
intersection with Nn(pim) since Cn and S(m−1)n both have n codewords. Therefore, l < m.
For i ≥ l + 1, pii is a prefix of at least one codeword in Cn, so pil cannot be a prefix of
pii. Thus, by the definition of the ⇒ operation we can write
S(i)n \ Nn(pil) ⊆ (S(i−1)n \ Nn(pil)) ∪ Nn(pii) \ {pii}, i ∈ {l + 1, . . . , m}. (19)
Since pil is not a prefix of pii, i ∈ {l+1, . . . , m}, it follows from (19) that for i ≥ l+1,
pii ∈ S(i−1)n \ Nn(pil). (20)
We will use induction to establish the existence of codes C(l+1)n , . . . , C(m)n = Cn ∈ Sn
satisfying
S(i)n \ Nn(pil) ⊆ C(i)n , i ∈ {l + 1, . . . , m}, (21)
and S(l−1)n
πl+1→ C(l+1)n
πl+2→ C(l+2)n . . . πm→ C(m)n = Cn. (22)
For the basis step, the definition of the ⇒ operation implies
S(l)n \ Nn(pil) ⊆ S(l−1)n \ {pil}. (23)
Furthermore, we have seen that pil is not a prefix of pil+1. By (20) and (23) we have
pil+1 ∈ S(l−1)n . (24)
It follows from (19) that
S(l+1)n \ Nn(pil) ⊆ (S(l)n \ Nn(pil))∪Nn(pil+1) \ {pil+1} ⊆ S(l)n ∪Nn(pil+1) \ {pil+1}. (25)
Observe that S(l+1)n \ Nn(pil) contains at most n words and S(l)n ∪ Nn(pil+1) \ {pil+1}
contains at least n words. Therefore, by (24) and (25), there exists C(l+1)n ∈ Sn such that
S
(l+1)
n \ Nn(pil) ⊆ C(l+1)n and S(l−1)n πl+1→ C(l+1)n .
For the inductive step, suppose that for some l+1 ≤ k < m we have found symmetric
fix-free codes C(l+1)n , . . . , C(k)n ∈ Sn which satisfy (21) and S(l−1)n πl+1→ C(l+1)n πl+2→
C
(l+2)
n . . .
πk→ C(k)n . We next generate C(k+1)n . By (20), (21), and (19) we have
pik+1 ∈ S(k)n \ Nn(pil) ⊆ C(k)n and
S(k+1)n \ Nn(pil) ⊆ (S(k)n \ Nn(pil)) ∪Nn(pik+1) \ {pik+1} ⊆ C(k)n ∪ Nn(pik+1) \ {pik+1}.
Like the argument for the basis step, there exists C(k+1)n ∈ Sn for which S(k+1)n \Nn(pil) ⊆
C
(k+1)
n and S(l−1)n
πl+1→ C(l+1)n πl+2→ C(l+2)n . . . πk+1→ C(k+1)n . At k + 1 = m we have Cn =
S
(m)
n \ Nn(pil), and therefore Cn = S(m)n = C(m)n .
We have established a sequence of symmetric fix-free codes S(0)n , S(1)n , . . . S(l−1)n ,
C
(l+1)
n , . . . , C
(m)
n for which Rn = S(0)n
π1⇒ S(1)n π2⇒ S(2)n π3⇒ . . . πl−1⇒ S(l−1)n πl+1⇒ C(l+1)n πl+2→
. . .
πm→ C(m)n = Cn. By the argument used in the proof of Theorem 5, these relations
imply the existence a sequence of symmetric fix-free codes S(0)n , D(1)n , D(2)n , . . .D(j)n =
Cn ∈ Sn with j ≤ m − 1 for which Rn = S(0)n ⇒ D(1)n ⇒ D(2)n ⇒ · · · ⇒ D(j)n = Cn,
which demonstrates that Rn = S(0)n , S(1)n , S(2)n , . . . S(m)n = Cn is not a shortest sequence
of codes transforming Rn to Cn via repeated uses of the ⇒ operation.
For the converse, given an arbitrary code Cn ∈ Sn let Cprefix be the set of palindromes
(not including 1) which are proper prefixes of at least one codeword in Cn. Suppose we
are given a set of codes S(0)n , S(1)n , S(2)n , . . . S(m)n ∈ Sn and palindromes {pi1, . . . , pim}
defined by Rn = S(0)n
π1⇒ S(1)n π2⇒ S(2)n π3⇒ . . . πm⇒ S(m)n = Cn. We will show that Cprefix ⊆
{pi1, . . . , pim}.
For each w ∈ Cn, define Cprefix(w) to be the set of palindromes (not including 1)
which are proper prefixes of w. Then Cprefix = ∪w∈CnCprefix(w). If w ∈ Rn, then
Cprefix(w) = ∅. Otherwise, there is an ordering of the ηw ≥ 1 strings in Cprefix(w), say
σ
(1)
w , . . . , σ
(ηw)
w , so that σ(1)w ∈ Rn, σ(i+1)w ∈ Nn(σ(i)w ) for i ∈ {1, . . . , ηw − 1}, and
w ∈ Nn(σ(ηw)w ). Observe that w ∈ Cn implies that σ(i)w ∈ {pi1, . . . , pim} for all w 6∈ Rn
and i ∈ {1, . . . , ηw}. Therefore Cprefix(w) ⊆ {pi1, . . . , pim} for all w ∈ Cn, and so
Cprefix ⊆ {pi1, . . . , pim}. (26)
Because Cprefix is determined only by Cn, in order for S(0)n , S(1)n , S(2)n , . . . S(m)n ∈ Sn
to be a shortest sequence of codes transforming Rn to Cn via uses of the ⇒ operation,
it suffices to show that
Cprefix = {pi1, . . . , pim}. (27)
The assumption {pi1, . . . , pim} ⊆ Cprefix together with (26) results in (27).
Given Lemma 7 and (27), we next show
Theorem 8: For any code Cn ∈ On, suppose Rn = S(0)n π1⇒ S(1)n π2⇒ S(2)n π3⇒ . . . πm⇒
S
(m)
n = Cn is a shortest sequence of codes in Sn transforming Rn to Cn via uses of
the ⇒ operation. Define Cprefix = {pi1, . . . , pim}. Then any ordering σ1, σ2, . . . , σm
of the elements of Cprefix with i < j whenever σi is a prefix of σj corresponds to a
sequence of symmetric fix-free codes C(Σ,0)n , C(Σ,1)n , C(Σ,2)n , . . . , C(Σ,m)n ∈ Sn satisfying
Rn = C
(Σ,0)
n
σ1⇒ C(Σ,1)n σ2⇒ C(Σ,2)n σ3⇒ . . . σm⇒ C(Σ,m)n = Cn.
Proof: There are two main parts to the proof. In the first we show that there is a set
of transformations starting from {pi1, . . . , pim} and ending in {σ1, . . . , σm} which at each
step involves a transposition of an adjacent pair of strings while maintaining the invariant
that any palindrome (not including 1) which is a proper prefix of a palindrome in the list
always precedes it. In the second part we consider the effect of a (valid) transposition of
an adjacent pair of strings in devising shortest transformation from Rn to Cn ∈ On via
uses of the ⇒ operation.
For the first part of the proof, for a sequence (of numbers or strings)
A = (a1, a2, . . . , am), define Ai, i ∈ {1, . . . , m−1}, as the permutation of A obtained
by transposing ai and ai+1. For example, if A = (1, 2, 3, 4), then A1 = (2, 1, 3, 4), A2 =
(1, 3, 2, 4), A3 = (1, 2, 4, 3). We have the following result.
Lemma 9: For (pi1, . . . , pim) and (σ1, . . . , σm) defined in Theorem 8, define Ω0 =
(pi1, . . . , pim). Then there is a number k < m2, a sequence of indices a1, . . . , ak ∈
{1, . . . , m− 1}, and a sequence of pairwise permutations starting from Ω0 with Ωi =
(Ωi−1)ai and Ωk = (σ1, . . . , σm) such that for all i, Ωi satisfies the constraint that the
proper prefixes in the list of each palindrome precede it in the ordering.
Proof: Suppose we know Ω0, . . . , Ωi = (wi1, . . . , wim), and we wish to construct
Ωi+1. Let hi be the maximum index for which wig 6= σg. Then there is some li < hi for
which wili = σhi . We claim that we can choose Ω
i+1 = (Ωi)li; i.e., wili is not a prefix of
wili+1. This is clearly true if σhi is not a prefix of σj , j 6= hi. If σhi = wili is a proper
prefix of some σj = wili+1, then by assumption j > hi, and hence hi is not the maximum
index for which wig 6= σg.
Given this choice of Ωi+1, let us consider the ordered pair (li+1, hi+1). If li + 1 < hi,
then (li+1, hi+1) = (li + 1, hi), and if li + 1 = hi, then hi+1 < hi. Since (li, hi) 6=
(lj , hj) for i 6= j, eventually the sequence of pairwise permutations will terminate in
Ωk = (σ1, . . . , σm).
For the second part of the proof of Theorem 8, we are given that for Ω0, Rn = S(0)n
π1⇒
S
(1)
n
π2⇒ S(2)n π3⇒ . . . πm⇒ S(m)n = Cn is a shortest sequence of codes in Sn transforming
Rn to Cn via uses of the ⇒ operation. Next suppose that for some i ≥ 0, there is
a sequence of symmetric fix-free codes C(Ω
i,0)
n , C
(Ωi,1)
n , C
(Ωi,2)
n , . . . , C
(Ωi,m)
n ∈ Sn
satisfying Rn = C(Ω
i,0)
n
wi1⇒ C(Ωi,1)n w
i
2⇒ C(Ωi,2)n w
i
3⇒ . . . w
i
m⇒ C(Ωi,m)n = Cn. By Lemma 9,
to complete the proof of Theorem 8 it suffices to show that there is a sequence of
symmetric fix-free codes C(Ω
i+1,0)
n , C
(Ωi+1,1)
n , C
(Ωi+1,2)
n , . . . , C
(Ωi+1,m)
n ∈ Sn satisfying
Rn = C
(Ωi+1,0)
n
wi+11⇒ C(Ωi+1,1)n w
i+1
2⇒ C(Ωi+1,2)n w
i+1
3⇒ . . . w
i+1
m⇒ C(Ωi+1,m)n = Cn.
From the proof of Lemma 9, we have the following relationship between Ωi+1 =
(wi+11 , . . . , w
i+1
m ) and Ωi = (wi1, . . . , wim):
wi+1j =


wij, j 6∈ {li, li+1}
wili+1, j = li
wili, j = li + 1
In the proof of Lemma 9 we argued that wili is not a prefix of w
i
li+1
(or vice versa).
Therefore, for j < li we will choose C(Ω
i+1,j)
n = C
(Ωi,j)
n . If there exists C(Ω
i+1,li)
n ∈ Sn
for which
C(Ω
i,li−1)
n
wi
li+1⇒ C(Ωi+1,li)n
wi
li⇒ C(Ωi,li+1)n , (28)
then for j ≥ li +1 we can choose C(Ω
i+1,j)
n = C
(Ωi,j)
n . We next establish the existence of
C
(Ωi+1,li)
n to satisfy (28). To simplify notation, define
Sn = C
(Ωi,li−1)
n , In = C
(Ωi,li)
n , S
′
n = C
(Ωi,li+1)
n , ω1 = wli, ω2 = wli+1
so that
Sn
ω1⇒ In ω2⇒ S ′n. (29)
Let Cn(ω1) be the subset of words in Cn which have ω1 as a prefix. By Lemma 7,
Cn(ω1) 6= ∅. Since Cn and Sn both have n strings, there exists Sn(ω1) ⊆ Sn with
|Sn(ω1)| = |Cn(ω1)|, ω1 ∈ Sn(ω1), and ω ∈ Sn(ω1) is not a prefix of any codeword in
Cn if ω 6= ω1. Observe that (Cn \ Cn(ω1)) ∪ Sn(ω1) ∈ Sn. To arrive at a contradiction,
suppose minσ∈Nn(ω1) |σ| ≥ maxσ∈Sn |σ| . Then minσ∈Cn(ω1) |σ| ≥ maxσ∈Sn(ω1) |σ| and
minσ∈Cn(ω1) |σ| ≥ |ω1|+1. Therefore the code (Cn \Cn(ω1))∪Sn(ω1) is a strictly better
symmetric fix-free code than Cn for any choice of source probabilities, contradicting the
assumption that Cn ∈ On. Hence,
min
σ∈Nn(ω1)
|σ| < max
σ∈Sn
|σ| . (30)
We likewise have
min
σ∈Nn(ω2)
|σ| < max
σ∈In
|σ| . (31)
Since ω1 ∈ Sn is a prefix of at least one codeword in Cn, it must also be a prefix of at
least one codeword in S ′n. Furthermore, because ω1, ω2 ∈ Sn and are distinct, ω1 is not
a prefix of any string in Nn (ω2). Hence,
Nn (ω1) ∩ S ′n 6= ∅. (32)
In order to continue our discussion of the transposition of a successive pair of ⇒
operations, we introduce the following notation:
In = Iˆ(ω1) ∪ Sˆ(ω1)
Sˆ(ω1) ⊆ Sn \ {ω1}
Iˆ(ω1) ⊆ Nn (ω1)
S
′
n = S˜(ω1, ω2) ∪ Jˆ(ω1) ∪ J˜(ω2)
S˜(ω1, ω2) ⊆ Sˆ(ω1) \ {ω2} ⊆ Sn \ {ω1, ω2}
Jˆ(ω1) ⊆ Iˆ(ω1) ⊆ Nn (ω1)
J˜(ω2) ⊆ Nn (ω2)
We have the following result.
Proposition 10: There exists Jn ∈ Sn such that S˜(ω1, ω2) ∪ {ω1} ∪ J˜(ω2) ⊆ Jn and
Sn
ω2⇒ Jn.
Proof: By (29), In ω2⇒ S ′n, and it follows that Nn (ω2) 6= ∅. Therefore there is at
least one choice for I ′n ∈ Sn for which
Sn
ω2⇒ I ′n. (33)
We will next show that ω1 ∈ I ′n. To arrive at a contradiction, suppose ω1 6∈ I ′n. Then by
the definition of the ⇒ operation
|ω1| ≥ max
σ∈I′n
|σ| . (34)
Define sets S⋆(ω2) and J⋆(ω2) by
I
′
n = S
⋆(ω2) ∪ J⋆(ω2)
S⋆(ω2) ⊆ Sn \ {ω2}
J⋆(ω2) ⊆ Nn (ω2)
Since S⋆(ω2) ⊆ I ′n, (34) implies
|ω1| ≥ max
σ∈S⋆(ω2)
|σ| . (35)
The relation Sn
ω1⇒ In implies that In contains all elements of Sn with length at most
|ω1|, and combined with (35) we obtain S⋆(ω2) ⊆ In \ {ω2} . Thus,
I
′
n = S
⋆(ω2) ∪ J⋆(ω2) ⊆ (In \ {ω2}) ∪ Nn (ω2) .
The previous relation and (29) imply
In
ω2→ I ′n and In ω2⇒ S
′
n. (36)
Thus, the difference between the → and ⇒ operations, (34), (36), and (32) imply
|ω1| ≥ max
σ∈I′n
|σ| ≥ max
σ∈S′n
|σ| ≥ min
σ∈Nn(ω1)
|σ| > |ω1| ,
which is impossible. Hence the assumption that ω1 6∈ I ′n was false. Therefore
Sn
ω2⇒ I ′n implies ω1 ∈ I
′
n. (37)
Recall that S ′n = S˜(ω1, ω2) ∪ Jˆ(ω1) ∪ J˜(ω2). By (32) we have Jˆ(ω1) 6= ∅. Since S ′n
has n codewords, it follows that S˜(ω1, ω2) ∪ {ω1} ∪ J˜(ω2) has at most n elements. To
arrive at a contradiction, suppose there is no Jn that simultaneously satisfies Sn
ω2⇒ Jn
and S˜(ω1, ω2) ∪ {ω1} ∪ J˜(ω2) ⊆ Jn. Then choose some set Jn for which Sn ω2⇒ Jn.
Since S˜(ω1, ω2) ∪ {ω1} ∪ J˜(ω2) 6⊆ Jn, the relation Jn ⊆ Sn ∪ Nn (ω2) \ {ω2} and the
definition of the ⇒ operation imply the existence of x ∈ Jn \ (S˜(ω1, ω2)∪{ω1}∪ J˜(ω2))
and y ∈ S˜(ω1, ω2) ∪ {ω1} ∪ J˜(ω2) \ Jn with |y| > |x| . By (37) we know ω1 ∈ Jn,
so x 6= ω1 and y 6= ω1. Therefore, y ∈ S˜(ω1, ω2) ∪ J˜(ω2); i.e., y ∈ S ′n. Similarly,
x ∈ Jn ⊆ Sn ∪Nn (ω2) \ {ω2} and x /∈ (S˜(ω1, ω2) ∪ {ω1} ∪ J˜(ω2)) implies that x /∈ S ′n.
Since x ∈ Jn and x 6= ω1 we consider two exhaustive cases for the membership of x:
• x ∈ Sˆ(ω1) ∪ Nn (ω2) \ {ω2} : Since Sˆ(ω1) ⊆ In we have x ∈ In ∪ Nn (ω2) \ {ω2} .
Thus, there exists S ′′n ∈ Sn such that x ∈ S ′′n and In ω2→ S ′′n . Recall that In ω2⇒ S ′n.
We saw earlier that x /∈ S ′n and y ∈ S ′n. Therefore, |x| ≥ maxσ∈S′n |σ| ≥ |y|, which
violates our earlier argument that |y| > |x| .
• x ∈ Sn \ {Sˆ(ω1) ∪ {ω1}} : Since x ∈ Sn \ {ω1} ⊆ Sn ∪ Nn (ω1) \ {ω1}, there
exists I ′′n ∈ Sn such that x ∈ I ′′n and Sn ω1→ I ′′n . Since Sn ∩ Nn (ω1) = ∅, we
have x 6∈ Nn (ω1). We also assume x 6∈ Sˆ (ω1). It follows that x /∈ In. Recall that
Sn
ω1⇒ In. Therefore, |x| ≥ maxσ∈In |σ|. By (31), maxσ∈In |σ| > minσ∈Nn(ω2) |σ| .
S
′
n consists of the smallest elements of In ∪ Nn (ω2) \ {ω2}, so maxσ∈In |σ| ≥
maxσ∈S′n |σ|. We have already seen that y ∈ S
′
n. Combining these observations we
obtain |x| ≥ maxσ∈In |σ| ≥ maxσ∈S′n |σ| ≥ |y| , which violates our earlier argument
that |y| > |x| .
Therefore, our assumption was false, and this establishes the proposition.
Proposition 11: For the symmetric fix-free code Jn described by Proposition 10,
Jn
ω1⇒ S ′n.
Proof: Recall that S ′n = S˜(ω1, ω2)∪Jˆ(ω1)∪J˜(ω2) and S˜(ω1, ω2)∪{ω1}∪J˜(ω2) ⊆ Jn.
Thus, S ′n ⊆ Jn ∪ Nn (ω1) \ {ω1} . Therefore, Jn ω1→ S ′n. To arrive at a contradiction,
suppose Jn 6⇒ S ′n. Then choose some S ′′n to satisfy Jn ω1⇒ S ′′n . There exists x ∈ S ′′n \ S ′n
and y ∈ S ′n \ S ′′n such that |x| < |y| . Observe that x ∈ Jn ∪ Nn (ω1) \ {ω1} ⊆ Sn ∪
Nn (ω1) ∪Nn (ω2) \ {ω1, ω2} . There are two exhaustive cases for the membership of x:
• x ∈ In ∪ Nn (ω2) \ {ω2} : There exists S˜ ′n ∈ Sn with x ∈ S˜ ′n \ S ′n and In ω2→ S˜ ′n.
By (29), In ω2⇒ S ′n. Since y ∈ S ′n it follows that |x| ≥ maxσ∈S′n |σ| ≥ |y| , which
contradicts our assumption that |x| < |y|.
• x ∈ Sn ∪ Nn (ω1) \ (In ∪ {ω1}) : Since x ∈ Sn ∪ Nn (ω1) \ {ω1} , there exists
I
′′
n ∈ Sn such that x ∈ I ′′n \ In and Sn ω1→ I ′′n . By (29), Sn ω1⇒ In. Since x 6∈ In
we can conclude that |x| ≥ maxσ∈In |σ| and repeat the end of the argument for
Proposition 10 to obtain a contradiction.
Since our assumption that Jn 6⇒ S ′n was false, we have established the proposition.
To complete the proof of Theorem 8 we choose C(Ω
i+1,li)
n = Jn.
Remark: Lemma 7 and Theorem 8 are important to reduce the computational complexity
of the search for optimal codes because by allowing a natural ordering to be imposed
on the strings in Cprefix one can potentially have a large reduction in the number of
sequences of transformations that need to be considered.
Thus far we have provided a way to generate any code in On, but the procedure will
also generate some codes in Sn \On. Therefore, it is desirable to provide simple tests to
reduce the number of candidate for codes in On. We begin by describing a previously
known property of optimal sorted and nondecreasing sequences of codeword lengths
corresponding to symmetric fix-free codes. We then offer simplifications of this result,
including a generalization of Theorem 2.
Lemma 12: [13, Lemma 2.1] Let (l1, l2, . . . , ln) be the sorted and non-decreasing se-
quence of codeword lengths corresponding to a symmetric fix-free code and (l′1, l
′
2, . . . , l
′
n)
be a non-decreasing sequence of natural numbers for which∑i
j=1l
′
j ≥
∑i
j=1lj for each i ∈ {1, . . . , n}.
Then (l′1, l
′
2, . . . , l
′
n) need not be considered as the potential codeword lengths of an
optimal symmetric fix-free code.
In the previous result we say length sequence (l1, l2, . . . , ln) dominates the sequence
(l
′
1, l
′
2, . . . , l
′
n). Let Dn ⊂ Sn be the set of symmetric fix-free codes with sorted and non-
decreasing codeword lengths sequences each of which is not dominated by the sorted and
non-decreasing codeword length sequence of any other code in Sn. We have On ⊆ Dn,
but it is unknown if On = Dn for all n.
For symmetric fix-free codes related by the⇒ operation, the n inequalities of Lemma 12
can be reduced to one. We begin with a special case of this result.
Proposition 13: Suppose that the code S ′n is a candidate for membership in On, and
let Sn ∈ Sn be a code in a shortest transformation from Rn to S ′n through a sequence of
⇒ operations. Let (l1, l2, . . . , ln) and (l′1, l′2, . . . , l′n) be the sorted and non-decreasing
sequences of codeword lengths of Sn and S
′
n, respectively. Suppose that
∑n
j=1 l
′
j ≥∑n
j=1 lj . If the portion of the shortest transformation from Sn to S
′
n satisfies either
• Sn
π1⇒ S ′n or
• there is a sequence of symmetric fix-free codes S(1)n , S(2)n , . . . , S(h)n ∈ Sn for some
h ≥ 2 with
Sn = S
(0)
n
π1⇒ S(1)n π2⇒ S(2)n π3⇒ · · · πh⇒ S(h)n = S ′n
and with pi1 being a prefix of pii for i ≥ 2,
then S ′n 6∈ On.
Proof: We begin by considering the first case and later show how to extend the
argument to the second case.
We are given that S ′n ⊆ Sn ∪ Nn (pi1) \ {pi1} . For integers λ let S˜λn denote the subset
of Sn with string lengths greater than λ. By the definition of the ⇒ operator, there is
some λ for which
S ′n ⊆ Sn ∪Nλ (pi1) \ {{pi1} ∪ S˜λn}. (38)
Let
D = Sn \ S ′n
D′ = S ′n \ Sn
m = |D| = |D′| .
Let (d1, . . . , dm) and (d′1, . . . , d′m) respectively denote the sorted and non-decreasing
sequences of codeword lengths of D and D′. Then
|pi1| = d1 < λ+ 1 ≤ d2 ≤ . . . ≤ dm (39)
d1 + 1 ≤ d′1 ≤ d′2 ≤ . . . ≤ d′m ≤ λ. (40)
The condition
∑n
j=1 l
′
j ≥
∑n
j=1 lj is equivalent to
d′1 − d1 ≥ (d2 − d′2) + . . .+ (dm − d′m) , (41)
and (39) and (40) imply that
dj ≥ d′j + 1, j ∈ {2, . . . , m} . (42)
We would like to show that
∑k
j=1 l
′
j ≥
∑k
j=1 lj, k ∈ {1, 2 . . . , n} . Let i be the largest
index for which li = d1. Then the preceding inequality is an equality for 1 ≤ k ≤ i− 1.
Let ι be the index for which lι ≤ d′1 < lι+1. Then for i ≤ k ≤ ι− 1,
k∑
j=1
l′j =
i−1∑
j=1
lj +
k∑
j=i
lj+1 ≥
k∑
j=1
lj .
For ι ≤ k ≤ n, suppose that l′1, l′2, . . . , l′k incorporates the gk shortest new codeword
lengths d′1, d′2, . . . , d′gk . If gk = 1, then (40) implies
∑k
j=1
(
l′j − lj
)
= d′1 − d1 ≥ 1. For
2 ≤ gk ≤ m, (41) and (42) imply
k∑
j=1
(
l′j − lj
)
= d′1 − d1 −
gk∑
j=2
(
dj − d′j
) ≥ 0,
as desired.
For the second case, we let N ⋆n(σ) denotes the set of all palindromes of length at most
n with σ as a proper prefix. The only change needed to the previous discussion is to
replace (38) with
S ′n ⊆ Sn ∪ N ⋆λ⋆(pi1) \ {{pi1} ∪ S˜λ
⋆
n }
for some λ⋆ and to replace λ with λ⋆ in (39) and (40). The rest of the proof remains the
same as in the first case.
We next extend Proposition 13 and simultaneously generalize Theorem 2.
Theorem 14: Consider a code S ′n ∈ On, and suppose Sn ∈ Sn is one of the codes in a
shortest transformation from Rn to S
′
n through a sequence of ⇒ operations. Suppose the
portion of this shortest transformation from Sn to S
′
n involves the sequence of symmetric
fix-free codes S(1)n , S(2)n , . . . , S(h)n ∈ Sn for some h ≥ 1 and satisfies
Sn = S
(0)
n
σ1⇒ S(1)n σ2⇒ S(2)n σ3⇒ . . . σh⇒ S(h)n = S
′
n.
Let (l1, l2, . . . , ln) and (l
′
1, l
′
2, . . . , l
′
n) be the sorted and non-decreasing sequences
of codeword lengths of Sn and S
′
n, respectively. Let l˜
(i)
n , i ∈ {0, 1, . . . , h}, denote the
maximum codeword length of S(i)n . Then l
′
n = l˜
(h)
n ≤ l˜(h−1)n ≤ · · · ≤ l˜(1)n ≤ l˜(0)n = ln and∑n
j=1 l
′
j <
∑n
j=1 lj .
Proof: Let S ′n(σi) be the subset of words in S ′n which have σi as a prefix. By
Lemma 7, S ′n(σi) 6= ∅. Since S ′n and S(i−1)n both have n strings, there exists S(i−1)n (σi) ⊆
S
(i−1)
n with |S(i−1)n (σi)| = |S ′n(σi)|, σi ∈ S(i−1)n (σi), and σ ∈ S(i−1)n (σi) is not a prefix
of any codeword in S ′n if σ 6= σi. Observe that (S ′n \ S ′n(σi)) ∪ S(i−1)n (σi) ∈ Sn. Observe
that if minσ∈Nn(σi) |σ| ≥ maxσ∈S(i−1)n |σ| , then minσ∈S′n(σi) |σ| ≥ maxσ∈S(i−1)n (σi) |σ| and
minσ∈S′n(σi) |σ| ≥ |σi|+1. Therefore under the previous condition the code (S
′
n\S ′n(σi))∪
S
(i−1)
n (σi) would be a strictly better symmetric fix-free code than S
′
n for any choice of
source probabilities, contradicting the assumption that S ′n ∈ On. Hence,
min
σ∈Nn(σi)
|σ| < max
σ∈S
(i−1)
n
|σ| . (43)
S
(i)
n consists of the smallest n elements of S(i−1)n ∪ Nn (σi) \ {σi}, so (43) implies that
l˜
(i−1)
n = maxσ∈S(i−1)n |σ| ≥ maxσ∈S(i)n |σ| = l˜
(i)
n . Hence, l
′
n = l˜
(h)
n ≤ l˜(0)n = ln.
To begin our argument for the remainder of Theorem 14, recall our assumption that
Sn = S
(0)
n
σ1⇒ S(1)n σ2⇒ S(2)n σ3⇒ . . . σh⇒ S(h)n = S
′
n
is a shortest sequence of codes in Sn transforming Sn to S
′
n via uses of the ⇒ operation.
Suppose {pi1,1, pi2,1, . . . , pik,1} = {σ1, σ2, . . . , σh} ∩ Sn and the elements of
{σ1, σ2, . . . , σh} \Sn each have a proper prefix in the set {pi1,1, pi2,1, . . . , pik,1}. Then
each string σι, ι ∈ {1, . . . , h}, can alternatively be labeled pig,j , where
• if σι ∈ Sn, then j = 1 and g = |{σ1, σ2, . . . , σι} ∩ Sn|, and
• if σι 6∈ Sn, then j is one more than the number of strings among {σ1, σ2, . . . , σι}
that have pig,1 as a proper prefix.
Let γg be the number of strings, including pig,1, among {σ1, σ2, . . . , σh} which have
pig,1 as a prefix.
Let ρi, i ∈ {1, . . . , k}, be an arbitrary permutation of {1, . . . , k}. Then Theorem 8
implies that if S ′n ∈ On, we can study the transformation from Sn to S ′n through any
ordering of {σ1, σ2, . . . , σh} of the form
{piρ1,1, . . . , piρ1,γρ1 , piρ2,1, . . . , piρ2,γρ2 , . . . , piρk,1, . . . , piρk ,γρk}. (44)
We will use induction on k to show that the condition
∑n
j=1 l
′
j ≥
∑n
j=1 lj implies
that S ′n 6∈ On. For the basis step, Proposition 13 treats the case k = 1. For the inductive
step, we assume the result is true when k ≤ κ and show that it is consequently true at
k = κ + 1.
We will consider the possible transformations from Sn to S ′n using a permutation of
{σ1, σ2, . . . , σh} of the form (44). If S ′n ∈ On, then by Theorem 8 we can define for
i ∈ {1, . . . , κ+1} a sequence of symmetric fix-free codes C(i,1)n , C(i,2)n , . . . , C(i,γi)n =
I
(i)
n ∈ Sn for which
Sn
πi,1⇒ C(i,1)n
πi,2⇒ . . . πi,γi⇒ C(i,γi)n = I(i)n .
For 1 ≤ i ≤ κ + 1, let (l(i)1 , . . . , l(i)n ) denote the sorted and non-decreasing sequence of
codeword lengths of I(i)n . If for any i,
∑n
j=1 lj ≥
∑n
j=1 l
(i)
j , then the condition
∑n
j=1 l
′
j ≥∑n
j=1 lj implies that
∑n
j=1 l
′
j ≥
∑n
j=1 l
(i)
j . By the inductive hypothesis it follows from
the transformation from I(i)n to S
′
n that S ′n /∈ On.
Therefore, assume for all i ≤ κ+1 that ∑nj=1 l(i)j >∑nj=1 lj . Define λi as the smallest
integer for which
I(i)n ⊆ Sn ∪ N ∗λi (pii,1) \ {{pii,1} ∪ S˜λin }.
Let
Di = Sn \ I(i)n
D′i = I
(i)
n \ Sn
mi = |Di| = |D′i| .
Let (di,1, . . . , di,mi) and
(
d′i,1, . . . , d
′
i,mi
)
be the sorted and non-decreasing sequences of
codeword lengths of Di and D′i, respectively. Then by (41) and (42) we have
t∑
j=1
d′i,j ≥
t∑
j=1
di,j, 1 ≤ t ≤ mi, (45)
and we also have
|pii,1| = di,1 < λi + 1 ≤ di,2 ≤ . . . ≤ di,mi (46)
di,1 + 1 ≤ d′i,1 ≤ d′i,2 ≤ . . . ≤ d′i,mi ≤ λi (47)
Define µ as the smallest integer for which
S ′n ⊆ Sn ∪
[
κ+1⋃
i=1
N ∗µ (pii,1)
]
\
[
κ+1⋃
i=1
{pii,1} ∪ S˜µn
]
.
Observe that
µ ≤ min {λ1, . . . , λκ+1} . (48)
Let m = |Sn \ S ′n|, and let (δ1, . . . , δm) and (δ′1, . . . , δ′m) be the sorted and non-
decreasing sequences of codeword lengths of Sn \ S ′n and S ′n \ Sn, respectively. If S ′n is
a candidate for membership in On and we are studying part of a shortest transformation
from Rn to S
′
n, then because δ1, . . . , δκ+1 are the ordered lengths of pi1,1, . . . , piκ+1,1, it
follows that
δ1 ≤ δ2 ≤ . . . ≤ δκ+1 < µ+ 1 ≤ δκ+2 ≤ . . . ≤ δm (49)
δ1 + 1 ≤ δ′1 ≤ δ′2 ≤ . . . ≤ δ′m ≤ µ (50)
As in the proof of Proposition 13, we can argue that S ′n 6∈ On if
∑t
i=1 δ
′
i ≥
∑t
i=1 δi
for all t ≤ m. The condition ∑ni=1 l′i ≥∑ni=1 li here implies that ∑mi=1 δ′i ≥∑mi=1 δi. To
establish the remaining m− 1 inequalities we consider three cases:
1) t = 1 : We know that δ′1 ≥ δ1 + 1.
2) 2 ≤ t ≤ κ+ 1 : Starting from t = 1 we will sequentially map each t ≤ κ+ 1 into
a different ordered pair (i(t), j(t)) satisfying δ′t = d′i(t),j(t) as follows. If there are
multiple unchosen pairs (i(t), j(t)) which satisfy the equality then we select the
one with minimum j(t) and then, if necessary, minimum i(t). Let
It = {i : τ → (i, j) for some τ ≤ t}
jt (i) = |{j : τ → (i, j) for some τ ≤ t}|
Then
t∑
a=1
δ′a =
∑
i∈It
jt(i)∑
j=1
d′i,j
(a)
≥
∑
i∈It
jt(i)∑
j=1
di,j
(b)
≥
∑
i∈It

di,1 + jt(i)∑
j=2
(λi + 1)


(c)
≥
∑
i∈It

di,1 + jt(i)∑
j=2
µ


(d)
≥
t∑
a=1
δa.
Here (a) follows from (45), (b) follows from (46), (c) follows from (48) and (d)
follows from (49) and the assumption that t ≤ κ+ 1.
3) κ+2 ≤ t ≤ m−1 : We are given∑mi=1 δ′i ≥∑mi=1 δi or, equivalently,∑κ+1i=1 (δ′i − δi) ≥∑m
i=κ+2 (δi − δ′i) . (49) and (50) imply that for i ≥ κ + 2,
δi ≥ δ′i + 1.
Hence for t ≥ κ+ 2,
t∑
i=1
(δ′i − δi) ≥
m∑
i=t+1
(δi − δ′i) ≥ 0.
Thus the condition
∑n
i=1 l
′
i ≥
∑n
i=1 li here implies that S ′n 6∈ On.
Theorem 14 shows conditions for which the n inequalities of Lemma 12 can be reduced
to one. We next show that if by an application of Proposition 13 or Theorem 14 we
determine that S ′n 6∈ On, then we can automatically conclude that certain related codes
also are not members of On. We have the following result.
Theorem 15: Suppose that the codes Sn, S
′
n, Cn ∈ Sn, that Sn is in a shortest
transformation from Rn to S
′
n through a sequence of ⇒ operations, and that S ′n is
in a shortest transformation from Rn to Cn through a sequence of ⇒ operations. Let
(l1, l2, . . . , ln) and (l
′
1, l
′
2, . . . , l
′
n) be the sorted and non-decreasing sequences of
codeword lengths of Sn and S
′
n, respectively. Suppose that
∑n
j=1 l
′
j ≥
∑n
j=1 lj . If the
portion of the shortest transformation from Sn to S
′
n satisfies either
• Sn
π1⇒ S ′n or
• there is a sequence of symmetric fix-free codes S(1)n , S(2)n , . . . , S(h)n ∈ Sn for some
h ≥ 2 with
Sn = S
(0)
n
π1⇒ S(1)n π2⇒ S(2)n π3⇒ · · · πh⇒ S(h)n = S ′n
and with pi1 being a prefix of pii for i ≥ 2,
and the portion of the shortest transformation from S ′n to Cn can be described for some
η ≥ 1 by
S
′
n
σ1⇒ C(1)n σ2⇒ C(2)n σ3⇒ . . .
ση⇒ C(η)n = Cn
with pi1 not being a prefix of σi for 1 ≤ i ≤ η, then Cn 6∈ On.
Proof: Following the notation introduced in the proof of Proposition 13, let
D = Sn \ S ′n = {s˜1, . . . , s˜m},
D′ = S ′n \ Sn = {s
′
1, . . . , s
′
m},
m = |D| = |D′| ,
and let (d1, . . . , dm) and (d′1, . . . , d′m) respectively denote the sorted and non-decreasing
sequences of codeword lengths of D and D′. To arrive at a contradiction, suppose Cn ∈
On. Then by Lemma 7, pi1 must be a prefix of some element of Cn, and therefore
D
′ ∩ Cn 6= ∅.
Suppose |D′ ∩Cn| = k. By the definition of the ⇒ operation, D′ ∩Cn = {s′1, . . . , s′k}.
From the proof of Proposition 13 we saw that the condition
∑n
i=1 l
′
i ≥
∑n
i=1 li implies
that
∑t
j=1 d
′
j ≥
∑t
j=1 dj for all 1 ≤ t ≤ m. Therefore, the sequence of sorted and
non-decreasing lengths of the strings in Cn ∪ {s˜1, . . . , s˜k} \ {s′1, . . . , s′k} dominates
the sequence of sorted and non-decreasing codeword lengths of Cn. To complete the
proof it suffices to show that Cn ∪ {s˜1, . . . , s˜k} \ {s′1, . . . , s′k} ∈ Sn. By the definition
of the ⇒ operation, we have that D ∩ Cn = ∅. Furthermore, for 1 ≤ i ≤ η, σi 6∈
D because either σi ∈ S ′n or σi ∈ N ∗n(σj) for some j < i with σj ∈ S ′n. Hence
Cn ∪ {s˜1, . . . , s˜k} \ {s′1, . . . , s′k} ∈ Sn.
Recall that Rn = {s1, s2, . . . , sn}. We have the following result.
Corollary 16: Let Cprefix be the set of palindromes (not including 1) which are proper
prefixes of at least one codeword in Cn ∈ On. For i ≥ n/2, si 6∈ Cprefix.
Proof: For i ≥ (n + 2)/2, minσ∈N (si) |σ| = 2i − 1 ≥ n + 1, so the si⇒ operation
would not produce a code in Sn. If n is odd, then the shortest two palindromes which
have s[(n+1)/2] as a proper prefix have lengths n and n+1. If n is even, then the shortest
two palindromes which have s[n/2] as a proper prefix have lengths n− 1 and n. In either
of these cases it is better to keep s[n/2] or s[(n+1)/2] as a codeword than to turn it into a
proper prefix of one.
Observe that for a string σ and its bitwise complement σ, the lengths of strings in
Nn(σ) will match those of their bitwise complements in Nn(σ). Therefore, the previous
result implies that if 0 ∈ Cprefix, then for i ≥ n/2, si 6∈ Cprefix. More generally if a
code Sn contains σ and σ, then one can impose an ordering on them for Cprefix and
thereby reduce the number of strings to be considered for replacement at the next step.
Furthermore, we immediately obtain the following extension to Theorem 15.
Corollary 17: Suppose that the codes Sn, S
′
n ∈ Sn and that Sn is in a shortest
transformation from Rn to S
′
n through a sequence of ⇒ operations. Let (l1, l2, . . . , ln)
and (l′1, l
′
2, . . . , l
′
n) be the sorted and non-decreasing sequences of codeword lengths of
Sn and S
′
n, respectively. Suppose that
∑n
j=1 l
′
j ≥
∑n
j=1 lj . If the portion of the shortest
transformation from Sn to S
′
n satisfies either
• Sn
π1⇒ S ′n or
• there is a sequence of symmetric fix-free codes S(1)n , S(2)n , . . . , S(h)n ∈ Sn for some
h ≥ 2 with
Sn = S
(0)
n
π1⇒ S(1)n π2⇒ S(2)n π3⇒ · · · πh⇒ S(h)n = S ′n
and with pi1 being a prefix of pii for i ≥ 2,
and if pi1 ∈ Sn, then the code S ′′n defined by
Sn
π1⇒ Sˆ(1)n π2⇒ Sˆ(2)n π3⇒ · · · πh⇒ Sˆ(h)n = S
′′
n
is not an element of On. Furthermore, for η ≥ 1 any code Cˆn related to S ′′n by a
transformation of the form
S
′′
n
σ1⇒ Cˆ(1)n σ2⇒ Cˆ(2)n σ3⇒ . . .
ση⇒ Cˆ(η)n = Cˆn
for which pi1 not being a prefix of σi for 1 ≤ i ≤ η satisfies Cˆn 6∈ On.
There would be a further simplification in using these ideas to generate all optimal
symmetric fix-free codes if the following conjecture holds:
Conjecture 18: Suppose that the codes Sn, S ′n, Cn ∈ Sn, that Sn is in a shortest
transformation from Rn to S
′
n through a sequence of ⇒ operations, and that S ′n is
in a shortest transformation from Rn to Cn through a sequence of ⇒ operations. Let
(l1, l2, . . . , ln) and (l
′
1, l
′
2, . . . , l
′
n) be the sorted and non-decreasing sequences of
codeword lengths of Sn and S
′
n, respectively. Suppose that
∑n
j=1 l
′
j ≥
∑n
j=1 lj . If for
some η ≥ 1 a shortest transformation from Sn to Cn can be described Sn π⇒ S ′n σ1⇒
C
(1)
n
σ2⇒ C(2)n σ3⇒ . . . ση⇒ C(η)n = Cn, then Cn 6∈ On. If in addition pi ∈ Sn and Sn π⇒ S ′′n,
then S ′′n 6∈ On and S ′′n is not in any shortest transformation from Rn to a code in On.
If this conjecture is true, then at each code Sn generated as a candidate member of
On we need only consider additional transformations involving codewords which when
replaced will result in codes with smaller sums of codeword lengths than that of Sn.
Furthermore we obtain constraints on Cprefix which may result in other reductions to
our search space for optimal codes. However, while this conjecture is open, one way
to effectively use Theorems 14 and 15 is to establish for each code Sn and string pi
whether or not the conditions Sn
π⇒ S ′n and
∑n
j=1 l
′
j ≥
∑n
j=1 lj imply that (1) Sn also
has a sum of codeword lengths which is at most that of any code Cn ∈ Sn given by
S
′
n
σ1⇒ C(1)n σ2⇒ C(2)n σ3⇒ . . . ση⇒ C(η)n = Cn, where pi is a prefix of σi for each 1 ≤ i ≤ η or
(2) the preceding sequence of code transformations is not associated with a non-increasing
sequence of maximum codeword lengths. If these latter constraints can be verified for
a given code Sn and string pi, then it can be concluded that S
′
n is not in any shortest
transformation from Rn to any code in On; as we indicated earlier, this places restrictions
on Cprefix for optimal codes.
We have mentioned earlier that Rn ∈ On for n ≥ 3. This is the only optimal symmetric
fix-free code for n = 3 and n = 4. We next describe some of the other codes in Dn for
n ≥ 5.
Theorem 19: Let (l1, l2, . . . , ln) be the sorted and non-decreasing sequence of
codeword lengths for a code Sn ∈ Sn satisfying Rn ⇒ Sn. Then Sn ∈ Dn if
∑n
i=1 li <
n(n + 1)/2.
Proof: Assume j is the index for which Sn ⊆ (Rn \ {sj}) ∪ Nn(sj). To arrive at
a contradiction, suppose that there is a code Cn = {c1, . . . , cn} ∈ Sn which differs
from both Sn and its complementary code, satisfies |c1| ≤ |c2| ≤ · · · ≤ |cn|, and has the
property that
κ∑
i=1
|ci| ≤
κ∑
i=1
li, for all κ ∈ {1, . . . , n}. (51)
Since
∑n
i=1 |ci| < n(n + 1)/2, it follows that Cn 6= Rn. By Lemma 3, each codeword of
Cn has a prefix in Rn = {s1, . . . , sn}. Since Cn 6= Rn, there exists ι and γ such that
sγ is a proper prefix of cι. Let k be the smallest index for which sk 6∈ Cn. Therefore,
since the shortest string of Nn(sγ) has length max{2γ − 1, 2},
|cι| ≥ max{2γ − 1, 2} ≥ max{2k − 1, 2}. (52)
Since Cn ∈ Sn it follows that 2k − 1 ≤ n.
We next show that the first max{2k − 2, 1} sorted and non-decreasing codeword
lengths of Cn satisfy
|ci| = i, i ≤ k − 1 (53)
|ci| ≥ i+ 1, k ≤ i ≤ max{2k − 2, 1}. (54)
If k = 1, then 0, 1 6∈ Cn, so |c1| ≥ 2. If k ≥ 2, then (53) holds because {s1, . . . , sk−1} ⊂
Cn. By the Kraft inequality, |ck| ≥ k − 1 with strict inequality since (1, 2, . . . , k −
1, k−1) is not a feasible sequence of codeword lengths among symmetric fix-free codes.
If |ck| = k, then {s1, . . . , sk−1} ⊂ Cn implies sk ∈ Cn, which contradicts the definition
of k. Therefore |ck| ≥ k + 1. For k ≥ 3, k + 1 ≤ i ≤ 2k − 2, suppose that (54) is not
always true. Then there is a smallest index t ∈ {k + 1, . . . , 2k − 2} such that |ct| ≤ t.
Since |ct−1| ≥ t, we have
|ct−1| = |ct| = t ≤ 2k − 2. (55)
We next show that ct ∈ Rn. To arrive at a contradiction, suppose that sq ∈ Rn is a
proper prefix of ct. By the same argument as for (52), we have that |ct| ≥ 2k − 1,
which contradicts (55). Hence, ct ∈ Rn. The same argument implies that ct−1 ∈ Rn, but
|ct| 6= |ct−1| for different elements of Rn. Thus, (54) follows because (55) is false.
There are three cases to consider to establish the result:
1) 1 ≤ k < j ≤ n: Since Rk is a subset of Sn, it follows that li ≤ i for i ≤ k.
Therefore, by (53) and (54), ∑ki=1 li <∑ki=1 |ci|, which contradicts (51).
2) 1 ≤ k = j ≤ n: We have 1, sj 6∈ Cn, so each codeword ci ∈ Cn has a prefix
wi ∈ (Rn \ {sj}) ∪ Nn(sj). Furthermore, Sn consists of the shortest n strings in
(Rn \ {sj}) ∪ Nn(sj). Therefore, for i = 1, |c1| ≥ |w1| ≥ l1, and so (51) implies
that c1 = w1. Next suppose that there is an index λ ∈ {1, . . . , n − 1} such that
ci = wi for all i ≤ λ. Observe that if wλ+1 ∈ {w1, . . . , wλ} = {c1, . . . , cλ}, then
{c1, . . . , cλ, cλ+1}, does not satisfy the prefix condition and cannot be a symmetric
fix-free code. Hence, wλ+1 6∈ {w1, . . . , wλ}. Therefore, {w1, . . . , wλ, wλ+1} is
a subset of (Rn \ {sj}) ∪ Nn(sj) with λ+ 1 distinct elements. Thus,
∑λ+1
i=1 |ci| ≥∑λ+1
i=1 |wi| ≥
∑λ+1
i=1 li. It follows from (51) that
∑λ+1
i=1 |ci| =
∑λ+1
i=1 li. By induction
(|c1|, |c2|, . . . , |cn|) = (l1, . . . , ln), which contradicts our earlier assumption.
3) 1 ≤ j < k ≤ n: Let v be the shortest element of Nn(sj). Define the code B2k−1 =
(R2k−1 \ {sj}) ∪ {v} ⊆ (Rn \ {sj}) ∪ Nn(sj). Let bsum be the sum of lengths of
the elements of B2k−1. Therefore,
2k−1∑
i=1
li = bsum (56)
= 2k2 − k − j +max{2j − 1, 2}
≤ 2k2 − 1 (57)
=
k−1∑
i=1
i+
(
2k−2∑
i=k
(i+ 1)
)
+ (2k − 1)
≤
2k−1∑
i=1
|ci|, (58)
by (53), (54), and the fact that |c2k−1| ≥ |c2k−2| ≥ 2k−1. The only way for (58) to
be consistent with (51) is for (56), (57), and (58) all to be equalities. In order for (57)
to be an equality, j = 1 and k = 2. Since j = 1, Sn = {00, 11, 010, 101, . . . }.
For (58) to be an equality, |c1| = 1, |c2| = 3, |c3| = 3. Recall that we assume that
n ≥ 5. Since c1 = 0, c2, c3 ∈ {101, 111}, it follows that |c4| ≥ 4. However, for
these choices of Sn and Cn we find that
∑4
i=1 li = 10 < 11 ≤
∑4
i=1 |ci|, which
again contradicts (51).
Since each way of constructing the symmetric fix-free code Cn results in a violation
of an assumption, we find that Sn ∈ Dn.
One can use the experimental results of [13] to show that Rn and the optimal codes
of Theorem 19 make up all of the optimal codes for n ≤ 10.
Our last technical result establishes a special case of Conjecture 18.
Theorem 20: Suppose symmetric fix-free codes S ′n and Cn are related to each other
and to Rn by Rn
sι⇒ S ′n σ⇒ Cn, and suppose S ′n 6∈ Dn. Then Cn 6∈ On.
Proof: The case where σ = sγ for γ 6= ι is established by Theorem 15. Therefore we
will assume that σ ∈ Nn(sι). As usual, let l′n denote the maximum codeword length of
S
′
n. We will prove the result by arguing that minψ∈N (σ) |ψ| > l′n. Because of the structure
of sι, it is simple to establish that |σ| ≥ 2ι− 1 and minψ∈N (σ) |ψ| ≥ 3ι− 2. Therefore it
suffices to show
3ι− 2 > l′n. (59)
As in earlier proofs, let
m = |S ′n \Rn| = |Rn \ S
′
n|. (60)
Let 0r denote a string of r zeroes and let θρ denote a palindrome of length ρ. The shortest
elements of Nn(sι) are of the form 10ι−210ι−21, sιsι, sιθ1sι, sιθ2sι, . . . , sιθι−3sι. For
0 ≤ ρ ≤ ι − 3, every palindrome θρ satisfies sιθρsι ∈ N (sι). Since there are 2⌊(ρ+1)/2⌋
palindromes of length ρ, if m ≤ ∑ι−2t=0 2⌊t/2⌋, then we have a complete description of
S
′
n \Rn.
In Corollary 16 we showed the desired result when ι ≥ n/2. Therefore, we need only
consider the case where ι ≤ (n− 1)/2. Suppose that for some k ≥ 1,
l
′
n = 2ι+ k. (61)
It follows from (59) and (61) that we would like to show
k ≤ ι− 3. (62)
Note that the preceding condition would also imply that the longest codeword of S ′n \Rn
is of the form sιθksι for an arbitrary length-k palindrome θk and that we could completely
describe S ′n \Rn.
By the definition of the ⇒ operation, Rn \ S ′n = {sι, s2ι+k+1, s2ι+k+2, . . . , sn}, and
the sum of the lengths of these words is
ι+
n∑
i=2ι+k+1
i = ι+ n(m− 1)− (m− 1)(m− 2)
2
. (63)
In order to find k, we wish to have
|N2ι+k−1(sι)| < m ≤ |N2ι+k(sι)|. (64)
If (62) holds and k is odd, then k satisfies
k∑
t=0
2⌊t/2⌋ = 2(k+3)/2 − 2 < m ≤ 2(k+3)/2 + 2(k+1)/2 − 2 =
k+1∑
t=0
2⌊t/2⌋. (65)
If (62) holds and k is even, then k satisfies
k∑
t=0
2⌊t/2⌋ = 2(k+2)/2 + 2k/2 − 2 < m ≤ 2(k+4)/2 − 2 =
k+1∑
t=0
2⌊t/2⌋. (66)
Observe that if (62) holds, then the sum of the codeword lengths over the set S ′n \Rn
is
m(2ι−1)+
k∑
t=0
t·2⌊t/2⌋+(k+1)
(
m−
k∑
t=0
2⌊t/2⌋
)
= m(2ι+k)−
k∑
t=0
(k+1−t)·2⌊t/2⌋. (67)
Since S ′n 6∈ Dn, we have that the sum of codeword lengths over Rn \S ′n is at most the
sum of codeword lengths over S ′n \Rn. Hence (67) and (63) imply that
ι+ n(m− 1)− (m− 1)(m− 2)
2
≤ m(2ι+ k)−
k∑
t=0
(k + 1− t) · 2⌊t/2⌋. (68)
Since
m = |Rn \ S ′n| = |{sι, s2ι+k+1, s2ι+k+2, . . . , sn}| = n+ 1− 2ι− k, (69)
the condition (68) can be rewritten
n
2
≥ m
2 − k − 1
2
+
k∑
t=0
(k + 1− t) · 2⌊t/2⌋. (70)
Because of (69), the condition (62) that we wish to establish is equivalent to
n
2
≥ m+ 3k + 5
2
. (71)
Therefore, to demonstrate (71) it sufficient to show that
m2 − k − 1
2
+
k∑
t=0
(k + 1− t) · 2⌊t/2⌋ ≥ m+ 3k + 5
2
or
m2 −m
2
− 2k − 3 +
k∑
t=0
(k + 1− t) · 2⌊t/2⌋ ≥ 0. (72)
If k is odd, then
∑k
t=0(k+1− t) · 2⌊t/2⌋ = 7 · 2(k+1)/2− 2k− 9, and we wish to verify
if
m2 −m
2
+ 7 · 2(k+1)/2 − 4k − 12 ≥ 0 (73)
when m satisfies (65). The expression m2−m is minimized when m = 2(k+3)/2−1, and
for this m the left-hand side of (73) is 2k+2 + 4 · 2(k+1)/2 − 4k − 11 ≥ 1 for k ≥ 1. If
k ≥ 2 is even, one can show that ∑kt=0(k + 1 − t) · 2⌊t/2⌋ = 10 · 2k/2 − 2k − 9, and we
wish to assess if
m2 −m
2
+ 10 · 2k/2 − 4k − 12 ≥ 0 (74)
when m satisfies (66). The expression m2−m is minimized when m = 3 · 2k/2− 1, and
for this m the left-hand side of (74) is 9 · 2k−1 + 5.5 · 2k/2 − 4k − 11 ≥ 10 for k ≥ 2.
Since (72) holds for all k ≥ 1, the result follows.
In Figure 1, we illustrate the tree of all 21 codes in D20. The numbers within the
vertices represent the sum of codeword lengths for the corresponding code. The strings
labeling the edges represent the codeword removed to go from a code to the next one.
The codelength sequences discussed in [11] form a lattice instead of a tree. Furthermore
in [11] the codelength sequence with minimum sum was the furthest away from that
corresponding to the most imbalanced code, while this is not the case here. However,
both here and in [11] the most imbalanced (optimal) code of the class being studied had
a central role in a mathematical analysis of optimal codes.
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Figure 1. A directed tree illustrating D20
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Appendix
Table 1 shows the exact number of different sorted and ascending codelength sequences
for Huffman codes (i.e., binary prefix condition codes which satisfy the Kraft inequality
with equality) and an upper bound for the counterpart for optimal symmetric fix-free codes
with n words based on the number of dominant codelength sequences when n ≤ 30. The
numbers for the Huffman code are taken from [6], and the numbers for dominant length
sequences for symmetric fix-free codes come from [1], [13].
Table 1. Number of (Sorted and Nondecreasing) Dominant Codelength
Sequences over a Binary Code Alphabet
n Huffman Symmetric
2 1 1
3 1 1
4 2 1
5 3 2
6 5 2
7 9 3
8 16 3
9 28 4
10 50 4
11 89 6
12 159 6
13 285 8
14 510 11
15 914 11
16 1639 13
17 2938 13
18 5269 17
19 9451 18
20 16952 21
21 30410 22
22 54555 24
23 97871 26
24 175588 29
25 315016 32
26 565168 34
27 1013976 36
28 1819198 42
29 3263875 43
30 5855833 46
