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The COVID-19 pandemic has been causing devastating impacts on the well-being of people 
around the world as well as the global economy. Motivated by the effort of the open source 
community on collecting the COVID-19 dataset and the success of Deep Learning on 
previous studies with chest radiography, this thesis builds a Deep Convolutional Neural 
Network in order to detect COVID-19 using only chest X-Ray images. This project uses 
modern Deep Learning techniques such as using pretrained networks and fine-tuning as 
well as regularizations such as data augmentation and dropout to fight overfitting. The 
resulting model achieves an overall accuracy of 93% on the most realistic task of detecting 
COVID-19 patients among healthy normal people despite being trained on a dataset of only 
115 images for each class. Out of 100 patients who do have COVID-19, the model accurately 
identifies 96 patients and misses out 4 patients. Out of 100 normal patients who do not have 
COVID-19, the model accurately identifies 91 patients as healthy and misclassifies 9 
patients as COVID-19 positive. Overall, the model did a decent job as a COVID-19 detector 
but still has limitations and is far from being production-ready. 
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1 Introduction 
The COVID-19 pandemic has been causing devastating impacts on the well-being of 
people around the world as well as the global economy. As of the 24th of May 2020, 
more than 5 million people are confirmed to have been infected with the virus and more 
than 300 thousand people have died worldwide. In Finland, COVID-19 has infected more 
than 6500 people and caused more than 300 deaths. One effective method to combat 
COVID-19 is to increase the testing capacity. However, this is not possible in some 
places such as New York City due to the lack of testing kits. Motivated by the effort of 
the open source community on collecting the COVID-19 dataset and the success of Deep 
Learning on previous studies with chest radiography, this thesis builds a Deep 
Convolutional Neural Network in order to detect COVID-19 using only chest X-Ray 
images. 
This thesis is organized as follows. First, section 2 briefly summarizes the history of Deep 
Learning. Section 3 gives a quick introduction to Convolutional Neural Networks. Section 
4 discusses the main reasons for the rapid advancement of Deep Learning in recent 
years. Section 5 is about preparing the data including setting up the working 
environment, collecting the dataset, and preprocessing data. Section 6 presents the 
implementation of the models and the training process. Section 7 discusses the results 
of the models. Finally, section 8 draws conclusions and discusses the limitations and 
suggestions for future improvements. 
 
  
  
 
 
2 Brief history of Deep Learning 
Deep Learning, a subset of Artificial Intelligence, is a Machine Learning technique which 
can enable computers to solve problems that were otherwise unable to explicitly pro-
gram them to do. Even though the principled method to train deep networks was 
available since the 1980s, it still was not able to scale to large networks and Neural 
Networks research fell into a dark period.  
In 2006, Hinton GE et al. [1] showed that deep neural networks could possibly be trained 
effectively by achieving a state-of-the-art result on the MNIST handwritten digit dataset. 
This paper was a breakthrough that rekindled and brought back beliefs in Deep Learning.  
In 2012, Krizhevsky A et al. [2] won the annual ImageNet Large Scale Visual Recognition 
Challenge by a huge margin with the first and only Deep Learning based system. This 
marked the introduction of modern Deep Learning, which since then was developed and 
used in various kinds of applications.  
Nowadays, Deep Learning is used everywhere, from spam filters to advertisements 
recommendation systems, from face recognition to self-driving cars, from predicting 
stock prices to generating music. 
 
  
  
 
 
3 Convolutional Neural Networks 
An artificial neuron is generally a function that takes in vectors as inputs, performs non-
linear transformations on them then finally outputs a value. A Deep Neural Network is 
built by stacking these neurons together hierarchically when each neuron is connected 
to every neuron in the previous layer. This architecture works well with tabular data but 
is not suitable to deal with images in computer vision problems. For example, if the net-
work has an input layer of size 1000x1000x3, which is only about one-megapixel image, 
followed by just one 1000-unit layer, the number of parameters would be three billion 
already. This approach is not scalable because when image size becomes bigger, the 
computational cost and memory requirements will explode.  
Convolutional Neural Network (CNN) is one of the most popular types of Deep Neural 
Networks that is very useful for computer vision tasks. CNNs take images as input, filter 
them using convolution operations to get a final vector that summarizes interesting fea-
tures of an image. That vector will then be fed into a series of Fully Connected Layers to 
do classification on it. A layer of ten 3x3x3 filters only has 280 parameters and this num-
ber will stay the same even if the input image size increases, which makes training 
deeper and larger networks possible. Figure 1 shows the architecture of AlexNet, the 
first CNN that won the ImageNet competition in 2012. It achieved 15.3% error rates [2, 
7], while the runner-up only achieved 26.2%.   
 
 
 
Figure 1: Architecture of AlexNet. Copied from Krizhevsky et al. (2012) [2, 5] 
  
 
 
As shown in Figure 1, AlexNet consists of eight layers, five convolutional layers followed 
by three fully connected layers. Going deeper into the network, the height and width 
decrease, while the number of channels (depth) increases. This architecture of a series 
of convolutional layers, followed by pooling layers and finally a few fully connected layers 
became a common pattern of CNNs. AlexNet also used ReLU instead of Sigmoid as 
activation function and two GPUs which made training faster [2, 3]. Since then, CNNs 
have been widely used in all kinds of computer vision problems such as object detection, 
semantic segmentation, face recognition, self-driving cars. 
  
  
 
 
4. Why did Deep Learning take off? 
There are four main reasons why deep learning took off.  
First, it is easier to collect data thanks to an immense number of sensors and the digital-
ization of society when people spend a lot of time online. The traditional Machine Learn-
ing methods cannot deal with larger datasets, whereas Deep Learning methods will keep 
getting better results with more data. [4, 20].  
Second, the advancement in computer hardware, especially Graphics processing units 
(GPUs), helped reduce the training time dramatically. After having an idea for a network, 
researchers can implement and train the network, then fine-tune the model based on 
previous results. With the training time reduced from hours to minutes, this process be-
comes highly iterative. 
Third, improvements in the software also contributed to the rise of Deep Learning. Better 
algorithmic techniques such as switching from Sigmoid to Rectified Linear Units as acti-
vation function have made training Deep Neural Networks faster [2, 3]. Libraries such as 
Tensorflow and Pytorch have also lowered the entry level of Deep Learning so that not 
only researchers but students and practitioners can apply it to solve their problems.  
Finally, following deep learning success in computer vision in 2013 is a wave of industry 
investment from startups trying to join the deep learning hype as well as tech giants. In 
2014, DeepMind, an AI startup, was acquired by Google for more than $500 million. In 
the Alphabet earnings call 2015, Google CEO Sundar Pichai stated to apply machine 
learning across all their products. [6,22]. This wave of investment has resulted in an 
increasing number of Deep Learning jobs. 
 
  
  
 
 
5 Dataset  
5.1 Overview of the Dataset 
The first and most important part of a Deep Learning project is collecting data. For this 
project, chest X-ray images are needed from 4 classes: COVID-19, normal, pneumonia, 
and COVID-19 negative. Currently, there is no available dataset that includes images 
from all those 4 classes. As a result, a new dataset is collected by combining the Kaggle 
Chest X-ray dataset [6] with the COVID19 Chest X-ray dataset collected by Dr. Joseph 
Paul Cohen of the University of Montreal [3]. Both datasets consist of posterior anterior 
chest images of patients which is the most preferred and common type of chest X-ray 
images.  
Dr. Joseph Paul Cohen, Postdoctoral Fellow at the University of Montreal, recently pub-
lished a public open dataset containing chest X-ray and CT images of patients suffering 
from COVID-19 as well as MERS, SARS, and ARDS [3]. As the COVID19 dataset is 
being updated daily as more cases are published, the images used in this project is the 
instance available on the 18th of March 2020. 
The dataset from Kaggle is provided by the Radiological Society of North America 
(RSNA). In August 2018, the RSNA hosted a $30.000 prize money competition in Kaggle 
challenging the machine learning community to build an algorithm to detect pneumonia 
from chest radiographs [6]. The specific requirement of this competition is that the model 
should locate the lung opacities, which is an object detection problem and is more chal-
lenging than image classification in this project. However, this dataset still offers thou-
sands of images of normal and pneumonia infected patients, which are valuable for this 
project. 
To generate a dataset that is ready for training, images from those two datasets must be 
downloaded first. Next, the desired images are selected and saved to the correctly la-
beled folder. Images are then loaded and preprocessed by being transformed into numpy 
arrays with desired size in order to be ready to feed into the training process.  
  
 
 
5.2 Preparing data 
5.2.1 Setting up Google Colaboratory 
Before getting the data, it is necessary to set up the working environment for the project. 
Google Colaboratory (colab) is a free cloud-based with no setup required Jupyter note-
book environment. Colaboratory allows users to write and execute code and access 
powerful computing resources for free from the browser. Most importantly colab gener-
ously provides GPU which helps significantly speed up the training process which is 
computing intensive. For these reasons, colab has become very popular among Deep 
Learning and Data Science enthusiasts who might not necessarily own a PC with expen-
sive GPUs.  
However, a small problem occurs in how to save and load data in colab. The dataset 
could be downloaded and saved directly to colab’s disk but will disappear after the 
runtime resets. To persist data and avoid running the download code again and again, 
colab needs to connect with google drive where the data is saved. Data is processed 
and saved to the dataset folder in google drive. In order to do that, on the left side panel 
of colab, on the Files section there is an option for Mount Drive.  
 
 
Figure 2 Mount drive 
  
 
 
Selecting Mount Drive, a dialog will show up asking for permission to access Google 
Drive. 
 
Figure 3 Confirm dialog to mount drive 
Now colab has connected to google drive and can directly access files from google drive.  
 
Figure 4 Drive is mounted 
One more problem before actual coding is the default folder name of the mounted google 
drive is /drive/My Drive/ which causes errors when trying to access the file using that 
path. A simple workaround is to create a symbolic link to get a cleaner path.  
  
 
 
 
Figure 5 Create a symbolic link 
From now on, the path to any files inside the `/content/drive/My\ Drive/covid19` folder 
would become `/myDrive` instead.  
5.2.2 Getting COVID-19 chest X-ray images 
The first step in building the dataset is to download the COVID chest X-ray dataset by 
cloning Dr. Cohen’s Github repository [6]. The `images` folder contains CT and chest X-
ray images with different chest views from patients of COVID-19 as well as other ill-
nesses such as MERS, SARS, and ARDS. The `metadata.csv` file must be parsed into 
a pandas data frame in order to filter and select only COVID-19 positive chest X-ray 
images with posterior anterior (PA) view, the most preferred and common view, from the 
`images` folder.  
  
 
 
 
Figure 6 Select COVID-19 chest PA images 
The code section in Figure 6 is based on the `select_covid_patient_X_ray_images.py` 
file from Dr. Cohen’s repository. The paths need to be reconfigured and a counter is 
added to quickly get the number of suitable images. There was also a bug from that 
provided file which was surprisingly merged into the repository. In the final line, 
`shutil.copy2(imageDir, outputPath)`, the first parsed argument is supposed to be a path 
to a file, not a directory. Currently there is an opened pull request that fixed this bug. 
Running the code block, 115 Covid-19 positive images is saved to the `/dataset/covid` 
located on google drive and ready to be accessed later in colab. The number of collected 
images is significantly higher than other earlier researches since the dataset is still con-
tinuously updated.  
  
 
 
 
Figure 7 Get images from folder function 
This function takes in a path to the image directory as an argument, iterates through all 
the files, selects all the images files, and transforms them into a numpy array of size 
224x224. Next, the images array is randomly shuffled and finally returned. 
 
Figure 8 COVID-19 chest X-Ray images 
Image 8 shows examples of chest X-ray images of COVID-19 infected patients. 
  
 
 
5.2.3 Getting Pneumonia chest X-ray images 
The next step is to collect a dataset of chest X-ray images of patients with pneumonia 
as well as healthy ones from Kaggle. One way to do this is to manually download the 
dataset, unzip it, and save the images to the project folder in google drive. Kaggle also 
offers a public API for downloading their dataset using the command line [8], which is 
the approach used in this project. First, `pip install kaggle` is called so that the kaggle 
command can be called using the command line. Next, an API token needs to be gen-
erated from the ‘Account’ tab by login into your kaggle account. Finally, before being able 
to download the dataset, the user needs to sign up for the RSNA pneumonia detection 
challenge.  
 
 
Figure 9 Download the RSNA pneumonia dataset 
 
The 3.66 Gb dataset is downloaded directly and is accessible from google colab in less 
than 1 minute.  
 
Figure 10 Extract the dataset 
 
Next, the dataset .zip file is unzipped to the project folder in google drive. The dataset 
consists of train and test images folder as well as .csv files such as the one in the figure 
11 below which specify the classes of those images. Patients that were classified as No 
Lung Opacity / Not Normal were not diagnosed with pneumonia.   
  
 
 
 
Figure 11 Content of the .csv file 
 
The unzipped images are in the /stage_2_train_images folder. The ‘stage_2_train_la-
bels.csv’ file indicates whether a patient is normal or has pneumonia.  
 
 
Figure 12 Script to collect pneumonia images 
 
Line 8 reads the .csv file into a pandas data frame.  Inside the folder, the image file name 
is in the format of patientid.dcm. The loop goes through the rows in the data frame and 
only selects the patient with the target value 1 which indicates the patient has pneumo-
nia). Since from the figure 11 above there are multiple images from a single patient, a 
  
 
 
set data structure is used to make it easier to check whether an image from a patient has 
already been collected. The .dcm images are converted into numpy arrays which are 
then saved as .png files in the output folder. A counter is used to make sure that only 
115 images would be collected, the same number as the COVID-19 positive images. 
Figure 13 below shows the examples of chest X-ray images from patients with pneumo-
nia. 
 
 
Figure 13 Examples of chest X-ray images of patients with pneumonia 
 
From the examples of chest X-ray images of patients with pneumonia, the differences 
between the black lungs and the white areas below are not clear. The reason is that for 
patients with pneumonia, the air in their lungs is replaced by fluids, bacteria, etc. which 
makes these areas grey and fuzzy. [9]. 
 
  
  
 
 
5.2.4 Getting normal chest X-ray images 
The chest X-ray images of people without pneumonia are in the /stage_2_train_images 
folder alongside with the ones with pneumonia. The ‘stage_2_detailed_class_info.csv’ 
file indicates whether a patient is normal or has pneumonia.  
 
Figure 14 Script to collect chest X-ray images of healthy patients 
 
Line 7 reads the .csv file into a pandas data frame.  Inside the folder, the image file name 
is at the format of patientid.dcm. The loop from line 13 goes through the rows in data 
frame and only selects the patient with the value of “Normal” from the “class” column 
which indicates the patient does not have pneumonia). Since there are multiple images 
from a single patient, a set data structure is used to make it easier to check whether an 
image from a patient has already been collected in line 17. In line 20, the .dcm images 
are converted into numpy arrays which are then saved as .png files in the output folder 
in line 22. A counter is used to make sure that only 115 images would be collected, the 
same number as the COVID-19 positive images. 
  
  
 
 
Figure 15 below shows the examples of chest X-ray images from patients without 
pneumonia. 
 
 
 
Figure 15 Examples of chest X-ray images of healthy patients  
 
 
From the examples of chest X-ray images of patients without pneumonia, there is clearer 
separation between the black lungs and the white areas below compared to ones from 
patients with pneumonia. 
  
  
 
 
5.2.5 Getting COVID-19 negative chest X-ray images 
The chest X-ray images of people with and without pneumonia are in the 
/stage_2_train_images folder. The NonCOVID images folder is generated by combining 
57 images of patients without pneumonia and 58 images with pneumonia. The script is 
just the combination of the previous 2 scripts with the same steps. First, the .csv files are 
read into pandas data frames (lines 8, 9) which are used to determine whether the patient 
is pneumonia positive or not (lines 21, 38). The images are then converted to .png files 
and finally saved to the desired output folder using the `convert_dcm_to_png` function 
(line 11). 
 
Figure 16 Script to collect chest X-ray images of COVID-19 negative patients 
  
 
 
Figure 17 below shows the examples of chest X-ray images from patients with and with-
out COVID-19. 
 
 
 
 
Figure 17 Examples of chest X-ray images of patients with and without COVID-19 
 
 
With the images of the 3 classes COVID-19 positive, pneumonia and normal side by 
side, the differences between healthy and not healthy lungs are obvious. There are visi-
ble opacities at the lower boundary of the lungs on the images from patients with COVID-
19 and pneumonia which indicates the lung tissues in that area are not healthy. The task 
to detect COVID-19 patients among healthy people would be easier than among patients 
with not healthy lungs for any reason. 
  
  
 
 
5.3 Preprocessing data 
The next step before feeding the data into the neural networks is to preprocess the data. 
This includes reading the images as numpy arrays, resizing the images to the desired 
size, normalizing the images (making the pixel value between 0 and 1), encoding the 
labels, splitting the dataset into training and validating data and finally data augmenta-
tion.  
For this project, only 115 images have been collected for each class with the bottleneck 
coming from the number of available images of patients with COVID-19. The main con-
cern with this limited amount of data is that the model will just remember all the training 
images which would result in its poor generalization ability, making it perform badly 
against validation images that it has not seen before.  
Data augmentation is a technique that could help fight overfitting. Basically, during the 
training phase, the generator will randomly perform some transformations on the original 
image such as rotating, shearing, shifting, flipping. As a result, the model will not be fed 
the same image twice so that it cannot just remember all the images from the training 
set. The model trained with data augmentation is more robust and can generalize better. 
Implementing it in keras is very simple with `ImageDataGenerator` in line 6. Figure 18 
shows an example of performing augmentation on a randomly selected image and sav-
ing the result images in the “/preview” folder. 
 
Figure 18 Example script of data augmentation 
  
 
 
 
Figure 19 shows how the data augmentation strategy above looks like. All these 20 im-
ages are generated from a single image.  
 
 
Figure 19 Data augmentation examples 
 
 
Figure 20 shows the process of loading and preprocessing X-Ray images data. Line 9 
generates a list of all the paths to the images from the dataset. For each path, the label 
is extracted according to the current subproject (COVID vs non-COVID, COVID vs pneu-
monia, COVID vs normal). Lines 22 to 24 load the image, reorder the order of channels 
  
 
 
to RGB and resize it to be ready for the neural networks. The data and labels lists are 
updated on lines 27-28. Data and labels lists are transformed into numpy arrays while 
the image’s pixel values are normalized to range between 0 and 1. Next, the labels array 
is one-hot encoded which means the label will be 0 or 1 instead of for example covid or 
non-covid. Line 42 splits the images into a training and testing dataset. Finally, a simpler 
data augmentation generator is initialized. 
 
 
 
 
Figure 20 Preprocess data script 
After these preprocessing steps above, the generator can be consumed by the model 
method `fit_generator` from keras.  
  
 
 
6 Training models 
6.1 Training a Convolutional Neural Network from scratch 
For an image classification task, a convolutional neural network is the default tool. Train-
ing a simple convnet from scratch is a decent initial baseline of each sub-project. Figure 
21 shows the implementation of a standard convnet.   
 
 
Figure 21 Implementation of a convnet 
The network consists of three 3x3 convolution layers using ReLU activation function fol-
lowed by 2D max-pooling layers and two fully connected layers on top of them. Max-
pooling layers are used to reduce the size of the representation which makes computa-
tion faster. Dropout is a regularization method to help reduce overfitting by randomly 
ignoring a certain number of each layer’s outputs (50% in this project), which as a result 
makes the model more robust. The model ends with a single unit with sigmoid activation 
which is the default for binary classification problems.  
 
Figure 22 shows the summary of the architecture of our simple convnet. The total number 
of trainable parameters of this network is already nearly 2.8 million. 
 
  
 
 
 
Figure 22 Network summary 
The model is now ready to train. Thanks to Colab’s free GPU, training only took less 
than 3 seconds an epoch. 
 
 
Figure 23 COVID-19 vs normal training process 
  
 
 
 
Figure 24 COVID-19 vs normal training accuracy/lost history 
 
After 20 epochs, the model reaches a validation accuracy of 85% of classifying COVID-
19 positive patients and normal people. Figure 24 shows that the model does not suffer 
badly from overfitting since there is no big divergence between training and validation 
loss and accuracy. It is likely that continuing the training process with a higher number 
of epochs would result in even higher validation accuracy.  
  
 
 
 
 
Figure 25 COVID-19 vs pneumonia traning process 
 
Similarly, for the task of classifying COVID-19 and pneumonia patients, the model also 
reaches a validation accuracy of about 85%. There is no big divergence between train-
ing and validation loss and accuracy which means the model does not overfit. 
 
 
 
 
Figure 26 COVID-19 vs pneumonia training accuracy/lost history 
  
 
 
 
Figure 27 COVID-19 vs non COVID-19 traning process 
For the task of classifying COVID-19 positive and negative patients, the model only 
reaches a validation accuracy of about 75%. However, the model starts to overfit after 
about 5 epochs. More advanced deep learning techniques need to be used in order to 
achieve better results for this subproject. 
 
Figure 28 COVID-19 vs non COVID-19 training accuracy/lost history 
  
 
 
6.2 Using a pretrained Convolutional Neural Network 
A better approach would be taking advantage of a pretrained Convolutional Neural Net-
work on a much bigger dataset. This project will use the architecture of the Xception 
networks [9] pretrained on the ImageNet dataset which includes more than 14 million 
images from over 20 thousand classes (for example cat, dog) [10]. Although the network 
was not trained on chest X-ray images, it is still useful for most computer vision tasks 
and can help this project achieve better results despite the lack of data. [7]. 
 
Figure 29 Using pretrained convnet 
Line 1 from figure 29 instantiates the base model with loaded pretrained weights. Line 7 
freezes all layers of the base model. Then a new small model is added on top of the 
  
 
 
convolutional part (lines 10-18). Finally, this new model will be trained on our chest X-
ray dataset. The trainable params number is now only about 2 thousand out of more than 
20 million total params. 
 
Figure 30 COVID-19 vs Normal training process 
The model trains quickly thanks to its small size. After 20 epochs, it could not break 80% 
validation accuracy, which is worse than the baseline in chapter 6.1. However, from fig-
ure 30, the model does not overfit and can potentially achieve higher accuracy training 
with more epochs. 
  
 
Figure 31 COVID-19 vs normal training accuracy/lost history 
  
 
 
The model reaches a validation accuracy of about 85% in the task of classifying COVID-
19 and pneumonia patients, which is like the baseline model. The model is also not over-
fitting.  
 
 
Figure 32 COVID-19 vs pneumonia training accuracy/lost history 
For the task of classifying COVID-19 positive and negative patients, the model reaches 
a validation accuracy of about 80% which is better than the baseline model of 75%. 
 
Figure 33 COVID-19 vs non-COVID training accuracy/lost history 
  
 
 
6.3 Fine-tuning a pretrained Convolutional Neural Network 
The last optional step to boost the performance of the models is unfreezing the base 
model (line 6, figure 34) and training the entire model end-to-end for a few more epochs 
with a low learning rate (lines 9-11). 
 
Figure 34 Fine-tuning a pretrained network 
After 10 more epochs, fine-tuning helps the model reach more than 93% validation ac-
curacy in classifying COVID-19 patients and healthy people, which is a huge improve-
ment over the previous result. 
 
 
Figure 35 Fine-tuning training process 
  
 
 
From figure 36, there is no big divergence between training and validation loss and ac-
curacy which means the model does not suffer heavily from overfitting. 
 
 
Figure 36 COVID-19 vs normal training accuracy/lost history 
 
Figure 37 COVID-19 vs pneumonia training accuracy/lost history 
  
 
 
From figure 37, in the task of classifying COVID-19 and pneumonia patients, fine-tuning 
also helps the model gain over 5% and get to 90% accuracy.  
 
 
Figure 38 COVID-19 vs non-COVID training accuracy/lost history 
 
Finally, for the task of classifying COVID-19 positive and negative patients, fine-tuning 
only brings a small improvement in the model.  
 
  
  
 
 
7 Result 
To evaluate the model, the predictions on the evaluation dataset need to be made, which 
then will be used to generate the prediction indices. The classification report is generated 
by calling sklearn’s method [5].  
 
Figure 39 COVID-19 vs Normal evaluation 
Line 3 in the second script generates the confusion matrix. From it, the accuracy, 
sensitivity, and specificity metrics are derived. The model achieves 93% accuracy on 
classifying COVID-19 infected and healthy patients. The sensitivity metric of 96% means 
that out of 100 patients who do have COVID-19, the model accurately identifies 96 
patients. The specificity metric of 91% means that out of 100 patients who do not have 
COVID-19, the model accurately identifies 91 patients and misclassifies 9 patients. 
 
 
  
 
 
 
 
Figure 40 COVID-19 vs Pneumonia evaluation 
Figure 40 shows the confusion matrix and the metrics of the model on classifying COVID-
19 and Pneumonia patients. The model achieves an overall 91% accuracy on this task. 
The sensitivity metric of 87% means that out of 100 patients who do have COVID-19, 
the model accurately identifies 87 patients and misses out 13 patients. The specificity 
metric of 96% means that out of 100 patients who have pneumonia but not COVID-19, 
the model accurately identifies 96 patients and only misclassifies 4 patients. 
 
 
 
Figure 41 COVID-19 vs Non COVID-19 evaluation 
Figure 41 shows the confusion matrix and the metrics of the model on classifying COVID-
19 positive and negative patients. The model achieves an overall 80% accuracy on this 
task. The sensitivity metric of 96% means that out of 100 patients who do have COVID-
19, the model accurately identifies 96 patients and misses out 4 patients. The specificity 
metric of 65% means that out of 100 patients who do not have COVID-19, the model 
accurately identifies 65 patients and misclassifies 35 patients as COVID-19 positive. 
  
  
 
 
8 Conclusion 
This project includes setting up a cloud-based working environment with Google Colab, 
collecting the datasets, training Deep Learning models, and evaluating the models. Us-
ing modern Deep Learning techniques such as using pre-trained networks and fine-tun-
ing as well as regularizations such as data augmentation and dropout to fight overfitting, 
our model achieves an overall accuracy of 93% on the most realistic task of detecting 
COVID-19 patients among healthy normal people. Out of 100 patients who do have 
COVID-19, the model accurately identifies 96 patients and misses out 4 patients. These 
4 patients, after being classified as COVID-19 negative, might infect other people. Out 
of 100 normal patients who do not have COVID-19, the model accurately identifies 91 
patients as healthy and misclassifies 9 patients as COVID-19 positive. Overall, the model 
did a decent job as a COVID-19 detector despite being trained on a dataset of only 115 
images for each class. 
The main limitation of this project is the lack of data, more specifically chest X-Ray im-
ages of COVID-19 infected patients. With this amount of data available, the result of this 
project is simply not reliable enough. Hopefully in the future the COVID-19 dataset will 
grow larger.  
This project still has a lot of room for improvement. First, the current model only uses 
image data. Future models can take different data types into use such as patients’ health 
info, age, gender. Second, this project only uses basic Deep Learning techniques, and 
models are trained in a very short time. Using more advanced methods and training the 
models in a longer time could achieve better results. Finally, visualizing the opacities in 
the chest X-Ray images can bring a better understanding of how an image is classified. 
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