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ON THE EXISTENCE, UNIQUENESS AND REGULARITY OF SOLUTIONS
OF A VISCOELASTIC STOKES PROBLEM MODELLING SALT ROCKS
R. A. CIPOLATTI, I.-S. LIU, L. A. PALERMO, M. A. RINCON, AND R. M. S. ROSA
Abstract. A Stokes-type problem for a viscoelastic model of salt rocks is considered, and exis-
tence, uniqueness and regularity are investigated in the scale of L2-based Sobolev spaces. The
system is transformed into a generalized Stokes problem, and the proper conditions on the pa-
rameters of the model that guarantee that the system is uniformly elliptic are given. Under those
conditions, existence, uniqueness and low-order regularity are obtained under classical regularity
conditions on the data, while higher-order regularity is proved under less stringent conditions than
classical ones. Explicit estimates for the solution in terms of the data are given accordingly.
1. Introduction
We are interested in the viscoelastic Stokes-type problem

−µ1∆v − µ2∇ · (D(v)B + BD(v))
−µ3∇ · (D(v)B−1 + B−1D(v)) +∇p = f , in Ω,
∇ · v = 0, in Ω,
v = 0, on ∂Ω,
(1.1)
on a three-dimensional bounded, smooth domain Ω ⊂ R3, where x = (x1, x2, x3) ∈ R3 is the spatial
variable and the unknowns are the scalar field p = p(x) and the three-dimensional vector field
v = v(x), with coordinates v = (v1, v2, v3). In this system of equations, D = D(v) is the symmetric
gradient tensor given by
D(v) =
1
2
(∇v + (∇v)tr), (1.2)
where the superscript “tr” denotes the transpose of a matrix; B = B(x) is a given symmetric,
positively defined tensor with coordinates B = (bij)ij ; and the parameters µ1, µ2, µ3 are scalar
fields.
Our aim is to obtain conditions on the parameters µ1, µ2, and µ3, and on the tensor B that
guarantee that the problem (1.1) is uniformly elliptic and that we have existence, uniqueness and
regularity properties of the solutions. We also aim to give explicit estimates for the regularity of the
solutions depending on the regularity of B, f , and the parameters µ1, µ2, µ3.
Problem (1.1) does not seem to have been treated directly before. We rewrite (1.1) into a form
that fits previously considered general system and verify the necessary conditions that guarantee
the existence, uniqueness and the desired regularity up to H2 in v and H1 in p. For higher-order
regularity, the known general results require too much regularity from B and we present a proof
that yields the desired regularity upon less stringent conditions. Then we work out the estimates
in detail. These are particularly important for the application of this result to the time-dependent
problem mentioned below and addressed in a follow-up work.
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The parameters µ1, µ2, and µ3 need not be constant, they are assumed to be general scalar fields.
In applications, this dependence is typically on invariants of the model, such as the trace of B, or
of powers of B, and they may also depend on the temperature distribution of the medium. The
actual dependence is important when analysing the corresponding evolutionary problem coupled
with equations for B and for the temperature. Here, however, we consider µ1, µ2, and µ3 as given
general scalar fields.
Problem (1.1) arises as the dissipative part for the linear momentum equation of a homogeneous
and incompressible model of salt rocks, for which the constitutive law for the stress tensor σ is of
the form
σ = −pI+ 2µ1D+ s1B+ s−1B−1 + µ2(DB+ BD) + µ3(DB−1 + B−1D). (1.3)
In (1.3), the tensor I is the identity in three-dimension; p is the kinematic pressure; v is the velocity
field; ∇v is the velocity gradient; D is the strain-rate tensor defined in (1.2), which is the symmetric
part of the velocity gradient; B = FFtr is the left Cauchy-Green tensor; F is the deformation gradi-
ent tensor; s1 and s−1 are Mooney-Rivlin elastic parameters; the µ1 term is a Newtonian viscous
stress; and µ2 and µ3 are Mooney-Rivlin-type parameters for the combined viscoelastic terms in the
constitutive law (see [32, 14, 24, 31] for the fundamentals of continuum mechanics).
The material model given by the stress tensor form (1.3) was introduced in [21] and was referred
to as Mooney-Rivlin type isotropic viscoelastic solid. Notice that the purely elastic part of the
constitutive equation is the same as that for Mooney-Rivlin isotropic elastic solids, while the viscous
part is linear in the strain-rate tensor D and depends on the Cauchy-Green stress tensor B in a form
similar to the purely elastic part. This constitutive equation was successfully used to model the
salt migration and the associated formation of salt diapirs (or salt domes) in a two-layer sediment-
salt body problem, in which a denser elastic sediment material lies on top of a lighter layer of
viscoelastic salt rock. The influence of the temperature in the formation of these salt domes was
then investigated in [29]. For other models and more information on this important geophysical
problem, see the literature referenced in these two articles.
The associated evolutionary system of equations are written in the form

Bt + (v ·∇)B = (∇v)B + ((∇v)B)tr,
ρ(vt + (v ·∇)v) +∇p = ∇ · T(B,D(v)) − ρge3,
θt + (v ·∇)θ =∇ · (Q(B)∇θ),
∇ · v = 0,
(1.4)
on the domain Ω and time interval [0, T ], with T > 0, along with appropriate boundary conditions on
∂Ω and initial conditions at t = 0. In the system (1.4), g is the acceleration of gravity, e3 = (0, 0, 1)
is the vertical direction, the viscoelastic stress tensor T(B,D) is given according to T = σ+pI, where
σ is as is (1.3), the thermal conductivity tensor is given by Q(B) = κ1I + κ2B + κ3B
−1, and the
viscoelastic parameters s1, s−1, µ1, µ2 and µ3 and the thermal conductivity coefficients κ1, κ2, and
κ3 may depend on invariants of the left Cauchy-Green tensor B and on the temperature field θ.
Notice that in the formulation (1.4) the left Cauchy-Green stress tensor B becomes an unknown.
This is the trick to write an Eulerian formulation for the model, instead of the classical Lagrangian
formulation.
The formulation (1.4) is inspired by a similar formulation given in [19, 20] for a particular type
of Oldroyd-B viscoelastic model (see also [13, 18, 5, 22, 27] for Eulerian formulations of more gen-
eral types of Oldroyd-B models). In the model considered in [19, 20] the stress tensor is of the form
σ = −pI+2µD+sFFtr, so that the linear part is simply the classical Stokes problem, and the unknown
is actually the deformation tensor F. Our formulation, besides including a more complicated consti-
tutive law, uses instead B as an unknown, which seems to have some computational advantages. The
Lagrangian position x(t,X) at time t of a particle which initially was at x(0,X) = X = (X1, X2, X3)
can be recovered from the vector field v, and then it can be showed that B is precisely FFtr, for
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F = F(t,x) given according to F(t,x(t,X)) = DXx(t,X) = (∂xi/∂Xj (t,X))ij (see [19, Lemma 1.1]
for the corresponding result in the context of the model in [19], in which the unkown is F itself).
The details for the initial-value problem (1.4) will be given in a forthcoming paper. The current
work is an important step towards that, since proving existence, uniqueness, and regularity properties
of the viscoelastic Stokes problem (1.1) is critical for proving local well-posedness of the evolutionary
problem (1.4). In particular, we will exploit the explicit estimates obtained here to derived suitable
a priori estimates for the solutions of the evolutionary system.
The model of salt dynamics that we are interested in corresponds to particular combinations of
the parameters µ1, µ2, and µ3, which may be different for different types of salts (see [21] and [29]).
Nevertheless, we analyse the mathematical properties of the viscoelastic Stokes problem (1.1) for
more general choices of the parameters, for possibly other types of materials.
In the Eulerian formulation (1.4), since the left Cauchy-Green tensor B is taken to be an unknown
variable of the system, it is also of fundamental importance for us to derive the explicit dependence
of the Sobolev estimates for the solution v of problem (1.1) in terms not only on f but also on B.
This is part of the difficulty of the problem.
Regarding the notation, the operator ∇ = (∂xi)i acts to yield the vector field ∇p = (∂xip)i, the
tensor (∇v)ij = (∂xjvi)ij , the scalar field∇·v =
∑
i ∂xivi, and the vector field∇·A = (
∑
j ∂xjaij)i,
when p is a scalar field, v = (vi)i is a vector field, and A = (aij)ij is a tensor. The Laplace operator
can be written as ∆ = ∇ · ∇. For vectors u,v and matrices A,B, we write u · v = ∑i uivi,
u · A = (∑j ujaij)i, and A : B =∑ij aijbij , as well as AB = (aikbkj)ij and u⊗ v = (uivj)ij .
Now, concerning the system (1.1), we address it in the following way. First, notice that, due to
the divergence-free condition, we have
∇ · (∇v)tr =
(∑
i
∂xi∂xjvi
)
j
=∇(∇ · v) = 0,
so that
∆v =∇ ·∇v =∇ · ((∇v) + (∇v)tr) = 2∇ · D(v) =∇ · (D(v)I + ID(v)).
Hence, we write
µ1∆v + µ2∇ · (D(v)B + BD(v)) + µ3∇ · (D(v)B−1 + B−1D(v))
=∇ · (D(v)(µ1I+ µ2B+ µ3B−1) + (µ1I+ µ2B+ µ3B−1)D(v)).
In order to simplify the notation and also the analysis of the problem, we introduce the operator
A(B) = µ1I+ µ2B+ µ3B−1, (1.5)
and we write
µ1∆v + µ2∇ · (D(v)B + BD(v)) + µ3∇ · (D(v)B−1 + B−1D(v)) = D(v)A(B) +A(B)D(v).
This allows us to rewrite the viscoelastic Stokes problem (1.1) in the form

−∇ · (D(v)A(B) +A(B)D(v)) +∇p = f , in Ω,
∇ · v = 0, in Ω,
v = 0, on ∂Ω.
(1.6)
We then separate the analysis of problem (1.6) into two parts. First we consider the generalized
Stokes problem 

−∇ · (D(v)A + AD(v)) +∇p = f , in Ω,
∇ · v = 0, in Ω,
v = 0, on ∂Ω.
(1.7)
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for a given tensor A, and investigate the existence, uniqueness and regularity of solutions of problem
(1.7) in the case that A is an essentially bounded and uniformly positive definite symmetric tensor.
The existence and uniqueness of solutions of the weak form of (1.7) together with the regularity
v ∈ H10 (Ω), p ∈ L2(Ω) follows from a classical application of Lax-Milgram Theorem, once the
ellipticity is guaranteed (see Theorem 4.1). The regularity v ∈ H2(Ω), p ∈ H1(Ω) follows by
applying a result of Macha´ [25, Theorem 4.2 with k = 0] for a slightly more general system, once all
the conditions are verified, and along with that we obtain more explicit estimates in terms of all the
data of the problem (see Theorem 4.2). For higher-order regularity, the case k ≥ 1 in [25, Theorem
4.2] is not optimal, and neither is any other result that we are aware of (the main reason is that
the conditions on A are imposed independently of the space dimension and the Sobolev embeddings
for particular dimensions are not explored; see Remark 4.8). We, therefore, work out the details
of the proof for higher-order regularity and obtain the desired result under less stringent regularity
assumptions on A, along with the associated explicit estimates (see Theorem 4.3).
Once the generalized Stokes problem (1.7) has been understood, we study the transformation
(1.5), i.e. B 7−→ A(B), and investigate the conditions on B and on µ1, µ2, µ3 that yield the proper
conditions on A(B) to ensure the regularity and the uniform ellipticity of (1.7) with A = A(B).
More precisely, we give conditions on the parameters µ1, µ2, µ3 and B that guarantee that A(B)
is uniformly positive definite (Propositions 5.1 and 5.2) and sufficiently regular (Propositions 5.3,
5.4, 5.5, and 5.6). This yields a condition for (1.1) to be uniformly elliptic and for the existence,
uniqueness and regularity results to hold for the viscoelastic Stokes problem as well (Theorems 5.1,
5.2, and 5.3).
2. Function spaces
In this work, we consider a bounded domain Ω ⊂ R3, i.e. an open and connected bounded set in
R
3. We denote by Lp(Ω) the classical Lebesgue spaces with 1 ≤ p ≤ ∞, with norm ‖ · ‖Lp(Ω), and
by W k,p(Ω) the classical Sobolev spaces with k ∈ N and 1 ≤ p ≤ ∞, of functions with derivatives
up to order k in Lp(Ω), with norm ‖ · ‖Wk,p(Ω). In the case p = 2, we denote Hk(Ω) = W k,2(Ω),
with norm ‖ · ‖Hk(Ω).
We consider the three-dimensional vector-valued versions Lp(Ω)3,W k,p(Ω)3, and Hk(Ω)3 of those
spaces, although for notational simplicity we keep the notation for the norms and the inner products
the same. For instance, the Lp norm, 1 ≤ p <∞, of a vector field is such that
‖v‖Lp(Ω) =
(
3∑
i=1
‖vi‖pLp(Ω)
)1/p
,
while the W k,p norm, k ∈ N, 1 ≤ p ≤ ∞ is such that
‖v‖Wk,p(Ω) =
(
3∑
i=1
‖vi‖pWk,p(Ω)
)1/p
.
The vector valued version of the space of test functions and distributions and their duality product
is also considered. Similarly, we consider the tensor-valued version of the spaces Lp(Ω), W k,p(Ω),
and Hk(Ω), but keep the notation for the norms and inner products the same as those for scalars
and vector fields.
We identify the dual of L2(Ω) with itself and denote the dual space of H10 (Ω) by H
−1(Ω). For the
sake of notational simplicity, we write the duality product as an integral even when the functional
does not belong to L2(Ω), i.e.
〈f, ϕ〉H−1(Ω),H10 (Ω) =
∫
Ω
fϕ dx.
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For higher-order derivatives, we consider a multi-index γ = (γ1, γ2, γ3) ∈ N30, where each γi ∈ N0
is a non-negative integer. The order of the multi-index is the number |γ| = γ1 + γ2 + γ3. The
associated derivative Dγ of a scalar function ϕ is
Dγϕ = ∂γ1x1∂
γ2
x2∂
γ3
x3ϕ =
∂|γ|ϕ
∂γ1x1∂
γ2
x2∂
γ3
x3
.
Similarly for the Dγ derivative of vector fields and tensors. Notice that we can write γ = γ1e1 +
γ2e2+ γ3e3, where e1 = (1, 0, 0), e2 = (0, 1, 0), and e3 = (0, 0, 1) form the canonical basis of R
3 and
can also be regarded as the multi-indices of the first-order derivatives. Combining all the derivatives
of a certain order k yields the tensor
Dkϕ = (Dγϕ)|γ|=k,
where the index γ runs through all the N30 indices with order |γ| = k.
For dimensional reasons, we define the equivalent norms
‖ϕ‖Wk,pλ (Ω) =
k∑
j=0
λ(k−j)/2‖Djϕ‖Lp(Ω), (2.1)
where λ is a parameter with the physical dimensional of (length)−2 (such as the constant in the
Poincare´ inequality mentioned in (2.4) below). Notice that ‖ϕ‖Wk,p
λ
(Ω) has the same physical di-
mension (unit) as ‖Dkϕ‖Lp(Ω). Similarly for the vector-valued and tensor-valued versions of these
spaces. In the case p = 2, we write W k,2λ (Ω) = H
k
λ(Ω). For negative powers, H
−k(Ω), for k ∈ N, is
the dual of Hk0 (Ω), and H
−k
λ (Ω) is the dual norm associated with the norm H
k
λ(Ω) in the subspace
Hk0 (Ω), i.e.
‖ξ‖H−kλ (Ω) = sup
ϕ∈Hk0 (Ω), ‖ϕ‖Hk
λ
(Ω)=1
〈ξ, ϕ〉, ∀ξ ∈ H−kλ (Ω),
where 〈·, ·〉 is the corresponding duality product.
A useful inequality is the following interpolation inequality, balancing different orders of deriva-
tives:
‖ϕ‖Hmλ (Ω) ≤ c(Ω)‖ϕ‖θHjλ(Ω)‖ϕ‖
(1−θ)
Hkλ(Ω)
, (2.2)
for any ϕ ∈ Hkλ(Ω) and for any j ≤ m ≤ k, where c(Ω) is a non-dimensional constant that only
depends on the shape of Ω, and θ ∈]0, 1[ is given by
m = θj + (1− θ)k. (2.3)
The same inequality holds with ϕ replaced by a vector field or a tensor.
Concerning the constant that appears in (2.2) and in many other inequalities involving functional
norms given in this work, we call a “universal constant” any term that is independent of any data
of the problem, and by a “shape constant” any term that may depend only on the shape of Ω,
i.e. it is independent of translations, rotations and dilations of the spatial domain. The universal
constants will be denoted by c, while shape constants will be denoted by c(Ω). From a physical
point of view, they are non-dimensional constants. All the estimates in this work have been properly
dimensionalized, in the sense that the constants are non-dimensional, so that all the dimensional
quantities appear explicitly and with the proper dimensionalization (e.g. the exact power).
As usual, the pressure term in (1.6) or in (1.7) satisfies an equation of the form ∇p = g and
is, therefore, obtained up to a constant. In this regard, it is useful to consider the quotient space
L2(Ω)/R, which is the space L2(Ω) quotient equivalence up to translation by a constant. More
precisely, two functions ϕ and ψ in L2(Ω) are equivalent up to translations by a constant if ϕ − ψ
is constant in Ω. In particular, ϕ is in the same equivalent class as its zero mean representative
ϕ− ∫
Ω
ϕ. Such a quotient space is also a Banach space. Given a function ϕ in L2(Ω), this function
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belongs to an equivalence class in L2(Ω)/R which with a certain abuse of notation we still denote
by ϕ, for simplicity, and is such that its norm in the equivalence class is given by
‖ϕ‖L2(Ω)/R = inf
c∈R
‖ϕ+ c‖L2(Ω) =
∥∥∥∥ϕ−
∫
Ω
ϕ
∥∥∥∥
L2(Ω)
.
We denote by C0(Ω¯) the space of continuous functions defined on Ω¯ and by Ck(Ω¯), the subspace of
C0(Ω¯) with derivatives up to order k defined and continuous on Ω and with well defined extensions
up to the boundary. We define the space Ck,α(Ω¯), k ∈ Z, k ≥ 0, 0 < α ≤ 1, as the subspace of Ck(Ω¯)
such that the derivatives of order k are Ho¨lder-continuous function with Ho¨lder exponente α, or a
Lipschitz function, in the case α = 1.
We follow [4, page 77] (see also [3] for related and more general notions) and say that the domain
Ω has a boundary of class Ck, k ∈ Z, k ≥ 0, when its boundary ∂Ω can be covered by a finite
number of open sets Um, m = 1, . . . ,M , M ∈ N, such that each portion Um ∩ Ω of the domain is
homeomorphic to a hemisphere, the portion Um ∩∂Ω is the image of the flat face of the hemisphere,
and the homeomorphism and its inverse are of class Ck, with all derivatives up to order k bounded
by a constant independent of m. Similarly, we say that Ω has a boundary of class Ck,α, k ∈ Z,
k ≥ 0, 0 < α ≤ 1, when Ω has a boundary of class Ck and the k-th derivatives of the associated
homeomorphism and of its inverse are Ho¨lder continuous with exponent α and with modulus of
Ho¨lder continuity bounded independently of m. In the case C0,1, we say that Ω has a Lipschitz
boundary.
When Ω has a boundary of class C1, the space W 1,∞(Ω) can be identified with the space of
Lipschitz functions C0,1(Ω¯), and the spaces W 1,p(Ω), p > 3, can be identified with the space of
Ho¨lder functions C0,1−3/p(Ω¯) (see [7, Theorem 5.6.5, pg 283]).1
For the sake of the boundary conditions, we also consider the Hilbert space H10 (Ω), which is the
completion, under the norm H1(Ω), of the space of test functions D(Ω) = C∞0 (Ω) of compactly
supported, infinitely-many-times continuously differentiable functions on Ω. The dual D(Ω)′ is the
space of distributions, and the duality product between them is denoted 〈·, ·〉D(Ω)′,D(Ω)′ .
Since Ω is assumed to be bounded, we have the Poincare´ inequality∫
Ω
ϕ2(x) dx ≤ 1
λ1
∫
Ω
|∇ϕ(x)|2 dx, ∀ϕ ∈ H10 (Ω). (2.4)
The notation comes from the fact that λ1 ends up being the first eigenvalue of the Laplace operator.
The Poincare´ inequality extends, with the same constant, to the vector-valued functions in H10 (Ω)
3.
In view of the Poincare´ inequality (2.4), the norm in H10 (Ω) is taken to be
‖ϕ‖H10 (Ω) = ‖∇ϕ‖L2(Ω), (2.5)
and similarly in the vector-valued case H10 (Ω)
3. For higher-order derivatives, we have, by induction
and using integration by parts and Cauchy-Schwarz inequality, that
‖Djϕ‖2L2(Ω) ≤
1
λk−j1
‖Dkϕ‖2L2(Ω), ∀ϕ ∈ H10 (Ω) ∩Hk(Ω), (2.6)
for any integers 0 ≤ j ≤ k. In particular, the Hkλ1 norm in the subspace H10 (Ω)∩Hk(Ω) is equivalent
to the Dk-norm, i.e.
‖Dkϕ‖L2(Ω) ≤ ‖ϕ‖Hk
λ1
(Ω) ≤ (k + 1)‖Dkϕ‖L2(Ω), ∀ϕ ∈ H10 (Ω) ∩Hk(Ω).
1If ϕ ∈ W 1,∞(Ω), let ϕε be a mollification of ϕ, which converges to ϕ in any W
1,p
loc (Ω), for 1 ≤ p < ∞. Thus, a
subsequence of ϕε converges to ϕ and is such that ∇ϕε converges to ∇ϕ, almost everywhere in Ω. Since |δhi ϕε| ≤
supΩ |∇ϕε|, we find at the limit that ‖δ
h
i ϕ‖L∞(Ω0) ≤ ‖∂xiϕ‖L∞(Ω), for every subdomain Ω0 compactly included in
Ω and for every h 6= 0 sufficiently small such that |h| ≤ dist(Ω0, ∂Ω).
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In our case of a three-dimensional space, we have the embeddings H2(Ω) ⊂ L∞(Ω) (see [1,
Theorem 3.9]) and H1(Ω) ⊂ L6(Ω). In the particular case of vanishing boundary conditions, and
using the Poincare´ inequality (2.4), we write, with the proper dimensionalization,
‖Djϕ‖L∞ ≤ cj(Ω)
λ
1/4
1
‖Dj+2ϕ‖L2(Ω), ∀ϕ ∈ H10 (Ω) ∩Hj+2(Ω) (2.7)
and
‖Djϕ‖L6 ≤ cj(Ω)‖Dj+1ϕ‖L2(Ω), ∀ϕ ∈ H10 (Ω) ∩Hj+1(Ω), (2.8)
for any integer j ≥ 0, where cj(Ω) is a shape constant, which may be different for different j.
Interpolating between (2.6) and (2.8) we also find the inequality
‖Djϕ‖L3 ≤
cj(Ω)
λ
1/4
1
‖Dj+1ϕ‖L2(Ω), ∀ϕ ∈ H10 (Ω) ∩Hj+1(Ω), (2.9)
In the case that ϕ does not vanish on the boundary, a version of (2.6) holds with the full norm,
‖ϕ‖2
Hjλ(Ω)
≤ cj,k(Ω)
λk−j
‖ϕ‖2Hkλ(Ω), (2.10)
for any ϕ ∈ Hkλ(Ω) and any j ≤ k, where cj,k(Ω) is a shape constant.
For divergence-free vector fields, we also consider the space
V(Ω) = {v ∈ C∞0 (Ω); ∇ · v = 0}.
The completion of the space V(Ω) under the norm of L2(Ω) is denoted by H(Ω) and the completion
of the space V(Ω) under the norm of H10 (Ω)3 is denoted by V (Ω). The norms and inner products
in H(Ω) and in V (Ω) are those inherited from L2(Ω)3 and H10 (Ω)
3, respectively. The Poincare´
inequality also holds in V (Ω).
If we denote
D(v) = (dij)ij =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
ij
, dij = dji, (2.11)
then, ∑
ij
d2ij =
1
4
∑
ij
(
∂vi
∂xj
+
∂vj
∂xi
)2
=
1
4
∑
ij
((
∂vi
∂xj
)2
+ 2
∂vi
∂xj
∂vj
∂xi
+
(
∂vj
∂xi
)2)
.
Thus,
‖D(v)‖2L2(Ω) =
∑
ij
∫
Ω
d2ij dx =
1
4
∑
ij
∫
Ω
((
∂vi
∂xj
)2
+ 2
∂vi
∂xj
∂vj
∂xi
+
(
∂vj
∂xi
)2)
dx
=
1
2
∑
ij
∫
Ω
(
∂vi
∂xj
)2
dx+
1
2
∑
ij
∫
Ω
∂vi
∂xj
∂vj
∂xi
dx =
1
2
‖∇v‖2L2(Ω) +
1
2
∑
ij
∫
Ω
∂vi
∂xj
∂vj
∂xi
dx.
If v ∈ D(Ω)3, then by two integration by parts and using that v vanishes on the boundary we
find that ∑
ij
∫
Ω
∂vi
∂xj
∂vj
∂xi
dx =
∑
ij
∫
Ω
∂vi
∂xi
∂vj
∂xj
dx =
∫
Ω
(∇ · v)2 dx = ‖∇ · v‖2L2(Ω).
Thus, by the density of D(Ω)3 in H10 (Ω)3, we find that (c.f. Korn’s inequality [6, Theorem 6.3-3])
‖D(v)‖2L2(Ω) =
1
2
‖∇v‖2L2(Ω) +
1
2
‖∇ · v‖2L2(Ω), ∀v ∈ H10 (Ω)3. (2.12)
In particular,
1
2
‖∇v‖2L2(Ω) ≤ ‖D(v)‖2L2(Ω) ≤ ‖∇v‖2L2(Ω), ∀v ∈ H10 (Ω)3. (2.13)
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If, moreover, v ∈ V (Ω), then ∇ · v = 0 and we are left with
‖D(v)‖2L2(Ω) =
1
2
‖∇v‖2L2(Ω), ∀v ∈ V (Ω). (2.14)
For the proof of higher-order regularity, we use the finite-difference operators
δhi w(x) =
w(x+ hei)−w(x)
h
, (2.15)
for i = 1, 2, 3 and h > 0. A useful estimate related to these operators is the following:
‖δhi ϕ‖L2(Ω0) ≤ ‖∂xiϕ‖L2(Ω), ∀ϕ ∈ H1(Ω), (2.16)
for h 6= 0 sufficiently small such that |h| < dist(Ω0, ∂Ω), for any subdomain Ω0 compactly included
in Ω (see [8, Lemma 15.1]). By extending the function ϕ to zero outside Ω, the extended function
ϕ˜ satisfies
‖δhi ϕ˜‖L2(Ω) ≤ ‖∂xiϕ‖L2(Ω), ∀ϕ ∈ H1(Ω), (2.17)
for any h 6= 0. Of course, these estimates extend to vector fields and tensors.
In the case ϕ ∈ W 1,∞(Ω) (so that ϕ is Lipschitz), then it is not difficult to see that δhi ϕ is
uniformly bounded in the interior, i.e.
‖δhi ϕ‖L∞(Ω0) ≤ ‖∂xiϕ‖L∞(Ω), (2.18)
for any h 6= 0 sufficiently small such that |h| < dist(Ω0, ∂Ω), for any subdomain Ω0 compactly
included in Ω. For the estimates near the boundary, we localize and rectify the domain, so that we
may assume that a portion of the boundary is locally flat and given by {x3 = 0}. More precisely,
assume there is a “rectified domain” Ω˜ and a ball B such that B ∩ Ω˜ = {x ∈ B;x3 < 0} and extend
ϕ to a function ϕ˜ that vanishes on B ∩ (R3 \ Ω˜). Then, we bound any “tangential” finite difference
by the corresponding “tangential derivative”, i.e.
‖δhi ϕ‖L∞(B0) ≤ ‖∂xiϕ‖L∞(B∩Ω), (2.19)
for every i = 1, 2 and every h 6= 0 such that |h| < dist(B0, ∂B), where B0 is a ball concentric to B
and with strictly smaller radius.
3. Weak formulations
If v and p are smooth solutions of (1.7) and w is another smooth vector field vanishing at the
boundary, and assuming that A and f are sufficiently smooth, then by multiplying scalar-wise the
equation by w and integrating that by parts, using the boundary conditions, we arrive at∫
Ω
(D(v)A + AD(v)) :∇w dx−
∫
Ω
p∇ ·w dx =
∫
Ω
f ·w dx.
The above equation still makes sense for less regular vector fields and tensors, which leads us to the
following weak formulation for the generalized Stokes problem (1.7).
Problem 3.1 (Weak formulation for the generalized Stokes problem with pressure). Given a tensor
A ∈ L∞(Ω)3×3 and a vector field f ∈ H−1(Ω)3, find a vector field v ∈ V (Ω) and a scalar field
p ∈ L2(Ω) such that∫
Ω
(D(v)A + AD(v)) :∇w dx−
∫
Ω
p∇ ·w dx =
∫
Ω
f ·w dx, ∀w ∈ H10 (Ω)3. (3.1)
If we further restrict the test functions w to the space V (Ω) of divergence-free vector fields, then
the pressure term disappears and we arrive at the following weak formulation.
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Problem 3.2 (Weak formulation for the generalized Stokes problem). Given a tensor A ∈ L∞(Ω)3×3
and a vector field f ∈ H−1(Ω)3, find a vector field v ∈ V (Ω) such that∫
Ω
(D(v)A + AD(v)) :∇w dx =
∫
Ω
f ·w dx, ∀w ∈ V (Ω). (3.2)
In the case A is replaced by A(B), we have the following weak formulation for the viscoelastic
Stokes problem (1.6) with the pressure term (see Proposition 5.3 to justify the hypotheses on B).
Problem 3.3 (Weak formulation for the viscoelastic Stokes problem with pressure). Given a tensor
B ∈ L∞(Ω)3×3 with (detB)−1 ∈ L∞(Ω), coefficients µ1, µ2, µ3 in L∞(Ω), and a vector field f ∈
H−1(Ω)3, find a vector field v ∈ V (Ω) and a scalar field p ∈ L2(Ω) such that∫
Ω
(D(v)A(B) +A(B)D(v)) :∇w dx−
∫
Ω
p∇ ·w dx =
∫
Ω
f ·w dx, ∀w ∈ H10 (Ω)3. (3.3)
Similarly, we also have the following weak formulation in V (Ω).
Problem 3.4 (Weak formulation for the viscoelastic Stokes problem). Given a tensor B ∈ L∞(Ω)3×3
with (detB)−1 ∈ L∞(Ω) and given a vector field f ∈ H−1(Ω)3, find a vector field v ∈ V (Ω) such
that ∫
Ω
(D(v)A(B) +A(B)D(v)) : ∇w dx =
∫
Ω
f ·w dx, ∀w ∈ V (Ω). (3.4)
Of course, if B = FFtr, where F is the deformation tensor, then detB = 1 thanks to the incom-
pressibility condition. Nevertheless, the previous problems are stated for a general tensor B.
In order to characterize the problems above as elliptic problems and to obtain suitable existence,
uniqueness and continuous dependence on the data, an important condition is that of uniform
ellipticity. In that regard, we make the following definition, suitable in our context.
Definition 3.1. We say that, for a given tensor A, the generalized Stokes problem (3.2) is uni-
formly elliptic in V (Ω), or, more generally, in H10 (Ω)
3, if there exist δ′ ≥ δ > 0 such that
δ
∫
Ω
|∇v|2 dx ≤
∫
Ω
(D(v)A + AD(v)) :∇v dx
≤ δ′
∫
Ω
|∇v|2 dx, ∀v ∈ V (Ω), or, respectively, ∀v ∈ H10 (Ω)3. (3.5)
As we will see in the Section 4, the key condition to show the uniform ellipticity of the generalized
Stokes problem is that the tensor A be essentially bounded and uniformly positive definite (see
Proposition 4.1). With that purpose in mind, we make the following definition.
Definition 3.2. We say that a symmetric tensor A on Ω is uniformly positive definite if there
exists
α > 0 (3.6)
such that, for almost every x ∈ Ω,
A(x)ξ · ξ ≥ α|ξ|2, ∀ξ ∈ R3. (3.7)
Notice that, if (3.7) holds, then, by taking ξ to be one of the vectors of the canonical basis, we
find that α is bounded by every element of the diagonal of the tensor A. In particular,
α ≤ ‖A‖L∞ . (3.8)
Similarly, concerning the viscoelastic Stokes problem, we have the following definition of uniform
ellipticity:
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Definition 3.3. We say that, for a given tensor B, the viscoelastic Stokes problem (3.4) is uni-
formly elliptic in V (Ω), or, more generally, in H10 (Ω)
3, if there exist δ′ ≥ δ > 0 such that
δ
∫
Ω
|∇v|2 dx ≤
∫
Ω
(D(v)A(B) +A(B)D(v)) :∇v dx
≤ δ′
∫
Ω
|∇v|2 dx, ∀v ∈ V (Ω), or, respectively, ∀v ∈ H10 (Ω)3. (3.9)
The condition on B that ensures the uniform ellipticity of the viscoelastic Stokes problem is
investigated in Section 5.1. For the moment, we only make the following definition, for the sake of
notational simplification.
Definition 3.4. A positive definite symmetric tensor B = B(x) is called A-positive when A = A(B)
is a uniformly positive definite symmetric tensor in the sense of Definition 3.2.
Hence, it will follow from Propositions 4.1 and 5.3 that every A-positive tensor B in L∞(Ω)3×3
yields a uniformly elliptic viscoelastic Stokes problem, and the question then is to characterize the
tensors B which are A-positive. As we just mentioned, this is done in Section 5.1.
Remark 3.1 (Entropy condition). The ellipticity conditions in Definitions 3.3 and 3.4 are closely
related to the entropy principle of the second law of thermodynamics (see [23]), which concerns the
viscous part of the stress tensor and, in our model, reads
(DA(B) +A(B)D) · D ≥ 0.
The only difference is that the condition of uniform ellipticity requires a strict inequality, uniformly
on the material.
Once we find a weak solution, we may recover the pressure using the following classical result (see
[30, Proposition 1.1.1]).
Proposition 3.1. Let Ω ⊂ Rd be open and g ∈ D′(Ω)d, d ∈ N. A necessary and sufficient condition
for having g =∇p, in the distribution sense, for some p ∈ D′(Ω) is that
〈g,v〉D′(Ω)d,D(Ω)d = 0, ∀v ∈ V(Ω).
The regularity of p can be inferred from the regularity of g =∇p as follows (see [30, Proposition
1.1.2] and [26]).
Proposition 3.2. Let Ω ⊂ Rd be an open bounded Lipschitz domain, with d ∈ N. Suppose p ∈ D(Ω)′
is a distribution with ∇p ∈ H−1(Ω)3. Then, p ∈ L2(Ω) and
‖p‖L2(Ω)/R ≤ c(Ω)‖∇p‖H−1(Ω), (3.10)
where c(Ω) is a shape constant.
Once ∇p is more regular, higher regularity for p itself follows directly. In fact, if ∇p belongs to
L2(Ω)3, then clearly p ∈ H1(Ω), and so on for higher regularities of ∇p.
4. The generalized Stokes problem
In this section, we study problem (1.7) for a given tensor A in L∞(Ω)3×3, which is assumed to
be symmetric and uniformly positive definite in the sense of Definition 3.2. As we will see later on
(Section 4.1), this ensures that the generalized Stokes problem (3.2) is uniformly elliptic in the sense
of Definition 3.1. We then use this to obtain the existence and uniqueness of the solutions of this
problem (Section 4.2) and higher-order regularity (Sections 4.3 and 4.4).
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4.1. Uniform ellipticity of the generalized Stokes problem. We start with the following useful
lemma.
Lemma 4.1. Let A ∈ L∞(Ω)3×3 be a symmetric tensor on Ω which is uniformly positive definite
and let α > 0 be the corresponding constant such that (3.7) holds. For M ∈ L∞(Ω)3×3, consider the
operator
L(M) = S(M)A + AS(M), (4.1)
where S is the symmetrization operator
S(M) =
1
2
(M+Mtr). (4.2)
Then, L satisfies
L(M) : M ≥ 2αS(M) : S(M), ∀M ∈ L∞(Ω)3×3, (4.3)
everywhere on Ω.
Proof. Since A and S(M) are symmetric, so is L(M). Thus, omitting x ∈ Ω for the sake of simplicity,
L(M) : M =
1
2
L(M) : M+
1
2
L(M)tr : M =
1
2
L(M) : M+
1
2
L(M) : Mtr = L(M) : S(M).
Write S(M) = (sij)ij and A = (aij)ij . Then,
L(M) = S(M)A+ AS(M) =
(∑
l
(silalj + ailslj)
)
ij
.
Using again that A and S(M) are symmetric,
L(M) : M = L(M) : S(M) =
∑
ijl
(silalj + ailslj)sij
=
∑
ijl
(aljsilsij + alisljsij) =
∑
ijl
(aljsilsij + alisjlsji).
Switching i with j in the second term in the right hand side above and using the uniform strict
positivity of A we find that
L(M) : M = 2
∑
ijl
aljsilsij ≥ 2α
∑
ij
s2ij = 2αS(M) : S(M),
which completes the proof. 
Remark 4.1. Lemma 4.1 says that L is uniformly strictly positive on the space of essentially
bounded symmetric tensors, which we may denote by L∞sym(Ω)
3×3. Indeed, from (4.3) and using
that S(M) = M for a symmetric tensor, we have
L(M) : M ≥ 2αM : M, ∀M ∈ L∞sym(Ω)3×3.
However, L is not strictly positive on all L∞(Ω)3×3. Indeed, for any M anti-symmetric, we have
S(M) = 0, so that L(M) = 0. In this work, we are actually interested in the case that M = ∇v,
which can be written as M = (∇ ⊗ v)tr. If we extrapolate on this idea and look at tensors of the
form M = ξ ⊗ η = (ξiηj)ij , for vectors ξ and η, then we notice that
S(M) = S(ξ ⊗ η) = 1
2
(ξ ⊗ η + η ⊗ ξ),
and
S(M) : S(M) =
1
4
(ξ ⊗ η + η ⊗ ξ) : (ξ ⊗ η + η ⊗ ξ) = 1
2
(|ξ|2|η|2 + (ξ · η)2) = 1
2
M : M +
1
2
(trM)2.
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This expression is directly related to the identity (2.12). In particular,
S(M) : S(M) ≥ 1
2
M : M.
Thus,
L(M) : M ≥ αM : M,
for any M = ξ ⊗ η, so that L is uniformly strictly positive on the space of tensors of this form.
The motivation for considering the operators L and S above follows from the fact that, by taking
M =∇v, we see that
D(v) = S(∇v), (4.4)
and
D(v)A + AD(v) = L(∇v), (4.5)
so that the generalized Stokes problem (1.7) can be written as

−∇ · (L(∇v)) +∇p = f , in Ω,
∇ · v = 0, in Ω,
v = 0, on ∂Ω.
(4.6)
and similarly for the elliptic problem (3.2). With that in mind, we obtain, using Lemma 4.1, the
uniform ellipticity of the Problem (3.2).
Proposition 4.1. If A ∈ L∞(Ω)3×3 is a symmetric tensor on Ω which is uniformly positive definite
then the associated problem (3.2) is uniformly elliptic in H10 (Ω)
3. More precisely, if (3.7) holds for
A with α > 0, then (3.5) holds with δ = α in either V (Ω) and H10 (Ω)
3 and with δ′ =
√
2‖A‖L∞(Ω),
in V (Ω), and δ′ = 2‖A‖L∞(Ω), in H10 (Ω)3.
Proof. Taking (4.5) and (4.4) into consideration and applying Lemma 4.1 we find from (4.3) that
(D(v)A + AD(v)) :∇v = L(∇v) :∇v ≥ 2αS(∇v) : S(∇v) = 2αD(v) : D(v).
Integrating over Ω and using the lower bound in (2.13) we find that∫
Ω
(D(v)A + AD(v)) :∇v dx ≥ 2α‖D(v)‖2L2(Ω) ≥ α‖∇v‖2L2(Ω),
for every v in H10 (Ω)
3. This proves the lower bound in (3.5) with δ = α, in H10 (Ω)
3, and, in
particular, in V (Ω).
For the upper bound in (3.5), we use Ho¨lder’s inequality and the assumption that A ∈ L∞(Ω)3×3
to find that ∫
Ω
(D(v)A + AD(v)) :∇v dx ≤ 2‖A‖L∞(Ω)‖D(v)‖L2(Ω)‖∇v‖L2(Ω),
for all v ∈ H10 (Ω)3. Then, using the upper bound in (2.13) for D(v) yields the upper bound in (3.5),
in H10 (Ω)
3, with δ′ = 2‖A‖L∞(Ω), while the upper bound in (2.14) for D(v) yields the upper bound
in (3.5), in V (Ω), with δ′ =
√
2‖A‖L∞(Ω). 
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4.2. Existence and uniqueness of solutions of the weak form of the generalized Stokes
problem. Thanks to the ellipticity property proved in Proposition 4.1, an application of the Lax-
Milgram theorem solves the question of existence and uniqueness of the weak formulation of the
generalized Stokes problem.
Proposition 4.2. Let Ω ⊂ R3 be a bounded domain, let A ∈ L∞(Ω)3×3 be a uniformly positive
definite symmetric tensor on Ω and let f ∈ H−1(Ω)3. Then, there exists a unique v ∈ V (Ω) that
solves the weak formulation (3.2) of the generalized Stokes problem. Moreover, if α > 0 is such that
(3.7) holds, then
‖∇v‖L2(Ω) ≤
1
α
‖f‖H−1(Ω). (4.7)
Proof. Consider the bilinear form a : V (Ω)× V (Ω)→ R given by
a(v,w) =
∫
Ω
(D(v)A + AD(v)) :∇v dx, ∀v,w ∈ V (Ω),
and the linear form ℓ : V (Ω)→ R given by
ℓ(w) =
∫
Ω
f ·w dx, ∀w ∈ V (Ω).
Since A ∈ L∞(Ω)3×3, it follows that a(·, ·) is a well-defined and continuous bilinear form on V (Ω).
Moreover, thanks to Proposition 4.1, the estimate (3.5) holds in V (Ω) with δ = α, and a(·, ·) is a
coercive bilinear form on V (Ω). On the other hand, since f ∈ H−1(Ω)3 ⊂ V ′(Ω), then ℓ(·) is a
continuous linear form on V (Ω). Thus, it follows from the Lax-Milgram Theorem (see e.g. [16])
that there exists one, and only one, v ∈ V (Ω), such that a(v,w) = ℓ(w), for all w ∈ V (Ω), which
proves the existence and uniqueness part of the statement. For the estimate, we use the ellipticity
condition (3.5) to write, with w = v,
α‖∇v‖2L2(Ω) ≤ a(v,v) = ℓ(v) =
∫
Ω
f · v dx ≤ ‖f‖H−1(Ω)‖v‖H10 (Ω) = ‖f‖H−1(Ω)‖∇v‖L2(Ω),
so that
α‖∇v‖L2(Ω) ≤ ‖f‖H−1(Ω),
which yields (4.7). This completes the proof. 
Remark 4.2. In the case f ∈ L2(Ω)3 in Proposition 4.2, the estimate (4.7) implies α‖∇v‖L2(Ω) ≤
λ
−1/2
1 ‖f‖L2(Ω), where λ1 is the constant in the Poincare´ inequality (2.4).
Using Proposition 4.2, along with Propositions 3.1 and 3.2, we recover the pressure and obtain
the following existence and uniqueness result.
Theorem 4.1 (Existence and uniqueness). Let Ω ⊂ R3 be a bounded Lipschitz domain, A ∈
L∞(Ω)3×3 be a uniformly positive definite symmetric tensor on Ω, and f ∈ H−1(Ω)3. Then, there
exist a unique vector field v ∈ V (Ω) and a scalar field p ∈ L2(Ω) that solve the weak formulation
(3.1) of the generalized Stokes problem. The field p is unique up to a constant, in L2(Ω). Moreover,
if α > 0 is such that (3.7) holds, then
‖∇v‖L2(Ω) ≤
1
α
‖f‖H−1(Ω), (4.8)
and
‖p‖L2(Ω)/R ≤
c(Ω)
α
‖A‖L∞(Ω)‖f‖H−1(Ω), (4.9)
where c(Ω) is a shape constant.
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Proof. From Proposition 4.2 we have a unique solution v ∈ V (Ω) of the generalized Stokes problem
(3.2), which can be written as
〈−∇ · (D(v)A + AD(v)) − f ,w〉D′(Ω)3,D(Ω)3 = 0, ∀w ∈ V(Ω).
Then, from Propositions 3.1 and 3.2, there is a distribution p ∈ L2(Ω)/R, which is clearly unique
up to a constant, such that
∇p = −∇ · (D(v)A + AD(v)) − f ,
with
‖p‖L2(Ω)/R ≤ c(Ω)‖∇(D(v)A + AD(v)) + f‖H−1(Ω).
Thus,
‖p‖L2(Ω)/R ≤ c(Ω)
(‖D(v)A + AD(v)‖L2(Ω) + ‖f‖H−1(Ω)) .
In three dimensions, we estimate
‖D(v)A‖L2(Ω) ≤
√
3‖A‖L∞(Ω)‖D(v)‖L2(Ω),
and similarly for AD(v). Then, using (2.14), we find
‖p‖L2(Ω)/R ≤ c(Ω)
(√
3‖A‖L∞(Ω)‖∇v‖L2(Ω) + ‖f‖H−1(Ω)
)
.
Using the previous estimate (4.8) for ∇v we obtain
‖p‖L2(Ω)/R ≤ c(Ω)
(√
3‖A‖L∞(Ω)
α
+ 1
)
‖f‖H−1(Ω).
Using (3.8) we finally arrive at (4.9), with another shape constant c(Ω). 
4.3. Regularity of the solutions of the generalized Stokes problem. As usual, if we have
more regularity on the data, then we obtain more regularity on the solution.
The first regularity result that we consider follows from the paper of Macha´ [25, Theorem 4.2],
about a general class of systems that includes ours, or from the result of Giaquinta and Modica [12,
Part II, Theorem 1.2 in page 198 and Remark 1.5 in page 199], about a slightly more general system,
and recalling that, with smooth boundaries, we have W 1,∞ = C1. See also the related result of Hyu
and Stara´ [15, Theorem 4.1], which unfortunately requires that the operator L, defined in (4.1), be
strictly positive for any M and not only for symmetric tensors M (see Remark 4.1), although this
is clearly unnecessary as discussed in [12, Part II, Remark 1.5]. The proof of those results is based
on a now classical idea of estimating the finite-difference quotients of the solution, considered for
instance in [4], and used here in the proof of higher-regularity in Theorem 4.3 (see also [10, Theorem
8.12, page 186] for a result with similar hypotheses in a classical elliptic problem).
Theorem 4.2 (Regularity). Let Ω be a bounded domain in R3 with a boundary of class C2 and
suppose A ∈ W 1,∞(Ω)3×3 is a uniformly positive definite symmetric tensor on Ω and f ∈ L2(Ω)3.
Then, the solution (v, p) of the weak formulation (3.1) of the generalized Stokes problem is such that
v ∈ V (Ω) ∩H2(Ω) and p ∈ H1(Ω), with
‖D2v‖L2(Ω) ≤
c(Ω)
α
(
‖f‖L2(Ω) +
1
α
‖A‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
)
, (4.10)
and
‖∇p‖L2(Ω) ≤
c(Ω)
α
‖A‖L∞(Ω)
(
‖f‖L2(Ω) +
1
α
‖A‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
)
, (4.11)
where λ1 is the Poincare´ constant and c(Ω) is a shape constant. Moreover, (v, p) solves the gener-
alized Stokes problem (1.7) almost everywhere in Ω, with the first two equations in (1.7) holding in
L2(Ω)3 and H1(Ω)3, respectively, and with the last equation holding for the trace of v on ∂Ω in the
space H3/2(∂Ω).
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Proof. We apply the result [25, Theorem 4.2 with k = 0] to obtain the desired regularity. In [25], the
system considered is of the form (4.6) (even more general, allowing the divergence to be any given
function in H1(Ω)). It is assumed that L is weakly coercive in the sense defined in [25], which is
precisely the lower bound in (3.5), which, as proved in Proposition 4.1, holds under our hypothesis
that A is a uniformly positive definite symmetric tensor. It is also assumed that the boundary of
Ω is of class C2 and that f ∈ L2(Ω)3. Finally, it is assumed that L ∈ W 1,∞(Ω)3×3, which follows
immediately from the assumption that A ∈W 1,∞(Ω)3×3 and the fact, which is clear from (4.1), that
L has the same regularity as A. Hence, we find that v ∈ H2(Ω)3 and p ∈ H1(Ω). In particular, we
deduce, from the weak formulation, that the strong form (1.7) holds almost everywhere, with the
regularities as we described in the statement of this theorem.
Now that we know that the solution is more regular, we address the Sobolev estimates for the
solution in terms of the data.
Since we now know that v is in H2(Ω)3, we have that ∇v is in H1(Ω) and hence it has sufficient
regularity to be a test function in the weak formulation, but it lacks the condition of vanishing on
the boundary. Nevertheless, since v vanishes on the boundary, the tangential derivatives of v along
the boundary also vanish, i.e. ∇v(x) · ξ = 0, for every ξ tangent to Ω at x ∈ ∂Ω. This will be
sufficient for our purposes.
The idea is to look at the equations for the partial derivatives of v. By taking the distributional
derivative of (1.7) with respect to xi, i = 1, 2, 3, we find the equations

−∇ · (D(∂xiv)A + AD(∂xiv)) −∇ · (D(v)(∂xiA) + (∂xiA)D(v))
+∇(∂xip) = ∂xif , in Ω,
∇ · (∂xiv) = 0, in Ω,
(4.12)
valid in the distribution sense on Ω. Since we already know that v ∈ V (Ω)∩H2(Ω) and p ∈ H1(Ω),
then the first equation in (4.12) actually holds in H−1(Ω)3, while the second one holds in L2(Ω).
The system (4.12) can be written as{
−∇ · (D(vi)A+ AD(vi))− bi +∇pi = fi, in Ω,
∇ · vi = 0, in Ω,
(4.13)
where
vi = ∂xiv, pi = ∂xip, fi = ∂xif , bi = B(∂xiA,v),
with
B(M,w) =∇ · (D(w)M +MD(w)), (4.14)
for any tensor M and any vector field w.
Equation (4.13) has the same form of (1.7), if viewing the additional lower order term bi as
an extra forcing term. Thus, if we had the same no-slip boundary conditions for the derivatives
vi = ∂xiv, Theorem 4.1 would apply to (4.13) with the right hand side as fi + bi, and estimates
(4.8) and (4.9) would yield estimates for ‖∇vi‖L2(Ω) and ‖pi‖L2(Ω)/R in terms of α, ‖fi +bi‖H−1(Ω)
and ‖A‖L∞(Ω). These estimates, together with an estimate for bi = B(∂xiA,v) using the bound for
∂xiA in L
∞ and the estimate (4.8) for ∇v, would yield estimates similar to (4.10) and (4.11), with
the differences that c above is independent of Ω and only the higher order term ∇A of A would
appear.
However, of course, vi = ∂xiv does not vanish on the boundary, so the above argument does not
apply. Nevertheless, the essence of the argument can be recovered by localizing the equations to the
interior and to the boundary of the domain and using that the derivatives of v tangential to the
boundary vanish. At the end, this will give us (4.10) and (4.11) with the lower order terms of A and
the multiplicative shape constant c(Ω).
More precisely, we use a partition of unit based on a finite covering of the boundary by open sets
Um, m = 1, . . . ,M , for some M ∈ N, and a complementing open set U0 compactly included in Ω, so
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that Ω ⊂ ⋃Mm=0 Um. We write vi =∑m ηmvi, where each ηm is supported on Um, with 0 ≤ ηm ≤ 1,
and
∑
m ηm = 1 on Ω. We then estimate each portion ηmvi.
The idea of the proof is that, for the component m = 0, η0 is supported on the interior of the
domain, so that η0v vanishes on a neighborhood of the boundary, and so does η
2
0∂iv, for every
i = 1, 2, 3. Moreover, since we already know that v ∈ H2(Ω)3, then η20∂iv belongs to H10 (Ω)3. Thus,
the estimate for η0∂xiv is obtained directly from the equation (4.12), by testing it with η
2
0∂iv.
For the boundary components m = 1, . . . ,M , we first rectify the domain to a hemisphere by
a C2 change of variables, transforming the system into a similar system with coefficients with the
same regularity as A, and then use that, in the rectified system, all the derivatives in the directions
tangential to the boundary are well defined and do vanish on the boundary, which allows us to use
the ellipticity of the equation and the weak formulation of (4.12) tested with a localized version of
each tangential derivative to get uniform bounds for the tangential derivatives. Then, we use the
differential equation itself to express the derivative in the direction normal to the boundary in terms
of the derivatives in the directions tangential to the boundary and other lower order derivatives
(just like we write vzz = −f − vxx − vyy over the half-plane domain z < 0, in the case of the elliptic
equation −∆v = f), hence obtaining an estimate of the same order for the derivative normal to the
boundary as well. Let us go into that with more details. And we work with (4.13) for notational
simplicity.
For the interior regularity, we test the equation (4.13), valid in H−1(Ω)3, with the function
w = η20vi, which belongs to H
1
0 (Ω)
3, so that∫
Ω
(D(vi)A+ AD(vi)) ·∇(η20vi) dx+
∫
Ω
(D(v)(∂xiA) + (∂xiA)D(v)) ·∇(η20vi) dx
−
∫
Ω
pi∇ · (η20vi) dx =
∫
Ω
fi · (η20vi) dx. (4.15)
Notice that ∇(η20vi) = η0∇(η0vi) + η0(∇η0) ⊗ vi, and D(η0vi) = η0D(vi) + S((∇η0) ⊗ vi), so
that the first term in (4.15) can be written as∫
Ω
(D(vi)A+ AD(vi)) ·∇(η20vi) dx
=
∫
Ω
η0(D(vi)A+ AD(vi)) ·∇(η0vi) dx
+
∫
Ω
η0(D(vi)A+ AD(vi)) · ((∇η0)⊗ vi) dx
=
∫
Ω
(D(η0vi)A+ AD(η0vi)) ·∇(η0vi) dx
−
∫
Ω
(S((∇η0)⊗ vi)A+ AS((∇η0)⊗ vi)) ·∇(η0vi) dx
+
∫
Ω
(D(η0vi)A+ AD(η0vi)) · ((∇η0)⊗ (η0vi)) dx
−
∫
Ω
(S((∇η0)⊗ vi)A+ AS((∇η0)⊗ vi)) · ((∇η0)⊗ (η0vi)) dx.
Since pi = ∂xip and vi is divergence-free, we rewrite the pressure term as
−
∫
Ω
∂xip∇ · (η20vi) dx = 2
∫
Ω
p∂xi((∇η0) · (η0vi)) dx.
Using that fi = ∂xif , we rewrite the forcing term as∫
Ω
fi · (η20vi) dx = −
∫
Ω
f · ∂xi(η20vi) dx.
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Hence, we find that∫
Ω
(D(η0vi)A+ AD(η0vi)) ·∇(η0vi) dx
= −
∫
U0
bγ · (δ−hi (η20δhi vγ)) dx
+
∫
Ω
(S((∇η0)⊗ vi)A+ AS((∇η0)⊗ vi)) ·∇(η0vi) dx
−
∫
Ω
(D(η0vi)A+ AD(η0vi)) · ((∇η0)⊗ (η0vi)) dx
+
∫
Ω
(S((∇η0)⊗ vi)A+ AS((∇η0)⊗ vi)) · ((∇η0)⊗ (η0vi)) dx
−
∫
Ω
(D(v)(∂xiA) + (∂xiA)D(v)) ·∇(η20vi) dx
− 2
∫
Ω
p∂xi((∇η0) · (η0vi)) dx
−
∫
Ω
f · ∂xi(η20vi) dx.
(4.16)
Now we estimate each term in (4.16). Thanks to the uniform ellipticity of (3.5) with δ = α,
proved in Proposition 4.1, the term in the left hand side of (4.16) is bounded below as follows∫
Ω
(D(η0vi)A+ AD(η0vi)) ·∇(η0vi) dx ≥ α‖∇(η0vi)‖2L2(Ω). (4.17)
The first term in the right hand side of (4.16) is bounded using Ho¨lder’s inequality and the L∞
bounds on A and on ∇η0:
−
∫
Ω
(S((∇η0)⊗ vi)A+ AS((∇η0)⊗ vi)) ·∇(η0vi) dx
≤ 6‖A‖L∞(Ω)‖∇η0‖L∞(Ω)‖∇v‖L2(Ω)‖∇(η0vi)‖L2(Ω).
The second term is estimated using again Ho¨lder’s inequality and the L∞ bounds on A and on ∇η0,
together with the fact that 0 ≤ η0 ≤ 1:∫
Ω
(D(η0vi)A+ AD(η0vi)) · ((∇η0)⊗ (η0vi)) dx
≤ 6‖A‖L∞(Ω)‖∇η0‖L∞(Ω)‖∇v‖L2(Ω)‖∇(η0vi)‖L2(Ω).
The estimate on the third term also depends on the L∞ bounds on A and on ∇η0, using again
the fact that 0 ≤ η0 ≤ 1:
−
∫
Ω
(S((∇η0)⊗vi)A+AS((∇η0)⊗vi))·((∇η0)⊗(η0vi)) dx ≤ 6‖A‖L∞(Ω)‖∇η0‖2L∞(Ω)‖∇v‖2L2(Ω).
The fourth term in the right hand side depends on the L∞ bound on ∂xiA:∫
Ω
(D(v)(∂xiA) + (∂xiA)D(v)) ·∇(η20vi) dx
≤ 6‖∂xiA‖L∞(Ω)‖∇v‖L2(Ω)(‖∇η0‖L∞(Ω)‖∇v‖L2(Ω) + ‖∇(η0vi)‖L2(Ω)).
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The pressure term is estimated using Ho¨lder’s inequality and L∞ bounds on ∇η0 and on D
2η0,
along with the fact that 0 ≤ η0 ≤ 1:
2
∫
Ω
p∂xi((∇η0) · (η0vi)) dx ≤ 2‖p‖L2(Ω)‖∇((∇η0) · (η0vi))‖L2(Ω)
≤ 2‖p‖L2(Ω)
(‖∇(∇η0)‖L∞(Ω)‖η0vi‖L2(Ω) + ‖∇η0‖L∞(Ω)‖∇(η0vi)‖L2(Ω))
≤ 2‖p‖L2(Ω)
(‖D2η0‖L∞(Ω)‖∇v‖L2(Ω) + ‖∇η0‖L∞(Ω)‖∇(η0vi)‖L2(Ω)) .
The estimate on the forcing term in the right hand side uses Ho¨lder’s inequality and the L∞
bound on ∇η0, using again that 0 ≤ η0 ≤ 1:
−
∫
Ω
f · ∂xi(η20vi) dx ≤ ‖f‖L2(Ω)‖∇(η20vi)‖L2(Ω)
≤ ‖f‖L2(Ω)(‖∇η0‖L∞(Ω)‖η0vi‖L2(Ω) + ‖η0∇(η0vi)‖L2(Ω))
≤ ‖f‖L2(Ω)(‖∇η0‖L∞(Ω)‖∇v‖L2(Ω) + ‖∇(η0vi)‖L2(Ω)).
Now, using Young’s inequality we put all the estimates together and arrive at
α
2
‖∇(η0vi)‖2L2(Ω) ≤ 6‖A‖L∞(Ω)‖∇η0‖2L∞(Ω)‖∇v‖2L2(Ω) +
2
α
122‖A‖2L∞(Ω)‖∇η0‖2L∞(Ω)‖∇v‖2L2(Ω)
+ 6‖∂xiA‖L∞(Ω)‖∇η0‖L∞(Ω)‖∇v‖2L2(Ω) +
2
α
62‖∂xiA‖2L∞(Ω)‖∇v‖2L2(Ω)
+ 2‖p‖L2(Ω)‖∇(∇η0)‖L∞(Ω)‖∇v‖L2(Ω) +
2
α
22‖p‖2L2(Ω)‖∇η0‖2L∞(Ω)
+ ‖f‖L2(Ω)‖∇η0‖L∞(Ω)‖∇v‖L2(Ω) +
2
α
‖f‖2L2(Ω). (4.18)
This can be simplified to the following form:
α
2
‖∇(η0vi)‖2L2(Ω) ≤
(
αλ1c1(η0) +
λ1c2(η0)
α
‖A‖2L∞(Ω) +
c
α
‖∂xiA‖2L∞(Ω)
)
‖∇v‖2L2(Ω)
+
c
α
‖f‖2L2(Ω) +
λ1c1(η0)
α
‖p‖2L2(Ω), (4.19)
where c is a universal constant and c1(η0) = cλ
−1
1 (‖∇η0‖2L∞(Ω) + ‖∇(∇η0)‖L∞(Ω)), c2(η0) =
cλ−11 ‖∇η0‖2L∞(Ω). Notice that c1(η0) and c2(η0) are non-dimensional and can, in fact, be chosen
independently of translations, rotations and dilations of Ω, so they are shape constants.
Using (3.8), the inequality (4.19) yields
‖∇(η0vi)‖2L2(Ω)
≤ c(Ω)
α2
(
‖f‖2L2(Ω) + λ1‖p‖2L2(Ω) +
(
λ1‖A‖2L∞(Ω) + ‖∇A‖2L∞(Ω)
)
‖∇v‖2L2(Ω)
)
, (4.20)
for i = 1, 2, 3, where c(Ω) is a shape constant.
As for the estimates near the boundary, they are obtained, as mentioned above, by first rectifying
each portion of the covering of the boundary. For each m = 1, . . . ,M , this amounts to a change of
variables ϕ : B → R3 that is a diffeomorphism of class C2 from a ball B ⊂ R3 onto the open set
Um. The transformation x = ϕ(y) changes the coefficients of A and of the forcing term f to terms
with the same regularity, and bounded by the W 1,∞(Ω)3×3 norm of A and the L2(Ω)3 norm of f ,
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respectively (see [2, Theorem 13.49]). Thus, the weak formulation changes to∫
B−
(D(v(ϕ(y)))A(ϕ(y)) + A(ϕ(y))D(v(ϕ(y)))) :∇w(ϕ(y)) detDϕ(y) dy
+
∫
B−
p(ϕ(y))(∇ ·w)(ϕ(y)) detDϕ(y) dy =
∫
B−
f(ϕ(y)) ·w(ϕ(y)) detDϕ(y) dy, (4.21)
for all w ∈ H10 (Ω)3, where Dϕ is the differential of ϕ and B− = B ∩ {y3 < 0} = ϕ−1(Ω∩Um) is an
open hemisphere (the “southern” hemisphere) with flat boundary B ∩ {y3 = 0}.
We introduce the rectified variables
v˜(y) = v(ϕ(y)), p˜(y) = p(ϕ(y)), (4.22)
and use that
∇v˜(y) =∇v(ϕ(y))Dϕ(y),
and
D(v(ϕ(y)) = S(∇v˜(y)Dϕ(y)−1),
where S is the symmetrization operator defined in (4.2). Similarly for p˜, w˜, with
(∇ ·w)(ϕ(y)) = Dw˜(y) : Dϕ(y)−tr ,
where Dϕ(y)−tr = (Dϕ(y)−1)tr. We also define A˜(y) = A(ϕ(y)) and f˜ (y) = f(ϕ(y)). Then, the
weak formulation is rewritten as∫
B−
(S(∇v˜(y)Dϕ(y)−1)A˜(y) + A˜(y)S(∇v˜(y)Dϕ(y)−1) : (∇w˜(y)Dϕ(y)−1) detDϕ(y) dy
+
∫
B−
p˜(y)(Dw˜(y) : Dϕ(y)−tr) detDϕ(y)) dy =
∫
B−
f˜ (y) · w˜(y) detDϕ(y) dy, (4.23)
for any “rectified” test function w˜ ∈ H10 (B−)3. The divergence-free condition on v is transformed
to the condition
Dv˜(y) : Dϕ(y)−tr = 0
on v˜.
The ellipticity of the higher order term with respect to the vector field ∇v˜Dϕ−1 in the problem
(4.23) follows immediately from the estimate (4.3) in Lemma 4.1 and the fact that ϕ is a diffeomor-
phism. Moreover, since ϕ is of class C2, all the coefficients have the appropriate regularity to yield
an estimate for the tangential derivatives ∂y1 v˜ and ∂y2 v˜ of the same form as the interior estimates
(4.20). Here, we exploit the fact that, since v˜ vanishes on the boundary and the boundary is flat,
all the derivatives on the directions tangential to the boundary are well defined and vanish on the
boundary as well, so that they can be used as test functions. In particular, this implies that the
tangential derivatives also vanish on the boundary, which is expected. The estimates rely on the
inequalities (2.17) and (2.19) and are of the same form as (4.20).
Finally, using (4.23), we isolate the distributional derivatives ∂y3 v˜, in the direction normal to
the boundary, in terms of the derivatives ∂y1 v˜ and ∂y2 v˜ and also lower order terms, to obtain an
estimate of the form (4.20) for the derivative in the normal direction too.
With all the local estimates ready, we use the partition of unity to write
D2v =∇(∇v) =∇
(
M∑
m=0
ηm∇v
)
=
M∑
m=0
∇(ηm∇v),
so that, putting all the estimates together, we arrive at the following global estimate for D2v:
‖D2v‖2L2(Ω) ≤
c(Ω)
α2
(
‖f‖2L2(Ω) + λ1‖p‖2L2(Ω) +
(
λ1‖A‖2L∞(Ω) + ‖∇A‖2L∞(Ω)
)
‖∇v‖2L2(Ω)
)
, (4.24)
where c(Ω) is a shape constant.
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Using the estimates (4.8) and (4.9) for the derivatives of the velocity field and the pressure, we
obtain precisely (4.10), for another shape constant c(Ω).
An estimate for ∇p is obtained directly from the equation (1.7):
‖∇p‖L2(Ω) ≤ ‖f‖L2(Ω) + ‖A‖L∞(Ω)‖D2v‖L2(Ω) + ‖∇A‖L∞(Ω)‖∇v‖L2(Ω). (4.25)
Using the estimates (4.8) and (4.10), we obtain
‖∇p‖L2(Ω) ≤ ‖f‖L2(Ω) +
1
α
‖∇A‖L∞(Ω)‖f‖H−1(Ω)
+
c(Ω)
α
‖A‖L∞(Ω)
(
‖f‖L2(Ω) +
1
α
(
λ
1/2
1 ‖A‖L∞(Ω) + ‖∇A‖L∞(Ω)
)
‖f‖H−1(Ω)
)
,
Then, using (3.8) and replacing c(Ω) by c(Ω) + 1, we find the estimate (4.11), which completes the
proof. 
Remark 4.3. The proof of regularity in Theorem 4.2 may be done directly, without resorting to
[25, Theorem 4.2 with k = 0], by working with the finite differences defined in (2.15). Instead of
taking the differential of the equation (1.7) to arrive at (4.12) and test the localized versions of this
equation against η20vi, where vi = ∂xiv, we test the localized versions of (1.7) against δ
−h
i (η
2
0δ
h
i v)
and use a change of variables that works like integration by parts. This leads to estimates like (4.20),
but with δhi v at the left hand side in the place of vi. Then, passing to the limit as h→ 0, we obtain
the regularity and the correspondingH1-bound for ∂xiv, for every i = 1, 2, 3. This process is done in
more details for the higher-order derivatives obtained in the following section, for which we did not
find any regularity result with the desired smoothness conditions on the coefficients of the system.
Remark 4.4. In the derivation of the localized and rectified weak formulation (4.23), since v is to
be interpreted as a velocity field, say corresponding to the speed of a trajectory x(t) = ϕ(y(t)), it
would be more natural do defined the velocity v˜(y) following the idea that
v(t) =
dx(t)
dt
= Dϕ(y(t))
dy(t)
dt
= Dϕ(y(t))v˜(t).
This would lead to the rectified velocity field v˜(y) = (Dϕ(y))−1v(ϕ(y)), and the localized and
rectified weak formulation∫
B−
(Dϕ(y)Dy(v˜(y))Dϕ(y)
−1A(ϕ(y)) + A(ϕ(y))Dϕ(y)Dy(v˜(y))Dϕ(y)
−1)
: Dϕ(y)∇yw˜(y)Dϕ(y)
−1 detDϕ(y) dy
+
∫
B−
p˜(y)tr(Dϕ(y)∇yw˜(y)Dϕ(v)
−1) detDϕ(y) dy =
∫
B−
f˜ (y) · w˜(y) detDϕ(y) dy, (4.26)
This works perfectly fine, except that we would need one more degree of regularity from the boundary.
For the velocity field v to be in H2, we would need ϕ of class C3. In order to avoid this unnecessary
extra regularity, we perform the change of variables according (4.22), as done is most classical works
(see e.g. [4, 12, 15, 25]).
4.4. Higher-order regularity of the solutions of the generalized Stokes problem. For
higher-order regularity, the result of [25, Theorem 4.2 with k > 0] is not optimal, requiring too much
regularity from A than we can afford for the well-posedness of the associated evolutionary problem
(1.4). (The result [25, Theorem 4.2 with k > 0] requires A ∈ W k+1,∞(Ω), besides f ∈ Hk(Ω)3, to
have v ∈ Hk+2(Ω)3 and p ∈ Hk+1(Ω)). Similarly in the works [12, 15].)
The fundamental work of Agmon, Douglis and Niremberg [4] also requires too much regularity
from A (see the condition just before Theorem 10.5, in page 78, of [4], in which it is required that
A ∈ Cl−si(Ω¯), with l equals to our k, and where si can be chosen, in our case, to be s1 = s2 = s3 = 0
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and s4 = −1, so that we need at least some coefficients of A to be Ck+1, and others to be Ck, to
obtain the desired higher-order regularity for v and p).
It is worth mentioning the work of Solonnikov [28], which treats a general Stokes-type problem
that includes ours, but only addresses Ho¨lder-continuity, and the work of Ghidaglia [9], which has a
more direct approach to the classical Stokes problem, but does not apply to our system.
For general and similar elliptic systems, but not of Stokes type, the works of Friedman [8], Lions
and Magenes [17] and Gilbarg and Trudinger [10] have results that also assume more regularity from
the coefficients of the linear term.
Most of the works omit the proof of higher-order regularity, limiting themselves to say that the
proof follows as in the H2 regularity. The work [8], however, does give some details of the proof, and
the reason for the regularity conditions becomes clear. The main reason for the high-order regularity
assumption on coefficients of the linear term is that the theorems do not take into full consideration
the space dimension of the system and the associated Sobolev embeddings. In our case, we exploit
the fact that the space dimension is three in order to obtain a more forgiven condition on A. See
Remark 4.8 for more discussion on this issue. With that in mind, we present, in Theorem 4.3 below,
a result assuming less regularity on the coefficients than the previously mentioned works, and which
will be perfect for our needs.
Theorem 4.3 (Higher-order regularity). Let Ω be a bounded domain in R3 with a boundary of class
Ck+2 and suppose A ∈ W 1,∞(Ω)3×3 ∩ W 2,3(Ω)3×3 ∩ Hk+1(Ω)3×3 is a uniformly positive definite
symmetric tensor on Ω and f ∈ Hk(Ω)3, where k ∈ N. Then, the solution (v, p) of the weak
formulation (3.1) of the generalized Stokes problem is such that v ∈ V (Ω) ∩ Hk+2(Ω) and p ∈
Hk+1(Ω). Moreover, (v, p) solves the generalized Stokes problem (1.7) almost everywhere in Ω, with
the first two equations in (1.7) holding in Hk−1(Ω)3 and Hk(Ω), respectively, and with the last
equation holding for the trace of v on ∂Ω, in the space Hk+1/2(∂Ω). Finally, for k = 1, we have the
estimates
‖D3v‖L2(Ω) ≤
c3(Ω)
α
(
‖f‖H1λ1(Ω)
+
1
α
(
‖A‖W 1,∞λ1 (Ω) + ‖D
2A‖L3(Ω)
)(
‖f‖L2(Ω) +
1
α
‖A‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
))
, (4.27)
and
‖D2p‖L2(Ω) ≤
c3(Ω)
α
‖A‖L∞(Ω)
(
‖f‖H1λ1(Ω)
+
1
α
(
‖A‖W 1,∞
λ1
(Ω) + ‖D2A‖L3(Ω)
)(
‖f‖L2(Ω) +
1
α
‖A‖W 1,∞
λ1
(Ω)‖f‖H−1(Ω)
))
, (4.28)
while, for any integer k ≥ 2,
‖Dk+2v‖L2(Ω) ≤
ck+2(Ω)
α
Rk(α, λ1,A, f), (4.29)
and
‖Dk+1p‖L2(Ω) ≤
ck+2(Ω)
α
‖A‖L∞(Ω)Rk(α, λ1,A, f), (4.30)
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where
Rk(α,λ1,A, f) = ‖f‖Hkλ1(Ω) +
k−1∑
j=2
(
k−j∑
i=1
1
α(k−j)/i
1
λ
(k−j)/4i
1
‖A‖(k−j)/i
Hi+2λ1
(Ω)
)
‖f‖Hjλ1(Ω)
+
(
k−1∑
i=1
1
α(k−1)/i
1
λ
(k−1)/4i
1
‖A‖(k−1)/i
Hi+2λ1
(Ω)
)(
‖f‖H1λ1(Ω)
+
1
α
(
‖A‖W 1,∞λ1 (Ω) + ‖D
2
A‖L3(Ω)
)(
‖f‖L2(Ω) +
1
α
‖A‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
)
,
(4.31)
and the ck+2(Ω), for k ≥ 1, are non-dimensional shape constants.
Proof. The proof is obtained in a way similar to the proof of the estimates obtained in Theorem
4.2 for the regularity of (v, p) in H2(Ω) ×H1(Ω). The difference being that, since we do not have
yet the desired regularity, we are not allowed to take the full higher-order derivative in the equation
(1.7). Instead we use the classical technique of [4] of estimating the finite differences, which are then
showed to converge to the desired higher-order derivative, obtaining the desired bounds along the
way.
We argue by induction that, for a given k ∈ N0, the regularity has been obtained up to (v, p) ∈
(V (Ω) ∩ Hk+1(Ω)3) ×Hk(Ω), and we intend to prove that it holds in the Sobolev spaces of order
k + 2 and k + 1, respectively. The case k = 0 has been proved in Theorem 4.2, so we continue here
with the induction process for k ∈ N. We need to show that v ∈ Hk+2 and p ∈ Hk+1.
By taking the derivative of (1.7) up to order k, we find the equations{
−∇ · (D(vγ)A+ AD(vγ))− bγ +∇pγ = fγ , in Ω,
∇ · vγ = 0, in Ω,
(4.32)
for any multi-index γ ∈ N30 with |γ| = k, where
vγ = D
γv, pγ = D
γp, fγ = D
γf ,
and, by recursion,
bγ = ∂xjbγ′ +B(∂xjA,vγ′) = ∂xjbγ′ +∇ · (D(vγ′)(∂xjA) + (∂xjA)D(vγ ′)), (4.33)
where γ′ ∈ N30 is another multi-index, one-degree lower than γ, given by γ = γ′ + ej , with the
convention that bγ′ = 0, if |γ′| = 0. Since we are assuming that (v, p) ∈ V (Ω)∩Hk+1(Ω)3×Hk(Ω),
the first equation in (4.32) holds in H−1(Ω)3 and the divergence-free equation in (4.32) holds in
L2(Ω).
If we were allowed to take one more derivative of the equation (4.32), we would see that

−∇ · (D(∂xivγ)A+ AD(∂xivγ))−∇ · (D(vγ)(∂xiA) + (∂xiA)D(vγ))− ∂xibγ
+∇(∂xipγ) = ∂xifγ , in Ω,
∇ · (∂xivγ) = 0, in Ω,
(4.34)
for any i = 1, 2, 3. The equation (4.34) has the same form of the equation (4.12) used for the
H2 estimate of v, if viewing the additional term ∂xibγ as an extra forcing term. Naturally, the
Hk+2 estimate would follow a similar argument, by localization of the equation on the interior and
on patches of the boundary and rectification of the boundary. The estimates in the interior for
the second-order derivatives of Dγv would be essentially the same as those for the second-order
derivatives of v, by testing the localized equation with η0∂xivγ . The estimates on the boundary
would change slightly, because vγ does not vanish on the boundary. Nevertheless, any combination
of tangential derivatives vanishes on the boundary and that would be sufficient.
However, we do not have yet sufficient regularity to derive (4.34), so we must also prove this
regularity. The idea is to work with (4.32) and use the finite-difference operators defined in (2.15) to
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obtain H1-estimates for ηmδ
h
i vγ , uniformly with respect to h, and then, at the limit as h→ 0, arrive
at the regularity and an estimate for the partial derivative ηm∂xivγ of vγ and for ηm∂xipγ . This
is done for all the derivatives in the interior and for all the combinations of tangential derivatives
near the boundary. The derivatives near the boundary that contain normal directions are obtained
directly from the equation, by induction on the degree of normal derivatives (see below). Then, by
combining all the partitions, we obtain a global estimate for ∇vγ and ∇pγ , proving, along the way,
that those derivatives have indeed the desired regularity.
More precisely, we consider a covering of Ω by open sets {Um}Mm=0, with U0 in the interior of Ω
and the remaining open sets covering the boundary, as done in the proof of Theorem 4.2, along with
a partition of unity by functions {ηm}Mm=0, subordinated to this covering.
For the interior regularity, we test the weak formulation (4.32) with the functionw = δ−hi (η
2
0δ
h
i vγ),
which does vanish on the boundary, and in fact it vanishes outside U0, so that, after integrating by
parts the leading order term and the pressure term, we find
∫
U0
(D(vγ)A+ AD(vγ)) : ∇(δ
−h
i (η
2
0δ
h
i vγ)) dx−
∫
U0
bγ · (δ−hi (η20δhi vγ)) dx
−
∫
U0
pγ∇ · (δ−hi (η20δhi vγ)) dx =
∫
U0
fγ · (δ−hi (η20δhi vγ)) dx. (4.35)
By changing variables we rewrite the first term in the form
∫
U0
(D(vγ)A + AD(vγ)) :∇(δ
−h
i (η
2
0δ
h
i vγ)) dx =
∫
U0
δhi (D(vγ)A+ AD(vγ)) :∇(η
2
0δ
h
i vγ) dx.
The product rule works for difference operators just like it does for derivatives:
δhi (D(vγ)A+ AD(vγ)) = D(δ
h
i vγ)A+ AD(δ
h
i vγ) + D(vγ)(δ
h
i A) + (δ
h
i A)D(vγ ). (4.36)
Moreover, we can write
∇(η20δ
h
i vγ) = η0(∇η0)⊗ (δhi vγ) + η0∇(η0δhi vγ), (4.37)
and
D(η0δ
h
i vγ) =
1
2
(∇(η0δ
h
i vγ) + (∇(η0δ
h
i vγ))
tr) = S((∇η0)⊗ (δhi vγ)) + η0D(δhi vγ), (4.38)
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where S(·) is the symmetrization operator defined in (4.2). Thus, we rewrite the leading order term
as∫
U0
δhi (D(vγ)A+ AD(vγ)) : ∇(η
2
0δ
h
i vγ) dx
=
∫
U0
(D(δhi vγ)A+ AD(δ
h
i vγ)) :∇(η
2
0δ
h
i vγ) dx
+
∫
U0
(D(vγ)(δ
h
i A) + (δ
h
i A)D(vγ)) :∇(η
2
0δ
h
i vγ) dx
=
∫
U0
η0(D(δ
h
i vγ)A+ AD(δ
h
i vγ)) :
(
(∇η0)⊗ (η0δhi vγ) +∇(η0δhi vγ)
)
dx
+
∫
U0
(D(vγ)(δ
h
i A) + (δ
h
i A)D(vγ)) :∇(η
2
0δ
h
i vγ) dx
=
∫
U0
(D(η0δ
h
i vγ)A+ AD(η0δ
h
i vγ)) :
(
(∇η0)⊗ (η0δhi vγ) +∇(η0δhi vγ)
)
dx
−
∫
U0
(S((∇η0)⊗ (δhi vγ))A+ AS((∇η0)⊗ (δhi vγ))) :
(
(∇η0)⊗ (η0δhi vγ) +∇(η0δhi vγ)
)
dx
+
∫
U0
(D(vγ)(δ
h
i A) + (δ
h
i A)D(vγ)) :∇(η
2
0δ
h
i vγ) dx.
(4.39)
Since vγ is divergence free, we rewrite the pressure term in (4.35) as
−
∫
U0
pγ∇ · (δ−hi (η20δhi vγ)) dx = −
∫
U0
pγ(δ
−h
i (2η0(∇η0) · (δhi vγ))) dx.
Thus, (4.35) becomes∫
U0
(D(η0δ
h
i vγ)A+ AD(η0δ
h
i vγ)) :
(
∇(η0δ
h
i vγ)
)
dx
=
∫
U0
bγ · (δ−hi (η20δhi vγ)) dx
+
∫
U0
(S((∇η0)⊗ (δhi vγ))A+ AS((∇η0)⊗ (δhi vγ))) :
(
∇(η0δ
h
i vγ)
)
dx
−
∫
U0
(D(η0δ
h
i vγ)A+ AD(η0δ
h
i vγ)) :
(
(∇η0)⊗ (η0δhi vγ)
)
dx
+
∫
U0
(S((∇η0)⊗ (δhi vγ))A+ AS((∇η0)⊗ (δhi vγ))) :
(
(∇η0)⊗ (η0δhi vγ)
)
dx
−
∫
U0
(D(vγ)(δ
h
i A) + (δ
h
i A)D(vγ)) :∇(η
2
0δ
h
i vγ) dx
+ 2
∫
U0
pγ(δ
−h
i ((∇η0) · (η0δhi vγ))) dx
+
∫
U0
fγ · (δ−hi (η20δhi vγ)) dx.
(4.40)
Notice how similar (4.40) is to (4.16), with v, f and p replaced by vγ , fγ and pγ , the derivative ∂xi
replaced by the finite difference δhi , and the addition of the term with bγ . Using (2.16) and (2.18),
we estimate (4.40) just like (4.16), except that we need to handle the extra term bγ .
The idea is to consider bγ as an extra forcing term. Once bγ belongs to L
2(Ω)3, it can be treated
just like fγ . The fact that bγ ∈ L2(Ω)3 will be discussed further on.
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Then, estimating the terms in (4.40) like we did for (4.16), we arrive at an interior estimate
analogous to (4.20),
‖∇(η0δhi vγ)‖2L2(Ω) ≤
c(Ω)
α2
(
‖fγ‖2L2(Ω) + ‖bγ‖2L2(Ω) + λ1‖pγ‖2L2(Ω)
+
(
λ1‖A‖2L∞(Ω) + ‖∇A‖2L∞(Ω)
)
‖∇vγ‖2L2(Ω)
)
, (4.41)
for i = 1, 2, 3, where c(Ω) is a shape constant. With fγ = D
γf and bγ in L
2(Ω)3, A ∈W 1,∞(Ω)3×3,
and vγ = D
γv ∈ H1(Ω)3, the right hand side above is bounded and independent of h. Thus,
η0δ
h
i vγ has a subsequence that converges weakly in H
1(Ω)3. Since, on the other hand, vγ belongs
to H1(Ω) and, hence, δhi v converges weakly to ∂xiv in L
2
loc(Ω)
3, then η0δ
h
i vγ must converge in
H1(Ω)3 precisely to η0∂xivγ , with η0∂xivγ ∈ H1(Ω)3. Since this applies to any i = 1, 2, 3 and η0 is
of class C2, we find that η0vγ ∈ H2(Ω)3 and, passing to the limit as h→ 0 in (4.41), we find that
‖D2(η0vγ)‖2L2(Ω) ≤
c(Ω)
α2
(
‖fγ‖2L2(Ω) + ‖bγ‖2L2(Ω) + λ1‖pγ‖2L2(Ω)
+
(
λ1‖A‖2L∞(Ω) + ‖∇A‖2L∞(Ω)
)
‖∇vγ‖2L2(Ω)
)
. (4.42)
The estimates on the boundary are a bit more involved than in the case of low-order regularity.
The difficulty is that, here, vγ may not vanish on the boundary. Recall that in Theorem 4.2 we
have, instead of vγ , the vector field v, which does vanish on the boundary. In that case, we could
take any tangential derivative of v and still have it vanishing on the boundary. Here, this procedure
needs to be slightly modified, as follows.
In general, the vector field vγ does not vanish on the boundary because γ may contain directions
which are not tangential to ∂Ω. Fortunately, it suffices to start by allowing γ to contain only
tangential derivatives. More precisely, if a multi-index γ only contains tangential directions (say
γ ∈ {1, 2}k in the case the boundary has been rectified to x3 = 0), then v˜γ vanishes on the
boundary. Hence, if i = 1 or 2, the finite difference δhi v˜γ vanishes on the boundary, as well. Thus,
by testing the localized and rectified equation against δ−hi (ηmδ
h
i v˜γ), we obtain an H
1-estimate for
ηmδ
h
i v˜γ . This means that we obtain L
2 estimates for all the (k + 2)-order derivatives with at most
one derivative in the normal direction (the one coming from the H1 norm). This leaves out all the
(k + 2)-order derivatives which have two or more derivatives in the normal direction.
Luckily, they can all be estimated directly from the localized and rectified version of the equation
(4.32). This is done step by step. With v˜γ having only tangential derivatives, we now obtain,
directly and explicitly from the localized and rectified version of (4.32), an estimate for the second-
order derivative of v˜γ in the normal direction in terms of all the previously estimated second-order
derivatives of vγ with at most one normal direction. This gives an estimate for all the (k+2)-order
derivatives with at most two derivatives in the normal direction. Then we allow v˜γ to have at
most one derivative in the normal direction and look again at (4.32) to obtain estimates for all the
(k + 2)-order derivatives with at most three derivatives in the normal direction. We continue this
way, until we find estimates for any (k+ 2)-order derivative. Coming back to the original variables,
we obtain an estimate similar to (4.41) and (4.24), namely
‖D2(ηmvγ)‖2L2(Ω) ≤
c(Ω)
α2
∑
|γˆ|=k
(
‖fγˆ + bγˆ‖2L2(Ω) + λ1‖pγˆ‖2L2(Ω)
+
(
λ1‖A‖2L∞(Ω) + ‖∇A‖2L∞(Ω)
)
‖Dvγˆ‖2L2(Ω)
)
, (4.43)
where c(Ω) is a shape constant. Notice that, in the process described above, we need to consider all
the multi-indices γˆ of order k, i.e. all the lower-order derivatives, to obtain the desired bound. This
is reflected in (4.43) in the summation over all the multi-indices with |γˆ| = k.
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Combining all the localized estimates in the partition of unity we obtain a global bound for
vγ =
∑
m ηmvγ =
∑
m ηmD
γv, for any |γ| = k, which can be written as
‖Dk+2v‖2L2(Ω) ≤
c(Ω)
α2

‖Dkf‖2L2(Ω) + ∑
|γ|=k
‖bγ‖2L2(Ω) + λ1‖Dkp‖2L2(Ω)
+
(
λ1‖A‖2L∞(Ω) + ‖∇A‖2L∞(Ω)
)
‖Dk+1v‖2L2(Ω)
)
, (4.44)
where c(Ω) is another shape constant.
Now it is time to estimate Dkp and bγ , with |γ| = k, for k ≥ 1. In the case k = 1, we have
γ = e1, e2, or e3, and, moreover, bγ′ = 0 and vγ′ = v. Thus, we have
bej = B(∂xjA,v) =∇ · (D(v)(∂xjA) + (∂xjA)D(v)).
We estimate each bej using the inequality (2.8) and the assumption that A ∈ W 1,∞(Ω)3×3 ∩
W 2,3(Ω)3×3, so that
‖bej‖L2(Ω) ≤ c
(‖∇A‖L∞(Ω)‖D2v‖L2(Ω) + ‖D2A‖L3(Ω)‖∇v‖L6(Ω))
≤ c(Ω) (‖∇A‖L∞(Ω) + ‖D2A‖L3(Ω)) ‖D2v‖L2(Ω), (4.45)
for j = 1, 2, 3, and another shape constant c(Ω). For k ≥ 2, we estimate bγ recursively,
‖bγ‖L2(Ω) ≤ ‖Dbγ′‖L2(Ω) + c‖D2A‖L3(Ω)‖Dkv‖L6(Ω) + c‖∇A‖L∞(Ω)‖Dk+1v‖L2(Ω)
≤ ‖D2bγ′′‖L2(Ω) + c‖D3A‖L2(Ω)‖Dk−1v‖L∞(Ω)
+ c‖D2A‖L3(Ω)‖Dkv‖L6(Ω) + c‖∇A‖L∞(Ω)‖Dk+1v‖L2(Ω)
≤ . . . ≤ c‖Dk+1A‖L2(Ω)‖∇v‖L∞(Ω) + ...+ c‖D3A‖L2(Ω)‖Dk−1v‖L∞(Ω)
+ c‖D2A‖L3(Ω)‖Dkv‖L6(Ω) + c‖∇A‖L∞(Ω)‖Dk+1v‖L2(Ω),
where γ′′ is a multi-index one-degree lower than γ ′, and so on. This can be written in the form
‖bγ‖L2(Ω) ≤ c
k−1∑
j=1
‖Dk+2−jA‖L2(Ω)‖Djv‖L∞(Ω)
+ c‖D2A‖L3(Ω)‖Dkv‖L6(Ω) + c‖∇A‖L∞(Ω)‖Dk+1v‖L2(Ω).
Using the Agmon-type inequality (2.7) and the inequality (2.8), we see that
‖bγ‖L2(Ω) ≤
c(Ω)
λ
1/4
1
k−1∑
j=1
‖Dk+2−jA‖L2(Ω)‖Dj+2v‖L2(Ω)
+ c(Ω)
(‖D2A‖L3(Ω) + ‖∇A‖L∞(Ω)) ‖Dk+1v‖L2(Ω). (4.46)
This is valid for any multi-index γ of order k ≥ 2. In fact, formula (4.46) is valid even for k = 1,
since in this case the summation is empty and the estimate reduces to (4.45).
Using estimate (4.46), inequality (4.44) yields
‖Dk+2v‖2L2(Ω) ≤
c(Ω)
α2

‖Dkf‖2L2(Ω) + c(Ω)
λ
1/2
1
k−1∑
j=1
‖Dk+2−jA‖2L2(Ω)‖Dj+2v‖2L2(Ω)
+λ1‖Dkp‖2L2(Ω) +
(
‖D2A‖2L3(Ω) + ‖A‖2W 1,∞λ1 (Ω)
)
‖Dk+1v‖2L2(Ω)
)
, (4.47)
for k ≥ 1.
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The pressure term in (4.47) can be obtained by taking the derivative of (1.7) up to order k − 1
(one degree lower than (4.32), i.e. with γ replaced by γ′, with |γ′| = k − 1). In doing so, we find
equations for Dkp valid in L2(Ω)3, which yield an estimate analogous to (4.25), namely
‖Dkp‖L2(Ω) ≤ ‖Dk−1f‖L2(Ω) +
∑
|γ′|=k−1
‖bγ′‖L2(Ω) + c‖A‖L∞(Ω)‖Dk+1v‖L2(Ω)
+ c‖∇A‖L∞(Ω)‖Dkv‖L2(Ω). (4.48)
Using the Poincare´ inequality (2.4) and the estimate (4.46) with γ ′ instead of γ yields
‖Dkp‖L2(Ω) ≤ ‖Dk−1f‖L2(Ω) +
c(Ω)
λ
1/4
1
k−2∑
j=1
‖Dk+1−jA‖L2(Ω)‖Dj+2v‖L2(Ω)
+ c(Ω)
(‖D2A‖L3(Ω) + ‖∇A‖L∞(Ω)) ‖Dkv‖L2(Ω) + c‖A‖L∞(Ω)‖Dk+1v‖L2(Ω). (4.49)
Inserting (4.49) into (4.47) and using the corresponding estimate (4.46) with γ′ instead of γ and
using the Poincare´ inequality (2.4) yields
‖Dk+2v‖2L2(Ω) ≤
c(Ω)
α2

‖f‖2Hkλ1(Ω) + 1λ1/21
k−1∑
j=1
‖A‖2
Hk+2−jλ1
(Ω)
‖Dj+2v‖2L2(Ω)
+
(
‖D2A‖2L3(Ω) + ‖A‖2W 1,∞λ1 (Ω)
)
‖Dk+1v‖2L2(Ω)
)
. (4.50)
Due to the Sobolev embeddings in our three-dimensional space, we treat the cases k = 1 and k ≥ 2
differently. For k = 1, we find, from (4.50), that
‖D3v‖2L2(Ω) ≤
c(Ω)
α2
(
‖f‖2H1λ1(Ω) +
(
‖D2A‖2L3(Ω) + ‖A‖2W 1,∞λ1 (Ω)
)
‖D2v‖2L2(Ω)
)
. (4.51)
Estimate (4.51) together with the estimate (4.10) for D2v yields
‖D3v‖2L2(Ω) ≤
c(Ω)
α2
(
‖f‖2H1λ1(Ω)
+
1
α2
(
‖A‖2
W 1,∞λ1
(Ω)
+ ‖D2A‖2L3(Ω)
)(
‖f‖2L2(Ω) +
1
α2
‖A‖2
W 1,∞λ1
(Ω)
‖f‖2H−1(Ω)
))
, (4.52)
which proves (4.29) in the case k = 1. Using (4.49) with k = 2 together with (4.51) we find that
‖D2p‖L2(Ω) ≤
c(Ω)
α
‖A‖L∞(Ω)
(
‖f‖H1λ1(Ω)
+
1
α
(
‖A‖W 1,∞λ1 (Ω) + ‖D
2
A‖L3(Ω)
)(
‖f‖L2(Ω) +
1
α
‖A‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
))
, (4.53)
which proves the estimate (4.30) for the pressure in the case k = 1.
In the case k ≥ 2, since H3(Ω) is included in both W 2,3(Ω) and W 1,∞(Ω), the last term in (4.50)
is bounded by the term with j = k − 1 in the summation. Thus, we rewrite (4.50) simply as
‖Dk+2v‖2L2(Ω) ≤
c(Ω)
α2

‖f‖2Hkλ1(Ω) + 1λ1/21
k−1∑
j=1
‖A‖2
Hk+2−j
λ1
(Ω)
‖Dj+2v‖2L2(Ω)

 . (4.54)
for a different constant c(Ω). Estimate (4.54) is of the form
vk+2 ≤ c(Ω)

dk + k−1∑
j=1
ak+2−jvj+2

 , (4.55)
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for k ≥ 2, where
vj = ‖Djv‖2L2(Ω), dj =
1
α2
‖f‖2
Hjλ1
(Ω)
, aj =
1
α2
1
λ
1/2
1
‖A‖2
Hjλ1
(Ω)
,
for j ≥ 2. We include the case k = 1 in (4.55) by setting d1 = v3. Then, we show by induction that
vk+2 ≤ c(Ω)

dk +
k−1∑
j=1

 ∑
α1,...,αk−j∈N0
α1+...+(k−j)αk−j=k−j
ckα1,...,αk−ja
α1
3 · · · aαk−jk−j+2

 dj

 , (4.56)
for k ≥ 1, where ckα1,...,αk−j are suitable numerical constants given recursively by
ck0,...,0,1 = 1, (4.57)
ckα1,...,αk−j−1,0 =
k−1∑
ℓ=j+1
∑
α˜1,...,α˜ℓ−j∈N0
α˜1+...+(ℓ−j)α˜ℓ−j=ℓ−j
cℓα˜1,...,α˜ℓ−j , (4.58)
for all k ≥ 1 and j = 1, . . . , k − 1. Moreover, in the formula (4.58), the exponents α1, . . . , αk−j−1
are related to ℓ and α˜1, . . . , α˜ℓ−j by the (one-to-one) correspondences
αm =


α˜m, 1 ≤ m ≤ ℓ− j, m 6= k − ℓ,
α˜k−ℓ + 1, m = k − ℓ, if k − ℓ ≤ ℓ− j,
1, m = k − ℓ, if k − ℓ > ℓ− j,
0, ℓ− j < m ≤ k − j, m 6= k − ℓ,
(4.59)
and
α˜m =
{
αm, 1 ≤ m ≤ ℓ− j, m 6= k − ℓ,
αk−ℓ − 1, m = k − ℓ, if k − ℓ ≤ ℓ− j.
(4.60)
More precisely, for k ≥ 1 and j = 1, . . . , k − 1, the exponents α˜1, . . . , α˜ℓ−j ∈ N0 satisfy the criteria
α˜1+ . . .+(ℓ−j)α˜ℓ−j = ℓ−j, for ℓ ∈ {j+1, . . . , k1}, if, and only if, the exponents α1, . . . αk−j−1 ∈ N0
satisfy the criteria α1 + . . .+ (k − j − 1)αk−j−1 = k − j..
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Indeed, this is trivially true for k = 1. For k ≥ 2, assuming it is true up to k − 1, we find
vk+2 ≤ c(Ω) (dk
+
k−1∑
j=1
ak+2−j

dj +
j−1∑
ℓ=1

 ∑
α˜1,...,α˜j−ℓ∈N0
α˜1+...+(j−ℓ)α˜j−ℓ=j−ℓ
cjα˜1,...,α˜j−ℓa
α˜1
3 · · · aα˜j−ℓj−ℓ+2

 dℓ




= c(Ω)

dk + k−1∑
j=1
ak+2−jdj
+
k−1∑
ℓ=1
k−1∑
j=ℓ+1
ak+2−j

 ∑
α˜1,...,α˜j−ℓ∈N0
α˜1+...+(j−ℓ)α˜j−ℓ=j−ℓ
cjα˜1,...,α˜j−ℓa
α˜1
3 · · ·aα˜j−ℓj−ℓ+2

 dℓ


= c(Ω)

dk + k−1∑
j=1
ak+2−jdj
+
k−1∑
j=1
k−1∑
ℓ=j+1
ak+2−ℓ

 ∑
α˜1,...,α˜ℓ−j∈N0
α˜1+...+(ℓ−j)α˜ℓ−j=ℓ−j
cℓα˜1,...,α˜ℓ−ja
α˜1
3 · · ·aα˜ℓ−jℓ−j+2

 dj

 .
Putting dj in evidence we rewrite the estimate as
vk+2 ≤ c(Ω)dk
+ c(Ω)
k−1∑
j=1

ak+2−j +
k−1∑
ℓ=j+1
ak+2−ℓ

 ∑
α˜1,...,α˜ℓ−j∈N0
α˜1+...+(ℓ−j)α˜ℓ−j=ℓ−j
cℓα˜1,...,α˜ℓ−ja
α˜1
3 · · · aα˜ℓ−jℓ−j+2



 dj . (4.61)
We argue that
ak+2−j +
k−1∑
ℓ=j+1
ak+2−ℓ

 ∑
α˜1,...,α˜ℓ−j∈N0
α˜1+...+(ℓ−j)α˜ℓ−j=ℓ−j
cℓα˜1,...,α˜ℓ−ja
α˜1
3 · · · aα˜ℓ−jℓ−j+2


=
∑
α1,...,αk−j∈N0
α1+...+(k−j)αk−j=k−j
ckα1,...,αk−ja
α1
3 · · ·aαk−jk−j+2, (4.62)
with the numerical constants satisfying (4.57) and (4.58) and the exponents satisfying (4.59) and
(4.60).
Indeed, the first term ak+2−j is in the summation term in the right hand side with αk+j = 1 and
the remaining exponents αℓ = 0, 1 ≤ ℓ < k − j, with the associated numerical constant being
ck0,...,0,1 = 1.
This is the only possible combination that contains the “highest-order” term ak+2−j .
For ℓ = j+1, . . . , k−1 and any combination α˜1, . . . , α˜ℓ−j ∈ N0 with α˜1+ . . .+(ℓ− j)α˜ℓ−j = ℓ− j,
we have
α˜1 + . . .+ (ℓ − j)α˜ℓ−j + (k − ℓ) = ℓ− j + k − ℓ = k − j.
30 R. A. CIPOLATTI, I.-S. LIU, L. A. PALERMO, M. A. RINCON, AND R. M. S. ROSA
Notice that k − ℓ may, or may not, be less than ℓ− j. Thus, we take
α˜k−ℓ =
{
αk−ℓ + 1, if k − ℓ ≤ ℓ− j,
1, otherwise,
(4.63)
and keep the remaining exponents the same, i.e. αm = α˜m if m ≤ ℓ− j, m 6= k − ℓ, and αm = 0, if
ℓ− j < m ≤ k − 1, m 6= k − ℓ. In doing so, the exponents α1, . . . αk−j satisfy
α1 + . . .+ (k − j)αk−j = k − j,
with αk−j = 0. Hence, this combination of exponents is in the right hand side as well, and, from
(4.62), we see that the associated constant ckα1,...,αk−j is given according to (4.58).
On the other hand, if the exponents α1, . . . , αk−j ∈ N0 satisfy α1 + . . . + (k − j)αk−j = k − j,
then either αk−j = 1 or 0. If αk−j = 1, the remaining exponents are zero, so that this term is in the
left hand side of (4.62) and the associated numerical constant is c0,...,1 = 1.
In the case αk−j = 0, then αk−ℓ 6= 0, for one or more j + 1 ≤ ℓ ≤ k − 1. For any such ℓ, we see
that
α1 + . . .+ (k − ℓ)(αk−ℓ − 1) = k − j − (k − ℓ) = ℓ− j.
Thus, we define α˜m = αm, for 1 ≤ m ≤ ℓ− j, with m 6= k− ℓ, and α˜m = αm−1, if m = k− ℓ ≤ ℓ− j
(if k − ℓ > ℓ − j, there is no need to define the corresponding α˜m; see (4.60)). In doing so, the
exponents α˜1, . . . , α˜ℓ−j satisfy the condition to be in the summation term in the left hand side of
(4.62).
This completes the proof of (4.62), with the numerical constant satisfying (4.57) and (4.58) and
the exponents satisfying (4.59) and (4.60). Combining (4.61) and (4.62) we deduce (4.56).
The estimate (4.56) is the sharpest we can get from (4.55). But in order to have a more readable
and manageable inequality, we proceed to estimate the summation terms in (4.56). We divide the
combinatorial condition
∑k−j
i=1 iαi = k − j by k − j to see that
k−j∑
i=1
iαi
k − j = 1,
with 0 ≤ iαi/(k − j) ≤ 1, for all i = 1, . . . , k − j. Using Young’s inequality, we find that
k−j∏
i=1
aαii+2 ≤
k−j∑
i=1
iαi
k − j a
(k−j)/i
i+2 ≤
k−j∑
i=1
a
(k−j)/i
i+2 . (4.64)
Now, applying estimate (4.64) to (4.56) gives us
vk+2 ≤ c(Ω)

dk + ck k−1∑
j=1
(
k−j∑
i=1
a
(k−j)/i
i+2
)
dj

 , (4.65)
where
ck =
∑
α1,...,αk−j∈N0
α1+...+(k−j)αk−j=k−j
ckα1,...,αk−j . (4.66)
Going back to the definitions of vj , dj and aj , not forgetting that d1 = v3, we find that
‖Dk+2v‖2L2(Ω) ≤ ck(Ω)

 1
α2
‖f‖2Hkλ1(Ω) +
1
α2
k−1∑
j=2
(
k−j∑
i=1
1
α2(k−j)/i
1
λ
(k−j)/2i
1
‖A‖2(k−j)/i
Hi+2λ1
(Ω)
)
‖f‖2
Hjλ1
(Ω)
+
(
k−1∑
i=1
1
α2(k−1)/i
1
λ
(k−1)/2i
1
‖A‖2(k−1)/i
Hi+2
λ1
(Ω)
)
‖D3v‖2L2(Ω)
)
, (4.67)
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for suitable non-dimensional shape constants ck(Ω), for any k ≥ 2. Using the estimate (4.52) for v3
we arrive at
‖Dk+2v‖2L2(Ω) ≤
ck(Ω)
α2

‖f‖2Hkλ1 (Ω) +
k−1∑
j=2
(
k−j∑
i=1
1
α2(k−j)/i
1
λ
(k−j)/2i
1
‖A‖2(k−j)/i
Hi+2λ1
(Ω)
)
‖f‖2
Hjλ1
(Ω)
+
(
k−1∑
i=1
1
α2(k−1)/i
1
λ
(k−1)/2i
1
‖A‖2(k−1)/i
Hi+2λ1
(Ω)
)(
‖f‖2H1λ1(Ω)
+
1
α2
(
‖A‖2
W 1,∞λ1
(Ω)
+ ‖D2A‖2L3(Ω)
)(
‖f‖2L2(Ω) +
1
α2
‖A‖2
W 1,∞λ1
(Ω)
‖f‖2H−1(Ω)
))
.
(4.68)
This proves (4.31). The estimate (4.30) for the pressure follows from (4.49) and (4.29). 
We end this section with some remarks.
Remark 4.5. The estimates (4.8), (4.10), (4.27), and (4.29) for the velocity field (and similarly for
the pressure estimates (4.9), (4.11), (4.29), and (4.30)) can be put into a single expression of the
form
‖Dk+2v‖L2(Ω) ≤
c(Ω)
α
k∑
j=−1
λ
(k−j)/2
1 ak,j(α, λ1,A)‖f‖Hj(Ω), (4.69)
for all integers k ≥ −1, where the coefficients ak,j are non-dimensional quantities. In the case k ≥ 2,
these quantities are given by
ak,k(α, λ1,A) = 1,
ak,j(α, λ1,A) =
k−j∑
i=1
1
α(k−j)/i
1
λ
(2i+1)(k−j)/4i
1
‖A‖(k−j)/i
Hi+2
λ1
(Ω)
, 1 ≤ j ≤ k − 1,
ak,0(α, λ1,A) =
1
αλ
1/2
1
(
‖A‖W 1,∞λ1 (Ω) + ‖D
2A‖L3(Ω)
)
ak,1(α, λ1,A),
=
1
αλ
1/2
1
(
‖A‖W 1,∞λ1 (Ω) + ‖D
2
A‖L3(Ω)
) k−1∑
i=1
1
α(k−j)/i
1
λ
(2i+1)(k−j)/4i
1
‖A‖(k−j)/i
Hi+2λ1
(Ω)
,
ak,−1(α, λ1,A) =
1
αλ
1/2
1
‖A‖W 1,∞λ1 (Ω)ak,0(α, λ1,A),
=
1
α2λ1
‖A‖W 1,∞
λ1
(Ω)
(
‖A‖W 1,∞
λ1
(Ω) + ‖D2A‖L3(Ω)
) k−1∑
i=1
1
α(k−j)/i
1
λ
(2i+1)(k−j)/4i
1
‖A‖(k−j)/i
Hi+2
λ1
(Ω)
,
(4.70)
while for k = −1, 0, 1, we have
a−1,−1(α, λ1,A) = a0,0(α, λ1,A) = a1,1(α, λ1,A) = 1,
a0,−1(α, λ1,A) =
1
αλ
1/2
1
‖A‖W 1,∞λ1 (Ω),
a1,0(α, λ1,A) =
1
αλ
1/2
1
(
‖A‖W 1,∞λ1 (Ω) + ‖D
2
A‖L3(Ω)
)
,
a1,−1(α, λ1,A) =
1
α2λ1
‖A‖W 1,∞
λ1
(Ω)
(
‖A‖W 1,∞
λ1
(Ω) + ‖D2A‖L3(Ω)
)
.
(4.71)
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Notice, from (1.7), that f has the physical dimension (scaling) of αλ1v, while D
j has the physical
dimension of λ
j/2
1 , so it is interesting to rewrite (4.69) as
1
λ
(k+2)/2
1
‖Dk+2v‖L2(Ω) ≤ c(Ω)
k∑
j=−1
ak,j(α, λ1,A)
‖f‖Hj(Ω)
αλ
(j+2)/2
1
, (4.72)
Remark 4.6. We may use the interpolation inequality (2.2) to slightly rewrite the summation in
the right hand side of estimate (4.64), which ends up in the estimate (4.65) and, consequently, in
the final estimates (4.29) and (4.30) with (4.31). Using (2.2), we see that (up to a multiplicative
shape constant that will be accounted for at the end of the argument but which is omitted here for
notational simplicity)
ai+2 ≤ aθi3 a1−θik−j+2,
where θi is given by
i+ 2 = 3θi + (1 − θi)(k − j + 2). (4.73)
We use Young’s inequality to write
a
(k−j)/i
i+2 ≤ aθi(k−j)/i3 a(1−θi)(k−j)/ik−j+2 ≤
1
p
a
θi(k−j)p/i
3 +
1
q
a
(1−θi)(k−j)q/i
k−j+2 , (4.74)
for any 1 ≤ p, q ≤ ∞, with p−1 + q−1 = 1. Choosing q such that
(1− θi)(k − j)q
i
= 1, (4.75)
we find that
1
p
= 1− (1− θi)(k − j)
i
=
i− (1− θi)(k − j)
i
.
Thus, one easily checks, using the value of θi given in (4.73), that
θi(k − j)p
i
=
θi(k − j)
i− (1− θi)(k − j) = k − j. (4.76)
Combining (4.74), (4.75) and (4.76) together, we see that
a
(k−j)/i
i+2 ≤ ak−j3 + ak−j+2.
Thus, the right hand side of (4.64) is estimated as
k−j∑
i=1
a
(k−j)/i
i+2 ≤ c(Ω)(k − j)
(
ak−j3 + ak−j
)
, (4.77)
where now we include the suitable constant c(Ω) coming from the interpolations. Applying estimate
(4.77) to (4.56) gives us
vk+2 ≤ c(Ω)

dk + kck k−1∑
j=1
(
ak−j3 + ak−j
)
dj

 , (4.78)
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for another suitable shape constant c(Ω), and where ck is given in (4.66). Going back to the
definitions of vj , dj and aj, and using the estimate (4.52) for d1 = v3 we find that
‖Dk+2v‖2L2(Ω) ≤
ck(Ω)
α2
(
‖f‖2Hkλ1(Ω)
+
k−1∑
j=2
(
1
α2(k−j)
1
λ
(k−j)/2
1
‖A‖2(k−j)
H3λ1
(Ω)
+
1
α2
1
λ
1/2
1
‖A‖2
Hk−jλ1
(Ω)
)
‖f‖2
Hjλ1
(Ω)
+
(
1
α2(k−1)
1
λ
(k−1)/2
1
‖A‖2(k−1)
H3λ1
(Ω)
+
1
α2
1
λ
1/2
1
‖A‖2
Hk−1λ1
(Ω)
)(
‖f‖2H1λ1(Ω)
+
1
α2
(
‖A‖2
W 1,∞λ1
(Ω)
+ ‖D2A‖2L3(Ω)
)(
‖f‖2L2(Ω) +
1
α2
‖A‖2
W 1,∞λ1
(Ω)
‖f‖2H−1(Ω)
))
,
(4.79)
for suitable non-dimensional shape constants ck(Ω), for any k ≥ 2. A similar estimate holds for the
pressure.
Remark 4.7. In the case k ≥ 2, in Theorem 4.3, solving explicitly the recurrence relation in the
estimate (4.29) for Dk+2v is not a trivial matter. This relation is a so-called non-homogeneous linear
recurrence relation and its solution depends on finding the roots of an intricate polynomial (see [11]).
Luckily, we have found the exact solution for the recurrence relation and managed to estimate it in
a suitable way (if (4.55) were an equality, than the equality in (4.56) would be an exact solution).
Remark 4.8. As discussed in the paragraph before Theorem 4.3, all the works in the literature
assume more regularity on the coefficients of the linear term of the equation than we need in our
theorem. One can see the reason for that by perusing the proof of [8, Theorem 15.1] (see also [8,
Theorem 17.2]). In [8, Theorem 15.1], an equation of the form
∑
|α|=m aαD
αu = f is considered,
and the assumed regularity on f and the coefficients aα guarantee that the term fi = ∂xif − Ai
belongs to Hk−1, with Ai defined in [8, eq. (15.22)] (Ai contains derivatives of aα and u, analogous
to our term bγ , in (4.33)). Since Ai contains terms that are products of the first-order derivatives of
the solution u with second-order derivatives of the coefficients of the linear term and of second-order
derivatives of the solution u with first-order derivatives of the coefficients of the linear term, the
assumptions that u ∈ Hk+1 and that the coefficients are in Ck+1 guarantee that fi ∈ Hk−1, in any
dimensions. This, in turn, is used to bootstrap and show that ∂xiu ∈ Hk, hence u ∈ Hk+2. In
our case, however, we work specifically in the three-dimensional case, so we can exploit some useful
Sobolev embeddings, such as H1/2 into L3, H1 into L6, and [H1, H2]1/2 into L
∞. In doing so, we
find that fi ∈ Hk−1 even with the coefficients in W 1,∞ ∩Hk+1 (not necessarily in W k+1,∞). This
is precisely what is done in the proof of Theorem 4.3. Hence, we improve the classical result for
any integer k ≥ 1, in space dimension three. Analogous improvements can also be obtained in other
dimensions.
5. The viscoelastic Stokes problem
In this section, we apply the results of Section 4 to the viscoelastic Stokes problem (1.1) (or (1.6)).
We first verify the conditions on B that guarantee that A = A(B), given according to (1.5), is a
uniformly positive definite symmetric tensor, in the sense of Definition 3.2. Next we investigate under
which regularity assumptions on B the tensor A = A(B) has the regularity conditions required in the
results of Section 4. Next we combine all these results to obtain the desired existence, uniqueness,
and regularity properties of the viscoelastic Stokes problem.
5.1. Conditions for ellipticity of the linear part of the viscoelastic Stokes problem. In
applications, B is the left Cauchy-Green tensor FFtr, so we restrict our analysis to the case in which
B is a positive definite symmetric tensor. We want to find conditions on µ1, µ2, µ3 and B for which
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A(B), given by (1.5), is also a positive define symmetric tensor, which is one of the conditions needed
in Theorems 4.1, 4.2 and 4.3. It is clear that A(B) is also symmetric, so we only need to investigate
when it is positive definite.
In order to study this issue, it is natural to consider the real-valued functions
gx(λ) = µ1(x) + µ2(x)λ +
µ3(x)
λ
, for λ > 0, x ∈ Ω. (5.1)
Notice that if λ is an eigenvalue of B(x), then gx(λ) is an eigenvalue of A(B(x)), with the same
eigenspace. Hence, the positivity of A(B(x)) is directly related to the positivity of gx(λ), for every
eigenvalue of B(x). For the sake of notational simplicity, given a symmetric matrix B in three
dimensions, we denote by λ1(B) ≤ λ2(B) ≤ λ3(B) the three eigenvalues of B, in increasing order.
Then, it is straightforward to deduce that the uniform positive definiteness of the tensor A(B), in
the sense of Definition 3.2, follows if, and only if, gx(λi(B(x))) is strictly positive uniformly on Ω,
for every i = 1, 2, 3.
We summarize the above facts in the following result.
Proposition 5.1. Let B = B(x) be a tensor on Ω and suppose that, for almost every x in Ω,
B(x) is symmetric and positive definite with eigenvalues λi(B(x)) > 0, i = 1, 2, 3. Then, A(B) is
a symmetric tensor and the eigenvalues of A(B(x)) are given by gx(λi(B(x)), i = 1, 2, 3, with the
same corresponding eigenspaces of B(x). Moreover, B is A-positive, in the sense of Definition 3.4,
if, and only if,
α
def
= ess inf
x∈Ω
{
min
i=1,2,3
(
µ1(x) + µ2(x)λi(B(x)) +
µ3(x)
λi(B(x))
)}
> 0. (5.2)
In this case, (3.7) holds with A = A(B) and α as given in (5.2).
Typically, the parameters µ1, µ2, and µ3 may depend on some invariants of the left Cauchy-Green
stress tensor B and/or on the temperature and other quantities, when such couplings are relevant.
In some models, however, they are taken as constants. In the cases they are constant, we investigate
in more details when the condition (5.2) is satisfied.
When these parameters do not change with x, the function in (5.1) is the same for every x, i.e.
g = gx. Since B is a positive definite symmetric tensor, all its eigenvalues are positive, so, given a
set of real-valued parameters µ1, µ2, µ3, we look for set of positive values of λ for which g is positive,
i.e.
Λµ1,µ2,µ3 =
{
λ > 0; g(λ) = µ1 + µ2λ+
µ3
λ
> 0
}
. (5.3)
Since g is a continuous functions, the following result is easy to obtain and its proof is omitted.
Proposition 5.2. Let µ1, µ2, µ3 ∈ R be constants and let B be a positive definite symmetric tensor
on a domain Ω ⊂ R3. Suppose there exists a set Λ0 which is compactly included in the set Λµ1,µ2,µ3
defined in (5.3) and such that λi(B(x)) ∈ Λ0 almost everywhere on Ω, for every i = 1, 2, 3. Then,
condition (5.2) of Proposition 5.1 is fulfilled, and B is A-positive in the sense of Definition 3.4.
The set Λµ1,µ2,µ3 can be explicitly and easily characterized in terms of the parameters. For that
purpose, it is useful to introduce the polynomial p(λ) = λg(λ) = µ2λ
2 + µ1λ + µ3, which has the
same sign as g for λ positive. The roots of p are real when µ21 ≥ 4µ2µ3 and are given by
λ± =
−µ1 ±
√
µ21 − 4µ2µ3
2µ2
. (5.4)
One fundamental condition on the parameters comes when considering the state of the material
with no displacement, in which case F is the identity tensor, and so is B. Hence, all the eigenvalues
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of B(x) are equal to one, with g(1) = µ1 + µ2 + µ3. Thus, we recover the classic thermodynamic
condition
µ1 + µ2 + µ3 > 0. (5.5)
Assuming condition (5.5), there are a few different scenarios that may happen, as follows.
Lemma 5.1. Let µ1, µ2, µ3 ∈ R be constants, and consider the function g and the set Λµ1,µ2,µ3
given in (5.3). Suppose that (5.5) holds. Then, we have the following scenarios.
(i) If µ2, µ3 > 0 and µ1 > −2√µ2µ3, then Λµ1,µ2,µ3 = (0,∞).
(ii) If µ2, µ3 > 0 and µ1 ≤ −2√µ2µ3, then 0 < λ− ≤ λ+, and Λµ1,µ2,µ3 = (0, λ−) ∪ (λ+,∞).
(iii) If µ3 > 0, µ2 = 0, and µ1 ≥ 0, then Λµ1,µ2,µ3 = (0,∞).
(iv) If µ3 > 0, µ2 = 0, and µ1 < 0, then λ0 = −µ3/µ1 > 0 and Λµ1,µ2,µ3 = (0, λ0).
(v) If µ3 > 0 and µ2 < 0, then Λµ1,µ2,µ3 = (0, λ+).
(vi) If µ3 = 0 and µ1, µ2 ≥ 0, then Λµ1,µ2,µ3 = (0,∞).
(vii) If µ3 = 0, µ2 > 0, and µ1 < 0, then Λµ1,µ2,µ3 = (λ+,∞).
(viii) If µ3 = 0, µ2 < 0, and µ1 > 0, then Λµ1,µ2,µ3 = (0, λ+).
(ix) If µ3 < 0 and µ2 > 0, then Λµ1,µ2,µ3 = (λ+,∞).
(x) If µ3, µ2 < 0 and µ1 > 2
√
µ2µ3, then Λµ1,µ2,µ3 = (λ−, λ+).
(xi) If µ3 < 0, µ2 = 0, and µ1 > 0, then λ0 = −µ3/µ1 > 0 and Λµ1,µ2,µ3 = (λ0,∞).
We end this section with a few remarks.
Remark 5.1 (Small Deformations). Without any deformation, the tensor F is the identity I, and
so is the left Cauchy-Green tensor B = FFtr = I. In this case, A = A(I) is a diagonal tensor, with
identical diagonal elements given by µ1 + µ2 + µ3. Under the assumption (5.5), A is uniformly
elliptic. Then, by continuity, it is clear that, for small perturbations, the eigenvalues of B are near
the identity and, hence, the eigenvalues of A = A(B) are still strictly positive. More precisely, one
has that there exists δ > 0 such that if B ∈ L∞(Ω)3×3 is a positive definite symmetric tensor such
that ‖B− I‖L∞(Ω) ≤ δ, then B is still an A-positive tensor. The value of δ can be estimated in terms
of µ1, µ2, µ3 depending on the case described in Proposition 5.2. In particular, the material may, or
may not, allow arbitrarily large deformations.
Remark 5.2 (Salt dynamics). In the time-dependent problem associated with the constitutive law
(1.3), we consider an Eulerian formulation in which B is a time-dependent variable of the system.
In the initial value problem for this system, without any initial deformation, B is taken to be the
identity tensor at the initial time. In this case, the associate tensor A = A(B) is initially a diagonal
operator with diagonal element equal to µ1+µ2+µ3 > 0 (see Remark 5.1). Using energy estimates
of the associated evolution equations and the regularization property of problem (1.7) proved here,
we obtain a priori estimates for B in H3(Ω)3×3 ⊂ W 1,∞(Ω) and for v in H4(Ω)3, showing that B
remains in H3(Ω)3×3 and stays A-positive for a short time, while v remains in H4(Ω)3. In doing
so, we prove that the system is well-posed locally in time. This result will be presented elsewhere.
5.2. Regularity of A(B). In view of the regularity conditions on A needed for the existence, unique-
ness, and regularity results given in Section 4, we want to obtain the corresponding regularity prop-
erties of A = A(B) in terms of B. This is the aim of the current section. Along the way, some useful
estimates are derived.
One step is to represent the inverse B−1 in terms of B2, using the representation
pB(λ) = λ
3 − IBλ2 + IIBλ− IIIB
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for the characteristic polynomial of a tridimensional matrix B(x), at each point x. In this represen-
tation,
IB = TrB,
IIB =
1
2
(
(TrB)2 − Tr(B2)) ,
IIIB =
1
6
(
(TrB)3 − 3(TrB)(Tr(B2)) + 2Tr(B3)) = detB,
where Tr(·) denotes the trace of a matrix or tensor, and det(·), its determinant. We use the Cayley-
Hamilton Theorem, which asserts that
pB(B) = B
3 − IBB2 + IIBB− IIIBI = 0, on Ω. (5.6)
Hence,
B
−1 =
1
detB
(B2 − IBB+ IIBI). (5.7)
Using this representation, we first obtain an L∞ regularity result for A(B).
Proposition 5.3. If B ∈ L∞(Ω)3×3 and (detB)−1 ∈ L∞(Ω), then, B−1 ∈ L∞(Ω)3×3. If, moreover,
µ1, µ2, µ3 ∈ L∞(Ω), then A(B) ∈ L∞(Ω)3×3.
Proof. Clearly, B2, TrB, and TrB2 are essentially bounded, with
‖B2‖L∞(Ω) ≤ 3‖B‖2L∞(Ω), ‖TrB‖L∞(Ω) ≤ 3‖B‖L∞(Ω), ‖TrB2‖L∞(Ω) ≤ 9‖B‖2L∞(Ω),
and, hence,
‖IBB‖L∞(Ω) ≤ 3‖B‖2L∞(Ω), ‖IIBI‖L∞(Ω) ≤ 9‖B‖2L∞(Ω).
Using these estimates in (5.7) implies that B−1 ∈ L∞(Ω), with
‖B−1‖L∞(Ω) ≤ 15‖(detB)−1‖L∞(Ω)‖B‖2L∞(Ω). (5.8)
Then, using (5.8) in (1.5), we obtain
‖A(B)‖L∞(Ω) ≤ ‖µ1‖L∞(Ω)+ ‖µ2‖L∞(Ω)‖B‖L∞(Ω)+15‖µ3‖L∞(Ω)‖(detB)−1‖L∞(Ω)‖B‖2L∞(Ω), (5.9)
which proves that A(B) ∈ L∞(Ω)3×3. 
For the sake of simplicity and with the applications in mind, we restrict the next estimates to the
relevant case detB = 1. We then look for W 1,∞(Ω) regularity.
Proposition 5.4. If B ∈ W 1,∞(Ω)3×3 and detB = 1 almost everywhere on Ω, then, B−1 ∈
W 1,∞(Ω)3×3. If, moreover, µ1, µ2, µ3 ∈W 1,∞(Ω), then A(B) ∈W 1,∞(Ω)3×3.
Proof. That B−1 and A(B) belong to L∞(Ω)3×3 follows from Proposition 5.3. We only need to
consider the derivatives of such tensors.
Since the trace is a linear operator and taking into account that detB = 1, the derivatives
∂xi
(
B−1
)
are easily found from (5.7) to be
∂xi
(
B−1
)
= 2B∂xiB− Tr(∂xiB)B+Tr(B)∂xiB+ (Tr(B)Tr(∂xiB)− Tr(B∂xiB)) I. (5.10)
for every i = 1, 2, 3. Thus,
‖∂xi
(
B
−1
) ‖L∞(Ω) ≤ 20‖B‖L∞(Ω)‖∂xiB‖L∞(Ω),
This yields
‖D(B−1)‖L∞(Ω) ≤ 20‖B‖L∞(Ω)‖DB‖L∞(Ω). (5.11)
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From (1.5) we find that
‖∂xiA(B)‖L∞(Ω) ≤ ‖∂xiµ1‖L∞(Ω) + ‖∂xiµ2‖L∞(Ω)‖B‖L∞(Ω) + ‖µ2‖L∞(Ω)‖∂xiB‖L∞(Ω)
+ ‖∂xiµ3‖L∞(Ω)‖B−1‖L∞(Ω) + ‖µ3‖L∞(Ω)‖∂xi(B−1)‖L∞(Ω).
which, together with (5.8) and (5.11), yields
‖DA(B)‖L∞(Ω) ≤ ‖Dµ1‖L∞(Ω) + ‖Dµ2‖L∞(Ω)‖B‖L∞(Ω) + ‖µ2‖L∞(Ω)‖DB‖L∞(Ω)
+ 9‖Dµ3‖L∞(Ω)‖B‖2L∞(Ω) + 20‖µ3‖L∞(Ω)‖B‖L∞(Ω)‖DB‖L∞(Ω). (5.12)
This proves the desired regularity for A(B). 
Now we look for a W 2,3(Ω) estimate.
Proposition 5.5. If B ∈ W 2,3(Ω)3×3 and detB = 1 almost everywhere on Ω, then, B−1 ∈
W 2,3(Ω)3×3. If, moreover, µ1, µ2, µ3 ∈W 1,∞(Ω) ∩W 2,3(Ω), then A(B) ∈W 2,3(Ω)3×3.
Proof. From (5.7), and using that detB = 1 almost everywhere, we see that
‖B−1‖L3(Ω) ≤ c‖B‖2L6(Ω),
for some universal constant c. Using (5.10), we find that
‖DB−1‖L3(Ω) ≤ c‖B‖L6(Ω)‖DB‖L6(Ω),
for a different universal constant c. Taking the ∂xj derivative of (5.10) we find that
∂2xixj
(
B−1
)
= 2∂xjB∂xiB+ 2B∂
2
xixjB
− Tr(∂2xixjB)B− Tr(∂xiB)∂xjB+Tr(∂xjB)∂xiB+Tr(B)∂2xixjB
+
(
Tr(∂xjB)Tr(∂xiB) + Tr(B)Tr(∂
2
xixjB)− Tr(∂xjB∂xiB) − Tr(B∂2xixjB)
)
I, (5.13)
for every i = 1, 2, 3. Then, using Ho¨lder’s inequality, we find that
‖D2(B−1)‖L3(Ω) ≤ c
(
‖DB‖2L6(Ω) + ‖B‖L∞(Ω)‖D2B‖L3(Ω)
)
, (5.14)
for another suitable universal constant c. These estimates show that B−1 belongs to W 2,3(Ω)3×3.
Now, from (1.5) and the regularity obtained for B−1, we readily see that A(B) ∈ W 2,3(Ω)3×3, with,
in particular,
‖D2A(B)‖L3(Ω) ≤ c
(‖D2µ1‖L3(Ω) + ‖D2µ2‖L3(Ω)‖B‖L∞(Ω) + ‖Dµ2‖L∞(Ω)‖DB‖L3(Ω)
+ ‖µ2‖L∞(Ω)‖DB‖L3(Ω) + ‖D2µ3‖L3(Ω)‖B−1‖L∞(Ω)
+‖Dµ3‖L∞(Ω)‖D(B−1)‖L3(Ω) + ‖µ3‖L∞(Ω)‖D2(B−1)‖L3(Ω)
)
, (5.15)
for a suitable universal constant c. 
Finally we look for Hm(Ω) estimates, for any integer m ≥ 2.
Proposition 5.6. If B ∈ Hm(Ω) and detB = 1 almost everywhere on Ω, where m ∈ N, m ≥ 2,
then, B−1 ∈ Hm(Ω)3×3. If, moreover, µ1, µ2, µ3 ∈W 1,∞(Ω)∩Hm(Ω)m×m, then A(B) ∈ Hm(Ω)3×3.
Proof. Since B ∈ Hm(Ω)3×3 ⊂ L4(Ω)3×3, for m ≥ 2, it is straightforward to see that
‖B−1‖L2(Ω) ≤ c‖B‖2L4(Ω), (5.16)
for a suitable universal constant c, so that B−1 is in L2(Ω)3×3. Using Ho¨lder’s inequality in (5.10)
we see that
‖D(B−1)‖L2(Ω) ≤ c‖B‖L12(Ω)‖DB‖2L12/5(Ω), (5.17)
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for another universal constant c. Since Hm(Ω) ⊂ L12(Ω) ∩ W 1,12/5(Ω), this shows that B−1 ∈
H1(Ω)3×3. From (5.13), we see that
‖D2(B−1)‖L2(Ω) ≤ c
(
‖DB‖2L4(Ω) + ‖B‖L∞(Ω)‖D2B‖L2(Ω)
)
, (5.18)
for another suitable universal constant c. Since in three dimensions we have the embedding Hm ⊂
L∞, form ≥ 2, it follows that B−1 ∈ H2(Ω)3×3 as well. This proves the casem = 2. Form = 3, 4, . . .,
we use Leibniz’s rule and estimate Dm(B−1) simply by
‖Dm(B−1)‖L2(Ω) ≤ c
[m/2]∑
i=1
‖DiB‖L∞(Ω)‖Dm−iB‖L2(Ω),
where [m/2] is the largest integer smaller than or equal to m/2. When m ≥ 3 and the space is three-
dimensional, the embeddingHm(Ω) ⊂W i,∞ holds for any integer i ≤ m/2. Thus, B−1 ∈ Hm(Ω)3×3.
For the regularity of A(B), we see that
‖A(B)‖L2(Ω) ≤ c
(‖µ1‖L2(Ω) + ‖µ2‖L∞(Ω)‖B‖L2(Ω) + ‖µ3‖L∞(Ω)‖B−1‖L2(Ω)) , (5.19)
for a universal constant c, and
‖DmA(B)‖L2(Ω) ≤ c
(‖Dmµ1‖L2(Ω) + ‖µ2‖L∞(Ω)‖DmB‖L2(Ω) + ‖Dµ2‖L∞(Ω)‖Dm−1B‖L2(Ω)
+ ‖µ3‖L∞(Ω)‖Dm(B−1)‖L2(Ω) + ‖Dµ3‖L∞(Ω)‖Dm−1(B−1)‖L2(Ω)
+
m∑
i=2
‖Diµ2‖L2(Ω)‖Dm−iB‖L∞(Ω) +
m∑
i=2
‖Diµ3‖L2(Ω)‖Dm−i(B−1)‖L∞(Ω)
)
, (5.20)
for another suitable constant c. From the embedding Hm(Ω) ⊂Wm−i,∞, for m ≥ 2 and 2 ≤ i ≤ m,
valid in three dimensions, it follows from (5.19) and (5.20) that A(B) ∈ Hm(Ω). 
Remark 5.3. If the regularities of A(B) in W 2,3(Ω)3×3 and in Hm(Ω)3×3 were the sole purposes
of Propositions 5.5 and 5.6, respectively, then, of course, one could ask for different regularity
assumptions on B and on the parameters µ1, µ2, and µ3. But since these estimates will be used in
conjunction with Theorem 4.3, which requires that A = A(B) belong to W 1,∞(Ω)3×3, then we are
constrained by starting with the assumptions required in Proposition 5.4.
Remark 5.4. More general conditions for the regularity of A(B) can be obtained by imposing
conditions not only on B but also on B−1 itself. However, for practical purposes, since in the
evolutionary system (1.4) the tensor B is one of the unknowns, it is useful to derive conditions on B
alone.
5.3. Existence and regularity results for the viscoelastic Stokes problem. The existence,
uniqueness, and regularity properties for the viscoelastic Stokes problem (1.6) are direct consequences
of the corresponding results for the generalized Stokes problem (1.7), provided the tensor B is A-
positive, which guarantees that the corresponding tensor A = A(B) is uniformly positive definite,
and provided the tensor A(B) is sufficiently regular. The main condition for B to be A-positive is
given in Proposition 5.1, in Section 5.1, while the regularity of A(B) is investigated in Propositions
5.3, 5.4, 5.5, and 5.6, in Section 5.2. The aim of the current section is to put these things together.
With that in mind, we state, without proof, the following results, corresponding to Theorems 4.1,
4.2, and 4.3, respectively.
Theorem 5.1 (Existence and uniqueness). Let Ω ⊂ R3 be a bounded Lipschitz domain, B ∈
L∞(Ω)3×3 be a uniformly positive definite symmetric tensor on Ω with (detB)−1 ∈ L∞(Ω), µ1,
µ2, and µ3 ∈ L∞(Ω) be scalar fields, and f ∈ H−1(Ω)3. Assume that (5.2) holds. Then, there exist
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a unique vector field v ∈ V (Ω) and a scalar field p ∈ L2(Ω) that solve the weak formulation (3.3) of
the viscoelastic Stokes problem. Moreover, the field p is unique up to a constant, and the estimates
‖∇v‖L2(Ω) ≤
1
α
‖f‖H−1(Ω), (5.21)
and
‖p‖L2(Ω)/R ≤
c(Ω)
α
‖A(B)‖L∞(Ω)‖f‖H−1(Ω), (5.22)
hold, where c(Ω) is a shape constant.
Theorem 5.2 (Regularity). Under the hypotheses of Theorem 5.1, suppose moreover that Ω has a
boundary of class C2, B ∈W 1,∞(Ω)3×3 with detB = 1, µ1, µ2, and µ3 ∈W 1,∞(Ω), and f ∈ L2(Ω)3.
Then, the solution (v, p) of the weak formulation (3.3) of the viscoelastic Stokes problem is such that
v ∈ V (Ω) ∩H2(Ω) and p ∈ H1(Ω), with
‖D2v‖L2(Ω) ≤
c(Ω)
α
(
‖f‖L2(Ω) +
1
α
‖A(B)‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
)
, (5.23)
and
‖∇p‖L2(Ω) ≤
c(Ω)
α
‖A(B)‖L∞(Ω)
(
‖f‖L2(Ω) +
1
α
‖A(B)‖W 1,∞λ1 (Ω)‖f‖H−1(Ω)
)
, (5.24)
where λ1 is the Poincare´ constant, and c(Ω) is a shape constant. Furthermore, (v, p) solves the
viscoelastic Stokes system (1.1) almost everywhere on Ω, with the first two equations in (1.1) holding
in L2(Ω)3 and H1(Ω)3, respectively, and with the last equation holding for the trace of v on ∂Ω in
the space H3/2(∂Ω).
Theorem 5.3 (High-order regularity). Under the hypotheses of Theorem 5.1, suppose moreover
that Ω has a boundary of class Ck+2, B ∈W 1,∞(Ω)3×3 ∩W 2,3(Ω)3×3 ∩Hk+1(Ω)3×3 with detB = 1,
µ1, µ2, and µ3 ∈ W 1,∞(Ω) ∩W 2,3(Ω) ∩ Hk+1(Ω), and f ∈ Hk(Ω)3. Then, the solution (v, p) of
the weak formulation (3.3) of the viscoelastic Stokes problem is such that v ∈ V (Ω) ∩Hk+2(Ω) and
p ∈ Hk+1(Ω). Furthermore, (v, p) solves the viscoelastic Stokes problem (1.1) almost everywhere on
Ω, with the first two equations in (1.1) holding in Hk−1(Ω)3 and Hk(Ω), respectively, and with the
last equation holding for the trace of v on ∂Ω, in the space Hk+1/2(∂Ω). Finally, depending on the
value of k, the estimates (4.28), (4.28), (4.29), and (4.30) hold with A replaced by A(B).
Remark 5.5. The estimates needed for A(B) in Theorems 5.1, 5.2, and 5.3 can be taken to be
those obtained in Propositions 5.3, 5.4, 5.5, and 5.6, but, of course, other estimates may be worked
out if desired.
Remark 5.6. In a more general form, one obtains results analogous to Theorems 5.1, 5.2, and 5.3
without assuming explicit regularity conditions on B and instead assuming directly that the tensor
B is such that A(B) satisfies the assumptions for A in Theorems 4.1, 4.2, and 4.3, respectively. This
is particularly useful when the material can be modelled with µ3 = 0 or in special situations or with
special symmetries in which the regularity of A(B) might be improved, or even if A(B) depends on
B on a different way.
Remark 5.7. The same kind of results (in Theorems 4.1, 4.2 and 4.3, for the generalized Stokes
problem, and in Theorems 5.1, 5.2, and 5.3, for the viscoelastic Stokes problem) hold under different
homogenous boundary condition, such as fully periodic conditions or combinations of no-slip and
periodic boundary conditions such as in a periodic channel. Non-homogenous boundary conditions
can also be treated, provided they are the trace of functions with sufficient regularity. The details
are omitted.
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6. Conclusions
We considered in detail a particular class of viscoelastic materials, modelled by system (1.1). Our
main interest was in modelling the deformation of different types of salts, needed for simulations of
the exploitation of pre-salt oil fields.
We obtained existence, uniqueness and regularity results for system (1.1), based on natural con-
ditions on the parameters B and µ1, µ2, µ3, and on the boundary Ω. In particular, we identified
the condition (5.2) as the main condition for the uniform ellipticity of the problem, as well as the
regularity conditions given in Section 5.
For the existence, uniqueness and low-order regularity (up to H2), we rewrote the system into a
form suitable for the application of previously known results and verified all the necessary conditions.
For higher-order regularity (in Hk, k ≥ 3), we exploited the Sobolev estimates valid in three
dimensions and improved the regularity needed on the coefficients of the differential operator as
compared with previously available results for similar elliptic systems.
We also obtained sharper and more explicit estimates for the regularity of the solution in terms
of the parameters of the problem. These estimates are important for the well-posedness of the
corresponding evolutionary problem to be presented in a forthcoming paper.
In regards to the ellipticity condition (5.2), which is of practical importance for checking the
validity of a numerical simulation, we identified, in the case of constant coefficients µ1, µ2, µ3, differ-
ent intervals of the positive real line in which the eigenvalues of the left Cauchy-Green deformation
tensor are allowed to belong to (see Lemma 5.1). If the deformation is such that at least one of the
eigenvalues escapes those intervals, the system is no longer elliptic. This explains the breakdown of
our own simulations seen in some situations.
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