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Resumo:
Existência de minlmizantes pâra integris não-convexos do
cálculo das variações com lagranglano mensurável
Analisam-se vri.rios a^rtigos de investigação matemática que demonstra.m
a existência de minimizantes, numâ classe de funções reais r(ú), de variável
real, absoluta.rnente contínuas definidas num intervalo compâcto, pa,ra inte-
grais do críIculo das variações com lagrângiano não-convexo relativamente
à variável velocidade rt(t). O nosso objectivo é alcança.r uma feúilização
cruzada entre dois métodos bem diferentes; e âssim consegúr, no futuro
próximo, avançax mais além e obter novos resultados de existência de mini-
mizantes de integrais não-convexos.
Âbstract:
Existence of minimizers for nonconvex integrals of the calculus of
variations with measurable lagrangian
We analyse several math research papers which prove existence of mi-
nimizers, in a class of real r(ú) functions, of one real variable, absolutely
continuous on a compact interval, for integrals of the calculus of variations
with lagrangian nonconvex relative to the velocity variable c/(ú). Our aim
is to reach a cross-fertiüzation between two quite distinct methods; and to
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Esta dissertaçáo de Mestrado tem como objectivo o estudo de proble-
mas de existência de minimiza,ntes paÍa funcionais integrais do crílculo das
va,riações com lagrangia,no mensurável (nomeadn.mente não semicontínuo
inferior). Ao longo da disseúação, além de resultados recentes, expõem-
se também aspectos mais clássicos da teoria. Em termos de organização,
divide-se nas seguintes partes:
(1) Introduçã,o;
(2) O oílculo das variações no caso corvexo;
(3) Resultados recentes no caso nã,o-convexol
(4) Àpêndice Definições e resultados prelimina.res.
No remanescente deste capítulo, fa,remos uma breve introdução aos pxo-
blemas considerados neste texto.
No segundo capítulo estudam-se resultados clíssicos do Cdlculo d,as Va-
riações, expressão que foi utiüzada pela primeirâ vez por Leonard Euler em
1760 (ver [GH04, pag. 18], [GF00, pag. 6], [S.W01]) após ter recebido
uma cartâ, de Louis Lagrange, onde se expunha um rrovo método ( base,
ado no que actualmente chamamos variações) para o estudo de problemas
isoperimétricos.
O nascimento do CdIcuIo das Va.riações é atribuído a Johann Bernoulli
quando anos antes, em 1696, desafiou a comunidade matemática com o
Problema d,a Braqu'i,stócrona (ver [BG]I98, pag. M),, [GH04, pag. 36fl,
[GF00, pas. 3], [SW01]):
... Se num plano aerli,cal forem dad,os d,oi,s pontos A e B, pretend,e-
se especificar a 4rbita A/',[ B da massa pontual móael M ao longo da qual,
partind,o d,e A, e sob a i,nfl,uênci,a d,o seu própri,o peso, chega a B no mai,s
curto tempo possíael...
O problema fundamenta.l do Cálculo das Va,riaçôes, consiste em minimi-
za.r o funcional integral
1b(1) x(*(.)): I t-,çt,açt1,a'çt11a4 definido em x4s,,
Ja
onde Xqs representa a classe das funções r : la, bl -+ IR' que satisfazem
as condições de fronteira o(a) A e t(b) = B. A função
L : la,bl x IRn x IRn -+ [0, +oo] ch".m a-se lagrangiano. Usamos os sim-
boios (Í, s, () para os a.rgumentos de .L (tempo, estado, velocidade).
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Costumam levantar-se três questões fundamentais relativanrente a este
problema: Ex,i,ste mi,ni,mi,zante? O minimizante é regular? Que cond,i,ções
nece$drias tem, o mi,ni,mi,zante d,e sati,sfazer? Como é óbvio, em geral a res-
posta a estâs questões é negatila, caso não se imponham hipóteses adicionais
sobre o lagrangiano.
Em relação à primeira pergunta, as hipóteses usuais impostas ao lagran-
giano, sob as quais é possÍvel provar um resultado de existência de solução,
no conjunto X4s, sãa: a semicontinuidade inferior do lagrangiano, a convexi-
dade em relação À velocidade ( e a condição de crescimento superlinear, i.e.,
a exigência da existência de uma função á(.) tal que f converge para +oo
quândo ( tende para +m, e .L(1, s,() > 0({). Este método é conhecido por
Métod,o Di,recto d,o Cólculo d,as Vari,ações e foi desenvolvido, principalmente,
pelo matemático italiano L. Tonelli (em 1915, ver [Ces83, pag. 533]). De
um modo geral, uma vez que eúste sempre uma sucessão minimizante para o
funcional integral T(.), i.e., uma sucessáo de funções (2"(.)) tais que Z(o"(.))
converge parâ o ínfimo deI(.), e como a condição de crescimento superlinear
implica a precompacidade fraca de (r"(.)), podemos sempre selecciona.r uma
subsucessão minimizante fracamente convergente para uma função g(.) ab-
solutamente contínua, definida em [a, b]. Como as hipóteses de convexidade
e semicontinuidade inferior do lagrangiano (ver [Ces83], [Dac89], [ET99],
[Iof7'7]) asseguram a semicontinuidade inferior sequêncial fraca do funcio.
na1 integral Z(.), conclú-se que uma ta1 função g(.) minimiza o funcional
integral considerado.
No caso em que o lagrangiano é não-convexo, uma possível estratégia
paÍa provar a existência de minimizantes consiste em obter como acima um
minimizante z(.) para o funcional integral convexificâdo
l"
b(2) zc(r(.)) - L"" (t, n(t), ut (t))dt, definido em xtre,
(onde .L**(.) representa a função bipolar de L(.), i.e.,
epi .L**(s,') : co epi tr(r,')), de tal modo que z(.) sâtisfaz propriedades de
regularidade adequadas; e entáo utilizam-se tais propriedades
para construir um novo minimizante relaxado y(.) que, além disso, também
minimiza o integral não-convexo 7(.).
Supondo que existe um minimizant" S('), outro problema consiste em
determinar condições necessárias que g(.) terá que satisfazer, por ser mini-
mizante. Em análise real, um princípio usual consiste em, dado um minimi-
zante pertencente ao interior do domínio de uma funqão, obter uma condição
necessária para este ponto explorando o que acontece na sua vizinhança, por
exemplo, o gradiente da função terá de ser zero. Pode então perguntâÍ-se,
será possível adaptar este princípio ao Cálculo das Variações? A resposta
a estâ pergunta é afirmativa, e conduz-tros à Equação de Euler-Lagrange
e suas variantes. Isto é feito considerando uma variação admissível, i.e.,
uma função @(.) e Cfl([a, ô];IR"), e considerando o funcional integral 7(.)
apücado a c(') + e/(.), onde e é um número real, e sendo o novo firncional
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integral I (r(.) + e{(.)) encarado como uma fimçã.o real da variável real e'
Pa,ra eata função, o ponto e : 0 deve ser de estaciona,ridade. Sempre que
seja possÍvel pa"ssar ao limite sob o sinal do integral, obtemos a equaçáo de
Euler-Lagrange
rb
I lU, rG, a (t), a' (t)), d Q\ t \L 6(t,, y (t),s' (r) ), d(ú))l dú : 0,
Ja
ou, representando por $ a derivada no sentido fraco,
d , ,,
4u çyo, g (t), yt (t)) -- L "(t, 
g (t), s' (t)).
Tonelli provou a validade da Equação de Euler-Lagrange quando o la-
grangiano I(.) é de classe C3, ou C2 no caso rz = 1, e .Ú66 (') é estrita-
mente positiva. Muitos esforços foram feitos com o intúto de enfraquecer as
condiçáes de regularidade impostas ao o lagrangiano (ver [8M85], [Ces83],
[Claeo], [CV85], ER75l, [MOS02]).
Em [8M86] , J. M. BaIl e V.J. Mizell apresenta,m um exemplo de
Lagrangiaao tal que Lr(',a('),a'O) é náo integrável (aqui g(') é o mi-
nimizante). Portanto terá que se impor alguma condiçáo sobre o termo
L"(.,A(.),A'(.)) de modo a assegurar a validade da equaçã,o de Euler-Lagrange
Em [Ces83], [Cla90], [MOs02], FrzgT), partindo-se do pressuposto
de existência de uma função integrável S(ú), tal que parâ toda a função
z(.) na vizinhança do minimizant e, lL"(t,n(t),r'(Í))l é limitado por S(ü) e
demonstra-se a validade da equaçã,o de Euler-Lagrange, supondo L(t,', xt(t))
Iocal:nente Lipschitziana.
Mais tarde, F. H. Clarke, em [Cla76] e [Cla90] demonstrou a inclusão
diferencial de Euler-Lagrange pâÍa o caso em que o lagrangiano satisfaz:
LO,.,e) é localmente limitado e localmente üpschitziano; e L(t,s, ') é con-
vexo.
Contudo, a condição local de Lipschitz em relaçáo à segunda variável
exclui uma grande classe de lagrangianos para os quais o problema de mini-
mização do funcional integral .I(') tem soluçã,o. Nomeadamente aqueles em
que: Z(ú,.,.) é uma funçâo semicontínua inferior, com crescimento superli-
near; e .L(ú, s, .) é convexa.
Em [AÀ889], L. Ambrosio, O. Ascenzi e G. Buttazzo, consideram o
problema de minimizaçã,o de funcionais dos tipos




definidos na classe de funções Z4s. As\sim, com o objectivo de estudar o
problema de minimização do funcional É('), onde .L : IRa x IR" -, [0, +m]
e tal que L(s,.) é convexa, semicontínua inferior e ,('' () é mensurável, os
e
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autores observam que se y(.) é solução do problema considerado, então a
apücação identidade ç(t): t é minimo local para o funcional f(.), pelo que
a primeira parte deste artigo se dedica ao estudo de firncionais deste tipo.
Portanto, provarn que toda a solução y(.) é regr_rtar e satisfaz a inclusão dife-
rencial de Euier-Lagrange, para funcionais do tipo f(.), e DuBois-Reymond,
pa,ra funcionais do tipo 7(.).
No terceiro capÍtulo, estudam-se os artigos de C. Marcelli [Mar02] e de
A. Ornelas [Orn], [Orn06], onde se demonstra a existência e regularidade
da solução para o problema de minimização de funcionais integrais f@(.))
e L(r(.)) respectivamente.
P. Kaiser (ver [Ces83, p. 440]), para funcionais integrais f(r(.)), de-
finidos para tunções x(.) e Wt'o11a,b];IR") tais que r(a) : g e x(b) _ 4.,
com lagrangia no L(t,{) : p(t)O+ (()r)â ( caso em que o funcional integral
representa um comprimento de arco ponderado), provou que a existência de
mínimo depende do decüve d. Posteriormente condições necessárias e sufi-
cientes pa.ra a existência de mínimo pa.ra o funcional integral .F.(.), em que
o lagrangiano verifica: ,L(.,0 mensur á,vel, L(t,.) € C1(n) e convexo, sáo
estudadas no artigo [Mar97]. A extensão dos resultados aí apresentados,
âo câso em que o lagrangiano é não-convexo e não-superlinear e pouco suâve
estudam-se no artigo [Mar02].
Em [Orn06], observa-se que na demonstração de existência de minim!
zante, um ingrediente essencial para a semicontinuidade inferior sequencial
fraca do funcional integral L(*(.)), costuma ser a semicontínuidade inferior
do lagrangiano I(.) (ver PonT| lETggl, [Dac89]); contudo, em IDBDSS]
e [Amb87] demonstra-se que pâra uma grande classe de lagrangianos unidi-
mensionais, aqueles em que .L(s, .) é uma função convexa e semicontínua infe-
rior ( como acontece quando L(.) é LA B-mensurável, L(..,0) é semicontínua
inferior com valores finitos e o subdiferenci al 0L(.,0) contém uma função
m(.) e Ll".(R) ), é possível obter a semicontinuidade inferior sequên;iai
fraca para o funcional integral .C(.). Isto permite considerar problemas de
minimização de funcionais integrais em que a dependência do lagrangiano
em relação à variável de estado s pode ser extremamente irregular, por
exemplo, não-semicontínua inferior nos pontos onde s f 0.
De facto, nos a^rtigos [Orn], [Orn05], prova-se a existência de mini-
mizantes para o funcional integral ,C(.), no caso escalar unidimensional em
que sobre o Iagrangiano se impõem hipóteses que contêm as anteriores. por
exemplo, é admissível a função Z(., () ser não-semicontínua inferior ( ex-
cepto nos pontos (s,0)) e admite-se possibilidade de ser.L(s,O) : +ôo ou
ôI(s,0) : A para alguns valores de s.
Por outro 1ado, existem resultados que demonstram que a conveúdade
não é uma condição necessrí.ria para a existência de minimizantes. Em
[Orn05], destaca-se a importância que a condição de zero-convexidade do
Iagrangiano (i.e., -L**(s,0) : ,(s,0)) tem nâ demonstraçáo da existência de
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minimizantes para os funcionais integrais É(.), onde o lagrangiano é não-
ünea.r, nã,o-convexo, mas zerG-convexo e com crescimento superünear.
Em [Orn06], prova-se ainda, que embora o lagrangiano tenha um com-
portamento múto irregular numa vizinhança de pontos (s,0), o minimizante
é regular( prova-se que o minirnizante é bimonótono) e satisfaz a inclusão
diferencial de DuBois-Reyrnond.
Por fim, em apêndice dá-se ênfase a prêrequisitos necessários pa,ra o
estudo dos problemas considerados. Assim, recordam-se enunciados e resul-




O cálculo das variações no caso convexo
1. Breve resenha histórica
O estudo de problemas do cálculo das variaçôes é bastante antigo. Pro-
vavelmente, a primeira pessoa a considerar seriamente um problema de mi-
nimização do ponto de üsta científico foi Hero de Alexandria, que üveu
entre 150 a.c. e 300 d.c.. Ele estudou a reflexã,o dos raios sola.res e a,Êrmou,
sem prova, que quando a luz emitida por um objecto é reflectida por um
espelho segue o menor caminho possível desde o objecto até ao olho.
Por sua vez, Pappus ( 290 d.c. - 350 d.c.), rei da Alexandria prome-
teu uma recompensa excepcional aos serventes civis e ao pessoal milita,r,
oferecendo-lhes toda a terra que eles conseguissem cerca,r com um arado
num determinado período de tempo. Deste modo, o problema de encon-
trar a curvâ plana com um determinado comprimento de rírea máxima, ou
problema isoperimetrico, nasceu. Pappus não foi o primeiro a considerar
problemas isoperimetricos. Contudo, no seu üvro Mathemati,cal Colection
ele recolheu e sistematizou resultados de muitos matemáticos anteriores,
extraindo-os de trabalhos de Eucüdes (325 ac.- 265 d.c.), Arquimedes (287
ac. -2L2 d.c.), Zenorodus (200 ac.- 140 ac.), e Hypsicles (J.90ac. - 120 ac.).
Um problema mais geral de minimização óptica foi estudado em meados
do sec.XVII pelo matemático Pierre de Fermat (1601-1665). Ele acreditava
qle "a natureza actua sempre atraaés ile me,i,os e manei,ras Eue sõ,o sernpre
as ma'i,s td,ceis e rd,pid,as» mas nem sempre pelos caminhos mais curtos.
O primeiro problema uormalmente associado ao desenvolümento da te.
oria matemática do cálculo das variaçôes é o problema da braqústócrona.
Este é também, indubitavelmente o mais fa,rnoso problema desta teoria. Em
Junho de 1696, Johann Bernoulli (1667-1748) publicou um desafio à comu-
nidade matemríüica com o seguinte enunciado:
.,. Se num plano oerlical forem d,ad,os d,oi,s pontos A e B, pretend,e-
se especificar a órbita AM B d,a massa pontual móoel M ao longo d,a qual,
parTánd,o d,e A, e sob a i,nfl,uênci,a d,o seu própri,o peso, chega a B no rnais
curto tempo possíael.. .
Depois de enunciar o problema, Johann Bernoulli âssegurou aos seus lei-
tores que a solução do problema era múto útil na mecânicâ,, e que não era
uma recta. O prazo pa.ra entrega de respostas imposto por Johann Bernoulli
foi até à Pascoa de L697, altura em qüe ele prometeu publicar a sua própria
solução. Aquando do início do desúo, Johann Bernoulli também enviou o
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problema privâdamente ao matemático Leibniz (7646-L716), numa carta da-
tada de I de Junho de 1696. A L6 de Junho de 1696 ele recebeu uma soluçã,o
completa como resposta. Newton (1643-1727) também resolveu o problema
da braquistócrona. No final os únicos a conseguir xesolver correctamente este
problema foram Jacob Bernoulli, Leibniz, Newton, Tschirnhaus e l,Hopital.
O matemático, Leonard Euler (1707-1783) tinha ligações próprias com
a família Bernoulli. Dada esta relâção próxima, não é de estranha.r que Eu-
ler se tenha interessado pelo cálculo das variações. Em L728, Euler tinha iá
escrito acerca de encontra,r equações para curvas geodésica,s e em L744 pubü-
cou o seu liwo de referencia Método para ilescobrir linhas curuas que gozarn
da propriedade de md,rimo ou ile mínimo. Alguns matemáticos preferem as
datas 1728 ots L744 para o nascimento da teoria do crílculo das variações
em vez de 1697 (data em que foi publicada a solução para o problema da
braquistócrona).
Euler desenvolveu um método pa.ra resolver problemas específicos e
sistematizou-o num instrumento poderoso. Com este novo método ele foi
capaz de estudaÍ uma classe bastante generalizada de problemas. O seu tra-
balho cientifíco considerava uma grande variedade de problemas geodésicos,
vários problemas de braquistócrona modificados e mais gerais, problemas
envolvendo restrições isoperimetricas e até questões de invariância. Apesar
de alguns matemáticos antes de Euler terem dado atençáo a tais problernas,
ele examinou se as suas condições fundamentais se manteriam intactas com
uma mudança geral de coordenadas (estas questões só foram desenvolvi-
das no sec. XX). Na suâ publicâçáo de. 1744,, Euler mostrou a primeira
condiçáo necessária pa.ra mínimo, a denominada condição necessária de
Euler-Lagrange.
Um outro tópico de interesse integrado no trabalho de Eu1er, é o da
superfície mínima. Euler descobriu a primeira superfície não trivial deste
tipo: a catenoide.
Apesar de ser verdade que pouco tempo depois a técnica de Euler foi su-
perada pela de Lagrange, naquela época tudo isto era matemática completa-
mente inovadora. Os seus métodos eram notáveis pela clareza e perspicácia.
Em 1755, Jean Louis Lagrange (i736-1813) enviou a Euler uma carta que
continha detalhes de uma ideia nova e bela. Nesta carta, Lagrange mostrou
a Euler como ele podia eliminar os métodos geométricos enfadonhos do seu
processo. Essencialmente, ele tinha desenvolvido uma ideia de comparação
de funções que levaria quase directamente à equação de Euler - Lagrange.
Depois de considerar o método de Lagrange, Euler converteu-se instanta-
neamente, abandonou os seus antigos métodos geométricos e baptizou toda
esta teoria pelo nome que agora utilizamos, o Cd,IcuIo d,as Vari,ações., em
honra do método variacional de Lagrange.
Euler e Lagrange correspondera,m-se frequentemente nos anos seguintes,
com Lagrange a trabalha.r axduamente para estender a sua teoria. Até ao
final de 1760, ele foi capaz de publicar um grande número de resultados
no Mi,scellanea Tauri,nensia, um jor[al científico em T\rrim, com o título
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de Ensaio a@r@' d,o noao métoilo para d,etermi'nar mdsi'mos e 'níni'rnos 
d'e
f *mnulas de i'ntegrai,s i,nd,efiniilos.
Em 1786, Adrien Marie Legendre (1752-1833) aqresgntgu . um3
dissertação à Acailemia ile Pari,s intitulada sobre o métod,o d'e disti,ngui,r
mdni,mo-sd,emíni,mosnocó,lculoiLo*aari,ações.Legendreconsiderouopro-
blema de determina,r se uma extremal é um arco minimizante ou maximi'
zante. Analisou â Begunda variação do funcional, motivado pelo üeorema
ãe Taylor. Legendre 
-foi 
capaz de obter a condiçã'o necessá'ria de segunda
ordem .L6g 2 0 aplicado a minimizante' o gue é surpreendentemente se-
melhante'ào qu" Jonhecemos do cálculo elementa;r com o teste da segunda
derivada. Legàndre tentou mostra,r a condiçã'o fortalecida LEt > 0, que não
é verdade.
só passados cinquenta anos da descoberta inicial de Legendre, relativa
à 
"ondição 
necessáÍia de segunda va,riação, é que outro matemático tentou
desenvolver esta teoria no sentido das condições necessá.rias e suÊcientes.
Em 1836, Gustav Jacobi (1804-1851') demonstrou rigorosa'mente o que agora
chamamos de condição súciente de Jacobi.
Em 1870, Karl Weierstrass reviu toda a teoria do crílculo das variações.
weierstrass foi o primeiro a realçax a importância do domínio da funcional
que estamos a tentar minimizar. Ele também examinou o conjunto das
funções admissíveis. um dos §eus feitos mais notáveis foi um novo teorema
de suficiência para mínimo. Dois novos conceitos, o carnpo de extremais e
função excesso de weiertrass foram desenvolvidos, assim como um novo tipo
de mínimo, o chamado mínimo forte.
com base no trabalho desenvolvido por weierstrass, outlos matemáticos,
tais como Bolzano, Bliss, Carathéodory, Hilbert, dera.rn ao cálculo uma es-
trutura matemática rigorosa.
Em 1900 to Congresso intemaci,onal d,e Matemó'tico' d'e Pari's, Hilbert
formulou vinte e três pÍoblemas que considerava funda.menteis para o desen-
volümento da matemrítica no sec.XX. T}ês deles (L9, 20 e 23) era'm sobre
crílculo das variações.
Com efeito, foi Hilbert ( em 1900) o primeiro a regolver um problema
va.riacioual ( o problema da minimização do funcional integral unidimens!
onal de Dirichelet) abordando directamente o funcional integral ( em vez
do lagrangiano, como erâ prática até então), e daí o nome Métoilo Di,recto.
Contido ú em 1915, Tonelli provou a existência de solução para o prúlema
geral do cálculo das va,riações. Estes métodos de abordagem do problema,
ãonhecidos por métodos directos, promoverârn um grande desenvolvimento
da anrílise em geral, atingiudo maior notoriedade na análise funcional, teoria
da medida, equâções diferenciais.
2. O problema funda:rrental do cálculo das varlações
O problema fundamental do cáIculo das variaçôes consiste na deter-
minação de um extremante - um minimizante ou um maximizante - pa'ra
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um funcional integral que depende da escolha de uma função pertencente a
uma determinada classe de funções, em particular, funções cujàs lalores nos
extremos de um determinado interva.lo real limitado sáo fixos.
Portanto, consideramos [a, b], com a < ô um da.do intervalo na recta real
IR. Façamos /as representar a classe de todas as funções absolutamente
contínuas, a : la,b) --+ ]Ftn, n ) 1, que satisfazem * 
"or.diçõ"u 
de fronteira
(5) a(a) = /, r(b) : B
onde a, b € IRn, estão fixos. Seja ainda .L(.) uma função real definida em




Í(r) - L(t,í(t),rt(t))dt, r(.) e Zas
onde r,(ú) representa a derivada ff, i"lo é,, r,(t) _ fg#, ,#l
DnrrNrçÃo 2.1. [ctr.00]
(7) À funçao L(.) chamamos Lagrangiano d,o problema fund,amental d,o
cdlculo d,as uariações;
(2) As funções x(.) que sati,sfazem as cond,ições d,e frontei,ra (5) d,i,zem_
se traj ectirias ad,mi,ssíaei*;
(3) Quand,o o Lagrangiano L(.) não d,epende explicitamente d,a uarídael
i,nd,ependente t, d,iz-se que o problerna é autónomo.
3. Condições necessárias de optimalidade
DnrrxrçÃo 3.1. [GF00] t]ma trajectória ad,missíuel y(.) é um minimi_
zante global d,e 7(.) se paro, as trajectórias ad,missíuei,s r(.)
(7) z(a1) sz(,(.)).
Dizemos que uma função g(.) e Xts é um minimizante local de Z(.)
quando a condição
z(s1) <t@O)
se verifica para todas as funções a(.) e xa6 suficientemente próximas de
aç).
Contudo a noção de "suficientemente próúmas,'precisa de ser definida.
Para tal é necessário deflnir uma métrica que permita introduzir o conceito
de vizinhança. sáo usuais no cálculo das variações duas métricas: a forte e
a fraca.






) - ,r (')ll + lla'(.) - s'(.)ll}.
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DnrntçÃo 3.2. [GF00] O conjunto
N,(aO) - {a : la,b) -+ W : fl.) e ACla,b) lpo(s('), r(.)) < e}
d,esigna-.se por ai,zi,nhança lorte d,e a(.).
Por sua aez, o conjunto
 /j(y(.)) - {t : fa,bl--+ tff : /.) e AOla,bl la(s(.), r(.)) < r}
d,esigna-se por ai,zinhança fraca d,e r(.).
DnrtutçÃo 3.3. [GF00] Uma trajectíri,a ailmi,ssíael g(.) d,iz-se um mi,ni-
mizante local forte para o funci,onal integral X(a), se eú,sti,r uma uizi,nhança
forie N" de g(.) tal que
t(sQ) <t@O)
para tod,a a tmjectória admi,ssíuel c(.) e yV"(A(.)).
Analogamente, dizemos que uma trajectória admissÍvel z(') é um mini
mizante local fraco pa.ra o integral variaconal .I(r) se existir uma vizinhança
fraca ,À/" de r(') ta1 que
t("(.)) <t("r(.))
pa,ra toda a trajectória admissível sr(.) € Â/". Todo o mÍnimo global é
também um mínimo local. E, de modo semelhante, um mínimo local forte
é também um mÍnimo local fraco. Em a,mbos os câsos o oposto nem sem-
pre é verdadeiro. Quando o problema em questáo arlmite soluçã.o, se uma
condição necessrí,ria pa.ra mínimo local forte não dá nenhum candidato, então
podemos concluir que nã,o existe nenhum mínimo local forte e gue â solução
é um mínimo local fraco. Na verdade, a teoria da existência no cálculo
das variações verifica a existência numa classe maior de funções admissíveis
paÍâ, as quais as condições necess!íJia,s de optimalidade clíssicas não são ne-
cessariamente válidas. Muitos problemas de aspecto simples nô,o admitem
soluçáo na classe de funções admissÍveis onde eles são formulados, e onde as
condições necessárias clássicas sã,o válidas. Nesta situação, náo íaz sentido
aplicar qualquer uma das condições necessrí,rias: podemos ser levados a con-
clusões erradas, aper.as porque a condição de existência que assumimos à
priori não é satisfeita. Isto é conhecido como o paradoxo de Perron [You00].
Podemos concluir, contudo, que o problema não tem qualquer solu@o na
classe c(.) €. Xls se quer as condiçôes necessárias paÍe mÍnimo forte, quer
as condições necessá.rias para mínimo fraco nã,o derem nenhum candidato.
3.J.. Condição necessiíria clássica para minimo local forte.
DorntçÃo 3.4. (Funçõ,o Eacesso d,e Weàerstrass l?l)
A funçõn escesso d,e Weierstrass E : [a,b]x W x IR" x IR" --+ IR, associ,ad,a
ao lagrangiano L(.) d,o funci,onal integralT(.), é ilefi,nid,a por
D (t, n(t), nt (t), u' (t11 :
(8) = L(t,,o(t),u'(t))- L(t,r(t),*'(t)) - l*'(t) -a',(t),LE$,,s(t),*'(t))).
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TEoREMA 3.1. [GF00] Suponhamos que t(.) é wn minimi,zante local
forte para o funcional integral T(r), e que L(.) é uma funçã'o d'e classe C2
em la,bl x IRn x W. Entã,o
(9) E(t,a(t),xt(t),o'(ú)) > 0, Ya(.) e IR", Vú e fo,bl.
3.2. Condição necessária clássica para mínimo local fraco.
TEoREMA 3.2. [GF00]
Suponharnos que r(.) é um mi,n'i,mi.zante local fraco para o funcional i,ntegral
l(r), e que L(.) éumafunção d,e classeC2 emla,blx W x W. Entã,o
,](10) *tr\,r(t),r'(t)) : L,(t,t(t), r'(ú)).dt "'
A equaçáo (10) designa-se por equaçáo de Euler-Lagrânge e as suas
soluções são chamadas extremais.
TEoREMA 3.3. [BGH98I
Suponhamos que r(.) é um mi,ni,mizante local fraco para o tunci,onal 'i,ntegral
Í(r), e que L(.) é uma função d,e classe C2 em la,bl x nn x IR". Então
,.1(11) fi.lzlt, *{t), r' (t)) - nt (t)LE(t,, n(t),ÍD'(ú))l - L{t, x:(t),, r' (t)).
A equação (11) designa-se por condição de DuBois-Reymond.
TpoRoua 3.4. [Ces83]
Suponhamos que t(.) é um mi,nimi,zante local fraco para o integral uari,aconal
Í(x), e que L(.) é uma funçõ,o d,e classe C2 em la,bl x lff x úff. Entõ,o
(12) L,n,,x(t,,r(t),x'(r))('(' > o, ve € n".
OesnnveçÃo 3.1. [Ces83]
(1,) Se o lagrangi.ano L(t , () nã,o depende da uari,áuel de estado s, a
equaçã,o de Euler-Lagrange reduz-se a
(13) L€(t,rt(t)): C,,
ond,e C é uma constante arbitrd,ria.
(2) Se o lagrangiano L(s,,O não depende do tempo t, a equação de
DUB ois- Reymond, reduz-se a
(14) L(n(t),o'(t)) - (r'(t), L€(il(t),nt(t))) - C,
ond,e C é uma constante arbitniri,a.
o método directo do;"H11Tt.i."*:" o seu trome ao racto de
se procuraÍ determinar os minimizantes directamente a partir do funcional
integral. Este método é uma das principais ferramentas na obtenção de
soluções de equações com derivadas parciais nÃo-lineares.
Para compreendermos mais claramente a essência desta técnica, vej amos
o que sucede no caso de dimensã,o finita.
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Coneideramos X ; 8," --" E. Pretendemos encontraÍ ,0 € IR tal que
T(ro) < 7(z) parr. todo o s € IR". Para ga.rantirmos a existência de
ínflmo finito precisa.mos de impor que Z(.) seja limitado inferiormente (isto
é,Í@))2c>-mVzelR").
Sejam -oo 1 m -- rú{f@) : r e IRz} e (or) uma sucessão minimi-
zante, isto ,é,, Í(r,,-) -- m.
Se tal sucessão minimizante tiver todos os seus termos contidos num
conjunto fechado e limitado, o que devido ao facto de o espaço ter dimensão
finita, signiflca que (zr) está contida num conjunto compacto, podemos
extrair uma subsucessão convergente para um ponto do conjunto, isto é,
existe (c,.ro ) com Í,"h ---+ ro. Entâo X(an) '-+ Ín, porque X(rn) é ;uima
subsucessão de A(rn), logo converge para o mesmo ümite de X(t"). Por
outro lado, como 7(.) é contÍnua Z(nn) --+ Z(c6), Iogo por unicidade do
limite 7(re) : rn e portanto zs é o minimizante desejado.
De facto, nã,o é necessário que a função seja contínua, isto é, náo é
necessário que limrr--a- Z(r") - 7(c) sempre que Í?\ '-+ Í, ma.s apena.s
Limn-a,oX(xn) > X(r), ou seja, que Z(.) seja semicontínuo inferior, pois só
estamos interessados no mínimo.
A ideia do método directo é, reproduzir esta aniíJise no caso de dimensão
flnita, encontrar sucessões minimizantes perteucentes a um conjunto fecha-
dos e limitado e assegurar a semicontínuidade inferior. Contudo, em di-
mensão infinita, este problema é muito mais delicado. Com efeito, a pri
meira hipótese não é, em geral, suÊciente paÍa permitir a extracçã,o de uma
subsucessáo convergente. Isto é possível apena,s, com umâ topologia mais
fraca que a usual. A segunda imposiçã.o é então que 7(.) seja semicontínuo
inferiormente em relação à topologia fraca, para gaÍantir que o Ínfimo sejâ
de facto um minimizante. Este ultimo reqúsito é cumprido por umâ, vasta
classe de funcionais Z(.), nomeadr.-ente aqueles cuja função integranda é
convexa relativamente à variável velocidade.
O probiema de obter boas propriedades de compacidade e o problema de
obter a semicontínuidade inferior do funcional, sã.o antagónicos, na medida
em que quanto mais se enfraquece a topologia menos possibilidades temos
de Z(') ser semicontínuo inferiormente.
Um espaço de funções X razoá,vel deve ser completo. Devemos revestir
X com a topologia fraca para obtermos a compacidade das soluções mini-
mizantes. No caso em que .t é reflexivo, uma das características das topolo-
gias fracas é que as sucessões uniformemente ümitadas sáo prêcompactas.
Assim, pa.ra obter a compacidade na topologia fraca, é suficiente obter a
ümitação das sucessões 6iaimiz2üfss, e isto pode ser obtido impondo um
comportamento apropriado da funç6,o lagrangia.no no inffnito (por exemplo,
o crescimento superlinear).
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4.L. Teorema geral de existência. Considera_se o problema da mi_
nimização de funcionais integrais do tipo
I.7(x(')) -- L(t, r(t),, a' (t))dt
na classe de funções
X4B := {a(.) e AC(Iq â], F.") : a(a) = A, {b) -_ B}
comáeBfixos.
TpoRpua 4.1. [ÂFP0O, pag. 267] Seja L : [a,b]x IRm x W ___- [0, +oo]
uma função normal com L(t, s,.) conueaa "* trP pár, tod,o o s e IRà e tod,ào t e [a,b].
Entã,o, o funci,ono,l i,ntegral
r@o):
b
L(t., íD(t), xlt (t))dtt,
é sequencialmente semi,contínu-o inferior no espaço Lt(a,b], tT*)x Lt (a, b), Rn)
d,otad,o da topologi,a for-te em Ll(la,bl, n\ e d,a topotogia fra"" "^ I (i",' Oi,' Wi
um resultado, muito conhecido, de existência de soluçã, do cárculo das
Variações é:
DorrNrçÃo 4.L. Diz-se que L(t,, s, O tem crescimento superlinear se exis_
tár uma funçao 0(() tal que:
(L) L(t,s,1) > d(€) Vú, s, {;
(2) 
+Ê? 
..-+ x quand.o l(l- *.
DarrmrçÃo 4.2. Di,z-se que L(t,s,() tem cresc,imento polinomial m se
eti,sti,rem constantes posi,tiaas ct, ct, cz e uma constante m ) I tais que:
col€l* < _L(ú, s, O 1 cl(ln * c2,, Vú, s, (.
^_,.TpoRrir,ra 4.2. (Teoremo, d,a Eú,stênci,a de Tonelli, [8T99, pag.2501)
Seja L : [a,b] x IR* x W --+ (-*, +-l uma funçõ,o nortnal tal que:
(l) L(t,s.,.) é conueta em IRn para qualquer t e [a,b] e qualquer s eIR*;
(2)
L(t,s,O>a(l(l) +a(t)
ond,e 0 : [0, +-[-- (0, +oo] é uma funçd,o crescente, semicontínua
i,ruferi.or e conaeoa, que satisJaz a cond,i,ção d,e cresci,mento superli,_
near e a(.) e Lt (la,bl, Rp).
Então, eriste soluçã,o para o problema da minimizaçã,o d.e funci,onais i,nte-
grais d,o ti,po
t(,(.)) : fo rçr,,1r1,,, ç1110,
JO,
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na classe ile funções
Xye := {a(') e AC(la,b1,W) : r(a): A, {b) : gY
comAeBfi,aos.
4.2, Teoria de relaxaçáo. Nesta secção considera-se o problema da
minimização de integrais va.riacionais do tipo
rb
x(a(t)) : J, t'lt, a{t), u', çt11dt
na classe de funçôes
X4s := {r(') e AC(la,bl,n") : r(a) : A, x(b) : B)
com Á e B fixos, em que o lagrangiano I(') é não convexo.
Como se viu na secção anterior, no caso unidimensional, a condição de
convexidade do lagrangiano é nã,o só suÊciente, mas também necessríria para
ga,rantir a semicontínuidade inferior do integral variacional 7(')'
Isto sugere, uma limitação dos métodos directos face a problemas varia-
cionais onde se procura provaÍ a existência de soluçáo sem a convexidade do
lagrangiano. Com efeito, existem problemas variacionais, nos quais não se
,,rpO"ú hipóteses de semicontinuidade inferior ou convexidade, com soluçã.o
óptima. Isto acontece, em particular, quando o lagrangiano é linear em
relação à va.riável de estado.
Um resultado deste tipo foi estabelecido por Neustadt, ao aperceber-
se das potencialidades do Teorema de Liapunov. Mais tarde, teoremas de
existência para lagrangianos não-convexos foram estendidos a lagrangianos
mais gerais.
O seguinte resultado é uma extensáo do (Teorema 4.J-) no caso em que
o lagrangiano L(t,o(t),') é nã,o-convexo.
TpoRprrte 4.3. [8T99, pag. 2471 Seia L : la,b]x W x Itr - (-oo, *ool
urna Íunção normal, com
L(t,s,O > t(l€l),
ond,e 0 : (0, +m) --+ (0, +m) é uma Junçã,o crescente, semi'contínua interior,
conueua e superli,near,
Entã,o, o funci,onal i,ntegral
l"
b
f.(r(.)) = Lr* (t, r(t), ntt)dt
é sequencialmente semi,contínuo inferior no espaço Ll(la,Al, W)xLt(la'[,ry.)
d.otad,o d,a topologi,a forte em Ll (la,Ol, W) e iLa topotogia fraca ern LL (la', bl, W)
TEoREMA 4.4. (Teorern'a d,e Rela,aaçôo [8T99, pag. 25i]) Seia L:
la,bl x lWn x IRn -- (-oo, *m] uma funçõ,o normal, com
.L(ú, s, §) > 0(l€l) + a(ü),
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onde 0 : (0, +oo) ---+ (0, +ool é uma funçõ,o crescente, semi.contínua i,nferior e
conlresa, que sati,sfaz a cond,içã,o d,e cresc,imento superl,i,near e a(.) e Lt (a,b).
Entã,o, eai,ste mi,ni.mi.zante para o i,ntegral relaxad,o
l"
b
xC(r(.)) :- L** (t, t(t), nt (t))dt.,
definid,o na classe
X4s :: {r e AO(la.,bl, W) : a(a) - A, r(b) : B}
comAeBf,ros.
OnsenveçÃo 4.1. [8T99, pag. 287] No caso eln que se uerifi,cam as
hi,p óteses:
(1) d : [0, *m) -+ 10, +m) é uma funçã,o conl)eÍa, crescente e semi,-
contínua interior que satislaz a conili,çã,o d,e crescimento superli-
near;
(Z) sO uma funçã,o normal definida emla.,blx IR', tal que g(t,,O 2
d(€l)
(3) Dad,os 1 S P < x, e L(.) uma funçõ,o nonnal d,efi,ni,d,a em la,bl x
IRn x IRn, para os quais:
(a) se 1 1§ 1cr, exi.stemar ea2 e Ll(la,bl), b > 0 e c)_l tais
que s(t,() + a2(t) < L(t,:r.,{) < cs\,e) +blrl? + a1Q);
(b) se B = x, eri,ste a2 e L|(la,bl) e, para tod,o para tod,o o
k > 0, eristern c) L e a1 < Ll(la,b)) tais que g(t,€)+a2(t) <
L(t,x.,O < cg(t,€) + (rt(t) para l"l < k;
(c) para quase tod,o t, Ç lo,bl, a restri,ção d,e L(t,.,.) a
IHn x dom g(t,.) é contínua.
o i.ntegral relarado XC(.) tem solução e mínIC(r(.)) -- WÍ(a(.)).
5. Regularidade dos minimizantes
TsoRrI\4a 5.1. |BGH98, pag. 134] Seja L : la,blx IRn x IRn .--+ lR uma
função d,e classe C2, com crescimento poli,nomial d,e grau p ) !, n ) l, e
que sati,sfaz as segui,ntes cond,ições:
(1) Eaistem constantes co, ct > 0 tais que para todo o (t, s, {) e [a, b] xWxltr,
(15) 
"ol€lp 
í.1(ú,s,() < c1(1+ l€f);
(2) Exi.ste uma Junçã.o M(R) > 0 tal que
(16) l,L,(Í, s,0 - 16(ú, s, Ol < M(A)(1 + l(le),
paratodo (ú,s,{) e fa,,blx W x W comt2 +lsl2 3R2;
(3) paratod,o(t,s.,() €[a,ô] x IR'xIRn eparatod,o o(e ,Bn\{0},
(L7) Lça4"(t,s,€)d(e > 0.
Seja X!, a classe ilas funções a(.) e W1'o(a,b;IR") que sati,sfazem as
cond,i,ções defrontei,rat(a): a ea(b) = B. Suponha'seAO € Xffs um
mi,ni,mi,zante (Iocal) para o funci,onal i,ntegral
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(18) /(r(')) =
b
L(t,s,(t),nl(t))dt, a(.) e xffst,
Entã,o, g(.) e Cz(la,bl;IR") e satisfaz a equaçã,o ile Euler-Lagrange.
TnoRsun 5.2. [BGH98, pag. L44] Seja L(.) uma tunçõ,o suaae con't
crescimento superlineo,r, e que sat'i,sfaz Let > 0.
Seja y(.) € Xa6 um mi,ni,m'izante local forte para o funci,onal i'ntegral
I,
b
(1e) z("O): L(t, n(t), at(t))dt,,
e suponha-se que: ou L"(.,gO,a'(.)) e L'(o,b); ou que Lt(,y('),u'O) e
L1(a,b).
Entã,o, y(.) é suaae e sati.sfaz tanto a equaçã,o d,e Euler-Lagrange
d(20) -fit-,ç1t,s1t1,st (t)) + Ls(t,a(t),st(t)) - 0,
bem como a equaçõ,o d,e DuBoi,s-Reyrnond
(2\) filr1, olr), r' (t)) - u'| ft) L{t, a O), a' Q))l : h(t, a Q),s' (t)).
5.L. Condiqões necessárias sob a forma de inclusões diferenci-
ais. Como consequência de desenvolvimentos recentes em análise não su-
ave, foi possÍvel estender as condições necessrí,rias clíssicas de existência de
solução sob a forma de inclusões diferenciais.
Nesta secção considera-se o problema de minimização de funcionais in-
tegrais do tipo
r(r(.)) - f,b t1t,*'{ü)at,
rb
,c(c(.)) : J, r"1r1t1,"'1q1at
definidos em X4s. Define-se ainda, pa,ra p € [1, +m], a classe de funções
Xea6 t: {o(Í) e Wl'p(la,bl,IR") : u@) - A, g(b) : B},
e para € > 0 as úzinhanças foúe e fraca (respectiva.mente)de g(.):
N!(y(.)) -- {r(ú) € y(ü) + W;'e(b,bl,B:) , ls(t) - r(ú)l < e,vÍ e [a, à]],
N',!(a() = {o(ú) €s(q+wl'e(a,bl,IR") : lly(t)-a(t)ll*r,e 1€,Yte [a,b]]
e
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DnrtxtçÃo 5.L. Uma Junção y(.) e Xp', denomi,na-seW1'p -rninimi,zante
local for"te (resp. Wt'e -Tni,ni,mizante local fraco), con'L q > p, se eristir uma
constantee)0talque
rb rbI r,çt,s'1t1yat< I 44r'çt11at,Jo - Jo
qualquer que seja rç.) e N!(uO) (rup. r(t) e Ntq,@(.))).
TpoRstra 5.3. [AAB89] Seja L : la,bl x W -' [0, +oo] uma função
L8B-mensurduel, com L(t,.) serni,contínua i,nferior e conaeÍl, q.s. em la,b].
Seja y(t) e X4s um W1'* -m,inimizante local fraco para o funcional integral
fo rçr,*,1r110,
com g'(.) e int,(domL(t,')) q.r. emla,,b].
Entõ,o, edste c € W que ueri,fica a i,nclusã,o c e AL(t, nt(t)) q.s. em
l",b).
TEoREMA 5.4. [AAB89] Seja L : Itr x W --+ [0, +m] uma tunçõ,o d,e
Borel, tal que para tod,o o s e IR", L(s,.) é conuexa e semi,contínua i,nferior
em IRn. Seja g(.) e Zes um Wt'L -minimizante local lraco para o funci,onal
i,ntegral
nb
I t 1r1t1,r'çt11at, r(.) e xa6.
JO
Supõe-se ai,nd,a que
(22) s'(t) e tnt(domr(s(t), .)) q.s. em lo,b|.
Então, exi.stem c e n e uma funçã,o mensuduel p(t) tai,s que
p(t) e aL(y(t),st (t)),
c - (p(t),yt (t)) - L(s(t),at(t)),
q.s. em [a,b].
CAPfTULO 3
Resultados recentes no caso não-convexo
1. O problema não dependente da variável de estado




L(t,xt(t))d,t, n(.) e lsa,
Í^
onde,lís4 é a classe das fr-rnções x : la.,bl '-- IR' absolute.mente contínuas que
satisfazem as condições de fronteira z(o) - 6 e o(ô) : d (no caso em que
a : 0 e b - L o declive de r(.) coincide com d).
TsoRuN4a 1.1. [Mar02] Seja L : la,b) x IR" --+ (-m, *oo] uma funçõ,o
L 8 B-mensurá,oel, tal que d,om(L(t,.)) é conaeao q.s. em la,bl.
Suponha-se que existe uma tunçõ,o absolutamente contínua y(.) tal que
o funci,onal intesral f @(.)) - 1! t çt,y'çt11d,t < +a e
(:24) yt(t) ei,nt(domL(t,.)) q.s. em lo,&].


















L(t,rt(t))dt : L*'.'i (t,Ít (t))dtinf
§(.)exld
DEMoNsTRAçÃo. Como L**(t,.) < L(t,.), basta mostrar que qualquer
que seja e ) 0, e quaisquer que sejam p, e e [1,+oo]
rb sb
,,.,.1?t ru,, J " 
r 1t' x', 1t11 at 
= o., &[ rn r» J, 
L* 
* (t' n', (t)) dt'
Com vista ao absurdo, supõe-se que paÍs, algum e ) 0 e p, q e [1, +oo],






L**(t,wt(t))dt < L(t,o' (t))dt
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Considera-se portanto, dois números reais o e 0, püa os quais
Í"









Escolhe-se â €10,á[, de tal modo que B(tr(ú),á) c B(g(t),e) pâÍâ todo
otela,ble
1b 7b
(L - à) J" L**(t,,u)'ft))dt + 6 J" L,"(í.,s,(t))ds < d.
1-6)w(t)+õg(ú) de tal modo que para todo ot e la,,b]








L**(t,,út(t))dt < (1- d) L". (t,ut (t))dt + 6 L**(t,at(t))itt < a
Além disso, como u/(Í) e dom (tr**(ú, .)) q.s. em [a, á], em virtude da
convexidade do conjunto dom Z(1, .), e como gr,(t) e int(dom Z(ú, .)) verifica_
se a inclusão ú(t) e int(doml(r,.)) q.s. em [o, á]. Logo,
(27) L**(t,õt(t)): coL(t,út(t)) q.s. em la,b).
, Considera-se g : la;bl --+ IR, com g(.) e Ll(a.,b), Se) > L**(t,õt(t)) e
ü s(t)dt < oL
Combinando (27) juntamente com (128) resuita que a multifunçáo
l:úe[o,ô] 
=f(ú) cl0, 11"+1 x([1")(,,+1),
I(ú) :- (À,€) ' Iri:1,I Ài€i -õ'(t),\»yr,çt,45 < se), Le,ei < +6
é rão vazia e mensurável. Aplica-se o (Teorema 3.37) e deduz-se a existência
de funções mensuráveis Ài : la,,bl -r [0, 1], $ : la,b) -, IR, 7 : L,...,n * I,
tais que Dill xiei - a,(i) e
n+1
(28) \X1r-,çt,q11 I s1t1 q.s. em lo,bl.j:r
Considera-se p > 0 um número real, tal que para todo o conjunto
E c la,b] com l.El < 2p se verificam as desigualdades:
(2e) 
lrlr,A\+ lõ(ú)l)d, < 3,
l rl"e, r' {r))lo, . f,to - o),
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Escolhe-se r €10, 1[ tal que para G - {t ' E@6Ã c dom'L(Ú'')}
l?l>b-a-$.' ' 
Consideraáe C c G um conjunto compacto' com (b-a)-p < lCl <b-a'
e M ) 0 uma constante, tal que pa,ra q.t.p Í € C pa'ra todo À e IR com
\i e {õi(t),õi(t) + r,ú6(t) - r}, i, = L,...,,n,
n+l n+7
(32) lc'(ú)l + lõ'(r)l+ D teittlt+ » lr(r,€i(Ú))l+ lr(r,À)l < Mj:1. i=l
Definem-se o -m:rr.{#,p,lcl,*}, o c [a,b] \cum conjunto, eN > 0
uma constante, tais que
nil
($) » 0r(r,€i)l + l4J'(r)l)+lõ'(t)l+lsl(t)l s N q.s. em [a, b]\(OuC),
(34) lnw'al - vt(t)ldt < ro.
Considera-se Ct c C um conjunto com l1tl - o' Define'se @ :
[a, b] \ (O U C') e O1, ..., @, uma partiçã'o firita de @ em subconjuntos
*"*,rira*it e'dois ã dois disjuntos, tais que l@rrl < p, sup @6 ( inf Or+r'
k: 1,..., s, e
(35) [^ w'tll* S tert,ltla, < $, /c = 1,..., s'J ok j:r
Para todo o & € {1,..., s} aplica-se o (Teorema 3'33) às funções
hi : O1a - IR'*l, j = i,....,n+ t a"fitid* por àr'(Ú) : Gi(t),L(!,€i(2f ," _
deduz-se que para todo o k = L, ....,s existem conjuntos disjuntos 'Ef , "''' E§+t c
06 tais que para /(ú) = Dí=r Dillxey(.r11ti(t)
(36) l",otüor: I"r[^ie)eie)dt: Irn*$)or, k: 
1,...,s,
e por (28) e (29)
(sz) l"rt ,oçr11ar: lr .Y.^,nttg,€ig»dt 3 !.s4)d't < a.
Para todo o i e {1,...,n} define-se 'h$) := IaWKt) - sl(t))dt' Peta
desigualdade (34) pode escolher-se um conjunto C{ c- Ct tellque lCjl = hsÍ01'
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úi(t) + rsgn (r(ú)) em t, €. CIa.,
we(t) em ú€C'\C'i,
e faz-se íQ) - ÍA(")ar. por (S2) resutta que lL(t,ú(t))l






+ uti(t)dt + h; (r) | sgn (rr (l)) :
: 
f"o 'iç10'
Então, por (32) e (SB), y(t) -í(t) €Wà,a@,b).
Por (29), (35) e (36), para todo o t e la,bl
lt(t) - õ(t)l <










onde /c e {L,..
tçt) e N!(uO)
,s) é tal que sup@,6-1 < s < supO7,, e @6 : {a}









x(')<N? (ul)) J "o que contradiz a hipótese formulada. tr
O seguinte Teorema generaliza o (Teorema 5.8). Consideram-se lagran_
gianos nã,o-convexos, aos quais só edgida a .C g B-mensurabilidade. Re_
correndo ao (Teorema 1.1), prova-se que a inclusão de Euler_Lagrange é
condição necessária e suÊciente para a existência de mínimo
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Tsonpl4e 1.2. [Mar02] Seiam, L: la,blx .tsu -+ (-m,*x) uma
funçã.o
L&B-mensurd,aeltal que dom(L(t,')) éum coniunto conueto q.s. emla,b\,
e g(t) e X4s d,e tal modo que: o funci,onal i.ntegral 1! t'1t,g'çt\1at eaiste e
é fini.to; e
(38) g'(t) e 'i,nt(domL(t,.)), q.s. ern lo,b).
Entã,o, as segui,ntes condi,ções são equi,aalentes:
(t) s(t) é um Wl'p -mi,n'i,mi.zante local forte para o funcional i,ntegral
!! rqt,s'1t11at;
Q) fi t-(t,v'(t))dt - min 1.1ee;, fi t'*1t,*'1t11at;
(3) Eaiste c e W tal que c e lL(t,At(t)) q.s. enx la,bl, i.-e.' g(')
sati,sfaz a i'nclusão d,i,ferenci,al d,e Euler-Lagrange.
DnuoNstneçÃo. Parte I: (1) =+ (2).
É r*, 
"o*"quência 
imediata do (Teorema 1.1), pois r*(') é convexa.
Parte II: (2) =+ (3).
Considera-se que
íçt,r'çt11 := max{ L"*(t,n'(t)), L**(t,u'lo)) -tl -lL**(t,s'(r)) - 11.
Oru, Íçt,.) é uma função náo negativa, convexa e semicontínua inferior'
Portanto, "o oÍçt.,*'çt)) > 
L**(t,:Lt(t)) - L**(t,yt(t)) * 1, resulta que
1b- rb-
J, 
r'çt,s' 1t11a, :,,ÍEii., J, 
tlt,r' {ü)at
Pelo (Teorema 5.3) existe c € IRa tal que ceOÍ$,at(t)) q.s. em [a,b],
i.e,
max{.L'*(r,r'(t)), L**(t,at(t)) - li > L'*(t,atQ)) + (c, at(t) -a'(t)1,
qualquer que seja o/(.) e IR" e q.s. em [4, D].
Logo, existe um número real p > 0 tal que
L"'Q,r'(t))>-L**$,at(t)) + (c, r'(t) -y'(t))
q.§. em [o,ô] e pa,ra todo o c'(Í) e B(gt(t),p). Pela convexidade de.L**('),
ce 0L**(t,at(ú)) q.s. em [a,ô].
Portanto,
L(t,nt(t)) > L""$,Ít(ü) > L**(t,g'(t)) + \c, §'(t) - a'(t)) =
: L(t,A,(t)) * \c, a,(t) - A,$)),
Parte III: (3) + (1).
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.Í" t, t,
b
L(t.,0t(t))dt + (c, rt(t) - y'(ü)at = L(t,, at (t))dt
tr
Dado um conjunto ,9, representamos por ds(.) a sua funçã,o indica_
triz. Se gr(.) é um l,71,*-minimizante local fraco para o funcional integral
fi t çt, I 1t11at na vizinhança N,? (a(ü, define-se
í,qt,",1t11 :_ L(t,d(t)) + õsçr,q17,"1@,e)).
Então, y(.) é um minimizante global para o fuacional integr at fiÍr1t, r,çt1\atPortanto:
CoRor,anro l.l. Suponhamos que se aerifi,mm as hipóteses d,o (Teorema
1.2), entã,o a função aO e Xea é um WL,* -mini,mizante local fraco para
o funcional integral fi t 1t,x,1t11at na uizinhaça Íraca N,?(a(.)) ," " ,ó ,"ea'iste uma constante c e IRn tal que
c e 1Ls(t,yt(s)) -
{{* : L(t,w'(t))> L(t,ut(ü) + ((-,u(r) -a,u» vu.,(Í)e B(st(t),€)}.
q.s. em fa,,bl
TEoREMA 7.3. Seja L : la,b) x IR .--+ (-oo, +m] uma função L e B_
mensuráael. Denota-se por C7: {1 e n: L(t,$: r--(t,€)} e suponha-se
que eriste uma função m(.) e U(a,b) tal que
(39) õ(Ct) c B(0,m(t)) q.s. ern [r,ó],
Entõ,o o Juncional integral fitçt,",1t11at ad,rnite míni,mo na classe X{o se
e só se etiste g(.) e X{o tat que
Í" m1n l"
b
L** (t., at (t))dt : L*'" (t, r' (t))dt
E(t) Ç2rtd
e g'(t) e co(C1) q.s. ern lo,bl.
DnuoNsrneçÃo. Parte I: (Condiçáo Necessária).
A demonstração é imediata, por aplicação do (Teorema 1.2).
Parte IIr (Condiçáo suftciente).
. 9oTo yt(t) e co (Cs) existem funções mensuráveis À3 : [a, ô] - > [0, 1],
Ç : [a,b] -'+ IR, com Ç(t) e C1, j : I,...,n* 1 tais que
n+7
E^rer(') -s'(t)',
e L**(t,.) é uma função úm no conjunto co{(i@), j:1,...,fl* 1} q.s. em
lo,,bl.
Aplica-se o (Teorema de Liapunov 3.33) às funções 91 (Í) = ((r', rü* (r, €j (r) ) ),j = 1,...,n+\ e deduz-se a existência de conjuntos disjuntos e mensuráveis
E!,,...,zn+t,rais que pa,ra /(Í) :D?!lxa,(t)€j(ü, I:ó(t)d,t - !!s'Q)d,t e
f ,u rçr, óçq10, : 2 l r, L.. 
(t, €i (t))dt :
?b n+ l' rb
J, D ^ttü 
r.. ft , eie»dt : J " 
t* 1t,s' {t11at
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Pela inclusão (39) e como ó(t) e l?(a,b) tem-se o resultado pretendido
1.1. Integrais com lagrangiano .L**(ú,.) "fl- no inflnito. Nestasecção supõe.se que: -L : [0, 1] x lR -- IR é rrma função normall e pa.ra todo
t e la,,bl, Ct : {€ € IR : .L**(Í, {) - .L (r, €)} (se C; não depender to tempo
ú, o conjunto denota-se por C).
Como consequência do (Teorema L.2), se o funcional integral f(') tem
como minimizante a funçã.o g(.), então L**(t,,.) € IR e o conjuuto Q * A
q.s. em [0, 1]. Por este motivo, doravante considera-se Q I A q.s. em [0, 1].
Considera-se também que o invólucro convexo L** (t,.) é afim em IR\ C1.
Mais precisamente, considerâ-se que o conjunto Cr é limitado q.s. em [0, 1]
e que -L**(ú, .) é úm no complement ar de C7.
No caso em que o lagrangiano é autónomo, i.e.,.L(t,O: À({) o mínimo
existe se e só se
min0(d(max0.






ca.so os integrais eeteja,m bem definidos. Contudo esta condição não é sufi-
ciente para gBxantir a existência de mínimo. No que Be segue estabelece-se
uma limitação sobre o declive d mais forte que (40), de tal modo que seja
condição necessiíria e súciente para a existênsia ds mÍnimo.
Considera-se a seguinte notaçáo:
o Lf,a (t, .) e L)" (t,, ') as derivadas laterais esquerda e direita de -0"*(t, .);
c a(t) -- r;'..(r,.)(r,min C) e p(t): LY(t,.)(ú,naxCx);
. 9et 9d,: [a, b] x IR --+ IR funções tàis que
Í,
max âZ*(ú, (*) para (. < B(ú)
t,
g4(t,(*):-
maxC, pa.ra (* > B(ú)
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minâtr*(ú, (*) para (- > 
"(ú)g.(t,e*)::
minCr para (- í o(ú)
onde ôL*(t,.) denota o subgradiente de tr-(1,.).
OnsrnveçÃo L.l. Quando a(t) < (- < P(t), as lunções S"l) e Sao
são (respect;iuamente) as d,eri,uad,as esquerd,a e d,i,rei,ta de La (t,.). As tunções
são truncad,as de modo a assum'ir aalores no intensalo [min C1, *u* Cr],
Apesar d,esta modi,ficção, S.O e gaç) satisfazem as rnesrnas propri,ed,ades
que as d,eriaadas de L* (t, .). Em parti,cular, g"(.) e gal) sõ.o rnonótonas, nõ,o
decrescentes, e Sd(.) é contínua à d,i.rei.ta, enquanto Çue 9.O é contínua à
esquerda.
Obserue-se também quemirqeAL(t,a(ú)) emax qe ôL(t,A(t)).
Definem-se ainda À : sup esslq 
16,11.L|* 
(Í, min Ct) e
À : inf ess1616,11.Lli (ú, max C1).
TooRptr,te 7.4. Suponha-se que C1 é li,mi,tado q.s. ern IR, e que max01,








g"(t,^)dt < d <
b
1a(t,, lt)dtl"
DouoNsT ReçÃo. Pate I: (Condição necessriria).
Como consequência do (Teorema 1.2), se o funcional integral f(.) admite
mínimo, existem uma função g(.) e uma constante c tais que [i y'$)at - a
(42) ce1L'*(t,at(Í)) g.s. em la,â1.
Além disso, yt(t) e Q q.s. em [0, 1]. Portanto,
a(t): L**(t.,min Cr) < Lz*(t,st(q) < c< Lr(t,at(t)) < Lâ.(t,max C7): B(t)
q.s. em [0, 1]. Logo, À < c ( À.
Como c €. A L.* (t,,,gt (t))
s"(t,^) < s.(t,,c) <st(t) < sd(t,c) < sd(t,1\),,
donde resuita (41).
Pate II: (Condiçáo suficiente).
Como 9a(.) e 9"(.) são funções contínuas à direita e esquerda (respecti-
vamente), as funçôes Ga((t) :- Ii safu,€.)dt e G,((*) ,: f;.0"(s,(t)dt sáo
contínuas à direita e à esquerda (respectivamente) em [À, À]. Portanto, para
c:- sup{(, : G"((") S d},
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rl f7
G"(t,c) - I s.(t,c)dt < d 3 I sa(t,c)d,t - Ga(t,c).Jo JO
Entã,o, existe uma constante r € [0' 1] tal que, a função
( o"(t,,c) Para Í e [o,r]
th(t):: <
I sa(t,c) Pa'ra Úe [r, 1]
satisfaz a igualdade Ii rt $)at: a.
Define-se aO : I;|rt)dr. Então, de como se deÊniu ry'('), resulta que
l$) eôL*(t,É), i.e., c e OL**(t,yt(t)) q.s. em [0, 1].
Portanto, como consequência do (Teorema 1.3), g(t) é um minimizante
para o funcional integral
r(*(1) : [u rft,r'(t))dt.Ja 
tr
1.2. Integrais com lagrr',giano .L**(t,') estrictamente convexo'
Nesta secção cãnsidera-se que o lagrangiano -L : [0, 1] x IR ---+ H tem invólucro
estrictamente convexo no inffnito, i.e., considera-se que o conjunto Iü1 :
H, \ C, é limitado q.s. em IR, e que L(t,') ê estrictamente convexa em
IR \ coN1.
Denota-se por:
. L"(t,.) e L6Q, .) as deriwdas laterais esquerda e direita de -L(Ú, ');
o Li$, .) e Li(t,.) as derivadas laterais esquerda e direita de tr* (Ú, ');
Considera-se ainda que:
L"(t, - a) - L a(t,, -oo) : eli?- z" (r, €) 
:,I3." rrlr' 6;'
e
.Le(ú, +m) -- La(t,+oo) : eI1;I"(r,€) 
: 
*:ürurr(t,C).
À = sup es+61s,u.Ls(ú, -m) e Â : inf essrelo,1ltr4(t, +oo).
roa : {C. € [À, 
^l 
n IR : ,ã(ú, (*) € ,e(0, 1)],
r! : {e. € [À, 
^] 
n IR : tr](ú, (*) € ,Le (0, 1)] .
TEoREMA L.5. Suponha-se que N1 é um coniunto li,mitailo q,s. em lO,Ll
com
(43) min N;, max N, e tre(0, 1);
e L(t,.) estrictamente conaeta em IR\coN1.
Entõ,o, o funci,onal i,ntesral f (r(')) = 1! tçt,x'1t1)dt ad,mi,te múni,mo se
e só se uma das seguintes cond,i,ções se ueri,fica:
(t) râÀr! l0 einfç'er! ft t;çt,ç"1at < d < supç,urâ Ii Li(t,ç.)d,t;
(2) T! +0 ed. - minç,er! fit-,21t,ç.)at;
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(z) TÍ + 0 e d, - maxc.€"í !] t-,hçt,ç.1at.
Drrr,roustneçÃo. Pate I: (Condição suficiente).
Por [Mar97, Teorema 3'] deduz-se a existência de um minimi zarfte z(.)
para o funcional integral relaxado .7""("(.)).
O problema remume.se portanto â provâr a existência de uma função
a(.) e z(.) +Wà'e@,1) tar que r@(.)) - r**eO).
Como o conjunto .l( é limitado, [ET99, Lema g.B.B]
,**(r, €) - min {Àrtr(ú, {) * Àzl(t,(z) :
: À1, À2 € [0, 1], Àr * Àz : 1, Àr€r + À2{2 = {}.
Portanto, por [ET9g, Proposiçâ.o 8.3.1] existem funçõs mensuráveis À1, À2 :
[0, 1] --+ [0, t]; €r, (2 : [0, 1] -- IR rais que
L"" (t, z' (t)) : Àrz,(r, (r) Í À2L(t, (),
com zt(t): Àr€r * À29. .\1ém disso, por (48) €r, (z e Ie(Q, 1).
Aplica-se o (Teorema de Liapunov B.B3) as funções
parâ j : 1, 2, e deduz-s"';tl;,f:;íÍ"'lÍ,f ';,,,,tos disjuntos e men-
suráveis E1 e E2 tais que pam t!(t) _ xo,(t)$(t) + xaft)€z(t), ti *AVt :
fi z'Q)at e
I, t.,L(t,4,(t))dt - L(t,€|)dt + 1,,
[^t L(t, €l)dt + 
^2 
L(t,, €2)) dt :
L(t,(ildt, -
:|,
: [' tr*. 11, z, @1at : F.. (z(t)).
Jn
Portanto, para g(t) - firb1r1a", g(t) e z(t) + Wol,e(O, 1) e
r(v1):r".GO).
Pate II: (Condição necessária).
- .9o-o L- (t, .) - (L* (t, .))*. o teorema fica demonstrado por aplicaçãodo (Teorema 5.3) e por [Mar9Z, Teorema 3,]. tr
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L(n(t),nt(t))dt, "(.) Q xAa,
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2. O Problema autónomo
No que segue estudam-se os artigos [Orn], [Orn06],onde se demonstra,
paxa o caso escalar unidimensional, a existência de minimiza'nte§ paÍa o
funcional integral do tiPo
(44) I,
deflnido na classe NAB qÍe representa a classe das funções absolutamente
contínuas t:la,b)c IR -t IR que veriflca,m as condições de fronteira r(a) -
Aea(b):9.
Em'[orn06] observa-se que um ingrediente essencial é a semicontinui-
dade inferior sequencial fraca do do funcional integral !: L@(t), rt (t))dt é. a
semicontínuidade inferior do lagrangiano -L('), (ver [Iof77]); em [Àmb87] e
[?] demonstra-§e que para uma grande classe de lagrangianos unidimensio'
oái", uqo"l* "* qo" L(r(t),.) é uma 
funçã.o cotrvexa e semicontÍnua inferior
( co*o acontece quando L(') é L I6-mensurável, .L(''O) é semicontínua
inferior com valores finitos e cujo subdiferencial â.L(',0) contém uma função
rn(.) e I11,"(m.)), é possível obter a semicontinuidade inferior sequêncial fraca
puru o úcioral integral [! t 1rçt1, *'çt1)dr. I§to permite considera'r proble'
mas de minimizaçã.o de funcionais integrais, do tipo !!t'1*1t1,2'(t))d't', em
que a dependênciâ do iagrangiano em relação à segunda variável u (Ú) pode
,"r 
"*tr"*u-"nte 
irregula,r, por exemplo, não-semicontínua inferior em qual-
quer ponto onde u/(t) 10. Aasim, nos a.rtigos [Orn], [Orn06],que provam
a existência de minimizantes para o funcional integral !! t'çx1t1,"'1t11at, rc
câso em que sobre o lagrangiano são con§ideradas hipóteses de contém as
anteriores, no caso escalar unidimensional. Com efeito, em [Orn05] prova-
se que se pode considerar que que a função L(', fri (t)) é não semicontínua
inferior ( ãxcepto nos pontos (c(Ú),0)), admitindo a possibilidade de ser
,(.,0) : 1m e â-L(',0) : 0 em qualquer ponto.
Por outro lado, existem resultados que demonstram que â convexidade
nã,o é uma condição necessrária para a existência de minimizantes' Em
[Orn05], destaca-se a importância que a condiçáo de zero-convexidade do
iugrut gi*o (i.e., tr**(r(Í),0) = I(o(ú),0) com z(') unidimensional) tem na
deáoÃtração da existência de minimizantes para, os funcionais integrais do
tipo f L@$),a'(t))d,ú, nos quais o lagrangiano é náo-linea.r, não-convexo,
ma.s zero-convexo e com crescimento superünar no in6aito, i'e', verifica a
condição:
inf .L(IR. É)(45) ff -** l§l- +m'
Em [Orn05], pro -se ainda, que embora se considere que o lagrangiano
tem um comportamento muito irregular numa vizinhança de pontos (c(Ú),0),
prova-se que o minimizante é bimonótono.
Jb 3. RESUI]IÀDOS RECENTES NO CASO NÂO.CONVEXO
2.1. Mensurabilidade do lagrangiano.
Lpur 2.1. Sejam r : [a, b] --, IR uma funçõ,o absolutamente contínua
e L, Ls : IR x IR - [-m, *xl funções L I B -mensuráae,i,s, para as quai,s
etiste uma constante M ) 0 tal que
(46) tr(r, d), Io(r,0 > -M(1 + l(l) V( € a e q.s. em IR
Se além di.sso, L(.,0) for semi,contínua inferior, Lo(.,O) : O e Xs(.)
representar a funçõ,o característica de um conjunto rnensuró,uel S c r(la, b))
. Então, os funcionai,s i,ntegrais
I,
b
(47) L(r(t), rt (t))dt
1b(48) | Ls(x(t),x'(t))x,-,@([)dt ,Ja
exi,stem, e as funções L(r(t),rt(t)) e Ls(c(t),r'(t))1,-r1s1(l) sõ,o mensurduei,s.
DEMoNSTRAçÃo. A demonstração do Teorema divide-se em vrírias par-
tes:
Parte f: Definem-se os conjuntos
,91, :- {s e IR : tr(s,0) < *m},
Es :: {t e [a,b] : lrr'(r) : 0],
E' :: {t e [a, b] : fui(t) e (-*,0) u (0, +oo)],
de tal modo que , ,91, é um boreüano,, e Eg e .E/ são mensuráveis. Com
efeito, da semicontínuidade inferior de I(.,0) resulta que para todo o k € IR,
Sf :: i6 € IR : .L(s,0) < e) é um conjunto fechado. Como lJ6.o Sf :
[Jp,.*{seIR : .D(s,0) <k}-{se IR : "L(s,O) <m}- Sr,éF".
A mensurabilidade dos conjuntos Eç e E'resulta de:
e': {tela,bl :32'(r)e ( m.0)i[J{re [o,a] :3r'(t) e (0.+oo)] - o,_uE,+
e de .Es : [r, b] \ E' U N (em que "Â/ é um conjunto de medida nula), log<r
os conjuntos são mensuráveis.
Portanto, em .86 a funçáo .L(z(.), z'(.)) : I(z(.),0) é mensurável, pois







De tal forma qte Ll(x(.).,rt(.))Xr,(.) - L(t(.), n' (.))Xe, (.) q.s. em l",b),
poxque para Vt € Et rt(t) I 0, rt(t) I 0.
Como .L1(s,0) C IR Vs € IR, definem-se p(s) :- tr1(s,0) e .Ls(s, () :
Ir(s, €) - 9(s) pelo que Z6(.) é Á I 8-mensurável e .Le(.,0) : 0.
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Portanto: para provaÍ a mensurabiüdade da função
r(r('),c'(')) = L{a('),t'('))xr'(') + r(r('),O)xs.(') =
37
Ls(x(.),{ (.))yB,(.) + ç(o(.))xs,(') + r(o('),0)1Bo(') q.s. em lo,bl
basta prova.r a mensurabilidade de .Ls(r(') ,*'('))xe,O que é um caso parti-
cular do que segue (no caso em que ^9: IR).
Parte II:
Põe.se u(.) : (r('), r'(.))1s,('), "Ls(s, {) :: tro(s, ()Xs(.r)' Ú(') :: .t5(u('))'
donde resulta que ú(') = Ls(o('),t'(')) q.s. em [4,Ô] (ambos são iguais a 0
q.s. em [a, b] \.8', e coiucidem no conjunto mensurável E').
No que segue demonstra-se que ry'(') é 'rma função mensurável.
Is(.) é uma tunção Á I 8-mensurável: I;1 (+m) : rt1 (+m) n (S x IR),
e, como para cada r >0, LeL ((r,+m)) - Z;1((r,+m))n (S x IR) enquanto
que para r < 0 ,"1((r,*oo)) : Lo'(@,+oo)) u t(R\ S) x IRI que sÃo
conjuntos Á I B-mensuráveis .-Em 
particular, qualquer conjunto do tipo Ç: Lst((r,,*m)) pode (por
definiçã.o de o-áIgebra L&B) ser gerado ( através de reuniões, intersecções e
complementações contáveis ) a partir de conjuntos do tipo M x B (com
M mensurável e B um boreüano). É necessrí,rio provaÍ a mensurabili'
dade da função ry'('), i.e., dos conjuntos t/-l((r, +oo)), {-1(+*); oo o
que é o mesmo, provar a mensurabilidade dos conjuntos z-1(C), para cada
g: lstççr,+m)) (paratodoor eIR) eparaC =rãl(tm). Paratal,
é suÊciãnte provax a mensurabilidade de cada conjunto u-1(M x B), por-
que cada um dos outros z-l(C) pode obter-se como resultado de aplicar
as operações (u, n, \) aos conjuntos u-1(M x B) (necessrí.rias para gerar C
a pa.rtir ãor 
"ottluús 
M x B), iogo a mensurabilidade de z-l(C) é con-
sequência da mensurabilidade de u-t(M x A).
Por outro lado, cada conjunto M x B pode ser decomposto em conjuntos
do tipo (FuN) x B: (F x B)u (,À/ x B), com F e F, e"Â/ um conjunto
de medida nula, de tal modo que
u-L çM x B) : u-l (P x B) u ?r-1("^/ x B).
Como cada conjunto u-t1F x B) é menaurável, resta prolrâÍ a, mensurabiü-
dade dos conjuntos u-L(N x B).
Com este intúto, deÊne-se E. z= la,bl\E'. Então z(') = (0'0) em
.8", pelo que' se (0,0) € N x B, E"cu-|(N xB) eu-|(N x B)ÀEc:
ao; t" u"tao (0,0) É N x B, caso em que E" c [a,b] \ "-1(l/ 
x B) e
u-l(,À/x B)nEn=fi.
Por definição de E', resulta que o(') tem derivada *'(') t 0 q.s. em
I v {te Et: n(t)eNl; poroutrolado lo(")l =0,pois {T)cN e
ll/l :0. Logo, 0 I r'(t) = 0 q's. em ?, por aplicaçáo do (Teorema 3.25),
devemos ter l7l : 0. Assim, o conjunto Z :: u-t(N x B)í\E c 7 também
tem medida nula, e porta,nto, é mensuró,vel'
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Tendo em consideração o que foi escrito nestes dois últimos parágra,fos,
u-L(NxB) é igual aE.UZ ou entáo a Z, qre são ambos um conjunto men-
surável. (Isto acontece porque z-1(,Â/ x C) é mensurável qualquer que seja
conjunto C (mensurável ou não) e pode-se usar u(.) em vez de ("(.),"'(.)).)
Parte III:
Pordo M2:: - min tr(u ([a, b]),0), em E6 tem-se que
L@(.),at(.)) - I(c('),0) 2 -Mz\ + lr'(.)l) q.s. em lo,bl.
Tomando M1 :: max{M, M2}, prova-se que caso
L(r(.),rt(.)) 2 -M{L + l"'(.)l) q.s. em lo,bl,
o funcional integral [! t 1a1t1,x'çt1)d, existe (com valor finito ou *oo). Por
hipótese o conjunto
51:: {se S : 3(e IR t(r,€)< -M(L+ l(l)paraalgum(e IR}
tem medida nula, Iogo pelo (Teorema 3.25) ut(t) : 0 q.s. em ft :: {ú e
Et : t(t) € ,91), e l"1l - 0. Portanto, verifica-se a desigualdade q.s. nos
conjuntos Es eTt :-- {t e Et : x(t) e IR\,91}; embora o seu complementa.r
fi tenha medida nula.
De modo simila,r, se r/(.) - Ls(r(.).,tt(.)) > -Mr(t + l"'(.)l) q.s., então
o funcional integral [! t,s1r1t1,r'1t))x,-,fsl(t)dt eíste (com valor finito ou
*oo). Mas, verifica-se de novo a desigualdade pretendida em r-11,9 1R")
(pois aí ú(.) :0 2. -Mt(L + l"'(.)l) )q.s. em Ee, e em lt :: {t e Et :
r(t)eS\,56),onde
.56 :: {s e § : 1( e IR Io(r, () < -M(l + l€l)},
caso o seu complementar Ts :- {t, e Et : c(r) e So} também tenha medida
nula. 
tr
OnsenvaqÃo 2.7. Uma forma d,e garantir a L8 B-mensurabi,Iid,ad,e d,e
uma função L : IR x.@ -+ [-m, ]ml, é eri,gi,r que L(.,Ç) seja mensuróael
para toilo ( e IR e L(s,.) seja ou contínua (por eaemplo, conueÍa conl a0,-
lores fini,tos), ou então conuera e sernicontínua i,nferi,or com d,omín'io nunca
singular Ys (aer [R\M98]i.
Sõ,o propriedad,e equi,aalentes à LA B-mensurabi,lid,ad,e mais a semi,con-
ti,nuidade i,nferi,or de L(s,.) :
i) a multifunçã,o s '--, epil(s,.) tem ualores fechados e é mensurd,oel
(oer [RWe8]/; _
ii) exi,ste- uma funçõ,o L : IR x E - [-oo, *x] Borel mensurd.uel,
"o*Íçt,.) semi,contínua i,nferíor, 
para a qualZ(r,') : I(s,.) Vs e
IR\E, onde E represento, um Boreli,ano de medida nula;
iii) Para todo o n € N erdsÍern conjuntos fechados Kn C n com llB\
K"l < *, d,e tal mod,o que L(.) restri,ngid,a a Knx IR é semicontínua
inJerior.
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Para L(.), » e í(') corno no ponto ii.), e com L('',0) sem|-
antínua i,nieri,or, ,"ri1,*'t" que (Ãlalba7, Observação 4'5]);
d,efine-se urna noua iunçdo Lt : lR x lB'-+ [-m, *m],
Í(r,€) para (10 e sefi\E
.Li(s,O::
I(s,0) para 1:0 e s€E;
Ent'ã,o L1(',o): I(',0) é semi'contínua i'nferior' L{') é Borel
mensuró'uel, tr1(s,') = L1@,') é semi'contínua i'nferior (e conueaa;
ou contínua, se L(s,') o !or)Ys € -B\», Zr(s,') = L(s,O) é cnn-
ueza e contínua Vs € E, i,.e., h() é Borel mensurduel e fu(s,')
é semi,contínua inJeri,or e conaeÍa; ou contínua, se L(s,') o for)
Ys e IR, Isto i,mpli,ca que ee : [o, b] '--+ IR é uma funçã'o absoluta'
mente contínua entõ,o
L1(u(t),t'(t)) : L(n(t),r'(t)) s.''';
com efe'ito, esta iguald'ad,e aeri,fica'se para tod'os os pontos t para
o, quái* oua(t) € lB\E oua'(t):0, i,.e., q's' ent'la,b)' Como
r'(t): o em q.t.p. t tal que r(ú) e E, por 9.25, porqueí(t).eti'ste
q.à.'. Co*o L;O é Borel mensurd,uel, a i,guald,aile L1@(t),tt(t)) :
L(n(t),nt(t)) q.s', proaa nõ,o só a mensumbi,lid,ad,e iLa função t' ++
Lin(t), r' (t)) ( d,e uma lorma i,nd,epeniLente d'o (Lema 2' 1 ( 1) ) , corno
também acentua a i,rteleaâ,nci,a (com o objectiuo de li'dar com funci'
onai,s i,ntesrai,s do ti'po !!L@Q),d(t))d't), d,e consid,erar Lt(') em
aez d,e L(.), poi,s o aalor d,o i,ntegral é o mesmo.
Isto mostra que sernpre que L(') se considera L x B -mensurdoel,
com L(.,0) e L(s,,') semi,contínuas i,nferiores Ys, nã,o é li'mi't'ati'ao
consi'd,erd,-las Borel mensurdaeis; enquanto que no que d'iz respei'to
a propried,ades de regularíd,ad,e d,e L(s,'), basta consi'd'erá-las com
encepçõ,o d,e um coniunto d,e med,ida nula E (caso as lunções sa-
ti,sfaçam es s a proPrieilad,e ).
2.2. Mudança de variáveis.
Lrllal 2.2. Seiam a(') € Xea i m : a(la,b)) -+ IR uma funçõ'o mensurdael






rn (x (t)) r' (t) x 
" 
-, (t) dt
existem e sõ,o i,guai,s, ilesd,e que se aeri,fi,que uma d,as hi,póteses:
(r) ou m(.) e IÉ(S);




(Z) ou o funcional i.ntegral (50) eri,ste;
@) ou r(.) é uma funçã,o monótona e o i,ntegral (19) eriste ( por exern-
plo, m-(.), oum+(.) € r1(,9); e se isto acontecer para S - x(E),com E C la,bl mensurduel, pod,emos escreaer (lg)-(5A) como
I,*,
B. R^ESULTÀDoS RECENTES No cAgo NÁo-coNvExo
Í.m(s)d,s - m(r(t))rt(t)dt )
DnuoxsrRaqÃo. A demonstração do Teorema divide-se em várias par-
tes.
Parte f:
Considere-se que zn(.) € ,-(.9). Qualquer que seja a função absolu-
tamente contínua c('), a mensurabilidade do lagrangiano L(r(t), rt(t)) é
garantida pelo (Lema 2.L). Define-se .L6(s, () := n (.X (que é função de
Carathéodory) e aplica-se o (Corolário 3.3) com Í(.) : m(.)Xs(.). Logo,
Í i[!] * @1 y' ç") d,s : ! ! m @ (t)) nt (t) x a 4 (.t)dú é fi nito.
Parte II:
Supõe-se agora que m(.) e Ll(S), e M @(.)) é uma função de variação Ii-
mitada, tal que M(s) 7- lb m(o)ys(o)ilo. Por aplicação do (Teorema 8.32);
m(* (.)) at (.) € l,1 (r- 1 (s) ), " ff[l] ^ç'1 
y r(s)ds : [! m @ (t)) xt (t) y,- t (t) d,t,
isto caso U ("(.)) seja absolutamente contínua, o que pelo (Teorema 3.24)
resulta de U ("(.)) ter variação limitada (pois veriÊca a condição (N) de
Lusin).
Parte III:
Suponhamos que o tuncional integral [!m@(t))d(t)X,-r(ú)dú exisre.
Para provar a mensurabilidade dos conjuntos A_:: {t e c-1(S) : Jrt(t) e(-m,0)), Ea:: {t e r-11.9; : 1rt(t) € (0,+oo)}, ^9 _ Fu,A/ (com
-F do tipo Fo e N um conjunto de medida nula). Considerâ-se o conjunto
mensurável f_:: {t e [o,b] : la,(t) e (-oo,0)], enrão,




n [r-1(r) u r-1(I/)] :
- ["- n,-1(r)]u ["- n,r-1W)] = sl_1E2_,
onde .E1 é um conjunto mensurável. Como 82, é um conjunto de medida
nula (logo _mensurável): r'(.) *0 para todo ot e E2_, mas r/(ú):0 em
q.s. em -81 (porque t(r-L(N)) c N e x(.) é uma função absolutamente
contínua). De modo anáIogo se prova que o conjunto E1 é mensurável.
Considera-se o conjunto mensurável T1 :- {t € [a, â] : Jat(t) e (0, +oo)].
Logo,
E+:T+ nu-1(F'uj\/) :T+n [r-r(r)urr-1(n0] :
: [r+ n r-1(r)] u ["+ n "-1w)] = oíu E2+,
onde,Ef, é um conjunto mensurável. Atendendo a que E!, é um conjunto de
medida nula (1ogo mensurável) ,'(.) + 0 para todo o t, < E2a,, mas z/(ü) : 6
em q.s. em -El (pois r(r-L(N)) c Á/ e z(.) é uma função absolutamente
contínua).
2. O PROBLEMA AUTÓNOMO




En:: An - Dn ::
Fn:: Cn - Bn ::
parâ s com m(s) >- n
para s com m(s) e l-n'n]




cn m n @ (t)) - a' (t) x e * (t) dt,
m- (a (t) ) + xt (t) x, _, @) (t) dt :




An:: mn@ (t))+ st (t) x a t (t1 at,
m 
"@ 
(t)) - l,t (t) ly s - (t) d,t,B*,: l,
n .- fo *,(r(t))+lrt(t)lyB-@)dt,un._ 
Jo
Cada um destes funcionais integrais é finito e ) 0, e da primeira parte
da demonstração resulta que
Í,0
Í;
G, :: A, * Bn :: fb fu,(rçt)1r,(t)l+y,-r61(t)dt
Hn :: cn * Dn :: 
l,b W,l*lt))r'(r)l-1,-,14 
(ú)dú
Como 0 < rnr(")+ S rnr+r(s)+ S rn(s)+, (rn"(s)+) '- rn(s)+
quando n -+ *m (o mesmo acontece para rn"(s)-), do (Teorema da
convegência monótona 3.6) resulta que
A* :: limAn - fh mçr(t))+ nt(t)x1+(t)dl,,Ja
B*:: ümB, - !,b *(*(t))-lr'(t)lx;-(t)dt,
C* :: lirr}' - fb *@(t11- t' (t)ys*(t)d,t,
D o6 :: LimDv - fo *çrçt11* ltt (t)lx;- Q) dt,Ja
E* := hm}n - tB *1r1+ysç"1ar,
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f'oo:: IimI| : IB *1"1-ys1r1ar,
JA
G * :: bmG n : \m(An+ Bn) - Á- +B- - fu 7*1r1r11r' O)l* x, ús)(t) d,t,Ja
H*::\mHn -lim(cntDn) : c**D- - fufu@l»*t(t)]'xÍ-l.,)Q)dtJa
porque (Á,), (8"), (C"), (D,r) sáo sucessões crescentes e positivas. O mesmo
acontece com (G,,) : (A" + B") e (H") : (C" * D"). Como por hipótese o
funcional integral [! *ç"1t11"'çt)y,t(t)d,t existe, um dos integrais G*,, H*
é finito. Se G- for finito, entã,o também A*, B* sã,o finitos; e como F-:
lim(C" - Bn) e B* é Ênito, tem-se que F*: C* - B-. Analogamente,
como ,4.* é flnito, E*: A* - D* e:
1B 1b






Se .4 S B (respectivamente B I Á), então 0 ( D- ( .4oo e D- são
flnitos (respectivamente 0 ( C- ( B* e C- são finitos ). Portanto, .E* ou
Fo" é finito e:
1B
I m(s)ys@)ds: E* - r'm : (A* - D*) - (C* - B-) -JA
: (.4". + B-) - (C* + Doo) - G- - ff* -
- lb *(r(t))*t (t)x" -,$)(t)dt,_ J"
isto é, verifica-se a igualdade 1;[!]*1'!ysçt)d,s = fim(a(t))r'(t)y6(t)d,t.
(Caso I1"o seja finito um dos 8,n., F,n é sempre finito, qualquer que seja o
caso, e podemos escrever E*- F*i e três dos A*, B*, C*, D* sÁo sempre
finitos, logo E* : A* - D*, F* - C* - B* e E.,. - Foo : C* - Ho,
como na argumentação anterior).
Parte IV:
Supõe-se âgorâ que r(.) é uma funçã,o monótonâ e que o funcional in-
t"gtrf ,f(f] rn(s)xs(s)ds existe. Então, um dos conjuntos E-, Ea é de
medida nula. Portanto, ou Áoo - 0 - C- ou B- - 0 - Doo, i.e., ou
Goo : B* : -Foo e H* : D* : -E*ouentáo, G* : A* : E* e
I/m: Cm : IL.
C.m. fábi m!)ys(s)d,s existe, um dos integrais Eoo, F* é finito e por-
tanto, ou Goo, ou Íf* é finto. Assim, ou E*- F* - (-D".) - (-B-) :G* - H,o ou então E* - F*: Aoo - Coo : G* - f1-, de tal modo, que
em ambos os casos a conclusão é a mesma: (49): E* - Foo : Gro - H* :
[! m@(t)) u' (t)1,- r (ú)dú existe.
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Põe-se ,9 :- t(E), paÍâ' E c [o, b] um coniunto mensurável , entã,o ,9 é
mensurável (pois r(.) verifica a propriedade (N) de Lusin) e ,(r-1(.9) \ .E)
é um conjunto de medida nula ( porque é contável: o§ §euB va.lores são
aqueles que c(') toma em intervalos de crescimento dois a dois disjun-
tos, de interior não vaaio - portanto, com valores racionais - porque o(')
é monótona). Logo, o integral [!m@$))i(t)yr;(t)d,t toma o mesmo va-
1or, ainda que se ponha de parte.ldo ruu dominio de integraçã,o r-1(S) - um
subconjunto, ,-1(.5) \ -8, onde a integranda, m(a('))a'('): 0 q.s. em [4, b];
donde "/, m(x(t))x' (t) ü : Í:81 m@(t))d (t)y"-, ç1(t) dt. tr
CoRor,lRro 2.1. Sob (N rnesnl,as hi,póteses d,o teorema anteri,or, sejam
x(.) e Xas e m(a(.))rt(.) < d(') € Ll(a,,b) q.s. ern fa,bl. Entã'o, eriste o
funci,onal àntegral fim@Q\nt(t)d,t e aerifica-se a i,guald,ade:
7b r"@)
(52) lrn(a(t))x'(t)d.t-l m(s)d,s.Ja J a(a)
DnvlowstRlçÃo. Considera-se o câso em que A -- B. Como o(') e
Xns e rn(r(.))n'(.) < ó(.) e LL(o,,b) q.s. em [o,b], claramente o integral
[!rn@(t))rt(t)d, existe (com valores finitos ou com valor -m); com .9 : IR,
A"-D": En:0 -Cn-Bn: Frr, pois A- B' Como r(') Ç. X49 e
m(z(.))r'(.) < d(.) € L\(a,b) q.s. em la,,bl, G* : Aoo * Ba é finito, /-
e B- são flnitos, .Áoo - lim áz = lim Da : D*, Bn, - Iim Ba : limCn =
C*, i.e., A* : [!m@(t))+rt(t)ys*(t)dt - !!m@(t))+lrt(t)lx1-$)dt --
D*, B*: fim@(t))-lst(t)lx1-(t)dt = fim1r1t\-xt(ths*$)dt : C* e
porta,nto, os funcionais integrais integrais são Ênitos.
De modo simila,r, os funcionais integrais C*: [!lrn(a(t))a'(t)l+dt :
A* * B*: c* * a* : fifmçn(t))nt(t)|'dt e !! m@(t))r'(t)dt = G* -
Hx : O ta,mbém sáo finitos. 
tr
2.8. Minimizantes bimonótonos.
TnoRsÀ4.A 2.L. Sejam L : IRx fi ---+ (-m,*al uma funçõ.o t'& B-
mensurdael tal que L(.,0) é semi,contínua 'inferior; AO e Xea uma funçõ,o
monítona para a qual o funcdonal integral
(58) ['16ç11,0'ç11'10,
Ja
esi,ste e tem ualor finito; a: lA, Bl '--+ IR é uma função mensurá'ael (por
eremplo a(s) = 0), coma(s) ) 0Vs € lA,Bl (a(s) í OVs € lB.,Al), com
a(s) : g nos pontos s tais que âI(s,0) -A e que sati,sfaz a d,es'i,guald,ad,e:
(s4) tr(,, €) > (, - á) .L(s, o) * fir,1,, o1,1;
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portanto, qualquer que seja ( e]0, o(s)[ e ern quase todos os pontos s e
lA, Bl ( qualquer que seja { e ]a(s), 0f em quase tod,os os pontos s e lB,A),
respectiaamente). Então, eú,ste uma funçã,o absolutamente contínua'z(.) €
Xas para a qual
7b rb(55) | tçzçt1,zt(t))dt< | r61t1,s'1t11at.Ja Jo
e
. z(.) constante em algum subinterualo lat,d! c [a,b);. zt (t) > 0 ( respcti,aamente zt (t) < O) i.r. em la,at)' o lU,bl;o 0l.a(z(ú)) Í r,(t) ( respectiaamente z,(t) < a(z(t)) !0-) q.s. em
la.,a'ltL lü,b1.
DeuoNsrRaçÃo. A demontração divide-se em várias partes:
Parte I:
Supõe-se que g(.) é crescente no intervalo lA, Bl, e que a(s) > 0
Y: .. [/,8]. Como ç(.) :: L(.,0) é semiconrínua inferiàr. pelo (Lema Z.t),L(r(.),d(.)) é mensurável, qualquer que seja a fungão r(.) absolutamente
contínua; e como o conjunto
(56) S- :: {s e lA, B) : eG): min p([Á, A])]
é náo vazio, e portanto, podemos fixar qualquer s* e S*,
Supõe-se daqui em diante que gbà < *oo, porque, se assim não fosse,
a conclusão do teorema seria trivial: se I(.,0) = p(.) = too, resulta0 : o(s(.)) < g'(.) q.s. em [o, à], enrão z(.) ;- g(.) sarisfaz trivialmente
as conclusões do Q.\.
A função inversa y-r : lA, B) - la.,bl está bem definida (como a única
função crescente e semicontínua inferior para a qual t r,; y-7 o g(l) é semi_
contínua inferior e t * g-1 o y(t) é a função identidade.)
Como g-1(.) é crescente, de variação limitada, a derivada no sentido
clássico existe. em [0,+*) q.r. em [A,B), e s -, At-l(s) e L1@,8)
(Teorema 3.22).
Definem-se
Ta :-- {t e [o, b] : =st(t) e (0, +m)],
51 :: {s e lA,Bl : ]y,-r(t) € (0,+m)},
7]y :- [o, b] \ 7,., S1-, :- [á, B] \ S..,..
. Com efeito, veriflca-se que g("+) : S+, g(fil - S,,r, g-1(S+) : T+,q-'(Sr) : ft,'. Nenhum ponto de ,9ry pode rãr i*ug"- 1po. -Llu a" g( jj
de algum ponto de 71,,, porque: a simetria relativamente à linha recta s = i
transforma o gráfico f de g(.) no grrí.fico l/ que é o de gr*1(.), e transforma
Iinhas rectas tangentes a I de declive rn em linhas rectas tângentes a l/ de
declive fi € (0,+oo), e vice-versa.
. Como g(.) é absolutamente contínua e crescente, A,(.) : 0 em ftg e
lS.vl : 0; e portanto, l§+l : B - A, U'-l(t) e (0, +oo) q.r.'u* [A, Bl.
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Considera-se que á :: l?ryl obtem-se lT+l -b - o,- €. Definem-se:
t;:- min g-L(s*), tfi:= maxg-l(s*),
sf ,: {, e 
s+ ' ",r, , ,-iõ},
{ :: s-11s}) :: {t e 11 : o < a'(t) < o(y(r))} ,
,u(s) :- s'-1(r)xs\sg(r) + ;foxsi(r).




tfu pa,ra aqueles s, ( onde a(s) > o e 0ç
zs(s, () :-
resulta que (porque XT+ = O em (t;,tfi))
*m pa,ra aqueles s, ( onde a(s) : 6 ou { < 0,
logo, fl - {t, eT+ : L(y(t),{(t))€ (0,1)}. Como 0 < u(r) < s'-l(r) q...,
u(.) e LT(A,B), pelo que
6- ,= l"* ,çr)d,r, oa,: fB o@)d,r;
e como g(.) é monótona, o (Lema 2.2) garante que
,- : I:- u@)its = l"^ {u'-' ans\q(§) + ;fox4t"l} a, :
(57) xr*1rg(ú) + @, ,,rrxritt)\at,: l,'^ {
da: tB o@a": I:{u'-,(,)xqss(")
1+;Grxso (r) d,s:
(58) : lo{*,.t t@ + ffixr1@} at.
Pa;t" a! :: o*ô- eA:--b-ô"r-, cortro
ü_ol:(b_")_(ô_+0*;:
: 
l"u {xr*o + xrlrrl)+ xr*iri(ú)} ü - 
g- + õ+)
': 
t"u {*,.tr+ lr- #] xao\at
As tunções r- (s) :: a * !)u(o)do, s e lA, s*1,, e
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são absolutamente contínuas e têm derivada o(s) e (0, *oo) q.s.; e como
r-(s*) :: o * ["- u(s)d.s - a + 6- : at,JA
1B
4(B) :- U' * J"*u(s)ds 
: b - 6+ + õ+ : b,,
resulta que r-: lA.,s*) --+ la,at) e rç: [s-,.B] '- [b',b]'
Portanto, podem-se definir as funções inversas de r-(') e 4('):
z- ; la, a'l --> lA, s*), 2..ç : lbt ,bl '--. ls*, Bl,
que são absolutamente contínuas e têm derivada positiva q.s. ( a inversa
de uma funçã,o absolutamente contínua e crescente "-(') é, absolutamente
contínua se e só se rl(s) > 0 q.s., tal como aqui acontece).
Com efeito, veriflca-se que:
z' (t\ : --1--,-- -- -:- - -=1 - , o se z-(t) es- \ s$,t'-\" t - í(r_(t)) - u(z_(t)) rr-t(z_(t))
z'-çt1 - -.-l-r,-: ---1rr-: o(z (t)) > 0 se z-(t) e sf ,'f _lz-\L ) ) u\z-\t))
e portanto, z'-(t) > O Vt - r-(z-(t)) e r- (S+); e como r- (') é absoluta-
mente contínua e lr-(Sa)l - a'-a-lr-(SN)l: a'-o (porque lr-(S1rr)l : 3,




sÍt t e lat,bt)
z+ t e lb',b]1,
donde se obtém uma função z : la,bl '- [,4, B] que é absolutamente contÍnua
com derivada zt(t) > 0 q.s. em la,a'luld,,b]. Como
0 < r/(s) : u(s) : r1r]yr'-' f O
em ,9$, resulta
1.1(61) o < u,-\rft\\ < a(z(t)): z'(t) : ZG6 em ,-(S?)
e porque 0 < rl(s) -.r(s) : g'-l(s), e como
o < a(s) S +: -+-: -=+-'-'- u(s) r-(s) A'-1(")
em ,Sa \,S$ obtém-se
.1(62) 0<z'1t):R6 e 0<a(z(t))<zt(t) em r-(S, lSf)
(60)
O mesmo acortece com ra(.), de tal modo que ( lr-(§..)l: a'- a e
l"+(s+)l :b'-b): z'(t) > o e zt(t) > a(z(t)) \ 0 q.s. em la,atlv[b,b'1,
assim z(') satisfaz as propridades pretendidas.
Parte II:
Supõe.se agora que a desigr:.ald aae [! t 1zçt1, z' (t))dt < !! t 1g1t1,g'1t11at
se verifica. A resta.nte demonstraçã,o será dedicada ã esta asserção. Como a
função
(63) t -> 0(t),: u(aUDa'Q): xr..1rg(l) + ffixri(t)
é mensurável com á(ú) € [0, 1] q.s., a sua primitiva
(64) 1(t):- a+ f"' e{dao, t e la,thl
é lipschitziana e crescente, tal como a sua primitiva
(65) 1(t) :: bt + [' eçoyo, t e (tk,b)tti
que também é lipschitziana e crescente. Contudo, .y(.) é descontínua nos
pontos á - tk., de 1(th) : at < b' a ô' : limr\r+,y(ú), excepto em casos
triviais.
Como o(.) < LL(A, B) e V(.) é uma função absoluta.mente contínua
e crescente, pelo (Lema 2.2) ao substituir s : U(t) no funcional integral
r-(s) : a+ !)u(o)d,o, pa.ra ú e [4,úfi], resulta
ra(t) fi rt
,-(a(t)) - a+ I u(s)ds = a+ | u(s(o))y'(o)do : a+ I O(o)d.o -.t(t),JA JA Ja
então, em pa,rticular,
t(t) - r-(s(t)): r-(s,"): ol para t elt;,tk).
Substituindo agora s : g(t) rc integral 4(s) : U + Í:*o(o)d.o, .s €
[s-, B] de se aplicar (65) resulta,
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r,,(s(t)) : 6t a t; 0(o)do=1(t) paxa te (th,bl,
t$) : r+(y(b)) : r+(a(t)) : b.
Assim, constrói-se uma função 7 : [a, b] -+ [a, b] que é crescente, se-
micontínua inferior, descontÍnua em Í : Ífi, lipschitziana em [a, úfi] e em
(tfr,bl e com 7([a,ú;]) - la,o'7,.t(Uk,bD : (U,,b1, y'(t) e [o,t] e.s.,
"t(t) : r-(a(t)) para i e [a,tfi), 1(t) = ra@(t)) para Í e (th,bl,
1(t) = at em lt*,thl,.y'O): I em ?* \ ff (*).
Aplica.mos agora z(.) (que é a função inversa de r-(.) e de ra(.)) a ambos
os membros das igualdades anteriores, e obtem-se
(66) v(t) : z(1(t)) vú e [a, b]
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Portanto, apücando (64), (65) e (63) a igualdade (59) pode escreve-se como
(oT) ü-a': [01-r'çr11or.




(69) m : la,bl ---+ (-oo, *ml, m(r) :: L(z(r),, z'(r)).
Da desigualdade (54) obtém-se, paxa, e (a,,t*)nT!,e porque.y/(ú) : l#,
e p(s) - I(s,0) (ver (56)):
L(aQ),y'(t))x4 (ú) >
(20) > lr - r'(r)l ç(a(t)) xq(t) + 1'(t) L(y(t),o,(s(t))) xri(t)
e como, por (66), z'(tQD: i-E -- a(s(ú)) obtem-se,
m(t (t)) .'í' (t) x4_!) - L(z(t (t)), z' (r(r))) r' (4 xri(t) :
L(a(t),a(a(t))) t'(t) xq(t) 3
< L(a(t),a'(t)) xri(J,) - [1- ?'(r)] ç(a@) xri(t) -
- -t' (t) L(a(t), a(a(t))) xri (r) S
(71) <L(a(t),at(t))xrg(l)+ Múq(t),
com -M1 :: min{0, ç(s*,)} S ç(y(.)). Logo, m(1(.)h'(.)xrg(.) é limi-
tada superiormente, em (a,ú[), por lL(g(.),g'(.)) + Mt]xri(.) e Ll(a,b), e
portânto, o integral de rn(7(.))7/(.)Xri (.) 
"m 
(a, l;) existe e é finito.
Paraú € (a;tm)À"+\4, por (64) e (63), obtém-se7'(t) :1q.s.:
resulta, de (66), qlue zt(y(t)) - yt(t) e:
(72) m(tO)t' Oxr*\q(') = L(a('),,a'('))xr*\4(') € Llça,t;1.
Pa.ra Í € (a,t*) Àft,., e porque .y'(t) : 0 q.s.,
(73) *(t))t'(')xr*('):oe LL(a,t;)'
Logo, existe Il;" *0@)l(ú)dl que é finito. Do modo similar, o integral









2. o pRoBLEMA au:róuouo
1b 1b
l . *0(t)) 1'1t1dt -- | m(r)d.r.Lth Jb,
l(Dxrn! < Ll(a,b) usando (69), (60), (7
obtem-se:
40
f ,u ,qr1r1, r'{r))d, : l, rn(ia, + !,a, e(s*)d,r * fb *ç4a, =
= I,'^ m(1g\1' 




(, (r)) 1t (t) y1a (t) d,t * I)x* 
(, A» r' (t) tui (t) d,t +
| "^ 
*(, (r)) rt (t) xr+\Ío (t) dt, * lu ^(, O) 
-rt (t) yr*ça (t) d,t+




L (y (t), at (t)) xq(t) d,t +
T,'
+ L (a (t), a' (t)) xr*14(t) d.t +
[rr ro ur, ut (t)) xro (t) dt +
[* t r, ur, vt (t)) xr+\'q g) dt +
= l,'^





r, q, yr1, ot g» dt - ! "u, 




ç(uft))lt - 1t(t)ly7*(t)dt - eGàlt - 1'(t11at :
b
L(a(t),a'(t))dt - Lv(a(t)) - p(s-)j[1 - 1'Q))at <
rb
s J. t'1yçt1,y'1tYat.
o que demonstra a asserção pretendida. tr
Onsonvn çÃo 2.2. Note-se que nõ,o é, necessd,rio impor qualquer restrição
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OnsnnvaçÃo 2.3. O (Teorema 2.1) pode ter i,nteresse na aplicaçã'o a
si,tuações ern que é possíuel prouo'r a eri,stênci'a d,e mi,ni,mi,zantes " secc'io-
nalmente"monótonos,'i,.e., ern casos enx que exi'stem coniuntos abertos A4
e A-,contid,os em (a,b), nos quai,s A'(t) > 0 q.s. em A+, a'(t) ( 0 q.s.
em A-, e gt(t) = g q.s. em la,bl \ A+ \ Á- (ou d,e fonna equi,ualente
ls([",b] \ Á+ \ /-)l - 0 (3.2s)).
Ap6s aplicar o (Teorema 2.1) (a cad,a um d,os i'ntertalos abertos com
interi,ores d,isjuntos d,ois a doôs - que pod,em ser em número contd,uel - e cuia
uni.ão é Aa e A-, consegue-se urna parti,çã,o em três subi,ntet-ualos ond'e, res-
pecti,aamente, o nouo mi,nimi,zante z(.) tem zt(t) <0, zt(t) -0 e z'(t) > 0)
termi,namos com doi,s noaos conjuntos abertos em A4 e A-, e um conjunto
fechad,o [a,b] \,41 \A- tai,s que em zt(t) > 0 q.s. em A1, zt(t) < 0 q.s. ern
A-, ez'(t):0 q.s. emla,bl\Á+\A-.
2.4. Existência de minimizantes bimon6tonos.
DnrrutçÃo 2.L. tlma função g(.) € Xea d,i.z-se bimonótona se uerifica:
a(.) = t' € IR em algum subi,nterualo lat,btl c [o, b], com a' 1b';
g(.) é monótona em algum dos restantes subi'nteraalos la,a'\, lb',bl
e ueri.fica a condi,çã,o
E' Q) d {o} u intl(ô L (s (t),. ) ) -1 (ôr-- (e (ú), 0) )1.
(ond,e 0 d,enota o subd,i,f erenci,al no sent'ido d,a anó,l'i,se conuexa).
DorrrrqÃo 2.2. Diz-se que a funçõ,o lagrangiano L(s,() é zero-conaeÍa
se
(77) .L**(s,O) : tr(s,0).
TEoREMA 2.2. (Eai,stência de mi,ni,rni,zantes ) Seja L : lR x lR ---+
[0, +m], uma funçã,o com cresci,mento superlinear no infi.ni.to, i.e.,




(l) ou L(.) é semicontínua i,nferi,or;
(2) ou L(.) é L&B-mensurd.ael, L**(.) é semi,contínua i,nferi,or pclrl, os
pontos (s,0), e L(s,.) é semi,cont'ínua inferior Y s € IR.
Entã,o, se a tunçõ,o L(.) lor zero-conaerio', i,.e., fat'isfaz (77), eti,stem
minimizantes para o funci,onal integral L(n(.)) - [!f-,çxçt7,"'1t1)d,t, quais-
quer que sejam A e B.
TEoREMA 2.3. (Regularidad,e d,os m'i,nimi,zantes e condi,çõ,o ne'
cessd,ri,a d,e DuB oi,s- Regmorul) Sobre as nl,esn'Las hi,poteses do
(Teorema 2.2), eriste um minimi.zante g(') bi,monótono para o funci'onal
i,netgral
rb
I t ç"çt1,r'çt11a4 r(.) e zeo.
J"
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Além d,isso, no caso ern que o mi,ni,mi,zante AO, do funci,onal i,ntegral
r@(.)) fi tçrçt1,r'çt11a4 aatisfaz a i,nctusã,o itiferênciat d,e
D uB o is - Regmond,, i,. e.,
L(s (t), y' (t)) e q + s, (t) 0 L*" (a O), a, O)),
que garante que o aalor mínimo d,o funci,onal, i,ntegral e os ualores d,e L**(g(t),.)
sõ,o finitos, qualquer que seja t, e. la,bl, ou
(78) at (t) e int(L** (a' (t), »-1@)
A demonstraçáo detes dois resultados é consequência dos resultados que
seguem.
2.4.t. Caso conaeso.
TpoRpua, 2.4. Seja L" : IR x lR --+ (-m, +oo] uma funçõ,o
L 8 B-mensuróuel, limitad,a ,inferi,ormente, tal que L"(.,0) é sem,iantínua
i,nferi,or e L.(s,.) é conueta, semi,contínua i,nferior para tod,o o s Ç. n e
aerifi,ca a cond,içõ,o d,e cresc,imento superli,nu,r
inl L(IR,Ê\
ff--*- I€l-+*'
Suponhamos que se uerifica pelo menos uma d,as segui,ntes hi,poteses:
(L) A: B e L.(A,0) < +oo,.
(2) Eri,ste {.) e ZaB tat que [!L"(a + (t- a)ff,4;!1+at ( *oo,.
(3) Z"(s,() : .L"(s,0) + rno{ po,ro, tod,o oi pontos 1",E1, pom
mo(.) e LI(A,B);
(4) Existee ) 0 : .L"(s,() = +- para tod,o os pontos (s,() com ( < 0
e d,i,st(s,lA, Bl) < e;
(5) Existe e > 0 : tr"(s,6) *oo Y(s,O com Ç > 0 e
d,ist(s,[A, Bl) < e;
(6) ,"(.) é semicontínua inferi.or no ponto (s,0) qualquer que seja
s € S4s, onile S4p se define como
_()sns:: 
{s 
e n'u_Blt,o,r"(rr,{r) S min.L"([á,4],0)];
(7) EAstem funções g,, M : lR -- (0,+oo) tais que g x M < L|(A,B)
e L,(s,() < I(s) Vf para o qual l€l < #;t Vs e [á,.B];
(8) "L"(.) é aproxi,md,ael emlA,Bl por d,ecli,àés integráaei,s na ori,gem,
i.e., Yn e. N eú,ste uma sucessõ,o d,e tunções pn : lR --+ (-m, n]
s emi,contínuas inferi,ores, tal que
(79) (p"(s)) ,t L.(s,O) Vs e [á,B]
eú,ste uma sucessão d,e funções mn(.) e LL(A, B), tal que se oerifica
a d,esiguald,ad,e
(80) L"(s,, E) > png) + m^( V(, Vs e [.,,4,, B].
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Então, exi.stem mi,nim'izantes para o funci,onal 'intEral conaeto
(81) L.(r(')) -
b
L"(r(t),r'(t))dt, r(.) e Xasl.
AIém d,i,sso, eciste um mi,nimi,zante g.(.) bi'monítono que satisfaz a i,n'
clusã,o diferenci.al de DuB oi,s- Reymond,, i. e.,
L(a 
"Q),st 
(t)) e q + s',(t) ô t.(u.$), yLO».
DeltoNstn.tçÃo. À demonstração divide-se em vrí.rias partes.
Parte I:
Seja .L : IR x IR - (-co, *m] uma funçáo É I 6-mensuráve1,
go, trlo: IR ---+ IR, funções, tâis que Po(') < 0 é semicontínua inferior,
e
(82) ,(s, €) à rpo(s) + rno(s)€ Vr, (
(Tais funções existem sempre que o lagrangiano I(') é limitad<-r inferior-
mente.)
Então a função bipolar tr** : IR x IR --+ (-m, +oo] está bem definida e
satisfaz:
(83) tr**(r,fl > po(s) + rns(sfi Vs,{,
em particular,
(84) po(s) S .L**(s,0) Vs.
Supõe-se que Z**(.,0) é semicontínua inferior. Para cada n, € IN, define-
se a sucessão de funções rpr, : IR --+ (-oo, *ml,
e.G):-|r.frl + (1- 1)*m{r,-L**(s,o)}
Então tp,(.) é semicontínua inferior, e para demontrar (84), considera-se que
a desigualdade (83) é válida pa.ra
s € .56 :: {s € IR : ,--(", €) > I"-(s,0) V€ e IR}
e pode supor-se ( caso seja conveniente) que rng(s) : 0 e define-se
m"(s) : nr,6(s) - o; pa.ra os pontos
s € ,9-. :-- {s e IR\,96 : -L*t(s,() ) ,L**(s,0) V{ < 0}
define-se mn@) : *f {ry : 6 > o}; e para os pontos
s € ^9- :: {seIR\,9s : .L**(s,O ) tr**(s,0) V€ > 0}
considera-se rn r, (s) {""+=,,, €<0 Note-se quemax )
§- U So U ,9+ - IR' e que se verifica a desigualdade
(85) .L**(",€) > po(") +m"(s){ Vn,s,(
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Com efeito, pâxa e €,90 isto é óbvio pela desigualdade (84); para s e Sa
mn4) < 
L*'(s'€)-- 9"G) v€ > o'-€
e poxtanto a desigualdade (85) verifica-se V€ > 0 e Vn; enquanto que paxa
{ < 0 porque ôL**(s,') é crescente, para s € §-
ntn(s) 2p"(') - !-.("'€) v€ < o'--€
e portanto, verifca-se (85) V€ ) 0 e Vn, enquauto que (85) também se
extende a todos os ( > 0, pois ô-Lt*(s'') é crescente'
Isto fornece o modo standard de deÊnir as funçôes p"('), mn(') que satis-
Íaaem a desigualdade (85), para a aproximação em por declives intgqráv11s
(descrita ,ru 
-hipót"t" 
('8) do teotema). Em atguns casos rn,(') Ç Lt (A,.8);







. xor' J, r.-(c(t),o'(t))+at 
< +aJ 
'
que se supõe náo vazio. Caso contrrí.rio o valor do mínimo para o funcional
integral
(86) fu ,.*ç*1r1,r'1r110r,Ja
definido pa.ra fi:nções a(') e Xp pa.ra os quais o funcional inte$al (86)
existe, é : *mi e portanto, a funçã.o afim, que pertence a 843, pode
considerar-se um minimizante com propriedades de regula;ridade muito boas.
Em particular, no ca,eo de tr(') ser limitada inferiormente (ou se (46) se
veriflcar) supõe-se que existe o integral
(87) t: mn?)d,s € [-m, *oo) Vr, € {0, ].,2,3, ...}
Com efeito, fixa-se r(') pertencente à classe .xt;g, e considera-se s, o ponto
de mínimo da funç6,o ,P"(') restringida a c([a, b]) e define'se
d,(.) :: L".(o(t),,n'(t))+ - pn("n).Então, @,,(') e Ll(a,b) e por (85),
nan@ Q)) at A) < L** (r (t), at (t)) - I "@ (t)) 
< Ó "(t)'
Porta,nto, pelo (Corolá,rio 2.1), os funcionais integrais de rnr(r('))a'(Ú) em
[a, b] e de rn,r(.) em [Á, B] existem e têm o mesmo valor:
(88) 
l"u 
*.{,{r)),'@or= I: m-@)d's, !,u f.{')o'( *oo,
logo, o funcional integal (87) existe. Em particula,r' se parâ n € N o in-
tegral !f; m,(s)ds não existe ou é : *mr veriÊca-se (87). Em pa'rticula'r,
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se o integral [f mr@)di. não existe ou é : *m, para algum n € N, então
também o funcional integral 1! t.- 1rçt1, r'çt))dt náo existe ou é igual a .l.m,
Yr(.) e Xas.
A1ém disso, verifica-se que:
(8e) xio*a + m^(')ÇLr@,8) vn e {0,1,2,...}.
Com efeito, qualquer que seja r(.) e XLB e, obtém-se, de modo similar
(88), mas com A e B trocados, i.e.,
rB rA
I m,@)ds: - | rn,,(s)ds > mJt Je
e portanto, (89) é consequência de (87).
Suponha-se que rn,r(.) €. L|(A, B) qualquer que seja n, caso Xeo í A;
em particular, sempre que
rh ' A-B A B\+(eo) lr"(n+(t.-c1':---:1 ," : ldt<+m.
Ja \ A-O a-0,/
Com efeito, se (90) for verdade, então a funqão aÊm pertencente ao
conjunto X4s também pertence a Xfis, e por isso este conjunto é não vazio
e aplica-se (89). Assim provou-se que (1) + (Z) + (a).
Parte IIIr
Considera-se agora o caso em que
(g1) ln e IN , ft rn,, (s)ds : -mJA
Um exemplo, para o ca"so (91) que acontece quando Z**(u, O ,: [1 + Í]+
parâ vaores de s f 0, e.L**(0,.) : 1 com A * 0 : B (i.e., considera-se o
câso em que z(.) se inicia afastado de zero e termina em zero). Com efeito,
considerando po (r) = 0, mo (s) : 0, da primeira parte da demosnstração
obtem-se, pn@) : t - f,, m,(s): qà e a existência [f; m,@)d,s : -oo.
Neste exemplo ,L**(.) não é semicontínua inferior em (s,0), e a situação
(91) é inevitável: ao modificat mn(.), para r, > 1, de modo a que ra,,(') e
Lt(A,B),então redifine.se rn,(s) : *Ét â que se deveria ter pr(s) <
-lsl* para s + O, com o objectivo de verificar (85) com 4: -s; e para
ter a semicontínuidade inferior da função rpr(.) é necessrírio que 9"(0) í 0,
e portanto, que (rp"(O)) não converge para -L'*(0,0) - L. Logo, caso (85)
se verifique, a única possibilidade de provar a existência de minimizantes
(usando os Teoremas (2.\ e (2.5)) pa,rece ser a utilização da estratégia
presente no inicio da (Obserração 2.4).
No caso geral, sempre que (91) se verifica, entõ.o !! mr@)ds : foo
e portanto, tal como se expücou, , se .L(') for limitado inferiormente, o
funcional integral (86) tem valor -|m Yr(.) e Xsa.
Parte IV:
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Nesta parte da demoustração, tr.(') supõe'se ümitado inferiormente' 
com
crescimento superünea,r, " 
u"*icontíÀo inferior nos pontos (s,0)' Vs e StP'
O objectivo é àemonstrar que 'Ls(') a hipótese (8) do Teorema'
com o intúto ae simitiflcai'á notã6o supõe-se que -L"(.) ) 0, pois
obtém-se do anterior poi translacçã'o' caso seja .limitado inferiormente'
Assim, considera.-§e que a função lagrangiauo L"O é limitada inferiormente'
com crescimento .rpu.tio"* 
'à ,uü"ooltíorru inierior em (s,0) Vs.e IR (e
;;JV; a srs), cãntudo, essa diferença náo é relevante.pâÍa o objectivo:
obter um minimizante bimonótono g"(') para o integral !! t'"çaçt1'x'(t\at'
ãã q"" g"(') só é consta.nte nos pontos de Strs, portanto os valores que
.L(s, 0i toma nos pontos s 4 S ea são iÍrelevartes'-'-'Sá, 
/(') ã in*'ótucro-semicontínuo inferior de L(')' i'e''
"pi;ai l" *ir(') com /(') uma 
tunção semicontínua inferior'
ii;,il' ti-i'f1,uy-.,r(ri,ài) 3 z(',€) vs,(; em particular((*)-(
,f (e,0) : Iiminfl,nyJ,'i(r'*,e*) : 'L(s'0), pois 'L(') é semicontínua 
inferior
({t)*o
em (s,0), Vs e ,9a4.-- 
iiil-;" t > o ã deÊne-se, pa'ra cada ?2 € IN, um novo lagrangiano





paxa l€l < 2e
A funç6,o /,r(') é semicontínua inferior (pois é a reunião de 
dois epigrd'Êcos
f""ú;i;;;;:ássão (/,G, €)) é crescenie e converse pa'ra /(s' 0 Vs' €' A
funçã.o bipolar g,(s,') :: /ã*(''') deÊne-se por
gn(s,,') :: {(4, r)' r 2 S,(8, €)} = @ePi "f,(s'');
e portarto, gn(s,') é convexâ' semicontínua^inferior pela (Proposiçã'o 3 23)'
tJ*le"t s"C) e' semicontÍnua inJerior' Como 9"(s' ) e ":"Yu " P,,Í
,-fr..t <"" à* B(0,2e), então pelo (Teorema 2'9) existe uma t'unçiio rn'71(') €"fri";"í;;;;[i:ãá"i''ol ã t'""(4t <"1 Y:i em pa'rticula'r e'(s'') >
;"1;,ó); À"r;ft vs;€'. ;"o € rf"oR)'.. como /,(s,{) é crescente'
ír"ir,áll tamüdm o é, e portanto' o seu. invólucro convexo converge 
paxa
àisu*n i""çao s(s,€) S.f(s,{) < +oo. V'1'{' -. ^.
No que segue demonstra-se que: 9(5'€): J(s'O'
Começa-se por provar a inclusão (pois a contrríria é óbvia):
+oo +oo
(92) epis(s, ') = í^'l epis,(s, ') : n 6epi /,,(s,') c epi f (s' ') Vs'
n=7 n=l
Pa.ra tal, considera-se o subespaço topológico de IR,,E : {o} U{* : n' e N}











para e ) 0.
função semicontínua inferior,
que (€r) converge para €
que ,lt"O é uma
e consider-se
Caso lim infr,6---,+oo .f, (s, €k) : *oo, Iim infp,1.-1- "f"(", (t) : +oo > "f(s,€),
i.e.
ú,(0, €) ( liminf,,r-+- ú,(fi ,(r) : +-.
Considera-se â,gora o casó em qlue M := lim infr,6*aoe /"(s, {6) < fm:




pois /(s, .) é semicontínua inferior, i.e.,
(e4) ú"(0,€) í lirninf P, (1,+)n,/r++oo \7, /
no caso em que l€l> 2e.
No caso l(l < 2t supõe-se que l€rl < 2e Yle e como M < +ôo, pa.ssa-se a
subsucessões (de (n) e de (k)) e obtem-se
lim "f"(s,€r) :M<M+L,,z"t-{m
em particular
-f"(s,€r) < M +1 Vn€IN Vk€IN.
logo, quando n> M l l tem-se f"(s,Q) < M +l ln e assim,
"f"(s, {r) - min{n,.f (s, €r)} : "f (r, (n),
e (94) do mesmo modo que (93).
Quando l(l : Ze entáo, passando a subsucessões, pode-se supor que ou
l€l > 2e V/c ou l{l < 2e Yk e procede-se como anteriormente.
Portanto, provou-se (94) para todos os casos possíveis, i.e.,
(95) ú,(0,€) í 1,,"-,i"$V,("",€*)
(€*)-€
logo, ry'r(.) é semicontínua inferior. Como a condição de crescimento super-
ünea,r (45), aplicamos a (3.9) e conclui-se que
+oo
(e6) i1 za"ni/,(],.) c co-epiry',(o,.),
n,= |
e portanto, (g,(.)) cresce e converge pontualmente para /(').
Pondo, em particular, çn@) ,:9,(s,0), enl'õ.o gn : IR -+ [0, n] é semi-
contínua inferior (pois g"(.) também o é), é crescente e convergente paÍa
2. O PROBLEMA AUTóNOMO
or
I(s,O) ( pois gr,(s,0) é crescente e convergente Pâra 's(s'O) = J(s'0) 
:
I(s,0)). Assim, como ." ;lã;;; desisualJ"d" gis' () 2 9"(s' 0) + Ín"(s)€
e como r(s,€) 2 /(r,€) ;7"(',ei >"r"(''g) út"*-t" r(s'€) 2 9"(s) +
m"(s\8.
Como rn,r(s) e Lff" e se provou' em particula'r' que sempre 
que I(') é
semicontínua inferior em (s,0) Vs entáo tem-§e (õ)'
Parte V:
;;;;.; que se veriflca a hipótese. (8)' e considera-se a sucessão mini-
mizante rr,(.) c xns pa.Íao in]esra] [! t'çaçt1,''1t1J" "1,'T: uiT:yf
xas, e seja'lÁ *, Bnl ,: z6([4, b])' Admita-se que a < ak < 
ob < ch <' {'k \ u'
^^Gr; :"À; I' e'": *rçàiZ ir"(br") í a : ir,(cà :'u@) S B* = ar(dà'
ón$) :: rn (x1,(t))a'1,Q) < L(a1,Q),a!1,$)) - 'P'(nkQ)) 3 
L(ap(t)'ut^(t))
tal que Para algum Ú1 1t2 em la,bl,
t:r:: ôk(t)dt < L(nkç,),dk(t))dt S
t, L(ok(t), nL(t))dt 





fuo *-(r)d" = [o* ó*ç*10,< r+ 1 < +oo,Jeo Jor
rBx 1B t'íL rdr
l"*o 
**rrro" - J- m*(")d,s- J,-ootüat- Jo sp(t)d't>
tB r
> J m"@)as- J,
b
L(nb(t),nL$»d,t >
> [' *'G)a'- (r+ 1) ] -Ér- Jn
porque rnr(') e Lr(A,B). Convenciona-se que:
lAn, Bnl,= [J [Ár, Br1, I :- Í * L * lt: m"(s)d,s
+m
&=1
1(r) ,: 1rn,(s)l pp:l xta,Bit(s), r(') 1: Inz"(s)lxtÁ,,8",1(s)
1 s I < *m, (tr"G)) / t(à, t *G)a'sr
Aplicando o (Teorema da Convergência Monótona 3'6)
Ito w-atto'l= /r(")a':
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lim
Ê--+foo
y(s)d,s ( I < *m,- /. r,* 1(s)ds:J k++@
caso rn,(') e Ll(A, B); i.e.,
(e7) mn(.) e Lr (A,, B) + ÍrL.(.) e L1 (An, Bn),
com lAn, B,,l , UH16([o,&]), onde (cy,(')) é uma sucessão minimizante
para o integrat fit 1rçt1,a'1ú))dl definido na classe líazr.
Observe-se que o raciocínio realizado só depender da desigualdade
I(r, () > 9"@)+m"(s){; e por isso a impücação (97) permanece vráIida, não
só para -L(.) mas ta"rnbém pBxa outro lagrangiano que verifique a
desigualdade L"(", €) > p"(s) * rn"(s)( juntamente com g"(.) > 0 e
!!L^@1"$),r'o!»dt <,f + 1, ( que é segura.mente verdade para o caso
em que (zr(.)) é uma sucessão minimizante para o integral de.L,r(.), com
L"(.) < Z(.), definido em Xas).
Parte VI:
Sopõe-se que Á: B e L(s,.) é convexa e semicontínua inferior. Define-se
rp,,(s) :- min n., L(s,0) 11--
))
Verifica-se fácilmente aue g"(.) é semicontínua inferior e que a, sucessão
(ç"(.)) é crescente e convergente para tr(.,O). Para aqueles s tais que
tr(s,0) > 0 porque ç"(s) < -L(s,0), o ponto (0,p"(s)) não pertence ao con-
junto C :: epi.L(s,.) que é convexo e fechado, logo, aplicando o
(Teorema de Hahn-Banach 2.2),, existe uma ünha recta que separa estri-
bamente este ponto do conjunto C , í.e., existe uma sucessão de funções
p"(s) € IR tal que I(",d) > ç"(s) +p"(s)€ V( e IR; e em particular, como
L(.) é L I6-mensurável, existe uma selecçã,o mensurável m"(.) e M qu.e
verifica Z(r, €) > p"(s) + rnr,(s)( Vs, (. Por outro lado, para os pontos s
tais que tr(s,0) - 0, podemos por rn"(s) - 0.
Como rnr(.) e L1(A, B) (trivialmente: A:B), mais uma vez se verifica
8.. Concluí-se pois, sobre as hipóteses do Teorema, que a condição 8. com-
pleta por (97), são verdadeiras sempre que A-B ou que -L(.) é semicontínua
inferior em (s,0), Vs.
Parte VII:
Supõe-se agoxa que se verificam (8) e (97). Define.se pa.ra cada n € IN,
um novo lagrangiano /,, : IR x IR --+ [0, 1m],
r(r, {) pâ,râ €, * 0
"f"(r, €) ,:
P"(s) pârâ €-0
Claramente Í"(",.) é uma função semicontínua inferior, mas possivel-
mente não convexâ. A função bipolar L"(s,.) :- "fí*(s,.), de /",(s,.), é
convexa e semicontínua; e pela (Proposição 3.23)., L"(.) é 4I6-mensurável.
Como consequência de (80), resulta que /"(s,{) > "f"(",0) * rn"(s)( logo
L"(s,€) - .fi-(s,{) > -f"(s,0) + rn"(s)( e .f"(s,€) > L"(s,,€) > rp"(s,0) -f
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m"(s)€ Vs,(; em particular, { :6, "f"(.,0) = L"(.,0) : 9"O ! n é
semicontínua inferior, enquanto que por (45) e [Ces83] aplicado à função
çG) ,: inf tr(IR, *(), se obtém:
(98) inf"ew/"(IR'€) -- *oo l€l --, +m.
t(l
Por outro lado, .Lr(s,.) é convexa, semicontínua inferior e cresce qua,ndo
?z cresce. Tal como na primeira pa.rte da demonstração, o limite de (I"(s, {))
é I(s, {) Vs, (. Com efeito, definindo ry'(.) como na (Pa.rte fV) da demons-
tração, mas com .L(') em vez /(.), se existir uma subsucessã,o ininita ({4)
de ((5) ---+ €, püa a qual (4 - 0 Vi e por (79),
Ú"(0,€) - -[(s,0) = Iim Pa(s) =7I++OO
üm .f,(s,0): liminf ,r"(!,er,\.n,i++@- rà,i++@ \n -'./
No caso em que €k + }Yk mas ( - 0, tem-se que ú, (*, &) : /,(s, g,) =
I(s, €r) e ú,(0, €) : /"(s,0) : p"G) § -L(s, O, então
ú,(0, €) < I(", €) <,F3-1;5 21,, 6o; =
,fpf[ /,(s, 6r) :,upf[ ú, (*, n)
Supõe.se agora que €a * 0 Yk e € I 0. Assim,
ú,(0,0 - I(s,O S,|pi;rf,r(s,(r) =
- liminf J,(",€t) - liJnirú ,1.,"(!,er).n,k-*oo - - '' n,l9++@ 'n
Então, provou-se (95) e (96), i.e.,
*o +co
(99) ['l epi.D,,(s, ): n 6epí!n(s,.) c epi-L(s,.) Vs
n=1. n=1-
pelo que a sucessã,o (-L"(.)) converge pontualmeate pa,ra -L(.).
Parte VIII:
Fixa-se n € IN e considera-se o problema de auxiliar:
Í.
b
(100) L"(n(t),nt(t))dt, r(.) e Xas
Como -L"(.) é Z I B-mensurável, -L,r(.,0) : p"O é semicontínua inferior e
L"("r.) é convexa e semicontÍnua inferior, e como consequência do (Lema
2.1), mensurável. Por (98) e (Proposiçã,o 3.23), Ln(s,.) satisfaz uuiforme-
mente em n e IN a condiçã.o de crescimento superlinear no infiuito. Portanto,
por [Ces83], existe um conjunto comum fraca,rrente sequencialmente com-
pacto
Xl, C X16, o qual contém uma sucessão minimizante (r[(.)) para o integral
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(100) em ZAB, e um intervalo compâcto lAo, Bol que contém os seus valores
IAX,B*):,ak(la,b]) Vk € IN, V/í € IN. Como L.G,$ > p,,(s) *m,,,(.){ com
m"(.) e L|(A,B) por (97) e as observações que o seguem (92), resuÍtâ que
m"(.) € L|(A,,B.) com lA§,8§) c lA,,B,l c lAs,Bo). lA..,B,l contãm
todos os valores da sucessáo minimizante e mn(.) € LL(A,, Bn), por isso o
integral (100) é fracamente sequenciaimente semicontínuo inferior em Xlo,
para esta sucessão minimizante. (Com efeito, podemos redefinir trr(s, O de
modo a tomar o valor *oo para s f lA*,, Bnl e e * 0, de tal modo que
ô2"(s,0) : {0} Vs I lAn,,B,l, ç(.): L"(.,0) e [0,71] é semicontínua
inferior e ôLn(,0) € 11(R).)
Em particular, existe um minimizante g,r(.) para o integral (100) em
XAB, com a"(a,bl) c lAs,Bs) e A"(.) €,tj, Vz e IN. Claramente
l! L*@,(t),aL(t))d,t S r < *m Vn, pois L*(.) < L(.).
Parte IX:
Considera-se outra vez aue p,(.) : L"(.,,0) é semicontínua inferior e
define-se
of :- min {ú e [a,ô] : p,@,(t)) - ml\ \Dn(an(la,bl))] < n,
s'n : yr(a',,)., bln:- max a;rG;) Ç lalr,bl.
Esta parte dedica-se à análise do comportamento de g,(.) no intervalo
lh,t2l c [a, à] com E"(t) : a.(t» e fi 1t2. Define-se
( a"(t) para ú ílo!,,bLl
- la\.- ),n\o/._ \
|. "1, para ú e la!,,bt )
e consideram-se possibilidades:












para Í e lfi,aJn * tz -f ti
pâÍa t e l"!"-tz+h,bLl
para ú e lb!-,b|;
paÍa t €. la.,t1l
para I ela!".,bt"*t2 - tl
para ü€[bâ+t2-\,t21
para Í e lt2,bl.
z,(t) :-
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Também se define
ú,, := min {ú e Vt,tz) | g,@,(t)) - mittpn(s,([ú1, r21))] , sn ;: g(tn),
obtem-se , no ca.so lfu,t2l cfa,alnl,
*oo > L"(u"(t),sL(t))dt >- t' {ç"(s"(t)) + rn"(s"(t))at (t)idt >Í:,
61
Por-
a [" {*,(r,) + rn,(a*g))si4)}dl.Jtt
Como, por definição, çr(s") < fm, Pondo
ó,() :: L"(a"('),aL(')) - çnGà > -p"GL) ) -@,
resutta que tO"@at í Í < *m e, por (80), m"(a"()){"() < ó"(').




L,(a*Q),aL(t))dt > Jr, {v"Gà 
+ m"(a"(t))st (t)}dt =
ttz ra'*
g,@,)d.t> | g"@',)dt: I




I " Lnen, z!)dl
J at^-tt+tz
Para outras posições de [t1,ú2], relativamente a la!",b!"\, podemos obter




Contudo, isto pode escreve.se como umâ igualdade, pois a desigualdade
estricta contradiz o facto de gr(') ser um minimüante para o integral (100).
Em particular. gn(sà > ç"(sL) nã.o pode acontecer.
Em conclusão, veriÊca-se que rpr(srr) : P"GL) - então, em particuiar,
lfi,t2l c la,alnJ nõn se verifica - e z"(') tal como y"(') ta.rnbém é um mini-
mizante do integral (100), Portanto, sem perda de generalidade, podemos
supor que grr(.) monoton a em la,, alnl, constante = s'n em la!",bl"l e monótona
em [bl, ó].
Parte X:
Seja n -- *m. Tal como oitarra parte da demonstração, X)s e lAs, Bsl
são compactos, logo existem:
r uma funçáo absoluta.rnente contínua g: la,bl - lAo,Bs] tal que
a@) : A, u(b) = B, e Portanto g(') e xLa;
. pontos a' 1 b' em [4, b] e s' € [ás, Bs], tais que:
- a sucessão an(') - a(') *-Wt'L (como em [Amb87]);
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- a sucessão (sl) converge para s/;
- as sucessões ("!"), (b!") converge para o/, b/, respectivamente;
- Aç) é monótona.no intervalo [a, ar], constante = .r, em la,,bt) emonótona em [b,, ô].
Afirma-se que a função limite g(.) é um minimizante do integral
[! t 6çt1,r'1t1)dt. Com efeiro, para cada /c e IN fixo:
b







































porque gr(.) minimiza o integral (i00); a sucessão (Ir(s,{)) é crescente, o
integral (100) é sequencialmente fracamente semicontínuo inferior; .L(.) >
L"(.); (L"(aO, g'(.))) - L(a(.),a,(.)) q.s. e peto (Lema de Fatou 3.b) ( que
se pode aplicar pois L"(.) > 0). Com efeito, (104) verifica-se, pois a estima-
tiva (97) sódependedas desigualdades LtG,0 > 97"(s)+rn1,(s){, fi m1"(s)d,s >
-*, Il r,r@,(t),st (fiat < Il L,,(a^G),aLl»d/ < Í + r.
Portanto, fazendo zl --+ +oo em (102) obtem-se, para alguma funqão
r(.) e Xa6,







Lh(a"(t),sL(t))dt > Lr(aQ), s'1t11dt,
por (103) e (105).
Fazendo k - *oo em (105) e obtem-se, por (102) e (106), para alguma
funçáo r(.) e Zas,




t.L*(uG), ut (t))dt > L(a(t),at(t))dt
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Isto mostra sue g(.) miuimiza o funcional integral !!f-,ç"1t1,"'çtyat,
como se tinha a,Êrmado em (100); e portanto' como anteriormente, g(') é
monótona em lara'1, constante = s' em lat,Ül e novamente monótona em
lb"bl.
Definem-se as funções d,-,d,4 : IR, -t [-É,{m], tais que:




no caso de d-(r) < 0 < d1(s) ôL(s,o) * 0
m-(s) ::
e
min [(r(s, .))-1 (-- (r))]
max [(.L(s, .))-1 (rr'.+ ("))]
s,













maxô"L(s,0) no caso de d-(s) < 0 < d1(s)
0 para outro s,





(108) o(s) <0 < 0@), intl(ôL(s,.))-l(ôr(§,0))] : (a(s),B(s))
I(s, () - ça(s) + rn-(sX V{ e [o(s),0]'
I(s,0 : ,p(s) + nz+(s)€ V( e [0, B(s)].
Por outro lado, a desigualdade (54) verifica-se (alirás, verifica-se a igual-
dade, pois .L(s,.) é convexo), com a(s) ou B(s) (que se definiram) no inter-
valo [Á, s'] - respectivamente [s/, B] - em vez de [á, B]. Consequentemente,
podemos aplica,r (separadamente) o (Teorema 2'4) ema cada um dos inter-
valos [a, a'], [b', ü] (onde o minimizante g('), obtido em na parte sete da
demosnatração, é estrita.mente monótono), e como gr(') restringido a este in-
tervalo é minimiza o funcional integral fi r,çrçt1,d çt1)dr, definido na classe
Ztta das funções t(') e XnB, tais que a(o!) : s' : s(U).
Assim, resultam duas novas funções 4(') e z2('), deflnidas em [a,a'] e
em [b',b] respectivamente. Então constói-se z : la,b) --+ IR tal que
a(t) em [o,o'7
z(t) :: a(t)=s' em lo',b'l
zz(t) em ld,b1,
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é uma função absolutamente contínua, pois z1(o') - s' : zz(b'), e satifaz
(76), por causa de (108) e (Teorema 2.4).
O conjunto imagem de z(.) (i.e., lA,stltt [s/,.B]) coincide com o de g(.).
Apüca-se novamente o (Teorema 2.4)., pelo que podem existir intervalos
latt,btt\, lat,b'1, lo"',b"/] onde z(.) é constante, com valores s',, s",, s"', e com
aSa" lUt1a'<U 3a't sb't <b.
Contudo, a escolha destes va,lores stt,s',s"' (pode obedecer ao critério
comentado no inicio da demonstração do (Teorema 2.4)., erúã,o terá que ser
um ponto de mínimo de .[(.,0). Isto significa que s'l (respectivamente s'l/)
pode, no caso a't < b'l ( respectivamente o"' a b"'), ser escolhido no intervalo
[Á, s/] (respectivamente em [s', B]), para o qual L(stt,0) < .L(s,0)Vs e [.4, s/],
(respectivamente L(sttt,0) < Z(s,0)Vs e [s/, B]); e que -L(s/,0) I tr(s,0)Vs e
1,4, s/] u [s/, B].
Em particula,r, verifica-se que tr(s'l,0) : tr(s',0) : L(s"' ,0), (o que ga-
rante que a" < btt e at" < à"'), também se pode fazer com que z(.) seja
constante só no ponto s' (i.e., s// -- st : sttt) durante um intervalo de com-
primento bt - at + btt - att + bttt - attt .
Redefinem-se a' e bt , e obtem-se: z(t) * tt no intervalo lat ,bt) e que z(.)
é crescente (ou decresce) em [a, a/] e em [b/, ô], ta1 que verifica
z'(t) # {0} u (d(z(t)), p(z(t))) q.s. em [a, b] \ (a', b')
i.e, obtém-se (76) , como consequência de (108).
Deste modo, obtem-se um novo minimizante para o funcional integral
1! t 1"çt1 x'çt1)dt, definido na classe das funções c(.) e Xas, que satisfaz as
propriedades do (Teorema 2.2).
Prova-se assim que as conclusões do (Teorema 2.4) permanecem vrílidas,
sempre que ,4. : B ou i(.) é semicontínua inferior nos pontos do tipo
(",0) Vs, i.e., de um modo mais geral no câso em que -L(.) é aproximávei
por declives integráveis, como em (79) e (80).
tr
2.4.2. Caso nã.o-conaero.
TroRonre 2.5. (Caso não-conuexo) Seja L: IRx IR * (-oo, *xl uma
função L 8 B -mensuáuel, li,mi,tad,a i,nferi,ormente, tal que L(s ,, .) é
sem'icontínua i,nferi,or Vs e .R e aeri,fica a cond,i,ção de crescimento superli-
neaT
inÍ L(.F,€) .- ** I€l -', +m.
l€l
Define-se a funçã,o L.(.) que: ou é ,igual a .r**(.) quando L**(.,0) é
sem'icontínua inferior e L"(.) : L** (.) ueri,fi,ca as hipóteses eúra formuladas
no (Teorema 2.1; ou entõo Lo"* (.), enx que
(1oe)
tro(s,4; ,-
I(s, O para ( l0 Ys
üm inf1"*,go;.-1,,0) tr**(se, {e) parl, ( : 0V s e .m
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Seja g"(.) um minimi,zante bi,mondtono (cuja exi'stênci'a é estabelecid,a pelo
(Teorema 2,1)) d,o funcional i,ntegral conveoo
b
L.(a(t), at(t))dt, a(.) e Xea(110) L.(t(.)) : Í.
Então, se mi,sti,r s. e g.(la,,bl) tal que
.L(s", o) : L"(s",O) - min trr(u"lo, à], o)
existe um mi,ni,mi,zante y(.) para i,ntegral nõ'o-conuexo É(r(')).
DEMoNsTRAçÃo. A demonstraçã,o diüde-se em vrá,rias partes:
Parte I:
Seja y"(.) um minimizante do funcioual integral convexificado
fi t-,-- çnçt1,"'çú))dÍ definido na classe Zns e tal qre
(1) g"(') : s' € IR em algum subintervalo lat,btl c la,bf, com a' :! bt;
(Z) a"(.) é monótono em algum dos restantes subintervalos la, o!1,, lbt ,,bl
e verifi ca a condiçã,o yL$) d {o} u intl@ L (y (t),' ) ) - 
1 (4,t,.,- (s (r), 0) )1,
O objectivo é modificáJa de modo a obter uma outra funç:ao g(') e Xas




L(a(t),nt(t))d,t, a(.) e €ea
Suponhamos que o valor mínimo para o integral convexificado
I,
deÊnido na classe Xnp, é frrrilo.
Considera-se o domínio de definiqã,o de g"(.) restringida a um dos seus
interrralos de monotonia estricta, de tal modo que
uLQ) / {o} u int [(ar(s(ú),.))-1(âr'* (y(r),0))] .
Sem perda de generalidade e para simplificar a notação, supõe.se que
o intervalo considerado é la,bl,, e as condições de fronteira sã,o
a.(a) = A < u"(b): B. Definem-se tamMm os conjuntos
E:: {t € [a,b] : L**(g"(t),yt"(t)) < L(U.(t),UL(t))],
' to. rl , L** ( s.-1-\ . r f'. -1-) ) .s::a"(E):truL \.uls)/ \,u\s))).
onde tu : lA,, Bl --+ (0, +m) representa a derivada da fi:nção inversa
g;L : lA, Bl -- [", b] da tunçáo y": la,bl -- lA,, B), de tal modo que
(111) s : a"(t) ê t: a;L(s), u(a"$)) = (s"(r))-1
Observe-se que u(.) e LI(A, B) e U;1(.) são funções absolutamente
contÍnuas, y"(.) é absolutamente contínua, crescetrte, e satisfaz (76),
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Denota-se por Xs(.) a funçã,o caracteristica do conjunto S. Por [ET99,
Proposição IX.3.1l existem funções mensuráveis À: lA,,B) ---+ 10,7], a,B:
lA, Bl --+ IR tais que
o(s) I B(s),
(L12) .L**(s,a(s)) - I(s,a(s)) 4 am, .L**(s,,6(")) = I(s,B(s)) < +oo,
1
;, : [1- À(s)]o(s) + À(s)É(s),
L** ( ,,+) : [1 - À(s)]r(s, o(s)) + À(s)r(s, B(s)).U u,(s)/
Em parricular, como s'"(t) É {0} U íntl(0L(s(t),.))-1(Ar-.(s(t),0))1,
0 < a(s) . dO. 0(t),0 < À(s) < 1, Vs €.9; esupõe-se0 < o(s) -
t'4 : Éf"l , À(s) : !, v, e [Á, B] \ s.
Paras€,9,define-se
L( s. B( s\\ - L( s. a( s\\rn(s) :: -='%-Gj-, q(s) :: r(s,a(s)) - o(s)nz(s),
e resulta
I(s, o(s)) - q(s) + rn(s)a(s),
L(s, BQ)): q(s) + rn(s)BQ),
L
_ ,,(") - pà.
/ 1\ 1
('' r(4) - q(s) + -('),,G)
Em particula"r, S(s) + -(")dD > 0 Vs e ,9. Como A;r(.) é' absolutamente
contínua e crescente, do (Lema 2.2) resulta
7b 78 1
I t.^(a.(t),a'.(t))dt: I r--G,-j-;r1";a" < +oo,Jç1 JA ?t (S,
e portanto,
7b 18(113) I L*@"(t),y'.(t))y6(lat: | [rn(s)r q(s)u(s)]1s(s)ds< +ooJa JA
Parte II:
O objectivo é apücar o (Teorema de Liapounov 3.33); contudo
não é possível, pois as funções JO, *(.), ,b., d" um modo geral,
não pertencem a I1(S). Para transpor esta dificuldade definem-se em ,9
as seguintes funções:
1 1 aís)r(s) :: ;C 69 > O, pls) :- m(s) * Aó > O,
d(s) :: q(s)r(s), p(s) r(s) €(0,L), s€5
2. O PROBLEMA AUTÓNOMO 67
Observe.se que
, 
= / [rb +r(s)p(s)] d.s -- l,wb)d,s ( *oo,






p(s) +d(s)p(s):rn(s)*q(s)ra(s) > 0 Vs € 8,
o. 1r".. (", #) w@)d,s = lrWal */(s)p(s)lds ( *m.
Define.se a tunção dr(s) :: nb + lO(r)l +p(,s) + r(.s), e paÍa, ?u : 1,2,...,
define-se o conjunto.9,, :- {s €,S: n-l < dr(s) í n}. Obviamente
â(") e Ll(S*).Como 0 < dr(s) ( *m Vs € ,9 tem-se que ,9 - U*S s".
Pelo (Teorema de Liapounov 3.33), para cada n € IN existe um







Jo A@)u@xs,(s)ds: Jo óG)xs;@)d,".
Definem-se S* : S, \ S; e §+ ,: U*5 ^tf , ,9- ,: Ul'§ §; tais que
.9- uS+ - §. Define-se ainda uma uova função r : lA,, Bl * [a,*m],
r(s) :: a+ l)lw(o)y1a,a1qs(a) + fr1xs-@) + 6flxs+(a)ldo. Então,
b-a- l'.pyo,:
rBlBÍ
J o, G)xte,a1s (s)ds * J o p4:l*t+ (s)ds*
. I^ m*-(s)ds + I^ Llur- #] xs(s)ds:
r, (s)1 1a,s11§, (s ) o" * t : B1,l; xs* (") a, . 2 Í : Bfi xr; (,) a,a
.|--1:[,,,,- p,fo] x,,(,ra, =
nr (s)11a,e;1s (s v" + t ̂ Bf; 
xs* (")a" . 
>, Í : p1,f x"; (,)a"1
.>,1:tá - Bfo] ",r'ra" =
:I:
=l:
portânto r(B) - b, r(A) - a., e r(.) é uma função absolutamente contínua.
Em particular,
z'(s; - r.o(s)x1a,s1q5(s)* *x"-(")+ pfoxs-(") > o
q.s. em lA, Bl, e z(.)é estritamente crescente em [Á, B] e tem valores
em [a, ô]. Considere-se y : la,bJ --+ lA, B) a funçã,o inversa de r(.) que é
estritamente crescente e absolutamente contínua, com gr(ó) : B, A@) - A e
com derivada g'(t) - (rt(y(t)))-1 e (0,*m) q.s. em [a,b].
Como p(.) L(,po)---._â'7-Í_ > o, (P + d)(')
ú(s) :: [p(") + d(r)]xs-(r) + p(s)1s,+(s), rr,,ú(s)
t : r(s) .-- s : g(t), de (113) resulta,
u (s)11a,611s (s)ds*
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: ll ,r,rr,^.a11s(s)ds * l'^ fu*ur"la"+
.2Í:frx";(')a':
:r: 
{u(s)x1a,611s(s) + pfoxr*(,) + ;foxs-(,,)r,: r(B) - a
rB / a \:J^'..(',#)
.["o 
r**,orrr,r'(t))dt: lo r* (",#) w@)d,s:
2.,(s)x1a,6115(s)a"+ lo t'. (
I
ID\s)
'= l' ,* (,, #) tu(s)xsa,611s(s )0, * l:[p(s) + p(s)d(s)]xs(s)ds -
== Íu "* (,, #) 
u.,(s)11.a,611s(s)ds+







2.,(s)x1ap11s(s ro".» Í: r/(s)xs,(s)ds :
rr(s)11a,611s,(s lo, * *r:\* [ ú,v(s)ds 
:
n,(s)11a,s11s(s)a" * f ,[?"" 4;w(s)ds 
:
d(s)x§ (s)ds) :
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* lu WAI+ {(s)lxs- (s)d " + l" a4)xr+ (s)ds :
lu rç,, oç,11frrr-{r)r, * l' rp, 0çr))p,foxs*(,)a, :







novamente pelo Lema (2.2) e pelo (Teorema da Convergência Monótona
3.6). Logo, z(.) minimiza o integral não-convexo fi t1"1t1,"'çt11at,
Parte III:
Defrne.se uO ,: A"O em lat,Ü1,, e aplicando o método utilizado em na
primeira parte da demonstração paÍâ obter AO em cada
rrm dss intervalos, la, a'f e [ô', b], onde o minimizante s"(.) do integral
convexificado fi f,"*1rçt1,*'(ú))dt, dado pelo (2.4),é estrita,rrente monótono,
obtemos um minimizante y(.) pa.ra o integral nã,o-convexo fi t@$),n'(t))dt,,
que satisfaz as propriedades expressas no (Teorema 2.2).
Parte IV:
Supõe-se âgora que g"(.) satisfaz a inclusão diferencial de
DuBois-Reymond, i.e., existe uma constante q tal que
L.. (y 
"(t), st 
(t)) e q + uL(t)ô L* (a.Q), ul(t)).
Para mostrarmos que é váüda a inclusão
L(a (t), at (t)) e q + s' (t) ô L*. (a (t),s' (t))
para y(.), supõe.se sem perda de generalidade, gue g"(.) cresce estritamente
em [a, b], tal que veriÉca a propriedade (76), com valores em [á, B]. Para
u(s) := gÉ-1(s) tem-se t: g;t(s) e [o,b] se e só se s : a"(t) e lA,,B1,
i.@ -- h Portsnto
L* * (y 
"(t),, 
st (t)) - a'"0) A L* fu .(t), a'.(t)) = L4 
4
q.s. em [a, b] e q.s. emlA, Bl. Por isso, para r(s) ,= g-1(") tem-se s = y(t) e
[Á, .B] se e só se ú : r(s) e la,bl, gt(t): ;.+rJ, logo tendo em consideraçã,o a
forma como se deduziu r'(.),
c e z*. (s, #) -#rr* (", #) . r'- (,, *-) -tfu-'- (
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q.s. em [a, b] e q.s. em [Á, B]. ( Observe-se que este raciocínio depende
unicamente do facto de y"(.) satisfazer a inclusão de DuBois-Reymond, in_
dependentement e de {"(t) e int (L*4 (g"(t), .))-1(A.) q.s. se verifica^r ou não,
quer para g"(t) como para g(.)).
tr
OasnnveçÃo 2.4. Outra possi,bi,lidad,e para demonstrar a existênci,a d,e




Lo(r(t),r'@1at, x(.) e xas,/,
d,ad,o pelo (Teorema 2 5). (Em parÍicular,I00(.) : L0 (.) satisÍo,z (110), com
L(') no lugar de L(.), e portanto o (Teorema p.5) fornece um minimi,zante
ao.)




O seguinte resultado clarifica o que acontece no caso
em que o iagrangiano tem ou não declives integráveis. No que seg"ue
"M - {m : IR---+ IR : m(.) é mensurável}.
TooRBua 2.6. Seja L : IR x .ts * (-oo, *al uma funçã,o L@ B-
rnensuróael tal que L(..,0) é semicontínua i,nferior. Suponhamos que eústem
?n(.), gO € lv4, tai,s que pO é semi,contínua tifertor, e
I(", {) > {p(s) + rn(s)€ Vs, (.
(7) Se existemm(.), p(.) Ç M, tais que ç(.) é semi,contínua inferior,
e L(s,{) > p(s) + rn (s)d Vs, (, e
(rrs) [ mi).d.s-+x.
Jn
então o func,i.onal integral L(.) = +@ para os pontos d,a clase X4s,
ond,e etiste;
Se eú,stem*(.), p(.) e M, tuis Cue gO é semi,contínua i,nferior,
I(r, €) 2 e$) + m(s)( Vs, {, ..4 : a e m(.) ç L|(A,C) para-todo o
C I A entã,o a funçõ,o constante AA(.) = A é um minimi,zante para
o funci,onal intregral L(.) (úni,co se L(A,O) < *m/. ( Com efei,to,
AAO é a única função no conjunto X44 para a'qual o funii,onat
i,ntegral L(.) tem aalor tini,to.)
S_e eristem m(.), p(.) e M, tai,s Sue g(.) é semicontínua inferior,,(r,() 2,p(s) +nz(s)( Vs,(, rn(.) e Ll(A,B) e
1M > 0: I(s,O > -M(1+ l4l) Vs,€.
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(4) Finalmente, se edstem m(.), gO Q Jvl, tais que 9o
é semicontínua 'i,nferior, Z(", €) > 9(s) + rn(s)( Vs, (, e
IB *G)-ar: *oor
JA
então o funci,onal integral L(.) é = +6 na classe Zsa.
DEMoNsTRAçÃo. Suponhamos que se veriÊcam as hipóteses e que
existem: uma funçã,o rp(.) semicontínua inferior, Ín(') € y'',l, tais que
I(", €) > ,p(s) + rn,(s)( Vs, €.
Começa-se por provaÍ que se existeú m(.)., gç) e M, tais que
rn(.) e Ll(n(la,bl) \ (Á,.B)) para r(.) e X.e.s para o qual o valor do
funcional integral 4(.) é finito. Considera-se b' e (a,b) tal que a(U) = 4; "
supõe-se que Á ( B e que existe a' e (a,U) tal que a(at) : At < A < B.
Considera-se que .e,z é minimizante de @(') em r(la,bl).
Como por hipótese, existem funções m(.), ç(') € M, tais que p(') é
semicontínua inferior,
L(s, €) > ,p(s) + rn(s)€,
rn(sX < Z(r, () - tp(s) < I(s, {) - pb*),
define-se QO:= L(a(.),"'(.)) - p(s-), logo rn(c(.))r'(.) < d(') € L|(a,b);
por isso, pelo (Corolario 2.L) , os fimcionais integrais de rn(o('))c'(t) e de
rn(.) existem e são iguais, i.e.,
rAt lat fa'
I m(s)d.s : I m(r(t))t'(t)dt 3 | Q$)dt < Ícr,,
JA Ja Ja
donde,
-* . I: m@)d' = 1," *ç*1t))c'(t)dt < 1."' r{r)or( *m.
Isto significa que rn('), m(.) e L|(A,A') , como se queria.
De modo simila,r, parâ provâÍ (1,), se existir a(.) e Xas tal que
!!t+1rçt1,"'çt))dt < *oo, então obtém-se uma contradiçã.o, pois pelo
(Corolario 2.1) os funcionais integrais ff m@)d,s e fi m@$))a'(t)dú existem
e sã,o iguais, Iogo < oo, e em pa,rticula,r ff m+ @)ds ( *É, o que contradiz
(115).
A demonstraçã,o a parte (2) é agora imediata.
Resta prova.r (3). Considera-se a função r(.) e Xas tal que o
tuncional integral 1!t1r1t\,*'1t1)dÍ existe, e é < *m. Como
Lo(n(t),s'(t)) > Iq(rr(r),0) = L(s(t),,a'(t)) > Ínin r(r([a, b]), 0),
t.
b
t.*oo > L(r(t),rt(t))dt 
: {Ls(n (t), t' (t)) + rn(Í(t)) n' (t)l d,t >
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> minZ(a[o, â],0)(á a) +
b
m(a(t))rt(t)dt;Í"
este úItimo integral existe e é ( *oor e novamente pelo (Corola.rio 2.1)
igual ao integral [f *ç"\as = c € IR. Portanto, c é uma constante real,
independentemente da escolha da função r(.) e Xas, e
1b 1b
I r,("(r),r'(t))dt - | 1r,o{,e),d (t)) + tn@(t))at(t)}dt -Ja Ja
1b
c + I Lo(r(t), n, (t))dt, Yr(.) e xasJd
para o qual existe fi L@Q),,r.t(t))dt < +a.
Por outro 1ado, se r(.) e Xa6, Ls(r(.),xt(.)) € -L1(o,b), togo
1b rb
I m@(t))rt(t)di - I {L@(L),Z,(t)) - Lok(ü,r'(ü)}dt >_.la Jo
> -M(b - a) - M fu p,1r110, - fo ,oçrçr1,*,(t))dt > -oo,Ja Ja
pelo que existe o funcional integral fi m@(t), nt(t))dt e de novo pelo
(Corolario 2.1) é igual ao funcional integral [f m@)d,s - c € IR.
Assim, rn(z(.))r'(.) e L|(a,b) e
L@('), rt (')) : Lo@('), r' (')) + m(r(.))rt (.) e z1 (o, a).
tr
OesunvaçÃo 2.5. Obser"ue-se que hipótese (6) de semicontínuid,ad,e i,n-
Jerior d,a funçõ,o L(.) em (s,0) Vs € ,94s pod,e ser substituida por. urna
mai,s fraca:
(l) ou L(st ,o) - /(s/, 0) : Í** (s, .,0) ond,e f"* (.) representa o i,naóIucro
semiconlínuo i,nlerior d,e L(.) , i.e., epi ! (.) : "fr t O " ,(2) ou entõ,o rn(.) # L|(s',C) VC + st e L(s,l)> rp(s) +nz(s){ Vs,{
e alguns p(.), *(.) €. M com pO semi,contínua i.nferior.
DruoxsrReçÃo. Considera-se de novo o invólucro semicontínuo infe-
rior de /(.) de I(.). Seja g(s,.) - /**(r,.) a função bipolar de /(s,.), então
como /(.) é semicontínua inferior, 9(.) também o é.
Define-se:
I(r,O para (10, s€IR
S(s,0) paÍa {:0, s€IR.
â**(s,.). Pela convexidade e semicontinuidade
â.(s, {) :-
Considera-se Z1s, .; :
inferior de 9(s,.) resulta que
s(s,.) í Z1s, o1 g à(s,.) < I(s,.) Vs,
g(s, 0) < Z1r, o; < à(s,0) : 9(s,0)
L(s(t),a'Q»dt * 
l^',' 
,çrçr1,r' (t))dt + fu 
,1rçr1,r'11110, =
2. o PRoBLEMA eutóttotvto
< ljnlinÍ9(s6,€r) < liminf Z(s6,$,),
[8&J-8 t8lc)'-+8((r)-6 (€*)*0
T(§(t),nt(t))dt, r(.) e A,
l"u
T(u(t),ut(t))dt < Z(a(t),n'(t))dt <
e obtem-se
Z1s, O; : h(s,0) : s(s,0) í liminf .L ("r, &)at -rs
.-+0
i.e, Z(.) é semicontínua inferior nos pontos (s,0), Vs.
Como Z(s, .) é convexa e semicontÍnua inferiot, existe um minimizante
bimonótono y(.) par" o integral
I,U
Como -L(s, .) é convexa, semicontínua inferior e lz(s, () : tr(s, €), excepto
em { - 0 onde à(s,0) í tr(s,0);
tr(s, ') : h*'(r,')
T(s,.) é úm ao longo de cada um dos intervalos (o(s),0), (0,B(s)), para
os ralores d. € * 0 onde Z(r,O < -L(s,O; e portento, Í(g(t),gt(t)) :
L(a(t), gt (t)) q.s. em fa, arl r-t lü,b1.
Por outro lado,
L(st ,o): /(s/,0) - /*'(s',0) = g(s',0) : Z(s',0), em lo.,o'l
e como y(.) = s' obtem-se
Í(y(.),s'(.)) -Z(s',0) : L(s',0): L(aO,u'O).






. fu t-,çrçt1, *' 1t11at,
pelo que g(.) é minimizante para o funciona.l integral considrado.




. ou tr(.) é semicontínua inferior nos pontos (s,0), Vs;
. ou gue.L(.) é convexa e semicontínua inferior em (s',0);
. ou que (5L) junta.mente com (52)são verdade;
. ou que (2) do (Teorema 2.6) continua verdade com s'no lugar de
A.
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TEoREMA 2.7. Seja L : IR x IR ---' (-oo,+oo] uma funçã,o
L& B -mensurduel tal que L(s,.) é nã.o-conueta, mas zero-conueÍa, L(.,0) e
L(s,,.) sem,i,contínuas inleriores para todo o s e IR. Suponha-se que, eri,stem
A, B € IR tai,s que o funci,onal integral conaedf,cad,o L"(.) defi,ni.do na classe
d,as funções X46, tem um rni,nhni,zante g(.) para o qual exi.stem conjuntos
abertos di,sjuntos O-, Oa C la,bl, tai,s que, corn erepçã,o d,e um conjunto d,e
med,ida nula, yt(t) 1 0 em 0-, a'(t) 2 0 em Oa e
{t efa,bl: L**(y(t),sl(t)) < L(y(t),s'(r))} c o*uo+.
Entã,o, ex'istem minimizantes para o integral nõ,o-conaeso L(rO), na classe
d,e funções X4s.
DnuoustnlçÃo. Tal como na (Parte VII) da demonstraçã,o do
(Teorema 2.4) demonstra-se a existência de um minimizante, que pelas
(Partes I e II) da demonstração (Teorema 2.5), se prova que é monótono
em cada um dos intervalos do conjunto ahefio O- U Oa.
tr
TpoRsÀ4a 2.8. Seja L : IRx.B - (-oo, i-crcl uma funçao tal que L(.) é
sem'icontínua inferi,or nos pontos (s,{) se: ou{-0, ou (T)--(s,Ç - Z(r, g)
e s Ç. N (ond,e N representa um conjunto d,e medida nula) eT(.) representa
o i,nuólucro sem,i,contínuo interi,or de L(.) .
Se T,(.) satisfaz as hi,póteses do Teorema (2.2) (respecti,uamente Teo-
rema (2.3)) entã,o as conclusões do Teorema (2.2) (respectiaamente Teorema
(2.3)) são udli,das para L(.).
DEMoNsTRAçÃo. O firncional integral
(117)
Í"
tem minimizante um minimizante g(.), que pelos (Teorem as 2.2 e 2.3) é
bimonótono.
Como, Z(s,{) - timinf§;l§Z(sr,(r), e (Z)--(s,4) : Z(s,€), ""taol,(s,() - Z(",6; '" € : 0; ou entâo(L).-(s,€) : Z(r, {) para os pontossçN.
Como em l"',b'), A(.) : s', A'O: 0 pela igualdade (r)..(", €) : Z(s, €),
e pela zero-convexidade,
(118) (Í)..(v(t),st(t)) :Ífu(t),a'(t)) - L(v(t),at(t)) ent lo',b').
Contudo, no conjunto f :: {t e [a, b] \ [a/, â'] : y(t) e .Â/] tem-se que
a'(t) +0 q.s. e g/(ú) - 0 q.s. ( porque Â/ é um conjunto de mcdida nula) e
portanto, 7 tem medida nula, i.é., g(t) Ç N q.s. em [a, b]\[a/, b']. Por último,
pelo modo como se construiu y/(.) por (112), como (Z)**(s,6) : Z(s, O, para
os pontos s Ç N, e (118) resulta
(1le) (L).*(v(t),v'(t)) :T(a(t),y'(t)) : L(a(t),at(t)) q.s. em lo',b'1.
Í(il(t),rt(t))dt, r(.) € xep,
2. O PROBLEMÀ AUTÓNOMO ?6
Portanto, a função y(.) satisfaz a igualdade
1b- 1b
I L(s(t),yt(t))d.t - I L(s(t),yt(t))d.t.Ja Ja
Mas como gr(.) minimiza o firncional integral (117) e Z(.) < I(.) tâmbém
minimiza o funcional integral [!t1g1t1,g'1t71at. (A mensurabilidade de
t (a(.),a'(.)) é consequência da mensurabilidade de L(aO,A'(.)).) tr
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1,. Espaços topológicos e lineares
L.L. Espaços topológicos.
DerrNtqÃo 1.1. [Yos71, pag. 3) Um espaço topológi,co (X,,7) é um con-
junto munido de uma colecçõ,o T C P(X) d,e subconjuntos de X, chamada
topologi.a de X, tal que
Q)A,XeT;
(2) se {O.}"çe C T entõ.o Uoe,qOo €. T para qualquer conjunto A;
(3) se {O}f:, C T então l!=tOe e T.
i..e., T contém y e A, e é lechado em relação a uniões e em relaçã,o a
int er s ec ç õ es fi,ni,tas.
Os conjuntos O € T são chamados conjuntos aberlos,, e os seus com-
plementares sã,o chamados conjuntos fechados, Se z e X então um con-
junto aberto contendo r diz-se uma vizinhança de r. O lecho 7 de um
conjunto A c X é o menor conjunto fechado que contém A, i.e.,
Ã::ff{C : Ac C e C é fechado}. z diz-se um ponto de acumulação de
Á c X se qualquer vizinhança de r contém infinitos pontos de á.
Uma ôase para a topologia Í é uma subcoiecção § c T tal que para
cada O eT e n € O existe B e P ralque n € B c O. Uma topologia S
diz-se mais fina qreT seT C S e menos fina qte 7 se § C T. SeY c X
eníáo Y pode ser visto como um espaço topológico de uma forma natural
tomando a topolog'i,a i,nduz'ida Ty :: {O nY : O e T}.
Uma sucessão (rrr)r.w c X diz-se conuergente para r € X se para todo
o conjunto aberto O contendo c existe N e IN tal que (r,"),ry1y C O.
(X,7) diz-se :utn espl.ço de Hausdorff se para quaisquer pontos tcrttÍ2 €.
X existem 01,02 €.7 tais que X,i C Ot e 01À02 : A. (X,T) diz-se espaço
norn al se é de Hausdorfl e para quaisquer fechados Xt,, Xz C X existem
Ot, Oz e7 tais que Xt C Or e OrnOz - A.
{O"}" € A diz-se lma cober"tura aber"ta de X se X : UoeAOo e uma co-
berturo, aber-ta f,nita se A é finito. (X,T) diz-se compacto se toda a cobertura
aberta tem uma subcobertura finita, localmente compacto se qualquer ponto
tem umâ vizinhança com fecho compacto e sequencialmente compacto se
qualquer sucessão tem uma subsucessáo convergente. X diz-se o -compacto
se é uma união contável de conjuntos compactos.
Se (Xo,To),, o € ,4 são espaços topológicos e,4 é um qualquer con-
junto então a topologia produto em f[o.4X é a topologia gerada pela base




(X,7) um espaço topológico. Um conjunto D c X diz-se denso em
: X. X diz-se separd,uel se tem um subconjunto contável e denso.
IR' com os conjuntos abertos e fechados usuais é um exemplo famfliar de
espaço topológico. As bolas abertas (bolas abertas com raio racional, bolas
abertas com raio e centro racionais) formam uma base. Os pontos de um
espaço de Hausdorff são conjuntos fechados.
s
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PnoeosrçÃo 1.1. [Rud87, pag. 36] Um subconjunto fechado ile urn
conjunto compacto é um conjunto compacto.
PnoeoslçÃo 1.2. [Rud87, pae. 36] Um subconjunto ampacto d,e um
espaço d,e Hausd,orff é um conjunto fechad,o.
PnonostqÃo 1.3. [Yos7J., pag. 7) Um espaço d,e líausilorff compacto é
normal.
Uma consequência útil da normalidade é o seguinte resultado de ex-
tensã,o:
PnoeosrçÃo L.4. [Rud87, pag. 389] Se X é urn espaço toplógi,co nor-
mal, Y C X é fechad,o e f :Y --+ IR é contínua entõ,o eri,ste uma ertensão
contínua d,e f aX.
Diz-se que uma colecção de conjuntos lem a propried,ad,e d,e intersecçd,o
finita se toda a subcolecção finita tem intersecção não-vazia.
PnoeoslçÃo L.5, Uma colecçõ,o d,e conjuntos compactos com a propri-
ed,ad,e d,e intersecçã,o finita tem i,ntersecçõ,o nã,o-oazia.
DertutçÃo 1.2. [KF99] A compacti,f,caçõ,o por um ponto por urn espaço
de
Hausd,orff nã,o compacto (X,T) é , := (X u {oo},.S), ond,e
S::T u{(xu{-})\zr : KcX écompacto}.
TEoREMA 7.L. (Teorena de TlchonofflYosTL, pag. 6]) O prod,uto
d,e espaços cornpactos é compacto.
DertNtçÃo 1.3. [Yos71] Sejam (X,T) e (f,§) espaços topológi.cos.
Uma transformação f : X -- Y d,iz-se contínua se O e E i,rnpl,i,ca que
Í-1(q € T, aberta se O e T i,mplica que !(O) e S, e um homeomorfismo
se é contínua, bi,jectiua e tem i,naersa conbínua. Se eúste um homeomorfi,smo
X -> Y entã,o X e Y d,izem-se homeomorfos. Denotamos por Co(X,Y) o
espaço d,as translortnações contínuas d,e X para Y e escreaemos Co (X) para
Co(X,lR). Uma transformaçõ,o f d,e un1 espaço toplógico para IR iliz-se se-
mi,contínuainferior sel-1(c,m):{re X t f(r)<cl eT paratod,o o
c€ lR.
Uma propriedade de dois espâços topológicos que é a mesma para quais-
quer dois espaços homeomorfos diz-se um i,nuari,ante topológ,i,co,
TEoREMA L.2. [Yos71, pag. 4l A imagem d,e um compacto por uma
transformaçõ,o contínua é compacta.
Uma apücação útil das noções de continuidade, compacidade e Hausdorfi
é o seguinte resútado, por vezes designado por invariância de domínio:
PnoeostqÃo 1.6. [Yos71, pag. 76] Uma bi,jecçã,o contínua ile um espaço
compacto para un'L espaço d,e Hausilorff é um homeomorf,smo,
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DnrrNIçÃo 1,.4. Um espaço topológi,co (X.,7) d,iz-se conero se X não
pode ser coberto por qua'isquer do'is conjuntos aber-tos d,i,sjuntos. (X,T) d,i,z-
se coneto por arcos se qua'i,squer do'is pontos Í1, ,r2 €. X eú,ste un'La curaa
contínua c : [0, 1] -- X com c(i) - 70. Uma componente conexa é urn
subconjunto conero maràmal ile X. (X,T) d,iz-se totalmente d,esconero se
tod,o o ponto é uma componente coneaa,
O conjunto de Cantor e Q c IR são totalmente desconexos. As compo-
nentes conexas são conjuntos fechados. Logo, as componentes conexas sáo
abertas se existe apenas um número finito e, mais geralmente, se qualquer
ponto tem uma vizinhança conexa (i.e., o espaço é localmente conexo). Este
não é o caso com Q.
TEoREMA 1.3
coneao é coneüa.
[Ma9L, pag. 99] Uma i.magem contínua de um espaço
TEoREMA 1.4. [Ma91, pag. 98] O produto de doi,s espaços topológicos
coneÍoa e coneÍo
1.2. Espaços métricos. Para várias noções bastante naturais não é
adequada uma estrutura toplógica e necessitamos antes de uma estrutura
uniforme, i.e., uma topologia na qual podemos compaÍar vizinhanças de
diferentes pontos. Esta questão pode considerar-se abstractamente e é efec-
tivada para espaços vectoriais topológicos, mas é mais conveniente introduzir
estes conceitos para espaços métricos.
DouNtçÃo 1.5. [Yos71, pag. 3] ,9e X é um conjunto entõ,o d,: X xX ---+
IR d,iz-se uma d,i,stô,ncia se
(t) d(r,s) - d.(a,x);
(2) d'(n,s) :0 e r - a;
(3) d,(r,s) * d,(s,z) > d,(r,z) (d,esi,sualdade tri,ô.nsular).
Se d é uma distância então (X, d) diz-se tm espaço métrico. O conjunto
B(u,r):: {a e X : d,@.,y) < r} chama-se bola aberta de raio r em torno
de u.
O c X diz-se aberto se para todo oreO existe r ) 0 tal que B(r,r) c
o.
Dadcr Á C X o conjuntoÁ :: {r e X : Vr ) 0 B(a.,r)nA * A}
diz-se o lecho de A. A diz-se lechado se 7 : Á. Sejam (X,dx) e (Y,d.y)
espaços métricos. Uma transformação / : X --+ Y diz-se uniformemente
contínuaseparatodooe)0existeô>0tàl que pâÍâ quaisquer rj g e X
colm dy(a,g) ( ó' temos dv(Í("),/(y)) < e. Uma bijecção uniformemente
contínua com inversa uniformemente contínua diz-se um homeomorfi,smo
uni,fonne. Uma famflia f de transformações X -+ I diz-se equ.,icontínua se
para cada r € X e e > 0 existe ó > 0 tal qrrc d,1ç(r,y) < ô implica que
dv(Í(t), Í(A)) < e para quaisquer g e Y e Í(.) € f . Uma transformação
Í : X -- Y diz-se K-Li,pschi,tzse existem K., e ) 0 tal que d,(r,g)y < e
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implica que dy(/(r), Í(g)) < Kd,7(u,g), e bi,-Li,pschitz se é Lipschitz e tem
inversa Lipschitz.
Uma sucessão (r")renr úo.- a-se sucessõ,o de Cauchg se para todo o
e > 0 existe N e INtalque d,(na,ni) < 6sempre qtei,,j ) N. X diz-se
completo se toda a sucessão de Cauchy é convergente.
A colecçã,o de coujuntos abertos induz uma topologia tendo as bolas
abertas como base. Conjuntos fechados têm complementares abertos. As
deÊnições são consistentes com as deflnições dadas para espaços topológicos.
Para espaços métricos, as noções de compacidade e compacidade sequencial
sã.o equivalentes.
Â completude é uma propriedade muito impoúante pois permite-nos to
mar limites, os quais surgem frequentemente na6 nossas construções. Note.
se que não é possível deÊnir uma noçõ,o de sucessã.o de Cauchy num espaço
toplógico a,rbitrário pois não temos a possibilidade de compa.ra,r vizinhanças
em diferentes pontos. Uma observação útil é que os compactos são com-
pletos, pela compacidade sequencial. Um espaço métrico pode tornar-se
completo do seguinte modo:
DoUNIçÃo 1.6. [KF99, pag. 40] Se X é um espaço métri.co e existe uma
dsometria d,e X para um subconjunto d,enso d,e um espaço métrico completo
X entõ,o X d,i,z-se o completad,o d,e X.
A menos de isometrias o completado de X é único: se hrí dois comple-
tados Xt e X2 então por construção existe uma isometria bejectiva entre
subconjuntos densos e portanto esta isometria pode ser estendida (pela con-
tinuidade uniforme) a todo o espaço. Por outro lado, existem sempre comple-
tados, pela construção usada para obter número reais a pa,rtir dos números
racionais. Esta completaçã,o é obtida a partir do espaço de sucessões de
Cauchy em X identificando duas sucessões se a distârcia entre elementos
correspondentes converge para zero. A distância entre duas (classes de eqú-
valência de) sucessões é definida como o limite das distâncias entre elementos
correspondentes. A isometria transforma pontos em sucesões constantes.
TEoREMA L.5. (Teorema d,e Categorta d,e Bai,re [Yos71, pag. 11])
Num espaço métrico completo, uma intersecçõ,o contfutel d,e conjuntos aber-
tos densos é d,ensa. O mesmo é uerd,ad,e para urn espaço d,e Hausiloff local-
mente compacto.
Um espaço topológico diz-se metriz6,vel se existe uma distô.ncia no espâço
que induz a topologia. Todo o espaço métrico é normal e portanto de Haus-
dorff. Um espaço métrico tem uma base contável se e só se é sepa.rável.
Reciprocamente usando a (Proposição J..3), temos o seguinte.
PRoeostçÃo L.7. Um espaço norrnal com base contd,uel para a toplo-
gi,a, e logo qualquer espaço d,e Hausilorff compacto com bose contó,ael, é
métrizd,ael.
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Se X é um espaço toplógico, compacto e metrizável então o espaço
C(X,X) das transformações contínuas de X em si próprio possui a topo-
logia C0 ou uniforme. Esta topologia é induzida fixando uma distância p
em X e definindo a distância d(.) entre /(.), S(.) e C(X, X) por
d(Í,s) = maxc€x p(Í(x),s@)).
Tsonsl4e 1.6. (Teorema d,e Ãscoli-Á.rzeldlYos77,pag. 851) Sejam
X, Y espaços métri,cos, com X sepaniuel, e ? uma família equi,contínua d,e
transformações. Se (!"(.))"çw C f é tal que (f"(.))"çny tem fecho compacto
para tod,o o u e X entõ,o eciste uma subsucessd,o que conaerge uniformemente
ern
conjuntos compactos pard unla funçõ,o f (.).
Assim, em particular, uma família eqúcontínua, limitada e fechada de
transformações num espaço compacto é compacta na toplogia uniforme (in-
duzida pela norma do supremo).
L.3. Espaços lineares. Muitos espaços interessantes que encontramos
tanto directamente ou como espaços dos objectos (funções ou transformações)
que estamos a estudar têm uma estrutura linear.
DerrNtçÃo 1.7. Um espaço uectorial topológ'ico é um espaço linear mu-
nid,o d,e uma topologia d,e Hausd,orff que é i,nuariante por translacções e
multi,pli,cações por escalares (i,.e., translacções e multi,pli,cações por escalares
não nulos sdo homeomorfismos). Um i,somorf,smo d,e um espaço aectori,al
topológico é um homeomorfismo li,near.
Muitas vezes a topologia de um espaço linea,r é induzida por uma estru-
tura métrica conveniente.
DnnrNrçÃo 1.8. [KF99, pag. 71] Uma norma nurn espaço linear V é
uma função ll .ll ,y ---+ IR tal que para cad,a u, w€V e cada a € IR temos
(t) llrll:0+r.,:0;
(z) llaoll : l"lllrll;
(a) llu + z,ll S ll,ull + llull.
Um vector o diz-se unitd,rio se llull - 7. üm espaço linear normado érm
espaço linear I/ com uma norma ll .ll. U* espaço d,e Banach é um espaço
Iinear normado que ó completo relativamente à distância d,(u.,w) :* ll, - rll
induzida pela norma. Duas normas Il . II . il . ll' dizem-se equivalentes se
existeC)0taI que áll .ll'< ll .ll <ll .ll', i."., a transformação identidade
é um homeomorfismo uniforme em relação u ll . ll " ll 
. ll'.
Um prod,uto interno num espaço linear V é uma forma bilinear simétrica
e definida positiva, i.e.. uma transformação V x V -- IR, (2, o) r--+ (u, r,) tal
que
(1) (u,o) ) 0, com igualdade apenas para o:0;
(2) (u,u) : lu,u);
(3) (az *bu,w) - a(u,w) *b\u,,w).
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Um produto interno induz uma norma lloll = J6Ã. Üm espaço pré-
hilbertiano é um espaqo linear 7 com produto interno. Um espaço d'e Hi'lbert
é um espaço prêhilbertiano completo. Dois vectores dizem-se ortogonais e
denota,r:ros por z -J- a se lu,ul - 0. Dado um subespaço .L de IR', o conjunto
de vectores r tais que r -J- Z, denomita-se conxplemento ortogonal de ,D e
denota-se por LL. ir é u- outro subespaço de IRn e dim tr + dim Ll : n.
üm sistema ortogonal rum espaço prêhilbertiano é um conjunto de vectores
ortogonais dois a dois, e um sistema ortonormal é um sistema ortogonal
de vectores unitrírios. Um sistema ortonormal díz-se completo se gera um
conjunto denso.
Num espaço ünea.r normado de dimensã,o finita todas as normas sã.o
equivalentes. Assim todos os espa,ços lineares normados de dimensão Ênita
são isomorfos ao espaço Euclideano através de um isomor6smo bi-Lipschitz.
É por lrurur útil notaÍ que se ll?rll : 16Ã então num espaço vectorial
real podemos recuperâ,r o produto interno de ll . ll através da identidade
(120) (u,u)=|{1"*ullz-llu-oll2)
a que chamamos identidade de polarizaçáo.
1.4. Topologias fracas. Muitas vezes obtemos uma informaçã,o im-
portante considerando trnnsformações lineares que " vão" para o corpo e§-
calar, tais como projecçôes para uma dada coordenada ou, em espaços de
funções integráveis, o integral.
üma transformaçõ,o li,near ott um operad,or li,rlear de um espaço linear
I/ para um espaço linea.r Y é uma transformação A : X -+ Í tal que
A(aa* 9.) = aA(a)+ AA@) para cada o,w e V ecadaa,,B e IR. Uma
tranformaçâo linea.r Á : V ---+ Y entre espaços linearee normados diz-se
limi,tad,a ee temos lláll :=: suplloll<l lla(o)ll < oo e neste caso chama-se norzno
de Á. (Os operadores limitados são clara.mente contínuos.) Dizemos que .A
é r:ma i.sometri,o ou um operad,or i.sométrico se llá(u)ll : lloll para todo o
u e V . Diz-se uni,t6,ri,o se é uma simetria invertível.
DerntIçÃo 1.9. [Bre99, pag. 35] Um funci,onal linear num espaço li.-
near V é uma tronsformaçã,o linear d,e V para lR.
O espaço dos funcionais üneares limitados num espaço ünear normado
I/ cho.-a-se dual de V e denota.mo-lo por I/*.
Quando Í e V* e u €. V escxevemos geralmente (/, o) em vez de /(o);
diz-se que (.,.) é o produto escalar na dualidade 7', I/.
A topologia fuaca o(V,V*),
DnrrNrçÃo 1.L0. lBre99, pag. B5l A topologia fraca o(V,V") num
espaço linear V é a topologia mai,s Jraca para a qual tod,os os funci'onai,s
lineares l;i,mitad,os sõ.o contínuos.
Dada uma sucessão (r;r) em I/, denotomos por u?i r u a convergência
ftara o(V,Y*) de (tr") para o.
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PnoeostçÃo 1.8. [Bre99, pag. 351 Seja (un) uma sucessã,o em V.
Entõ,o:
(1) r, - u para o(V,V*) se e s6 se (f,un) -n (Í,a) VÍ eV* ;
(2) Se u" -+ u Íorternente, entõ,o un ^ 'ü paro, a topologi,a fraca o(V,V*);
(3) Se u" --r a para o(V,,V"), então 1lo"ll é l,imitad,a e
llull < lim inf"-.+* llo"ll;
(4) Se u" - j u para o(V,,V*) e se fn ---+ f lortemente em V*,
entõ,o (fn,a"") -- (Í,a).
Para ver que as noções relacionadas com o dual de um espaço linear
normado não são vazias necessitamos o seguinte teoremâ acerca da existência
de funcionais linea,res:
TpoRprr,re L.7. (Teorema d,e Hahn-BanachlBregg,pag. ll) Sejam
V um espaço l'inear normadn, W CV um subespaço li.near e t;W -» IR
um funci,onal li,near limitado. Entã,o eúste uma estençõ,o F ; V .--+ IR d,e f
a um funcinal linea,r emV tal que ll,F'll : ll/ll.
Deste resultado segue imediatamente que o dual de um espaço linear
normado é não-vazio e que a topologia fraca é uma toplogia de Hausdorff.
A topologia fracax o(V*,V). Se u € I/ então g,t ; V* - IR, "f +
/(o) é um funcional linear em I/* (com llç,ll : llull) e a transformação
O : 7 --+ V** , 't) r--+ g, é tm homomorfismo isométrico (pelo teorema de
Hahn-Banach). Se iD for um isomorfismo então V diz-se reff,etiao,
Seja (/") uma sucessão em I/*. Escrevemos JFn -i+ ./ para representa.r a
convergência na topologia fuaca,* o(V* ,V).
PnoeoslçÃo 1.9. [Bre99, pag. 40] Seja (f") urna sucessão em V*.
Se fn--^* f parao(V*,V) se e só se (f,ur) -. (f,a)Vu e V;
Se fn---, f fortemente, entõ,o Jn...-* J parao(V*,V);
S" Í" --.* ! para o(V*,V), então ll/"ll é li,mi.tada
ll/ll § rminf ll/"ll;
(4) Se f" ^* f para o(V* ,V) e se un ---+ u fortemente em X' ,
entã,o (fn.,un) -- (/, u).
A importância fundamental da topologia fraca* o(V* ,I/) está relacio-
nada com o seguinte resultado acerca da compacidade:
Tponpua L.8. ( Teorema d,e Alaoglu [Bre99, pag. 42) ) A bola unitd,ri.a
no dual d,e urn espaço l;i,near normad,o é compacta para a topolofia lracox
o(V*,V).
Este resultado segue do Teorema de Tychonoff (1.1) pois qualquer topo-
logia de convergência pontual ó induzida pela toplogia produto de l[r., Y :
{Í : X -- Í}. Nomeadamente, seja X a bola unitrí.ria no espaço lineãi nor-
mado e y : [-1,1]. A bola unitária no dual corresponde naturalmente
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condiçáo fechada). O Teorema de Alaoglu implica que os conjuntos com
norma ümitada que sÃo fechados na topologia fraca,l sã,o compactos.
O dual de um espaço de dimensâ,o Ênita é isomorfo ao próprio espaço.
1.5. Espaços reflexivos. SejaX um espa4o de Banach. Como acima,
quando s f1q.nsf616a,çã,o Õ: X - X**, a a Qa é um isomoúsmo, X diz-se
reflexivo.
TEoREMA 1.9. (Ko,lcutani [Bre99, pag. 441) X é refl,eci,rto se e só se
a sua bola un'átó,ri,a é compacta para a topologi,a o(X,X*).
PnoeoslçÃo 1.10. [Bre99, pag. 45] Seiam, X unx espaço d,e Banach
refi,éai,ao e M c X um subespaço aectori,al fechailo. Então M (munid'o ila
topologi.a ind,uzi.d,a pela d,e X ) é refl,éxi,ao.
CoRor,eRIo 1.1. [Bre99, pag. 45] X é refl,éri,ao se e só se Xa também
oé.
1.6. Espaços separáveis. Como foi referido, um espaço métrico X é
separável se existir um subcoujunt o D c X numerável e denso.
PnorosrçÃo 1.11. [Bre99, pag. 471 Seia X urn espaço métri'co se-
paráuel e M um subconiunto de X. Entõ,o, M é separáuel.
Tponprue 1.10. [Bre99, pag. 471 Seia X urn espaço d,e Banach com
X* separdael. Então, X é separdnel.
CoRoleRro 1.2. [Bre99, pag. 48] Seia X um espaço d,e Banach. Entã'o,
X é refl,éaiuo e separduel se e gó se também X* é refl,éai,uo e separduel.
CoRoreRro 1.3. [Bre99, pag. 50] Sejam X um eepaço d,e Banach se-
paníuel e (f) uma sucessão lrni,tad,a em X*. Entõ,o, eciste uma subeucessõ,o
(Ín) que conuergente na topologáa o(X", X).
TpoRpul J..11. [Bre99, pag. 50] Seia X um espaço d,e Banach refl,éniuo
e (tn) uma sucessõ,o lmi,taila em X. Entã,o, ex'iste uma subsucessão (r,,,o)
que conaergente na topologia o(X,X').
Tponprraa t.12. (Dberlei.n-§muli,a,n [Bre99, pag. 50],) Seia X um
espaço ile Banach, para o qual toila a sucessão limi,tad,a (r,") possui, uma




DrrrNIçÃo 2.1. [ET99, pag. 1] Um subconiunto C ile urn espaço aec'
torial real V d,'i,z-se conuero se tu I (l -'t)w e C sempre que u,w e C e
ú € [0,1].
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Por indução, o subconjunto C c V é convexo se e só se para todo o
subconjunto finito de elementos !,...tun de C, e pa.ra toda a famflia de
números reais positivos À1, ..., Àr, tal que EllrÀi : 1, então Ef;:1Ài,ui e C.
Se á c I/ entáo o invólucro convexo co(Á) é o menor conjunto convexo
que contém A, i.e.,, co(A): n{C : A C C., C é convexo}. co(,A) também
se escreve como o conjunto de todas as combinações convexas de elementos
de.4, i.e., co A;: {8"?:1\iu,i, : n€lN, E"?aÀ6=7, uie A, t<i<n}.
Num espaço vectorial toplógico o invólucro convexo fechado de Á é o fecho
eo (Á) de co (.4).
Um ponto ertrerno de um conjunto convexo C é um ponto o tal que
quandoa:ta+(1 - t)b parâ, a, b e C, t € [0, 1] temos necessáriamente
ú€0, 1ou o : b: u, i.e, u não é uma combinaqão própria convexa de
outros pontos. O conjunto dos pontos extremos de C derrota-se por ex (C).
Um espaço vectorial topológico diz-se localmente conuexo se todo o con-
junto aberto contém um conjunto aberto convexo.
Um subconjunto Á de um espaço vectorial topológico diz-se balançad,o
se oá C A para todo o a e IR, lal < 1.
DrrrNtçÃo 2.2. LBT99, pag. 1l §e r e y são pontos pertencentes a W,
o conjunto d,os pontos d,a fomra lr * (1 - t)y tais que t €. IR denom'ina-se
linha recta que po,ssa por t e A.
Um subconjunto M c B! chama-se conjunto afirn se tr + (1 - t)A e M
Yr.,g e M e Í e IR. Por exemplo, os subespaços lineares de IR" são conjuntos
afins que contém a origem.
Para M C IR' e a € IRz, a translacção de M por o define-se como
M +a- {xta : x e M}. A translacçáo.L de um conjunto aÍim é um
outro conjunto afrm e M diz-se paralelo ao conjunto afim .L se existir a tal
qtte M : tr + o. Portanto a relação de paralelismo estabelece uma relação
de equivalência na famflia dos subconjuntos aflns de IRn.
Cada subconjunto afim não vazio é paralelo a um único subespaço -L, tal
que-L- M - M : {r-a : n e. M, A Ç M}.
A di,mensã,o de um conjunto afim, não vazio, M define-se como a di-
mensão do subespaço que lhe é paralelo. A um conjunto úm,
(z - I)-dimensional em IRa chamamos hiperplano. Hiperplanos e outros
conjuntos aÍins, podem ser representados por funções lineares. Em par-
ticular, os subespaços (n - l)-dimensionais de IR', são os complementos
ortogonais dos subespaços unidimensionais, que são os subespaqos -L que
têm como base um único vector, diferente de zero, digamos ó. Assim, os
subespaqos (n - l)-dimensionais são conjuntos da forma {a : x I b}, com
b * 0. Os hiperplanos são translacqões destes, i.e., conjuntos da forma
{r: rLb}+a-{x*a: (r,b) :O}:
: {a , @ -o,,,b) - o}: {c : (y,b): B}
onde B - (o, b). Portanto;
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TEoREMA 2.1. [Roc70] Dado B e IR e um uector b ê lff nõ'o nulo, o
conjunto'tl = {A : lg,b) : pl é um hi,perplano em W.
No caso em que V é um espaço vectorial topológico considera'mos que
um hiperplano ?l é decrito pelo conjunto {u : (f,o) : o}, onde (',') é "
produio escalar na dualidade V', V, Da-se que um hiperplano 7Í separa
(estrictamente) dois conjunto s Ae B se cada um dos semi-espaços fechados
(abertos) ümitados por ?l contém um dos conjuntos, i.e., se (/, tr) :.a é a
àquação'de 'lí, entá,o, paÍa a sepaxaçáo temos (.f, a) < a,,Ya € A, (!,bl Z a,
Yb e'B e pâra a separação estricta \Í,o\ < a,Ya € A' \i,b) > a,Yb e B'
TEoREMA 2.2. (Tarema ile Hahn'Banach lET99, pag' 5]) Seio'm
V um espaço uectori'al topológico; A um coniunto aberto, anueso e nõ'o-
uaz'io; e M um subespaço afim não-uaz'i,o, tal que AÍ1 M -- 0. Entã'o, eakte
um hi,perplano T1 afim e fechad,o tal que M c'll e An'|l -- 0-
CoRoleRro 2.L. [8T99, pag. 5l Seiam V um espaço uectorial to'
pológi,co; A urn conjunto aberto, conaeÍo e não-uazio; B um coniunto con-
ieri e não-aazi,o tal que Ai B = 0. Entõ,o, eriste um hi'perplano 71 fuhad'o
queseparaAeB.
ConoreRro 2.2. [ET99, pag. 5] Seiam V urn e§po,ço aectori'al local'
mente conaexo; C e F d,o'i,s conjuntos conaefros não'uazi,os e d'isiuntos em
que C compacto e F fechad,o. Entã,o, eai,ste um hi,perplano T1 techad'o, que
separa estri,ctamente C e F.
Como aplicação do (Corolário 2.1), se considera.rmos A cV "m subcon-junto e ?l um hiperplano a,Êm, feúado que contém pelo menos um ponto
a € .4, então o conjunto á está completa,mente contido num dos semi-espaços
fechados definidos por ?1. Neste caso dizemos qtte 77 é um hiperplano su-
porte e que a é tm ponto de suporte de A.
CoRolnRro 2.3. [ET99, pag. 5l SeiamV urn espaço aectori'al t'opológi'co
e A um conjunto conaero com dnteríor nã,o-uazi,o. Entõ,o, t'od'o o ponto ile
lr A é um ponto suporte d,e A.
O seguinte resultado é consequência do (Corolírio 2.2):
CoRoraRlo 2.4. [8T99, pag. 5] Nurn espaço uectori,al localmente con-
uero tod,o o conjunto fechado e conae$o é a'i,ntersecção de semi-espaços
techados que o contêm.
Do (Corolá,rio 2.4) deduz-se que todo o conjunto fechado e convexo é fe'
chado pa.ra a topologia fuaca o(V,V*). Nr- espa4o de Hausdorfl
Iocalmente convexo os conjuntos fechados e convexo§ para a topologia fraca
o(V,V*) coíncidem com os conjuntos fechados e convexo§ da topologia da
norma.
No contexto de espaços normados usamo§ a seguinte caracterização:
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LEMA 2.1. (Lerna d,e Mazur [ET99, pag. 6l) Seja V um espaço
norrnado e (un) uma sucessõ,o tal que u, - ú paro, o(V,V*). Então, existe
uma sucessõ,o d,e combi,naçõeo conaefio,s (un) tal que un : E{:nÀ6u6 onile
Efl:r)o : 1 e Àr ) 0, n ( k < N, que conaerge en'L nonna paraí, i.e.,
ll"" - All ---+ 0 quando n --+ oo.
2.2. tr\rnções convexas.
DrrIxrçÃo 2.3. [8T99, pâ9. 7] Sejam V unx espaço uectorial, A C V
unt, subespaço conuezo e a Junçã,o f : A -- n. 7 diz-se conaera se quaisquer
que sejam u,,u € A
(121) f(Àu+ (t - À)o) í À/(u) + (t - À)/(o) VÀ e [0,1].
sernpre que o segundo membro esteja definido (A ilesi,guaklaile (121) é ad,lida,
a não ser que f (u) - Í(u) - i*). Í d,i,z-se estrictamente conueta se for
conaelLa e
(122) /(Àa+ (t - À)u) í À/(u) + (t - À)/(u) VÀ e10,1[.
Por indução prova-se que, se / é convexa, para todo o conjunto finito
de elementos 1!1, ...,'un e V e para toda a famflia de números reais positivos
Àr, ..., Àr, tais que ET:l^i - L,
(123) Í(E?=À,iuil <D,?aÀif (u),
sempre que o segundo membro da inequação estiver definido.
Sef :V ------trtéconvexa,entã.o{u : Í(u)<a}e{ue E: f(u)<a}
são subconjuntos convexos de V, para todo o a € IR. A reciproca é falsa.
Para toda a função f:V -- E denotamos por dom f :-{ue V :
/(z) < +m) o d.omíni.o efectiuo de /, que é convexo, se / for uma função
convexa.
L f : A---+ IR com Á C I/ associamos a função
(r24) u€AuçA
que é convexa se e só se ACV é convexo e J: A -- IRé convexa. Se .r4, é
um subconjunto de tr/, definimos a função ind,i,catri,z de A
(125) õa(u) :- 0 se z€Á*oo se uçA
Claramente, .4 é um conjunto convexo se e só se da(.) é uma função convexa.
Uma funçáo convexa f : V -- R diz-se própria se não tomar o valor oo
e não for identicamente -lm.
O epigráfico de uma funçào / : V -- IR- é o conjunto
(126) epi /:: {(z,o) e Iz x IR : Í(u) S "}
A função Í:V -- Eé convexa se e só se o seu epigrrá.üco é um conjunto
convexo.
A seguinte proposiçã,o demonstra que o espaço das funções convexas ó
um espâço vectorial.
í Í(")l** seseÍ(u) ::
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PnorosrçÃo 2.1. [8T99' Pac. 9]
(1) Se / ,V nE é conseta e À > 0, entã'o \f é unuera;
izl S"'t e g forem funções comeÍas ilefini'd'as emV e com ualores em
E, entõ,o Í + g e uma funçõ'o conaeÍa'
(3) ,9a (fi)eel'é uma famlli,a d,e funções conuetas ilefinidas emV ' com- 
ualores emE, então / := sup461 fi é uma função conaeta'
2.3. Funções semicontínuas inferlores' Seja V um espaço vectorial
Iocabnente convexo'
DnrntçÃo 2.4. [8T99, pag. 10] Uma funçõ'o Í : V '' E d'iz-se semi'-
contínua i,nferi'or (abrevi'ailamente s.c,i") emV, se forem equi'aalentes:
(1) Va e IR, {u eV : f (u) < al é fechad'o;
(2) Vú' e V, Í (ú) < Iimir-f,.*z /(u)'
Deru,rrçÃo 2.5. [ET99, pag. lO! Seja ! : V -' É" Ao mai'or d'os
m,i,norantes semi,continuos inferi,ores ilà f chamamos i,naólucro semi,contínuo
i,nferi,or de f e d,enotamo-lo Por f .
CoRorenro 2.5. [ET99, pag. 10] Sejam ! : V ' IR ei o inaolucro
semi,contínuo i,nferior d,e I . Então,
(r) epiT = egtT;
(2) Yu e v , 
-Í (u) : Iim inf,-,, .f (u)'
Casoasfunçõesconsiderada§seremtambémconvexa§D,Semicontínuidade
inferior de / permanece inalterada quando se enfraquece a topologia de I/.
CoRor..a.Rto 2.6. [8T99, pag. 11] Tod,a a funçã'o ! : V '' E conueÍ.a
e semicontínua inferáor é sem,icontínua i,nferior quando v estd, muni,ilo d'a
topolo gi,a fraca o (V, V' )
Comefeito,comooepigrií6code/éconvexoefêchadota,mbéméfechado
pa,ra a topologia fraca a(I/,I/*).
A seguinte proposição é de especial interece'
PnoeosrçÃo 2.2. EJTgg, pag. 11] Seia f :V -'E uma funçõ'o con-
uera, semi,coittínua i,n!àri,or que toma o ualor -.o' Então, nã'o toma aalores
fini,tos.
2.4. Continuldade das funções convexas'
L:ilML 2.2. [ET99, pag. 11] Se na ai,zi,nhança ile um ponto a e V uma
funçõ,o conueaa'! é majàrad,a r)or urno, constante a e IR, entõ'o f é contínua
erna.
Conorezuo 2'7. [8T99, pag. 12] Tod,a a funçã'o conueno' e pr6pri'a, d'e'
finid,a num espaço ile d,i,mensõ'o fin'i,ta, é contínua no i'nteri'or d'o seu d'omtn'i'o
eJecti,uo.
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CoRor,eRro 2.8. [ET99, pag. 12] Seja f uma função conueaa e própria
d,efinida nurn espaço nortnado. Entã,o, exi,ste um conjunto aberto, não uazi,o
no qual f é limitad,a superiormente se e só se i,nt (dom f) * A. Além di,sso,
f é aí localmente lipschi,tziana .
CoRol.e.Rro 2.9. [ET99, pag. 13] Toda a Junçdo con eÍ0, e sem,icontínua
'inferi,or nun'L espaço de Banach é contínua no i,nterior do seu d,omini,o efec-
tiao.
2.5. Dualidade. Nesta secçã,o aplicamos o (Teorema 2.2) para intro-
duzir a noção de funções polares:
DrUNIçÃo 2.6. [Dac89] Sejam V unx espaço aectorial, V* o seu dual e
Í:V--8,.
(1,) A funçõ,o f" :V* --E d,"lnidopor f*(u-) = sup,er{(u*,r)-/(rr)}
d,iz-se funçã.o polar f .
(2) A funçã,o Í** , V -.E d"fi,ni,do por !--(u): supu.ey,{(o*,u) -
"f-(r-)) d,i.z-se funçõ,o bi,polar f .
(3) A funçao cof :V --. R defi,nida por coJ - {S < Í : s conuexal
chama-se i,naólucro conueao d,e f .
TEoREMA 2.3. [Dac89, pag. 35] Seja f :V -.8. Então
(I) Í* é conueÍl, e semcontínua inferior;
(2) Se f é conaeta e semcontínua inferi,or, entõ,o f" nô,o identicamente
.igual a *a;
(3) "f*. < coÍ L f esef é uma função conueta e sem,icontínua
interi,or, entã,o f**: co Í: f . Em parii,cular, se l:V ---+ IR,
entõ,o !** : co Í .
(4) f*** = Í*.
Tsonprrre 2.4. (Teorema d,e Carathéod,org lDac99, pag. 421) Seja
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CoRolenro 2.10
(128)




co f -in1 I),/(",) , IÀor,: z, Àr 2 o Iro-t
n+7
i=1
2.6. Subdiferenciabilidade. Seja I/ um espaço vectorial localmente
convexo e ! : V -': E uma função convexa. Um vector e* diz-se subgradiente
de / no ponto o se verifica a desigualdade:
(129) Í(z) 2 Í(x) * (r*,2 - a) Yz.
Esta condição, a que damos o nome de desigualdade subgradiente, significa
que o gráfico da função afrm h(z) = Í(r) * \r*,2 - z) é r,- hiperplano
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§uporte (nã.o-vertical) ao conjunto ep! / no ponto (o,/(o))' O -conjunto dos
."lgr"aià"to de / ám o diz-se subdiferencial de f em r e denota-se por




pode ser vazio ou conter um só vector' Se ô/(c) é
não-vazio, J diz-se subdiferenciável em z'
TpoRou.t 2.5' [R,oc70, pag. 218] Seia f "V 
'-'E' uma funçã'o própri'a
e conaeo&. Entã,o, são equi'ualentes:
(1) x. e 0Í(n);
(2) (r- , z - x) ' iQ) tem aalor mdai'mo para z: n;
(s) /(c) +.f*(r.) < (o*,o);
@) Í(") + .f*(r*) = (r*, z)
Se f é semi,contínua i,nferi,or, então sõ'o equiualentes:
(1) o e 0Í*(a*);
iz\ 1r- , ," -'a1 - 1' 1z*1 tem aalor md,ci.mo po'ra z4 = rt ;
Q) c. e 0l@)
CoRoreRIo 2.11. [8T99, pag. 21] O conjunto õt@) @ossi'aelmeteaa'
zio) é conuero e lechaào emV* para a topologi'a fraca* o(V* 'V)'
PnoeostçÃo 2.3. [8T99, pag' 21] Seja f tV ''7R' fini'ta e contínua.no
e"";; ; Zi'.' E;tao ô i @) * 0 Y i e t it liom f ) e ern particutar' 0 Í (t) * 0'
Prova-se que se / é uma funçáo convexâ' semicontínua inferior e própria'
definida ou- urprçà métrico completo, é subdiferenciável q's' no conjunto
int(dom/).
TnoRsue 2.6. [B,W98, pag' 483) Seja Í t W -' E uma funçã'o
própria, semi,contínua i,nferior e conaera' Entõ'o são equi'aalentes:
(1) / é d,'i'ferenci6,uel no coniunto .int (d'om f) + A' n't'as' ' 
Af @) : A Vt e d,om Í \i'nt (d'om !),
(2) a'!unçã,o f* é estríctamente conaesa em tod'o o coniunto conaeso
C c 0f*.
DnrrNtçÃo 2.7. [Yêh06, pag. 310] Seja I c IR um dnterttalo aberto e
I t I "+ IR-urna funiõ'o conueia. ! d'i'z'se d'eri'uó'ael à d'i'reita d'e co e I' se
esi,ti,r o li'mite
(igo) f'a,,ü: ti^, [9-!91 e n
D'i,z-se d,eri,uó,ael à esqueriLa d,e ro e I , se eriür o li'mi'te
(1a1) d(ro)(ro) : n. L(')-:J-("d 6 6
Se / é diferenciável à direita e à esquerda, quaisquer que s eiam x l' a2 e I'
com rt ( Í2, verifica-se:
(132) f6@) 3 /(*) - Í(*iÍ2 - :Dl S Í'.(rz)
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TEoREMA 2.7. [Yeh06, pag. 310] Seja f : I -- IR, corn I é um i,nterualo
aberto. Entã,o:
(L) Í é contínua em I;
(2) ÍlsÍlemI;
(l) i'" " f 
ta 
sõ,o funções crescentes em I I
(4) Í é d,eriudael, i,.e., eriste deriaad,a ft e é fini,ta, em qualquer ponto,
excepto num conjunto contáuel d,e pontos em I. Se ft eriste e
Í1,, Í2 e I, n1 1 Í2, entõ,o i'@i 3 f'@il.
TEoREMA 2.8. [Yeh06, pag. 313] Seja I um i,nteraalo aberto e f : I ---
IR uma funçõo conuera. Entõ,o:
(L) qualquerquesejaoi,nterualofech.adola,BlCl eM:-max{l1j(a)l,lÍ'"(0)l},
f é uma funçã,o M -Li,pschi,tzi,ana em lo, Bl, i.e.,
17 @z) - /("r ) I í Mlr2 - r1l Yr1, x2 e la, 131
(2) Para todo o re e I e pz,ra todo o m e lÍ'"@o), Í'a@ü1, aerifi,ca-se
f (u) > m(r - ro) * f (rs), para r e I ;
(3) Eciste uma colecção contáuel {g, I n e IN} d,e funções af,ns,
s.@) : dnt * {Jn, em que Í e I, an, pn e IR e n e lN, tais que
1(z) : spls"(r)
TEoREMA 2.9. [R.W98, pag. 359] Seja Íl um subconjunto aberto e con-
uero d,e IR". Consid,ere4e que o, funçõ,o f : O ---+ lft é conuera. Entõ,o, para
todo o t e d), o subdi,ferenci,al ô f (r) é (localmente) li,mitad,o.
3. Medida e espaços funcionais
3.L. Conjuntos mensuráveis.
DrrIr'vIçÃo 3.1. [Rud87, paC. 8] Seja X um conjunto. Uma colecçõ,o
A d,e subconjuntos d,e X d,iz-se uma o-álgebra em X se
(7) x e Á.,
(2) para cad,a conjunto A e A, o conjunto A' pertence a Á,,
(3) para cad,a sucessão infi,nita {A,i} d,e conjuntos que pertencem a A,
o conjunto Uf, Au pertence a A,
(4) para cad,a sucessã,o i,nf,ni,ta {At) d,e conjuntos que pertencem a A,
o conjunto Àp. Au perlence a A.
DertNrçÃo 3.2. [Rud87, pag. 8] Seja X um conjunto e Á, uma o-
6,lgebra em X. Entõ,o (X,A) di,z-se urn espaço mensuró,ael.
DrrtNrçÃo 3.3. [Rud87, pag. 8] Se A c X for um elemento d,e A
di,zemos que A é A-mensuráuel.
PnoeostçÃo 3.1. [Rud87, pâg. 8] Seja X um conjunto, e f uma
farníli,a de subconjuntos de X. Entã,o eriste a mais pequena o -dlgebra em X
que contém ?, que recebe o norne d,e o -dlgebra gerad,a por f,.
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DerrxrçÃo 3.4. [Rud87, pag' 12] A o-ó'tgebra d'e Borel 
em W ge-
,rd;;"; ;;i;çào d,e' abertos' (usiat's) i" H ' : é d'enotaita 
por B(Itr) ' os
subconjuntos ile Borel, ou-ioàionot, ile W são os elementos d'e B(W)'
DnrrurçÃo 3.5. [Rud87, pag' 12] Seio,9 7 fyíhi'a de toiLos 
os abertos
d.e Iff e seia f a famíl;i'" d"'i;i"Z o' i""hod'ot ai ttr' sei"ç6' o' colecç-õ'o d'e
;;d* ^-riit"rr"rç'õ", 
a" ,i"u'a,r iLe aniuntos em7' e seia fo a alecçõ'o
d,e tod,as as uniões a" "oiiuito' "rn 
f ' 
-Ot 
elementos ile Ça sã'o chamad'os
"rii""l"t 
G6 e os elemeníos d'e Fo são ch'amo'd'os coniuntos Fo'
PnoeostçÃo 3.2' [Rud8?, pag' L2)-Cad'a subconiunto lechaiLo 
de Iff é
um F6, e caia subconiunto aberto d'e IR! é um G''
DenrNrçÃo 3.6. [Rud87, pag' 16] Sejam X um coniunto' e A uma 
o-
áIoebra ern X . (Jma funçà; ;;'tí" d'omínio é a o -álgebra A' e cuios ualores-""írZ"-"í'""a""1, 
ú, iát, ili'z-se cont'auelmente aditiua se sati'sJaz
+ó +oo
(133) l-L Ua, : !r'(ar)
í=7
para caila sucessã,o {Aa} d'e coniuntos d'i'siuntos iloi's a d'o'is 
ile A'
DerrNtçÃo 3.7. [Rud87] thma med'id'a em A.!.urna função 
p : Á' -+
10,+t1 quã saüslaz lr(0) = o e é contauelrnente 
ad'i'ti'aa'
DonrurçÃo 3.8. Seja X um coniunto, A uma o -d'lgebra em X e p' uma
*"il,ao "*'A. 
Entõ,o (X, A', 1't') di'z-se url espaço de meüd'a'
PnorosrqÃo 3.3. [R,ud87] Seja (X', A, p') urn espaço ile med'i'd'a' 
e seiam
,q.,A e A "o* A c B; 
entãi P(A)'S 1L'(B)' Se além d'i'sso' p(Á) < +m
entõ,o p,(A\ s) : P(Á) - P'(B)'
DerrxrçÃo 3.9. Seia (X,"4,ti urn espaço d'e meiti'd'a' Se {Ad]1 c A-é
uma sucessõo arbi,trd,ria aà "o"ii"itot, 
entào p'' tli'z-se contauelmente subad'i-
tiua se 
/+@ \ l!3(134) r,. I lJ e' | <Lre,l.\;:i / t=r
PnorosrçÃo 3.4. [R,ud8?] Seia (X,"4,11') um' e$)aço ile meüila'
(f) §e {át} C A é u,ma sucessõ'a crescente (por i'nclusõ'o)' entõ'o 1't' 
(U'*-i a') :
Iim6-a-P(Á;),
(2) 5""Àí'à Á e uma sucessõ'o iletescente. (por inclusão)' " t" ,
p(Ae) < x se ueri'ficaparatoilo oi', entõ'o 1'r' (0u*5 at) - lim4-'1- pr (Á';)'
PnoeoslçÃo3.5.[Y€h06,pag'32]SeiaX3mconjunto'eP(X)a
"rwiào 
a" tàd,o, os ,ub"oniuni* ie X 
"Uma 
med'id'a exterior em X é uma
funçõ,o 1-r't t ?(X) "'' ll,+al tal que
(1) P-(0) = 0
izi'si Á c B c x entõ,o P'*(A) < ti(B)
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(S) Se {,ad} C Á, é uma sucessã,o arbitrd,ri,a d,e conjuntos d,e X, então
(135)
Podemos d,izer que uma med,ida erteri,or em X é uma funçã,o monótona e
contaaelmente subad,i,ti,ua d,e 
"(X) 
ern [0, +oo] tal que o aalor d,e 0 é zero.
OasunvaçÃo 3.7. Uma med,'i.ila pod,e nã,o ser uma medida exteri,or, basta
para isso que o eeu d,omínio nõ,o sejaP(X). E uma medida exteri,or poderd,
nã,o ser uma medida, poi,s pod,e nõ,o ser contóuelmente ad,i,ti,ua.
Um intervalo de IR" é um subconjunto de IRn do tipo 11 x 12 x ... x In
onde -I1 , 12, .,,,, In são subintervalos de IR e
11 x 12 x ... x In: {(rr,rz.,...,rn)lrt. € Ii,i,: L.,2,,....,n}.
O volume de um intervalo Iy x 12 x ... x Í,, é dado pelo produto do compri-
mento dos intervalos 11,,12, ..., In e denota-se por vol(í1 x 12 x ... x .Ir). Pa.ra
cada subsonjunto á de IR' seja Cn o conjunto de todas as sucessões {&} d"
intervalos abertos limitados tais que á c Ur+§ &. Entã,o a medida exterior









DnuuIçÃo 3.10. [Yeh06, pag. 28] Seja X um conjunto, seja p,* uma
medida exter'ior
em X . Um subconjunto B d,e X d,i,z-se p,* -mensurduel se a i,guald,ad,e
p.(A): p*(Ar\B) + p*(Aa B.)
se ueri,f,ca para qualquer subconjunto A c X .
DeuuIçÃo 3.LL. Um subconjunto d,e W d,i,z-se Lebesgue mensurdael se
é mensurd,ael relatiaamente à medida erteri,or de Lebesgue.
TsoRsl\ae 3.1. [Yeh06, pag. 44] Seja X um conjunto, seja p,* uma
medida erleri,or em X, e seja Mr, a colecçã,o de todos os subconjuntos 1,r* -
mensuráaeis. Então:
(1) Mr- é uma o-dlgebra;
(2) a restriçã,o de p,* a Mr' é uma medida em Mr'
PnoeosrçÃo 3.6. [Rud87] Qualquer boreliano d.e IRn é Lebesgue men-
suráuel.
DnrtNrçÃo 3.12. A restriçõ,o d,a med,id,a erteri,or d,e Lebesgue em Lff,
à colecçã,o Mp* dos subconjuntos de IR" Lebesgue mensur6.aei,s, é chamad.a
medi.da de Lebesgue e seró, d.enotada por L.
OasnnveçÃo 3.2. A restriçõ,o d,a med,id,a etteri,or de Lebesgue ao con-
junto d,os boreli,anos B(n") é também chamad,a med,ida de Lebesgue.
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PnorostçÃo 3.7. [Rud8?, pag' 41] Seja A um subconiunto 
d'e Iff
Lebesgue mensur ó'ael ' Entõ'o:
ítl tlnl :'urf {L(U) : U é aberto e AcU};
i;i ãi'Ài: ãp \/txl' r< é compacto e K c A\ ;
PnorosrçÃo 3'8. @ud87, pag' 51] A mel'i'd'a de Lebesgue 
é i'naari'ante
eo, t r*rír"ia", no ,àntl'ii suZ,"'" o e I* e A c I* então L(A) 
:
L(x+ A).
DortNrçÃo 3.13. Seia (X,A',ti urn espaço d'e meiLi'da' A med'ád'a 
p' d'i'z-
se completa se
AeA, P'(A)=O e BcA+BeA'
DnrIurçÃo g.LA. A meiti'd'a iLe Lebegue "* ry -d'os 
coniuntos l:!":7y'*
mensurd,ae,i,s e o "o*pt"to*"Ãío 
d,a meíiod,a de Lebesgue em (ffi , B(IR")).
LEMA 3.1. [R,ud87, pag' 48] Seia A um sub.coniunto Lebesgue 
men-
suró,ael de IRn . nntao "Ã'i"* 'ib"oíiuntot 
boreli'anos E e F ile IW tais
queEcAcF eC(F\E):0'
3.2. Funções mensuráveis' Nesta secção introduz-se o conceito 
de
zuoç* *"**ável e estudam-se a§ §uaa propriedades'
PnoeostçÃo 3.9. [Rud87, pag' 10] Seia (X'A) urn espaço mensur6'uel'
e seja A € ,A- Para u*o-Íunçáo l' A -t [-co' *m] as seguintes cond'i'ções
sõ,o equi,aalentes:
(t1 poro cad,a realt o conjunto {t e A : Í(z) í li pertence a A;
(2\ nara cad,a realt o coiiunto ia e l' t Í(r) <tj pertence o' A;
i;;;;;;;; d t o coiiunto in e A : Í.(") >-t\ perience 
a 'A;
iÁi;rru cad,arealt o aiiunt'oix eA: Í(*)>t\ pertence a A'
DerlNtçÃo 3.!5. Seiam (X,A) um fipo'ço n'Lensur6'ael' e A e 'A' -A
f""íai- í t À-, [--, +*] é À-*"nsurd''el se sati'st'az uma 
e porianto tod'as
-as 
cond,i,ções d,a (Proposi'ção 3'9)'
DortutçÃo 3.16. Se X : W, uma funçõ'o 1ue é mensurí'uel em relação
a B( IRn\ é chamaila Borel rnensllrd'ael e uma função que é mensurd'uel 
com
respei,to' a lvl s. d'i,z-se Lebesgue mensuráuel'
OesnnvlçÃo 3.3. Tod'a a funçõ'o Borel rnensurdael é Lebesgue 
men-
surd,ael.
PnoeostçÃo 3'10. [Rud87, pag' Lol Seia V'A) "\ :spo'ço ::1:e:-^
,uràr"l, " seià A € A. 
Para uma função f z A -' IR as segui'ntes cono'1'çoes
sõ,o equi,aalentes:
(L) Í é,A'mensuró'ael; -iá\ br* *ao ,uu"oii'nto aberto U d'e IR o coniunto /-1(U) 
pertence
aA;
(3) para cad,a subuniunto fechad'o F d'e IR o coniunto f-l(F) pertence
aA;
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(4) para cada subconjunto boreliano B d,e IR o coniunto f-l(B) per-
tence a A.
Sej am / e g funções que tomam valores na recta acabada E - [-oo, *oo]
etêmo mesmo domínio /. O mríximo e o mínimo de Í eg sã,o funções de
á pa.ra [-m, *m] definidas por
(/ v s)('Ú) : max{"f (r)' e(")}'
(f n s)@): min{/(o), s(r)}.
PnorostçÃo 3.11. [Rud87, pag. Líl Seja (X,A) um espaço rnen-
suróuel, seja A e ,A, e sejam f e g lunções mensuró,aeis d,efinidas em A
com aalores em l-oo,lcxll. Entõ,o ÍvS e Í Ag sã,o mensurd,ueis.
PnoeosrçÃo 3.12. [Rud87, pag. 3l] Seja (X,A) um espaço men-
surd,uel, seja A e A, e seja (Í") uma sucessõ,o d,e Junções mensurd,aeis
d"ef,nidas de A paral-a,+cnl. Entõn
(l) as funções sup, "f, e irrf.n f n sã,o mensurá,aeis I
(2) as Junções 1im sup,, /,, e lim inf, f n são mensurduei,s;
(3) a funçã,o lim"- f, ( cujo domíni.o é {x e A : lim sup,, /,, :
lim inf, f")) é mensuróuel.
PnoeosrçÃo 3.13. [Rud87, pag. 7L] Seja (X,,,A) um espaço men-
surd,ael, seja A um subconjunto d,e X pertencente a A, sejam f e g lunções
d.efinidas de A em IR, e sejaa um número real. Entõ,o dÍ,Í +5,Í - S, ÍS
"{ @nd" o d,omíni,o aeI e{reA:s(r)fo} ) sõ,omensuróneis.
DerrNIçÃo 3.17. Seja (X,A, tt) urn espaço d,e med,i.d,a. Di,z-se que uma
propriedade no conjunto dos pontos de X se ueri,fica quase sernpre, se o
conjunto d,os pontos em X para os qua'i,s a propri,edade nã'o se aeri,fica ti,uer
med,id,a nula.
Por outras palawas, uma propriedade verifica-se quâse sempre se existe
um conjunto "A/ pertencente a.4, satisfazendo ir (Â/) : 0, e contém todos os
pontos onde a propriedade é satisfeita.
Abreviadamente escrevemos, q.s. quando queremos afirmar que uma
propriedade se verifica quase sempre.
PeoeosrçÃo 3.14. [Rud87, pag. 271 Sejo. (X,Á, pr.) um esptaço de me-
di,d,a, e sejam f e g funções def,nid,as em X e cnm valores reais que sã,o i,guais
q.s.. Se p, é completa e se ! é A-mensuráuel, então g é A-mensurd,uel.
CoRoLARIo 3.1. [Rud87, pag. 28] Seja (X, A, p,) um espaço d,e med.id,a,
e seja (t.) uma sucessõ,o de funções defi,nidas em X de lalores reai,s, e seja
f d,efini,d,a em X e corn ualores reais tal Aue (Í") conuerge para f q.s.. Se p,
é completa e cad,a fn é A-mensuróael, entõ,o I é A-mensurdael.
DnrtuçÃo 3.18. [Rud87, pag. 19] Urna funçã,o s : W -- IR chama-se
funçõ,o sirnples se o selt contradomínio, s(W), for um conjunto fini,to.
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PnoeosrçÃo 3.15. [Rud87, pag' 38] Seja (X'A) urn espaço mensurd'ael
" 
,"ir-í "*'i"niuúo 
àe * .- a"iai ' funçã'o 
caracteri'sti'ca d'e B ' vs ' é A-
mensurí,uel se e só se B e A'
Onsonvl,çÃo 3.4. Se s(c) e {o1, ",a*i.Y.a e W enlõ'o clararnente
t :"íír"rin, ond,e l.1-'-'1a à-ia" ' á@1.= 
a)' Além d'isso' s é
*"n ír|aà íe- "'só se 
At,..., A* sõ,o mensurd,aeis.
TpoRpue 3.2. [Rud87, pag' 19] Seia { :.A ç W -+ IR' Pod'emos
goronti,, i oittênci,à d,e ,r*oi"Lttai (Q ae funções s'i'mples conaergi'nd'o
pontualmente Para f em A'
(1) Se f é ti,mi,tada, (sn) pod'e ser escolhi'ila d'e rnoilo que a conaergênci'a
seia unif orme;
Q) S; Í é mensurd,ael, caila sn.pod'e ser mensurd'ael;
tãi s; i tem ualores nã'o negaiáuos, a sucessão (sn) 
pode ser escolhi'da
' ' 
d,e mod'o a ser crescente em cad'a ponto'
S.s.TeoremasdeLuslneEgoroff.osegúnteTeoremagaranteque
o*r ilrrçao mensurável pode ser 'aproximada" em medida' por uma firnção
contínua.
TsoRplrn 3.3. [ET99, pag' 231] (Teoremo, d'e Lusi'n)
S"j;í-t W '- W; u*o'Tuniao mànsuró'aet' -Suponhamos 




fini't'a' Entõ'o' para todo o e ) 0' etiste
íi *"i"Àt, compacto K c A tat que L(A\K) < '' e Ílx 
é cnntínua'
Tponpue 3.4. [Yeh06, pag' 105] (Teorema d'e Egoroff)
S"j;; jk : W '-+ fu, k : í,í, "' u*' sucessdo^d'e funções mensurd'ttei's .e
A c Itr um conjunto mensuró,iel com meilid,a fini,ta e Ín - g q.s. em A.-
Entõ,o, qualquer que seia e > 0 enste um conjunto mensurí'uel B c A tal
q"" CiÃ\q . i, e Ín' I uni,formemente em B'
3.4. O integral de Lebesgue' Esta'mos em condições de definir o in-
t"grJ du Lebesgie de uma funçã'o mensurável definida num conjunto men-
surável ,4 c IR". Nesta secgã'o quando falamos de conjuntos mensuráveis
queremos dizer Lebesgue mensuráveis '




Se / é mensurável e não negativa' defrnimos
I t@\a': "'n / s(x)d'x'Je-. JA
onde o supremo é tomado sobre o conjunto das funções mensuráveis 
que se
anulam fora d" .,4. e satisfazem 0 < s(c) S /(s) em á'
OasnnvlçÃo 3.5. O i,ntegral ile uma funçõ'o não negatiua poile ser *a'
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Se / é mensurável e tem valores reais, escrevemos Í : f+ - /-, onde
,f+ : max{"f,[} u /- : min{-.f,0} são ambas mensuráveis (Proposiçã.o
3.12) e nã,o negativas.
DnnINIçÃo 3.19. [Rud87, pag. 25] Definimos
frl(136) l7ç4a,-17-61ar+lÍ+@)dnJe-' Ja' Je"
sernpre que um d,os integrai,s ilo segunilo membro é f,nito. Se ambos os
i,ntegrais são fini,tos di,zemos que f é Lebesgue i,ntegrdael em A.
PRoeostqÃo 3.!6. Suponharnos que tod,as as funções e coniuntos si,tados
são mensurdaeis.
(1),9e / é li.m'itad,a em A e p(A) < a, entõ,o ! é Lebesgue i'ntegrdael
em A.
(2) Se a ! Í(a) Sb para tod,o o n e A e se p(A) < x, entã,o
ap(A) < [ i@)a, S b1.t(A).
JA
(3) Se / < g para todo or€4, e se ambos os i,ntegrai,s eristem então
tf
I f(r)dr< | s(r)dr.JA JA
(4) Se f,g sõ,o Lebesgue i,ntegráaeis em A, então Í + S é Lebesgue
i,ntegráuel em A e
(Í + g)@)ar - f(r)dx + l^ s(t:)d,u.[^ l^
(5) 
^9e / é Lebesgue i,ntegrdael em A e c e A, entã,o cf é Lebesgue
integró,uel em A e
tf
l(cf)(r)dx:c I Í@)tu.JA JA
(6) Se / é Lebesgue integráael em A, entõ,o lfl é Lebesgue i'ntegráael
emAe
ll^ ll@)ldr
(7) Se f é Lebesgue i,ntegró,uel em A e B C A, então f é Lebesgue
integniael em B. Se além d,isso /(r) à 0 Ttara todo o r e A, então
Í =l^
d,s
f (r)d,t S f (c)d,r
8) Se p(A) : 0 entã,o Ia Í@)ds - 0.
9) Se Í é Lebesgue,integrd.uel etn A e se ["f(r)dx:0 para todo o
B c A, entã'o f (r) :0 q.s. em A.
L l^
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OasenveçÃo 3'6' Se J é Lebesgue i'ntqrd'uel 1m Iff ou mensuró'ael 
e
*ã":;;;;;r;;* lff, eútío a funçãí d'e conjunt'os Ê d'efini'ila 
por
L(A): lorclo*
é contá,aelmente ad,i,tiua e por isso é uma meilid'a, 
na o -ó'lgebra dos subcon'
juntos mensurd,u ei's d'e W
Oasenvnç Ão 3.7. Note-se {lue, coríLo conse{luência, Pod,emos 
i,gnorar
conjuntos ile meili,ila nula na i,ntegraçõo ' Assi'm, se f e 
g sã,o mewwtitteis
emAeset@) s@) q.s. em A então IeÍ@)d's Ies@)d'a
Tronnrrae 3.5. (Teorema ite Fatou lHud87, pag. 231) Seja
(f")",ew
uma sucessõ'o d,e funç ões mensurd,aeis, não neg
ati,aas e t(a) lim inf," Í^(x) '
então i é mensu,rdue t e [* f d,a Sl\run ix Í"d,n
Tuoeeve 3.6. (Teorema, d,a Conuergênci,a Monótona [R,ud87,
pag. zt} Seia h'x -- [0, +oo] & 1r2r..., unt a sucessõ,o d'e funções men'
surd,ttei,s, tai's que, h 3 ...3 Íu S Íu+tí...(*ooe Í(*) suP,, ft 
(r)
Então,f émensuró,uele !*Ítu hm" Ix Í.dn
Tnonnrrae 3.7. (Tarema d'o, C ona ergêncio' Dom'i'mad'a [R.ud87,
pag. 261) Seja f,: X -- E uma sucessõ,o d'e lunções mensurda eis, conae'
9x nilo q.s. em X Para !:X-+IR Suponhamos 
que eriste g e L1(X) tal
que lf.(t) a s@) q.' em X, entõ'o Í e Ll(x) e
lim l. i"dr L Ídnn
3.5. Os esPaços de Lebesgue .L?. Nesta secqão O designa 
um aberto
de IR" e munimos IRn da medida de Lebesgue
DnnNrqÃo 3.20' [Bre99, Pag' 55] Chamamos suPorte 
d'e uma funçã'o
f :Q---+ IR ao feclt'o do aniun'bo d'e Pon tos ond,e ! 
nã,o se anula, i'sto é,
suppf:{teQ i (a) *o\
DnrrNrçÃO 3.2!. Denotamos por c,(íl) o espaço ilas lunções 
contínuas
com suPorle comPacto '
DnrtNrçÃo 3.22. pre99, pag' - 
551 Denotamos noy LL\A\ o espo'ço
esnaco das funções I'nt"giio"i*" "Ã 
§l càm oalores em IR' Defini'mos em
.ri(ri) , nonna lllll1= Jn l/(c)ldc'
OnsnnveçÃo 3.8. Duas funções d'e Lt. 1(o i'ilenti'cas 
se ai'nct'di'rem q's''
m""ai"lr"à'ài1uÃto 1*.õ ' }t'l * s@)i tiaer.med'i'ita 
nuta' De facto'





Seja p €. [1, +m[ e d,efina'se




Em ü(A) d,efine-se a nor'ína ll.f l[,, = (Jo l/(r)leas)
1OO A, DEFINIÇÔES E RESULTADOS PRELIMINAR.ES
DrrtNtçÃo 3.24. Definimos .Lm(O) - {/ : O ---- ml f é mensurduel
e et'iste uma constante C tal que |/(c)l S C q.s. em Q\. Considera'Inos ern
.L*(O) a norrna d,efi,nid,a por
ll/llz"" : inf{C : l/(")l < c q's' em Ql'
Seja 1 < p < oo; designa-se por p* o expoente conjugado de p, isto é,
i * nt -- 1. Se p = 1oo consideramos p* - 1. Se considerarmos / definida
em Q com valores em IRm então escrevemos / € ,e(O, IR-).
TroRpua 3.8. (Desiguald.ad,e d.e Hôld'er [Bre99, pag. 561) Seiam
Í € Le(A) e s e IP' (A) com 7 1p < +m. Então f.e e LL(A) e
I
I l(f s)(x)ldr S ll/llp í llsllr*.
J
Tponpvre 3.9. [Bre99, pag. 57] I](q é um espaço d,e Banach para
tod,o 11p ( -|oo.
TEoREMA 3.10. [Bre99, pag. 58] Seja (t) utna sucessão em I](A)
e f e Ln(A), tais que llÍ"- Í1j,, -: 0. Entã.o, eriste h e U(A) e uma
subsucessão (Ín) trl qu"
(t) (/".(z)) -- Í(n) q.s. emd)
(2) lf,,ul t h(r) Vle e q.s. sobre Q.
Reflexividade e separabilidade.
TEoREMA 3.L1. [Bre99, pag. 59] O espaço U é refi'éxi'ao para L < p <
oo.
TBonplae 3.12. ( Teorema d,e representaçõ,o d,e Ri,ez lBre99., pag.
6ll) Seja 1<p< x e seja,p e (I?)*. Então, eaiste e éúni,coueU tal
que (e, f) - [ uf V/ e rr(O). Além disso,llullt,' = llpll<q-.
Este teorema diz-nos que qualquer funcional linear contínuo em .Lp, com
1. < p < foo representa-se como uma função de I?' . Assim é podemos
identiÊcar o dual de I? com LP*.
Ttoenue 3.13. [Bre99, pag. 61] O espaço C.(A) é denso em I?(Q)
parallp<oo.
DnurrçÃo 3.25. Seja I < p < a. Diz-se que urna funçõ'o f : Q --* fi
perÍence a Ll""(A) se Íxx e Le(A), para qualquer conq)acto K c Q.
LEMA 3.2. [Bre99, pag. 61] Seja J e L!."(Q) tal que
(137) u(a)f(r)do:0 Vu e C"(O)
Então f :0 q.s. em{1.
TEoREMA 3.14. [Bre99, pag. 66] O espaço Lp é separó.ael para I 1p I
oo.
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TpoRpun 3.15. Sejap € (,1)-(o) t'al que \9' Íl = I "f V/ € rl(c,)'
Atém d,i,sso, lltlll;- = llrllla'1''
OasunveqÃo 3.9. [Bre99, pag' 63] Este teorema af'rma 
que qualquer
funcional li,near conttnuo "* Li 'á 
pod" representar con'L urna funçõ'o L* '
'írrl* eoa"*os id'enti'ficar o d'ual d'e Lr com L* '
PnoeosrçÃo 3.1'7. [Bre99, pag' 64] O espaço Lt não é refl'éxiuo'
Referimos que ('L1)* = trÓ então podemos concluir que I- náo' é
refléxivo, pois, caso contrrírio 'Ll seria iefléxivo' O dual de I@ contém
;;ri"taãát;.Ll. Portanto, existem formas lineares p contínuas sobre ZÉ
PnoeosrçÃo 3.18. [Bre99, pag' 66] O espaço Lú nã'o é separó'ael'
3.6' ComPacidade.
DerrutçÃo 3.26. (1) SeI 3p <T:umasucessã'o(Í") c I?(O'Itr)
conaergelortementepo'oJeU(a,W)((Í")tt)se(pord'e'
finiçã'o) 
llf, - /lko * o'
(2) se L S p < @, Lffna- t":".tt92.(/")"c l?(a,Itr) conaerge'-' 





3\ Uma sucessõ,o (/r) c L* (A, I*) cotuaerge fracamenter para









é fricamente relati,aamente "oipoito 
em U(tt) (fracamente'* relatt'uamente
,i*it"'t, se p = a ) se e só se ài*tu'*o constante k > o t'al que ll f ll," 3 k
unilormemente Para tod'o o n'
Seja P : L' Sõ'o equi'ualenles:
(í) A suc"rsao (!r) é fracamente con'lpa.cta em-L\(Q);
izj ecxte uma àwtante tç > 0 tat que llfllü ! k para toilo o n;
B\ (Cond'i'cõ,o d,e equi,'i,ntegrabi'ildade) para tod'o € > 0'
''' '"íí"i"-i -- attl > o, tat Eie para qualquer subconiunto mensur,'ael
que nã,o sã,o do tiPo
(P, Í) =
E com l0l < 6,
uÍ VÍ € .t-(O) com u€L1
L lf"(a)ld.x < e
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(4) eri'ste uma funçã,o á : (0, oo) ---+ IR conueaq semi,contínua inferi,or e
crescente tal que: limo-oo 9 : **, e supr.s l.r á(lul)dr < +oo.
3.7. Os espaços de Sobolev trU1'P.






) ' lgr, ...,9n e Ü(Q) tai,s 
que
Vrp e Cf;(O)Vz : 1, ..., n)
Í. Í 9í9ôre
OnsrnveçÃo 3.10. Denotamos por Ht(Q) -Wr'2(A).
Dizemos q:oe gi é a derivada parcial de / no sentido das distribuições
peio Lema (3.2) cada gi é único. Definimos em Wt''(Q) a norma
lÍlw,* : lulr,-'I ll#11,,
ou por vezes a [orma equivalente
(u,w.,- á ilá*lL)* 
e 1 ( p < oo
\




L<p< co, 171,e(Q) é refleri,uo para 1 <p< x e separd'uel para L 4 p < m.
O espaço H1 (O) é um espaço ile Hi,lbert, separó,ael.
OrsnnveçÃo 3.11. Se Q é timitado e sufic'ien'temente regular, I/1'*(O)
é o espaço de todas as lunções li,pschi,tzi,anas em (1.
TEoREMA 3.17. (Relli,ch-Kond,rachou [Bre99, pag. 169]) Suponha-
se {l de classe Cr . Tem-se
(L) sep <n, entãoW|'s(a) c re(o)Vq e [1,p*[ onde fi: í- *,
(2) se p: n, entã,o wt's(a) c trp(o) vq € [1, +oo[;
(3) se p ) n entõ,o Wr's(a) c C(O).
DorrwrçÃo 3.28. [Bre99, pag. 171] Seial < p < oo, W{oip) ilesi,gna
o fecho d,e C)(O) emWl'P(A)
Podemos dizer, " grosso modo"que as funções WJ"(O) sã,o as funções que
se anulam na fronteira ôO. Esta afirmação não é muito precisa porque já
vinros que as funções J e W1'o çQ1, apenas esião definidas a menos de um
conjunto de medida nula, pelo que se âO tiver medida nula é indiferente o
valor que / toma em â O.
LEMA 3.3. [Bre99, pag. 171] Se Í e W|'e(Q), L Sp 1,x, com suppf
compacto contid,o em {1, então Í eWl'e6l).
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TEoREMA 3.18. [Bre99, Pag' 171]
Í eWt,P(A)nC(O) com L ! P < ú'
equi,ualentes :
(1) /:onaôQ;
(z) Í e I4li'e(o).
Suponha-se Q d'e clo,sse CL ' Seia
Entõ,o as cond'i,ções segui'ntes são
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Teonnue 3.L9. (Desi'9uald'ad'e d'e Poi'nq'ré [Bre99' p"E' L14l)- ^
Suponhamos que Q é um aberto li'mi'tado' Então eriste utna consto'nÍe 
u
(ilepend,ente de Q e P) tal que
(138) ll/llr, í cllvJlh,' v/ € wol'e(o) (1 I p < m)'
TEoREMA 3.20. [BGH98, pag' 79] Seia(f*) umasucegsõ'o 
emWl'l(a'b)'
a,b e IR. Suponha-se que:
(1) sup, llf"llrar',, : K <x;
(2) as funções que a caila E * lalD f,ld'a, E c (a''b) sã'o equi'absolu-
tamente cont{nuas'
Então, eri'ste uma subsucessõo-(Ín*) que conaerge no.senti'ilo lraco 
emWl'|(a'b)
ío"ro-otgu*o função Í F Wt't(o,l)' Reci'pro-cament',e' se (fn) 
que conaerg.e




uerd,adei.ia's" ior fi'm, as cond'i'ções (t) e (z) ueri'ficam'se se
,ii t" tt"l é equilimi,tad,a em Ltia,b) e eriste uma função á : [0' oo) 
--+ 'B
corn
ti* á(") : +oo, e sup
a-+@ § n
0(lfi@)l)d'r < +o
3.8. Funções de variaçáo limitada'
DnnrxrçÃo 3.29. [YehO6, pag' 261] Seia la,bl c IR com a 
1 b'
(l) Uma parti,çõ,o ile lo,bl,- -é y^ coniunto fini'to' ' n ,= {a - *ç < n2 < ,.' 4 ün --'b} d'e pontos em la''bl'0\ Seia i, n a colecçã,o ile toilas as partições d'e la'bl' Ch.arnamos .ua-*' -iáoio"" a" i "* [o, b] 
relati'uarnente à parti'çõ'o
n r= {o -- to 1 sz 1," I an = bl à função
n
(l3e) v:(f ,") = ! l/{rr) - /(or-r)l € [0, +oo)'
Io= 1
(3) Ckamamos uari,açõ,o total d'e f em la,bl à funçõ'o
(140) vlT) = supnrvl,,uV!(f, r) € [0, +ooi'
(4) Di,z-se gue f é uma função d'e uari'açã'o ti'nt'i'taila ( abreai'ad'amente
Í e BV([a,b))) sev](f) < *'
$) S"iom n,'n) éí,0 iox'qu" r C r' ' Neste caso d'iz-se que d é um
refinamento d,e r.
OasenveçÃo 3.L2. Se r e e fIo,6, então r l) nt e ÍIo,6' Neste coso'
n lJ r' é um refinamento tanto d'e r como d'e r' '
Í,
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PnorosrçÃo 3.20. lYeh06, pag. 2621
(1) ,9e zr, r' e Í1o,6 e r c rt , então V:(Í,Í) <V!(Í,o');
(2) Se f e BV(la,bl), entã,o para toiLo o a e la.,b) tem-se que !(x) e
t/(a) - v:(f), Í(a) +v:(Í)l;
(3) se / e BV(la,bl), então -! e BV(la,bl) "V:(-Í) -vlj);
@) Se f : [a,b] ---+ IR é uma tunçõ,o monótona, entõ'o f e BV(la.'bl),
e neste caso V:0 : l/(a) - /(r)1.
LEMA 3.4. [Yeh06, pag. 263]
(l) Sejam h, Íz e BV(la,bl) e ct, c2 e IR. Entõ,o, qft + c2Í2 e
BV(la,b)) e V!(c1!1+ czÍil < lrrlvlffr) + lczlvl(fz);
(z) Se f e BV(la,b)), então qualquer que seia o i,nter"ualo fechad,o
[os, à6] c la,bl, tem-se que f e BV (lan,,bol) e V:: (Í) < Vlff) ;
(3) Sejace (a.b). Set e BV(la,c)) e f e Bv(lc,bl), entã,o f e
Bv(a,bl) "v:(f) --v;(Í) +v:(Í)
TEoREMA 3.21. (Decomposiçã,o d,e Jordan de funções de ua-
riação lirni.taila [Yeh06, pag. 265])
Seja f : [a,ô] --+ IR. Entã,o J e BV(la,bl) se e só se eú,stem d,uas funções
gr,,9z : la,bl ---+ IR crescentes tai,s que Í : St - 92 em la.,bl.
DrrtNrçÃo 3.30. Seja f e BV(la,bl). A erpressã.o f - gL- gz ond,e
gt,, gz : la,bl ---+ IR sã,o duas funções crescentes d,enomina-se d,ecom,posi,ção
d,e Jordan d,a função !.
OnsneveçÃo 3.13. ,4 decomposi,ção d,e Jorilan de f nã,o é úni,ca.
TEoREMA 3.22. [BGH98, pag. 97] Seja f : la,b)--.- IR uma funçã,o d'e
u ari,açõ,o Limi,tada. Entã,o,
(l) Í é d,i,terenc'ióuel q.s. emla,bl;
(2) Í' e Lt(a,b).
DrrtmIçÃo 3.31. [Yeh06, pag. 266] Seja f e BV(la,bl). A funçõ,o
d,e uari.ação total uS de f : la,bl - : IR define-se como uy(t) = Vf (Í) paru
Í e la, ol.
TEoREMA 3.23. [Yeh06, pag. 266] Seja ! e BV(la,b\), onde a < b.
Então, a funçã,o d,e uariação total u1 d,e f é contínua em:co e la,bl, se e só
se J é contínuo, ern fro.
3.9. tr\rnções absolutamente contínuas.
DonturçÃo 3.32. [Yeh06, pag. 270] Uma funçõ,o J : la,bl'- IR d,i,z-se
absolutamente contínua em la,b) (abrea'iadamente ACla,b)), se para todo o
e > O, eri,ste õ > 0 tal queli=r(bk-o,") < 6 i,mplica Dt, l/(br)-/(or)l <
€, paro, toda a colecçõ,o d,e i,nter"ualos fechados {l"r.,bx) : lç : 1,...,n} d,e
i,nteriores dois a dois d,isjuntos , contidos em la,bl.
TEoREMA 3.24. [Yeh06, pag. 2741 Seja f : la,bl--- IR uma funçõ,o
ab s oLutamente contínua. Então
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(l\ f é uniÍonnernente conttnua em la'bl;
i;i'f , uÃo f""çao d'e aari'açõ'o ti'mit'aila em la'bl'
A reciproca deste teorema é falsa'
Tsonplvle 3.25' [FMO98) Seja / : [o,ô] --s lR uma função absoluta-
*""r;;;;;;. i" à c la,bl L um c'oniunto mensurd'uel tal que lt 
(E)l = 0 '
entõ,o f'(t) = O g.s. em E.
A reciproca deste teorema é verdadeira'
DnrrNtçÃo 3.33. Seja J : [4, b] '-+ IR' Di'z-se que ! sati'sJaz a -co-ndiçã'o
(N\ d.e Lusi.n emla',b], '"'el'"'í"ii 
o subconjunto E c la'bl d'e meili'd'a nula'
iambén' Í(E) é d,e med'i'd'a nula'
LEMA 3.5. [Yeh06, pag' 273] Se ! :la'bl.-' IR é uma funçõ'o 
absoluta'
mente contínua, então, paío ud'i o e > 0, eríste õ ) 0' tal qugD'ew@2-'::i'iT,-;*0,;;"*' í";;11(4") - Í(a.).1 < ,e e D,ew{supt% 'a*tÍ -
infr^. r..r fl < e, poro toi)o"T"*i"*'çao contd'uel {la''b*l i n e II!} de su'
bt;;;:;;àír" Íechaios d,ela,b) com i'nteriores iloi's a d'oi's d'i'sjuntos'
TEoREMA 3.26. [Yeh06, pag' 2741 Seja ! -: [o'b] 
-- n' Ant79 ! e
absolutamente contínua ,À fi,A1"r" , ,i se sati'sfaz as squi'ntes condi'ções:
(L) Í é contínua ernla,bl; t
iál 
'f 
e uma funçã'o à"' 'i't'oçao 
li'mitada em la'bl;
is\ 
"i satxÍ; a and'i'ção (N) em la'b)'
DnrrNrçÃo 3.34. [Yeho6, pag' 2761 Seja f :-la'bl--' -E-.uma *?.!ãt
L"b;;;;";';;;i,,à "* i,7l' 
'i"ni'mos umi funçõ'o F em la'bl por F(t) -
"i i:jt :a" 
para t Ç la,b) onile c é um nú'mero real arb'i'tró'ri'o'
LsNIr 3.6. [Yeh06, pag. 2771 Seja ! : ["'b] : fr' uma função Lebesgue
intJsri;"t "Ã là,a1. 
s" F[i é uma funiõ'os' anstante em la'bl' ent'ã'o f -- 0
q.s. em la,b).
LEMA 3.7. [Yeh06, pag' 281] Sgia ! :la'bl-',lR uma funçõ'o-absoluta'
*"ítí-*ninui. s' Í' :;q';' "; lá'bi entao' ! 
é constante em la'b)'
TEoREMA 3.27. [Yeh06, pag' 281] Seia f t [a' b] --+ IR uma lunção
absolutamente contínua. a"ta, 1lÍ'(r)d'r: J(ú) - f (a) parat €Ia'bl'
TEoREMA 3.28' [Yeh06, Pag' 288]
(1) ,9e J : [4, b] --+ IR é uma funçõ'o tLi'Íerenci'áuel 
para toilo o- e.la'!), e
lt é limi,tad,a "* l",il, àntio f ' [a' 
b] - IR é uma funçã'o absoluta'
m,erlte ioniínuo' Portanto '
t Í'(,)a,: "r(a) - /(o)'
Q) {e Í : [o,b] -''IR'é'lipschi'tzio"?.1!la'bl (. i'sto..é' etiste 
uma
constante M > 0 tat Eu; lÍ(t') - /(/')l 3 Mll - tt'\. quaisquer que
seiam t', {t e la,b)), então f é absolutomente contínua en'L la'o! e
Ê Í'(ia, = /(b) - /(a)'
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TEoREMA 3.29. [Yeh06, pag. 317] Seja J : I '--, IR uma Íunção conuexa,
I c IR um i,nterualo aberto. Entõ,o ou f é monótona em I ou et'iste rs € I
tal que f é d,ecrescente em IÀl - m, ,0] e crescente em I n lcs, *crc|.
PnoeoslçÃo 3.21. [Yeh06, pag. 318] Se f : I --+ IR é uma funçã.o
conl)eÍa, I c IR um i,ntet'ualo aberto, entã'o f é uma funçõ,o absolutamente
corLtínua em tod,o o 'i,nterualo techailo lo", Bl c I '
TpoRprrae 3.30. [Yeh06, pag. 318] Seia f uma lunção conaexa em
la,b]. Se f é contínua à d,i,rei,ta d,e a e à esquerda d,e b, entõ,o I é uma
funçõ,o absolutamente contínua em la,bl.
TsoRpN4Â. 3.31. [Yeh06, pag. 319] Seja f : I '- IR, I c IR um i,nterualo
aberto. Suponhamos que
(l) Í é absolutamente contínua em todo o interaalo fechad,o contid,o em
T;
(2) Í' é uma funçõ,o crescente no subconiunto 1",0) c I (onde ft
e.ri,ste),
Entõ,o, f é uma função conl)efa definida no i,ntet"ualo I.
3.10. Um teorema de mudança de wariável.
TpoRsN4e 3.32. [SV69] Sejam f : lc,d') '- Ig e s : fa,bl '', IR, tai,s
que g tem d,eriuad,a fi,ni,ta q.s. em la,,bl e f uma funçõ,o Lebesgue i'ntegrd'ael
ern lc, d,l > S(a,b)). Entõ,o, (f " g) ' g' é Lebesgue i,ntegr6'uel e ueri,fi'ca-se a
fómnula d,e mudança de aari,ó,uei,s
rs(0) rA(141) l-' ' t(r)ar: I /(e(s))e'(s)ds,, va.0 e [o,Ô],Js@) Jo
se e só se a funçõ,o composta F o g é absolutamente contínua, send'o F (t) =
Í Í(,)a,.
CoRoraRro 3.2. [SV69] Sejam: g uma funçã,o monítona e absoluta'
mente contínua; f uma Junçõ,o Lebesgue i,ntegrd,uel. Então (f " g) ' g' é
Lebesgue àntegráuel e aerifica-se (L47).
CoRoraRro 3.3. [SV69] Seiam g uma função absolutamente conttnua e
f uma fitnção li,mi,tad,a e mensurd,vel. Entã'o (J o g)'gt é Lebesgue i,ntegrduel
e uerifica- se (lAL).
CoRoreRro 3.4. [SV69] Sejam g uma tunçõ,o absolutamente contínua,
Íe
U " S).gt funções Lebesgue i,ntegráueis. Entãn aerifica-se 
(L4L).
3.11. O Teorema de Liapunov das medidas vectoriais. Nesta
secção, Á C IRU representa um conjunto mensurável de medida finita.
TpoRoue 3.33. lCes83, pag. 453] Sejam li'. A - IRn, i :7,,...,h
funções Lebesgue i,ntegrd,uei,s em A, e \i : A'-+ ll't) para j : 1, ..., h funções
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mensuráaei'e, tai's que D!=,li = L' Er:tãp' eai'ste uma parti'çã'o E!'"''Eh'
à1" "r"Wt"'A, 
d'e-sub*i,fiintàs d'i'siunt'os e mensurd'aei's' tal que
h h
3.J"2. Equações diferenciais' Seja'm O um subconjunto aberto 
de
IR x IR", e g-: O -+ IR' uma fun@o'
DorrNrçÃo 3'35. [Bress] c(') d'i'z-se soluçã'o para a equação ili'ferenci'al
x'(t) : g(t,a(t)),
se x(.) é uma funçã'o absolutamente contínua que sati'sfaz a iguald'ad'e 
ante-
ríor q.s. em í1.
De modo simiiar, se r(') é solução da equação diferencial
at(t): g(t,r(t)),
» 1,, f i(t)d,t: Í^ 1x,1,ç1ati=r i=L
t,n(t) -- n(a) + s(r,,t(r)) 
d'r'
então
ouaisouer que seiam a e b pertencentes ao domido de c(')''-*N;;;i, 
"tá"ri"u 
das equaçõm diferencias ordinrí'rias' supõe'se que a
funiao g(') é contínua q.r. "* duas 
variáveis' Neste capítulo consideramos
q"" gi Í à âif"renciável ãm relaçã'o à variável '' 
rn-as âpetrâ§ mensurável em
r"iuô'u t. Supomos ainda que I : O --+ IR" satisfaz:
(1) Para todo a funçã.o ,('), g(','(')) a$nif' em Q' : {t : (Í' r) e{)}
é meusurável. p*t tàáã " i u'fuoçao 
g(Ú'') deÊnida em o1 = {r :
(t,r) e O) é de classe C1'
(2) Pa"ra todo o compac to K c O existem constantes Cx' Lx tais que'-' ü(r;rx; c*, 1içt,*1 + s(t,úl s Lxls- sl, v(ú,r)' (t's) e K'
TpoRrnae 3.34. [Bress] Seia g : Q -'-+ Iff uma funçã'o que satisfaz:
(L) Para toilo o r('), a função.g(',r'(')).d'efinid'a ernil' = {' : (Ú'r) €'-' a\ é menrrrd,o":1. iam'uaá'o t,' a funçõ'o 9(t'') d'efi'nid'a em d'\ --
{x : (t,, a) e Ql é d,e classe CL ,
Q\ Para toilo o compacto K c Q eaistem constantes Cx, Lx tai,s que--'
üi;rX i cx, lsl,') + s(t,úl s Lxla - vl' v(ü' o)' (t'u) e K '
e consi,ilera'se o Problema
at(t) = g(t,a(t)),
para (a,a(a)) €dl. Então'
(l) Eri,ste 6 > 0, tal que o problema at (t) = g(t' r(t)) ' tem soluçõ'o n(')
d,efini'd,a em la - ô, b - ô]'
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(2) Se g(.) esti,uer defi'nid,a em todo IR x W, e exi,stirem constantes
C, L tai,s quels(t,x)l< C elT(t,t)- s(t,a)l < Llr-vl,Yt,,r',s,
entã,o, qualquer que seia o i,nter"ualo lc, dl contendo a o problema
tem soluçã,o definida em lc,d,l.
Doravante todos os resultados enunciados pa,ra soluções do Problema de
Cauchy estão enunciados para b ) o.
O Lema seguinte fornece um instrumento muito útil, porque permite
estimar a distância entre duas soluções de uma equação diferencial. E um
resultado fundamental na demonstração da unicidade de soluçã.o.
LEMA 3.8. (Desi,gualdad,e d'e Gronwo,Il [Bress]) Seia z(') uma funçã,o
absolutamente contínua nõ,o negati,ua tal que z(a) < "l , z' (t) S a(t) z(t) + 0(t)
q.s. em la,Tl, para funções a, B 'integrd,ueis e "l unro, constante nã,o negati,aa.
Entõn z(.) satisfaz a desiguald'ade




B(r) exp a(o)d,o dr)* I,
OnsnnveçÃo 3.L4. O segund,o membro da desigualdade (112) é preci,sa-
mente a soluçã,o Ttara o problema li'near
w(a) - 1, w'(t) : a(t)w(t) + 0(t).
TpoRprrae 3.35. [Bress] Seiam n1('), r2(') d,uas soluções d'o Problema
de Cauchy, deJinidas nos i,nter"ualos la,t1l e la.,t2) respectiaaraente. Se con'
s1d3rarn'Los T : mi1,{h,tz]; , entõ,o nít) : q(t), Yt e la,,T).
O resultado seguinte mostra que, se a solução o(') do Problema de Cau-
chy não pode ser estendida para 1á de certo tempo T, enláo quando t -+ T-
ou lr(l)l 'r c,o, ou então (r, rc(Í)) aproxima-se de âO.
TpoRplae 3.36. [Bress] Seja T > a, o suprerno d'os tempos r os quais
o problema rt(t) : g(t,n(t))., tenx solução r(') d,efi,ni,d,a em la,r). Então, ou
T : a, ou então timi-r-(z(ú)l + 46,7fipq) : m.
3.L3. Multifunções.
DnrrNtçÃo 3.36. LIma multi,funçao I : IR* = IRn é uma apli,caçõ,o 
que
a pontos de IR'n associa subconjuntos d,e W.
Se O é um subconjunto de IR-, dizemos que I é fechada, compacta,
convex&, ou não vazia em O, desde que püa cada ú e O, a multifunção l(Í)
tem essa propriedade particular.
DorruIçÃo 3.37. [Cla90, pag. 111] (Ima mult'ifunçã'o I : Q = W
d'iz-se mensurd,uel, se para tod,o o conjunto aberto O C úff, o coniunto
f-1(o) : {Í € o : f(ú)n o *a} ca
é mensuráuel, 'i.e., f -1(O) e A. Em parti,cular, o conjunto
d,oml: l-1(n") é mensurd,ael.
3. MEDIDA E ESPAÇOS FUNCIONAI§ 
109
TpoRpvIa 3.37. [Cla90, pag' U1] Qualguer multi'funçõ'o 
I : O 3lB"
fechad,a, mensuró,uel " nao aaAa 
ad'mite sempre uma selecçõ'o mensuró'ael'
i..e., eriste uma função *';;;'d;;; ' i"Àr 
--> IRn tal que 1(t) € r(Ú)'
para tod,o ot€Q.
Seja O : [4, b]. Suponhamos que existe uma.função d(t) .€. 
.Ll(O) tel
ô,ê ne.râ todo oú e fr,af, "í*'tádoo "7(t) 
e f(t)' l1(t)l I @(t)'
"*bã;J;; ilú'i a" r('; u* [o,b] como sendo o conjunto
Fb (fi
lu 
,ç1or: {l' Út)at ' ú) 
é uma selecçã'o mensurável ae r(t)} '
TEoREMA 3.38. [Cla90, pag' 113] Seial:A= W umamultifunçã'o
fechad,a. mensuró'ael, naí-o'ol;'o7- ii ktí" umg'.fiycõ'9 i'ntegráael .Q(t) 
tal
t;;:,";:,"';;;;-" 
r"á\"',"fi, pi'o tod'o o 1(t) e r(t)' lr(t)l < S(t)' entõ'o
[o r@or: fb cot(t)d't.
Ja Ja
A uma inclusão do tiPo
(143) r'(,) € r(ú, '(')) Q's''' 
t e la'bl
onde I : IR x IR' 3IR'; damos o nome de inclusã'o diferencial'
Uma soluçã,o ,(') pu" t problema !14.3) f.iT'tunqã'o absolutâmente
co.rti.r'uã ,,Íà,bl --, u1.", t"t que c'(t) satisfaz (143)'
3.14. Funções normais' Seja O c IRn um conjunto aberto 
e limitado'
DrrturçÃo 3.38' [8T99, pag' 2321 Uma Junçõ'o f : O x W -- ]R
d,enomi,na-se funçã'o normal se
(1) .f (Ú, ') é semi'cont{'nua i'nieri'or-em W q's' emQ;
(2) Eriste u o t t"A)-d -' E' Borel mensurá'uel tat que f(t'') =
f (t,') q.s. emA'
Um resultado essenciâl para o estudo das funções 
normais é:
TEoREMA 3.39. (Teorema d,e Surza-Dro'goni, [pT99l 
pas, 232\).
SeiaB c IRn u'm "rniuíto-atborel' 
Então Í'4"8-uÉ' éumafunçã'o




existe um cuniunto ",;;;;'-í:' 
K com l/< \ 
'("1 
! e' tal qL'e Ílx"*s é
s emi, co ntínu a i'nf eri, or'
DnrrNrçÃo 3.39. [ET99, pag' 234] Umatunção f :
d,e C arathéod'org se:
(1) f (ú, ') é mensurí'uelYt e A;
izl i(', r) é c-ontínuaVn € Iff '
Seja / : Á x IR" ----- H tal que f(t'u) : g(x)
,"*i*otf"", inferior. Então / é uma funçE normal'*l-ú;á; 
indicatriz õç : A x IRn -- IR ( onde C
multifunqão) deflne'se como:
Ax W -t IR d,i,z-se
com g : IR' IR
Á3IR"éuma
.--+




e é uma funçã.o normal se e só se C(.) tem valores fechados e é mensurável




é uma função normal e dom/(t) : dom "fo(t) n C(l). Quando a função /6 é
de Caratheódory então dom/(ú) : C(t).
TEoREMA 3.40. [RW98, pag. 671] Seja J :T x IRn "- R é uma funçâ,o
normal, entã,o o,s suas tunções polar e bi,polar f* e f** , respecti,aamente,
tatnbétn sd,o funções normais.
PnoeoslçÃo 3.22. [RW98, pag. 674] Seja f : T x IRn - R tal que'
f (t, t) é pripria e sem'icontínua i.nJeri,or; f (t,.) conuera para tod,o o t eT.
Entõ,o, f é uma funçã,o normal se e só se:
(L) a apli.caçã,o grôf (t,.) é mensurdael;
(2) eri.ste uma função mensurd,uel z:T --- IR" tal que 0f (t,z(t)) 10,
paratodootCT.
3.15. Intersecção de epigráficos. Seja d : [0, +m[-- IRU {*m} uma
tunçáo não negativa, crescente, co[vexa, semicontínua inferior e superlinear,
i.e,
(144) .5* p' = a*.t+*m ú
Suponhamos / : O x IR- x IR' - E uma funçâo normal tal que
"f(r,r,()> 0(16l),
com / não negativa, /(ú,.,.) semicontínua inferior q.s. em O e /(., s,{)
mensurável para todo o (s,{) e IRm x IRn.
LEMA 3.9. [ET99, pag. 24L) Sejam E urn espaço métri,co, e ç: E x
W -- IR uma funçõ,o semicontínua i'nJeri,or tal que:
(145) Ve e E, p(",0 à á(l€l).
Entõ,o, Y e e E, aeri,fica-se a i,guald,ad,e:
(146) [l- U epie@,.) -aepzç(e,.).
e>0 le_el<e
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Conor.a,Rro 3.5. [8T99, pag' 243] §e f é-uma função normal d'efini'd'a
"*aÇ 
w x Iff arn /(o, t,4) > 0(lQl)' entã'o
(LAt) i- U epif(t,s,')=@epif(t'z'')' 
q's' emdt'
€>0 ls-31!e
PnoeostçÃo 3.23. [ET99, pag. 246] Se, f,'é uma função 
normal.d'efi.
nida eme x w " n' ;;;-i(;I,g) 
> o(lgl)'. então f*r também é uma
função nonnat d,efinid,a ";çl:; ã";;h"1"à'to*ue* 
satislaz a desi'suald'ad'e
J** (r, s, €) > á(l€l).
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