Abstract: We consider a long-range version of self-avoiding walk in dimension d > 2(α ∧ 2), where d denotes dimension and α the power-law decay exponent of the coupling function. Under appropriate scaling we prove convergence to Brownian motion for α ≥ 2, and to α-stable Lévy motion for α < 2. This complements results by Slade (1988) , who proves convergence to Brownian motion for nearest-neighbor self-avoiding walk in high dimension.
1 Introduction and results
The model
We study self-avoiding walk on the hypercubic lattice Z d . We consider Z d as a complete graph, i.e., the graph with vertex set Z d and corresponding edge set Z d × Z d . We assign each (undirected) bond {x, y} a weight D(x − y), where D is a probability distribution specified in Section 1.1 below. If D(x − y) = 0, then we can omit the bond {x, y}.
Two-point function. For every lattice site x ∈ Z d , we denote by W n (x) = {(w 0 , . . . , w n ) | w 0 = 0, w n = x, w i ∈ Z d , 1 ≤ i ≤ n − 1} (1.1) the set of n-step walks from the origin 0 to x. We call such a walk w ∈ W n (x) self-avoiding if w i = w j for i = j with i, j ∈ {0, . . . , n}. We define c 0 (x) = δ 0,x and, for n ≥ 1, where D is specified below. We refer to D as the step distribution, having in mind a random walker taking steps that are distributed according to D. Without loss of generality we assume here that D(0) = 0.
The self-avoiding walk measure is the measure Q n on the set of n-step walks W n = x∈Z d W n (x) = {0} × Z dn defined by
where c n = x∈Z d c n (x). We consider the the Green's function G z (x), x ∈ Z d , defined by
We further introduce the susceptibility as (1.5) and define z c , the critical value of z, as the radius of convergence of the power series (1.5), i.e. The main part of our analysis is based on Fourier space analysis. Unless specified otherwise, k will always denote an arbitrary element from the Fourier dual of the discrete lattice, which is the torus [−π, π)
d . The Fourier transform of a function f :
The step distribution D. Let h be a non-negative bounded function on R d which is almost everywhere continuous, and symmetric under the lattice symmetries of reflection in coordinate hyperplanes and rotations by ninety degrees. Furthermore we require h to decay as |x| where ∼ denotes asymptotic equivalence, i.e., f (x) ∼ g(x) if f (x)/g(x) → 1. For α ≤ 2 we make the stronger assumption that h is completely rotation invariant on R d (that is, not only by angles of 90 degrees as above). Consequently,
We then consider D of the form
where L is a spread-out parameter (to be chosen large later on). We note that the κth moment During the paper we shall make frequent use of the Landau symbols O and o. We denote f = O(g) if |f /g| is uniformly bounded. The bounding constant may depend on d, α, h, but not on n, k, z, u, ε (these quantities are introduced later on). It may further depend on L unless there is an explicit L-dependence in g (like in the previous paragraph). By o(1) we denote terms that vanish as n → ∞ (except for the appendix, where the limit |k| → 0 is considered). Lemma 1.1 (Properties of D). The step distribution D satisfies the following properties:
(ii) there is a constants c > 0 such that 
An example of h satisfying all of the above is 13) in which case D has the form
(1.14)
1.2 Weak convergence of the end-to-end displacement.
For α ∈ (0, ∞), we write
where the spread-out parameter L is sufficiently large. Then self-avoiding walk in dimension 17) where
The quantities π n (x) appearing in (1.18) are known as lace expansion coefficients. We do not perform the lace expansion in this paper. References to the derivation of the lace expansion and various bounds on these lace expansion coefficients are given later on. Under the conditions of Theorem 1.2, (2.21) and (2.58) below imply that both sums appearing in (1.18) are finite. However, the quantities π n (x) are given in terms of an alternating sum, cf. (2.22), and their sign is not known. Nevertheless, both sums appearing in (1.18) can be made smaller than 1 by taking L large enough, as proven in [11] for α > 2, and for α ≤ 2 it follows the lines of [14, Section 6.2.2] in combination with [9] . Consequently, K α ∈ (0, ∞).
Mean-r displacement.
The mean-r displacement is defined as
where we recall c n = x∈Z d c n (x) =ĉ n (0). For r = 2 this is the mean-square displacement, and already well understood. For example, van der Hofstad and Slade [11] prove the following rather general version:
. Consider self-avoiding walk with step distribution D given in Section 1.1 with α > 2. Then there exist constants C > 0 and δ > 0 (both depending on d, α, h, L) such that, as n → ∞,
The proof of Theorem 1.3 is also based on lace expansion. In the sequel we prove a complementary result for r < 2. To this end, we write f ≍ g if there are uniform positive constants with cg ≤ f ≤ Cg.
Theorem 1.4 (Mean-r displacement).
Under the assumptions of Theorem 1.2, for any r < α ∧ 2,
Recently, Chen and Sakai [3] found the proof that (1.21) holds for all r ∈ (0, α), for long-range self-avoiding walk and long-range oriented percolation.
Convergence to Brownian motion and α-stable processes.
In order to deal with the cases α = 2 and α = 2 simultaneously, we write
. Given an n-step self-avoiding walk w, define
We aim to identify the scaling limit of X n , and the appropriate space to study the limit is the space of 
for every bounded continuous function f :
That is to say, X n converges in distribution to an α-stable Lévy motion for α < 2, and to Brownian motion for α ≥ 2. Equivalently, Q n converges weakly to W (α∧2) .
In order to prove convergence in distribution as a process, we need two properties: (i) the convergence of finite-dimensional distributions, and (ii) tightness of the family {X n }. We shall now consider the former.
Convergence of finite-dimensional distributions means for every N = 1, 2, 3, . . . , any 0 < t 1 < · · · < t N ≤ 1, and any bounded continuous function g :
Convergence of characteristic functions determines convergence in distribution, it is therefore sufficient to consider functions g of the form
We rather use the equivalent form
which better fits in our setting.
as the N -dimensional version of the Fourier transform of (1.2), with n (0) = 0. An alternative representation isĉ
is the weight of the walk w (|w| denotes the length) and
We fix a sequence b n diverging to infinity slowly enough such that
for example b n = log n.
Under the conditions of Theorem 1.2,
holds uniformly in g.
The presence of the sequence g n might appear unclear at this point, it is there for a technical reason: The proof of Theorem 1.6 is carried out by induction over N and some flexibility is needed in the endpoint.
Let us emphasize that (1.32) has indeed the required form. Let
We apply Theorem (1.6) with N + 1 and g n ≡ 0, where
and this converges to
as n → ∞, as we aim to show for (1.26). Thus the finite dimensional distributions of (long-range) self-avoiding walk converge to those of an α-stable Lévy motion, which proves that this is the only possible scaling limit.
Discussion and related work
Long-range self-avoiding walk has rarely been studied. Klein and Yang [19] show that the endpoint of a weakly self-avoiding walk jumping m lattice sites along the coordinate axes with probability proportional to 1/m 2 , is Cauchy distributed. A similar result for strictly self-avoiding walk is obtained by Cheng [6] . In a previous paper [9] it is shown that long-range self-avoiding walk exhibits mean-field behavior above dimension d c = 2(α ∧ 2). More specifically, it is shown that under the conditions of Theorem 1.2, the Fourier transform of the critical two-point function satisfiesĜ
is an arbitrarily small quantity. Hence, on the level of Fourier transforms, the critical two-point functions of long-range self-avoiding walk and long-range simple random walk are very close. Indeed, the results in [9] suggest that the two models behave similarly for d > d c , and we confirm this in a rather strong form by showing that both objects have the same scaling limit.
Chen and Sakai [5] prove an analogue of Theorem 1.2 for oriented percolation, and in fact our method of proving Theorem 1.2 is very much inspired by the method in [5] . The bounds on the diagrams are different for the two different models, but the general strategy works equally well with either model. In particular, the spatial fractional derivatives as in (2.30) are used for the first time in [5] .
Slade [16, 17] proves convergence of the nearest-neighbor self-avoiding walk to Brownian motion in sufficiently high dimension, using a finite-memory cut-off. Hara and Slade [8] provide an alternative argument by using fractional derivative estimates. An account of the latter approach is contained in the monograph [14, Sect. 6.6] . All of these proofs use the lace expansion, which was introduced by Brydges and Spencer [2] to study weakly self-avoiding walk.
2 The scaling limit of the endpoint: Proof of Theorem 1.2
Overview of proof
The lace expansion obtains an expansion of the form 
for z ≤ z c , and recalling
We proceed by proving Theorem 1.2 subject to certain bounds on the lace expansion coefficients π n (x) to be formulated below. A Fourier transformation of (2.3) yieldŝ 4) and this can be solved forĜ z (k) aŝ
Since z c is characterized byĜ zc (0) −1 = 0, one hasΠ zc (0) = 1 − z c , and hencê
If we let
where
IfĜ z (k) −1 is understood as a function of z, then A(k) denotes the linear contribution, E z (k) denotes the higher order contribution (which will turn out to be asymptotically negligible), and B(k) denotes the constant term. The denominators in (2.10)-(2.11) are positive for z < z c , cf. (2.74)-(2.75) below. For the first term in (2.10) we write 12) and the geometric sum converges whenever z < z c (A(k) + B(k)) /A(k); the latter term approximates z c as |k| → 0. For z < z c , we can write Θ z (k) as a power series,
In Section 2.3 we prove the following bound on the error term θ n :
Equation (2.14) and Lemma 2.1 imply the following corollary:
By (2.14) and Lemma 2.1, for ε ∈ 0,
As n → ∞, we have that
follows directly from the following proposition:
Proposition 2.3. Under the conditions of Theorem 1.2,
If a sequence h n converges to a limit h, then (1 + h n /n) n converges to e h . The above estimates imply lim
We thus have proved Theorem 1.2 subject to Lemma 2.1 and Proposition 2.3. We want to emphasize that the bounds on the lace expansion coefficients π n (x) enter the calculation only through (2.19) and the error bound in Lemma 2.1.
Bounding the lace expansion coefficients
In this section we prove an estimate on moments of the lace expansion coefficients π n (x). This estimate is used to prove Proposition 2.3. Let us begin by stating the moment estimate.
Lemma 2.4 (Finite moments of the lace expansion coefficients). For α > 0, d > 2(α ∧ 2) and L sufficiently large, we let
The fact that the ((α ∧ 2) + δ)th moment of Π zc (x) exists is the key to the proof of (2.19). Interestingly, there is a crossover between the phases α < 2 and α > 2, with α = 2 playing a special role. A version of Lemma 2.4 in the setting of oriented percolation is contained in [5, Proposition 3.1].
Before we start with the proof of Lemma 2.4, we shall review some basic facts about structure and convergence of quantities related to π n (x) introduced in (2.1)-(2.2). Our main reference for that is the monograph by Slade [18] , who gives a detailed account of the lace expansion for self-avoiding walk. Other references are [10, 14] . We shall also need results from [9] , where a long-range version of the step distribution is considered. For n ≥ 2, 
where the constant in the O-term is uniform for all N . Consequently, (2.23) is summable in N ≥ 1 provided that L is sufficiently large, and hencê
Lemma 2.4 implies Proposition 2.3, as we will show now.
Proof of Proposition 2.3 subject to Lemma 2.4. We first prove the assertion for α ≤ 2, and afterwards consider α > 2.
For α ≤ 2, we choose δ ≥ 0 satisfying (2.20) and such that α+δ ≤ 2. Then we use 0 ≤ 1−cos(k·x) ≤ |k · x| α+δ to estimate
We use (1.12) and Lemma 2.4 to bound further
which proves (2.19) for α ≤ 2. For α > 2, we fix δ ∈ (0, 2 ∧ (d − 4)). We apply the Taylor expansion
together with spatial symmetry of the model and Lemma 2.4 to obtain
Eq. (2.19) for α > 2 now follows from (2.28) and (1.12).
In the remainder of the section we prove Lemma 2.4. A key point in the proof is the use of a new form of (spatial) fractional derivative, first applied by Chen and Sakai [5] in the context of oriented percolation.
Proof of Lemma 2.4. For t > 0, ζ ∈ (0, 2), we let
For α > 0 and d > 2(α ∧ 2), we choose δ as in (2.20). For x ∈ Z d we write x = (x 1 , . . . , x d ). Then by reflection and rotation symmetry of π n (x), 
32)
This yields
as an upper bound of (2.31). We write the double integral appearing in (2.34) as the sum of four terms, I 1 + I 2 + I 3 + I 4 , where
and I 2 , I 3 , I 4 are defined similarly:
We now show that I 1 , . . . , I 4 are all finite, which implies (2.21). The bound I 4 < ∞ simply follows from 1 − cos t ≤ 2 and (2.24). In order to prove the bounds I 1 , I 2 , I 3 < ∞ we need the particular structure of the π n (x)-terms. To this end, we defineG
In [18, Theorem 4.1] it is shown that for z ≥ 0, N ≥ 1,
z (x) = 0 (2.40) and
These bounds are called diagrammatic estimates, because the lace expansion coefficients π (N)
z (x) are expressed in terms of diagrams, whose structure is heavily used in the derivation of the above bounds. The composition of the diagrams and their decomposition into two-point functions as in (2.40)-(2.41) is described in detail in [18, Sections 3 and 4] . It is clear that a slight modification of this procedure proves the bound
Given (2.42), it remains to show the following three bounds:
Suppose (2.43)-(2.45) were true, then
) and δ 2 < α ∧ 2, we obtain that I 1 is finite for L sufficiently large, as desired. Similarly, it follows that I 2 and I 3 are finite. It remains to prove (2.43)-(2.45), and we use results from [9] to prove it. We introduce the quantity
Then λ z satisfies the equalityĜ
is the Fourier transform of the simple random walk Green's function. This definition is motivated by the intuition thatĜ z (k) andĈ λz (k) are comparable in size and, moreover, the discretized second derivative
is bounded by
To make this more precise, we consider the function f : [0, z c ] → R, defined by
It is an important result in [9] 
Error bounds
The proof of Lemma 2.1 is the final piece in the proof of Theorem 1.2. Our proof of Lemma 2.1 makes use of the following lemma: Lemma 2.5. Consider a function g given by the power series g(z) = ∞ n=0 a n z n , with z c as radius of convergence.
The proof of assertion (i) is contained in [7, Lemma 3.2] , and (ii) is a direct consequence of (i) since (i) implies that |n a n | ≤ O(z −n c n b−1 ). Lemma 2.5 is the key to the proof of Lemma 2.1.
Proof of Lemma 2.1. We recall
Before bounding ∂ z Θ z (k), we consider derivatives ofΠ z (k) (the Fourier transform of Π z (x) introduced in (2.2)). The first derivative of ∂ zΠz (k) is converging absolutely for z ≤ z c , i.e.,
cf. [14, Theorem 6.2.9] for a proof in the finite-range setting, and again [9] for the extension to long-range systems. Moreover, we claim that 
(see the first displayed identity in [14, p. 196] ). On the one hand, (1.10) and (1.12) imply that there exists some constant
c 2 , by (1.11). Together these bounds yield
Hence the right hand side of (2.60) is less than or equal to
and this is finite if
Furthermore, the proof of [14, Corollary 6.4.3] shows that
3 The mean-r displacement: Proof of Theorem 1.4
Proof of Theorem 1.4. We start the proof by noting that the reflection and rotation symmetry of c n implies
where x 1 denotes the first component of the vector x ∈ Z d . Recalling (1.22), it is therefore sufficient to prove
2)
The upper and lower bound in (3.2) are proved separately, by different methods. We start with the former. Our proof of the upper bound uses methods similar to those developed in Section 2.2, and again a key ingredient is the equality in (2.30). Again, we denote by
We consider the generating function of the left hand side of (3.2), 
where in the last integral we bounded 1 − cos t ≤ 2. The generating functionĜ z (k) near the critical threshold z c is known to be bounded by O(z c − z) −1 , cf. [9, Theorem 1.1] (the ansatz in (2.10) leads to the same bound). Hence the second integral in (3.4) is bounded above by
The first integral on the right of (3.4) can be expressed as
The proof of Proposition 2.3 might be extended straightforwardly to shoŵ
for a certain constant C α ≥ 0 (with C α = 0 if α ≤ 2), and the o(1)-term vanishes as u → 0. Consequently, (3.6) is bounded above by
Suppose for now that α = 2, then 1 −D( ⇀ u) ≤ O(u α∧2 ) by (1.12), and (3.7) becomes
Consequently, H z,r ≤ (z c − z) −1−r/(α∧2) , and Lemma 2.5(i) may be applied to deduce
c .
An application of Corollary 2.2 then finishes the proof of the upper bound in (3.2).
If on the other hand α = 2, then (1.12) and (3.7) obtain
We then apply the following version of Lemma 2.5(i) (which may be proved along the same lines as Lemma 2.
Together with Corollary 2.2 this obtains
Finally, we complement the proof of the theorem by showing the lower bound in (3.2). It follows from Theorem 1.2 that 
where we used 1 − cos t ≤ |t| r for r ≤ α ∧ 2 in the last bound. This implies the lower bound in (3.2), and proves the theorem.
Proof of Theorem 1.6. The proof is via induction over N , and is very much inspired by the proof of [14, Theorem 6.6.2] , where finite-range models were considered. The flexibility in the last argument of nT is needed to perform the induction step. We shall further write nt (j) and nT instead of ⌊nt (j) ⌋ and ⌊nT ⌋ for brevity.
To initialize the induction we consider the case N = 1. Sinceĉ (1) nT (k n ) =ĉ nT (k (1) n ), the assertion for N = 1 is a minor generalization of Theorem 1.2. In fact, if we replace n by nT , then instead of (1.16) we have
as n → ∞.
With an appropriate change in (2.17) we obtain (1.32) for N = 1 from Theorem 1.2.
To advance the induction we prove (1.32) assuming that it holds when N is replaced by N − 1. For an n-step walk w ∈ W n and 0 ≤ a ≤ b ≤ n it will be convenient to write
We further consider the quantity J [a,b] (w) that arises in the algebraic derivation of the lace expansion as in [18, Sect. 3.2] . For our needs it suffices to know that
and, for any integers 0 ≤ m ≤ n and w ∈ W n , nT (k n ) =
denote the contributions towards (4.5) corresponding to intervals I with length |I| = I 2 − I 1 ≤ b n and |I| > b n , respectively. It will turn out that the latter contribution is negligible. We take n sufficiently large so that (nt
We use e y = 1 + O(|y| α∧1 ) and (4.3) to see that the second line in (4.6) is equal to
By the induction hypothesis,
where the error terms are uniform in |I| ≤ b n . Substituting (4.7)-(4.9) into (4.6) yields
where |Θ| ≤
In (4.11) there are precisely m − 1 ways to choose the interval I ∋ nt (N−1) of length |I| = m. We further bound
where Corollary 2.2 is used in the first inequality, m ≤ b n in the second, and the last estimate uses (1.31) and Lemma 2.4. Recallingĉ
Case α > 2. We expand
for 0 < ε < (α − 2) ∧ 1. By reflection symmetry,
k j x j D(x) = 0 and
Furthermore, as D is symmetric under rotations by ninety degree, Since D is symmetric, the sum defining S 2 can be split as The second sum on the right of (A.8), together with the complementary sum in (A.4), obtains the summand 1 on the left of (1.12). It remains to understand the first sum on the right hand side of (A.8).
We treat this term with the same recipe as above yielding for α = 2, where v α is composed of the various integrals arising during the proof.
