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Abstract 
The Kasami codes is a family of [2  2m - -  1, 3m, 2 TM 1 _ 2"- 1 ] codes which are well known for 
their applications to construct sequences with optimal correlation magnitudes. The weight 
hierarchy of the Kasami codes is completely determined. It is also shown that the chain 
condition holds for these codes. 
1. Introduction 
The generalized Hamming weight of a code was introduced by Wei [9] to charac- 
terize the code's performance on the wire-tap channel of type II introduced by 
Ozarow and Wyner [8]. 
We let an [n,k,d] code denote a code of length n, dimension k and minimum 
distance d. For any code D, let z(D) be the support of D, i.e., the set of positions where 
not all of the codewords of D are zero. The rth generalized Hamming weight of a code 
C is defined by 
d,(C) = min{ Iz (D) l lD  is an r-dimensional subcode of C}. 
The weight hierarchy of a code C is the k-tuple of generalized Hamming weights 
{dr(C)}, 1 ~< r ~< k. In particular dl(C) is the minimum distance of C and dk(C) is its 
effective length. The weight hierarchy has been determined for the Golay code, 
Reed-Muller codes by Wei [9], for codes meeting the Griesmer bound by Helleseth 
et al. [4]. 
For the BCH codes very little is known. It has been shown by Feng et al. [3] that 
d2 = 8 for all binary primitive double-error-correcting codes. Kabatianski [5] proved 
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that d 2 = 3t + 2 for all sufficiently long t-error-correcting primitive BCH codes, van 
der Geer and van der Vlugt [10] show that d 3 = 10 for all primitive double 
error-correcting BCH codes and d E = 11 for all primitive triple error-correcting BCH 
codes. 
To determine completely the weight hierarchy for a code seems to be a very difficult 
problem in general. The purpose of this paper is to determine completely the weight 
hierarchy of the [2  2'n - -  1, 3m,  2 Era- 1 _ 2 m-  1.] codes which are introduced by Kasami 
[6]. These codes are of importance for many applications ince they are used to 
construct sequences with optimal correlation magnitudes. It is therefore of interest o 
study the Kasami codes closer to find their weight hierarchy. 
The main result is given by the following theorem. 
Theorem 1. 
9iven by 
dr = 
The weight hierarchy of the [2  2m - -  1, 3m, 22 'n -  1 _ 2 =- 1] Kasami codes is 
(2 r -- 1)(2 2~-r _ 2m-r) 
22m -- 2 = -- 22m-r + 1 
22m23m-r  
if l<~r<~m, 
if m<r<~2m, 
if 2m < r <~ 3m. 
It is also interesting to note that despite the resemblance of the Kasami code to the 
dual of the double-error correcting BCH code (i.e., the Gold code), whereas we are 
able to find the complete weight hierarchy of the Kasami code, it seems to be much 
more difficult to find d, for the dual codes of primitive BCH codes when r > 3. 
We now make a brief detour to point out an obvious application of the generalized 
Hamming weights of a code that to our knowledge has not been identified in the 
literature. One can use knowledge of the generalized Hamming weights of a linear 
In, k, d] code ¢g to efficiently shorten the code. Suppose for example, it is desired to 
shorten the code by deleting k - r information bits. In the absence of any knowledge 
concerning the generalized Hamming weights of the code or of it is dual, one is only 
able to predict he existence, through shortening of an [n - (k - r), r, d] code. How- 
ever, if the rth generalized Hamming weight dr is known, then one is assured of the 
existence of a shortened [dr, r, d] code and by the generalized Singleton bound, it is 
known that 
d.<.n -k+r  
with strict inequality holding in most instances. 
Complete knowledge of the weight hierarchy is not essential to the application of 
this technique. One can apply this technique ven if one only knows the first few 
generalized Hamming weights of the dual code cgi. In the simplest case, one only 
knows the minimum distance d± of the dual code cgi. An application of the duality 
theorem in Wei [9] for generalized Hamming weights tells us that if d±/> 1 then 
dr=n-dE  whenr=k-d i+ 1. 
T. Helleseth, P. Vijay Kumar / Discrete Mathematics 145 (1995) 133-143 135 
Thus, in this case, 
dr=n-dx<n-d l+ l=n-k+r .  
This special case appeared in the literature (see Construction Y1, Ch. 18, Section 9 in 
[7]) (see also [1, Ch. 8, Section 8.2(d)]). Clearly, knowledge of additional generalized 
Hamming weights of the dual code can be used to obtain further improvement when 
the code cg is shortened to still smaller dimensions. 
The best shortening of the Kasami codes are [d,, r, d ]-codes, where d, are found 
from Theorem l and d = 2 2'n- 1 _ _  2"- 1 is the minimum distance of the Kasami codes. 
In particular, we observe that these codes meet he Griesmer bound when l ~< r ~< 2m. 
2. Preliminaries 
Let GF(q) denote the finite field with q elements and let GF(q)* = GF(q)\{0}. Let 
the Froebenius trace from GF(q k) to GF(q) be defined by 
k-1  
Tr(x) = y' X qi . 
i=O 
We will use the following well-known properties of the trace function. 
Lemma 2. For all x,y eGF(qk), 
(i) Tr(x + y) = Tr(x) + Tr(y), 
(ii) Tr(x) = Tr(xq), 
(iii) l f  x runs through GF(qk), then Tr(x) takes on all values in GF(q) exactly qk- 
times. 
For the rest of this paper we let q = 2" and we denote the trace functions from 
GF(2 2=) to GF(2), (respectively GF(2") to GF(2)) by TErn (respectively T,,). 
Definition 1. Let c(a,b), a ~ GF(q2), b ~ GF(q) be a vector of length 2 2m - 1, indexed 
by the elements of GF(q2) *, 
c(a,b) -- (T2,,(ax) + Tm(bxq+ l), x ~ GF(q2)*). 
Then the Kasami code is the [2 2" -  l, 3m,2 2"- 1 _ 2"-1] code defined by 
C = {c(a,b)la ~ GF(qE),b e GF(q)}. 
In order to determine the complete weight hierarchy of the Kasami codes we need 
a detailed information of the weight distribution of these codes. 
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Lemma 3. The codeword c(a,b)= (T2m(aX) + Tm(bxq+l), x e GF(q2) *) has weight 
given by 
w(c(a, b)) = 
22rn-1 - -2  rn-1 if b ¢O and Tm(aq+l/b)= 1, 
22m-1+2/ -x  if b ¢O and Tm(aq+l/b)=O, 
22m-1 / fb=0 and a ¢ O, 
0 / fb=0 and a=0.  
Proof. The result is clearly true in the case a = 0 and b = 0. It follows from 
Lemma 2(iii) that Lemma 3 holds when a ~ 0 and b = 0. We may therefore assume 
that b ~ 0. 
Since gcd(q - 1,q + 1) = 1, it follows that if y runs through all elements of order 
q + 1 and z runs through all elements of order q - 1 (i.e. z e GF(q)*) then x = yz runs 
through GF(q2) *. 
Let 
S(a,b) = ~ ( - -  I) T2''(ax)+ r~(b . . . .  ) 
xEGF(q2)  * 
Then 
S(a, b) = q2 _ 1 - 2w(c(a, b)) 
and we obtain from Lemma 2, that 
(1) 
S(a,b) = ~ )-' ( -  1) T~"("y~)+r'(byo+'~'+~) 
yq+ t = i z~GF(q)*  
= Z Z ( -  1) Tm(ay~+~oy~q+bz2) 
yq + l = 1 z~GF(q)*  
Z ( -  1) Tm(~2(a2y~+"2qy2q+b))" 
yq + t = 1 z~GF(q)*  
Let 
A(a,b) = I{ylaEy 2 + a2qy 2q + b = 0 and yq+l = 1}l. 
Then Lemma 2 implies that 
S(a,b) = (q - 1)A(a,b) + ( - 1)(q + 1 - A(a,b)) = q(A(a,b) - 1) - 1. (2) 
We next show that 
A(a ,b )={2 0 if b~0 and Tm(aq+l/b)=l, (3) 
if b ~-0 and T,,(aq+l/b) = O. 
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If a = 0 and b :/: 0 then it follows from the definition that A(a, b) = 0. We can 
therefore assume that a :f 0. Substituting y2 = bO2/a 2, it follows that 
A(a,b) = I{yla2y 2+ a2qy -2 + b = 0 and yq+l = 1}1 
= I{yla2y 4+ by 2 + a 2q = 0 and y2tq+l) = 1}1 
= I{0104 + 02 + a2{q+ll/b 2 = 0 and 02tq+x) = a2tq+l)/b2}l 
-= I { 01 02 + 0 + a q+ 1/b = 0 and 04+ 1 = aS+ 1/b } I. 
Case 1: (Tm(a q+l/b)= 1,b :/:0). Then there are two solutions 01 and 
02 = 0 q e GF(q2) \GF(q)  of 02 + 0 + aq+l/b = 0. Since 
0102 = 04 +1 : 0 q+l  : aq+l/b, 
we get A(a, b) = 2 in this case. 
Case 2: (Tm(a q+ 1/b) = 0, b :~ 0). Then there are two solutions 01 and 02 = 01 + 1 E 
GF(q)  of 02 + 0 + a s+ l/b = 0. In this case 
01 +1 = 02 = Oi + aq+l/b for i = 1,2. 
Since a -~ 0, it follows that 0i # 0 and therefore that O~ +~ ~ a q+ ~/b and this implies 
that A(a,b) = O. 
Combining (1)-(3) completes the proof. [] 
3. The weight hierarchy 
In this section we will find the complete weight hierarchy of the Kasami codes. The 
following very simple lemma will be very useful in the determination of the generalized 
Hamming weights. 
Lemma 4. Let D be an r-dimensional subcode of C. Then the support of size of D equals 
Iz(D)l = 2)~_ ~ ~ w(d) 
deD 
where w(d) denotes the Hamming weight old. 
Proof. Since D is a code of length Iz(D)I, where all columns in its generator matrix are 
nonzero, it is well known that the sum of the weights of the codewords is given by 
w(d) = Ix(D)I 2 "-1 , 
dED 
which implies the lemma. [] 
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3.1. Case l <~ r <~ m 
One consequence of Lemma 4 is that to find the rth generalized Hamming weight of 
a code, it is enough to find the smallest sum of the weights for any r-dimensional 
subcode. In particular, if we can find an r-dimensional subcode where all nonzero 
codewords have minimum weight this subcode will have support size equal to dr. 
Lemma 5. Let ), E GF(q 2) have T,,(7 q+ 1) ~- 1. Let Vr denote the m-dimensional subcode 
of the Kasami code defined by 
V~ = {c(Tb, bE)lb e GF(q)}. 
Then all nonzero codewords in the subcode Vr have the minimum weight 2 2m-  1 _ 2 m- 1 
Proof. Note that it follows from Lemma 2(iii) that there exists an element y e GF(q 2) 
with Tin(), q+l) = 1, since 7 q+l runs through GF(q)* when 7 runs through GF(q2) *. 
Observe that if b eGF(q)* ,  then since Tm((Tb)~+l/b2)=Tm(Tq+lbZ/b2)= 
T.,(7 q+l) = l, it follows from Lemma 3 that 
w(c(Tb, b2) )  = 22m-  1 _ 2 m-  1 
Hence all the nonzero vectors in V~ have the minimum weight. [] 
Theorem 6. I f  1 <<. r <~ m, then the rth 9eneralized Hammin9 weight of the Kasami code 
equals 
d, = (2 r - 1)(2 2"-r  - 2" - ' ) .  
Proof. It follows from Lemma 4 since all nonzero vectors of V~ have minimum weight 
22,,- 1 _ 2" -  i that any r-dimensional subspace D of Vr has the minimum support size 
1 
dr = Ix(D)I =~=T ~w(d) 
de D 
= (2" - 1)(2 Era-' - 2m-r). [] 
3.2. Case m < r <~ 2m 
We first prove two lemmas which are useful to compute the support of some 
important subcodes that we will consider later. 
Lemma 7. Let V~ be defined as in Lemma 5 and let a~GF(qZ) *. Let 
f(7, a) = 72qa 2+ ~)2a2q - a q+x. 
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(i) I f  f(7, a) = O, then the coset c(a,O) + V 7 contains: 
2" -1  words of (minimum) weiyht 2 z" - l -  2"-1,  
1 word of weight 22,.- 1 
(ii) l f  f(~, a) ~ O, then the coset c(a, O) + V,~ contains: 
2"-  1 _ 1 words of weight 2 2m-  1 _ 2" -  1, 
2"-  ~ words of weioht 21"- ~ + 2" -  1, 
1 word of weioht 22,,-1. 
Proof. We have 
c(a,0) + V~ = {c(Th + a, bZ)lb ~ GF(q)}. 
It follows from Lemma 3 that the coset contains exactly one word of weight 22"-  1 
corresponding to b = 0. We next study T'((Tb + a) q+ ~/b z) when b ¢ 0. We obtain 
T'((~b + a)q+l/b z) = T'((y~+lb q+l + 7qbqa + 7ba q + a~+l)/b z) 
= T"(7 q+') + T" ~_qa + 7a! + 
b 
= 1 + T,,((f(7,a)/bZ). 
(i) I f f (y ,a )= 0, it follows from Lemma 3 that all elements ¢(7b + a, b2), have 
weight 21"-  1 _ 2" -  l when b ~ GF(q)*, and that c(a, 0) has weight 2 2"-  1. 
(ii) If f (7,  a) ~ 0, then f(7,  a)/b z runs through GF(q)* when b runs through GF(q)*. 
Therefore the weight distribution of the coset follows from Lemma 3. [] 
Lemma 8. Let 7 q = 7 + l, ~ 6 GF(qZ). Let m < r <<. 2m and let A be an (r - m)- 
dimensional subspace of GF(22")  (considered as a vectorspace over GF(2)). Let Ur be 
the r-dimensional subcode of the Kasami code defined by 
U, = {c(Tb + a, b2)lb e GF(q), a e A}.  
Then Ur contains 
2~-2  r - "  words of weioht 22m-1-  2 " -1 ,  
2 ~-" -  1 words of weight 22"-1, 
1 word of weight O. 
Proof. In Lemma 11 we show the existence of an element 7 E GF(q  2) such that 
7q = ~, + 1. 
Since 7 q = 7 + 1, 7 E GF(q/) ,  we have 7q+ 1 = 7z + ~, and therefore 
T"(7 "+1) = 3~ (7 2 + ~)2, = 7~ + 7 = 1. 
i=0  
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By definition, it follows that U, contains 2 ' -=  - 1 cosets of Vr different from Vr, i.e., 
U ,={c(a ,0 )+ Vy Iae  A} .  
Further, since a e A c GF(q), we get 
f (y,a)  = y2qa2 + yeaeq + a q+' = a=(y q + 7 + 1) 2 = 0 
for all a E A. Hence all the 2 r - I -  1 cosets different from Vr have the weight 
distribution given by Lemma 7(i). This combined with the weight distribution of V~ 
given in Lemma 5 completes the proof. [] 
Corollary 9. The support size of  U, equals 
Iz(Ur)I = 22= - 2 = - 22=-r + 1, 
where m < r <<. 2m. 
Proof. According to Lemmas 4 and 8, it follows that 
1 
Ix(U,)l- 2"-* ~ w(d) 
de Ur 
1 
2 ' - '  ((2" - 2"-=)(2 =- '  - 2 =- ' )  + (2 "-= - 1)2 2=- ' )  
= 2 2= - -  2 = - 2 2=-r + 1. [] 
Theorem 10. I f=  < r <~ 2m, then the rth generalized weight of  the Kasami code equals 
d, = 2 2= - 2 = - 2 2=-r  + 1. 
Proof. It follows from Corollary 9, that d, ~ 2 2= - -  2 = - 2 2=-r + 1. According to 
Lemma 4, it is sufficient o show that no subcode of dimension r has smaller sum of the 
weights of the codewords than U,. The codewords of weight 2 2=-  ' are all nonzero 
vectors of the 2m-dimensional subcode B = {c(a,O)la e GF(q2)}. Therefore, any 
r-dimensional subcode of the Kasami code must contain at least 2 ' -=  - 1 of the 
codewords of weight 2 2=- 1 from B. Since U, has exactly this number of codewords of 
weight  2 2=-  1 and the remaining nonzero codewords in U, have the minimum weight, 
it follows that the sum of the weights of the codewords in U, is a minimum and that 
d, = Ix(U,)l = 2 2= - 2 = - 2 2=-r + 1 
for m < r <~ 2m. [] 
3.3. Case 2m < r <<. 3m 
To complete the determination of the weight hierarchy of the Kasami codes we 
need the following lemma. 
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Lemma 1.1. Let 2m < r <<, 3m and let 7 = 1/(1 + ~) where c~ ~ 1 is an element of order 
q + 1 in GF(qZ). Let A = (a l ,az  . . . . .  am, 61,61 . . . . .  6,-2, ,)  be an ( r -  m)-dimensional 
subspace of GF(q  2) (considered as a vectorspace over GF(2)) where al . . . . .  am ~ GF(q)  
and 61 .. . . .  6r_ Z,, 6 GF(q2) \GF(q)  • Let Wr be the r-dimensional subcode of the Kasami 
code defined by 
Wr = {c(Tb + 6,bZ)lb E GF(q), 6 e A}. 
Then W, has support size 
Iz(W,)l = 2 TM - 23"-r. 
Proof .  Since ~q+1 = 1 we have ~ = a -1, and 
1 I 1 
. . . . . .  +1=7+1 
and therefore T,.(7 q+l) = 1. Observe that W, consists of 2" -"  cosets of V r given by 
w~ = {c(6,0) + Vrl6 E A} 
= Uzm u {c(6,0) q- V~16 ~ A \GF(2" )} .  
The weight distribution of U2" is given in Lemma 8. It is therefore sufficient o find the 
weight distribution of the 2"(2"-Zm _ 1) cosets 
c(6,0) + v~, 
where 6 ~ A\GF(2") .  According to Lemma 7 we have to find f (7,6)  where 
f (7,6)  = 72q62 + 72•2q + 6q+l  
= 72(62 + 62q) + 62 + 6q +1 
In particular, f(7, 6) = 0 if and only if 
62 + 6 q+l 1 
72-  62+62q -1+6 q - l '  
Since 72 = 1/(1 + ~2) we get f (7,6)  = 0 if and only if 6 q-1 = ct 2. 
We can represent each 6 ~ A \GF(2" )  uniquely as 6 = a + fl where 
a e (al ,a2 . . . . .  a " )  = GF(2")  and f le  (61,62, . . . ,6,_2") \{0}.  Then (a + fl)q-1 = ~2 if 
and only if (a + fl)~ = ct2(a + fl) which is equivalent o 
~2 3 + 3 ~ a - - -  
~2-t- 1 
Hence, for each f le  (61,62 . . . . .  6r-2m)\{0}, there is exactly one a E GF(2")  such 
that f (7 ,a  + fl) = 0 and 2" - 1 values of a e GF(2" )  such that f (7 ,a  + fl) ¢0 .  
It follows from Lemma 7 that 2 "-2m - -  1 of the cosets e(6,0) + V r, 6 e A \GF(2" )  have 
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the weight distribution in Lemma 7(i) and that (2" - 1)(2 ' -2"  - 1) of these cosets 
have the weight distribution in Lemma 7(ii). Since the weight distribution of U2" is 
given in Lemma 8 it follows that the weight distribution {Li} of 14/, is given by, 
Lo = 1, L22m-l_2,.-~ = (2" - 1)(2 " - " -1  + 2"-  1), L22 . . . .  2 ' - "  - 1, L22,,-~+2m-i =
(2" - 1)(2"-2" _ 1)2"-~ and Li = 0 otherwise. From Lemma 4 it follows by straight- 
forward calculations that 
2 2m - -  1 
1 
22"  23" - r  Ix(W,) I -  2,_ 1 __ iL i= - 
i=0  
which completes the proof. [] 
Theorem 12. I f  2m < r <~ 3m, then the rth generalized Hamming weight of the Kasami 
code is 
d, = 2 2"  - 2 3" - r .  
Proof. From Lemma 11 it follows that d, ~< 22m - -  23m-r .  It is sufficient o show that 
any r-dimensional subcode of the Kasami code has support size at least 22" - 23"-r. 
Observe that the Kasami code contains a I-2 2" -  1,2m,22"-1] simplex code 
B={c(a,O) laeGF(q2)} as a subcode. Any r-dimensional subcode where 
2m < r ~< 3m, will therefore intersect his simplex code in a subcode of dimension at 
least (2m + r) - 3m = r - m. The support size of the Kasami code is therefore at least 
equal to the support size of an (r - m)-dimensional subcode of the simplex code. Since 
the simplex code is equidistant i follows from Lemma 4 that the (r - m)th generalized 
Hamming weight of the simplex code is equal to 22" -2  3" - '  . Hence, 
d, ~> 22"  - -  23"-" and by Lemma 11 equality holds, and the proof is complete. [] 
A code C is said to satisfy the chain condition if there exist a chain of subcodes 
D1 c D 2 ~ D3 c .. .  ~ D k = C 
such that dim Di = i and Iz(Di)I = di. 
As a consequence of our analysis of the Kasami codes, it follows that the chain 
condition is satisfied for these codes. The chain constructed for a Kasami code C is 
O 1 c O 2 c . . .  ~ D,. = ~ ~ U,+I c "" c U2,, c W2"+l ~ " ' "  C W3" . = C, 
where Di for 1 ~< i ~< m is a chain of subcodes of ~ such that dim Di = i. By Lemma 4, 
satisfies the chain condition since the code is equidistant and all r-dimensional 
subcodes of ~ have the same support. 
4. Conclusions 
We have completely determined the weight hierarchy of the Kasami codes. 
In particular, we have shown that the chain condition holds for these codes. 
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As pointed out to us by one of the referees, there is a p-ary generalization of the 
Kasami codes due to Delsarte and Goethals [2]. To extend our results to find the 
complete weight hierarchy for these p-ary codes is a topic for further research. 
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