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Plutonium isotope ratios have been determined on solutions with concentrations covering four orders of
magnitude, 100 fg ml
21 to 600 pg ml
21, using multicollector ICP-MS (Micromass IsoProbe). Discrimination
between different sources of anthropogenic plutonium requires both precise and accurate isotope ratio
determination at environmental concentration levels. To achieve a precision of better than 1% at these
concentrations, we have developed an analytical procedure in which an equal atom
236U–
233U double spike was
added to solutions to correct for drift in signal intensity between peak jump sequences. This double spike is
also used to correct for instrument mass bias during each ratio determination. Analyses were made on about
1 ml of solution which, in the case of a 100 fg ml
21 sample with a fallout
240Pu/
239Pu of about 0.18, means a
239Pu content of about 80 fg in the analyte.
240Pu/
239Pu can be reproducibly measured to within 1.4% (2s)a t
100 fg ml
21 and better than 0.3% at w3p gm l
21. Using this same technique we have also successfully measured
242Pu/
239Pu with a precision of better than 2% on solutions containing 30 fg of
242Pu and better than 10% with
5f go f
242Pu.
Introduction
Plutonium is present in the environment as a consequence of
the detonation of nuclear weapons and of authorised
discharges from nuclear installations during the second half
of the twentieth century. An additional contribution to the
global plutonium budget has come from the SNAP-9a satellite,
which has introduced
238Pu during atmospheric burn up.
Plutonium is present in varying concentrations in soils and
surface sediments as well as biota. Measurement of the more
abundant plutonium isotopes (
239Pu and
240Pu) can provide
information on the source of contamination, be it nuclear
weapons production, weapon detonation, or reactor discharge.
Fissile
239Pu is present in weapons-grade plutonium at high
abundance (
240Pu/
239Pu typically 0.05) and at much lower
abundances in mixed oxide fuels (
240Pu/
239Pu approximately
0.4; Fig. 1). The isotope is also produced during detonation of
weapons and in nuclear reactors from
238U via neutron capture
and subsequent beta decay of the resulting
239U
(t½~23.47 min) to
239Pu. As well as being ﬁssile,
239Pu
undergoes neutron capture, either brieﬂy during weapons’
detonation or for prolonged periods within a nuclear reactor,
to produce
240Pu and, through successive neutron capture, to
generate the heavier isotopes of Pu. The ratio of
240Pu/
239Pu
will therefore depend on the composition of the source material
and the subsequent irradiation history of the material. Nuclear
weapon construction requires a low
240Pu/
239Pu (v0.07). After
detonation this ratio increases due to neutron capture, the
exact value depending on the test parameters. For this reason
the
240Pu/
239Pu in weapon test fallout varies between 0.10 and
0.35, the integrated test ratio being about 0.18.
1 Weapons grade
Pu, weapons fallout Pu and Pu produced in the nuclear fuel
cycle, therefore, have
240Pu/
239Pu ratios that are sufﬁciently
different to permit discrimination of the various sources.
Measurement of plutonium activity is routinely undertaken
using a number of techniques such as alpha spectrometry and
liquid scintillation counting.
2,3 However, it is difﬁcult to
distinguish
240Pu and
239Pu by these techniques due to the
similarity of their alpha energies. Measurements of plutonium
isotope ratios can be made by accelerator mass spectrometry on
samples containing v50 fg Pu.
4 However, the precision of the
ratios is around ¡18% and the technique is expensive and not
readily accessible.
Until recently thermal ionisation mass spectrometry (TIMS)
has been the primary method for the determination of
plutonium isotope ratios. TIMS analysis of Pu has been
achieved by ionisation from carburised ﬁlaments,
5,6 platinum
over-plating
7 or by loading on ion-exchange beads.
8,9 With
relatively large sample loads (w1 ng Pu), TIMS is capable of a
reproducibility of better than 0.1% (2s)
7,10 At 200–500 fg the
reproducibility is about 1.5% (2s),
5,11 and about 10% at
v50 fg.
6
Plasma-source mass spectrometers (ICP-MS) with single ion-
counting detectors have been used to measure plutonium
isotope ratios in environmental materials.
12,13 However,
quadrupole-based instruments do not produce sufﬁciently
ﬂat-topped peaks to enable precise ratio measurement, with
precision around 5% on solutions of about 3 pg ml
21. The
recent addition of a sector ﬁeld mass analyser to single detector Fig. 1
240Pu/
239Pu in potential nuclear contamination sources.
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shapes
14,15 and resulted in more reliable ratio determinations.
A problem with plasma ionisation is the instability in signal
intensity caused either by plasma ‘‘ﬂicker’’ or by changes in the
supply rate of analyte from the nebuliser to the ion source.
Single detector instruments require that the ion beam at each
mass be sequentially jumped into the detector. Thus, peak
jumping is a limiting error on the precision of isotope ratio
measurements.
Multicollector instruments circumvent the problem of ion
beam instability by acquiring data from all required isotopes
simultaneously. Thermal ionisation mass spectrometers have
used multiple Faraday collector arrays for over 20 years, and
have been the mainstay of high-precision isotope ratio analysis.
In the mid-1990s multicollector, plasma source, sector ﬁeld
instruments (MC-ICP-MS) were developed.
16 These spectro-
meters combine the advantages of multiple collectors with ﬂat-
topped peaks, sample introduction by solution and high
ionisation efﬁciency.
In the case of plutonium isotope measurement the amount of
the element that is available and safe for analysis is usually
quite low. Consequently, signal levels of
240Pu and
242Pu are
generally too small to be reliably measured on Faraday
collectors. Unless multiple ion-counting detectors are available,
it is necessary to revert to the determination of Pu isotope
ratios by peak jumping each mass into a single ion counting
detector, which negates the advantages of multicollection.
In this paper we present a method for plutonium isotope
ratio measurement by MC-ICP-MS involving a combination of
Faraday and ion-counting detectors to eliminate imprecision
caused by ion beam ﬂuctuations. This method utilises a larger
reference ion beam, suitable for Faraday collector acquisition,
which is measured at the same time as each of the smaller
objective ion beams. The measurement effectively becomes
equivalent to a static multicollector analysis in which each
isotope is counted simultaneously. TIMS multicollector
analyses are generally limited to a reference isotope of the
same element as the object isotope because of the signiﬁcant
inﬂuence of inter-element fractionation in the thermal source.
To measure Pu by TIMS using a reference isotope would
require spiking with a particular isotope such as
242Pu. This
would effectively rule out accurate determination of
242Pu/
239Pu and would require that other ratios such as
240Pu/
239Pu are corrected for impurities in the spike.
Multicollector ICP-MS is not restricted to corrections using
the same element for two reasons. Firstly, elements of similar
mass and ionisation efﬁciency respond to ion beam ﬂuctuations
in the same fashion in a plasma source, and secondly, elements
with these similar characteristics exhibit comparable levels of
mass bias during a run due to the constant sample ﬂux. For
example, it is possible to measure the mass bias between lead
isotopes using
203Tl–
205Tl of known isotope ratio.
17 In this
study we present a method using multicollector detection of
uranium and plutonium isotopes. We use uranium as both a
reference signal and as an in-run measure of mass bias.
Experimental
Instrumentation and reagents
Data were acquired using an IsoProbe ICP mass spectrometer
(Micromass Ltd., Withenshaw, UK) at the Southampton
Oceanography Centre, UK. The instrument comprises an
argon plasma torch ion source, a hexapole collision gas cell, a
sector magnetic ﬁeld and a multicollector array of nine
Faraday detectors and an ion-counting Daly detector. The
Daly detector is positioned after a retarding potential ﬁlter
(WARP), which reduces the tail from large ion beams to
v50 ppb at 1 u on the low mass side. Sample introduction to
the argon plasma was via a desolvating nebuliser (MCN 6000,
CETAC, Omaha, NE, USA). All samples were run using argon
as collision gas (99.9999% purity; Air Products plc, Crewe,
Cheshire, UK) admitted into the hexapole at a rate of about
1.2 ml min
21.
For comparison, Pu isotope measurements were also made
using a Sector 54 (Micromass Ltd.) TIMS at the Southampton
Oceanography Centre, UK. This instrument has seven Faraday
detectors and an axial ion-counting Daly detector. Pu solutions
were loaded onto single de-gassed Re ﬁlaments either directly
with a colloidal graphite suspension, or using anion resin
beads.
5,6 Reagents used in all experiments were sub-boiled (in
Teﬂon) nitric acid (distilled from Aristar grade HNO3, Merck
Ltd., Poole, UK) and high purity deionised water (resistivity
higher than 18.2 MV cm) produced from a USF Elga Maxima
system (USF Elga Ltd., High Wycombe, UK). All chemical
work was undertaken in a Class 100 environment.
Sensitivity, background levels and interferences
On each measurement day the instrument was tuned for
optimum sensitivity using a 100 ppt natural uranium solution.
Typical analytical conditions are given in Table 1. Sensitivity
for
238U is typically in the range 0.3–0.4 V ng
21 ml [3–
4610
29 A mg
21 ml].
Minor background signals were found at all masses from m/z
239 to 242 (Table 2). After cleaning of the nebuliser, torch and
cone assembly, the signal was optimised and, with an extract
potential setting of 40%, the count rates were v50 cps for all
Pu isotopes measured [Table 2 and Fig. 2(a)].
Interferences from
207PbOO
z,
208PbOO
z and PbCl
z were
examined by admitting a 20 ppb solution of NIST SRM 981 Pb
isotope standard, but no increase in signal was observed in the
plutonium mass range. A potential matrix interference on
239Pu
is uranium hydride (
238UH
z). This was investigated using Pu-
free natural uranium solutions and monitoring
238Ui na
Faraday collector and m/z 239 simultaneously in the Daly. Two
mass scans from 238.5 to 244.5 using the Daly collector are
shown in Fig. 2. The upper trace (a) is a blank solution (0.3 M
HNO3), and the lower trace (b) a solution with 2 ng ml
21
uranium and a 7.2610
212 A
238U signal. In this case the
background-subtracted signal at m/z 239 is 4.2610
217 A
(about 262 cps), which results in a UH
z/U
z ratio of
5.8610
26¡3% [2 standard error (SE)]. The average UH
z/
U
z ratio is 5.5610
26¡30%, which is a factor of two or more
lower than results reported using similar nebulisation (MCN
6000) without a collision cell.
15,18,19 The results of two
Table 1 Operating conditions used on the IsoProbe MC-ICP-MS
Solution uptake rate 68 ml min
21
Argon ﬂow rates
Cool gas 14.0 l min
21
Auxiliary gas 1.0 l min
21
Nebuliser gas 1.03 l min
21
Collision gas ﬂow rate (Ar) 1.2 ml min
21
MCN6000 sweep gas ﬂow 2.15 l min
21
MCN6000 N2 gas ﬂow 0.10 l min
21
Forward power 1350 W
Reﬂected power v10 W
Table 2 Background signal at plutonium masses. Measurements taken
a clean instrument and aspirating 2% (0.3 M) HNO3. Equivalent
concentration assumes a signal of 300 V (3610
213 A) mg
21 ml
Signal/mV Signal/counts s
21 Equivalent concentration/fg ml
21
239Pu 0.75 46 2.5
240Pu 0.33 21 1.1
241Pu 0.30 19 1.0
242Pu 0.08 5 0.3
280 J. Anal. At. Spectrom., 2001, 16, 279–284determinations of UH
z/U
z using differing U concentrations
are given in Table 3.
To achieve unbiased plutonium isotope ratios at ultra-trace
Pu concentrations, it is essential to correct for the uranium
interference at m/z 239. If UH
z is not corrected for, it results in
low
240Pu/
239Pu and
242Pu/
239Pu ratios in samples with
238U/
239Pu w1000. For example, a sample with approximately
78 fg ml
21 239Pu and approximately 200 pg ml
21 U will have
too low a
240Pu/
239Pu ratio by about 1.5%. An additional
interference at m/z 239 is tailing from
238U. Abundance
sensitivity behind the WARP ﬁlter is about 50 ppb at 1 u on the
low mass side of a peak, but is about 200 ppb at 1 u on the high
mass side. The low mass tail is reduced because the WARP
ﬁlter eliminates lower energy ions caused by collisions, which
would normally appear on the low mass side of the peak. Thus,
the combined UH
z and
238U tail produces a signal at m/z 239
equivalent to about 5.7 ppm of the
238U ion beam for an
average level of hydride formation. In this study the magnitude
of the correction was determined three times during an analysis
period (every 2 h) by measuring a 1610
211 A
238U beam.
During each analysis,
238U was monitored by a Faraday
collector and a UH
z/U and
238U tail correction was applied to
239Pu using the previously determined UH
z/U and tail
determination. To minimise the correction and hence the
propagated error, the
238U concentration in the measurement
solution is required to be v200 pg ml
21. This can be achieved
by chemical separation of U from Pu, with a uranium
decontamination factor of w10
5 (atoms of U in ﬁnal
solution/atoms of U in starting material), assuming soil or
sediment samples contain 2 mgg
21 of uranium and 0.2 pg g
21
of plutonium [equivalent to 646 mBq g
21 239z240Pu and a (U/
Pu)activity~79, assuming
240Pu/
239Pu ~0.18].
Measurement systematics
An equal atom
236U/
233U double spike (SOC DSU1, Table 4)
was added to the samples for two purposes: to correct for
instrumental mass bias; and to correct for instrument drift
between Daly peak-jumps.
The use of a
236U/
233U double spike as a drift and bias
monitor has the advantage of not introducing signiﬁcant
238UH
z interference on
239Pu (DSU1 y3%
238U, Table 4),
and, unlike the
238U/
235U ratio, can be relied upon to have a
consistent ratio in environmentally contaminated samples.
Furthermore, since the
236U/
233U is approximately 1 in the
double spike, the ratio can be measured at optimum precision.
The double spike contains small quantities of plutonium
(Table 4) that can be corrected for using the in-run
236U
measurements.
Pu isotope measurements in this study were made using a
combination of Daly and Faraday detectors in a peak-jump
sequence. Pu isotope masses were measured with the Daly
detector in the sequence
240PuA
239PuA
242Pu. Faraday collec-
tors were positioned at 3, 4 and 6 mass units lighter than Pu to
receive the uranium ion beams, as shown in Fig. 3. Each
sequence was counted for 5 s, with a delay of 2 s before data
acquisition after each mass jump. 50 cycles of the peak jump
sequences were taken, each analysis lasting for about 18 min,
during which about 1 ml of sample solution was aspirated.
In this detector array
236U can be measured in a Faraday
detector at the same time as
239Pu,
240Pu and
242Pu. As the
ﬂuctuations in signal intensity caused by plasma instability or
ion beam drift will affect uranium and plutonium to the same
degree, normalisation of each plutonium isotope to a
simultaneously measured
236U ion beam effectively eliminates
this source of error. Efﬁciencies of the Faraday detectors were
found to differ by v0.02%, and are thus a negligible source of
error.
238U is measured in low 2 Faraday during sequence 2,
which is then used to calculate UH
z and
238U tailing at m/z
239. During the second sequence
236U is received in low 1
Faraday while low 3 detects
233U. From this static measure-
Fig. 2 Background mass scans m/z 238.5–244.5 admitting (a) a blank
solution (0.3 M HNO3) and (b) a solution with 2 ng ml
21 uranium
producing a
238U signal of 7.2610
212 A (4.8610
8 counts s
21). The
resultant measured UH
z/U
z ratio in this instance is 5.8610
26z/23%
(2 SE).
Table 3 Levels of UH
z at m/z 239 at three different uranium
concentrations on different days. All signals are blank subtracted.
Counts at m/z 239 are corrected for a
238U tail of 200 ppb, which is
reckoned as 0.32 times the counts measured at m/z 238.5.
1V ~1610
211 A ion current
Nominal U
content/ng ml
21
238U signal/
V
239 signal/
counts s
21 (mV)
238UH
z/
238U
z
2 0.72 262 (4.2) 5.80610
-6
12 5.25 1707 (27.3) 5.00610
-6
25 9.50 3177 (50.8) 5.15610
-6
Table 4 Isotope ratios and concentration of the Southampton
236Uz
233U double spike (DSU1). Ratios calibrated by static Faraday
measurement by TIMS against natural uranium and NIST SRM U500.
Concentration measured by TIMS isotope dilution against interna-
tional rock standards. Pu contaminants measured using MC-ICP-MS
on a 38 ng ml
21 DSU1 solution
238U/
236U 0.06002 ¡0.00009 2sn ~12
235U/
236U 0.000418 ¡0.000002 2sn ~12
234U/
236U 0.002400 ¡0.000007 2sn ~12
236U/
233U 0.98725 ¡0.00024 2sn ~12
239Pu/
236U 0.00000183 ¡2% 2sn ~3
240Pu/
236U 0.000000098 ¡4% 2sn ~3
Concentration/mgg
21 2.2306 ¡0.0008 2sn ~6
Fig. 3 Collector and peak jump array for measurement of plutonium
and uranium isotopes. Circled 236 measurements are used for beam
intensity normalisation and boxed 233 is used in conjunction with 236
in sequence 2 to calculate mass bias. 238 in sequence 3 is used to
calculate UH
z interference on
239Pu.
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236U/
233U value is determined to calculate
instrumental mass bias.
240Pu/
239Pu and
242Pu/
239Pu are
corrected for signal ﬂuctuation and a linear mass bias using
eqns. (1) and (2), where the subscript t~corrected ratio,
236S3~
236U measured in sequence 3, etc., and
0.98725~
236U/
233U of the double spike.
240
239

t
~
240s1
239s2
|
236s2
236s1

| 1{
0:98725|233s2
236s2
{1

=3
 
(1)
242
239

t
~
242s3
239s2
|
236s2
236s3

|
0:98725|233s2
236s2

(2)
Correction for mass bias using an exponential law was also
made using eqns. (3) and (4):
240
239

t
~
240s1
239s2

m
|
236s2
236s1
 
=
240:054
239:052
 b
(3)
242
239

t
~
242s3
239s2

m
|
236s2
236s1
 
=
242:059
239:052
 b
(4)
where:
b~
ln
236s2=233s2
0:98725

ln
236:046
233:040

The exponentially corrected results are higher by about 0.008%
and are thus essentially identical to those corrected by linear
law.
The validity of using uranium to correct for plutonium mass
bias has been veriﬁed by static Faraday measurements of a
mixture of a
242Pu/
239Pu equal atom standard (UK-Pu-5, AEA
Technology, Harwell, Oxfordshire, UK) with our
236U/
233U
double spike (Fig. 4). The results indicate that the mass bias
factors for each element are within 0.01% u
21, which should be
the maximum error on the
240Pu/
239Pu and equates to 0.03%
error on
242Pu/
239Pu.
For samples with Pu w200 pg ml
21, signal levels of the less
abundant Pu isotopes could be reliably measured on Faraday
collectors. Such solutions were analysed using six Faradays,
simultaneously receiving masses 233, 235, 236, 238, 239, 240
and 242.
TIMS measurements were made using only the Daly detector
in a 240-239-240 peak jump sequence, counting for 2 s on each
peak and measuring between 10 and 30 cycles.
Blank measurement
Blank measurements were made on 0.3 M HNO3 on each of the
peaks and for each of the collectors in an identical array to the
dynamic sequence used for sample measurement. The analysis
time for the blank was set to be 20% of the sample analysis
time. Blank peak intensities were subtracted from the matching
sample peak intensity array. Errors in the blank measurement
were v3% 2 SE for
239Pu at count levels similar to those in
Table 2. The errors on the blank measurements indicate that
the limit of detection (3 s error on the blank) for
239Pu is
v4f gm l
21,
240Pu is v3f gm l
21 and
242Pu is v3f gm l
21.
Measurement solutions
To provide a plutonium solution with a similar matrix to
environmental samples, Pu was puriﬁed from 30 g of a marine
argillaceous sediment from the Irish Sea, UK (Site 112), by acid
leaching followed by 5 stages of anion-exchange chromato-
graphy. This sample was chosen to test instrumental precision
because it has a
240Pu/
239Pu ratio of about 0.22, which is close
to environmental ratios from weapons fallout (about 0.18) and
spent reactor fuel (about 0.23). A 120 ml mother solution
containing 70 ng of Pu was diluted with 0.3 M HNO3 into
fractions containing a range of plutonium concentrations
between 100 fg ml
21 and the mother dilution of 580 pg ml
21.
The uranium double spike was added to each solution to
provide a 1 ng ml
21 concentration of the
233U and
236U
isotopes. Addition of the double spike at this level introduces
about 60 pg ml
21 of
238U.
Results and discussion
Plutonium isotope ratios for our test sample solution (Site 112),
determined using the multicollector ICP-MS, are presented in
Figs. 5 and 6. A summary of the precision and reproducibility
of the measurements is given in Table 5.
240Pu/
239Pu and
242Pu/
239Pu are consistent across the range of concentrations
(signal levels) with no systematic bias in the mean ratios for
each concentration range (Table 5). Internal errors, shown as 2
SE error bars in Figs. 5 and 6, increase with decreasing signal.
To assess the accuracy of the method, an equal atom Pu
standard (UK-Pu-5, AEA Technology, UK) was diluted to
10 pg ml
21 and spiked with
236U/
233U at the same level as the
Site 112 solutions. As this Pu standard contains
236U
(
236U/
239Pu~0.0018704), a correction was made to the
measured
236U/
233U accordingly. Measurements were made
using the same dynamic measurement sequence used for the
Site 112 solutions. The results for UK-Pu-5 are presented in
Table 6. Both the
240Pu/
239Pu and
242Pu/
239Pu ratios measured
using the dynamic Daly routine and the static Faraday
sequence are found to be within error of the recommended
value. However, it is interesting to note that both the Daly and
Faraday measurements resulted in fractionally lower value for
240Pu/
239Pu (about 0.18%) than the recommended value. This
could relate to the increased control on the mass bias resulting
from the simultaneous uranium measurement in this study.
For comparison, Fig. 5(b) shows the TIMS analyses for the
same Site 112 sample. The TIMS analyses were made using 1–
2 ng of plutonium, which generated 10–15 peak jump ratio
determinations. These data are uncorrected for mass fractiona-
tion, but this is expected to be v0.12% u
21, and insigniﬁcant
compared to the in-run errors on these measurements, which
are about 0.5% 2 SE.
240Pu/
239Pu measurements made by TIMS
are all within the error range of the MC-ICP-MS data. In
general, a disadvantage of TIMS is that, at low sample levels
requiring peak-jump Daly detection, ion beam drift and signal
Fig. 4 Comparative fractionation of plutonium and uranium expressed
as linear fractionation % u
21. Mixture of equal-atom Pu standard
(
242Pu/
239Pu) and equal-atom
236U/
233U double spike measured on ﬁve
separate days using static multicollector analysis. Internal errors (2 SE)
on each measurement are smaller than symbols.
282 J. Anal. At. Spectrom., 2001, 16, 279–284instabilities increase the error on the ratio measurement. This is
compounded by the difﬁculty and inconsistency of the sample
loading technique, namely mounting resin beads on a rhenium
ﬁlament ribbon. Subtle variations in the loading characteristics
are responsible for the variable efﬁciency of ionisation
6 and
differences in amount of isotopic fractionation from sample to
sample.
A plasma ion source provides a reproducible level of
ionisation efﬁciency (0.2–1.0%) and consistent mass bias
between samples. These characteristics provide the platform
for precise isotope ratio measurement. In the presence of
multiple collectors, precision can be further improved by
eliminating signal ﬂuctuation. The multicollector normalisa-
tion procedure described in this study provides a signiﬁcant
improvement in analytical precision. Fig. 7 shows the differ-
ence in the internal precision (within each analysis) between the
un-normalised and double spike-normalised
240Pu/
239Pu mea-
Fig. 5 (a) MC-ICP-MS
240Pu/
239Pu measurements for Site 112
plutonium solution plotted against ion beam intensity (
239Pu, volts).
Error bars are within run 2 SE on the 50 collected ratios. Horizontal
line is the average of all data. Approximate Pu concentrations of
solutions measured are shown at the top of the diagram, assuming
normal instrument sensitivity. (b) TIMS
240Pu/
239Pu measurements for
Site 112 plutonium solution plotted against ion beam intensity (
239Pu,
volts). Sample loads are about 1–2 ng Pu. Error bars are within-run 2
SE on the 10–25 collected ratios. Dashed lines deﬁne 95% of the MC-
ICP-MS data, and solid line the mean MC-ICP-MS value.
Fig. 6 MC-ICP-MS
242Pu/
239Pu measurements for Site 112 pluto-
nium solution plotted against ion beam intensity (
239Pu, volts). Error
bars are within-run 2 SE on 50 ratios. Horizontal line is the average of
all data.
Table 5
240Pu/
239Pu and
242Pu/
239Pu isotope ratios of Site 112 sediment at fg to pg ml
21 concentrations. External errors quoted as 2 standard
deviations [2s (%)], average in-run errors (internal errors) are quoted as 2 standard errors (SE). Each in-run error is calculated from the 50 ratios
measured during each analysis, except the TIMS analyses, which are from 10–20 ratios
Method and Pu concentration
240Pu/
239Pu z/- 2s (%) n Average in-run 2 SE (%)
Daly: 100 fg ml
21 0.2265 0.0031 1.36 12 1.44
Daly: 500 fg ml
21 0.2263 0.0021 0.94 13 0.66
Daly: 1–5 pg ml
21 0.2262 0.0010 0.45 22 0.32
Daly: 5–10 pg ml
21 0.2262 0.0007 0.32 7 0.18
Faraday: 100 pg ml
21 0.2262 0.0003 0.11 10 0.12
Daly: TIMS 1–2 ng 0.2264 0.0024 1.04 10 0.50
Method and Pu concentration
242Pu/
239Pu z/- 2s (%) n Average in-run 2 SE (%)
Daly: 100 fg ml
21 0.0101 0.0027 26.9 12 7.3
Daly: 500 fg ml
21 0.0095 0.0008 8.3 13 2.0
Daly: 1–5 pg ml
21 0.0095 0.0002 2.1 22 1.6
Daly: 5–10 pg ml
21 0.0095 0.0002 1.7 7 0.7
Fig. 7 (a) Internal (within run) error on
240Pu/
239Pu plotted against
239Pu signal level. Errors are 2 SE (%) for the 50 ratios measured. Data
shown are both un-normalised and normalised to
236U. Also shown are
the calculated counting errors (2s)o n
240Pu/
239Pu with signal level. (b)
External (reproducibility of runs) error on
240Pu/
239Pu plotted against
239Pu signal level. Errors are 2s (%) for the averages of the
concentration groups outlined in Table 5 from the un-normalised
and normalised data. Counting errors as for (a).
J. Anal. At. Spectrom., 2001, 16, 279–284 283surements. At low signal levels (10–100 mV) the un-normalised
and normalised errors are similar, the normalisation providing
an improvement in precision to around 0.1–0.2%. At higher
signal levels (w200 mV) the normalised data are 2–3 times more
precise. Expected counting errors on
240Pu/
239Pu are shown as a
curve in Fig. 7. The normalised internal errors form a curve
that approaches the level of the expected counting error,
particularly at higher signal levels (w80 mV). The reproduci-
bility of the
240Pu/
239Pu (external error) before and after
normalisation is also shown in Fig. 7. The un-normalised and
normalised data have similar reproducibility at 10 mV
239Pu,
but the normalised data have a signiﬁcantly smaller error for
239Pu signals between 100–1000 mV( e.g., 0.45% normalised,
0.76% un-normalised).
Conclusions
Plutonium isotope ratios can be precisely measured by
multicollector sector-ﬁeld ICP-MS in solutions of between
0.1 and 100 pg ml
21. Reproducibility of
240Pu/
239Pu in this
concentration range is between 1.3% and 0.12% (2s). Limita-
tions of peak-jump single collector analysis common to plasma
ionisation instruments can be reduced by normalisation to a
simultaneously measured reference peak, such as
236U. Beneﬁcially, uranium is found to have similar mass
bias characteristics to plutonium, and hence in-run measure-
ment of
236U and
233U added as a double spike can be used to
correct for mass bias on plutonium. Accurate corrections can
also be made during each analysis for UH
z interference and
238U tail at m/z 239. The sensitivity of the technique, low
consumption of the analyte and the rapid sample throughput
indicate that this technique is applicable to analysis of
environmental samples.
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Table 6
240Pu/
239Pu and
242Pu/
239Pu isotope ratios of UK-Pu-5. Errors
quoted as 2 standard deviations [2s (%)] for Daly measurements and as
internal error [2 standard error (SE)] for the Faraday measurement
240Pu/
239Pu z/- 2s (%) n
Recommended value 0.9662 0.0011 0.11
Daly (10 pg ml
21) 0.9645 0.0013 0.13 7
Faraday (1 ng ml
21) 0.9642 0.0001 0.01 1
242Pu/
239Pu z/- 2s (%) n
Recommended value 1.0253 0.0019 0.19
Daly (10 pg ml
21) 1.0252 0.0034 0.34 7
Faraday (1 ng ml
21) 1.0250 0.0001 0.01 1
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Treaty  inhibited  nuclear  testing  until  the  resumption  of  atmospheric  testing  first  by  the 
U.S.S.R. in September 1961 and then by the U.S. in April 1962. The U.S. and the U.S.S.R. 
finally  ceased  atmospheric  testing  in  October  1962  and  December  1962  following  the 
ratification of the International Test Ban Treaty. Using a linear age-depth relation for the 
Mont Blanc ice core the 
240Pu/
239Pu profiles for the ice core and the Rothamsted grass are 
almost identical for the period 1955-1970. This good agreement indicates that the 
240Pu/
239Pu 
record is generally representative of northern temperate latitudes. This conclusion may not 
hold  for  areas  influenced  by  relatively  significant  tropospheric  fallout  derived  from  a 
particular testing site. One of these is the Nevada Desert Test site NTS where eighty-four 
kiloton-range atmospheric nuclear tests were carried out between 1951-62 
16,17 (Table P1). A 
1953 air sampling study of NTS-derived radioactive fallout showed northeasterly dispersal 
of the test plume toward W. Europe 
9 (Figure P1). Hitherto the only record of this fallout in 
the UK was from measurements of beta/gamma activity in air carried out by UKAEA 
21. The 
current work shows that the 1952 Rothamsted grass (June-July harvest) has a 
240Pu/
239Pu of 
0.06. This grass was harvested before the first ever thermonuclear test at Eniwetok Atoll 
(10.4 Mt 'Mike' shot; 31 October 1952) which had a 
240Pu/
239Pu greater than 0.30, as inferred 
from  ice  cores 
18.  Similarly  there  were  no  USSR-tests  in  1952  and  therefore  the  1952 
Rothamsted ratio can only be due to fallout from one or more of the eight tests at the NTS 
between April-June 1952. The time-lag between a Nevada test and subsequent deposition in 
the UK could have been as short as 5 days if suitable weather conditions existed 
21. The 1952 
second harvest (Sep-Nov) sample shows no measurable plutonium, which is consistent with 
the records of no summer testing at the NTS. It is notable that low ratios have been reported 
in North Atlantic, Gulf of Mexico and Mississippi Delta sediments
 2-5 and attributed to NTS 
testing but they did not have the good time control of the grass samples. Additional evidence 
for tropospheric fallout is also seen for later samples. For example, 
240Pu/
239Pu in the 1953 
grass is 0.154 for the first cut and 0.135 for the second cut. Since fallout from the 1952 
“Mike”-Shot  had  a 
240Pu/
239Pu  greater  than  0.30  the  lower  1953  ratios  must  represent 
mixtures of tropospheric fallout and stratospheric fallout. There were no NTS tests carried 
out between the two 1953 grass harvests and any stratospheric fallout 
240Pu/
239Pu would have 
remained close to 0.30 so there must have been another tropospheric input. This could be 
from the first Soviet thermonuclear test (Kazakhstan site) that occurred in August 1953 
(440kt) and this could have contributed low 
240Pu/
239Pu material to the second 1953 harvest.  