Processing Radio Astronomical Data Using the PROCESS Software Ecosystem by Madougou, Souley et al.
Computing and Informatics, Vol. 39, 2020, 838–859, doi: 10.31577/cai 2020 4 838
PROCESSING RADIO ASTRONOMICAL DATA
USING THE PROCESS SOFTWARE ECOSYSTEM
Souley Madougou, Hanno Spreeuw, Jason Maassen
Netherlands eScience Center
Science Park 140 (Matrix I)
1098 XG Amsterdam, The Netherlands
e-mail: {s.madougou, h.spreeuw, j.maassen}@esciencecenter.nl
Abstract. In this paper we discuss our efforts in “unlocking” the Long Term
Archive (LTA) of the LOFAR radio telescope using the software ecosystem de-
veloped in the PROCESS project. The LTA is a large (> 50 PB) archive that
expands with about 7 PB per year by the ingestion of new observations. It consists
of coarsely calibrated “visibilities”, i.e. correlations between signals from LOFAR
stations. Converting these observations into sky maps (images), which are needed
for astronomy research, can be challenging due to the data sizes of the observations
and the complexity and compute requirements of the software involved. Using the
PROCESS software environment and testbed, we enable a simple point-and-click-
reduction of LOFAR observations into sky maps for users of this archive. This work
was performed as part of the PROCESS project which aims to provide generalizable
open source solutions for user friendly exascale data processing.
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1 INTRODUCTION
The LOw Frequency ARray (LOFAR) [40] is a European radio telescope which cov-
ers frequencies between 10 and 250 MHz. Designed by ASTRON [18], it became
operational in 2010, and its design differs from classical radio telescopes that usu-
ally consist of arrays of dishes. Instead, LOFAR combines the signals from a large
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number of relatively simple omnidirectional antennas, shown in Figure 1. These an-
tennas are grouped into stations, each typically consisting of 96 Low Band Antennas
(10 MHz–90 MHz) and 48 High Band Antennas (110 MHz–250 MHz).
Figure 1. LOFAR LBA (poles) and HBA (boxes) antenna types forming a single station
(image courtesy of ASTRON)
The signals received by these antennas are combined into a single station sig-
nal, similar to the signal of a single dish from a classical radio telescope. LOFAR
currently consists of 52 stations in total (as shown in Figure 2): 24 core stations
located within a 2 km radius near the village of Exloo in the east of the Netherlands,
14 additional stations in the Netherlands arranged in an (approximated) logarith-
mic spiral distribution, and 14 international stations located in Germany, France,
Sweden, UK, Poland, Ireland and Latvia and (in future) Italy.
For observations the station signals are correlated per pair of two stations, called
a baseline, following the principles of aperture synthesis. Every pair of signals, each
consisting of a sequence of complex numbers, is multiplied with each other and
a complex phase (which determines the direction of the observation), and inte-
grated over the time sampling interval. Depending on the combination of stations
used, LOFAR supports baselines from a few hundred meters to several thousand
kilometers. While longer baselines provide a higher angular resolution, they compli-
cate signal calibration as ionospheric disturbances vary more over longer distances.
Every LOFAR imaging observation results in a large set of such correlations, called
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Figure 2. LOFAR station distribution over Europe, including planned LOFAR stations
(image courtesy of ASTRON)
visibilities. A visibility is recorded as a complex number for each baseline, frequency
and time sampling interval, and polarization product.
The LOFAR Long Term Archive [36] (LTA) was set up to store all LOFAR
observations. A typical LOFAR observation takes 8–12 hours and has a size of about
100 TB. Frequency averaging of every eight channels reduces this size to about 16 TB.
Initial (coarse) calibration is also applied to improve the signal quality. The last few
years the LTA has been expanding by about 7 PB per year and is currently (2020)
exceeding 50 PB. The LOFAR LTA is stored on tapes at locations in Amsterdam
(The Netherlands), Jülich (Germany) and Poznan (Poland).
LOFAR science drivers are condensed in six key science projects [13] (KSPs):
the epoch of reionisation, deep extragalactic surveys, transient sources, ultra-high
energy cosmic rays, solar science and space weather, and cosmic magnetism. In
addition, the LOFAR data is publicly available for other uses.
The coarsely calibrated observations stored in the LTA are not directly suit-
able as a starting point for scientific research. KSP-specific processing pipelines
are needed to further refine the observations into science products, using different
combinations of processing tools and parameters. Each processing step is complex
and usually requires both domain and software knowledge to generate useful out-
put. Combined with the massive volumes of the data, further processing of the data
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within the LTA is hard for non-experts. These challenges are exacerbated further
when one needs to process not just one, but many observations.
In this paper, we describe our efforts to build a user-friendly “point-and-click-
processing” system for the users of LTA data: after selecting an observation, an ap-
propriate pipeline and (optionally) a set of parameters, acquiring a well-calibrated
sky map just requires waiting for the processing to complete. Staging the data
(copying from magnetic tape to disk), transferring this data to a suitable compute
infrastructure, launching the processing pipeline, and retrieving the results, is all
handled automatically by the platform. We focus on the pipeline producing sky
maps, as these typically serve as a starting point for astronomy research. However,
we believe the approach is generalizable to other pipelines used for processing LTA
data.
This research was conducted as one the five use cases of the EU H2020 PRO-
CESS project [21]. In Europe, we currently do not have any exascale supercom-
puters. Therefore, any form of processing requiring exascale data processing will
have to be distributed over a number of clusters in Europe. Such distributions over
many clusters will have to be performed seamlessly and all software packages that
run the computations will have to be containerized to guarantee portability. The
goal of PROCESS is to offer exascale computing service prototypes to a range of
scientists that require big storage and big compute facilities, in such a way that these
users can remain mostly agnostic of the location and specifications of the compute
clusters where their data will be processed. Portability and scalability are the main
requirements for the PROCESS software infrastructure, not only with respect to
compute, but also with respect to data access.
2 RELATED WORK
One of the KSPs of the LOFAR telescope is to conduct deep wide-field surveys.
For instance, the LOFAR Two Meter Sky Survey (LoTSS) [38] is observing 3 000
different fields that will collectively map the entire northern radio sky and create
a total of 48 Petabytes of raw observation data that will be stored in LTA. Typi-
cally each dataset is 16 TB and is split into 244 files of 65 GB. This data is further
processed through the LOFAR imaging pipeline. To complete the LoTSS survey
in the project’s target five year duration, multiple datasets need to be processed
on a daily basis. To cope with the challenge, the LoTSS community has built the
LRT (LOFAR Reduction Tools) framework [33] that provides automation, porta-
bility, scalability and generalisation. LRT is built on top of a work distribution
environment which dispatches LOFAR pre-processing on a computing cluster [35]
using a PiCaS server [19] to track progress. Both because of this legacy and the
required high transfer rates, the platform has to run on a large computing infras-
tructure connected to the LTA with high-speed network, which limits its use to that
infrastructure. Furthermore, the parallelisation only concerns a single step in each
of the calibrator and the target pipelines.
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In an extension of the work described above, the same authors present AGLOW
or Automated Grid-enabled LOFAR Workflows [34]. AGLOW is a workflow or-
chestration system that integrates LOFAR processing with a distributed computing
platform. It uses Dutch Grid infrastructure and is based on Apache Airflow [2].
According to the authors, AGLOW allows to reduce the setup of complex workflows
from months to days. Both contributions are focused on lowering the data reduction
time by means of distributed computing. While this was a desirable feature for our
use case, our focus is more concerned with ease of use and portability of existing
pipelines.
Other authors [37] have investigated the viability of the cloud as infrastruc-
ture for processing LOFAR calibration pipeline as opposed to the more traditional
dedicated clusters and the grid. They found that while the cloud presents some
advantages such as the ease of software installation and maintenance and the auto-
matic scale-out, the most interesting ones, the commercial platforms, are also more
expensive that the use of a dedicated cluster for large datasets. The cloud solution
is only competitive if the number of datasets to be analysed is not high, which dis-
qualifies it, for instance, for surveys KSP. Furthermore, the pipeline tools used for
the tests do not include the most recent developments such as FACTOR or DDF.
3 BACKGROUND
This section consists of two parts where we lay down the foundations for under-
standing the science case behind our use case and the environment in which it is
implemented. First, we describe the LOFAR imaging pipeline with enough details to
understand the choices made for our use case implementation in PROCESS. Next,
we briefly summarise the PROCESS project and describe its ecosystem components
and architecture.
3.1 The LOFAR Imaging Pipeline
Astronomers often embark on a scientific investigation by inspecting sky maps. For
example, after the detection of a cosmic explosion by a gamma-ray satellite at a par-
ticular position on the sky, an astronomer will want to find out which celestial objects
are visible near this position on the sky at other wavelengths, like radio. This is
where a repository with low frequency radio maps covering a large part of the sky
can provide a useful resource. Unfortunately, such sky maps are currently only avail-
able for a fraction of the LOFAR observations stored in the LTA (as produced by
the LOFAR Two Meter Sky Survey (LoTSS) [38] for example).
When an astronomer wants to produce new sky maps, data first needs to be
downloaded from the LTA. ASTRON provides a convenient web portal, shown in
Figure 3, which allows users to search through the available data and select the ob-
servations which need to be retrieved from tape. Once the data is retrieved, it must
be downloaded from temporary disk storage at the LTA to the users own infrastruc-
ture. The size of these datasets can be significant, up to 16 TB per observation.
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Figure 3. The LTA web interface for searching and downloading observation data, acces-
sible through https://lta.lofar.eu/Lofar (image courtesy of ASTRON)
To produce images from this observation data, a large number of processing steps
need to be performed, as shown in Figure 4 (in a simplified form). This pipeline is
generally referred to as the Standard Imaging Pipeline (SIP) [16].
The initial steps, known as the Default Pre-Processing Pipeline (DPPP) [5],
constitute (among other things) of flagging the data to remove radio frequency
interference (RFI), optionally averaging to reduce the data volume, and demixing
to subtract the contributions of the brightest sources in the sky to increase the
sensitivity.
Next, an initial set of calibration parameters is applied. To do so, a short
observation of a reference source (the calibrator) is performed immediately preceding
or succeeding the main observation of the target (the astronomical source of interest).
A Local Sky Model (LSM) which matches the area of interest is then extracted from
the LOFAR Global Sky Model (GSM). The GSM is a “ground truth” database
containing all known sources from various sky survey catalogs, including VLSS [28],
WENSS [30], TGSS [31]. Using the LSM and calibrator observation in an iterative
process, an estimate can be obtained for instrumental and environmental effects such
as electronic station gains and ionospheric delays. The target observation can then
be corrected for these effects, a step generally referred to a Direction Independent
calibration (DI).
The calibrated data are then converted into an image using an imager that
applies the w-projection algorithm [29] to remove the effects of noncoplanar baselines
when imaging large fields and the A-projection algorithm [39] to take into account
the varying primary beam during synthesis observations. The LSM is expanded and
updated in the process by extracting sources from the images. One or more loops
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Figure 4. Imaging pipeline main steps
of calibration, imaging and LSM updates are performed. At the end of the process,
the final LSM will be used to update the GSM, and the final images are generated.
Various types of calibration algorithms can be used in this process, depending on
the requirements and user preferences.
Creating such an imaging pipeline is complex and requires detailed knowledge
of the domain, tools and pipeline framework (not to mention significant program-
ming skills). Therefore, a genericpipeline [9] is offered by ASTRON, which helps
astronomer design their processing pipeline without requiring too much technical
knowledge. This genericpipeline contains predefined pipeline steps for the user to
choose from. Creating a new pipeline then boils down to defining a so-called parset ;
a parameter set (or pipeline definition) which selects and configures the relevant
steps in the genericpipeline.
A tool commonly used in this process is prefactor [20] which consists of various
parsets for the genericpipeline to steer the processing of LOFAR data. Originally
intended to prepare the data for input to the direction-dependent (DD) calibration
software FACTOR [7] (hence, its name), prefactor performs the steps described
above to correct for various instrumental and ionospheric effects on observations,
and makes the observation ready for more advanced DD calibration pipelines, such
as FACTOR or killMS.
In this paper, we decided to use FACTOR, as we found it to be one of the most
stable tools available for DD calibration. It produces low-noise, high-resolution im-
ages from HBA LOFAR data using the facet calibration scheme [41]. FACTOR cor-
rects for direction-dependent effects, including ionospheric effects and beam-model
errors. FACTOR works by dividing up the target observation field into many facets
and separately solving for the direction-dependent corrections in each facet. It is
designed to minimize the number of free parameters needed to parameterize these
corrections to avoid overfitting. This minimization is critical in producing high-
fidelity images.
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While the available tools are generally well documented and several LOFAR
imaging tutorials can be found online, the overall process is quite cumbersome for
non-expert users. A large number of tools must be installed and configured, some-
times resulting in complex technical or software dependency problems. Once the
tools are installed successfully and configured correctly, the data volumes that need
to be transferred and processed are significant and often exceed the capabilities of
the infrastructure available to the users. Therefore, a user-friendly “point-and-click-
processing” system for the users of LTA data could significantly lower the threshold
for using LOFAR LTA data for the non-expert users. In Section 4, we describe
how we have implemented such a system as one the five use cases using the soft-
ware environment developed in the PROCESS project, which is briefly described
below.
3.2 PROCESS
The aim of the PROCESS project [21] is to provide an open-source, multi-purpose
and scalable software environment specially developed for exascale data processing.
This goal was achieved by creating various tools and services that support set of
heterogenous extreme scale data processing use-cases driven by both the scientific
research community and industry [22].
Although these use cases come from very different communities (medical imag-
ing, radio astronomy, airline ancillary pricing, disaster risk management and earth
observation), they share the same problems:
1. they need to process very large volumes of data using a diverse collection of
tools,
2. these tools are difficult to install and configure by the users who often lack the
necessary technical knowledge, and
3. the storage and/or compute requirements exceed the capabilities of the infras-
tructure that is available to the users.
During the course of the PROCESS project, a modular service architecture
was designed and implemented [26], a simplified schematic of which is shown in
Figure 5. It can be divided into three main modules: the Interactive Execution En-
vironment [10] (IEE), which provides a web-based user API (as well as a REST API)
for submitting pipelines, the LOBCDER data module [12], which offers distributed
storage and data transfer services, and the compute module which provides access
to both HPC and Cloud compute infrastructure (via RimRock [23] and Cloudify [3],
respectively). For testing purposes, these services are deployed on compute and
storage infrastructure at Cyfronet1 and LRZ2.
1 http://www.cyfronet.krakow.pl/en
2 https://www.lrz.de/english
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Figure 5. PROCESS platform architecture (image courtesy of [27])
To run a processing pipeline, the user will need a containerized version of the
necessary tools. Currently, only Singularity [32] containers are supported. Creating
such a containerized version of the tools may be too complex for the average user.
However, there is a current trend among tool developers to provide such containers
themselves, as this is seen as an easy solution to the dependency problems often
encountered by users when installing software.
Using the IEE, a processing pipeline can be defined based on the containerized
tools and then submitted to the compute infrastructure (either based on HPC or
Cloud technology). Before the processing starts, the IEE will use the LOBCDER
data module to transfer the necessary input data from the source location to the
selected compute infrastructure.
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The architecture designed by PROCESS provided us with the necessary ser-
vices and infrastructure to create a “point-and-click” solution for the LTA imaging
pipeline, which will be described in the next section.
4 POINT-AND-CLICK PROCESSING IMPLEMENTATION
To create an easy to use solution for the LTA imaging pipeline, the requirement
analysis showed that three components need to be in place:
• A use-case specific web user interface, that enables users to select the desired
datasets and processing pipelines.
• Containerized versions of the LOFAR imaging tools.
• Data services for retrieving the observation data from tapes at the LTA (staging),
transferring this data to compute infrastructure, and the extraction of resulting
images.
• Compute services to run the containerized LOFAR imaging tools on the compute
infrastructure.
The solution we have implemented using the PROCESS services is shown in
Figure 6, and fulfills all of these requirements. We will first provide an overview of
how these components interact and then describe each of the components in more
detail below.
At the startup of the web application, the backend connects to the database at
the LTA archive and extracts a list of all accessible observations (step 1 ). Next, it
retrieves the list of pre-configured pipelines available to the user from local storage
(step 2 ). Both are then presented to the user in the web frontend, which is described
in more detail in Section 4.1.
Once the user has selected a suitable target and calibrator observation (step 3 ),
all necessary information on the selected observations, the pipeline, and various pa-
rameters are submitted to the IEE (step 4, described in Section 4.2). Before the IEE
can execute the pipeline on the compute infrastructure, however, the observation
data must be retrieved from the LTA archive. To do so, the IEE requests that the
LOBCDER data service to retrieve the necessary data from the LTA (steps 5-8,
explained in Section 4.3).
Once the data is available, the IEE will execute the pipeline on the compute
infrastucture (steps 9 and 10 ) using a containerised version of the pipeline (Sec-
tion 4.4). Finally, the result is returned to the the user via the web frontend (steps 11
and 12, Section 5).
4.1 Web Frontend
To enable easy access to the data processing infrastructure, we decided to create
a use-case specific web portal, based on LTACAT [14], which was developed earlier
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Figure 6. Schematic workflow of interaction between the images processing web applica-
tion, PROCESS services, and the LTA archive
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in the EOSC pilot for LOFAR project [6]. The latter is a React3 application based
on FRBCAT [8] (originally developed as a catalogue for fast radio bursts (FRBs) in
the AA-ALERT [1] project). This web application was customised and extended to
fit LOFAR LTA imaging pipeline needs, and can be found at [15].
Figure 7. Main LTA database view
The LTA database main view, shown in Figure 7, shows information and meta-
data about LOFAR observations, similar to the original LTA web portal. As shown
in Figure 6, the backend directly connects to the LTA database allowing users to
seamlessly access the observation data archived in the LTA. Access to some obser-
vations may be restricted, however, due to various policies. Instead of providing
a unified view of all data (as the original LTA web portal offers), the user is pre-
sented with two lists in order to select the calibrator and the target observations
separately. The metadata can be used to filter the selection.
3 https://reactjs.org
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Figure 8. Pipeline configuration and submission
Once the user selects a calibrator and target observations, the web application
provides a separate window to select (and optionally configure) a processing pipeline,
as shown in Figure 8. This window provides a list of available pipelines, the config-
uration parameters for the selected pipeline, and a submit button which will submit
the pipeline execution to the IEE.
Currently, the definitions of these pipelines are stored locally on the machine
running the Web application. In the backend, the pipeline configurator is automat-
ically generated from a JSON schema [11] describing each pipeline. This allows for
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predefined default values, constraints on inputs, mandatory required properties, and
defining dependences between properties.
Each definition already includes suitable defaults for the pipeline parameters,
such as configuration settings for the processing steps and the necessary configura-
tion for the data retrieval and the choice of a computing site. Once set correctly,
the users does not need to adjust these. Suitable defaults are provided for the cur-
rent PROCESS testbed, which will retrieve data from the LTA and use the HPC
facilities at Cyfronet as the compute site. If needed, these values can be adjusted
in the staging and hpc sections of the pipeline configuration shown in Figure 8.
As part of the PROCESS testbed, the web portal comes bundled with a single
predefined pipeline, but it is easily extended. It allows users to develop additional
pipelines and integrate them in the Web application. For this purpose a pipeline
template is provided in addition to a step-by-step guide on how to integrate new
pipelines into the service [17]. The procedure consists of implementing a run func-
tion, defining the pipeline configuration parameters in JSON schema format, and
registering the pipeline in the pipeline administrator of the IEE. After installation of
the new pipeline based on these steps, a new pipeline appears in the list of available
pipelines.
4.2 Pipeline Submission to the IEE
Once the pipeline is selected (and optionally configured), the user can submit it
to the IEE for execution. The integration between the web portal and the IEE
consists of REST API calls for retrieving the pipeline configuration parameters and
submitting pipeline computations to the IEE based on the expected parameters.
When a pipeline is submitted, the LTA identifiers of the required target and
calibrator observations are provided to the IEE as parameters of the pipeline. Before
actual the actual pipeline execution begins, the IEE requests LOBCDER to fulfill
the data requirements of the pipeline and ensure the data of both observations are
available on the compute site. LOBCDER is described in more detail in the next
section. This step may be skipped if the data already resides on the compute site.
Once the data is available, the pipeline job will be scheduled on the compute
infrastructure. This job consists of a containerized version of the pipeline (described
in Section 4.4 to ensure portability. This job submision is performed through Rim-
Rock, which provides a REST API to the underlying scheduling system of the HPC
compute cluster.
Once running, the web portal will retrieve the pipeline status from the IEE using
the REST API calls. Once the pipeline has completed, the IEE will provide a link
to where the results can be retrieved.
4.3 LOBCDER Data Services
Before the pipeline can be executed, the observation data needs to be available on
the compute site. Consequently, the very first action of the IEE when receiving
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a pipeline submission is to call the LOBCDER data services to request that the
target and calibration observations are retrieved from the LTA archive. LOBCDER
in turn contacts the LTA to request that the observational data is retrieved from the
tapes and stored at a temporary location (a process referred to as “staging”). Once
this staging is complete, LOBCDER will transfer the data to the selected compute
site.
Therefore, to satisfy the data service requirements of our use case, several end-
points have been created by the LOBCDER team. One for issuing a staging com-
mand and one to check its status. Additionally, another one to transfer the staged
in data from the temporary location to a HPC cluster for processing, along with its
corresponding status check command. These are incorporated into the IEE portal
using a Python module. The parameters for configuring these service endpoints are
exposed by the JSON schema for the pipeline configuration.
Once the transfer is completed, LOBCDER notifies IEE which then submits the
job which will run the pipeline to the workload management system on the selected
computing resource(s).
4.4 Containerized Analysis Pipeline
To ensure portability, we have created a containerized version of the LTA imaging
pipeline based on CWL [25] and Singularity4. This container essentially implements
the FACTOR pipeline shown in Figure 4. The first two steps (calibrator and target)
are taken care of by prefactor which provides parsets for each of them. They pro-
vide direction independent calibration. prefactor also provides a parset for the third
step, subtract, which is specific to FACTOR. This step images the field at medium
and low resolution to make initial models of the sources and subtracts these models
from the uv data. The last step is FACTOR itself performing direction dependent
calibration and imaging of HBA data. It divides the field into facets based on bright
direction-dependent calibrators. It then cycles over the facets to self calibrate the
calibrator sources (facetselfcal) and to improve the subtraction with new model and
calibration (facetsub). The facets are then imaged (facetimage). Finally, FACTOR
makes a mosaic of all facets and corrects for the primary beam attenuation (field-
mosaic).
For the integration of the container with IEE, we need to provide an appropriate
run script within the container. This script passes the expected input parameter
values provided to the container by the IEE to the workflow runner (cwl-runner)
running inside the container. These parameters are provided by the user via the
frontend shown in Figure 8. They are passed to IEE through the REST API calls
described above. Currently, the container is stored online at a private location, from
where it is currently manually downloaded and installed at the computing site by the
IEE team. We aim to automate this process by storing the container in a registry
so it can be automatically retrieved, as shown in Figure 6.
4 https://www.sylabs.io
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Once the processing pipeline has completed, the output is made available for
download by the IEE via a download link. This output consists of the output
images in FITS format5, which is commonly used in astronomy, plus inspection plots
(examined by the astronomers to check the normal functioning of various parts of the
instrument) and various log files produced by the processing steps in the pipeline.
The full resolution output images can be downloaded by the user. For convenience,
downscaled JPG thumbnails of the images are presented in the frontend.
5 RESULTS
With our use case fully implemented using the PROCESS services, generating images
from the LTA data has never been so easy: the astronomer has just to launch
the frontend, choose its calibrator, target and pipeline, and click a button. The
PROCESS platform takes care of all the processing. The user can then use his/her
valuable time for more analytical tasks while waiting for the images. Sample output
images generated by this pipeline are shown in Figure 9.
Figure 9 a) shows the image that will be produced when directly using the data
from the LTA archive. This data is only roughly calibrated, and contains significant
distortions caused by ionospheric interferences and instrument effects. Figure 9 b)
shows the data after the initial processing, demixing of bright sources, and direc-
tion independent calibration, which already improves the image quality significantly.
Figure 9 c) shows the final result after direction dependent calibration, which further
improves the image quality to the level required for astronomy research.
Step Data Size [GB] Run Time [s)
calibrator 25 8 534
target 433 11 902
subtract 76 37 212
FACTOR 76 464 400
(∼ 5d9h)
Table 1. Breakdown of a test run of the LTA imaging pipeline using the PROCESS ser-
vices and infrastructure
In Table 1, we show a breakdown of the average execution time of each step
in the FACTOR pipeline. This pipeline is running on a test dataset consisting of
twenty sub-bands (out of 144) of both the calibrator and target data, and processes
about 450 GB of data. The end-to-end execution time of the pipeline is about 6 days.
As the table shows, the processing time is dominated by the direction dependent
calibration performed by FACTOR, which takes about 89 % of the overall time
required.
5 https://fits.gsfc.nasa.gov/fits_standard.html
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a) Uncalibrated data b) DI calibrated data
c) DD calibrated data
Figure 9. Results of imaging uncalibrated, DI calibrated and DD calibrated data
6 CONCLUSION AND FUTURE WORK
In this paper, we discussed our efforts in “unlocking” the LOFAR LTA using the
software ecosystem developed in the PROCESS project. We described the moti-
vation for our use case and analysed its requirements. We succinctly described the
science case behind it and briefly presented the PROCESS project services and tools.
Then we showed that the solution for our use case can be straightforwardly imple-
mented using the PROCESS services and tools. Finally, we showed an example
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of the sky maps generated using that solution and the time needed to reach those
results.
One of the nonfunctional requirements identified for our use case is horizontal
scalability that allows the processing of several observations in parallel, and poten-
tially on different compute sites. This feature would be very useful for the Surveys
KSP for instance, as they typically require a large amount of processing. Although,
theoretically, IEE can submit to several computing sites concurrently, in practice,
it can currently only submit to its local computing site, Prometheus. As our future
work, we hope to extend this to multiple sites.
In addition, all processing is currently performed on a single node. Parallelism
is limited to the number of cores available within this node. It would be inter-
esting to revisit these processing steps and reimplement them using more scalable
approaches. As the Direction Dependent calibration step is the most compute-
intensive, it would be beneficial to add alternative approaches to FACTOR such as
the DDF pipeline [4] or SAGECal [24], which may support better parallelisation
schemes.
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