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We investigate the dynamics of a microwave-driven Josephson junction capacitively coupled to a lumped
element LC oscillator. In the regime of driving where the Josephson junction can be approximated as a Kerr
oscillator, this minimal nonlinear system has been previously shown to exhibit a bistability in phase and amplitude.
In the present study, we characterize the full phase diagram and show that besides a parameter regime exhibiting
bistability, there is also a regime of self-oscillations characterized by a frequency comb in its spectrum. We
discuss the mechanism of comb generation which appears to be different from those studied in microcavity
frequency combs and mode-locked lasers. We then address the fate of the comb-like spectrum in the regime of
strong quantum fluctuations, reached when nonlinearity becomes the dominant scale with respect to dissipation.
We find that the nonlinearity responsible for the emergence of the frequency combs also leads to its dephasing,
leading to broadening and ultimate disappearance of sharp spectral peaks. Our study explores the fundamental
question of the impact of quantum fluctuations for quantum systems which do not possess a stable fixed point in
the classical limit.
In superconducting quantum circuits, the Josephson junc-
tion (JJ) is a lossless nonlinear element that provides criti-
cal functionality for various quantum information processing
tasks [1–3], from gate operations to readout and amplifica-
tion, made possible by controlling JJ dynamics via its embed-
ding circuit and effective drive. For instance, under strong
coupling and weak excitation (relative to the intrinsic nonlin-
earity), JJ-based artificial atoms have enabled Cavity QED
implementations [4–9] that have been extensively discussed
using open Jaynes-Cummings or Rabi models in single [10]
and multi-mode regimes [11]. However, applications employ-
ing JJs under strong excitation conditions, for readout [12–14]
and quantum-limited amplification [15–19], require an under-
standing of dynamical instabilities that sensitively depend on
the model of nonlinearity employed [20, 21].
Here we investigate the dynamics of a shunted JJ when ca-
pacitively coupled to a microwave-driven linear resonator. The
dynamics of such a system under strong driving have been theo-
retically [10, 22] and experimentally [12] studied in the context
of a high-power read-out scheme, and are found to exhibit a
bistability between two states with distinct phase and ampli-
tude. In the adiabatic regime where mode coupling is weaker
than losses, the coupled system maps to a single coherently-
driven Kerr oscillator with renormalized parameters, exhibiting
precisely this bistability [13, 23–25]. However, we find that
in the strong-coupling regime the nonlinear mode acquires a
retarded self-interaction mediated by the linear mode, which
changes the classical phase diagram dramatically: for certain
drive and detuning ranges the system may have no stable fixed
points, a phase not exhibited by the single coherently-driven
Kerr oscillator [26]. In this dynamical regime, nonzero fre-
quency instabilities emerge as limit cycles, yielding discrete,
equally spaced comb-like spectra in the frequency domain.
Such comb formation in coherently-driven microres-
onators [27–31] and incoherently-pumped mode-locked
lasers [32, 33] is often understood as an instability towards sym-
metric sideband growth via four-wave mixing, in an underlying
resonator geometry supporting multiple spatial modes [36, 37]
and a distributed nonlinearity (while exceptions have been
discussed as well [34, 35, 38]). Our results indicate that the
minimal manifestation of Kerr-mediated comb formation is
embodied in a Kerr-oscillator coupled to a linear oscillator.
While limit cycles [39, 40] and their modification under
classical noise [38, 41] have been extensively studied in clas-
sical systems, they are far less explored in the deep quantum
regime [42, 43] accessible to the lumped element JJ circuit
discussed here. Using Master equation and phase-space sim-
ulations, we investigate the fate of comb-like spectra as the
nonlinearity is tuned from weak to strong (equivalently, high
to low mode occupation at the instability threshold), so that the
system moves from an expected semiclassical regime towards
a well-defined quantum regime where a single photon can in
principle trigger the comb instability. We find that while the
nonlinearity, together with strong enough coupling to the linear
mode, is necessary for limit cycles to emerge, this very nonlin-
earity introduces quantum noise that dephases the limit cycle;
for weak noise, the dephasing time typically scales inversely
with the strength of the nonlinearity.
Model - The model we study is realizable in lumped element
setups [Fig. 1 (c)], as well as JJ-embedded transmission-line
resonators [44]. We assume that the nonlinearity of the junction
can be approximated by its lowest order Kerr nonlinearity. The
resulting model described by the Hamiltonian Hˆ = Hˆa +
Hˆb + Hˆg + Hˆd (See SM [45]) then is generic, consisting of a
driven linear oscillator a (frequency ωa) coupled to a nonlinear
oscillator b (frequency ωb) [Fig. 1 (a)]. Hˆd = η(aˆ + aˆ†)
describes the drive (strength η) in the frame rotating at the drive
frequency ωd. The corresponding drive frame Hamiltonians of
the modes are Hˆa = −∆daaˆ†aˆ and Hˆb = −∆dbbˆ†bˆ− Λ2 bˆ†bˆ†bˆbˆ
respectively, with Λ > 0 being the strength of the nonlinearity,
and the frequency detunings defined as ∆da/db = ωd − ωa/b.
The two oscillators are coupled linearly, with Hamiltonian
Hˆg = g(aˆ†bˆ+ bˆ†aˆ). The system dynamics including damping
for both the linear (rate κ) and nonlinear mode (rate γ) are then
governed by the Master equation ˙ˆρ = −i [H, ρˆ] + κD[aˆ]ρˆ +
γD[bˆ]ρˆ, where D[oˆ] is the standard dissipative superoperator
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Figure 1. (a) Schematic representation of the two-mode system. (b)
Mode and drive frequencies. (c) Lumped element circuit QED imple-
mentation of (a).
D[oˆ]ρ = oˆρoˆ† − 12
{
oˆ†oˆ, ρ
}
.
We begin with the classical dynamics of the two-mode sys-
tem, obtaining operator equations of motion and making the
replacement (〈aˆ〉, 〈bˆ〉)→ (α, β). This yields:
α˙ = i∆daα−κ
2
α−igβ−iη; β˙ = i∆dbβ−γ
2
β+iΛ|β|2β−igα
(1)
Note that Eqs. (1) are invariant if Λ → Λ/c and (α, β, η) →√
c(α, β, η), for c ∈ R+ [45]. Physically, scaling Λ → Λ/c
and η → √cη yields the same classical dynamics, except with
mode amplitudes scaled by
√
c. This simple Λ-dependence
is not true of the quantum dynamics, as we shall see later.
Next, the linearity of mode aˆ and the coupling allows it to
be integrated out exactly, leading to an effective dynamical
equation for the nonlinear mode:
β˙ = i∆dbβ − γ
2
β + iΛ|β|2β + gχaη
[
e(i∆da−
κ
2 )t − 1
]
− g2
∫ t
0
dτ F (τ)β(t− τ), (2)
where the linear mode susceptibility χ−1a = −i∆da+κ/2. The
first line is the classical equation of motion for a coherently-
driven Kerr oscillator; the drive term is ∝ gχa since the linear
mode is driven. More interesting is the term in the second line,
which describes the delayed self-interaction of the nonlinear
mode - mediated by the linear mode - with a memory kernel
F (τ) = e(i∆da−
κ
2 )τ .
When F (τ) decays rapidly relative to the timescale of sys-
tem dynamics (κ g), we may set β(t− τ) ≈ β(t) within a
Markov approximation; this is also equivalent to adiabatically
eliminating the linear mode (α˙ ≈ 0). We then obtain an effec-
tive Markov regime equation for the (long-time) dynamics of
the nonlinear mode:
β˙ = i∆˜dbβ − γ˜
2
β + iΛ|β|2β − η˜ (3)
This is the classical dynamical equation for a renormal-
ized Kerr oscillator, with modified detuning ∆˜db = ωd −(
ωb + g
2∆da|χa|2
)
, damping γ˜ = γ + g2κ|χa|2 and drive
η˜ = gχaη. Therefore, when the linear mode can be adia-
batically eliminated, the two-mode system behaves like an
effective Kerr oscillator [46].
From here, the classical fixed points
(
α¯, β¯
)
of the two-mode
system are found by setting α˙ = β˙ = 0, or equivalently set-
ting β˙ = 0 in the Markov regime equation, Eq. (3). The
equation relating the fixed points |β¯|2 to the drive strength
|η|2 is found to be the standard cubic polynomial for a Kerr
oscillator, with the modified parameters defined earlier [45].
The relationship is single-valued for ∆db > ∆MPdb but be-
comes multivalued for ∆db < ∆MPdb , defining a region of
multiple fixed points; here the critical detuning ∆MPdb =
−
√
3
2
(
γ + g2κ|χa|2
)
+ g2∆da|χa|2 [45]. Dropping terms
∝ g2 arising from the linear mode yields the standard result
for a single driven Kerr oscillator.
Stability analysis - To treat the memory term exactly we
perform a Laplace domain linear stability analysis around the
above fixed points; details can be found in [45]. Instability is
determined by the dominant pole (pole with largest real part) of
the linearized dynamical matrix. For a resonantly driven linear
mode, ∆da = 0, an analysis of the real and imaginary parts of
the poles separately allows the phase diagram to be mapped out
entirely analytically; we focus on this case from here on (for
non-zero ∆da, see SM [45]). Two distinct parameter regimes
are obtained, determined by the relative strength of g and κ.
For g < κ/2, the typical phase diagram in η-∆db space is
shown in Fig. 2 (a). For ∆db > ∆MPdb , the system has only
one fixed point (FP), as discussed earlier; the stability analysis
indicates that this FP is always stable. For ∆db < ∆MPdb , the
orange hatched region emerges where one of the system’s FPs
is unstable, and the unstable pole s has Im s = 0. In this region,
the typical curve relating |β¯|2 to η (S-curve) is shown in the
inset, with green (purple) segments showing unstable (stable)
FPs. The unstable FPs coincide exactly with the region of 3
total FPs; dynamically, instabilities from the unstable branch
settle into one of the two stable fixed points at the same drive
strength. This is precisely the stability diagram of the modified
Kerr oscillator defined by Eq. (3).
Much more interesting is the case g > κ/2, for which
the phase diagram is shown in Fig. 2 (b). We first consider
∆db > ∆
MP
db , where the classical equations admit only 1
FP. We find that for ∆db above a minimum critical detun-
ing ∆LCdb = −
√
3
2 (γ + κ), the single fixed point that exists
is never unstable (region 1). For ∆MPdb < ∆db < ∆
LC
db (re-
gion 2), this is no longer the case. A typical |β¯|2-η plot in
region 2, Fig. 2 (c), shows emergent unstable |β¯|2 values in
green, where the system has only one, unstable FP, hinting
at the emergence of limit cycle solutions; this regime is not
possible for the single coherently-driven Kerr oscillator. The
minimum and maximum unstable |β¯|2 values occur at drive
strengths η− (open square) and η+ (filled circle) respectively.
At these drives, the dominant pole reaches the threshold of
instability, now with nonzero Im s = ±√g2 − κ2/4 ≡ ±Ω.
Note that for η > η+ and η < η−, the system always has
at least one stable fixed point (lying on one of the upward
pointing purple segments). Also, in region 2, the unstable
green segments lie entirely in the drive range η− < η < η+.
However, with more negative detuning, the latter does not
remain so. For ∆db < ∆MPdb (regions 3, 4), the S-curve can
be multivalued, as seen in Fig. 2 (d), and eventually further
deforms to Fig. 2 (e), where unstable |β¯|2 are not all contained
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Figure 2. Phase diagram in η-∆db space. The possible phases are
listed in the top-left table. (a) Phase diagram for g < κ
2
(here, g = κ
4
).
(b) Phase diagram for g > κ
2
(here, g = 2κ). (c) through (f) Plots
of |β¯|2 against η showing the change in the S-curve as ∆db is swept
across the four dynamical regions in (b). Green (purple) segments of
the S-curve depict unstable (stable) |β¯|2 values.
in the range η− < η < η+. Here, for η > η+ and η < η−
the system now admits 3 FPs, of which only one is stable
(checkered purple). On the other hand, within the range η− <
η < η+ (shaded green as before), all three fixed points are
unstable. This is clearly seen in Fig. 2 (e): only green segments
of the S-curve lie in the green shaded region.
Furthermore, the range η− < η < η+ is detuning de-
pendent; as ∆db becomes more negative, this region shrinks,
and vanishes when η− = η+. We mark this as the termi-
nal boundary of region 3, which occurs at a critical detun-
ing ∆critdb = −
√
(∆MPdb )
2 + 12
[
(∆MPdb )
2 − (∆LCdb )2
]
[dashed
orange line in Fig. 2 (b)].
For ∆db < ∆critdb , region 4 begins, where η− > η+. The
S-curve typically looks like Fig. 2 (f). Since at least one stable
fixed point always exists for η > η+ and η < η−, and since
η− > η+ in region 4, we easily conclude that at least one stable
fixed point (SFP) now exists for all driving strengths. The
green shaded region with 0 SFPs thus gives way to the orange
hatched region with 3 FPs, 2 SFPs. We note that unlike ∆LCdb ,
which is a strict minimal detuning for instability, ∆critdb is not a
strict maximal detuning. Beyond ∆critdb , limit cycle solutions
can ostensibly still emerge, since unstable fixed points with
nonzero Im s still exist. However, if excursions from these
unstable fixed points are large enough, the system can always
find a stable fixed point to settle into in this region.
Finally, as g → κ/2, ∆critdb ,∆MPdb ,∆LCdb all become equal;
both green and purple regions shrink and eventually vanish,
such that for g < κ/2, only the orange hatched region persists,
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Figure 3. Numerically simulated phase diagram in η-∆db space for
g = 2κ > κ
2
. Surface plot shows spectral spacing ∆ω obtained from
Sα[ω]; the ‘island’ of multifrequency solutions overlaps perfectly
with the analytically-predicted unstable region below (shaded green).
Plots (a) through (c) show Sα[ω] at the correspondingly labelled
points on the phase diagram.
and we recover the phase diagram in Fig. 2 (a).
Dynamics in the unstable region can be studied numeri-
cally by simulating Eqs. (1). We calculate the steady state
power spectrum of the linear mode, Sα[ω] = |F {α(t)} |2,
where F {α(τ)} = ∫∞−∞ dτ e−iωτα(τ) is the Fourier trans-
form. This quantity is of particular relevance for circuit QED
realizations of our model, where Sα[ω] is the power spectrum
of the resonator mode, which can be directly monitored in
experiments [47]. For each spectrum Sα[ω], the frequency
spacing ∆ω is plotted in η-∆db space in Fig. 3, scaled by Ω.
We find multifrequency limit cycles in a region that has ex-
cellent agreement with the (green shaded) analytic region of
0 SFPs. The spacing ∆ω is close to Ω for ∆db ∼ ∆LCdb , but
decreases as ∆db becomes more negative; this reduction is
observed for general parameters in this system (see additional
phase diagrams included in [45]).
Quantum regime - To study the modification of limit cy-
cle dynamics in the quantum regime, we employ both Mas-
ter equation simulations and a stochastic approach based on
the positive-P representation of the density matrix ρ [48].
The latter allows access to normal-ordered operator aver-
ages and correlation functions via a set of stochastic differ-
ential equations (SDEs) for the independent complex variables
~α ≡ (α, α†, β, β†):
d~α = ~A dt+
√
ΛB ~dW (4)
The drift vector ~A describes deterministic classical evolution,
equivalent to Eqs. (1). Then, by construction, any quantum
effects must appear as stochastic ‘noise’ terms, involving the
vector of independent Wiener increments ~dW . The scale and
nature of this noise is set by the matrix B. In the absence of
thermal noise (which we neglect),B =
√
i diag
(
0, 0, β, iβ†
)
is purely quantum in origin, and depends on β, β† (as opposed
to being constant for thermal noise). Eqs. (4) are thus driven
by multiplicative noise. Crucially, the classical and quantum
contributions depend differently on the nonlinearity. Scal-
ing Λ → Λ/c and (~α, η) → √c(~α, η) in Eqs. (4) leaves the
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Figure 4. |Sa[ω]|, logscale, (a) within, and (b) outside the limit cycle region, as a function of increasing nonlinearity Λ from left to right. Master
equation (ME), SDE simulations (PP), and stable regime linearized spectra (Lin.) are shown.
classical drift term unchanged as discussed earlier, but scales
the stochastic term by a 1√
c
factor [45]. Hence decreasing Λ
(c > 1; equivalently, increasing mode occupation) suppresses
the relative impact of quantum dynamics, moving the system
closer to effectively classical evolution.
By varying Λ and η according to the above scaling, we
can stay on fixed positions on the classical phase diagram
(a) just within the limit cycle region, and (b) just outside
[See Fig. 4], while modifying the stochastic dynamics. For
regimes of weak nonlinearity relative to the damping rates,
Λ ∼ [0.001, 0.1]γ, κ, we find that Eqs. (4) may be simulated
controllably; here, modal occupations of O([102, 103]) make
Master equation and even Monte Carlo simulations unfea-
sible. For stronger nonlinearities Λ & γ, P representation
SDE simulations run into notorious difficulties [49, 50]; how-
ever, weaker excitation numbers then render density matrix
simulations tractable again [51]. Combining the two meth-
ods yields a complete picture of dynamics as the nonlinearity
is increased to the quantum regime. The precise scaling of
stochastic terms with nonlinearity does depend on the nonlin-
ear model employed [43, 52, 53]; more generally, our analysis
may be regarded as a study of dynamics under transition from
high to low modal occupations. We analyze again the linear
mode power spectrum, using the Wiener-Khinchin theorem:
Sa[ω] =
∫∞
−∞ dτ e
−iωτ 〈aˆ†(τ)aˆ(0)〉. For SDE simulations,
the required correlation function is determined via averaging,
〈aˆ†(τ)aˆ(0)〉 = limt→∞ 1Ns
∑Ns
i=1 α
†
i (t + τ)αi(t), summing
over at least Ns = 105 trajectories for each calculation.
Within the limit cycle region [Fig. 4 (a)], for the weakest
nonlinearity Λ = 0.001γ, the spectrum appears close to the
classical result [Fig. 3 (c)]. However, as the nonlinearity be-
comes stronger, the peaks in the discrete spectrum broaden.
A weak-noise phase dynamics analysis [45] indicates a phase
diffusion time ∝ 1/Λ (equivalently, comb peak linewidths
∝ Λ), with a proportionality coefficient of order one deter-
mined by local properties of the limit cycle attractor. Outside
the unstable region [Fig. 4 (b)], the classical FP with mode
occupations (|α¯|2, |β¯|2) is stable. Fluctuations around this FP
yield a quantum spectrum that we determine analytically [45]
using a linearized analysis [46, 48, 54]; the result agrees well
with Sa[ω] for weak nonlinearities, but deviates as Λ increases
and the fluctuations are no longer small relative to (|α¯|2, |β¯|2).
For intermediate Λ = 0.1γ, we are able to compare SDE and
Master equation simulations in both regions, finding very good
agreement.
Conclusion - The driven, strongly-coupled nonlinear system
of a Kerr oscillator and a linear mode admits a phase with no
classical SFPs. Here, classical dynamics feature limit cycles
with sharp peaks in the mode spectra; however, the quantum
dynamics introduce dephasing due to the very nonlinearity that
gives birth to the limit cycles, broadening and ultimately wash-
ing out these spectral peaks as Λ increases, even if all other
noise sources are absent. Our study is relevant for on-chip
microwave domain frequency comb generation using quan-
tum circuits with weak nonlinearities (realized in recent circuit
QED experiments [18, 55, 56]), and for further understand-
ing stable operating regimes of JJ-based nonlinear multimode
circuit QED systems.
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Circuit QED Implementation
The two-mode system considered in this paper can be stud-
ied in modern circuit QED experiments, with a particularly
simple implementation using lumped element circuits [See
Fig. 1 (c) in the main text]. The driven linear mode can be
realized with a linear LC circuit coupled to a transmission
line, while the nonlinear mode can be realized by shunting
a Josephson junction with a capacitor. The two circuits are
then capacitively coupled to engineer a quadrature-quadrature
coupling [57].
To derive the effective system Hamiltonian, we begin with
the classical Lagrangian L for the (undriven) circuit above:
L =
1
2
CaΦ˙
2
a −
Φ2a
2La
+
1
2
CbΦ˙
2
b + EJ cos
(
2pi
Φb
Φ0
)
+
1
2
Cg
[
Φ˙a − Φ˙b
]2
(1)
Here, Φa,b are the node flux variables for the linear and nonlin-
ear circuit respectively. The first line then contains contribu-
tions from the linear and nonlinear mode respectively, while
the second line describes the capacitive coupling. It is useful to
rewrite the capacitive sector of the Lagrangian in matrix form:
L =
1
2
Φ˙ C Φ˙
T − Φ
2
a
2La
+ EJ cos
(
2pi
Φb
Φ0
)
(2)
where Φ˙ = {Φ˙a, Φ˙b}, and C is the capacitance matrix given
by:
C =
(
Ca + Cg −Cg
−Cg Cb + Cg
)
(3)
To obtain the Hamiltonian, we first find the canonical momenta,
the charge operators {Qˆa, Qˆb}, defined in the usual way:
Qa,b =
dL
dΦ˙a,b
=
∑
j=a,b
C(a,b)jΦ˙j =⇒ Q = CΦ˙ (4)
where Q = {Qa, Qb}. We may now promote the charge and
flux variables to operators, Qi → Qˆi, Φi → Φˆi, satisfying
the usual canonical commutation relations [Φˆi, Qˆj ] = iδij .
Then, the Hamiltonian H is obtained in the standard way via
Legendre transformation of the Lagrangian:
H =
∑
j=a,b
Qˆj
ˆ˙Φj − L (5)
which takes the form:
H =
1
2
QˆC−1QˆT +
Φˆ2a
2La
− EJ cos
(
2pi
Φˆb
Φ0
)
(6)
The inverse of the capacitance matrix C−1 is non-diagonal,
and leads to the effective coupling term we desire. In particular,
C−1 =
1
CaCb + Cg(Ca + Cb)
(
Cb + Cg Cg
Cg Ca + Cg
)
(7)
Then, the Hamiltonian can be written as:
H =
Qˆ2a
2C˜a
+
Φˆ2a
2La
+
Qˆ2b
2C˜b
− EJ cos
(
2pi
Φˆb
Φ0
)
+ GQˆaQˆb
(8)
2where we have defined the effective capacitances C˜a, C˜b:
1
C˜a/b
=
Cb/a + Cg
CaCb + Cg(Ca + Cb)
(9)
and a coupling strength G:
G = Cg
CaCb + Cg(Ca + Cb)
(10)
which is proportional to the coupling capacitance Cg, as ex-
pected. Taking Cg → 0 returns us to the uncoupled two-mode
system.
Next, we expand the Josephson potential to second order to
extract the nonlinear term explicitly. This yields:
H =
Qˆ2a
2C˜a
+
Φˆ2a
2La
+
Qˆ2b
2C˜b
+
Φˆ2b
2L˜b
− Λ˜
24
Φˆ4b + GQˆaQˆb (11)
where we have ignored constant terms. The effective linear
inductance and strength of the nonlinear term are respectively
given by:
1
L˜b
= EJ
(
2pi
Φ0
)2
, Λ˜ = EJ
(
2pi
Φ0
)4
(12)
Lastly, to put the Hamiltonian in a more familiar form, we
define the usual creation (and annihilation) operators for each
mode as:
aˆ =
1√
2~Laωa
Φˆa + i
1√
2~C˜aωa
Qˆa
bˆ =
1√
2~L˜bωb
Φˆb + i
1√
2~C˜bωb
Qˆb (13)
where [aˆ, aˆ†] = [bˆ, bˆ†] = 1. In this basis, and after defining the
natural frequencies of each mode as usual:
ω2a =
1
LaC˜a
, ω2b =
1
L˜bC˜b
(14)
the Hamiltonian H transforms to (setting ~ = 1):
H = ωaaˆ†aˆ+ ωbbˆ†bˆ− Λ
2
bˆ†bˆ†bˆbˆ− g(aˆ− aˆ†)(bˆ− bˆ†)
+O[Λ(bˆ†)nbˆm, n 6= m] (15)
In the above, we have again dropped constant terms and the
modification (∝ Λ) of ωb. We have also pre-emptively ex-
tracted out the contribution of the nonlinear term that would
survive in a rotating wave approximation (RWA) performed
in the frame rotating at some driving frequency ωd; the terms
on the second line will be quickly oscillating in this frame and
may be dropped. The coupling term is also written in its full,
quadrature-quadrature form; performing the RWA will yield
the form used in this paper, Hˆg . The nonlinearity and coupling
in terms of circuit parameters respectively take the form:
Λ =
1
8
Λ˜L˜2bω
2
b , g =
1
2
G
√
C˜aC˜bωaωb (16)
Using the explicit form of Λ˜ and G respectively, these constants
simplify to:
Λ =
1
8C˜b
(
2pi
Φ0
)2
, g =
Cg
√
ωaωb√
(Ca + Cg)(Cb + Cg)
(17)
The simple circuit schematic shown here may be modified
for additional experimental control; for example, the use of a
SQUID in place of the Josephson junction allows in situ tuning
of the Josephson energy EJ using an external magnetic flux.
Shunting the Josephson junction or SQUID with an additional
linear inductance allows dilution of the nonlinearity, which
would be necessary to explore the limit cycle dynamics studied
in this paper. Similarly, employing a chain of coupled SQUIDs
also allows access to weaker nonlinearities [55].
Linearized equations in Laplace domain
To analyze the stability of the fixed point solutions to Eqs. (1)
in the main text, we perform a linear stability analysis. The
variables α and β are expanded about the steady state values
(α¯, β¯):
α(t) = α¯+ δα(t)
β(t) = β¯ + δβ(t) (18)
where δα(t), δβ(t) are small fluctuations around the fixed
point. Our interest, then, is in determining whether these
fluctuations grow or decay with time. The dynamics of the
fluctuations are described by the linearized versions of Eqs. (1),
which take the form:
δα˙ = i∆daδα− κ
2
δα− igδβ
δβ˙ = i∆dbδβ − γ
2
δβ + i2Λ|β¯|2δβ + iΛβ¯2δβ∗ − igδα
(19)
While a stability analysis of the above 4-by-4 system (δα, δβ
are complex) can be performed directly, we proceed via an
alternative, and eventually more intuitive analysis. As before,
we integrate out the linear mode, thereby simplifying to a single
equation of motion for fluctuations of the nonlinear mode:
δβ˙ = i∆dbδβ − γ
2
δβ + i2Λ|β¯|2δβ + iΛβ¯2δβ∗
− g2
∫ t
0
dτ F (τ)δβ(t− τ) (20)
Here we have ignored the initial value term δα(0); the resulting
equation is simply the linearized version of Eq. (2) in the
main text. For the analysis of stability, the appearance of the
convolution term hints at an efficient solution in the Laplace
domain. Defining the Laplace transform as
L{G(t)} ≡ G[s] =
∫ ∞
0
dt e−stG(t), (21)
3we introduce the Laplace-transformed fluctuation terms:
L{δβ(t)} = δβ[s],L{δβ∗(t)} = δβ∗[s]), and the Laplace
transform of the memory kernel in Eq. (20):
F [s] = L{F (τ)} =
(
s+ κ2
)
+ i∆da(
s+ κ2
)2
+ ∆2da
(22)
We have written the above transform in a non-standard but
equivalent form which proves convenient later. With these
definitions, Eq. (20) and its conjugate in the Laplace domain
may be conveniently written in the following matrix form:
M[s]
(
δβ[s]
δβ∗[s]
)
=
(
δβ(0)
δβ∗(0)
)
(23)
The vector on the right hand side contains the initial values
of the fluctuating terms. The dynamical matrix in the Laplace
domain,M, takes the form:
M =
[
s− i∆db + γ2 − i2Λ|β¯|2 + g2F [s] −iΛβ¯2
iΛ(β¯∗)2 s+ i∆db + γ2 + i2Λ|β¯|2 + g2F ∗[s]
]
(24)
Here, we define F ∗[s] = L{F∗(τ)} 6= (F [s])∗. The poles
of the transfer function that determine unstable solutions are
given by the zeros of the determinant ofM[s]; these satisfy
the equation:
[(
s− i∆db + γ
2
− i2Λ|β¯|2 + g2F [s]
)(
s+ i∆db +
γ
2
+ i2Λ|β¯|2 + g2F ∗[s]
)
− Λ2|β¯|4
]
= 0 (25)
The above is a quartic polynomial in s, but a redefinition allows
us to simplify it greatly; using the form of F [s] in Eq. (22), we
may define effective detuning and damping terms that are now
dependent on s:
∆˜db[s] = ∆db −G[s]∆da,
γ˜[s] = γ + 2G[s]
(
s+
κ
2
)
,
G[s] =
g2(
s+ κ2
)2
+ ∆2da
(26)
With this redefinition, Eq. (25) becomes exactly equivalent to
the equation determining stability for a single Kerr oscillator
(this must be so, since all the g-dependence that comes from
the linear mode has been absorbed into the effective detuning
and damping terms). Then, the solutions for s are formally
given by:
s = − γ˜[s]
2
±
√
Λ2|β¯|4 −
(
∆˜db[s] + 2Λ|β¯|2
)2
(27)
Note that this equation is still non-trivial to solve, since it is
an implicit equation for s. However, a complete analysis can
be carried out in the regime where the drive is resonant with
the linear mode, ∆da = 0. Then, ∆˜db[s] = ∆db, namely the
s-dependence of the detuning term drops out.
Region of instability in |β¯|2-∆db space
The philosophy of the linear stability analysis we perform is
standard: we are only interested in the pole s with largest real
part, and whether this real part can become positive - indicating
an unstable fixed point - as system parameters are changed. If
such an instability is possible, we wish to map out the region
in parameter space where it occurs.
For convenience, we define the square root term in Eq. (27),
for the condition ∆da = 0, as:
D(∆db, |β¯|2) =
√
Λ2|β¯|4 − (∆db + 2Λ|β¯|2)2 (28)
and indicate the dependence on (∆db, |β¯|2) only where ap-
propriate. We now proceed to analyzing instabilities in this
regime. In doing so, we will first consider |β¯|2 to be a free
(positive-definite) parameter, and map out phase diagrams in
|β¯|2-∆db space. In the next Appendix section, we include de-
tails of relating |β¯|2 back to the driving strength. Note that once
∆da = 0, the argument of the square root term is purely real,
and hence the square root term can only yield a purely real or
a purely imaginary result. Clearly, for both small enough and
large enough |β¯|2, the argument of the square root is negative,
yielding a purely imaginary contribution. In this case, writing
s = Re s+ i Im s, where Re s, Im s ∈ R, and comparing the
4real parts of Eq. (27) yields:
Re s
!
= −1
2
(
γ +
2g2
(
Re s+ κ2
)
(Im s)
2
+
(
Re s+ κ2
)2
)
(29)
Note that to have Re s > 0, we require the left hand side
to be positive definite; however, this requirement forces the
right hand side to be negative definite, thereby making our
demand inconsistent. Hence Re s is always negative when the
square root term is purely imaginary, indicating an absence of
instability of the classical fixed points in this case.
For an intermediate range of |β¯|2 values, the square root
term becomes positive and its contribution is purely real. Here,
the equations for the real and imaginary parts of Eq. (27) yield:
Re s = −1
2
(
γ +
2g2
(
Re s+ κ2
)
(Im s)
2
+
(
Re s+ κ2
)2
)
±D (30)
and
Im s =
g2Im s
(Im s)
2
+
(
Re s+ κ2
)2 (31)
respectively. The second equation can immediately be solved
for Im s,
Im s = 0,±
√
g2 − (Re s+ κ/2)2 (32)
These are the only possible values of Im s for a pole when D
is purely real. As discussed in the main text, this defines two
separate two parameter regimes. If g > κ/2, it is possible to
have unstable poles (Re s > 0), which have nonzero imaginary
parts. However, if g < κ/2, the only value of Im s possible for
an unstable pole is Im s = 0.
g < κ/2 case
We begin by considering what will turn out to be the simpler
regime, where g < κ/2. As discussed, in this case only poles
with Im s = 0 can become unstable. With this restriction,
Eq. (30) for Re s can be written in the form:[
Re s+ κ2
(
1− 4g2κ2
)]
Re s
Re s+ κ2
= −1
2
(
γ +
4g2
κ
)
±D (33)
Note that if g < κ/2, then 4g2/κ < 1, and hence requiring
Re s ≥ 0 necessarily forces the left and right hand sides of the
above equation to be greater than or equal to zero as well. This
is only possible if we take the positive sign above. Furthermore,
this allows us to define a necessary condition for instability of
a pole:
D(∆db, |β¯|2) ≥ 1
2
(
γ +
4g2
κ
)
(34)
This condition is in fact a quadratic inequality which defines
the range of |β¯|2 values, bounded by |β¯MP± |2, within which a
pole can become unstable,
|β¯MP− |2 < |β¯|2 < |β¯MP+ |2 ; Re s > 0 & Im s = 0 (35)
The values |β¯MP± |2 are defined via:
Λ|β¯MP± |2 = −
2
3
∆db ± 1
3
√
∆2db −
3
4
(
γ +
4g2
κ
)2
(36)
We emphasize that within the region defined by Eq. (35) not
all poles will have positive real parts; rather this defines the
only region where a pole could become unstable. Outside this
region, all poles must necessarily have negative real parts. To
see that one pole does in fact become unstable, we can simply
solve Eq. (33), which is a quadratic in Re s. This yields:
2Re s =
(
D − γ + κ
2
)
±
√(
D − γ + κ
2
)2
+ 2κ
[
D − 1
2
(
γ +
4g2
κ
)]
(37)
Within the region given by Eq. (34), the term in square brackets
is positive definite; thus the discriminant of the quadratic is
positive, guaranteeing two distinct real roots. The solution
obtained by choosing the plus sign above yields the unstable
pole with positive real part.
The quadratic inequality in Eq. (35) has another impor-
tant consequence; the instability region it defines can only
be reached below a critical detuning,
∆db < −
√
3
2
(
γ +
4g2
κ
)
= ∆MPdb [∆da = 0] (38)
which is exactly the critical detuning (with ∆da = 0) for the
existence of multiple fixed points of the two-mode system, as
described in the main text. In fact, we have essentially recov-
ered the results one would find from a linear stability analysis
of the single Kerr oscillator, with modified parameters: insta-
bilities are zero-frequency instabilities (unstable poles have
vanishing imaginary part), and only exist concurrently with
regions where multiple fixed points are possible, namely for
∆db < ∆
MP
db . Furthermore, the unstable fixed point values |β¯|2
satisfying Eq. (35) are precisely those that lie on the downward
branch of the multivalued S-curve, again exactly like the single
Kerr oscillator. In a typical plot of |β¯|2 against η in Fig. 5 (b),
this branch is indicated in green. Instabilities from this branch
drive the system to settle into one of the two other fixed points,
lying on the upward branches of the S-curve, which are stable
[purple segments in Fig. 5 (b)]. This is the origin of bistability
in the standard Kerr oscillator, and it appears that for g < κ/2,
the same physics manifests in the two-mode system.
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Figure 5. (a) Region of instability of the two mode system in |β¯|2-∆db
space for g < κ
2
(here, g = κ
4
) and ∆da = 0. In the orange shaded
region, three fixed points exist, two of which are stable, while in the
blank region only a single, stable fixed point exists. (b) Typical plot
of |β¯|2 against η (S-curve); here ∆db < ∆MPdb , so that multiple fixed
points exist for driving strengths in the orange shaded region. The
downward branch, in green, consists of exactly those |β¯|2 values that
lie within the shaded region in (a) at the given detuning.
g > κ/2 case
We consider next the case where g > κ/2 such that Im s 6= 0
is possible for unstable poles. Poles in this case can either have
zero or nonzero imaginary parts. Starting with poles of the
latter form, we ask whether these can become unstable, which
requires analyzing Re s as given by Eq. (30), with Im s =
±
√
g2 − (Re s+ κ/2)2 6= 0. We find:
2Re s = −1
2
(γ + κ) +D (39)
To allow for instability of these poles, Re s > 0, we again
must choose the positive sign for D above, which provides the
condition:
D
(
∆db, |β¯|2
)
>
1
2
(γ + κ) (40)
This is a quadratic inequality in |β¯|2 very similar to Eq. (35);
it is satisfied for values of |β¯|2 in the range,
|β¯LC− |2 ≤ |β¯|2 ≤ |β¯LC+ |2 (41)
where the values |β¯LC± |2 are given by:
Λ|βLC± |2 = −
2
3
∆db ± 1
3
√
∆2db −
3
4
(γ + κ)
2 (42)
Most importantly, the discriminant of the quadratic enforces
that the instability is possible only below a critical detuning
given by:
∆LCdb = −
√
3
2
(γ + κ) (43)
Hence, poles with Im s 6= 0 can in fact become unstable, for
|β¯|2 satisfying Eq. (35), provided ∆db < ∆LCdb . This is now a
critical detuning for the threshold of these non-zero frequency
instabilities. Furthermore, for g > κ/2, the critical detuning
∆LCdb > ∆
MP
db , so that these poles can become unstable even in
the regime of a single fixed point.
However, the above is not the full story, since Im s depends
on Re s. As Re s increases, it is possible for it to be large
enough that Im s → 0. In this case, Re s is no longer given
by Eq. (39), but rather by Eq. (33), since the former assumed
Im s 6= 0. Therefore, while the above conclusions regarding
the critical detuning and the boundary of the instability region
are correct, we cannot a priori say that for all |β¯|2 satisfying
Eq. (40), at least one unstable pole must exist. This is simply
because Re s is not given by Eq. (39) for all points in this
region.
To proceed, we first find the boundary where Re s → g −
κ/2, and thus Im s→ 0. To do so, we rewrite Eq. (33) in the
equivalent form:[
Re s− (g − κ2 )
]2
Re s+ κ2
= −1
2
(γ + 4g − κ)±D (44)
Requiring Re s > g − κ/2 forces the left hand side to be
positive-definite; this demands of the right hand side:
D
(
∆db, |β¯|2
)
>
1
2
(γ + 4g − κ) (45)
The above therefore once again defines a quadratic inequality
for the region where Re s can be greater than g − κ/2. It is
satisfied for |β¯|2 values in the range:
|β¯X−|2 < |β¯|2 < |β¯X+|2 (46)
where:
Λ|β¯X±|2 = −
2
3
∆db ±
√
∆2db −
3
4
(γ + 4g − κ)2 (47)
The above necessitates ∆db < ∆Xdb, where
∆Xdb = −
√
3
2
(γ + 4g − κ) (48)
At the boundary of the region defined by Eq. (46), two poles
have real part equal to g − κ/2, due to being repeated roots as
seen in Eq. (44). Within this region we can find the real parts
of the poles by solving Eq. (44), which yields:
Re s =
(
g − κ
2
)
+
1
2
[
D − γ + 4g − κ
2
]
± 1
2
√[
D − γ + 4g − κ
2
]2
+ 4g
[
D − γ + 4g − κ
2
]
(49)
Again, the terms in square brackets are positive within the
region defined by Eq. (45), which forces the solution obtained
by choosing the plus sign to be greater than g − κ/2. Since
this necessarily implies Re s > 0 for g > κ/2, we have shown
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Figure 6. (a) Region of instability in |β¯|2-∆db space for g > κ/2
(here, g = 2κ) and ∆da = 0. All unstable |β¯|2 values lie in the
green shaded region, enclosed by the green curve. (b) Typical flow
of the real part (top panel) and imaginary part (bottom panel) of the
dominant pole, as a function of fixed point value |β¯|2 for different
detuning ranges indicated above the plots (see text for details). Red
shaded region is where Re s > 0.
that within this region, there is always at least one pole with
positive real part (in fact real part greater than g − κ/2).
To summarize our results visually, we plot in Fig. 6 (a) the
various regions obtained in |β¯|2-∆db space. The green shaded
region is defined by Eq. (40). On the green curve bounding this
region, poles with Im s = ±√g2 − κ2/4 just reach threshold.
The region defined by Eq. (46) is enclosed by the grey curve,
while the region defined by Eq. (35) is bounded by the orange
curve.
The typical flow of the unstable pole (pole with largest
real part) as a function of |β¯|2 is indicated in Fig. 6 (b), for
detunings in the various regions of Fig. 6 (a). For ∆db > ∆LCdb ,
no pole becomes unstable, and therefore the flow is not plotted.
For ∆Xdb < ∆db < ∆
LC
db , the unstable region lying within
the green curve is accessible. The boundary of this region is
depicted by the vertical green lines in the top panel of Fig. 6 (b).
The pole becomes unstable once it crosses this green curve: its
real part becomes positive (red shaded region), and remains so
within the green boundary. The imaginary part of the pole at
the crossing is equal to Ω, and reduces in magnitude within
the unstable region. Note that we have not shown the complex
conjugate pole with imaginary part −Ω, for clarity.
For ∆MPdb < ∆db < ∆
X
db, the grey curve is now also acces-
sible. Its boundaries are indicated by the vertical grey lines,
which always lie within the green lines (since the grey curve
is enclosed by the green curve). For |β¯|2 values within the
grey curve, the real part of the pole remains positive; however,
the imaginary part vanishes at the grey boundary, and remains
so for all points within this boundary. This behaviour of the
unstable pole is very similar for ∆db < ∆MPdb as well.
Crucially, our overall analysis indicates that the pole with
largest real part always has a positive real part within the region
enclosed by the green curve, and has a negative real part outside
this region. Thus, for the case where g > κ/2, for all values
of |β¯|2 satisfying Eq. (40) [green shaded region in Fig. 5 (c)],
there is at least one unstable pole. Eq. (40) hence defines the
unstable |β¯|2 values employed in the discussion of Fig. 2 of
the main text.
Analytic phase boundaries and critical detunings in η-∆db space
As discussed in the main text, the critical drive values corre-
sponding to the maximum and minimum unstable |β¯|2 values
are crucial in determining the phase boundaries in η-∆db space.
To do so requires solving for the fixed points (α¯, β¯) of Eqs. (1)
of the main text. The equation which relates |β¯|2 to the drive
strength η is a cubic polynomial, and hence may be solved
analytically; it takes the form:[(
∆˜db + Λ|β¯|2
)2
+
(
γ˜
2
)2]
|β¯|2 = |η˜|2 (50)
where the parameters ∆˜db, γ˜, and η˜ are all as defined in the
main text. To proceed, we now rewrite Λ|β¯|2 = y and simplify
to find:
y3 + 2∆˜dby
2 +
(
∆˜2db +
γ˜2
4
)
y − Λ|η˜|2 = 0 (51)
A standard transformation,
z = y +
2∆˜db
3
(52)
puts the above equation into the ‘depressed cubic’ form (with
vanishing quadratic term):
z3 + pz + q = 0 (53)
where we have defined:
p = +
[
γ˜2
4
− 1
3
∆˜2db
]
q = −
[
2
27
∆˜3db +
∆˜dbγ˜
2
6
+ Λ|η˜|2
]
(54)
7The discriminant for Eq. (53) is S = −4p3 − 27q2, which
separates its solutions into two regions. For S > 0, the cubic
equation has three real roots, which indicates the region of
multiple fixed points. This requires p < 0, which implies
∆˜db < −
√
3
2 γ˜, as mentioned in the main text. In this region,
the real roots of the cubic equation may be expressed in the
form:
zk = 2
√
−p
3
cos
[
1
3
cos−1
(
3q
2p
√
−3
p
)
− 2pik
3
]
, p < 0
(55)
where k = 0, 1, 2 indexes the three roots.
If instead p > 0, then the discriminant is necessarily nega-
tive, and the cubic equation has only one real root. An analytic
result for the one real root that always exists may be written in
terms of hyperbolic functions:
z0 = −2
√
p
3
sinh
[
1
3
sinh−1
(
3q
2p
√
3
p
)]
, p > 0 (56)
While the above form strictly holds for p > 0, it also ex-
tends to the region with multiple real roots, but with com-
plex hyperbolic functions. Undoing our transformations from
z → y → |β¯|2, the final solution for |β¯|2 in terms of η is given
by:
Λ|β¯|2 = −2
3
∆˜db − 2
√
p
3
sinh
[
1
3
sinh−1
(
3q
2p
√
3
p
)]
(57)
Having solved Eq. (50), we will now specialize to the
resonantly-driven linear mode case, ∆da = 0, so that ∆˜db →
∆db. Then, we may impose the conditions on |β¯|2 required by
Eq. (35) and Eq. (40). The maximum and minimum values
|β¯c±|2 defined by these conditions may be encapsulated by the
single equation:
Λ|β¯c±|2 = −
2
3
∆db ± 1
3
√
∆2db −
3
4
Γ2 (58)
where for Γ = γ + 4g2/κ the above reproduces Eq. (36), and
for Γ = γ + κ it becomes Eq. (42) instead. Equating these
values to our obtained solution, we have:
−2
√
p
3
sinh
[
1
3
sinh−1
(
3q
2p
√
3
p
)]
= ±1
3
√
∆2db −
3
4
Γ2
(59)
Rearranging, we can solve for q,
q = 2
(p
3
)3/2
sinh
{
3 sinh−1
[
∓ 1
2
√
3p
√
∆2db −
3
4
Γ2
]}
(60)
Now, using the explicit form of q, we find for the drive strengths
|η˜±|,
Λ|η˜c±|2 = Λg2|χa|2|ηc±|2 = −
[
2
27
∆3db +
1
6
∆dbγ˜
2 + 2
(p
3
)3/2
sinh
{
3 sinh−1
[
∓ 1
2
√
3p
√
∆2db −
3
4
Γ2
]}]
(61)
Before discussing how the above result relates to the phase
diagrams in the main text, we note that the discriminant of
Eq. (53) vanishes (S = 0) precisely at driving strengths |ηMP± |
given by Eq. (61) for Γ = γ + 4g2/κ. It is then easily found
that within the driving range |ηMP− | < |η| < |ηMP+ |, the dis-
criminant is negative (S < 0); thus, only within this range does
the system exhibit three fixed points.
g < κ/2 case
We now begin with the simpler g < κ/2 case, where the
instability region is determined by Eq. (35). Letting Γ =
γ + 4g2/κ in Eq. (61) yields the drive strengths |ηMP± | as
mentioned earlier; these correspond to the boundary values
|βMP± |2 respectively, as set by Eq. (35). Thus |ηMP+ | and |ηMP− |
determine the upper and lower segments respectively of the
orange curve on the phase diagram, Fig. 2 (a) of the main
text. Note that the region of instability coincides exactly with
the region of multiple fixed points, a standard result for the
Kerr oscillator, recovered for the two-mode system provided
g < κ/2.
g > κ/2 case
For g > κ/2, the instability region is determined by Eq. (40).
Setting Γ = γ + κ, we obtain |η±| as defined in the main
text, namely the drive strengths corresponding to |β¯|2 values
satisfying the boundaries of Eq. (40). When ∆db = ∆LCdb , the
two drive values are equal, |η+| = |η−|, as the limit cycle
instability first emerges. Beyond the critical detuning ∆LCdb , the
expressions for |η+| and |η−| in Eq. (61) define the upper and
lower segments respectively of the green curve in Fig. 2 (b)
of the main text. As mentioned there, with more negative
detuning the two drive strengths again become equal at ∆critdb .
To compute this detuning, we simply equate |η+| and |η−| as
found via Eq. (61), but using now the real valued roots for
8p < 0 given by Eq. (55). We obtain:
2p
3
√
−p
3
cos
[
3 cos−1
(
+
1
2
√−3p
√
(∆critdb )
2− 3
4
Γ2
)]
=
2p
3
√
−p
3
cos
[
3 cos−1
(
− 1
2
√−3p
√
(∆critdb )
2− 3
4
Γ2
)]
(62)
where Γ = γ + κ. Simplifying, we have:
3 cos−1
(
+
1
2
√−3p
√
(∆critdb )
2 − 3
4
Γ2
)
=
3 cos−1
(
− 1
2
√−3p
√
(∆critdb )
2 − 3
4
Γ2
)
+ 2pim (63)
where m = 0, 1, 2. For m = 0, the above equation is satisfied
at the critical detuning ∆LCdb , as we already know. The only
remaining distinct solutions, for m = 1, 2, turn out to be
identical. Hence choosing m = 1, and simplifying using the
explicit form of p and some trigonometry, we can solve for
∆critdb :
∆critdb = −
√
(∆MPdb )
2 +
1
2
[
(∆MPdb )
2 − (∆LCdb )2
]
=⇒ ∆critdb = −
√
9
8
(
γ +
4g2
κ
)2
− 3
8
(γ + κ)
2 (64)
Once ∆db < ∆critdb , we have |η−| > |η+|; thus |η+| and |η−|
now describe the lower and upper segments respectively (order
reversed) of the orange curve in Fig. 2 (b). The final part of
the phase diagram is the purple curve; the drive values |ηMP+ |
and |ηMP− | give the upper and lower segments respectively of
this curve. Let ∆Pdb be the critical detuning where this curve
first emerges on the phase diagram; beyond this detuning, the
driving range for 3 FPs, |ηMP− | < |η| < |ηMP+ | lies within
this purple curve. Therefore, beyond ∆Pdb, the purple curve
separates regions of one FP from regions of 3 FPs. This change
is accompanied by a change in sign of the discriminant S of
Eq. (53), such that the discriminant vanishes for points on the
purple curve. Note further that at ∆Pdb, the purple and green
curves intersect; thus at this critical detuning, points lying on
the green curve must concurrently cause the discriminant S to
vanish. The latter constraint requires:
q =
√
− 4
27
p3 [S = 0] (65)
Using the expression for real roots in this parameter regime,
Eq. (55), we find:
q =
2p
3
√
−p
3
cos
[
3 cos−1
(
± 1
2
√−3p
√
(∆Pdb)
2 − 3
4
Γ2
)]
(66)
where Γ = γ + κ for points on the green curve. The above
relation between q and p for S = 0, together with the explicit
form of p, then implies:
±1
2
√
(∆Pdb)
2 − 34Γ2
(∆Pdb)
2 − 34 γ˜2
= cos
[
1
3
cos−1 (1)
]
(67)
The only nontrivial solution arises if cos−1(1) = 0. Finally,
solving for ∆Pdb yields:
∆Pdb = −
√
(∆MPdb )
2 +
1
3
[
(∆MPdb )
2 − (∆LCdb )2
]
=⇒ ∆Pdb = −
√(
γ +
4g2
κ
)2
− 1
4
(γ + κ)
2 (68)
The first line above indicates that ∆Pdb is always more negative
than ∆MPdb , since (∆
MP
db )
2 > (∆LCdb )
2. Comparison with ∆critdb
also indicates that ∆Pdb > ∆
crit
db , and therefore ∆
crit
db < ∆
P
db <
∆MPdb , placing it in region 3 of Fig. 2 (b) of the main text. For
clarity in that figure, we have omitted explicitly labelling this
detuning there.
As an aside, we can also use Eq. (61) to obtain the critical
drive strength values needed at the minimal detunings for each
instability region. For the region with multiple fixed points,
the critical drive strength |ηMPd | is obtained by setting ∆db =
−
√
3
2 Γ, with Γ = γ + 4g
2/κ:
|η˜MPd |2 =
1
3
√
3
γ˜3
Λ
=
1
3
√
3
(
γ + 4g2/κ
)3
Λ
(69)
which we recognize as the usual result for a single Kerr oscilla-
tor with effective damping rate γ + 4g2/κ. On the other hand,
at the threshold of the limit cycle instability, we can find the
required drive strength |η˜LCd | by setting ∆db = −
√
3
2 Γ, with
Γ = γ + κ instead. This yields:
|η˜LCd |2 =
[
1
4
(γ + κ)2
(γ + 4g2/κ)2
+
3
4
]
(γ + κ)
1
3
√
3
1
Λ
(
γ + 4g2/κ
)2
|η˜LCd |2 =
[
1
4
(
γ + κ
γ + 4g2/κ
)3
+
3
4
(
γ + κ
γ + 4g2/κ
)]
|η˜MPd |2
(70)
The factor in square brackets is always less than unity for
g > κ/2.
Supplementary phase diagrams
In this brief section we include additional numerically simu-
lated phase diagrams, and comparisons with stability analysis
predictions, for some parameter regimes beyond those consid-
ered in the main text. In the phase diagrams included here, the
green shaded region indicates the predicted instability region
where the system no stable fixed points, while the purple con-
tour plot separates the numerical limit cycle solutions from
9Figure 7. Phase diagram in η-∆db space for g = 2γ, κ = 2γ so
that g = κ, and the linear mode being resonantly driven (∆da = 0).
Purple curve indicates numerical boundary of instability, and green
shaded region is the analytical prediction for the 0 SFP region.
Figure 8. Phase diagram in η-∆db space for g = 2γ, κ = 12γ so that
g = 4κ, with the linear mode being resonantly driven (∆da = 0).
Purple curve indicates numerical boundary of instability, and green
shaded region is the analytical prediction for the 0 SFP region.
single frequency solutions. The frequency spacing ∆ω in each
plot is scaled by Ω =
√
g2 − κ2/4, as in the main text. In this
section, we consider ∆da = 0.
Fig. 7 shows the numerical phase diagram in η-∆db space
for g = κ = 2γ, together with the analytical prediction for the
unstable region in shaded green. Similarly, in Fig. 8, we show
the phase diagram for stronger coupling g = 4κ, by taking g =
2γ, κ = 12γ. Overall, very good agreement is observed; note
however that in the latter case there is some discrepancy near
the instability boundary. Generally, we find that for weaker
values of κ, dynamics at points near the instability boundary
are quite sensitive to initial conditions. The results here clearly
indicate how the value of g relative to κ2 controls the size of
the unstable region in η-∆db space.
Instabilities for non-resonantly driven linear mode (∆da 6= 0)
So far we have taken the linear mode to be resonantly driven,
namely ∆da = 0. In this case, the linear mode susceptibility
χ−1a = −i∆da + κ/2 becomes purely real, so that Markovian-
regime frequency shift of the nonlinear mode due to the linear
mode vanishes, namely ∆˜db = ∆db. The same effect simplifies
the linear stability analysis, as the s-dependence of ∆˜db[s] in
Eq. (27) drops out. In this section, we consider the case where
∆da 6= 0. The linear oscillator now acquires a complex-valued
susceptibility. For the analysis of fixed points of the two-mode
system, governed by Eq. (50), this is simply accounted for by
retaining the ∆da dependence of ∆˜db. However, the linear
stability analysis becomes more involved, since the argument
of the square root becomes s-dependent.
At threshold where Re s = 0, the real and imaginary parts
of Eq. (27) yield an equation for the (unknown) value of Im s,
together with an equation describing the unstable |β¯|2 values
as a function of ∆db. However, the system still admits poles
with Im s = 0 at threshold. In this case, Eq. (27) simplifies,
yielding the boundary of instability in |β¯|2-∆db space for such
zero frequency instabilities. This region exists provided ∆db <
∆MPdb [∆da], and the resulting boundary values are given by:
Λ|β¯MP± [∆da]|2 = −
2
3
∆˜db ± 1
3
√
∆˜2db −
3
4
γ˜2 (71)
The square brackets indicate the dependence of |β¯MP± |2 and
∆MPdb on ∆da. Note that the above reduces exactly to Eq. (36)
when ∆da → 0, as expected. This result is not surprising:
unstable poles with Im s = 0 occur for the usual Kerr mul-
tistability, where an unstable fixed point coincides with two
stable fixed points. Here, the Kerr oscillator appears with pa-
rameters modified by the linear mode. Driving the linear mode
off-resonance contributes to a slightly different modification
of these parameters than in the ∆da = 0 case, namely by in-
ducing a frequency shift and reducing the amplitude of the
modification ∝ |χa|.
For poles with nonzero imaginary part, Eq. (27) must be
solved for Im s. Squaring Eq. (27) and setting its imaginary
part to zero yields an expression for (Im s)2 of a pole at thresh-
old:
(Im s)2 = g2
(
γ − κ
2γ
)
−
[(κ
2
)2
−∆2da
]
±√
g4
(
γ + κ
2γ
)2
− κ2∆2da −
2g2κ
γ
∆da
[
∆da + ∆db + 2Λ|β¯|2
]
(72)
For ∆da → 0, the positive solution above yields precisely
the nonzero result found in Eq. (32) for Re s = 0. Immedi-
ately, a difficulty relative to that case becomes apparent: Im s
now depends on (the bare) ∆db and |β¯|2 as well. This renders
determining the instability curve in |β¯|2-∆db space an analyt-
ically more challenging task. The results simplify somewhat
in the case where γ = κ, to which we now specialize. Poles
with Im s defined by Eq. (72) become unstable for |β¯|2 values
satisfying:[
D(∆db, |β¯|2)
]2
= 2g2 +
κ2
2
+ ∆2da − 2(Im s)2 (73)
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Figure 9. (a) Plot of ∆LCdb [∆da] (solid green) and ∆
MP
db [∆da] (solid
orange) as functions of ∆da, all scaled by κ, for g = 2κ (left panel)
and g = 4κ (right panel). Here, γ = κ. (b) Plot of critical coupling
strength g, scaled by κ/2, above which 0 SFP region emerges, as a
function of ∆da/κ, for κ = [0.5, 1, 2]γ (green, orange, and purple
curves respectively).
where D(∆db, |β¯|2) is defined as in Eq. (28). In writing the
above, we have assumed both that the argument of the square
root in Eq. (72) is always positive, and that Im s 6= 0. This
equation reduces to Eq. (40) with γ = κ if we take ∆da → 0
and retain the real solution for Im s, as it must. Eq. (40) is a
simple (bi-)quadratic in |β¯|2 and thus easily solvable; Eq. (73),
on the other hand, is a true quartic equation in |β¯|2 due to
the specific dependence of Im s on |β¯|2. While technically
accessible, the full solutions of Eq. (73) are quite unwieldy,
and we do not include them explicitly here.
Quite generally, the instability curve in |β¯|2-∆db space de-
fined by Eq. (73) is like the green curve in Fig. 6 (a). In
particular, the detuning at which the green curve first appears
is where Eq. (73) has repeated real, positive roots. Using
analytic expressions for the roots of Eq. (73) (via Ferrari’s
method, for example), this condition can be checked for vary-
ing ∆db to determine the minimal detuning below which poles
with Im s 6= 0 can become unstable. We plot in solid green
this minimal detuning ∆LCdb [∆da] in Fig. 9 (a), for g = 2κ in
the left panel and g = 4κ in the right, as a function of ∆da.
Interestingly, unlike the ∆da = 0 case the minimal detun-
ing now depends on the coupling strength g as well. When
∆da = 0, both curves pass through ∆LCdb = −
√
3
2 (γ+ κ) (here
γ = κ), indicated by the dashed horizontal line. Away from
∆da = 0, note the asymmetric behaviour of ∆LCdb [∆da]: this
ultimately stems from the dependence of χa on the sign of
∆da, which also manifests in ∆˜db[s] in Eq. (27). The same
also leads to an asymmetry in ∆MPdb [∆da], which is plotted
in solid orange in both panels. In the red shaded region, we
have ∆MPdb [∆da] < ∆
LC
db [∆da]; within this detuning range, the
two-mode system has only one fixed point (since the detuning
is above ∆MPdb [∆da]), and for some region in |β¯|2-∆db space
this fixed point becomes unstable, leading to a region with zero
stable fixed points (0 SFPs). For increased g, this red shaded
region is larger, indicating how stronger coupling should lead
to an enlarged 0 SFP region, just as in the ∆da = 0 case. Note
also that ∆MPdb [∆da] reaches a minimum for ∆da = (
√
3
2 −1)κ
(irrespective of γ), and here the width of the red shaded region
is maximised.
Interestingly, the opposite case of ∆LCdb [∆da] < ∆
MP
db [∆da]
is not sufficient to guarantee that the 0 SFP region no longer
exists. This is different from the ∆da = 0 case. There, ∆MPdb >
∆LCdb only if g was smaller than its critical value of κ/2; when
this happened, poles with Im s 6= 0 could no longer be unstable,
and their instability curve in |β¯|2-∆db space no longer existed.
For ∆da 6= 0, this is no longer the case; the instability region
exists even when ∆LCdb [∆da] < ∆
MP
db [∆da]. To then determine
whether an analogous minimal coupling strength g exists for
∆da 6= 0, we must find whether 0 SFP regions exist in the full
phase diagram in η-∆db space for varying g.
At this point, we find it easiest to proceed numerically, as-
sessing stability in η-∆db space by finding the eigenvalues
of the 4-by-4 system stability matrix given by Eqs. (19). In
Fig. 9 (b), we plot the critical coupling strength above which
a region with 0 SFPs does emerge, scaled by its value for
∆da = 0, which is indicated by the horizontal dashed line. The
results are plotted as a function of ∆da for varying values of
κ/γ (we do not impose γ = κ for these numerical results);
note that the behaviour for the different values of κ appears
very similar. We see again an asymmetric dependence on the
linear mode detuning ∆da, with a much sharper increase in
the critical g for a blue-detuned drive on the linear mode. Cu-
riously, a minimum is observed in the red-detuned case, for
∆da ≈ (
√
3
2 − 1)κ, where ∆MPdb [∆da] is most negative.
The analysis thus far indicates that above a critical coupling
g and below a critical detuning ∆LCdb [∆da], some region in η-
∆db space will have a 0 SFP phase, and that negative ∆da is
preferred for the existence of this phase. However, the size
of the unstable region has not been explicitly determined yet.
Here we again resort to a numerical determination of the 0
SFP phase in η-∆db space via the linear stability analysis, and
compare it with full numerical simulations. In Fig. 10, we
plot the phase diagram for g = 2γ, κ = γ, and ∆da = + 12γ.
Here, the green shaded region denotes the 0 SFP phase. For
simplicity we still scale the frequency spacing ∆ω by Ω =√
g2 − κ2/4. A similar plot but now for ∆da = − 12γ is
included in Fig. 11. The numerical results follow closely the
stability analysis predictions. Clearly the instability region
is much smaller for ∆da > 0. For larger ∆da values (not
shown), the instability area generally shrinks, regardless of
sign, and requires larger coupling strength g to emerge as well,
11
Figure 10. Phase diagram in η-∆db space for g = 2γ, κ = γ, and
blue-detuned drive on the linear mode, ∆da = + 12γ. Purple curve
indicates numerical boundary of instability, and green shaded region
is the theoretical prediction for the 0 SFP region.
as indicated in Fig. 9 (b).
Phase diagram in η-∆da space, and dispersive regime
Thus far we have studied phase diagrams as a function of
varying ∆db, with fixed ∆da; experimentally, this amounts to
varying ωb for fixed ωd and ωa (in circuit QED, such protocols
may be implemented using SQUID-based nonlinear elements).
Alternatively one could fix ωa, ωb, while making a sweep of
the drive frequency ωd. In this case, both ∆db and ∆da vary,
and therefore the appearance of the phases discussed in the
main text is more complex.
We introduce the detuning between the linear and nonlinear
modes, ∆ba = ωb − ωa. Then clearly ∆db = ∆da −∆ba, so
that ∆da and ∆db are related by a constant. The region with
multiple fixed points For this system to exhibit a region with
multiple fixed points, we require ∆db < ∆MPdb , as discussed
earlier. However, unlike the case where ∆da is fixed, here
as ∆da varies so does the value of ∆MPdb varies (as shown
previously in Fig. 9 (a)). The critical points where ∆db = ∆MPdb
satisfy:
∆da −∆ba = −
√
3
2
(
γ + g2κ|χa|2
)
+ g2∆da|χa|2 (74)
which is a cubic polynomial in ∆da for g 6= 0, due to the
∆da-dependence of χa. A graphical approach allows a number
of important conclusions to be made, without the need for
explicitly solving Eq. (74). In Fig. 12 (a), we plot both sides of
Eq. (74) as a function of ∆da. The left hand side is always a
straight line of unit slope with a y-axis translation determined
by ∆ba; we label this the ∆db-line (purple). The right hand
side is the ∆MPdb -curve. For g = 0, this ‘curve’ is simply a
constant since ∆MPdb = −
√
3
2 γ (dashed black), the bare critical
detuning for the single Kerr oscillator. The intersection, shown
by the black square, defines ∆crda such that for ∆da < ∆
cr
da,
Figure 11. Phase diagram in η-∆db space for g = 2γ, κ = γ, and
red-detuned drive on the linear mode, ∆da = − 12γ. Purple curve
indicates numerical boundary of instability, and green shaded region
is the theoretical prediction for the 0 SFP region.
we have ∆db < ∆MPdb , and a region with multiple fixed points
exists.
As g increases, the ∆MPdb -curve acquires some general fea-
tures: a maximum/minimum at (
√
3
2 ± 1)κ, and an asymptotic
approach to the bare value −
√
3
2 γ for ∆da  κ, as the effect
of the linear mode decreases off-resonance. We find that for
g < gc, the modification is weak enough that the ∆db-line only
intersects the ∆MPdb -curve once, as shown by the black cross
in the left panel of Fig. 12 (a); in this case the cubic equation
in Eq. (74) has only one real root. The critical coupling is
achieved when the ∆MPdb -curve has maximal derivative that
at least equals the (unit) slope of the ∆db-line; imposing this
constraint, we find the value of gc to be:
gc
κ
=
1− 2√3 sin pi9 + 4 sin2 pi9√
1− 4 sin2 pi9
≈ 0.3881 (75)
For g > gc, ∆MPdb is modified strongly enough such that the
∆db-line may intersect the ∆MPdb -curve three times, as shown
in the right panel of Fig. 12 (a); thus Eq. (74) can admit three
real roots. However, this is possible only for certain ∆ba. In
Fig. 12 (b), we plot ∆db-lines for three different values of
∆ba; recall that positive (negative) ∆ba translates the ∆db-line
down (up). Clearly, for any given set of system parameters,
their exists a maximum ∆+ba and minimum ∆
−
ba, such that
beyond these values the ∆db-line only intersects the ∆MPdb -
curve once, and again only one real root exists. The values
∆±db may be determined graphically, or by finding the zeros
of the discriminant of Eq. (74) for a given set of a system
parameters. Ultimately this range is also determined by the
size of the coupling: larger g allows for a larger range of ∆ba
values.
If both g > gc and ∆−db < ∆db < ∆
+
db, the cubic
equation admits three real roots ∆C,L,Uda , labelled such that
∆Cda < ∆
L
da < ∆
U
da. From Fig. 12 (b), it is clear that there are
now two regions with multiple fixed points, since ∆db < ∆MPdb
for both ∆da < ∆Cda and ∆
L
da < ∆da < ∆
U
da. The second,
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Figure 12. (a) Plot of ∆db-line (purple) and ∆MPdb -curve (green, orange) as a function of ∆da, for g < gc in the left panel and g > gc in
the right. (b) Same for g > gc, for three different values of ∆ba. Intersections indicated by crosses are roots of Eq. (74); see text for details.
(c) Phase diagram in η-∆da space for red-detuned nonlinear mode relative to the linear mode, ∆ba = −1000κ. (d) Same for blue-detuned
nonlinear mode, ∆ba = +1000κ. Other parameters are g = 200κ, Λ = 200κ, and γ = 0.01κ, with κ/(2pi) = 1 MHz; these are chosen for
correspondence with Ref. [10]. Phases are as defined in Fig. 2 of the main text: orange hatched region has 3 FPs, 2 SFPs, purple checkered
region has 3 FPs, 1 SFP, green shaded region has 0 SFPs, and blank region has 1 FP, 1 SFP. Top panel in both plots shows ∆db-line (purple) and
∆MPdb -curve (orange) as a function of ∆da; the orange shaded region is where ∆db < ∆
MP
db .
bounded region emerges entirely due to the linear mode’s mod-
ification of ∆MPdb , and hence disappears if the coupling g is too
weak.
Determining the stability of the fixed points analytically is
in general a difficult task, again due to the concurrent variation
of ∆db and ∆da. Numerically, however, analyzing stability via
Eqs. (19) is still rather straightforward; we now proceed with
this analysis. To make connection with a concrete physical
system we study a regime analyzed recently in Ref. [10] for
a nonlinear transmon coupled to a cavity; unlike the present
work, the nonlinear element there is modeled as a two-level
system. The nonlinear mode is strongly red-detuned relative
to the linear mode, ∆ba = −1000κ. We also take g = 200κ,
Λ = 200κ, and γ = 0.01κ, with κ/(2pi) = 1 MHz; the
resulting regime where |∆ba|  g
2
|∆ba|  g  κ  γ is the
strong-dispersive, bad-cavity regime of circuit QED. Fig. 12 (c)
shows the phase diagram computed by finding the eigenvalues
of the system stability matrix given by Eqs. (19). It clearly
indicates a phase with 3 FPs, 2 SFPs (orange hatched region)
existing for ∆Lda < ∆da < ∆
U
da. The top panel plots the ∆db
line (purple) and ∆MPdb curve (orange); in the orange shaded
region ∆db < ∆MPdb , and hence multiple fixed points exist.
This region precisely overlaps with the orange hatched region
of the phase diagram, as it must. A second region with multiple
fixed points exists for ∆da < ∆Cda; here ∆
C
da ≈ −25.96 g
2
|∆ba| ,
and is hence outside the plotted region. A very similar phase
diagram was uncovered in Ref. [10]; hence it appears that the
emergence of a bounded region with multiple fixed points is
not due to the specific model of the nonlinearity, but rather a
consequence of how the properties of the nonlinear mode are
affected by coupling to the linear mode.
Note that Fig. 12 (a) does not show the limit cycle phase,
where the system has no stable fixed points. This has to do
with the particular parameter choice; in the plotted region, ∆db
is positive, as shown by the purple line in the top panel. In
particular, for ∆da = 0 this clearly puts the system above
∆LCdb = −
√
3
2 (γ + κ), which is negative. Hence no limit cycle
phase can emerge at ∆da = 0. For general ∆da, the deter-
mination is more complicated since the critical detuning and
minimal coupling are ∆da-dependent; the numerical stability
diagram in Fig. 12 (c) takes these into subtleties into account,
finding no unstable phase in the plotted region.
Interestingly, a modification in operating conditions allows
the emergence of the unstable phase. The strong-dispersive
regime may also be reached by detuning the nonlinear mode
above the linear mode in frequency [21]. We thus choose
∆ba = 1000κ > 0 instead; all other parameters are un-
changed. The resulting phase diagram is plotted in Fig. 12 (d).
Regions with multiple fixed points still exists for ∆Lda <
∆da < ∆
U
da and ∆da < ∆
C
da; both ∆
U
da ≈ 25.96 g
2
|∆ba| and
∆Cda ≈ −0.98 g
2
|∆ba| are outside the plotting range. The qualita-
tive features of this region remain the same as in Fig. 12 (c).
Now, however, the stability analysis uncovers a phase with
no stable fixed points, in shaded green. At ∆da = 0, the
nonlinear mode detuning ∆db = ∆da −∆ba is now negative
(purple line in the top panel) and below ∆LCdb , allowing such
a phase to emerge. In the region with multiple fixed points,
in addition to the 3 FP, 2 SFP phase we also note the emer-
gence of the checkered purple region where only one of the
three fixed points is stable. Hence even for otherwise similar
dispersive regimes, the sign of ∆ba can lead to dramatically
different phase diagrams. Ultimately, for |∆da| . |∆ba|, the
sign of ∆ba determines whether the nonlinear mode is driven
effectively red- or blue-detuned (∆db < 0 or > 0 respectively),
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with red-detuned driving generally leading to unstable phases.
Finally, we emphasize that while the results in Ref. [10] use
a dispersive regime model of a nonlinear transmon coupled
to a cavity, and make a bad-cavity approximation, the results
presented here are not limited to such regimes. In particular,
analytic results for the region with multiple fixed points and
the dependence of unstable phases on ∆ba hold in general.
Positive P Representation and Stochastic Differential Equations
The positive-P representation is defined as a projection
of the density matrix ρ in a non-diagonal basis of coherent
states [48]:
ρ =
∫
d~α P (~α)ζ(~α) ≡
∫
d2~α P (~α)
|α〉〈α†∗|
eαα†
⊗ |β〉〈β
†∗|
eββ†
(76)
where ~α = {α, α†, β, β†}, as defined in the main text. The dy-
namical equation for the positive-P representation is obtained
by applying the Liouvillian L describing the Master equation
on this representation of ρ; in particular, all we need is the
action on the operator ζ, which requires the results:
aˆζα = αζα , ζαaˆ = (∂α† + α) ζα
ζaˆ† = ζα† , aˆ†ζα =
(
∂α + α
†) ζα (77)
Analogous expressions exist for the nonlinear mode operators,
with the replacement aˆ→ bˆ. With these results, it is straight-
forward to convert the Master equation for ρ in the main text
term by term to its phase-space form. A standard integration-
by-parts procedure then yields the Fokker-Planck equation for
the positive-P representation:
∂tP (~α, t) =
(
−∂iAi + ∂i∂j 1
2
Dij
)
P (~α, t) (78)
Ai are the components of the drift vector ~A and Dij are the
components of the diffusion matrixD. In the above, ∂i = ∂∂αi
where αi ∈ [α, α†, β, β†], and repeated indices are summed
over. The drift vector ~A describing classical dynamics is given
by:
~A =

i∆daα− iη − igβ − ακ/2
−i∆daα† + iη + igβ† − α†κ/2
i∆dbβ − igα+ iΛβ†β2 − βγ/2
−i∆dbβ† + igα† − iΛβ(β†)2 − β†γ/2
 (79)
while the diffusion matrix takes the form:
D = Λ

0 0 0 0
0 0 0 0
0 0 iβ2 0
0 0 0 −i(β†)2
 (80)
The above Fokker-Planck equation can be mapped to the set
of SDEs below:
d~α = ~A dt+
√
ΛB ~dW (81)
In the stochastic term, each component of ~dW is a Wiener
increment sampled from independent normal distributions
N (0, 1). We also define the noise matrix B, introduced
in the main text, via D = ΛBTB, extracting the explicit
dependence on the nonlinearity. It takes the form B =√
i diag(0, 0, β, iβ†).
We now scale Eqs. (81) as discussed in the main text; Λ→
Λ/c and (~α, η) → √c(~α, η). Under this operation, it is clear
that d~α → √c d~α, ~A → √c ~A, and B → √cB. Thus, the
SDEs after scaling take the form:
√
c d~α =
√
c ~A dt+
√
Λ
c
√
cB ~dW
=⇒ d~α = ~A dt+ 1√
c
√
ΛB ~dW (82)
Hence we see that while the scaling procedure leaves the de-
terministic term, defined by the drift vector ~A unchanged, it
does scale the stochastic terms that determine quantum effects.
In particular, for decreasing Λ (c > 1), the magnitude of the
stochastic terms is effectively suppressed.
Linearized spectrum in stable regime
In the regime where classical static fixed points α˙ = β˙ = 0
are stable, it is possible to consider a regime of small fluctu-
ations around these classical fixed points. A linearization in
these small fluctuations yields a linear model, for which the
spectrum of fluctuations can be determined exactly. To do so,
we must first determine the linearized Master equation that
governs the dynamics of small fluctuations around these classi-
cal fixed points. The approach we employ here is to displace
the Master equation by the classical solution (α¯, β¯). We dis-
place the quantum operators by fluctuation operators (δaˆ, δbˆ)
as follows:
aˆ = α¯+ δaˆ , bˆ = β¯ + δbˆ (83)
such that 〈δaˆ〉 = 〈δbˆ〉 = 0. It is now possible to ‘linearize’
the system Master equation in these fluctuation operators, ob-
taining a Master equation for the displaced density matrix δρˆ.
To ‘linearize’ here has a specific meaning: it requires keeping
up to quadratic terms in the fluctuation operators, which yield
linear contributions in the equations of motion. Terms that are
linear in the fluctuation operators recover exactly the classical
equations of motion, and identically cancel since (α¯, β¯) satisfy
these equations. Making the substitution, we find the effective
Master equation:
δ ˆ˙ρ = −i
[
δHˆ, δρˆ
]
+ κD[δaˆ]δρˆ+ γD[δbˆ]δρˆ (84)
where δHˆ is the effective quadratic Hamiltonian:
δHˆ = δHˆa + δHˆb + δHˆg (85)
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with individual terms defined as:
δHˆa = −∆daδaˆ†δaˆ
δHˆb = −∆dbδbˆ†δbˆ− Λ
2
(
4|β¯|2δbˆ†δbˆ+ (β¯∗)2δbˆδbˆ+ β¯2δbˆ†δbˆ†
)
δHˆg = g
(
δaˆ†δbˆ+ δaˆδbˆ†
)
(86)
The linear terms corresponding to the linear mode Hamiltonian
and the coupling Hamiltonian are unchanged, as expected,
while the driving term contributing to the classical fixed points
is removed by the displacement operation. The only other
change comes to the Kerr term, which takes a linearized form,
yielding squeezing terms.
The above Master equation can be mapped to a linearized
Fokker-Planck equation for the positive-P distribution of the
fluctuations, which takes the form:
∂tP (δ~α, t) =
(
−∂iδAi + ∂i∂j 1
2
δDij
)
P (δ~α, t), (87)
where δ~α ≡ (δα, δα†, δβ, δβ†) and ∂i is defined as before.
The new drift vector δ ~A and diffusion matrix δD can be de-
rived exactly as described in the previous section, and these are
now dependent on the steady state solution. The Fokker-Planck
equation is now linear in the fluctuation variables δ~α. For con-
venience, we write the drift vector components δAi in terms of
an equivalent drift matrix δA, such that δ ~A = δA · δ~α. The
drift matrix is defined as:
δA =
(
Ca Cg
Cg Cb
)
(88)
where we have employed block matrix notation; in the above
and for what follows, boldface symbols represent 2-by-2 ma-
trices and italics boldface symbols represent 4-by-4 matrices.
The 2-by-2 matrices Ca, Cb, and Cg take the respective forms:
Ca =
(
i∆da − κ2 0
0 −i∆da − κ2
)
Cb =
(
i∆db − γ2 + i2Λ|β¯|2 iΛβ¯2−iΛ(β¯∗)2 −i∆db − γ2 − i2Λ|β¯|2
)
Cg =
(−ig 0
0 ig
)
(89)
Finally, the diffusion matrix is given by:
δD = Λ
(
0 0
0 Z
)
, Z =
(
iβ¯2 0
0 −i(β¯∗)2
)
(90)
where we have also written δD in block matrix form, with 0
being the 2-by-2 matrix of zeroes. Note that δD is just the full
diffusion matrixD evaluated at the stable fixed point.
For a linear Fokker-Planck equation of the form of Eq. (87),
the steady state spectrum of fluctuations around a stable fixed
point may be analytically determined using the expression [46,
48, 54]:
T¯ [ω] = (δA− iωI)−1 δD (δAT + iωI)−1 (91)
where the matrix elements T¯ij [ω] = F {〈δαi(τ)δαj(0)〉} de-
fine the spectrum via the Wiener-Khinchin theorem (F {·}
being the Fourier transform), for δαi ∈
{
δα, δα†, δβ, δβ†
}
for i = 1, . . . 4. Therefore, the linear mode fluctuation spec-
trum is given by T¯21[ω], while the nonlinear mode fluctuation
spectrum is given by T¯43[ω]. The sparsity of the diffusion
matrix δD allows the spectra to be computed relatively simply.
In particular, the matrix of spectra, T¯ [ω] takes a block matrix
form:
T¯ [ω] =
(
t11 t12
t21 t22
)
(92)
where the tij are 2-by-2 matrices. We are interested only in
the matrices lying on the diagonals of T¯ [ω], namely t11 and
t22, since these will contain the matrix elements T¯21[ω] and
T¯43[ω] respectively. By virtue of the sparse form that δD
takes, together with useful expressions for matrix inversion in
block form, we find from Eq. (91) that t22 can be efficiently
expressed as:
t22 = G
−1
− [ω] Z G
−1
+ [ω] (93)
where the matrices G±[ω] are defined as:
G+[ω] =
(
CTb + iωI
)−Cg (CTa + iωI)−1 Cg =
(
iω + i∆˜db[−ω]− γ˜[−ω]2 + i2Λ|β¯|2 −iΛ(β¯∗)2
iΛβ¯2 iω − i∆˜db[−ω]− γ˜[−ω]2 − i2Λ|β¯|2
)
G−[ω] = (Cb − iωI)−Cg (Ca − iωI)−1 Cg =
(
−iω + i∆˜db[ω]− γ˜[ω]2 + i2Λ|β¯|2 iΛβ¯2
−iΛ(β¯∗)2 −iω − i∆˜db[ω]− γ˜[ω]2 − i2Λ|β¯|2
)
(94)
The expressions ∆˜db[±ω], γ˜[±ω] are exactly as defined in Eq. (26), but with s → ±iω. Now, the bottom left-matrix
15
element of t22 yields the nonlinear mode spectrum T¯43[ω]; by
multiplying out Eq. (93), this is found to be:
T¯43[ω] =
Λ2|β¯|4
|X [ω]|2
(
γ +
g2κ
(ω + ∆da)2 +
κ2
4
)
(95)
where X [ω] ≡ det G−[ω] = det G+[−ω] takes the form:
X [ω] =
[(
iω − i∆˜db[ω]− 2iΛ|β¯|2 + γ˜[ω]
2
)
×
(
iω + i∆˜db[ω] + 2iΛ|β¯|2 + γ˜[ω]
2
)
− Λ2|β¯|4
]
(96)
Similarly, we find that t11 can be easily related to t22:
t11 = (Ca − iωI)−1 Cg (t22) Cg (Ca + iωI)−1 (97)
Again, the bottom-left matrix element can be easily found,
yielding the linear mode fluctuation spectrum T¯21[ω]:
T¯21[ω] =
[
g2
(ω + ∆da)2 +
κ2
4
]
T¯43[ω] (98)
Note that if g → 0, T¯43[ω] reduces to the zero temperature
spectrum of a single Kerr oscillator [46], and if Λ → 0, the
entire spectrum vanishes, as expected. In general, the spec-
trum has a complicated multi-peak structure depending on the
detunings and driving strength. Lastly, we note that the same
expressions may be obtained a little more transparently within
a linearized Heisenberg-Langevin approach, where both modes
experience input vacuum noise from the zero temperature baths
they are coupled to.
Having obtained the steady state spectrum of fluctuations
around the classical fixed point, we may finally compute the
full spectrum of the linear mode, which is plotted in Fig. 4 of
the main text. Under the displacement operation [defined in
Eq. (83)], Sa[ω] takes the form:
Sa[ω] =
∫ ∞
−∞
dτ e−iωτ 〈aˆ†(τ)aˆ(0)〉
=
∫ ∞
−∞
dτ e−iωτ |α¯|2 +
∫ ∞
−∞
dτ e−iωτ 〈δaˆ†(τ)δaˆ(0)〉
= |α¯|2δ[ω] + T¯21[ω] (99)
where we have used 〈δaˆ〉 = 〈δaˆ†〉 = 0 in the steady state.
Sa[ω] in this linearized case has an interesting feature: note
that the spectrum of fluctuations T¯21[ω], Eq. (98), depends on
Λ and |β¯|2 only via the product form Λ|β¯|2. Thus the afore-
mentioned scaling procedure Λ → Λ/c, (α¯, β¯) → √c(α¯, β¯)
leaves T¯21[ω] unchanged. However, this procedure does scale
the classical occupations, (|α¯|2, |β¯|2)→ c(|α¯|2, |β¯|2). Hence
for decreasing Λ (c > 1), the magnitude of quantum fluctua-
tions remains unchanged (in the linearized case), but the mode
occupation, is larger; thus for weaker Λ fluctuations are smaller
relative to the classical occupation, making linearization a bet-
ter approximation. Conversely, as Λ increases fluctuations
become more important and linearization ultimately breaks
down. We emphasize that the same feature is present in the
linearized spectrum of fluctuations of the single coherently
driven Kerr oscillator [46].
Phase diffusion in quantum limit cycle regime
In this section, we briefly discuss dynamics in the limit cycle
region in the weak noise regime, closely following Ref. [41].
In the absence of noise, the governing SDEs [Eqs. (4) of the
main text, and equivalently Eqs. (81) in the Appendix] become
ODEs (ordinary differential equations), describing classical
dynamics. Unlike the previous Appendix section, in the limit
cycle regime the classical fixed points ˙¯α = ˙¯β = 0 are no longer
stable, and linearizing around these points is no longer valid.
To proceed, we note that a new set of stable solutions emerges
in this regime instead, namely limit cycles that follow a fixed
periodic orbit (dimension 1) embedded in an n-dimensional
phase space spanned by the complex variables {α, α†, β, β†}
(here, n = 8). We parametrize the periodic orbit defining the
deterministic limit cycle as the vector curve ~P(t), such that,
d
dt
~P(t) = ~A[~P(t)] (100)
which is just Eq. (81) without the stochastic term. Here ~P(t+
2pi
∆ω ) =
~P(t), where ∆ω is the frequency spacing mentioned
in the main text.
Once the stochastic terms in Eqs. (81) are included, one may
ask what happens in a weak noise limit, where the sample paths
that are solutions to Eqs. (81) closely follow the deterministic
limit cycle trajectory P(t). Noise can perturb the determin-
istic limit cycle by pushing sample paths off the fixed orbit,
i.e. in the (n-1)-dimensional hyperplane perpendicular to the
limit cycle trajectory. However, noise can also cause perturba-
tions parallel to the limit cycle; sample paths perturbed in this
way would still follow the deterministic trajectory, but would
correspond to a different time parameter.
Given this intuition, it proves useful to write sample paths
of Eqs. (81) in terms of a part parallel to the deterministic limit
cycle trajectory, and a part perpendicular to the trajectory:
~α(t) = ~α‖(τ(t)) + ~α⊥(τ(t)) = ~P(τ(t)) + ~α⊥(τ(t)) (101)
Here, τ(t) is an effective time parameter; in the absence of
noise, τ → t and ~α⊥ → 0, which returns us to the determin-
istic case. In the presence of noise, the above decomposition
connects a sample path at any time t to a point on the deter-
ministic limit cycle, which is determined by τ(t). The choice
of τ(t) further defines a tangent vector Tˆ (τ(t)) and a normal
hyperplane Π(τ(t)) ⊥ Tˆ (τ(t)), which together comprise the
co-moving Frenet frame of the deterministic limit cycle trajec-
tory. We make the decomposition unique by requiring that the
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deviation ~α⊥(τ(t)) of the sample paths from the deterministic
limit cycle lie in this normal hyperplane Π(τ(t)) at any time t.
The dynamics parallel to the deterministic limit cycle are
entirely determined by the dynamics of τ(t). On the other
hand, deviations perpendicular to the trajectory evolve in two
ways: first, as τ(t) advances, the plane Π(τ(t)) in which they
lie is moving along the trajectory. Secondly, the deviations
themselves can move within the plane Π(τ(t)); these dynam-
ics are normal to the deterministic limit cycle. To make this
connection clear, we define a deviation coordinate ~z(t) on a
fixed plane normal to a given (initial) point on the deterministic
limit cycle trajectory; in particular ~z(t) ∈ Π(τ(t = 0)). Then,
with t, ~z(t) remains in Π(τ(t = 0)), but can move on this
plane. The movement of the plane itself happens along the
limit cycle trajectory, and is governed by a transformation ma-
trix U(τ(t)). Such a matrix can be shown to exist under quite
general conditions [41]. Thus, for the sample path dynamics
perpendicular to the deterministic limit cycle, we can make the
ansa¨tz:
~α⊥(τ(t)) = U(τ(t))~z(t), ~z(t) ∈ Π(τ(t = 0)) (102)
Our goal is now to determine more quantitatively how the in-
troduction of noise affects the dynamics of τ(t) and ~α⊥(τ(t)).
In what follows, for clarity we suppress the t-dependence of τ .
Using the decomposition of sample paths written in Eq. (101),
the dynamics are formally given by:
d
dt
~α =
dτ
dt
d
dτ
~P(τ) + d
dt
~α⊥(τ) (103)
Using Eq. (100) and the ansa¨tz for Eq. (102), we may rewrite
the above as:
d
dt
~α =
dτ
dt
~A[~P(τ)] + dτ
dt
dU(τ)
dτ
~z(t) +U(τ)
d
dt
~z(t) (104)
To now introduce noise, we consider the linearized dynamics
as governed by Eq. (81), parallel and perpendicular to the limit
cycle trajectory; this yields:
d
dt
~α = ~A[~P(τ) + ~α⊥(τ)] +
√
ΛB[~P(τ) + ~α⊥(τ)]
~dW
dt
≈ ~A[~P(τ)] + JA[~P(τ)]~α⊥(τ) +
√
ΛB[~P(τ)]
~dW
dt
(105)
For brevity, we suppress the t dependence of τ . In the sec-
ond line we perform the linearization, keeping only terms to
first order in the noise; since the deviation ~α⊥ is already first
order in noise, we neglect any terms O(||~α⊥||2, ||~α⊥ · ~dW ||).
JA[~P(τ)] is the Jacobian matrix of ~A, evaluated on the de-
terministic limit cycle trajectory. The diffusion matrix B is
also evaluated on this trajectory. In the following, for ease
of notation we define fP ≡ f [~P(τ)] for generic f . We may
now equate the above linearized expression with the formal
evolution equation, Eq. (104):
d
dt
~α =
dτ
dt
~AP +
dτ
dt
dU(τ)
dτ
~z(t) +U(τ)
d
dt
~z(t)
= ~AP + JPAU(τ)~z(t) +
√
ΛBP
~dW
dt
(106)
where we have used Eq. (102) on the right hand side. De-
composing the sample paths into parallel and perpendicular
components relative to the deterministic limit cycle allows us
to separate the dynamics in the above equation. To this end,
we now define PT (τ) as the projection onto the tangent vec-
tor Tˆ (τ), which is just the dot product with Tˆ (τ), and PΠ(τ)
as the projection onto the normal hyperplane Π(τ). Then,
projecting the dynamics onto the tangent vector at τ(t) and
rearranging, we eventually find:
dτ
dt
= 1 +
〈Tˆ (τ),JPAU(τ)~z(t)− dU(τ)dτ ~z(t) +
√
ΛBP ~dWdt 〉
〈Tˆ (τ), ~AP + dU(τ)dτ ~z(t)〉
(107)
Here, we use the fact that ddt~z(t) ⊥ Tˆ (τ) [41]. The above
is a complicated SDE for τ(t); however, it can be simplified
by considering the equation only to leading order in the noise.
In this case we drop the influence of noise via the normal
perturbations ~z(t), as well as the implicit t-dependence of τ
on the right hand side. We thus obtain an SDE describing the
lowest order, direct effect of noise:
dτ = dt+
√
Λ
〈Tˆ (t),B[~P(t)] ~dW 〉
〈Tˆ (t), ~A[~P(t)]〉 (108)
The lowest order effect of noise is then to perturb the time
parameter, modulating it with a stochastic drift in addition to a
deterministic evolution. The stochastic term is the projection
of the noise vector onto the tangent vector at every time t.
Note that the noise term is time dependent, and more precisely
periodic with the limit cycle period 2pi∆ω . In situations where it
is accurate to replace the stochastic term by its time average, the
explicit dependence on
√
Λ indicates clearly that the effective
phase diffusion rate, determined via the correlator 〈τ(t)τ(0)〉,
scales as Λ (thus the phase diffusion time scales as 1/Λ) [38,
43]
For completeness, we indicate that the dynamical equation
for perturbations normal to the limit cycle can be determined
by projecting Eq. (106) onto the plane Π(τ); this yields [41]:
d
dt
~z(t) = U−1(τ)PΠ(τ)
[
JPAU(τ)~z(t) +
√
ΛBP
~dW
dt
]
(109)
where we have now used the fact that PΠ(τ) ~AP(τ) = 0 since
~AP(τ) ∝ Tˆ (τ). The first term describes linearized dynamics
as governed by the Jacobian; for a stable limit cycle, one
expects these dynamics to decay in the long time limit, so
that in the absence of noise, ~z → 0. However, the noise term
can act to perturb ~z(t), competing against the local stabilizing
dynamics [41].
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Figure 13. Plot of real part of reduced linear mode autocorrelation functionR∆a(τ), for Λ ∈ [0.1, 0.01, 0.001]γ, from left to right (orange,
green, and purple respectively). In dashed black, we show an exponential envelope decaying with rate Λ for each plot. Note the different time
axis range for each plot. (b) Real part of linear mode autocorrelation function for the same Λ values as (a), but now plotted over the same time
range. Also, the correlation function is scaled by Λ/γ to normalize the y-axis.
Numerical simulations of correlation functions
For computations of the linear mode spectrum, we are in-
terested in the steady state correlation function of the linear
mode,
Ra(τ) = lim
t→∞〈aˆ
†(t+ τ)aˆ(t)〉 ≡ 〈aˆ†(τ)aˆ(0)〉 (110)
In the long time limit. the steady state correlation function
Ra(τ) becomes a function of the single time coordinate τ only,
as indicated above. KnowingRa(τ) for τ > 0 is sufficient in
the steady state to find its value for negative τ as well, as we
now describe [50]. Note that one may translate the correlation
function by −τ without changing its value, by virtue of the
correlation function having a steady state value. This leads us
to:
Ra(τ) = 〈aˆ†(τ)aˆ(0)〉 = 〈aˆ†(0)aˆ(−τ)〉 = 〈aˆ†(−τ)aˆ(0)〉∗
(111)
The above implies Ra(−τ) = R∗a(τ). For stochastic simula-
tions based on the positive-P representation, the above correla-
tion function can be estimated by computing an average over
stochastic trajectories instead:
Ra(τ) = lim
t→∞
1
Ns
Ns∑
i=1
α†i (t+ τ)αi(t) (112)
where the index i now labels specific stochastic realizations
of the variables α†(t), α(t). The initial time t = tss is chosen
to be long enough such that initial transients have decayed
away and a steady state is reached; this time depends on the
dynamical regime of operation. The number of trajectories
simulated is taken to be at least Ns = 105, as mentioned in the
main text.
Once the correlation functions are obtained, the power spec-
tral density can be computed using the Wiener-Khinchin theo-
rem:
Sa[ω] =
∫ ∞
−∞
dτ e−iωτRa(τ) (113)
Using the above relation between the correlation function for
positive and negative times, we can write:
Sa[ω] =
∫ 0
−∞
dτ e−iωτRa(τ) +
∫ ∞
0
dτ e−iωτRa(τ)
=⇒ Sa[ω] = 2 Re
{∫ ∞
0
dτ e−iωτRa(τ)
}
(114)
Hence the steady state power spectrum of the linear mode
is purely real and can be easily computed using the Wiener-
Khinchin theorem.
For the quantum limit cycle regime studied in Fig. 4 of the
main text, we consider the reduced steady state correlation
functionR∆a(τ), defined as:
R∆a(τ) = lim
t→∞〈[aˆ
†(t+ τ)− 〈aˆ†(t+ τ)〉][aˆ(t)− 〈aˆ(t)〉]〉
≡ Ra(τ)− 〈aˆ†(τ)〉〈aˆ(0)〉 (115)
This definition subtracts away the nonzero steady state ampli-
tude expectation from the correlation function (equivalently, it
removes the zero frequency peak visible in the spectra in Fig. 4
of the main text). We plot Re {R∆a(τ)} in Fig. 13 (a) for three
values of the nonlinearity strength. Also shown is a fit to an
exponential decay with decay rate Λ. Note that different time
axes in each plot. In Fig. 13 (b), the three functions are plotted
on the same time axes, indicating the difference in correlation
decay. The overlap of oscillations indicates the same dominant
frequency component in each case.
