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Abstract. The incompressibility method is an elementary yet powerful 
proof technique based on Kolmogorov complexity [13]. We show that it 
is particularly suited to obtain average-case computational complexity 
lower bounds. Such lower bounds have been difficult to obtain in the 
past by other methods. In this paper we present four new results and 
also give four new proofs of known results to demonstrate the power and 
elegance of the new method. 
1 Introduction 
The incompressibility of individual random objects yields a simple but powerful 
proof technique: the incompressibility method. This method is a general purpose 
tool that can be used to prove lower bounds on computational problems, to 
obtain combinatorial properties of concrete objects, and to analyze the average 
complexity of an algorithm. Since the early 1980's, the incompressibility method 
has been successfully used to solve many well-known questions that had been 
open for a long time and to supply new simplified proofs for known results. 
Here we demonstrate how easy the incompressibility method can be used in 
the particular case of obtaining average-case computational complexity lower 
bounds. The purpose is to show that our average-case analyses are easy while 
such analyses using traditional methods are usually more difficult than worst-
case analyses. 
The Incompressibility Method: A general introduction to the theory and 
applications of Kolmogorov complexity can be found in [13]. A brief exposition 
of the basic concepts and notations required in the incompressibility method is 
also given in [12]. We need the following easy fact (sometimes only implicitly). 
Lemma 1. Let c be a positive integer. For every fixed y, every finite set A 
contains at least (l - 2-c) IAI + 1 elements x with C(xlA, y) 2:: Llog IAIJ - c. 
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In a typical proof using the incompressibility method, oue first chooses an 
incompressible object (that is, having---almost-maximal Kolrnogorov complex-
ity) from the class under discussion. The argument i11\'ariahlv savs that if a 
desired property does not hold for this object, then the objE;ct c0an be com-
pressed. This yields the required contradiction. Furthermore, since most objPcts 
are incompressible, the desired property usually holds on average. 
Results: We give proofs for new results on: space filling curve fitting lower 
bounds, multidimensional random walks, communication complexity (avcragc-
case1) and the number of strings of which the complexity exceeds their length. We 
give new proofs for known results on: boolean matrix multiplication, majority 
finding, random walks, and communication complexity (worst case). Our new 
proofs are much simpler than the old ones. 
Related Work: A survey of the use of the incompressibility method is [13] 
Chapter 6. The most spectacular successes of the method occur in the computa-
tional complexity analysis of algorithms. Applications in combinatorics are [l.J.], 
in random graph theory [5], and a recent average-case analysis of Shellsort is 
given in [12]. 
2 Complexity often Exceeds Length 
Applications of the incompressibility method sometimes require a large number 
of totally incompressible strings. Lemma 1 states that there is at least one string 
of every length n so that C(x) 2 n. We show here that this can be strengthened 
considerably: (i) A positive fraction of all strings of length n have complexity 
at least n; (ii) There is a fixed constant c such that for every k there is an n 
with kc :::; n < (k + l)c such that a positive fraction of all strings of length n 
have complexity exceeding n (here c, k are positive integers). Item (i) can be 
formulated slightly more general: 
Lemma 2. 2 There is a constant d > 0 such that for· every n there are at least 
L2n /dJ strings x of length n with C(xjn) 2 n {respectively, C(x) 2 n). 
Proof. It is well-known that there is a constant c 2 0 such that for every n every 
string x of length n has C(xjn) :::; n +c. Hence for every n and every x of length 
l(x) :::; n - 2 log(n- l(x)) -c-1 we have C(xjn) :::; C(xjl(x)) +2 log(n-;-l(:z:)) < n. 
Consequently, for some constant c' > 0 there are at most 2n - 2n-c programs 
of length < n available as shortest programs for the strings of length n (there 
are 2n - 1 potential programs and 2n-c' - 1 thereoff are already taken). Hence 
there are at least 2n-c' strings x of length n with C(xjn) 2 n. 
In the unconditional case the proof is simpler and for C(xjl(x)) :::; l(x) + c 
we find that there are at least 2n-c strings x of length n with C(x) 2 n. This is 
1 As far as we could ascertain there is no written proof of this fact although the result 
may be known, see Section 7. 
2 A similar result for the prefix version K (-) of Kolmogorov complexity (also called 
self-delimiting complexity) is given in [6] using a more complicated arguuwnt. Note 
that neither result implies the other. 
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because we can dispense with the 2log(n-l(x)) term induced by the conditional 
'n'. 0 
Can we prove that the complexity of many strings must exceed their lengths? 
The proof uses an incompressibility argument to show negative incompressibility. 
Lemma 3. There are constants c, d > 0 such that for every large enough n 
there are at least l2n /dJ strings x with n - c ::; l(x) ::; n satisfying C(xln) > n 
{respectively, C(x) > n). 
Proof. Conditional case: For every n there are equally many strings of length 
::; n to be described and potential programs of length ::; n to describe them. 
Since some programs do not halt for every large enough n there exists a string 
x of length at most n such that n < C(xln) ::; l(x) +c. 
Let there be m 2:: 1 such strings. Given m and n we can enumerate all 
2n+1 -m-l strings x oflength::; n and complexity C(xln) ::; n by dovetailing the 
running of all programs of length ::; n. The lexicographic first string of length ::; n 
not in the list, say x, is described by a program p giving m in logm bits plus an 
0(1)-bit program to do the decoding of x. Therefore, log m + 0(1) 2:: C(xln) > n 
which proves the theorem for the conditional case. 
Unconditional case: This follows similarly by padding the description of x 
up to length n + c' for a constant c' and adding the description of c' to program 
p describing x. This way we can first retrieve c' from p and then retrieve n from 
the length of p. D 
So there are lots of strings x that have complexity larger than their lengths. 
How much larger can this excess get? In the theory of Kolmogorov complexity 
the laws are invariant with respect to the choice of the particular reference 
universal Turing machine in the definition of the Kolmogorov complexity, the 
excess of maximal complexity over the length depends on this choice. Since one 
can choose a reference universal Turing machine such that C(x) ::; l(x) + 1 we 
cannot generally prove that the excess exceeds 1. 
3 Average Time for Boolean Matrix Multiplication 
Here is a simple illustration of average-case analysis using the incompressibility 
method. Consider the well-known problem of multiplying two n x n boolean 
matrices A = (ai,J) and B = (bi,j)· Efficient algorithms for this problem have 
always been a very popular topic in the theoretical computer science literature 
due to the wide range of applications of boolean matrix multiplication. The best 
worst-case time complexity obtained so far is O(n2 ·376 ) due to Coppersmith and 
Winograd [7]. In 1973, O'Neil and O'Neil devised a simple algorithm described 
below which runs in O(n3 ) time in the worst case but achieves an average time 
complexity of O(n2 ) [19]. 
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Algorithm QuickMultiply(A, B) 
1. 
2. 
3. 
4. 
5. 
6. 
Let C = ( c;,j) denote the result of multiplying A and B. 
For i := 1 ton do · 
Let j1 < · · · < Jm be the indices such that a;,j" = 1, 1 ::;; k ::;; m. 
For j := 1 ton do 
Search the list bh ,j, ... , bjm ,j sequentially for a bit l. 
Set C;,j = 1 if a bit 1 is found, or ci,j = 0 otherwise. 
An analysis of the average-case time complexity of Quickl\lultiply is given 
in [19] using probabilitistic arguments. Here we give a simple and elegant proof 
using incompressibility. 
Theorem 1. Suppose that the elements of A and B are drawn u.niformly and 
independently. Algorithm QuickMultiply runs in G(n2 ) time on the average. 
Proof. Let n be a sufficiently large integer. The average time of QuicklVIultiply is 
trivially bounded between .l?(n2 ) and O(n3 ). By Lemma 1, out of the 22n 2 pairs 
of n x n boolean matrices, at least (n-1)22n 2 /n of them are log n-incompressible 
(with Kolmogorov complexities at least 2n2 - logn bits). Hence, it suffices to 
consider log n-incompressible boolean matrices. 
Take a log n-incompressible binary string x of length 2n2 , and form two n x n 
boolean matrices A and B by having the first half of x correspond to the row-
maj or listing of the elements of A. and the second half of x correspond to the 
row-major listing of the elements of B. We show that QuickMultiply spends 
O(n2 ) time on A and B. 
Consider an arbitrary i, where 1 ::;; i ::;; n. It suffices to show that the n 
sequential searches done in Steps 4 - 6 of QuickMultiply take a total of O(n) 
time. By the statistical results on various blocks in incompressible strings given 
in Section 2.6 of [13], we know that at least n/2 - 0( yin logn) of these searches 
find a 1 in the first step, at least n/4 - O(Jnlogn) searches find a 1 in two 
steps, at least n/8 - 0( Jn log n) searches find a 1 in three steps, and so on. 
Moreover, we claim that none of these searches take more than 4 log n steps. To 
see this, suppose that for some j, 1 :S j ::;; n, bJi,J = · · · = bJ••osn•J = 0. Then 
we can encode x by listing the following items in a self-delimiting manner: ( 1) 
A description of the above discussion; (2) The value of i; (3) The value of j; (4) 
All bits of x except the bits bj,,j, ... ,bj410s,.,J· This encoding takes at most 
0(1) + 2 logn + 2n2 - 4 log n + O(log logn) < 2ri.2 - logn 
bits for sufficiently large n, which contradicts the logn-incompressibility of :r. 
Hence, the total number of steps required by the n searches is at most 
4 log n 
~ ((n/2k - O( Jn logn)). k) + (logn) · 0( y'nlogn) · (4logn) 
k=l 
logn 
< ~ kn/2k + O(log2 ny'nlogn) 
k=l 
= O(n) + O(log2 ny'nlogn) = O(n).D 
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4 Space Filling Curves 
Niedermeier, Reinhardt and Sanders recently studied the following problem [18]: 
In an n x n mesh, consider a computable curve fitting scheme that maps the num-
bers from { 1, ... , n2 } into the mesh, with each number occupying a unique point 
in the mesh. The goal is to minimize the Euclidean distance between numbers 
relative to their absolute difference. Many algorithms in parallel computing, com-
putational geometry, and image processing depend on such "locality-preserving" 
curve fitting schemes for meshes. [18] shows that for any curve fitting scheme, 
there exists a pair i and j such that d(i, j) ~ j3.5ji - jj - 1, where d is Eu-
clidean distance. However, for both theoretical and practical reasons, it would 
be more interesting to establish distance bounds that hold not only for one pair 
of i, j's but for "many" pairs. The question of such an "average-case analysis" 
was open. In fact, many experiments have been performed in the past by re-
searchers in order to determine the average distance between two numbers in a 
curve fitting scheme [18]. We present the first "average-case" bound here. Our 
incompressibility argument is in fact simpler than the worst-case analysis in [18]. 
Theorem 2. In any computable curve fitting scheme, for each number 1 ~ i ~ 
n2 , d(i,j) ~ j0.636ji - jj for f?(n2 ) different j 's. Furthermore, if i is mapped 
to a corner point, then d(i,j) ~ j2.5ji - jj for f?(n2 ) different j 's. 
Proof. Let N = n2 • Consider a computable curve fitting scheme F and let i be 
a fixed number between 1 and N. Consider incompressible j's satisfying 
C(jji, P) ~log N, (1) 
where P is a fixed program to be defined below. It follows from Lemma 2 that 
there is a constant c > 0 such that there are N/c such j's satisfying (1). 
Also, we can argue that Ii - jj ~ N /2 for at least half of the j's. Since if this 
is not the case, we can change the universal TM in the definition of Kolmogorov 
complexity by just making the new universal TM print 0 (or 1) whenever the 
old universal TM prints 1 (or 0, respectively). Then for each j, let J be the l's 
complement of j, we have either Ii - jj s N/2 or Ii - Ji s N/2. For all the j's 
satisfying Inequality (1), if more than half of them do not satisfy Ii - jj s N/2, 
then we can use the new universal TM such that more than half of the J's satisfy 
Ii - Ji S N/2. And under the new universal TM, the J's satisfy Inequality (1) if 
the j do so under the old universal TM. 
Now given i, an index j can be reconstructed by a fixed program P from a 
description of at most log7rd(i,j)2 bits. 3 4 Thus, we have 
log7rd(i,j)2 ~ C(jii,P) ~ logN 
3 Since i and j are placed on the grid points of an n x n grid the value of d( i, j) 2 is 
an integer. Hence the precise description can be expressed in this claimed number of 
bits. While it would suffice to describe j by the index of an enumeration of points on 
the circumference of the disc which would cost log 27rd( i, j) bits this is not possible 
since d( i, j) is radical. 
4 Here 7rd(i,j) 2 is the area of a disc centered on i with radius d(i,j). Since the curve 
fitting scheme is computable we can enumerate all candidate's for j that are fitted 
in this circle. The index of j in this enumeration suffices to find j. 
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for (N /2c)-many j's. This implies d(i, j) 2'. JN1T. 2'. J2li - j l/r. ~ J0.636li - jl 
for (N/2c) j's. If F puts i at a corner point, then an index j can in fact be spec-
ified by log tr.d( i, j) 2 bits. Carrying out the above calculation, we obtain that 
d(i, j) 2'. ~ 2'. J8li - jj/1f ~ J2.5li - jl 
for (N /2c)-many j's. D 
This argument also applies to obtain similar results for other distances (in-
cluding l00 and Manhattan) mentioned in [18]. 
5 Average Complexity of Finding the Majority 
Let x = X1 · · · Xn be a binary string. The majority bit (or simply, the majority) 
of x is the bit (0 or 1) that occurs more than ln/2J times in x. The majority 
problem is that, given a binary string x, determine a position i such that x; is 
the majority bit of x using only bit comparisons. When x has no majority, we 
must report so. 
The time complexity for finding the majority has been well studied in the 
literature (see, e.g. [1-3, 11, 22]). It is known that, in the worst case, n - v(n) 
bit comparisons are necessary and sufficient [2, 22], where v(n) is the number of 
occurrences of bit 1 in the binary representation of number n. Recently, Alonso, 
Reingold and Schott [3] studied the average complexity of finding the majority 
assuming the uniform probability distribution model. Using quite sophisticated 
arguments based on decision trees, they showed that on the average finding 
the majority requires at most 2n/3 - j8n/97r + O(log n) comparisons and at 
least 2n/3 - j8n/9r. + 8(1) comparisons. Here we present a new simple incom-
pressibility proof establishing an upper bound on the average-case complexity 
of finding the majority which is precise in the first term. Our proof uses the 
following standard algorithm. 
Algorithm Tournament(x = x1 · · · xn) 
1. If n :::; 3 then find the majority directly. 
2. Let y =E. 
3. For i := 1 to ln/2J do 
4. If x2 ;_ 1 = x 2 ; then append the bit X2i toy. 
5. If n is odd and ln/2J is even then append the bit Xn toy. 
6. Call Tournarnent(y). 
Theorem 3. On the average, algorithm Tournament requires at most 2n/3 + 
0( vn) comparisons. 
Proof. Let n be a sufficiently large number. Again, since algorithm Tournament 
makes at most n comparisons on any string of length n, by Lemma 1, it suf-
fices to consider running time of Tournament on 8-incompressible strings, where 
8 :::; log n. Consider an arbitrary 8 :::; log n and let x = x1 · · · :r:n be a fixed 
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tl"-incompressible binary string. For any integer m :S n, let a(m) denote the 
maximum number of comparisons required by algorithm Tournament on any 
tl"-incompressible string of length m. 
Among the ln/2J bit pairs (x1,x2), ... , (x2ln/2J-1,X2ln/2j) that are com-
pared in step 4 of Tournament, there are at least n/ 4 - 0( v'nJ) pairs consisting 
of complementary bits, [13]. Clearly, the new stringy obtained at the end of step 
4 should satisfy C(y) ~ l(y) - tl" - 0(1). Hence, we have the following recurrence 
relation for a( m): 
a(m):::; lm/2J + e5(m/4 + O(rm5)) 
By straightforward expansion, we obtain that 
a(n):::; ln/2J + a(n/4 + O(Vn°J)) 
:::; n/2 + a(n/4 + O(Vn°J)) 
:::; n/2 + (n/8 + O(Jr;l)/2) + e5(n/16 + O(Vn°J)/4 + 0( J(ntl")/4)) 
= n/2 + (n/8 + O(Jr;l)/2) + CJ(n/16 + (3/4) · O(Jr;l)) 
:::; .. · :::; 2n/3 + O(v'n8) 
Using Lemma 1, we can calculate the average complexity of algorithm Tour-
nament as: I:~0~t ~(2n/3 + O(v7i.8)) + ~n = 2n/3 + O(fo) D 
6 Multidimensional Random Walks 
Consider a random walk in 1 dimension with fixed probability p = ~ of taking 
a unit step left or right. It is well-known that the maximal distance from the 
start position in either direction in a random walk of n steps is in the order of 
fo with high probability. For example, the Law of the Iterated Logarithm, [15], 
says that the limit superior of this distance equals J ~n log log n with probability 
1 for n rises unboundedly. In a random walk in k > 1 dimensions where each 
step increases or decreases the distance from the origin by a unit in exactly 
one dimension in many applications we would like to know the probability of 
traveling distance d from the origin in any dimension in n steps. Nonetheless, 
probabilistic analyses ofrandom walks as in [10, 21] apparently are not concerned 
with flexible tradeoffs between probability (here based on randomness deficiency) 
5 and absolute upper or lower bounds on the largest distance traveled from the 
origin in every dimension as given in the theorem below. These new results may 
be very useful in applications in the theory of computation. 
5 With this approach to random walks we can by varying the complexity of the walk 
(which implies varying the probability of such a walk in the sense that low complexity 
has high probability and higher complexity less probability) regulate the possible 
variation in the distance covered in the walk (high complexity walks have precisely 
fixed distance while low complexity walks have more uncertainty). 
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T~eore~ 4. Consider a random walk in k dimensions where each step is a 
u~it s~ep in. any {~ut only one at a time) single dimension in positive or negative 
direction with uniform probability l/2k. Let J(-) be a monotonic nondecreasing 
function and let x be a random walk of length n such that C(xJn) > n - J(n). If 
n » k then the random walk x has all of the following properties {which therefore 
hold with probability at least 1 - l/2°(n) for a random walk of length n): 
(i) For every dimension, the maximal distance the walk moves away from the 
starting position in either direction during the walk is O ( J !!. ( J ( n) + log !!. ) ) ; 
(ii) For every dimension, the maximum distance the wall is away Jro"m the 
starting position in either direction at the end of the walk is 0 ( J J ( n) !!. ) ; and 
(iii) For every dimension, the minimum distance the walk is away from the 
starting position in either direction at the end of the walk is [l ( J2-o(n) ');). 
(iv) For every dimension, the minimum distance the walk is away from the 
starting position in either direction at the end of an initial m-length segment x' 
with x = x' z for some z, C(x'Jm) > m - J(m), and m » k, is n ( J2-o(m) T). 
Proof. To be given in the full version. 0 
7 Communication Complexity 
Consider the following communication complexity problem (for definitions see 
the book by Kushilevitz and Nisan [17]). Initially, Alice has a string x = x 1, ... , Xn 
and Bob has a string y = y1 , ... , Yn with x, y E {O, 1 } 11 • Alice and Bob use an 
agreed-upon protocol to compute the inner product of x and y modulo 2 
n 
f(x,y) = 'l:x; ·Yi mod 2 
i==l 
with Alice ending up with the result. We are interested in the minimal possible 
number of bits used in communication between Alice and Bob in such a protocol. 
Here we prove.a lower bound of n, which is tight since the trivial protocol where 
Bob sends all his n bits to Alice achieves this bound. In (17] the same lower 
bound is obtained by a different method. We also show an n -0(1) lower bound 
for the average-case complexity. This lower bound isn't mentioned in [17] and 
is not implied by the lower bound in in exercise 3.30 in that reference. However, 
according to [20] exercise 3.30 was proven using a stronger version of our average-
case result but the proof may not be written down nor remembered. It seems 
useful to have a written version as we present below. 
Theorem 5. Assume the discussion above. Every protocol computing the inner 
product function requires at least n bits of communication. 
Proof. Fix a communication protocol P that computes the inner product. Let A 
be an algorithm that we describe later. Let z be a string of length 2n such that 
C(z!A, P, n) ~ 2n. Let z = x1 ..• XnYl ... Yn Let Alice's input be x = X1 ... Xn 
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and Bob's input be y1 .. ·Yn· Assume without loss of generality that f(x,y) = 0 
(the innerproduct of x and y is 0 modulo 2). 6 Run the communication protocol 
P between Alice and Bob ending in a state where Alice outputs that f(x, y) is 
0. Let C be the sequence of bits sent back and forth. Note that P can be viewed 
as a tree with C a path in this tree [17]. Hence C is self-delimiting. Consider the 
set S defined by 
S :={a: 3b such that P(a, b) = 0 and induces conversation C , a, b E {O, l}n}. 
Given n,P and C, we can compute S. Let the cardinality of S be l. The strings 
in S form a matrix Mover GF(2) with the ith row of M corresponding to the 
ith string in S (say in lexicographic ordering). Since for every a E Sit holds that 
f (a, y) = 0 it follows that y is an element of the Null space of M (y E Null(M)). 
Application of the Null space Theorem from linear algebra yields: 
rank(M) + dim(Null(M)) = n. (2) 
Since the cardinality of S is l and we are working over GF(2) it follows that the 
rank of Mis at least log(l) and by (2) it follows that dim(Null(M)) :::; n - log(l). 
The following is an effective description of z given n and the reconstructive 
algorithm A explained below: 
1. C; 
2. the index of x E S using log(/) bits; and 
3. the index of y E Null(M) with n - log(l) bits. 
The three items above can be concatenated without delimiters. Namely, C 
itself is self-delimiting, while from C one can generate S and hence compute l. 
From the latter item one can compute the binary length of the index for x E S, 
and the remaining suffix of the binary description is the index for y E Null(M). 
From the given description and P, n the algorithm A reconstructs x and y and 
outputs z = xy. Consequently, C(zjA,P,n) ~ l(C) + logl + (n -logl). Since we 
have assumed C(zjA,P,n) ~ 2n it follows that l(C) ~ n. 0 
Theorem 6. The average communication complexity of computing the inner 
product of two n-bit strings is at least n - 0(1) bits. 
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