INTRODUCTION
The approximate solution of the Navier-Stokes equations of incompressible flow has received tremendous attention from engineers and mathematicians; see, e.g., [9] , [10] , or [11] . Among the more recent developments has been the use of least-squares ideas; see, e.g., [7] for a recent survey of one such approach. In §2, we define the least-squares finite element method. In §3, we discuss some practical and theoretical issues connected with the method described in §2. Then, in §4, we give the results of a computational study of the accuracy of the algorithm. Finally, in §5 we give some concluding remarks.
THE LEAST-SQUARES FINITE ELEMENT METHOD

-The veloeity-vorticity-pressure equations
Let the bounded set f_ C IR a denote the flow domain and let r denote its boundary. where U1 denotes a given function defined along F. Note that (2.5) implies that the normal component of the vorticity is also known, i.e., (2.6) _. n = n. curIUt on r,
where n denotes the unit outer normal to f/.To see this,one merely needs to observe that n-curlu involvesonly tangentialderivativesof the tangentialcomponents of u and these may be deduced from (2.5).To these one must add a conditionto fixthe pressure;we choose to fixthe pressure at a singlepoint xo in ft,i.e.,
(2.7) p(xo)=Po,
where P0 is a given number. First, a complete, rigorous analysis of least-squares finite element approximations of (2.1)-(2.4) and (2.8)-(2.9) can be given using standard techniques; this is not the case for (2.5)-(2.7).
Furthermore (2.1)-(2.4) and (2.8)-(2.9) can be shown to be related to second order elliptic partial differential equations; we will discuss these issues in more detail below.
(2.12) and (2.13)
In (2.11)-(2.13) the test functions (v, q, _) are required to belong to suitable function spaces; we do not go into detail here since we are primarily interested in finite element discretizations of these equations.
Clearly any solution (u,_,p) of, say (2.1)-(2.7), satisfies (2.11)-(2.13).
-The two-dimensional case
For planar flows we have that u --(ul, _v_, 0) T and ul, u2, and p are functions of xl and x2
only. Then, we have that w --(0, 0, w) T where w = a_/axl -aul/ax2. In this case, the system 
The boundary conditions (2.5)-(2.7) reduce to just (2.5) and (2.7) and the boundary conditions (2.8)-(2.9) remain unchanged. The functional (2.10) and the necessary conditions (2.11)-(2.13) alsosimplifyin the obvious manner fortwo-dimensional problems.
-Finite element methods
Starting with the weak formulation (2.11)-(2.13), a conforming finite element method can be defined in a completely standard manner.
We choose a finite element space S h parametrized by h. For example, for a given positive integer r, S h could consist of continuous (over f/) piecewise polynomials of degree less than or equal to r with respect to a subdivision of f_ into finite elements.
In this case the parameter h may be related to the size of the grid. We then define the spaces
and Q_={qES _ I q(xo)=0}.
For the boundary conditions (2.5)-(2.7), the discrete problem is defined as follows:
Wh E S h, and ph E S h such that u h = U h and w h • n --W h on F, ph(xo) = Po, Here, F' denotes the Jacobian of F with respect to (u h, a_, ph). We need to specify the initial guesses Newton's methodandsuchthat the coefficient matrices in (3.4) with k = 1 are positive defmite.
( where U, V, P, and W are given functions defined on F, Po is a given number, and nl, n2 denote the components of the unit outer normal. We will define the various data functions by choosing an exact solution (u, v, w,p) and then substituting into the above equations.
We will measure the differences (L 2 error) and
where _ could be any of u, v, w, or p.
Throughout we use piecewise quadratic finite element spaces; thus, for sufficiently smooth solutions and for the domain f_ = { 0 < x < 1,0 < y _ 1 ), we expect that for the boundary conditions (BC2) we have that
where again _ could be any of u, v, w, or p. This is confirmed by the computations that follow.
Of special interest to us here is the computationally determined rates of converge for the boundary conditions (BC1).
The first example we present has the smooth exact solution u = -cos _rx sin Try + 1 -y3 v = sin _rx cos _ry + 1 -z s , 
We use a = b = 0. and O(h 1), respectively; these rates are again those of the best approximation for s = 1.001. Notethat the behavior of the L 2 errors is much more erratic than that of the H 1 errors; this is usually the case. However, we see that the errors for (BC1) are not all that different from those for (BC2) and we may conclude that the errors in the former case are, at the least, nearly optimal.
CONCLUDING REMARKS
We have studied the accuracy of a least-squares finite element method for the Navier-Stokes equations based on a velocity-vorticity-pressure formulation.
In Thus, the overall method seems to provide a good combination of accuracy and efficiency.
There remains substantial issues to study connected with the least-squares finite element method for incompressible flows. These include practical implementation issues such as the use of iterative linear solvers and theoretical issues such as the derivation of rigorous error estimates. We will address these issues in a forthcoming paper. 
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