Introduction
Predictive inference has been rightly called the central focus of statistical analyses and one may refer to Bjornstad (1990) for a review of various approaches. In recent years, much attention has been given to the influence of variables in both classical and Bayesian predictions. Bhattacharjee and Dunsmore (1991) considered the problem of the influence of variables in a logistic model in Bayesian predictive approach. In the logistic model, Zellner et al. (2004) compared the performance of stepwise selection procedure with a bagging method. The influence of variable selection in Bayesian diagnostic perspective in logistic model is considered by Weiss (1995) . Predictive influence of variables in normal linear regression model has been studied by Bhattacharjee and Dunsmore (1995) . Mollah and Bhattacharjee (2008) 
Influence of Missing Variables in Linear Model

4459
considered the problem of the influence of variables in general linear regression model in Bayesian predictive approach in the presence of perfect multicollinearity.
Our aim here is to detect the influence of missing future explanatory variables in a normal linear model. We consider an approach to prediction analysis in general linear model when the values of some or all of the future explanatory variables are not available. We assume that in the observed data, the past records of all the explanatory variables are available. We want to predict a single future response y f at a future sample point x f when some or all components of x f are unavailable. We assume that the future variables x f are normally distributed but both the cases are considered where x f 's are dependent or independent. Improper prior densities are considered to derive the predictive density to assess the influence of the missing variables. Since the predictive density is not mathematically tractable for missing future explanatory variables, the Taylor expansion is used to derive the approximate predictive density. We then employ the Kullback-Leibler (K-L) directed measure of divergence (1951) to assess the influence of the missing future variables.
Bayes Predictive Density in Linear Model
Let us consider the general linear model y = 0 + 1 x 1 + · · · + k x k + , where 's are the random errors normally distributed with mean zero and common variance 2 . Our aim is to predict a future response y f when some or all of the future explanatory variables x f are unavailable. We denote the density of future explanatory variables by f x f . Let us suppose that r future explanatory variables, denoted by x f r , are not available. For convenience and without loss of generality, we assume that the last r future variables are unavailable.
The density of an observed y is given by p y Using improper prior density for both and , the approximate predictive density of y f when x f r is missing is given by
evaluated at b and s 2 , where Q * ij is the multiplicative factor for the second-order approximation.
If x f 's are independent the corresponding approximate predictive density is If no observation is missing then the corresponding predictive density based on all explanatory variables is given by
Remark 2.1. Instead of considering normal linear regression model, the problem may be extended for more general regression model where the errors follow a spherically symmetric distribution. The predictive density is completely unaffected by departures of the normality assumption in the direction of the spherically symmetric family (Jammalamadaka et al., 1987) . Therefore, the predictive density (2) based on all explanatory variables and no missing future variables will be unaltered if any spherically symmetric distribution is considered. The predictive density (1) for missing x f r will be changed due to different forms of the distribution and approximation may be required to derive the predictive density.
Measure of Influence of the Missing Variables
To assess the influence of the missing future explanatory variables x f r , we employ the Kullback-Leibler (K-L) directed measure of divergence D KL between the two predictive densities (1) and (2). The form of the (K-L) divergence used here is given by
There are certainly many other measures of divergence between two distributions, e.g., a very general divergence measure is given by Csiszar (1963) . He introduced Downloaded by [University of California Santa Barbara] at 13:00 17 November 2011 the following class of divergence measures, called "h-divergence", between two probability distributions F 1 · and F 2 · :
where h 0 → is a convex function with h 1 = 0. However, we use the special case of the K-L measure (corresponding to h x = − log x which is more practical and easy to calculate in our case. Also, we can use information measure I = P · · logP · · − P r · · logP r · · , ratio measure R = D KL ÷ I , and predictive interval to assess the influence of the missing future explanatory variables, these measures give similar conclusion to K-L directed measure of divergence. Details of these measures may be found in Bhattacharjee (1987) , the first author's unpublished Ph.D. thesis.
An explicit expression for D KL with Student distribution is difficult to obtain, so we derive approximate D KL by substituting approximate normal form of (2) as
Since it is difficult to derive the distributional form of D KL , as in Bhattacharjee and Dunsmore (1995) , any discrepancy due to missing variables x f r is less than 1% of the largest discrepancy would be considered as negligible at 1% error. Where largest discrepancy occurs between the predictive density based on all variables and the predictive density based on no variable. 
Conclusion
The minimum discrepancies occur around the mean of the missing variable. We also see that the discrepancy depends on the influence of the missing variable. Larger the Downloaded by [University of California Santa Barbara] at 13:00 17 November 2011 influence of the missing variable, more the discrepancy, and less influential variable will produce small discrepancy. Minimum discrepancies occur at the appropriate combination of the explanatory variables. The discrepancies due to missing variables are less than the discrepancies due to deleting the missing variables from the data set. As in Bhattacharjee and Dunsmore (1995) , one can test whether any discrepancy is negligible or not.
