Abstract: We introduce a bivariate Markov chain counting process with contagion for modelling the clustering arrival of loss claims with delayed settlement for an insurance company. It is a general continuous-time model framework that also has the potential to be applicable to modelling the clustering arrival of events, such as jumps, bankruptcies, crises and catastrophes in finance, insurance and economics with both internal contagion risk and external common risk. Key distributional properties, such as the moments and probability generating functions, for this process are derived. Some special cases with explicit results and numerical examples and the motivation for further actuarial applications are also discussed. The model can be considered a generalisation of the dynamic contagion process introduced by Dassios and Zhao (2011) .
Introduction
A self-exciting point process introduced earlier by Hawkes [1] and Hawkes [2] and later named as a Hawkes process, nowadays becomes a viable mathematical tool for modelling contagion risk and the clustering arrival of events in finance, insurance and economics; see Errais et al. [3] , Embrechts et al. [4] , Chavez-Demoulin and McGill [5] , Bacry et al. [6] and Aït-Sahalia et al. [7] . More recently, Dassios and Zhao [8] introduced a more generalised self-exciting point process, named the dynamic contagion process (DCP), by extending the Hawkes process and the Cox process with exponentially decaying shot-noise intensity; the intensity process includes two types of random jumps-the self-excited and externally-excited jumps-which could be used to model the dynamics of the contagion impact from both the endogenous and exogenous factors of the underlying system in a single consistent framework.
In this paper, we introduce a new bivariate point process named the discretised dynamic contagion process (DDCP) for modelling the clustering arrival of loss claims with delayed settlement for an insurance company. This process in fact generalises the zero-reversion dynamic contagion process (ZDCP), an important special case of DCP with zero-reversion intensity (see Definition A.1). DDCP is a piecewise deterministic Markov process, and some key distributional properties, such as the moments and probability generating functions, have been derived. We also find interesting explicit results for some special cases. By comparing their infinitesimal generators and distribution functions, the transformation formulas between DDCP and ZDCP are obtained, and we find that the two processes are analogous and share some key distributional properties.
This new point process provides a general Markov chain framework. It has the potential to be applicable to modelling the clustering arrival of events such as jumps, bankruptcies, crises, catastrophes in finance, insurance and economics with both internal contagion risk and external common risk. Dassios and Zhao [9] studied the ruin problem for a special case of this model. This was a simple risk model with delayed claims. The claims arrive following a Poisson process, and each of the claims would be settled in an exponentially delayed period of time. Our paper extends this risk model to involve multiple arrivals and delayed settlements of claims with contagion.
The paper is organised as follows. Section 2 describes our model framework and gives a mathematical definition of the associated risk process. In Section 3, we derive the main results: distributional properties of the process, such as the moments and the probability generating functions. Some special cases with explicit results and numerical examples are also discussed in Section 4. The comparison analysis and transformation formulas between DDCP and ZDCP are presented in Appendix A.
Model Framework
For an insurance company at any time t > 0, suppose N t is the number of cumulative settled claims within the time interval [0, t] and M t is the number of cumulative unsettled claims within the same time interval [0, t]. We assume that the claims arrive in clusters. Multiple claims may arrive simultaneously at the same time point. The clusters follow a Poisson process of constant rate ρ. They contain a random number K P of claims with the associated probability function p k . Each of the claims then will be settled with exponential delay of constant rate δ. We further assume that at each of the settlement times, only one claim can be settled. In practice, this settlement is partial, as a random number K Q of new claims with the associated probability q k are revealed and need further to be settled in the future. For a practical point of view, the assumption that only one claim can be settled appears restrictive, but this can be addressed by adjusting the rate of settlement and the distribution of new claims revealed. The assumption is common in the literature; see Yuen et al. [10] and the references therein.
The joint stochastic process
is a bivariate continuous-time Markov chain point process on state space N 0 × N 0 with intensity of N t given by ρp k for a transition from state (i, j) to (i + k, j) and intensity of M t given by δjq k for a transition from state (i, j) to (i + k − 1, j + 1), i.e., the joint increment distribution of this process is specified by:
where:
• ∆t is a sufficient, small time interval and o(∆t)/∆t → 0 when ∆t → 0;
• K P and K Q follow the probability distributions on N 0 by:
• F t is the filtration generated by the joint process ¶
. K P and K Q are two types of batches of jumps in point process M t : K P jumps independently of N t , whereas K Q jumps simultaneously with N t . The first moments and probability generating functions of K P and K Q are denoted respectively by:
We can find that, by transformation,
is the generalisation of a special case of the dynamic contagion process [8] , and hence, we name this process as a discretised dynamic contagion process. To understand this new process intuitively, a sample path of ¶
is provided in Figure 1 .
could be a useful risk model for modelling the interim payments (claims) in insurance, such as cases of IBNR (incurred, but not reported) and IBNS (incurred, but not settled). This general framework can be also considered as the generalisation of a simpler risk model with delayed settlement used by Dassios and Zhao [9] where they assume that the arrival of claims follows a Poisson process of rate ρ, and each of the claims will be settled with an exponential delay of rate δ; however, there is no cluster arrival of claims nor any new claim revealed. The literature on delayed claims in insurance can also be found in Yuen et al. [10] for instance. is a non-negative process, as if M t = 0, there is no joint jump and M t cannot be brought downward further by one step or more; if M t = 1, 2, ..., M t is possible downward movement with a maximum of one step. The discrete piecewise non-negative process {δM t } t≥0 , in fact, can be considered as the intensity process of the point process N t (proven later by Equation (4)).
Distributional Properties
The infinitesimal generator of a discretised dynamic contagion process (M t , N t , t) acting on a function f (m, n, t) ∈ Ω(A) is given by:
where Ω(A) is the domain of the generator A, such that f (m, n, t) is differentiable with respect to t, and for all m, n and t,
Following the methods adopted by Dassios and Embrechts [11] and later by Dassios and Jang [12] and Dassios and Zhao [8] , we will use this generator Equation (1) with the aid of some properly selected martingales to find key distributional properties of (N t , M t ) as below.
Moments of M t and N t
We derive the first moments of M t and N t by solving systems of ODEs and also discuss the stationarity condition for the process M t .
Theorem 3.1. The expectation of M t conditional on M 0 is given by:
where
Proof. Set f (m, n, t) = m and plug into generator Equation (1); we have:
and we can derive the expectation via the ODE:
The stationarity condition of process M t is:
Corollary 3.3. The expectation of N t conditional on M 0 is given by:
Proof. Set f (m, n, t) = n and plug into generator Equation (1); we have An = δm.
Higher moments of M t and N t can also be obtained similarly by this ODE method, and we omit them here.
Joint Probability Generating Function of (M T , N T )
Theorem 3.4. For constants 0 ≤ θ, ϕ ≤ 1 and time 0 ≤ t ≤ T , we have the joint probability generating function of (M T , N T ),
where A(t) is determined by the non-linear ODE:
with boundary condition A(T ) = ϕ; and c(t) is determined by:
Proof. Assume the exponential affine form:
and set Af (m, n, t) = 0 in generator Equation (1); then, we have:
is a martingale, we have:
with boundary conditions A(T ) = ϕ.
Probability Generating Function of M T
Theorem 3.5. If µ 1 Q < 1, the probability generating function of M T conditional on M 0 is given by:
Proof. Set t = 0, θ = 1 and assume N 0 = 0 in Theorem 3.4, and we have:
where A(0) is uniquely determined by the non-linear ODE:
with boundary condition A(T ) = ϕ. Under the condition µ 1 Q < 1, it can be solved by the following steps:
1. Set A(t) = L(T − t) and τ = T − t; this is equivalent to the initial value problem:
with initial condition L(0) = ϕ; we define the right-hand side as the function f 1 (L). 2. Since µ 1 Q < 1, we have:
by integrating both sides from time zero to τ with initial condition L(0) = ϕ > 0; we have:
where 0 < L ≤ 1. We define the function on left-hand side as:
and we know that 
Then, c(T ) is determined by:
by the change of variable Q −1 ϕ,1 (τ ) = u; we have τ = Q ϕ,1 (u), and:
Theorem 3.6. If µ 1 Q < 1, the probability generating function of the asymptotic distribution of M T is given by:
and this is also the probability generating function of the stationary distribution of process {M t } t≥0 .
Proof. Since lim T →∞ Q −1 ϕ,1 (T ) = 1, and by Theorem 3.5, we have the probability generating function of the asymptotic distribution of M T immediately.
To further prove the stationarity, by Proposition 9.2 of Ethier and Kurtz [13] , we need to prove that, for any function f ∈ Ω(A), we have:
where Af (m) is the infinitesimal generator of the discretised dynamic contagion process acting on f (m), i.e.,
and {ℵ m } k=0,1,2,... are the probabilities of m with the probability generating function given by Equation (8) . Now, we try to solve Equation (9) . For the first term of Equation (9), we have:
For the second term of Equation (9), we have:
for any function f (m) ∈ Ω(A); then, we have recursive equation:
and:
By the Laplace transform:‫א‬
we have the ODE of‫(א‬ϕ),
with the initial condition‫)1(א‬ = 1; hence, we have the unique solution:
which is exactly given by Equation (8) .
Since the distribution ℵ is the unique solution to Equation (9), we have the stationarity for the process
which also reflects the stationarity of process {M t } t≥0 .
Probability Generating Function of N T
Theorem 3.8. Suppose µ 1 Q < 1 and N 0 = 0; the probability generating function of N T conditional on M 0 is given by:
Proof. By setting t = 0, ϕ = 1 and assuming N 0 = 0 in Theorem 3.4, we have:
with boundary condition A(T ) = 1. It can be solved, under the condition µ 1 Q < 1, by the following steps:
with initial condition L(0) = 1; we define the right-hand side as the function f 2 (L). 2. There is only one positive singular point in the interval [0, 1], denoted by:
by solving the equation f 2 (L) = 0. This is because, for the case 0 < θ < 1, the equation f 2 (L) = 0 is equivalent to:q
note thatq(·) is a convex function, then it is clear that there is only one positive solution within [0, 1] to this equation; in particularly when θ → 0, ϕ
3. Rewrite Equation (13) as:
and integrate,
where ϕ * < L ≤ 1; we define the function on left-hand side as:
is a strictly decreasing function. Therefore,
is a well-defined function, and its inverse function Q
The unique solution is found by L(τ
where, by the change of variable,
Special Cases
In this section, we focus on three important special cases where more explicit results for the distributional properties of the numbers of settled and unsettled claims ¶
can be derived, and the associated numerical examples are also provided.
Case p 1 = 1
Case p 1 = 1 is defined as the special case of a discretised dynamic contagion process when:
This simple case could be applied, for instance, to model the delaying arrival of claims in the ruin problem for an insurance company; see more details in Dassios and Zhao [9] .
and they are independent.
Proof. By setting T = t 2 , t = t 1 in Theorem 3.4, we have:
where A(t) and c(t) can be solved explicitly as:
The joint probability generating function of M t 2 and N t 2 − N t 1 is given by:
Set θ = 1 and ϕ = 1, respectively; we have Poisson marginal distributions of M t 2 and N t 2 − N t 1 , since:
Obviously, they are also independent as:
Proof. Set t 1 = 0, t 2 = t > 0 and υ = ζ in Theorem 4.1; the results follow immediately.
Proof. For any time t 2 > t 1 ≥ 0, by Corollary 4.2, we have:
in Equation (16), then,
hence, the increments of N t follow a Poisson distribution,
Based on Theorem 4.1 and Corollary 4.2, we observe that M t 2 and N t 2 −N t 1 are both Poisson distributed and independent. Because of the Markov property, all of the future increments after N t 2 only depend on M t 2 ; they are independent of N t 2 − N t 1 , as well, i.e., for any random variable
, we have:
The increments of the point process N t follow a Poisson distribution and also they are independent; therefore, N t is a non-homogeneous Poisson process of rate ζδe −δt + ρ , N t is a Poisson process with a rate of ρ. Corollary 4.3, in fact, recovers the result obtained earlier by Mirasol [14] , i.e., a delayed (or displaced) Poisson process is still a (non-homogeneous) Poisson process; see also Newell [15] and Lawrance and Lewis [16] .
Case q 1 = q
Case q 1 = q is defined as the special case of a discretised dynamic contagion process when:
Corollary 4.4. The stationary distribution of M t is a Poisson distribution specified by:
Proof. The stationarity condition holds as µ 1 Q = q < 1; then, by Theorem 3.6, we have:
which is the probability generating function of a Poisson distribution with constant intensity
. Corollary 4.5. The probability generating function of N T is given by:
Proof. The stationarity condition holds as µ 1 Q = q < 1. By Theorem 3.8, the results follow, since:
Note that the first term of E[θ N T ] of Equation (19) is the probability generating function of a compound Poisson distribution N 1 with pointN T ∼ Poisson(ρT ) and underlying X 1 ∼ Geometric(1 − q) where:
The second term is the the probability generating function of a proper random variableÕ. Hence, N T = N 1 +Õ, and N T is stochastically larger than N 1 , i.e., N T N 1 .
Given the probability generating function of N T in Corollary 4.5, the probability distribution of the number of the cumulative settled claims at time T can be obtained explicitly by the basic property:
Numerical examples with the specified parameters (ρ, δ, q) = (1, 1, 0.5) are provided in Table 1 . Table 1 . Numerical examples for case q 1 = q based on Corollary 4.5: the probability distribution of the number of cumulative settled claims at time T with parameters (ρ, δ, q) = (1, 1, 0.5). Case q 0 = 1 is defined as the special case of a discretised dynamic contagion process when:
Indeed, this is a special case which corresponds to a Cox process with shot-noise intensity via transformation, as given by Appendix A.
The stationarity condition holds as µ 1 Q = 0 < 1; then, by Theorem 3.6, we have:
which is the probability generating function of a negative binomial distribution with the parameters
wherep(u) is specified by Equation (21) and
Proof. By Theorem 3.8, the results follow, since:
Note that the first term of E[θ N T ] of Equation (22) is the probability generating function of a compound Poisson distribution N 2 with pointN T ∼ Poisson (ρT ) and underlying X 2 ∼ Geometric (p), where:
the second term of Equation (22) is the probability generating function of a proper random variableÕ. Hence, we have N T = N 2 +Õ, and N T is stochastically larger than N 2 , i.e., N T N 2 .
Given the probability generating function of N T in Corollary 4.7, the probability distribution of the number of the cumulative settled claims at time T can be obtained explicitly by expansion, and numerical examples with the specified parameters (ρ, δ, p) = (1, 0.5, 0.5) are provided in Table 2 . Table 2 . Numerical examples for case q 0 = 1 based on Corollary 4.7: the probability distribution of the number of cumulative settled claims at time T with parameters (ρ, δ, p) = (1, 0.5, 0.5) 
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A. Comparison with the Zero-Reversion Dynamic Contagion Process

A.1. Zero-Reversion Dynamic Contagion Process
This section is to demonstrate an alternative representation of the dynamic contagion process [8] with zero-reversion intensity (as defined by Definition A.1). We find later in Theorem A.6 that this process is the special case of a discretised dynamic contagion process when both K P and K Q follow mixed Poisson distributions.
Definition A.1 (Zero-reversion dynamic contagion process). The zero-reversion dynamic contagion process is a point process N * t ≡ T 
• {F t } t≥0 is a history of the process N * t , with respect to which {λ t } t≥0 is adapted; • λ 0 > 0 is a constant as the initial value of λ t at time t = 0; • δ > 0 is the constant rate of exponential decay; • Y 
;
• the sequences Y Proof. Similar to the proof for Theorem 3.4, for a zero-reversion dynamic contagion process (N * t , λ t ), assume the form f (λ, n, t) = e −B(t)λ θ n e D(t) , and set Af (λ, n, t) = 0 in generator Equation (25) 
With boundary condition B(T ) = v, and by the martingale property, we have Equation (29). On the other hand, for the joint probability generating function of a discretised dynamic contagion process (M t , N t ) as given by Theorem 3.4, we have: 
The analogy between (N * t , λ t ) and (N t , M t ) is linked by Equation (32) and Equation (31): without solving the equations explicitly, if we set Equation (28) and Equation (30), then Equations (31) and (32) are equivalent.
We can prove in Theorem A.6 that, via distributional transformations, the increments of 
i.e., 
