We introduce cytoNet, a method to characterize multicellular topology from microscopy images. 7
For these reasons, a robust method to quantify the spatial organization of cell communities and its 24 influence on the behavior of individual cells adds an important, missing component to currently existing 25 image analysis tools. Such a method can be used to enhance image-based biological discovery through 26 phenotypic screens 2 by supplying multicellular metrics, provide a non-invasive means to standardize cell 27 manufacturing for therapeutic purposes 4 , and develop a quantitative framework for the analysis of 28 spatially-detailed human cell atlas data 5, 6 . 29
Prior reports have accounted for population context in image-based screens by using features such as 30 local cell density or a cell's position on an islet edge, that describe local cell crowding 7, 8 . Mathematical 31 graphs, structures that are used to model pairwise relationships between objects, are uniquely suited to 32 cell community analysis. Among image-based methods that employ graph theory to analyze spatial 33 relationships among cells, the cell-graph technique 9 has been employed to great effect in analyzing 34 structure-function relationships in tissue sections. However, coupling single cell data to network structure 35 has been elusive: there remains a need for a broadly applicable, user-friendly tool that enables spatial 36 analysis of various different cell types, integrated with metrics describing the phenotype of individual 37
cells. 38
Here we introduce an image analysis method called cytoNet for quantification of multicellular spatial 39 organization using a graph theoretic approach. cytoNet is available as a web-based interface, providing 40 significant ease of use compared with other programs that require downloading software. Taking 41 fluorescence microscope images as input, the cytoNet image analysis pipeline identifies cells, creates 42 spatial network representations tailored to the type of image and cell type, and calculates a set of metrics 43 derived from graph theory that describe the network structure of the local multicellular neighborhood of 44 a cell of interest. We define this multicellular neighborhood as a cell's community. Cell community metrics 45 are then integrated with descriptors of cell phenotype, such as morphology and protein expression, to 46 provide a comprehensive description of single-and multiple-cell phenotype states. (b) Segmentation algorithms automatically detect cell boundaries ( Supplementary  Fig. 1, 2) . (c) Spatial proximity is determined either by measuring shared pixels between cell pairs -type I graphs (left panel) or by comparing distance between cell centroids to a threshold distance -type II graphs (right panel). (d) We represent the resulting network as an adjacency matrix. (e) Metrics derived from the adjacency matrix are used to describe network information. These metrics are a list of features computed on a per-cell basis.
implemented to detect cells (Fig. 1b, Supplementary Fig. 1-2) . Upon detection of cells, the next step is to 49 evaluate spatial proximity of cells. We do this in one of two ways -by evaluating the overlap of adjacent 50 cell boundaries (type I graphs), or by evaluating the proximity of cells in relation to a threshold distance 51 (type II graphs) (Fig. 1c) . The former approach is useful when detailed information of cell boundaries and 52 morphology is available, such as in the case of membrane stains or cells stained for certain cytoskeletal 53
proteins. The latter approach is useful when dealing with images of cell nuclei, where detection of exact 54 cell boundaries is not possible. In both approaches, cells deemed adjacent to each other are connected 55 through edges, resulting in a network representation (Fig. 1d) . This connectivity is denoted 56 mathematically using an adjacency matrix, (Fig. 1d) , where if there exists an edge between 57 cells and , and otherwise. Finally, the extracted metrics are used to visualize and analyze local 58 neighborhood effects on individual cell phenotypes (Fig. 1e) . . 65
However, it is unclear whether this community effect is a ubiquitous feature of neural progenitor cells. To 66 this end, we employed the cytoNet workflow to determine whether cell cycle synchronization is a feature 67 of differentiating neural progenitor cells cultured in vitro.
For this investigation, ReNcell VM human neural progenitor cells were stably transfected with the FUCCI 69 cell cycle reporters 14 to generate Geminin-Venus/Cdt1-mCherry/H2B-Cerulean (FUCCI-ReN) cells. We 70 captured time-lapse movies of FUCCI-ReN cells after withdrawing growth factors to induce differentiation, 71 and built network representations from nucleus images. Adjacency was determined by comparing 72 centroid-centroid distance to a threshold (type II graphs, Fig. 1c) . 73 In order to evaluate spatiotemporal synchronization in cell cycle, for each individual cell in a frame, we 74 evaluated the average fraction of neighboring cells in a similar phase of the cell cycle (G1 phase -75 mCherry+ and S/G2/M phases -Venus+), normalized by total fraction of that cell type in the population. 76
We called the average value of this fraction across all cells in an image the neighborhood similarity score, 77
(Supplementary Table 1) . Results for medium and low-density cultures are shown in Fig. 2a and Fig.  78 2b respectively. Frames from corresponding time-lapse movies are shown in Fig. 2c (see also 79
Supplementary Videos 1-4). We observed that groups of cells in the low-density culture moved through 80 the cell cycle in unison, which was reflected in periodically high values of the neighborhood similarity 81 score (Fig. 2a, Supplementary Video 1-2) . In contrast, the composition of cell clusters in the medium 82 density culture was relatively heterogeneous, resulting in relatively low values of the neighborhood 83 similarity score over time (Fig. 2b, Supplementary Video 3-4 We took an image-based approach to this problem, building a library of immunofluorescence images of 98 human umbilical vein endothelial cells (HUVECs) stained for cytoskeletal structural proteins (actin, α-99 tubulin) and nuclei, in response to various combinations of vascular endothelial growth factor (VEGF) and 100 brain-derived neurotrophic factor (BDNF) treatment. Cell morphology was annotated using 21 metrics 101 described in our previous study 19 (Supplementary Table 2 ), which included cell shape metrics like 102 circularity and elongation, and texture metrics for cytoskeletal stains such as Actin polarity, smoothness 103 etc. Cluster analysis on this dataset revealed dominant morphological phenotypes as a function of 104 treatment conditions (Supplementary Fig. 3) . 105
We then used the cytoNet workflow to quantify density-dependent effects on endothelial cell morphology 106 in control cultures (without any growth factor perturbation). Network representations were designated 107 based on shared cell pixels (type I graphs, Fig. 1c ) and local network properties were described using seven 108 metrics, including degree (number of neighbors) and centrality measures (indicating relative location of 109 cells within colonies) (Supplementary Table 1 ). Our analysis showed correlations between cell 110 morphological features and local network properties ( Supplementary Fig. 4 ). Some of these relationships 111 were expected, for instance the positive correlation between shared cell border and cell size. Other 112 relationships, such as the negative correlation between cell circularity and closeness centrality, capture 113 intuitive notions of the influence of cell packing on morphology (Fig. 2d-f) . The closeness centrality of a 114 cell (Supplementary Table 1 ) describes its relative position in a colony -cells in the middle of a colony will 115 have higher centrality values than cells at the edge of a colony or isolated cells. The negative relationship 116 between circularity and closeness centrality implies that isolated cells and cells located at the edge ofcolonies are more likely to have a circular morphology, while more densely packed cells tend to be less 118 circular ( Fig. 2e-f) . Thus, our analysis revealed that local network properties have a quantifiable effect on 119 cell morphology. 120
Next, we developed a workflow to analyze the effect of growth factor treatments on cell morphology, 121 while correcting for the effect of local network properties. We applied a quantile multidimensional binning 122 approach 20,21 to calculate the variance in morphology metrics that could be individually explained by all 123 local network metrics and growth factor treatments (Fig. 2g) . We then calculated the values for each 124 morphology metric after correcting for the effect of local network metrics (see Methods). The raw and 125 network-corrected values for two metrics, cell size and mean actin intensity, are shown as box plots in 126 Fig. 2h-i . The influence of network properties can be clearly seen on cell size, where at 6 hours, large cell 127 sizes are seen in the uncorrected but not corrected plots (Fig. 2h) . The effect of growth factor treatment 128 can be clearly seen in network-corrected mean actin intensity (Fig. 2i, Supplementary Table 3) , where 129 VEGF and BDNF treatment have dose-dependent effects on mean actin intensity. Thus, cytoNet detects 130 the independent effects of local neighborhood properties and growth factor perturbations on endothelial 131 cell morphology. 132
The examples described above illustrate how cytoNet can be used to enhance image informatics for 133 phenotypic screens as well as basic discovery in biology. From the image informatics perspective, cytoNet 134 adds crucial information on local cell density to the suite of metrics that are currently used to characterize 135 individual cells. We illustrated how local network metrics can be used to infer independent effects of cell 136 density and chemical perturbations. This workflow can be used to more comprehensively characterize the 137 response of cells to chemical perturbations, which can aid in drug discovery. 138
The cytoNet workflow can also be used to quantitatively study biological pathways involved in cell-cell 139 communication. The combination of visualizing dynamic cell behavior through time-lapse movies and 140 quantifying local cell-cell interactions is particularly powerful. This paradigm can be of great benefit in 141 stem cell biology to evaluate environmental effects on cell fate decisions. More broadly, the principle 142 behind cytoNet -treating cell communities as complex ecosystems -will help transition from 143 characterizing cells as independent 'silos' to a more holistic approach, where due importance is given to 144 the environment surrounding cells. 
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Fluor 647 secondary antibody. Nuclei were stained using Hoescht (Molecular Probes). 16 Fig. 1) . Briefly, the following steps were used. 243 1. Contrast was enhanced using histogram equalization. 244 2. Images were smoothed using a 2D Gaussian lowpass filter. 245 3. Initial binarization was performed using Otsu's method. 246 4. The binary image was dilated to fill in individual cell areas. 247 5. All objects <1% of the total image area were removed. This was called the final binary image. 248 6. A binary representation of the nuclear and microtubule image layers was generated using a high 249 input threshold value. This was called the marker image. 10. Masks generated in step 9 were refined by using composite images of microtubules and actin as 259 the marker image (step 6). 260
In order to automate the threshold generation, the area of cell masks obtained from segmentation were 261 compared to those obtained through thresholding with a high threshold. The entire process was then 262 iterated until an acceptable area ratio was achieved. 263
Image Processing of FUCCI-ReN Time-Lapse Images. Grayscale images for each channel (H2B-Cerulean, 264
Geminin-Venus and Cdt1-mCherry) were binarized using locally adaptive thresholding. Seeds for the 265 watershed transform were generated using the regional minimas from the distance transform of the 266 grayscale images. Next, the watershed algorithm was applied to detect boundaries between overlapping 267 cell nuclei. Finally, information from different channels were used to correct undersegmented nuclei. 268
Generation of Network Representation. Type I graphs were generated as follows. Mask boundaries were 269 expanded by 2 pixels and overlap of expanded masks was used to assign edges and build an adjacency 270 matrix (Fig. 1c) . Cells touching the image border were included in calculations of local network properties 271 (Supplementary Table 1 ) for cells not touching the boundary, but were excluded for the construction of 272 the adjacency matrix. 273
Type II graphs were generated as follows: For each pair of objects (nuclei), a threshold distance for 274 proximity was defined as the average of the two object diameters, multiplied by a scaling factor (S). If the 275 Euclidean distance between the object centroids was lower than the threshold distance computed, then 276 the pair of objects was connected with an edge (Fig. 1c) . We chose a default scaling factor S = 2 for all our 277 analysis, through visual inspection of cell adjacency. 278
Network Metric Computation. All the network metrics described in Supplementary Table 1 were 279 computed using custom-written code, building upon the routines provided in Bounova et al 24 . 280
Correction of morphology metrics for effects of local network properties and treatment conditions. We 281 performed quantile multidimensional binning 20 of cells for all 7 network metrics (5 bins per metric). The 282 mean of each morphology metric was calculated for each multidimensional bin, and this mean was 283 subtracted from the raw measurements to generate the network-corrected measurements for each cell. 284
Treatment-corrected measurements were generated similarly by calculating the mean of each 285 morphology metric under each treatment condition and then subtracting it from the raw measurements. 286
Variance explained by local network properties and treatment conditions. The variance explained by 287 each factor was calculated using the following formula Table 1 Metrics describing local community, calculated at the level of individual cells
Supplementary Table 2
Metrics used to define cellular architecture.
Supplementary Table 3
Cohen's d effect size for treatment conditions on morphology metrics shown in Figure 2 Time stamp is shown on top right corner.
Supplementary Video 2
Time indicates the first and third images in each file. Indices must be specified in increasing order.
c) For demonstration purposes, cytoNet also provides images if you do not have your own.
3. Select edge determination method a) Edges between nearby objects are determined by the distance between their centroids. b) Edges between touching objects are determined by the sharing of border pixels.
Select adjacency threshold
When edges are determined by the distance between centroids, an adjacency threshold parameter is required. The adjacency threshold determines the maximum distance between two centroids at which an edge is created in the following way. Let and be the area of two objects with centroids and respectively. For each object, compute its effective radius:
. A graph edge is placed between two objects (vertices) whenever the distance between their centroids is within the adjusted sum of their effective radii: where is the user defined adjacency threshold parameter.
5. Enter an email address. cytoNet will use this email address to inform you that processing is complete.
6. Click the Submit button.
7. cytoNet will send you an email message indicating that your request has been accepted. This message includes a Request ID that you can use to check on the progress of your request. cytoNet will also send you an email message informing you that processing has ended for your request. 
