Abstract. This work is concerned with the finite element approximation of a class of stress-free martensitic microstructures modeled by multi-well energy minimization. Finite element energy-minimizing sequences are first constructed to obtain bounds on the minimum energy over all admissible finite element deformations. A series of error estimates are then derived for finite element energy minimizers.
Introduction
A martensitic microstructure is a fine-scale mixture of coherent phases or phase variants of a martensitic crystal. Such a microstructure can often be modeled by multi-well energy minimization. The total free energy does not in general attain its infimum. Energy-minimizing sequences can, however, develop fine-scale oscillations and define stress-free microstructures by the notion of Young measures, cf. [1, 2] and the references therein.
There are several approaches to the numerical analysis of nonconvex variational problems modeling martensitic microstructures. One of them is the direct finite element approximation, in which sequences of finite element energy minimizers indexed by the finite element mesh size are studied. Such an approach has been used in the numerical analysis of a simply laminated microstructure that is uniquely determined by the multi-well energy minimization with a boundary condition that is consistent with the underlying microstructure, see [12] for a survey and [5, 9, 11] for details.
In this work, we consider the direct finite element approximation for a more general and physically important situation in which the underlying microstructure can be nonunique but its macroscopic deformation is unique. Moreover, such a microstructure is essentially a simple or high-order laminate. These properties of microstructure are determined by our assumptions on the Dirichlet boundary data, cf. F 1-F 3 in Section 2.
We shall first construct admissible finite element deformations for a laminate of arbitrary order q ≥ 1, leading to a bound O h 1/(q+1) on the minimum energy over all admissible finite element deformations, where h is the finite element mesh size, 1676 BO LI cf. Theorem 3.1 and Corollary 3.1. We shall then derive a series of error estimates for finite element energy minimizers on the possible reduction of martensitic variants, the closeness of the deformation gradient to a fixed subset of the energy wells, the strong convergence of deformations, and the weak convergence of deformation gradients, cf. Corollary 4.1.
2. The multi-well energy minimization problem and its finite element solutions
Let Ω ⊂ R 3 be the reference configuration of a martensitic crystal in discussion. We assume that Ω is a bounded domain with a Lipschitz continuous boundary ∂Ω. For a deformation y : Ω → R 3 , we denote by ∇y : Ω → R 3×3 its gradient, where R 3×3 denotes the set of all 3 × 3 real matrices. We also denote by φ : R 3×3 → R the free energy density per unit volume of the reference configuration of the crystal. We consider the variational problem of infimizing the total free energy functional
over a set of admissible deformations A. We assume that the free energy density φ : R 3×3 → R is continuous and satisfies the following properties.
φ1. Absolute minimizers:
where
is the set of all real 3 × 3 rotation matrices, and U 1 , . . . , U N ∈ R
3×3
are distinct symmetric positive definite matrices. φ2. Growth condition:
where κ > 0 is a constant and
We define the set of admissible deformations to be
where y 0 : Ω → R 3 is a homogeneous deformation defined for a given F 0 ∈ R 3×3 by (2.5)
We assume that the boundary data F 0 ∈ R 3×3 satisfies the following conditions. F 1. Uniqueness of macroscopic deformation: There exist a permutation 
or there exists a unit vector b j ∈ R 3 such that (2.8)
where Cof F ∈ R 3×3 is the cofactor matrix of F ∈ R 3×3 . F 3. Laminates of arbitrary order:
, the lamination convex hull of the set S := U i1 ∪ · · · ∪ U is , where S (0) := S, and for each integer i ≥ 1
We shall denote by q the smallest nonnegative integer such that F 0 ∈ S (q) .
Our idea of identifying unified conditions on the boundary data stems from [6] . See similar conditions in [3] , [4], [7] . Independently, we formulate such conditions, slightly more general, based on our work [5] on the simply laminated microstructure modeled by a six-well problem.
Examples of martensitic transformations and boundary data that satisfy our assumptions φ1, φ2, and F 1-F 3 can be found in [2, 3, 4, 5] .
We now define finite element spaces and admissible finite element deformations. For simplicity of exposition, we assume that the reference configuration of the crystal Ω ⊂ R 3 is a polygonal domain. (For a treatment of a more general Lipschitz domain, we refer to [10] .) Let {τ h : 0 < h ≤ h 0 } be a family of finite element meshes of Ω, where h 0 is a constant such that 0 < h 0 < 1. We assume for each h ∈ (0, h 0 ] that τ h is composed of polyhedra with the maximum diameter h, and that Ω = K∈τ h K.
For each h ∈ (0, h 0 ], let V h be a conforming finite element space defined by
where P (K) is the restriction to K of a linear space of polynomials P fixed for all K ∈ τ h and all h ∈ (0, h 0 ]. We assume that H1. P 1 ⊆ P , where P 1 is the space of all polynomials of degree ≤ 1. We also assume that there exists for each h ∈ (0, h 0 ] an interpolation operator
We define for each h ∈ (0, h 0 ] the set of admissible finite element deformations A h := A ∩ V h , where A is the set of admissible deformations defined in (2.4) and
Notice by the assumption H1 that y 0 ∈ A h , where y 0 is the homogeneous deformation defined in (2.5). Define for each h ∈ (0, h 0 ] the interpolation operator I h :
The operator I h has properties similar to those of I h , cf.
H1-H3.
Since A h is finite dimensional for each h ∈ (0, h 0 ], it follows from a usual argument of compactness and the growth condition (2.3) that there exists a y h ∈ A h such that (2.10)
3. Construction of energy-minimizing sequences of admissible finite element deformations
Recall from the condition F 3 that the boundary data F 0 ∈ S (q) , where S is the subset of energy wells defined in F 3.
The following result is a direct consequence of (2.10), Theorem 3.1, and the assumptions φ1 and φ2. It provides a bound on the minimum energy over all the admissible finite element deformations.
Proof of Theorem 3.1. The case that q = 0 is trivial. So, assume q ≥ 1. Since
for some λ ij ∈ [0, 1] and
. See Figure 3 .1 for a (q + 1)-level binary tree of these matrices.
We construct the desired y h ∈ A h (0 < h ≤ h 0 ) in five steps and refer to Figure  3 .2 for the geometry: 
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Step 1. Let ( 0 , . . . , q ) ∈ R q+1 be such that
will denote the thickness of layers in a laminate of order i under construction. Thus, all i (i = 1, . . . , q) will be small. Their values are to be specified later. Set
Set also Ω 01 := Ω, and define recursively
Obviously,
We assume all i (i = 1, . . . , q) are small enough so that
Set finally (3.6)
Here and below, when no confusion arises, we use ij to denote the double index i, j. It is easy to see that
The difference Ω i \Ω i−1 for 1 ≤ i ≤ q consists of planar boundaries of layers with normals n ij (j = 1, . . . , 2 i−1 ) and layer thickness i . See Figure 3 .3 for a binary tree of these subdomains Ω ij (i = 0, . . . , q, j = 1, . . . , 2 i ). The structure of this domain tree is identical to that of the matrix tree in Figure 3 .1.
Step 2. For any λ ∈ (0, 1), let χ λ : R → R be the 1-periodic function defined by For convenience, let also χ 0 : R → R and χ 1 : R → R be defined by χ 0 (x) = 0 and χ 1 (x) = 1 for all x ∈ R. Set Ω −1 := Ω and defineỹ (0) :
We claim the following.
For each i ∈ {1, . . . , q},ỹ (i) (x) is well defined for any x ∈
Ω i−1 . Moreover, (3.8)ỹ (i) ∈ W 1,∞ (Ω i−1 ; R 3 ), i= 1, . . . , q.
Eachỹ
(i) : Ω i−1 → R 3 is piecewise affine, (3.9) ∇ỹ (i) (x) = F ij ∀x ∈ Ω ij , i = 1, . . . , q, j = 1, . . . , 2 i . 3. If Ω i,j ∩ D (k) i,l = ∅ (1 ≤ i ≤ q, 1 ≤ j ≤ 2 i−1 , l = 2j − 1 or 2j, k ∈ Z), then (3.10)ỹ (i) (x) − F i,j x = constant on Ω i,j ∩ D (k) i,l .
The difference ofỹ
(i) andỹ (i−1) is small on Ω i−1 , (3.11) ỹ (i) (x) −ỹ (i−1) (x) ≤ 1 4 i |a ij | ∀x ∈ Ω i−1 , i = 1, . . . , q.
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The fact thatỹ (i) (x) is well defined for all x ∈ Ω i−1 (1 ≤ i ≤ q) and the relation (3.8) follow by induction using (3.6) and (3.7). For 1 ≤ i ≤ q and 1 ≤ j ≤ 2 i−1 , we have by a simple calculation using (3.4) that
This, together with (3.6), (3.7), and the definition ofỹ
, then (3.10) follows from (3.9). Notice thatỹ .4), and the definition of χ λ : R → R, we have for
Now, (3.11) follows from the definition of Ω
With what has been proved we see on each subdomain
is a continuous, piecewise affine mapping whose gradient takes alternatively the values F i,2j−1 and F i,2j with volume factions λ ij and 1 − λ ij on parallel layers that have normal n ij and layer thickness i .
Step 3. Let (η 0 , . . . , η q ) ∈ R q+1 be such that
shall denote the size of a transition region in a laminate of order i. All η i (i = 0, . . . , q) shall be small, and their values are to be specified later. Denote ω(η) := {x ∈ ω : dist (x, ∂ω) > η} for any ω ⊆ Ω and η > 0. SetΩ −1 := Ω, and define recursivelỹ
We assume all η i > 0 are small enough so thatΩ i = ∅ (i = 0, . . . , q). Obviously,
Denoting by C T > 0 a generic constant which can only depend on Ω, q, and all the unit normals n ij (i = 1, . . . , q, j = 1, . . . , 2 i−1 ), we claim that (3.14)
Since by (3.13)
and by the definition ofΩ i (1 ≤ i ≤ q)
we need only to prove that
The inequality in (3.15) is trivially true for i = 0. Consider now 1 ≤ i ≤ q. We only show that the inequality in (3.15) holds true for j = 1, since the same argument can be used for all j (1 ≤ j ≤ 2 i−1 ). Notice that each connected component of Ω i1 is a small band or thin plate. If its closure is in the interior of Ω, then it is a parallelepiped. Otherwise, it is part of a parallelepiped. In fact, all these parallelepipeds at the level i have the same face normals and face areas: they are translations of a single parallelepiped, say P i1 . Denoting the number of these parallelepipeds by N i1 and setting V i1 := meas (P i1 \P i1 (η i )), we easily see that meas (Ω i1 \Ω i1 (η i )) is bounded by C T N i1 V i1 . To estimate N i1 and V i1 , we let −2 = −1 = 0 = 1 and n l := n l1 for l = 1, . . . , i. We also let n −2 = n 1 and n −1 , n 0 ∈ R 3 be unit vectors such that n −2 , n −1 , and n 0 form an orthonormal basis for R 3 . We claim that there exist a permutation (t −2 t −1 · · · t i−1 ) of (−2, −1, . . . , i − 1) such that the face normals of P i1 are n ti−2 , n ti−1 , n i , and
This is obviously true for the case i = 1. Suppose it is true for a general i with 1 ≤ i ≤ q − 1. Denoting ti := i and n ti := n i , we see that there exists m ∈ {i − 2, i − 1, i} such that the set of face normals of P i+1,1 is n i+1 ∪ n ti−2 , n ti−1 , n ti \{n tm }, the number of bands at the level i + 1 is
, and the volume is
is a permutation of (−2, −1, . . . , i) such that the face normals of P i+1,1 are n si−1 , n si , and n i+1 , and such that
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This proves (3.16) for any i (1 ≤ i ≤ q). By (3.16), we have that
proving (3.15).
Step 4.
Let
2. We have
3. We have (1 ≤ i ≤ q), and (3.19) follows from (3.18). A simple calculation leads to
This, together with (3.9) and (3.11), leads to (3.20) and (3.21).
Step 5. Set i := h αi and η i := h βi for i = 0, . . . , q, where all α i and β i are real numbers such that
It is easy to see that the assumptions (3.5) and (3.12) are satisfied with this choice of α i and The proof is complete.
Error estimates for finite element energy minimizers
We define a projection π : R 3×3 → U by (4.1)
It is shown in [8] that, with a possible modification of its definition on a subset of R 3×3 of Lebesgue measure zero, this projection is well defined and Borel measurable. We denote by C a generic, positive constant that is always assumed to be independent of the finite element mesh size h. 
