Abstract. Ultrasonic imaging and scanned acoustic microscopy are terms used to describe similar imaging processes at different magnifications and frequencies. Both processes form images by acquiring spatially correlated measurements of the interaction of high-frequency sound waves with materials. With the exception of the interference measurement, called V (z ), and the gigahertz frequencies used by the higher frequency scanning acoustic microscopes, it is difficult to establish operational differences between them. This is especially true since almost all commercial ultrasonic imaging systems use transducers producing focused beams and can display magnified high-resolution images.
Introduction and historical review
Because both ultrasonic C-scan imaging and scanning acoustic microscopy (SAM) describe processes used to acquire images of sound waves interacting with materials, considerable effort has gone into defining the differences between them. A typical ultrasonic imaging/microscopy system is shown schematically in figure 1. The early acoustic microscopes operated at gigahertz frequencies, and ultrasonic imaging was done at megahertz frequencies but, recently, work with even that distinction has become blurred, and there are many more similarities than differences between them. The terms scanned ultrasonic microscopy and scanned acoustic microscopy can be used interchangeably, as can ultrasonic C-scan imaging and scanned acoustic imaging.
All are processes which form images of soundwave interactions with materials and involve scanning an acoustic source by electronic or mechanical means.
If ultrasonic/acoustic microscopy refers to processes that create 'magnified' images of objects, then it follows that ultrasonic or acoustic imaging refers to processes that create images of objects without magnification. Because magnified images involve acquiring acoustic data from many small areas of the object or region, either the interrogating acoustic beam must be focused, or the energy used to create the acoustic energy must be focused, in order to insonify each of these small areas independently. However, it is not unusual for ultrasonic beams at essentially any frequency to be focused in order to improve the resolution and contrast of the acoustic image acquired with that beam. Acoustic microscopy has been used to describe images acquired at 1 to 3 MHz and ultrasonic imaging for images at 75 to 100 MHz. To further the confusion, product names have been introduced by various companies with acronyms that are very similar to C-scan and SAM.
Historically, industrial applications for ultrasonic imaging have evolved toward broadband rather than narrowband (tone burst) signals. When broadband systems are used, the short time duration of the pulses obscures the near entry surface material for only a few roundtrip wavelengths; therefore, thinner material sections can be evaluated. Most of the ultrasonic imaging/microscopy applications described here were done with broadband pulses and systems. These data can be acquired during uninterrupted mechanical scanning by peak detecting a single maximum amplitude, detecting both the amplitude and the phase of the largest pulse, or by digitizing the entire reflected waveforms from a region in the sample. All three types of image data can be acquired with many commercially available ultrasonic imaging systems, and the images can be displayed as C-scans, B-scans, or by solid model imaging formats.
In industrial quality control, almost all ultrasonic imaging systems use broadband electronics, detect timeresolved signals, and acquire images with mechanical scanning.
One exception would be the use of the phase interference method V (z). This method requires narrowband systems and, when mechanically scanned, produces phase interference images.
At present, and after years of development, ultrasonic C-scan immersion inspection continues to provide significant assistance in materials evaluation. It provides hard copy and/or computer records of test results. Producing greyscale or colour images, it simplifies detection by displaying both high-and low-amplitude signals and discriminates sound material from regions containing flaws on the basis of signal amplitude. In addition, C-scan-type imaging spatially correlates multiple signals to indicate a single flaw when successive scan lines and pulses provide multiple signals. Table 1 shows that the use of high-frequency acoustic waves for visualizing the interiors of opaque solid materials was first recognized in Russia by Sokolov and in Germany by Muhlhauser in 1929. Muhlhauser filed for a German patent for the concept of ultrasonically inspecting and visualizing material volumes in 1931. Until 1940, only continuous-wave transmission techniques were used in all ultrasonic research and development. When Bergmann published Ultrachall in 1937, he included approximately 600 papers on various continuous-wave ultrasonic investigations. Several of these papers mentioned imaging concepts. An additional 90 papers were added when the English translation of Bergmann's book was published in 1938 [1] .
Sokolov was the first to produce a device to make acoustic images and also to realize that 3 GHz acoustic images would rival optical images in resolution and detail. The Sokolov Tube, first described in 1936, was an image converter that produced a television display by scanning the back surface of a (quartz) piezoelectric receiver element with an electron beam. The acoustic amplitude pattern or shadowgraph on the receiver was produced by passing an acoustic beam through the object being imaged. The early images produced by Sokolov Tubes were at best uninspiring. This was because of poor resolution and contrast, and very low signal strength. Pohlmann (1939) also recognized the 'possibility of an acoustic image in analogy to an optical image'. Pohlmann Cells depended on the intensity of the ultrasonic waves developing patterns in liquid suspensions of aluminium powder. The resulting images showed little improvement in comparison to the Sokolov Tube, and required a longer development time to form the particles into patterns. The work of both has been described by Bergmann [1] and others [2, 3] .
Firestone's 1940 invention and development of devices to produce pulsed acoustic waves at ultrasonic frequencies [3] , when combined with the development of Table 1 . Acoustic imaging and materials evaluation: a timeline.
Year Event 1929
Muhlhauser and Sokolov independently propose ultrasonic waves for materials evaluation. Scanned imaging is suggested outright in manuscripts by both [1] [2] [3] .
1931
Muhlhauser obtains German patent for ultrasonic testing of materials using continuous wave transmission [1] [2] [3] .
1936
Sokolov Tube patented and published; Sokolov observes 3 GHz acoustic images equal optical resolution [1] [2] [3] [4] .
1937
Bergmann writes Ultraschall (in German) with ∼ 600 references (English translation in 1938) [1] .
1940
Firestone invents pulse-echo ultrasonic testing (patent awarded 1942). SNT (later ASNT) chartered to provide a professional forum for nondestructive testing [2, 3] .
1945
Sperry acquires Firestone patent (ultrasonic reflectoscope). Erdman, Krautkramer, Pringle, and to Smack develop ultrasonic C-scan equipment. Hastings, using an Erdman system, makes 1958 greyscale C-scan images: film, paper [3] .
1959
First ASNT handbook by McMaster. C-scans, focused probes, scanned images, CRT greyscale, etc [3] . Dunn proposes scanned ultrasonic testing absorbtion microscope [5] .
1963
Jacobs adds electron multiplier to Sokolov Tube [6] .
1966
Korpel et al at Zenith Corp. invent scanning laser acoustic microscope [7] .
1967
First international symposium on acoustical holography (later changed to 'imaging') [8] .
1969
Batalle founded Holotron Inc., later Holosonics Inc., to market acoustic holography systems.
1971
Fowler at Panametrics Inc. introduces and markets a quartz buffer-rod-lens focused 50 MHz transducer †.
1973
Lemons and Quate invent and introduce 1 GHz SAM [9] . Stanford group includes G Kino, P Khuri-Yakub, and B Auld. mechanical scanning systems initiated rapid development in ultrasonic pulse-echo testing and C-scan immersion testing. The scanned ultrasonic systems developed by Erdman, Krautkramer, Pringle, and Smack during the 1950s were summarized and described in ASNT's first Nondestructive Testing Handbook [3] . This work also referenced greyscale images that were originally published in 1955 by Buchanan and Hastings [11] . Most of these scanning systems recorded ultrasonic amplitude data on electrostatic paper. The greyscale images were recorded on photographic film through Z-axis modulation of the electron beam of an X-Y oscilloscope. Polaroid camera backs became the most popular method for recording the brightness of the oscilloscope displays. However, because the Polaroid images were limited to a 4 × 5 inch format and had to be scanned and then viewed, they were more useful for research and development studies than for nondestructive evaluation.
In 1963 Jacobs et al [6] added an electron multiplier to the Sokolov Tube for a factor of ten increase in signal strength. Even then Sokolov Tube images showed poor resolution and contrast in comparison to the ultrasonic Cscan images that were being developed during the same period, but they had the advantage of providing a realtime image. In presentations Jacobs et al usually showed moving pictures because object motion gave the observer better apparent contrast than still images. Korpel et al [7] developed the scanning laser acoustic microscope during this period.
C-scan testing continued to develop. Because electrosensitive paper was manufactured in widths up to 75 cm (30 in), large parts could be scanned and imaged with mechanically linked plotters. This made paper the most popular C-scan recording medium for industrial testing. The pulse-echo or pulse-transmission images were usually of flaw echos that exceeded an amplitude threshold. For many systems, these images were binary (either black or white), typically at 1 × magnification, and consisted of shaded areas with flaws and white areas without flaws.
Thresholds used to detect the flaw signals are usually set to some fraction of the amplitude from a reference reflector. The reference was made the same size as the flaw to be detected. Reference reflectors are still the most commonly used sensitivity references for ultrasonic nondestructive evaluation (NDE). They are typically slots, flat-bottomed holes (FBHs), or side-drilled holes and are machined into the same material used to manufacture the part under evaluation. This ensures that the attenuation in the calibration sample is the same as in the part, and that the reference flaw is placed in an equivalent microstructure. Acoustic noise from the material is excluded by the threshold.
In the later 1960s, greyscale displays using electrosensitive paper or thermal paper began to replace the binary displays of the preceding decade. But it was the introduction of small computers in the 1970s that provided both acoustic imaging and acoustic microscopy with vastly improved capabilities for industrial NDE, materials science and medicine.
In 1973, work at Stanford University under the direction of Quate [9] introduced a new dimension to scanned acoustic imaging. The Stanford scanning acoustic microscopes operated at gigahertz frequencies, produced images with optical microscope resolution, and gave a new excitement and focus to the research effort in acoustic imaging and microscopy worldwide. Four decades after Sokolov's prediction, images to rival optical microscopy became a fact. Unlike the lower frequency C-scan systems, these gigahertz-frequency acoustic microscopes used toneburst systems having only a few per cent bandwidth. During this period, broadband commercial transducers and electronics appeared with centre frequencies up to 100 MHz. Possibly the most popular transducer design was the broadband 50 to 100 MHz ultrasonic transducer with a single-surface quartz lens, introduced by Fowler in 1971 [19] .
Tone burst excitation was also used in SAM studies at frequencies down to 100 MHz.
However, with the exception of almost all ultrasonic industrial NDE [11, 12] and the pulse compression acoustic microscopy by Nikoonahad et al [13] most SAM studies until the mid 1980s utilized acoustic pulses containing multiple wavelengths and narrow-band systems.
Calculations for material properties require amplitude and phase measurements at several heights of the acoustic transducer above the sample. Algorithims for the use of these V (z) data have become highly sophisticated as reported in the literature [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
Between 1973 and 1980, other methods for generating and scanning highly focused acoustic waves were developed and used to make acoustic imaging/microscopy systems. Most acoustic microscopy may be summarized under four methods that are used to generate, focus, and scan the acoustic energy: scanned acoustic microscopy, photoacoustic microscopy, electron acoustic microscopy, and scanning laser acoustic microscopy. To make a complete introductory survey, it is necessary to list, describe, and reference these four methods.
Scanning acoustic microscopy (SAM)
In scanning acoustic microscopy, images are formed of the surface or interior regions of materials by mechanically scanning piezoelectric transducers that produce focused acoustic beams. These image data are acquired scanned line by scanned line. The resolution of the image is controlled by the diameter of the focused acoustic beam and by the size and spacing of the pixels that display the assembled data. A single focused transducer may be used to transmit and receive reflected signals, or two transducers may be used to transmit and receive signals passing completely through the object [22] [23] [24] [25] [26] (figure 2).
Photoacoustic microscopy (PAM)
Short pulses of light, typically from a laser, are focused and scanned over the surface of the object. The light pulses are formed by chopping or pulsing the light source. Acoustic pulses result from the rapid localized heating of the object surface by each of the light pulses. The acoustic pulses are in turn monitored by a piezoelectric receiver or by laser sensing the time-delayed surface displacements due to the reflected acoustic pulse. Although the transmitted acoustic pulses may be used to monitor the interior of an object, the best resolution is obtained at or very near the surface of the material [22, 23, 27] 
Scanning electron acoustic microscopy (SEAM)
Electron acoustic microscopy is similar to photoacoustic microscopy in that a pulsed or chopped electron beam is used to produce the acoustic waves. The apparatus is typically made by incorporating a piezoelectric receiver on the stage of a scanning electron microscope (SEM). Scanning electron acoustic microscopy is also most effective on very near surface conditions, and the samples must be small enough to fit on a SEM stage [28, 29] (figure 4).
Scanning laser acoustic microscopy (SLAM)
The scanning laser acoustic microscope was the first acoustic imaging system that used the term acoustic microscope in the description of the apparatus. This method introduces a broad and uniform acoustic beam through one surface of the object being imaged and then scans the displacement patterns of the opposite surface with a focused laser. While the resulting displays are often clear and informative, they are transmission shadowgraphs, like those formed by the Sokolov Tube and Pohlmann Cells, rather than images. As for all shadow-graphs, the resolution of a feature is dependent on its depth from the scanned surface [7, 23, 24] (figure 5). 
Ultrasonic testing versus ultrasonic imaging
Manual observations of ultrasonic waveforms are still the most widely used industrial ultrasonic test method. This has been primarily due to the low cost of the instrumentation in comparison to the cost of an imaging system. Scanned imaging systems have steadily expanded in industrial use, especially where the highest probability of detection for flaws is required. This is because the spatial correlation provided by C-scan images gives a higher probability of detection than is possible with manual observations, even with the use of automatic flaw alarms and mechanical scanners. Because scanned acoustic microscopy utilizes the same technology as ultrasonic C-scan imaging, acquiring magnified images of detected flaws is becoming a natural extension of ultrasonic immersion testing.
Until the development of greyscale imaging, little ultrasonic surface wave scanning was done because of the sensitivity of sharply inclined beams to finish roughness, finish direction, and to flaw orientation. This surface finish noise made ultrasonic surface wave testing one of the least dependable methods of interrogating surfaces. The surface waves generated by scanning acoustic microscope techniques are also sensitive to surface roughness but, because it images the material structure, surface finish, and any detected flaws, it is less sensitive to the direction of the finish or the orientation of a flaw. Therefore, SAM methods have greatly contributed to surface inspection at all ultrasonic frequencies. In addition to the detection of flaws, acoustic images also contain substantial information for materials characterization. Grain size can be measured with standard observational techniques applied to acoustic greyscale images of surfaces. Weglein [15] , Liang et al [17] , Briggs [26] , Kushibiki and Chubachi [19] and others [16, 23, 25] have developed analytic methods for tone burst microscopy, and similar calculations have been and are being developed for broadband systems. These developments will be surveyed and summarized for NDE and materials characterization. PAM Photoacoustic microscopy-a pulsed light source scanned to image a material surface/ volume SEAM Scanning electron acoustic microscopy-an electron beam scanned to image a material surface/volume SNR Signal to noise ratio X Lateral coordinate direction, X = 0, specified at the intersection of the material surface with the axis of symmetry of the acoustic beam Z Vertical coordinate direction, Z = 0, also at the intersection of the material surface with the beam axis
List of symbols and abbreviations

Description and theory of acoustic imaging/microscopy
To describe the process of acoustic imaging/microscopy, consider the steps required to acquire and display an acoustic image.
(1) A sample is selected for imaging and mounted on a scanning stage, and the type of imaging is selected, i.e. surface or subsurface.
(2) A transducer (size, frequency, and focus) is selected on the basis of type of imaging to be done; acoustic velocities in the sample; resolution required for the image. (3) Based on the beam diameter (resolution) produced by the transducer, a pixel size and spacing (of no more than half the beam diameter) is selected, and a scan plan is loaded into the scan controller.
(4) Data for the image are acquired in the form of signal amplitude, amplitude and phase, time of flight from a reference, or fully sampled waveforms which can be processed to give all of the preceding information.
(5) Colour or greyscale is selected to display the image data, and the dynamic range of the acquired/processed data is gain adjusted to coincide with the dynamic range of the display.
To describe the process fully, it is necessary to treat each of these steps in detail, especially the transducers, the materials, and the procedures for surface and subsurface imaging.
Focusing acoustic beams
Most commercial focused transducers are constructed with a flat piezoelectric element producing a quasi-plane wave pulse that is focused by a spherical lens. More recently, transducers with spherically curved piezoelectric elements have become available. Both methods produce convergent spherical waves and well defined focal zones in the coupling fluid. However, when highly focused beams are projected into solid substrates with high acoustic velocities, the beams become badly aberrant. Figure 6 summarizes the focusing of acoustic beams. The point focus produced by a spherically curved piezoelectric element or a very high index lens (figure 6(a)) would be subject to at least some spherical aberration when focused by a low-index spherical lens as in figure  6 (b). Regardless of the focus of the beam in the coupling fluid, it becomes badly aberrant if a high-velocity substrate is inserted between the lens and the focal point (figure 6(c)). An aspheric lens or piezoelectric element (figure 6(d )) can be designed to produce a well behaved focus in the solid of a specific velocity and at a specific depth; however, it will not produce a focused beam in the coupling fluid (figure 6(e)). Transducers with spherical piezoelectric elements do produce converging spherical waves and diffraction limited beams in the coupling fluid, where spherical lenses produce aberrant beams, hence the term spherical aberration. However, for those spherical lenses with very high indices of refraction to the coupling fluid, the aberration in the fluid is very small. Consider a family of acoustic rays parallel to the axis of symmetry (figure 7(a)), where each ray is incident to a spherical surface of radius R C at some angle 1 . If the spherical surface bounds two media characterized by acoustic velocities C 1 and C 2 , then the refractive relationships between the rays in medium 1 and 2 are
where equation (1) is Snell's law and C 1 /C 2 is the index of refraction for the fluid-to-solid interface. Note that highvelocity lens materials such as quartz, silicon, and sapphire produce large values of C 1 /C 2 , the refracted angle 2 is small, and the refracted ray falls close to the radius of curvature of the lens. If the lateral distance from the axis of symmetry to the ray-lens intersection is X, and the distance to the point where the ray crosses the axis is Z, then X = R C sin 1 , Z = R C (1 − cos 1 ) and
and finally
For small values of 1 , 2 = (C 1 /C 2 ) 1 , both Z and ( 1 − 2 ) are small, cos 1 = 1.0, and sin( 1 − 2 ), tan( 1 − 2 ) and ( 1 − 2 ) can be taken as equal. Equation (3) now becomes the 'lens makers equation'.
Equation (4) is in fact precise for small-angle low-index lenses and for large-angle high-index lenses. Comparing the focal lengths determined by equations (3) and (4) shows how large angles and low-index lenses can and do produce spherical aberration. Figure 7 (b) shows the aberration curves (Z/Z 0 ) for acoustic lenses manufactured from five commonly used lens materials. Note that sapphire and [111] silicon produce very little aberration and form a point focus even for lenses with significant curvature.
Regardless of how perfectly the beam is focused in the coupling fluid, figure 6(c) shows that significant aberration will occur upon entry into a high-velocity substrate. In the case of fluid-to-solid or low velocity to high velocity, the high indices of refraction produce greater aberration
(a) rather than reduce it. Consider the spherically convergent beam in the fluid (C 2 ) incident on a third higher velocity medium with velocity C 3 . Snell's law again establishes the relationships:
When refracted angle 3 approaches 90 degrees of arc, sin 3 = 1.0 and
Because Snell's law is not linear, to produce a well behaved focus in a high-velocity material, either 3 must be small (actually less than 30
• works well) or an aspheric focusing lens must be used (figure 6(d )).
The term point focused is misleading. If all is managed well, the point focused transducer produces a diffractionlimited spot size described by its point spread function (PSF). For a circular transducer of diameter d transmitting a wavelength λ 2 , the theoretical beam amplitude profile is [12, 17, [30] [31] [32] [33] :
where X = 0.5kd(r/Z), k is the wave number (2π/λ), Z is the lens-to-focus distance, and r/Z is the angular distance from the axis of symmetry of the beam. If this function is evaluated at −1, −3, and −6 dB with respect to its central maximum, the beam diameters (figure 8) are:
for K = 0.43, 0.74, and 1.03 respectively. All three numbers are important for acoustic imaging. The −1 dB diameter is a good value for the pixel dimension, the −3 dB beam is the value producing a single shade of grey in the image, and the −6 dB diameter is the 0.5 amplitude beam used industry wide to specify the transducer resolution.
In addition to having a diffraction-limited diameter, the focal zone also has a diffraction-limited depth of focus [12, 17, 30, 31, 34] . Using the same notation the −3 dB depth of focus is. Figure 9 shows the range in beam diameter and depth of focus for the typical industrial ultrasonic range from 2.25-100 MHz. 
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Role of imaged material: permitted resolution
Most scanned acoustic imaging systems, including acoustic microscopes, use some form of fluid coupling to introduce their focused acoustic beam into the test material. It is apparent from equations (5) and (6) that a practical understanding is required of the interaction of focused acoustic beams with fluid-solid interfaces if one is to select the correct transducer for acoustic imaging.
Consider a planar water-steel interface (figure 10). The ambient (22 • C) longitudinal velocity of deionized water is C L = 1.48 mm ms −1 . Shear waves in low-viscosity fluids are neglected because their propagation distances are usually less than one wavelength. For this case, the steel is specified to be fine grained, homogeneous, and isotropic. The longitudinal, shear, and surface wave velocities respectively are listed in table 2. Restricting this discussion to geometrical acoustics and neglecting nonpropagating waves (sometimes called evanescent or head waves), Snell's law (equation (5)) describes the direction of the incident and refracted rays and the three critical angles at the water-steel interface as shown. The critical angles for the water-steel interface are tabulated in both figure 10 and table 2. Clearly the interaction of .5˚6 .8˚8 .6˚P OLYCRYSTALLINE DIAMOND COMPACT θ L = 5.5θ
igure 11. Schematic indication of the angular spectra for polycrystalline diamond, steel, and Al 2 0 3 reinforced plastic (the plastic is used in electronic chip carriers) where water is the incident medium.
a spherically focused acoustic beam with a water-steel interface is complicated even though the elastic symmetry of the isotropic material is as simple as can be specified for a solid. The behaviour shown in figure 10 is often referred to as the angular spectrum for steel.
(1) The angular spectrum changes with the material. Figure  11 shows three schematics indicating the critical angle behaviour for the water-material interface for each of the materials. Five general conclusions can be drawn from a consideration of Snell's law, table 2, and figure 10 and figure 11 with respect to the interaction of focused beams with fluid-solid interfaces.
(1) Transducers with foci that include longitudinal, shear, or surface wave critical angles will produce aberrated foci.
(2) Beyond the first critical angle L , longitudinal waves do not penetrate into the test material.
(3) Beyond the second critical angle S , shear waves do not penetrate into the test material.
(4) Beyond the Rayleigh critical angle R (surface waves), no acoustic waves penetrate the test medium or interact with the water-material interface, i.e. total reflection occurs for angles of incidence greater than R .
(5) Surface waves cannot be generated by mode conversion when the surface wave velocity is slower than the longitudinal velocity in the fluid coupling medium. (This can be avoided by the use of a lower velocity fluid).
The coupling fluid typically used in imaging is water, but studies have been done using low melting point metals (such as gallium and mercury), mineral or fluorocarbon oils, gases under high pressure, and liquid gases, depending on the frequency of the acoustic beam, the material velocities, chemical reactivity, and temperature respectively. Regardless of how the beam is focused, the indices of refraction of the coupling fluid to test material control the imaging process.
The highest acoustic velocity measured to date is the extentional velocity in a highly crystalline carbon whisker (19.3 . Depending on Poisson's ratio for the material, the surface wave propagates at 0.87 to 0.95 times the velocity of the transverse wave. These data and the acoustic velocities of other materials have been compiled by several authors [35] [36] [37] .
Eleven fine-grained homogeneous isotropic polycrystalline compacts are tabulated in table 2. Isotropic com- pacts have been chosen as example materials because they are the easiest to describe and understand. These materials essentially cover the entire range of acoustic velocity behavior for isotropic solids. Having discussed diamond, beryllium (Be) is the highest velocity metal, and lead (Pb) the lowest velocity material that is encountered in practical situations such as materials joining (soldering). Acoustic velocities in liquids have also been compiled by several investigators [16, 38] . The highest velocity is liquid gallium at about 30
• C and the lowest is freon-4, one of the heavier fluorocarbon fluids. Water and SAE 20 motor oil are similar in velocity.
Type of data to be acquired
Ultrasonic imaging systems usually fall into one of the following four categories, with respect to data acquisition:
(1) single or multiple gates are used to acquire peak detected amplitudes; (2) single or multiple gates are used to acquire phase and/or amplitude and phase; (3) a single signal gate may be used to acquire amplitude and time of flight; (4) fully sampled waveforms can be acquired.
Systems that record only the maximum amplitude pulse in the signal gate usually use gated peak detectors. Additional circuitry can detect the phase and arrival time of the maximum signal in the gate. Full waveform acquisition requires digitizers with sampling frequencies of at least twice the highest carrier frequency component of the pulses. Once full waveforms are acquired, they can be processed to extract the information in any other acquisition method.
The price one pays is in the storage media required to acquire and store the additional information on the signal. Amplitude alone is typically acquired at 8 bits per pixel, and the position at which it is stored on the computer disk corresponds to its spatial position in the image. Amplitude and phase, or amplitude and time of flight, would require at least two 8-bit words per ultrasonic pulse. Multiple gate acquisitions in turn require one or more 8-bit words for each gate, each ultrasonic pulse. If full waveforms are acquired, then at least one 8-bit word is acquired for each sample, and often hundreds of samples are acquired for each pixel or image position. V (z) images in their most fundamental form are simply scanned amplitude measurements of the phase interference between the direct surface reflection and the surface wave. They may be scanned at constant height to form an image or scanned at various heights (z). Either produces multiple interferences between the surface wave and the direct reflection.
Imaging surfaces
Since the discovery of V (z) in the mid 1970s, imaging surfaces and near surface conditions have become synonymous with V (z) imaging. V (z) can only occur when multiwavelength pulses are used, and the direct surface reflection overlaps the surface wave arrival in time. Figure 12 shows these arrivals time-resolved with broadband signals. Because the two signals are necessarily of the same frequency, their phase interference is directly controlled by the path length and velocity of the surface wave over the surface of the sample. As will be shown, this is in turn controlled by the height of the transducer above the sample surface and the critical angle for the surface wave mode conversion. Because both time-resolved surface wave imaging and V (z) imaging are controlled by the same wave-material interaction physics, the broadband methods will be developed first and then the same principles applied to V (z). Liang et al [17] and Briggs [26] have published extensive discussions on tone burst surface wave imaging or V (z). This discussion will therefore concentrate on timeresolved surface wave imaging, because that is the type most used in industrial NDE.
Consider the steps required to acquire and display an acoustic image of the surface and near the surface of a sample with an acoustic imaging system such as shown in figures 1 and 2.
(1) The sample is selected, its surface checked for finish and polished if necessary, and it is mounted on a scanning stage.
(2) A transducer (size, frequency, and F /d) is selected on the basis of the surface wave velocity in the sample and the resolution required for the image. For normal incidence, surface wave imaging the cone of focus must include the surface wave critical angle. For a high-resolution image, a pixel size/spacing is chosen of 1/6 of the surface wavelength, and the appropriate scan plan is loaded into the scan controller.
(3) Depending on system capabilities, data for the image are acquired as signal amplitude, amplitude and phase, time of flight from a reference, or fully sampled waveforms, which can be processed to give all of the preceeding information.
(4) A colour or greyscale display is selected and
(1) the dynamic range of the acquired/processed data is gain adjusted to coincide with that of the display and the image is displayed. Figure 10 shows that when the full angular spectrum of the material is subtended by the cone of focus, then subsurface information from the longitudinal and shear components may be included in a surface wave image. This, however, seldom presents a serious problem.
Often the relative amplitude of the pixels displaying a subsurface feature will indicate the nature of the energy forming the image. Because of the pulse transmission nature of surface wave imaging, a region in the image (8) and (9) give E X = 0.6 mm and E Z = 8.0 mm. Although the ability to separate and image the spheres is lower, they still produce easily detected signals.
containing lower amplitudes than normally produced by sound material often indicates that a superficial flaw is blocking the surface path for the wave. Conversely, regions containing higher amplitudes often indicate that longitudinal or shear wave echos from subsurface features are positively interfering with the surface wave signal.
Features with low-amplitude edges around a high amplitude centre can indicate a near surface feature initially blocking surface wave paths within the entry circle but then reflecting both longitudinal and shear energy as those much smaller focal zones begin to interact with the feature. The time domain photographs in figure 12 show two surface wave pulses at two different path lengths (Z A and Z B ) in the isotropic material tungsten carbide. In forming the surface wave arrival, each ray proceeds from the piezoelectric element (1) to the lens (2). Following specifically those rays which are refracted at the Rayleigh critical angle R , they proceed in a converging truncated cone of rays to intersect the specimen surface (3) where they intersect it to form the entry circle shown in the lower part of the figure. Those rays at and around R then mode convert to surface waves and propagates on a circle diameter to the far side (4), where they reconvert and proceed back to the lens (5) and the piezoelectric element (6) . For a buffer rod of length L, a lens of radius R C , focusing at an axial distance Z 2 , where it is defocused to axial distances Z A and Z B ; the time t 1 required for the directly reflected pulse following the ray path on the lens axis of symmetry to travel from the piezoelectric element and return for Z is
where C 1 and C 2 are the velocity in the lens and coupling liquid respectively. The round-trip travel time for the pulse travelling along the ray incident at the Rayleigh critical angle (figure 12) is
where L , R , and C R are the lens angle, the Rayleigh critical angle, and the Rayleigh velocity respectively. From figure 12 and Snell's law, the diameter D R of the entry circle, where the incident pulse in the liquid is mode converted into a leaky Rayleigh wave and R are
Writing the differences in round-trip travel time for the direct reflection t 1 and the surface wave t 2 at the two defocus distances Z A and Z B and combining equations (10)- (12) and solving for C R gives
Equation (12) to be determined from time measurements at two water path settings where both the velocity in the water and the material are determined. However, for temperaturestabilized water baths, C 2 is known and invariant. Therefore, for a constant water velocity, a flat sample, and an invariant waterpath during scanning, the time delay of the surface wave arrival behind the direct reflection t 1 − t 2 can give the surface wave velocity directly. The entry circle schematic (figure 12) shows that any discontinuities on the surface that interrupt or change direction of any of the converging bundle of surface wave rays changes the amplitude received by the piezoelectric element. The mechanism by which this occurs can be clarified by considering the two opposing 60
• segments of that entry circle, and again to consider only those rays propagating from left to right. The 60
• segment depicts a converging ray bundle, point focused at the centre of the entry circle, and then diverging to the opposite side of the circle perimeter. What is in fact displayed is a surface wave transmission acoustic microscope that is focused by the curvature of the entry surface circle. Entry circles of three to four surface wavelengths are required to time resolve the leaky Rayleigh wave from the direct reflection. But, unlike subsurface scanning, this does not obscure any portion of the entry surface material. In isotropic materials the surface wave originates at an entry circle and provides a 360
• cylindrically convergent, pulse transmission, surface wave inspection method that can detect surface features with equal probability regardless of the direction of their surface strike. Utilizing broadband pulses with center frequencies at 1.0 MHz extends the depth of interrogation of the broadband systems to three surface wavelengths, or 9.0 mm in steels and equivalent velocity media. This surprising depth is due to the low-frequency components of the broadband pulse.
Two parameters describe the resolution of a timeresolved surface wave imaging system. These are the diameter of the entry circle D R and the spot size of the surface wave focal zone or crossing zone of focus at the centre of the circle. The spot diameter E R can be calculated from the amplitude point spread function of the double cylindrical lens system placed on the entry surface by the entry circle. The point spread function produced by a cylindrical lens has been shown by Born and Wolf [6] and Kino [7] to be of the form (sin X/X) 2 , where X has the same definition as equation (7) and figure 8, for a pulseecho system. Gilmore et al [12] used these results to calculate the −3 dB and −1 dB diameters for the point spread function for the crossing zone at the entry circle centre:
where K R equals 0.32 and 0.16 respectively. The surface wave entry circle taken as 180
• transmitter/receiver segments may be treated as F /0.5 lenses, which produce very sharply focused spot sizes. The surprisingly small −3 dB diameter (0.32) of the centre focus explains the consistently high resolution of mode converted surface wave images that involve cylindrically convergent surface waves.
The general rules for broadband surface wave imaging may be summarized from inspection of figure 12 . The entry circle defined by D R must be at least three surface wavelengths in diameter in order to time resolve the surface wave arrival from the direct surface reflection. Therefore, D R is typically nine times the −3 dB diameter of the focus at its centre, which is approximately three times the −20 dB size (1.0λ R ). Cracks, seams, and other linear discontinuities having little width but with lengths that exceed D R are imaged as having a width that approaches that circular diameter. Features with dimensions smaller than D R produce detectable changes in amplitude only when they interact with the crossing zone of focus at the centre. They will, however, produce some decrease in amplitude as soon as they become included in the entry circle.
In specifying a surface wave scan, half of the −3 dB spot diameter, 0.16, should be used for the line-to-line spacing and the pulse-to-pulse spacing along the line. This will limit the amplitude ripple in the scanned acoustic field and support the −3 dB resolution in the image. For 50 MHz surface wave images in most materials, this spacing is 0.02 mm or less.
The difference in amplitude of the surface wave signals produced by the two water path distances (Z 2 − Z A ) and (Z 2 − Z B ) in figure 12 is inversely proportional to the distance each pulse travels across the surface of the tungsten carbide. A small amount of this amplitude loss is due to material attenuation, but most of the drop in amplitude is due to the continuous radiation of elastic energy, characteristic of leaky Rayleigh waves, back into the water during propagation. The received amplitude decreases proportionately with the length of the entry-exit path. Therefore, when path length D R is specified, this also specifies the energy lost back into the coupling fluid for the range of frequencies that make up the ultrasonic pulse.
Equations (11) and (12) show that D R is specified by the ratio of the surface wave velocity to the longitudinal velocity in the coupling medium (usually water) and defocus distance Z. Written in terms of C 2 , C R , and Z, D R becomes
At constant Z, high values for C R result in smaller entry-exit paths D R ; lower C R , on the other hand, requires larger Rayleigh angles to generate the surface wave and result in longer entry-exit paths.
When the surface wave velocity varies in the direction of travel in the plane of the surface, such as for images of anisotropic grains, then the travel time along each entryexit path around the entry circle is different, i.e. the entry figure is no longer a circle. In this case the received amplitude results from the sum of all of the arrivals back at the transducer in both amplitude and phase. In the case of an image of a polycrystalline material, if the maximum, minimum, and average velocities for each of the grains on the surface can be uniquely related to the orientation of the surface with respect to the crystal axes of the grain, then the received amplitude (and therefore the greyscale at which each grain is displayed) can be related to the crystallographic orientation. The interaction between 1717 anisotropic grains and single-frequency signals was first considered by Somekh et al [21] . figure 12 were produced by a tone burst generator instead of a half wavelength impulse, then, depending on the length of the resulting pulse, the surface wave arrival would be overlapped by the direct reflection from the surface and the two would interfere. When the surface wave is delayed an even number of half-wavelengths, the interference will be positive and the two signals add. When it is delayed an odd number of half wavelengths, the interference is destructive and the two signals subtract. Raising and lowering the transducer increases and decreases the surface wave pathlength regardless of the shape of the entry figure or the anisotropy of the material being imaged ( figure 15 ). The best contrast is achieved in a V (z) image when the transducer is placed at a height midway between a minimum and a maximum where the slope of the received interference amplitude is greatest. Adjusting a signal gate to a position in time where the arrivals overlap, and scanning at the described height, will produce the greatest net change in the contrast due to any velocity changes in the sample or flaws blocking the surface wave arrival. 
Subsurface imaging of volumes
Consider the steps required to acquire and display an acoustic image of a subsurface region in a sample.
(1) Select and mount the sample on the scanning stage.
(2) Select a transducer (diameter, frequency, and focal length) on the basis of (a) the range in depth to be imaged, (b) the index of refraction between the sample and the fluid coupling medium, and (c) the resolution required.
(3) Based on the beam diameter (resolution) produced by the transducer, select a pixel size and spacing (of no more than half that beam diameter), and load a scan plan into the scan controller.
(4) Focus the transducer at the depth of interest Z 3 where Z 3 = (C 2 /C 3 )(Z 2 − 2 ) as shown in figure 16 . Acquire data for the image in the form of signal amplitude, amplitude and phase, time of flight from a reference, or fully sampled waveforms, the latter of which can be processed to give all of the preceeding information.
(5) Select a colour or greyscale display, gain adjust the dynamic range of the acquired/processed data to coincide with that of the display, and display the image.
Volume imaging also requires that an acoustic field be scanned to a uniform amplitude throughout the length, width, and depth of the inspected material. For this to be accomplished in an economical number of scans, the interrogating beam must have a depth of focus (equation (9) ) that is, if not equal to, at least an appreciable fraction of the material depth. For many industrial parts this could be 1 to 10 cm or considerably greater. Typically the image is scanned to a uniformity of 1 dB, using the 1 dB beam diameter (equation (8)) to establish the pixel spacing. However, because it is not unusual for the dynamic range of the data acquisition to be 40+ dB (eight bits is 48 dB), for many industrial inspections, the −3 dB diameter and depth of focus may be used. For industrial NDE, the flaw size to be detected is the key parameter that establishes the sensitivity for the nondestructive evaluation of a volume of material. This flaw (figure 16) must block a sufficient fraction of the focused beam that a detectable signal is reflected back to the transducer. The detectable size can be expressed as a fraction of the beam area, or as a fraction of the reflector size used to calibrate the system. Once detected, a flaw may be characterized with respect to its size and shape by imaging with a much higher resolution beam. For small flaws there may be no economical solution. A beam diameter small enough to detect the flaws may require a considerable length of time to complete a scan of the material volume.
In cases of substantial coherent acoustic noise from the focal zone, an alternative would be to specify the detectable flaw in terms of the ratio of its reflected amplitude to that of the noise. The detectable amplitude is usually given as two to five times the mean acoustic noise, depending on the permissible false alarm ratio. This amplitude can then be evaluated with respect to the detectable flaw size by a suitable calibration target. In this case fracture mechanics and probabilistic analysis must be used either to approve or disapprove the test with respect to its noise-limited detection capability.
The first concern of an ultrasonic inspector, however, is to make sure that the critical flaw is detected. If a reflecting flaw is smaller than the focused beam, then the reflected amplitude is in proportion to the ratio of the area of the flaw to the area of the beam [34] . To a first approximation, the shape of the flaw cross section may be ignored if it is planar, perpendicular to, and totally contained in the beam area. Therefore, this analysis will discuss flat flaws that are located on the central axis of the interrogating beam at some time during the scan.
One method of determining the beam diameter required for an inspection is to determine the flaw diameter required to block it totally. A circular reflecting flaw in the shape of a disk of diameter D f , perpendicular to and centred on the axis of symmetry of an acoustic beam focused at distance Z in a material of longitudinal velocity C 3 producing a wavelength λ 3 , by a lens of diameter d, will totally block the beam if the back-reflected beam half-angle from the disk is equal to the half-angle of convergence of the focused beam. Taking the sine as equal to the angle and setting the half-beam angle [12, 34] for a flat circular reflecting flaw as equal to the half-angle of convergence of the focused beam gives 1.
Note that equation (16) has the same form as equation (8) with K = 2.4. While the insonification by the focused beam across the face of disk D f does not have the uniformity that is assumed in the derivations, experimental measurements on flat-bottomed holes show that equation (12) does give a reasonable blocking diameter. Similar measurements show that smaller flaws are usually detectable and that for data acquisition systems with at least 32 dB dynamic range, flaws with reflecting areas equal to 1/20th of the beam area can be detected when they reflect echos that are at least twice the acoustic noise in the material.
With the critical flaw size assigned, and expressions for the blocking flaw size D f and the diameter and depth of focus for the acoustic beam, a scanning plan can now be established for an inspection volume. Figure 17 shows such a representative volume. This is a hot isostatically pressed and sintered sample with a slant layer of alumina spheres, 0.25 mm in diameter. The layer goes from the top surface on the left side of the sample to 12.7 mm depth over its 50 mm diameter, giving it an angle of approximately 15 degrees of arc with respect to the plane of that surface. The longitudinal velocity in the nickel-based super alloy is 6.1 mm ms −1 . The images shown in figure 18 were made with three 50 MHz transducers focused at Z/d values of two, three, and four respectively. These transducers produce progressively larger lateral (−3 dB) beam diameters of 0.75, 0.115, and 0.150 mm respectively, and hence poorer lateral resolution. They also produce greater (−3 dB) depths of field in proportion to the square of their Z/d ratio, giving 0.5, 1.0, and 2.0 mm respectively. Even the Z/d = 4 transducer, however, can focus over only a fraction of the 12.7 mm depth over which the layer ranges. The image shown in figure 19 was acquired with a 15 MHz, Z/d = 7 transducer producing a depth of field in the sample of 8 mm. This transducer is able to produce detectable signals for two thirds of the entire depth of the slant layer. Note that this increase in detection depth has cost substantially in lateral resolution. The beam diameter is now 0.6 mm, or approximately 2.4 times the diameter of the target spheres.
Measuring resolution in scanned images
The resolution inherent to and obtainable from scanned acoustic images is basically determined by the beam diameter and by the scanning increment or pixel size. The effect of the pixel size on the image resolution is summarized by Nyquist's theorem, which states that in order to support the spatial resolution of the beam it must be spatially sampled at less than half that dimension. In other words, to support the −3 dB beam diameter resolution the pixels that make up the image must be less than half that size.
As shown in figure 10 , subsurface foci in highvelocity substrates always contain significant refractive aberration. In addition, the foci are also subject to microaberrations due to grain-to-grain anisotropy. The grain-tograin anisotropy, however, is the mechanism that permits acoustic waves, and particularly surface waves to image the microstructure. Surface wave images of microstructure are simply micro-aberration images.
The most straightforward method to determine the resolution produced in a high-velocity solid is to scan a resolution target fabricated from the same or a velocity matched material. A number of resolution targets can provide this type of calibration information for an ultrasonic imaging system. Targets such as the US Air Force 1951 target (figure 20) were first used by Gilmore et al [12] to measure the resolution in acoustic images. It is also possible to machine flat-bottomed hole targets that provide this information (figure 21).
Optically transparent resolution targets make it feasible to verify visually that the resolution target has been correctly fabricated. An image of the target with a candidate ultrasonic transducer then permits quantitative image resolution estimates to be made even when the interrogating acoustic beam contains significant refractive aberration. This is important because useful subsurface images can be acquired with the use of acoustic beams change in pattern size is based on the sixth root of two, i.e. for every six target elements, the number of line spaces per millimetre doubles. Each six-target-element set is known as a group, and the group number (0, 1, 2, 3, and 4 for the targets used in this paper) is the power of two, to which the first element in the group is raised to express the number of lines per millimetre. Therefore, the numbers 0 to 4 for these targets correspond to 1, 2, 4, 8, and 16 lines per millimetre, as shown in figure 20 .
Fabricating the targets from transparent materials with similar acoustic longitudinal and shear velocities assures that the refractive aberration in the transparent target will be similar to that of the opaque materials under study. Sapphire can also be used to match many structural ceramics, such as polycrystalline SiN, Al 2 O 3 , BeO, MgO, and SiC. Lead borosilicate glass produces targets that match the zirconium alloys and other lower velocity materials integrated circuit applications. Fused quartz is a good velocity match to most structural steels, including those used for high-temperature turbine engine discs and blades, and for titanium alloys. It is also a good velocity match to the oxide-loaded glasses used in computer chip carrier applications. The development of standards for establishing the sensitivity and resolution of all ultrasonic NDE inspection methods has proven to be an ongoing problem for the testing industry. The traditional sensitivity standard is a flat-bottomed hole (FBH), first proposed in 1959 [34] . Drilled into materials that are identical in composition and in microstructure to those being inspected, the FBH provides a reflector of known circular (and therefore mathematically definable) scattering cross section.
Since, as a first-order approximation, pulse-echo amplitude is linearly proportional to the area of a compact flat reflecting void perpendicular to the acoustic axis of the interrogating beam, the FBH area establishes the reflecting area that can be detected, and hence the test sensitivity. However, an ultrasonic image of a single hole can only show that it was detected; no resolution information is supplied. Another drawback is that the circular bottom of the hole is always accompanied by a cylindrical shaft connecting it to the drilled surface, and therefore it is surface connected and only approximates the buried circular void/crack it is intended to represent.
In addition, for materials with scattering microstructures (i.e. materials with grains, or more than one material, such as composites) the echos from the bottoms of small holes add algebraically to the grain boundary reflections, producing significant echo amplitude variations from holes of precisely the same size. Therefore, single-reflector calibration blocks can overcalibrate or undercalibrate, depending on the location of the FBH in the material microstructure. To meet these problems and to try to solve the sensitivity/resolution dilemma, standards have been developed with multiple hole patterns (figure 20). These hole patterns can determine the variance in amplitude and resolution produced by scattering materials and are easy to make for materials that can be drilled, such as titanium, steel and zirconium. However, ceramics are difficult to drill and holes only a few microns in diameter, such as are required to calibrate inspections for small voids in structural ceramics, are especially difficult. Lithography has furnished us with a new tool for studying and for creating subsurface void arrays with very precise geometries. These arrays may be produced in high-temperature structural ceramics, in many glasses, and at ceramic-metal interfaces. The combination of photolithographic methods with ion beam etching and hot pressing provides the ability first to produce surface features with highly precise geometries and locations and then to transform these features into internal features without losing this detail. The methods summarized in figure 22 are reported in greater detail elsewhere [40, 41] . This target contains groups 0 through 4. Figure 23(b) shows the data file in figure 23 (a) undersampled by two in each direction, increasing the pixel size to 50 m. Note that it is now not possible to resolve even the largest pattern in group 4 of the resolution target. However, looking at the next largest group, it can be observed that patterns in group 3 (upper right in the figure  23(b) ) show the same resolution as for group 4 in figure  23(a) . Since the spatial resolution due to pixel size/spacing is decreased by a factor of two, the displayed decrease in resolution is expected. 
Image processing
Clearly, like most other imaging techniques, ultrasonic images are degraded by blurring due to the practical limitations imposed by the beam diameter and the pixel size. The purpose of this section is to demonstrate that digital image processing methods may be used to provide improvements of as much as a factor of two in resolution [43, 44] providing that the spatial resolution at which the original data was acquired supports the final/ improved resolution in the processed image. The details for digital image processing are extensive [45, 46] . This discussion is limited to Wiener filtering. Figure 24 (a) shows a 1024 × 1024 longitudinal wave image of the 25.4 mm × 25.4 mm sapphire target described above. The 50 MHz, F /3.0 transducer used to acquire the image used a 6.37 mm diameter lens focusing the beam at 19.05 mm in water. This produces a half-angle of incidence of 9.5
• , well beyond the 7.6
• critical angle of incidence for longitudinal waves in water incident on a C-axis sapphire substrate (table 1) . The longitudinal focus produced in sapphire is similar to that shown for steel in figure 10 (between 0 and 14.5
• ). Clearly aberration, not diffraction, controls the resolution in this image.
For the sapphire target used to produce the acoustic images in figure 24 , vacuum hot pressing (1370
• C, 15 MPa, 2.6 mPa) was used to bond a 1. figure 20 with an entry-surface-totarget-pattern depth of either 2.0 or 4.0 mm. Referring to figure 20, these range from 1 to 28.5 lines per millimetre. Note that in addition to providing the geometrical precision required for image calibration these void arrays are truly buried flaws surrounded by intact solid material. They scatter sound like the subsurface cracks they are. A display of the raw data, as shown in figure 24 , is able to resolve only the first two patterns in group 2 (a little better than 4.5 lines/mm or 220 m). The resolution inherent to the high spatial frequency of the image (25 m pixel size), however, can still be utilized. Figure 24 (b) and figure 24(c) zoom in on the outlined portion of figure 24(a) and then enhance the resolution using a Wiener filter image processing technique [42, 43] . Note that in figure 24(c) the patterns resolved in group 3 suggest that the processed image shows twice the resolution (is able to resolve linespace combinations one half those) of the unprocessed image.
Applications
In considering the applications for acoustic microscopy, it is important to remember that any industrial ultrasonic inspection system capable of producing magnified C-scan images can be used as an acoustic microscope. Therefore, although a complete applications summary of ultrasonic imaging/microscopy is beyond the scope of this work, figure 25 indicates what that range could be.
Since resolution in an ultrasonic image is dependent on both frequency and focal convergence, it is difficult to separate applications as a function of frequency without some overlap.
If most industrial ultrasonic systems can be used as ultrasonic microscopes, it follows that most ultrasonic microscopes can be used to inspect parts, providing the parts are small enough to be scanned.
Although few ultrasonic microscopes are constructed large enough to inspect large industrial parts, many are large enough to do inspection development for heavy sections. In these studies the transducer focus and bandwidth are selected for the inspection, as well as the scan index. In addition, the calibration standards for the inspection may be qualified more precisely than would be possible with an industrial inspection system.
The broad area applications chosen for this discussion consist of the following.
• Evaluation and qualification of calibration blocks at higher resolution and frequency than the inspection frequency.
• Inspection development studies in metals and composites.
• High-resolution/frequency characterization of flaws detected by lower frequency inspections.
• Evaluation of attachment integrity of welds and composite structures, as a process development and process control tool as well as a quality assurance tool.
• Inspection of electronic devices and materials.
Most industrial inspection and medical diagnostic imaging is done at ultrasonic frequencies from 1.0 to 10.0 MHz. In this frequency range, metal and composite sections multiple inches in thickness may be penetrated, and equivalent depths of penetration are achieved in medical imaging. Almost all in vivo (in living) medical imaging is done in this frequency range.
Calibration blocks are the key to a successful and well designed inspection; therefore, they should be carefully evaluated before using them. Figure 26 For this demonstration the amplitudes reflected by the holes are plotted vertically rather than as a C-scan image. Note that as the focal zone of the transducer approaches the same depth as the holes, the signal-to-noise ratio of each of the hole echos becomes much greater, even though the absolute amplitude is the same range (0 to 200 arbitrary units) for all three scan depths. When the focal zone is in the same plane as the flaws, the enhanced signal-to-noise is produced by decreasing the noise with respect to the hole echos rather than enhancing the hole echos. The high microstructure noise in the first two plots clearly shows the curvature of the ring forging.
Selecting the correct transducer, frequency, and focus for composite inspection requires careful studies of the flaws that would be expected during manufacture. Figure  28 shows four 10 MHz pulse-echo images of four composite samples, each with dimensions of 4.0 in×4.0 in (101.6 mm × 101.6 mm). Three of the samples have intentionally seeded flaws. Each sample consists of two 0.025 in (0.635 mm) woven plys of Kevlar, five ply of unidirectional carbon (0.005 in/0.127 mm each), and then an additional two plys of Kevlar (same thickness). The total composite thickness is 0.125 in (3.1 mm). By gating each depth in the sample, the structural segments may be imaged separately. Figure 28(a) shows the first 0.050 in (1.27 mm) of Kevlar to be without flaws; (b) shows a delamination between the second and third carbon ply; (c) shows a backing paper flaw between the fourth and fifth carbon ply; and (d ) shows a Teflon-induced delamination between the bottom two Kevlar ply. Note that even though the 10 MHz image has a depth of focus that is greater than the composite thickness, the images do degrade in resolution because of attenuation of the higher frequencies in the broadband signal. A number of commercial systems now marketed permit up to eight images to be acquired simultaneously at increasing depths. Figure 29 shows 5 MHz pulse-transmission images of two six-ply carbon-fibre-reinforced epoxy samples. Sample (a) good; the sample on the right (b) shows considerable porosity, which attenuates the 5 MHz amplitude to produce a darker image.
As the frequency increases above 10 MHz, resolution increases, but attenuation increases also. In the range from 10 to 50 MHz, medical applications are pretty much limited to in vitro (excised tissue) studies except for measurements on the eye and studies of the structure of burns. However, there are many industrial applications in this frequency range.
Consider the role of ultrasonic microscopy in evaluating flaws trepanned from large steam turbine rotor forgings. Figure 30 shows (a) 15 MHz and (b) 50 MHz images of a flaw that was trepanned from a Ni-Cr-Mo-V medium alloy turbine rotor. The flaw was detected by a visual pulse-echo inspection conducted at 2.25 MHz. Serial sectioning of the largest segment of the flaw showed a silicate inclusion. The composition of the inclusion suggested that it resulted from the liner of either the furnace or the ladle when the steel was poured. Note the 50 MHz image shows an improvement in both resolution and detection. Figure 31 shows a 50 MHz image of a (electrical resistance heated) solid state weld in a Ti-6Al-4V alloy. The ultrasonic beam diameter is 0.0024 in (0.063 mm). The surfaces to be attached were deliberately contaminated by an artificial fingerprint (made with lanolin and NaCl). Note that in the vicinity of this artificial flaw the microstructure shows a much narrower heat-effected zone. This is to be expected since the contamination also decreased the electrical conductivity at the weld inter-face.
Porosity in BaTiO 3 capacitor blanks is both common and acceptable, as indicated by the four 12.7 mm (0.5 in) blanks displayed in the 50 MHz image in figure 32(a) . The upper left blank, however, shows some connectivity between the pores, and that may lead to cracking. Analysis of the zoomed images shown in (b) and (c) suggests that the pores are all smaller than 100 µm (0.004 in). A number of commercial image processing programs can pan and zoom across large images. An example of this capability is shown in figure 33 . Here a 2048 × 2048 image is acquired of the reverse face of a 1973 Canadian penny by monitoring the amplitude of a ultrasonic beam focused directly on the surface. The ultrasonic beam used to acquire these 50 MHz images is approximately 20 µm (0.0008 in) in diameter, and the image is acquired with a pixel size of 10 µm. This very high resolution image can then be zoomed for an additional magnification of as much as 8×, as shown in the displays in figure 33(b), 33(c) and 33(d ) . The modern US penny is made with copper-plated zinc. When such a coin is struck, the zinc body sustains many microfractures such as shown in the 50 MHz image in figure 34(b) . This deformation pattern was imaged by first lapping the raised coin surface flat and then focusing the 20 µm beam just below the surface.
Electronic devices and assemblies have been one of the largest benefactors of the development of high-frequency ultrasonic imaging. Figure 35 shows the complex metal circuitry in and at the surface of a ceramic chip carrier. The pulse-echo image was acquired at 50 MHz with a 20 µm beam diameter. The larger black features at the centre are irregularities in the manufacture of the device.
Many silicon-controlled power devices require wafers several inches in diameter such as shown in figure 36(a) . Most of the images displayed so far have been pulseecho and acquired with mechanically scanned systems. Figure 37 shows a pulse transmission image acquired with a 100 MHz stage in a scanning laser acoustic microscope. The image shows metalized ribbon leads on an Al 2 O 3 ceramic substrate. The bonded areas (one is circled) are 125 × 125 microns.
Both metals and electronic assemblies can be studied in the gigahertz frequency range. Figure 38 shows three images of a small Inconel sample. Figure 38 (a) and figure 38(c) show an optical and an acoustic image of an unetched surface respectively. The 2.7 GHz surface wave acoustic image has a −6 dB beam diameter of 2 µm. By comparing features in the acoustic image of figure 37(c) and the etched optical image in figure 37(b) , it is apparent that both display the very fine-grain structure in Inconel. Figure 37 was acquired with the mechanically scanned V (z) surface wave imaging technique.
The detail at which an integrated circuit can be imaged at 2.7 GHz is shown by imaging the structure of a FET transistor (figure 39). Note that the resolution of this image is indeed very close to that of the best optical microscopes.
Conclusions and future work
Several definitive acoustic microscopy and acoustic imaging works have been referenced that have very complete bibliographies-the works of Lemons and Quate [16] , Bennett [23] , Kessler [24] , Khuri-Yakub [25] and Briggs [26] are five. Briggs has the most recent and complete bibliography but has written from the aspect of materials characterization rather than nondestructive testing. Lemons and Quate and the papers edited by Bennett summarize the development of the instrumentation and techniques as of 1979 and 1985 respectively. All of these reviews assume that the reader is well versed in the details of acquiring and displaying mechanically scanned images. This review has used these details as an outline to organize the presentations for surface and subsurface imaging and is written specifically from the aspect of nondestructive inspection. The Acoustic Imaging Symposia, currently at volume 24 [46] , provide an informative annual review of the current state-of-the-art on ultrasonic/acoustic imaging. In addition, no discussion of ultrasonics or acoustics would be well referenced without a careful review of the Physical Acoustics series [38] ; many of these volumes are edited by Warren P Mason.
Future progress in ultrasonic/acoustic imaging and microscopy will almost certainly be driven by the dramatic growth in computers, with respect to both availability and power, for image acquisition, processing and analysis. Image data based on waveform capture is memory intensive, but permits the operators developed for ultrasonic spectroscopy to be used in analysis of the data as well as the image processing operators such as Wiener filters and fast Fourier transforms. It seems reasonable to suggest that all of the analytic procedures for V (z), as published by Weglein and Wilson [14, 15] , Liang et al [17] , Kushibiki and Chubachi [19] and Somekh et al [21] have corresponding operators which can be developed to extract the amplitude-frequency information in broadband ultrasonic images. Applicable work in ultrasonic spectral analysis, such as summarized by Fitting and Adler [39] can also be applied, extracting the multifrequency information from broadband ultrasonic/acoustic images.
The lately re-emerging air-coupled acoustic imaging methods such as originated by Wickramasinghe and Petts [47] , developed by Fortunko et al [48, 49] , and still later developed by Bond and others [50] promise to provide a considerable body of information in the oncoming decade on plastics and other low-velocity materials. Low-velocity fluids such as the freons also promise to provide similar opportunities.
