Abstract. In the paper [24] Ritt constructed the theory of functional decompositions of polynomials with complex coefficients. In particular, he described explicitly polynomial solutions of the functional equation f (p(z)) = g(q(z)). In this paper we study the equation above in the case when f, g, p, q are holomorphic functions on compact Riemann surfaces. We also construct a selfcontained theory of functional decompositions of rational functions with at most two poles generalizing the Ritt theory. In particular, we give new proofs of the theorems of Ritt and of the theorem of Bilu and Tichy.
Introduction
Let F be a rational function with complex coefficients. The function F is called indecomposable if the equality F = F 2 • F 1 , where F 2 • F 1 denotes a superposition F 2 (F 1 (z)) of rational functions F 1 , F 2 , implies that at least one of the functions F 1 , F 2 is of degree one. Any representation of a rational function F in the form F = F r • F r−1 • · · · • F 1 , where F 1 , F 2 , . . . , F r are rational functions, is called a decomposition of F. A decomposition is called maximal if all F 1 , F 2 , . . . , F r are indecomposable and of degree greater than one.
In general, a rational function may have many maximal decompositions and the ultimate goal of the decomposition theory of rational functions is to describe the general structure of all maximal decompositions up to an equivalence, where by definition two decompositions having an equal number of terms Essentially, the unique class of rational functions for which this problem is completely solved is the class of polynomials investigated by Ritt in his classical paper [24] .
The results of Ritt can be summarized in the form of two theorems usually called the first and the second Ritt theorems (see [24] , [27] ). The first Ritt theorem states that any two maximal decompositions D, E of a polynomial P have an equal number of terms and there exists a chain of maximal decompositions F i , 1 ≤ i ≤ s, of P such that F 1 = D, F s ∼ E, and F i+1 is obtained from 
where R is a polynomial, r ≥ 0, n ≥ 1, and GCD(n, r) = 1. Actually, the second Ritt theorem essentially remains true for arbitrary polynomial solutions of (1). The only difference in the formulation is that for the degrees of polynomials µ 1 , µ 2 in this case the equalities
hold (see [6] , [28] ). Notice that an analogue of the second Ritt theorem holds also when the ground field is distinct from C (see [29] ). For arbitrary rational functions the first Ritt theorem fails to be true. Furthermore, there exist rational functions having maximal decompositions of different length. The simplest examples of such functions can be constructed with the use of rational functions which are Galois coverings. These functions, for the first time calculated by Klein in his famous book [12] , are related to the finite subgroups C n , D n , A 4 , S 4 , A 5 of Aut CP 1 and nowadays can be interpreted as Belyi functions of Platonic solids (see [5] , [14] ). Since for such a function f its maximal decompositions correspond to maximal chains of subgroups of its monodromy group G, in order to find maximal decompositions of different length of f it is enough to find the corresponding chains of subgroups of G, and it is not hard to check that for the groups A 4 , S 4 , and A 5 such chains exist (see [8] , [18] ).
The analogues of the second Ritt theorem for arbitrary rational solutions of equation (1) are known only in several cases. Let us mention some of them. First, notice that the description of rational solution of (1) under condition that C and D are polynomials turns out to be quite simple and substantially reduces to the description of polynomial solutions of (1) (see [19] ). On the other hand, the problem of description of rational solutions of (1) under condition that A and B are polynomials is equivalent to the problem of description of algebraic curves of the form (2) A(x) − B(y) = 0, having a factor of genus zero, together with corresponding parametrizations. A complete list of such curves is known only in the case when the corresponding factor has at most two points at infinity. In this case the problem is closely related to the number theory and was studied first in the paper of Fried [9] and then in the papers of Bilu [2] and Bilu and Tichy [3] . In particular, in [3] an explicit list of such curves, defined over any field of characteristic zero, was obtained. Notice that the results of [9] , [3] generalize the second Ritt theorem since polynomial solutions of (1) correspond to curves (2) having a factor of genus zero with one point at infinity. Rational solutions of the equation
under condition that A is a polynomial were described in [1] (notice also the paper [25] where some partial results about equation (3) under condition that A is a rational function were obtained). Finally, a description of permutable rational functions was obtained in [26] (see also [7] ). Note that beside of connections with the number theory equation (1) has also important connections with different branches of analysis (see e.g. recent papers [17] , [19] , [20] , [21] , [23] ).
In this paper we study the equation
where f : C 1 → CP 1 , g : C 2 → CP 1 are fixed holomorphic functions on fixed connected compact Riemann surfaces C 1 , C 2 and h : C → CP 1 , p : C → C 1 , q : C → C 2 are unknown holomorphic functions on unknown connected compact Riemann surface C. We also apply the results obtained to equation (1) with rational A, B, C, D and on this base construct a self-contained decomposition theory of rational functions with at most two poles generalizing the Ritt theory. In particular, we prove analogues of Ritt theorems for such functions and reprove in a uniform way previous related results of [24] , [9] , [2] , [3] .
Let S ⊂ CP 1 be a finite set and z 0 ∈ CP 1 \ S. Our approach to equation (4) is based on the correspondence between pairs consisting of a covering f of CP 1 , nonramified outside of S, together with a point from f −1 {z 0 } and subgroups of finite index in π 1 (CP 1 \ S, z 0 ). The main advantage of the consideration of such pairs and subgroups, rather than just of functions and their monodromy groups, is due to the fact that for any subgroups of finite index A, B in π 1 (CP 1 \ S, z 0 ) the subgroups A ∩ B and < A, B > also are subgroups of finite index in π 1 (CP 1 \ S, z 0 ) and we may transfer these operations to the corresponding pairs. The detailed description of the content of the paper is given below.
In Section 2 we describe the general structure of solutions of equation (4) . We show (Theorem 2.2) that there exists a finite number o(f, g) of solutions h j , p j , q j of (4) such that any other solution may be obtained from them and describe explicitly the monodromy of h j via the monodromy of f, g. Furthermore, we show (Proposition 2.4) that if f, g are rational functions then the Riemann surfaces on which the functions h j , 1 ≤ j ≤ o(f, g), are defined may be identified with irreducible components of the algebraic curve f (x) − g(y) = 0. In particular, being applied to polynomials A, B our construction provides a criterion for the irreducibility of curve (2) via the monodromy groups of A and B useful for applications (see e.g. [21] ).
By the analogy with rational functions we will call a pair of holomorphic functions f, g irreducible if o(f, g) = 1. In Section 3 we study properties of irreducible and reducible pairs. In particular, we give a criterion (Theorem 3.2) for a pair f, g to be irreducible in terms of the corresponding subgroups of π 1 (CP 1 \ S, z 0 ) and establish the following result about reducible pairs generalizing the corresponding result of Fried [10] about rational functions (Theorem 3.5): if a pair of holomorphic functions f, g is reducible then there exist holomorphic functionsf ,g, p, q such that
and the Galois closures off andg coincide. We also show (Theorem 3.6) that if in (4) the pair f, g is irreducible then the indecomposability of q implies the indecomposability of f . Notice that the last result turns out to be quite useful for applications related to possible generalizations of the first Ritt theorem (see Section 5) .
Further, in Section 4 we study properties of equation (4) in the case when f, g are "generalized polynomials" that is holomorphic functions for which the preimage of infinity contains a unique point. In particular, we establish the following, highly useful for the study of equation (1), result (Corollary 4.4): if A, B are polynomials of the same degree and C, D are rational functions such that equality (1) holds then there exist a rational function W , mutually distinct points of the complex sphere γ i , 1 ≤ i ≤ r, and complex numbers α i , β i 0 ≤ i ≤ r, such that
In Section 5 we propose an approach to possible generalizations of the first Ritt theorem to more wide than polynomials classes of functions. We introduce the conception of a closed class of rational functions as of a subset R of C(z) such that the condition G • H ∈ R implies that G ∈ R, H ∈ R. The prototypes for this definition are closed classes R k , k ≥ 1, consisting of rational functions F for which (5) min
where |F −1 {z}| denotes the cardinality of the set F −1 {z}. Notice that since for any F ∈ R 1 there exist rational functions µ 1 , µ 2 of degree 1 such that µ 1 • F • µ 2 is a polynomial, the Ritt theorems can be interpreted as a decomposition theory for the class R 1 . The main result of Section 5 (Theorem 5.1) states that in order to check that the first Ritt theorem holds for maximal decompositions of rational functions from a closed class R it is enough to check that it holds for a certain subset of maximal decompositions which is considerably smaller than the whole set. For example, for the class R 1 this subset turns out to be empty that provides a new proof of the first Ritt for this class (Corollary 5.2). Later, in Section 9, using this method we also show that the first Ritt theorem remains true for the class R 2 .
In the rest of the paper, using the results obtained, we construct explicitly the decomposition theory for the class R 2 . There are several reasons which make the problem interesting. First, since R 1 ⊂ R 2 , the decomposition theory for R 2 is a natural generalization of the Ritt theory. Furthermore, the equation
where L ∈ R 2 and A, B, C, D are rational functions, is closely related to the equation
where A, B are rational functions while h, f, g are entire transcendental functions and the description of solutions of (6) yields a description of solutions of (7) (see [23] ). Finally, notice that polynomials solutions of (1) naturally appear in the study of the polynomial moment problem which arose recently in connection with the "model" problem for the Poincare center-focus problem (see e. g. [17] , [4] ). The corresponding moment problem for Laurent polynomials, which is related to the Poincare problem even to a greater extent than the polynomial moment problem, is still open and the decomposition theory for R 2 can be considered as a preliminary step in the investigation of this problem. It was observed by the author several years ago that the description of "double decompositions" (6) of functions from R 2 ("the second Ritt theorem" for R 2 ) mostly reduces to the classification of curves (2) having a factor of genus 0 with at most two points at infinity. Indeed, without loss of generality we may assume that the minimum in (5) attains at infinity and that L −1 {∞} ⊆ {0, ∞}. In other words, we may assume that L is a Laurent polynomial. Further, it follows easily from the condition
where L 2 is a Laurent polynomial and B = cz d for some c ∈ C and d ≥ 1. Therefore, the description of double decompositions of functions from R 2 reduces to the solution of the following three equations:
where A, B are polynomials and L 1 , L 2 are Laurent polynomials,
where A is a polynomial and L 1 , L 2 are Laurent polynomials, and
where L 1 , L 2 are Laurent polynomials. Observe now that if A, B, L 1 , L 2 is a solution of equation (8) then corresponding curve (2) has a factor of genus 0 with at most two points at infinity and vice versa for any such a curve the corresponding factor may be parametrized by some Laurent polynomials providing a solution of (8) . Therefore, the description of solutions of equation (8) essentially reduces to the description of curves (2) having a factor of genus 0 with at most two points at infinity. On the other hand, equations (9) and (10) turn out to be much easier for the analysis in view of the presence of symmetries. Although the result of Bilu and Tichy obtained in the paper [3] (which in its turn uses the results of the papers [2] , [9] , [10] ) reduces the solution of equation (8) to an elementary problem of finding of parameterizations of the corresponding curves, in this paper we give an independent analysis of this equation in view of the following reasons. First, we wanted to provide a self contained exposition of the decomposition theory for the class R 2 since we believe that such an exposition may be interesting for the wide audience. Second, our approach contains some new ideas and by-product results which seem to be interesting by themselves.
Our analysis of equations (8), (9), (10) splits into three parts. In Section 6 using Corollary 4.4 we solve equations (9), (10) . In Section 7 using Theorem 3.5 combined with Corollary 4.4 we show (Theorem 7.2) that equation (8) in the case when curve (2) is reducible reduces either to the irreducible case or to the case when
Finally, in Section 8 we solve equation (8) in the case when curve (2) is irreducible. Our approach to this case is similar to the one used in the paper [3] and consists of the analysis of the condition that the genus g of (2) is zero. However, we use a different form of the formula for g and replace the conception of "extra" points which goes back to Ritt by a more transparent conception.
Eventually, in Section 9 of the paper, as a corollary of the classification of double decompositions of functions from R 2 and Theorem 5.1, we show (Theorem 9.1) that the first Ritt theorem extends to the class R 2 . The results of the paper concerning decompositions of functions from R 2 can be summarized in the form of the following theorem which includes in particular the Ritt theorems and the classifications of curves (2) having a factor of genus 0 with two points at infinity. 
and, up to a possible replacement of A by B and C by D, one of the following conditions holds:
where L is a Laurent polynomial, r ≥ 0, n ≥ 1, and GCD(n, r) = 1;
where S is a polynomial;
where T n , T m are the corresponding Chebyshev polynomials with m, n ≥ 1, and GCD(n, m) = 1;
where m, n ≥ 1 and GCD(n, m) = 1;
where T nl , T ml are the corresponding Chebyshev polynomials with m, n ≥ 1, l > 1, ε nl = −1, and GCD(n, m) = 1;
Furthermore, if D, E are two maximal decompositions of L then there exists a chain of maximal decompositions [22] . Seizing an opportunity the author would like to thank the Max-Planck-Institut for the hospitality. Besides, the author is grateful to Y. Bilu, M. Muzychuk, and M. Zieve for discussions of ideas and results of this paper before its publication.
Functional equation
In this section we describe solutions of the functional equation
where f : C 1 → CP 1 , g : C 2 → CP 1 are fixed holomorphic functions on fixed Riemann surfaces C 1 , C 2 and h : C → CP 1 , p : C → C 1 , q : C → C 2 are unknown holomorphic functions on an unknown Riemann surface C. We always will assume that the considered Riemann surfaces are connected and compact.
2.1.
Preliminaries. Let S ⊂ CP 1 be a finite set and z 0 be a point from CP 1 \ S. Recall that for any collection consisting of a Riemann surface R, holomorphic function p : R → CP 1 non ramified outside of S, and a point e ∈ p −1 {z 0 } the homomorphism of the fundamental groups
is a monomorphism such that its image Γ p,e is a subgroup of finite index in the group π 1 (CP 1 \S, z 0 ), and vice versa if Γ is a subgroup of finite index in π 1 (CP 1 \S, z 0 ) then there exist a Riemann surface R, a function p : R → CP 1 , and a point
Furthermore, this correspondence descends to a one-to-one correspondence between conjugacy classes of subgroup of index d in π 1 (CP 1 \ S, z 0 ) and equivalence classes of holomorphic functions of degree d non ramified outside of S, where functions p : R → CP 1 andp :R → CP 1 are considered as equivalent if there exists an isomorphism w : R →R such that p =p • w.
For collections p 1 :
2 {z 0 } the groups Γ p1,e1 and Γ p2,e2 coincide if and only if there exists an isomorphism w : R 1 → R 2 such that p 1 = p 2 • w and w(e 1 ) = e 2 . More generally, the inclusion
holds if and only if there exists a holomorphic function w : R 1 → R 2 such that p 1 = p 2 • w and w(e 1 ) = e 2 and in the case if such a function exists it is defined in a unique way. Notice that this implies that if p : R → CP 1 , e ∈ p −1 {z 0 } is a pair such that (12) Γ p1,e1 ⊆ Γ p,e ⊆ Γ p2,e2
and v : R 1 → R, u : R → R 2 , are holomorphic function such that p = p 2 • u, p 1 = p • v and v(e 1 ) = e, u(e) = e 2 then w = u • v. In particular, the function w can be decomposed into a composition of holomorphic functions of degree greater than 1 if and only if there exists Γ p,e distinct from Γ p1,e1 and Γ p2,e2 such (12) holds.
In view of the fact that holomorphic functions can be identified with coverings of Riemann surfaces all the results above follow from the corresponding results about coverings (see e.g. [15] ). Notice that the more customary language describing compositions of coverings uses monodromy groups of the functions involved rather than subgroups of π 1 (CP 1 \ S, z 0 ). The interaction between these languages is explained below. In the paper we will use both these languages.
Fix a numeration {z 1 , z 2 , . . . , z r } of points of S and for each i, 1 ≤ i ≤ r, fix a small loop β i around z i so that β 1 β 2 . . . β r = 1 in π 1 (CP 1 \ S, z 0 ). If p : R → CP 1 is a holomorphic function non ramified outside of S then for each i, 1 ≤ i ≤ r, the loop β i after the lifting by p induces a permutation α i (p) of points of p −1 {z 0 }. The group G p generated by α i (p), 1 ≤ i ≤ r, is called the monodromy group of p. Clearly, the group G p is transitive and the equality α 1 (p)α 2 (p) . . . α r (p) = 1 holds in G p . The representation of α i (p), 1 ≤ i ≤ r, by elements of the corresponding symmetric group depends on the numeration of points of p −1 {z 0 } but the conjugacy class of the corresponding collection of permutations is well defined. Moreover, there is a one-to-one correspondence between equivalence classes of holomorphic functions of degree d non ramified outside of S and conjugacy classes of ordered collections of permutations α i , 1 ≤ i ≤ r, from the symmetric group S d acting on the set {1, 2, . . . , d} such that α 1 α 2 . . . α r = 1 and the permutation group generated by α i , 1 ≤ i ≤ r, is transitive (see e.g. [16] , Corollary 4.10). We will denote the conjugacy class of permutations which corresponds to a holomorphic function p :
is a homomorphism which sends β i to α i , 1 ≤ i ≤ r, then the set of preimages of the stabilizers G p,i , 1 ≤ i ≤ d, coincides with the set of the groups Γ p,e , e ∈ p −1 {z 0 }. On the other hand, for any group Γ p,e , e ∈ p −1 {z 0 } the collection of permutations α i , 1 ≤ i ≤ r, induced on the cosets of Γ p,e by β i , 1 ≤ i ≤ r, is a representative of α(p).
If a holomorphic function p : R → CP 1 of degree d can be decomposed into a composition p = f • q of holomorphic functions q : R → C and f : C → CP 1 then the group G p has an imprimitivity system Ω f consisting of d 1 = deg f blocks such that the collection of permutations of blocks of Ω f induced by α i (p), 1 ≤ i ≤ r, is a representative ofα(f ), and vice versa if G p has an imprimitivity system Ω such that the collection of permutations of blocks of Ω induced by α i (p), 1 ≤ i ≤ r, is a representative ofα(f ) for some holomorphic function f : C → CP 1 then there exists a function q : R → C such that p = f •q. Notice that if the set {1, 2, . . . , d} is identified with the set p −1 {z 0 } then the set of blocks of the imprimitivity system Ω f corresponding to the decomposition p = f •q has the form
is an other decomposition of p then the imprimitivity systems Ω f , Ωf coincide if and only there exists an automorphism
In this case the decompositions f • q andf •q are called equivalent. Therefore, equivalence classes of decompositions of p are in a one-to-one correspondence with imprimitivity systems of G p . More generally, if B is a block of Ω f and C is a block of Ωf such that B ∩ C is non-empty, then B and C have an intersection of cardinality l if and only if there exist holomorphic functions w :
In particular, if p = f • q = f • q 1 and the imprimitivity systems corresponding to the decompositions p = f • q and p = f • q 1 coincide then q 1 = ω • q where ω is an automorphism of the surface C such that f • ω = f . Notice however that in general the equality f • q = f • q 1 does not imply that q 1 = ω • q for some ω as above. On the other hand, since a holomorphic function q : R → C takes all the values on C the equality f
By the analogy with rational functions we will call a holomorphic function p : R → CP 1 of degree greater than 1 indecomposable if the equality p = f • q for some holomorphic functions q : R → C and f : C → CP 1 implies that at least one of the functions f, q is of degree 1. Clearly, if p is non-ramified outside of S and z 0 ∈ CP 1 \S then p is indecomposable if and only if the subgroups Γ p,e , e ∈ p −1 {z 0 } are maximal in π 1 (CP 1 \ S, z 0 ). (11). Let S = {z 1 , z 2 , . . . , z r } be a union of branch points of f, g and z 0 be a fixed point from CP 1 \ S.
Description of solutions of equation
Furthermore, the function h has the following property: if
, and a pointc ∈h −1 {z 0 }, then there exists a holomorphic function w :C → C such that
Proof. Since the subgroups Γ f,a and Γ g,b are of finite index in π 1 (CP 1 \ S, z 0 ) their intersection is also of finite index. Therefore, there exists a pair h :
and for such a pair equalities (13) hold. Furthermore, equalities (14) imply that Γh ,c ⊆ Γ f,a ∩ Γ g,b Therefore, Γh ,c ⊆ Γ h,c and henceh = h • w for some w :C → C such that w(c) = c. It follows now from
For holomorphic functions f :
α(g) and define the permutations δ 1 , δ 2 , . . . , δ r ∈ S nm on the set of mn elements
, where
It is convenient to consider c j1,j2 , 1 ≤ j 1 ≤ n, 1 ≤ j 2 ≤ m, as elements of a n × m matrix M . Then the action of the permutation δ i , 1 ≤ i ≤ r, reduces to the permutation of rows of M in accordance with the permutation α i (f ) and the permutation of columns of M in accordance with the permutation α i (g).
In general the permutation group Γ(f, g) generated by δ i , 1 ≤ i ≤ r, is not transitive on the set c j1,j2 , 1 ≤ j 1 ≤ n, 1 ≤ j 2 ≤ m. Denote by o(f, g) the number of transitivity sets of Γ(f, g) and let δ i (j), 1 ≤ j ≤ o(f, g), 1 ≤ i ≤ r, be the permutation induced by the permutation δ i , 1 ≤ i ≤ r, on the transitivity set U j , 1 ≤ j ≤ o(f, g). By construction, for any j, 1 ≤ j ≤ o(f, g), the permutation group G j generated by δ i (j), 1 ≤ i ≤ r, is transitive and the equality
holds. Therefore, there exist holomorphic functions h j :
is a representative ofα(h j ). Moreover, it follows from the construction that for each j, 1 ≤ j ≤ o(f, g), the intersections of the transitivity set U j with rows of M form an imprimitivity system Ω f (j) for G j such that the permutations of blocks of Ω f (j) induced by δ i (j), 1 ≤ i ≤ r, coincide with α i (f ). Similarly, the intersections of U j with columns of M form an imprimitivity system Ω g (j) such that the permutations of blocks of Ω g (j) induced by δ i (j), 1 ≤ i ≤ r, coincide with α i (g). This implies that there exist holomorphic functions u j :
Then there exist j, 1 ≤ j ≤ o(f, g), and holomorphic functions w :
Proof. It follows from Proposition 2.1 that in order to prove the theorem it is enough to show that for any choice of points a ∈ f −1 {z 0 } and b ∈ g −1 {z 0 } the class of permutationsα(h) corresponding to the function h from Proposition 2.1 coincides withα(h j ) for some j, 1 ≤ j ≤ o(f, g). On the other hand, the last statement is equivalent to the statement that for any choice a ∈ f −1 {z 0 } and
, and an element c of the transitivity set U j such that the group Γ f,a ∩ Γ g,b is the preimage of the stabilizer G j,c of c in the group G j under the homomorphism
For fixed a ∈ f −1 {z 0 }, b ∈ g −1 {z 0 } let l be the index which corresponds to the point a under the identification of the set f −1 {z 0 } with the set {1, 2, . . . , n}, k be the index which corresponds to the point b under the identification of the set g −1 {z 0 } with the set {1, 2, . . . , m}, and U j be the transitivity set of Γ(f, g) containing the element c l,k . We have:
2 {B k }, where A l (resp. B k ) is the subgroup of G j which transforms the set of elements c j1,j2 ∈ U j for which j 1 = a (resp. j 2 = b) to itself.
Since
it follows from (19) , (20) that
hj
hj {G j,c k,l }.
the collection of lengths of disjoint cycles in the permutation α i (f ), by
the collection of lengths of disjoint cycles in the permutation α i (g), and by g(R j ),
), the genus of the surface R j . The proposition below generalizes the corresponding result of Fried (see [11] , Proposition 2) concerning the case when f, g are rational functions.
Proposition 2.3. In the above notation the formula
), the number of disjoint cycles in the permutation δ i (j). Since for any j, 1 ≤ j ≤ o(f, g), the Riemann-Hurwitz formula implies that
we have:
On the other hand, it follows from the construction that for given i,
and hence
).
The proposition below shows that if f, g are rational functions then the Riemann surfaces R j , 1 ≤ j ≤ o(f, g), may be identified with irreducible components of the affine algebraic curve
where P 1 , P 2 and Q 1 , Q 2 are pairs polynomials without common roots such that
Proposition 2.4. For rational functions f, g the corresponding Riemann surfaces Proof. For j, 1 ≤ j ≤ o(f, g), denote by S j the union of poles of u j and v j and define the mapping t j : R j \ S j → C 2 by the formula
It follows from formula (16) that for each j, 1 ≤ j ≤ o(f, g), the mapping t j maps R j to an irreducible component of the curve h f,g (x, y). Furthermore, for any point
This implies that the Riemann surfaces R j , 1 ≤ j ≤ o(f, g), are in a one-to-one correspondence with irreducible components of h f,g (x, y) and that each mapping t j , 1 ≤ j ≤ o(f, g), is generically injective. Since an injective mapping of Riemann surfaces is an isomorphism onto an open subset we conclude that each R j is a desingularization of the corresponding component of h f,g (x, y).
Irreducible and reducible pairs
Let f : C 1 → CP 1 , g : C 2 → CP 1 be a pair of holomorphic functions nonramified outside of S and z 0 ∈ CP 1 \ S. By the analogy with the rational case we will call the pair f, g irreducible if o(f, g) = 1. Otherwise we will call such the pair f, g reducible. In this section we study properties of irreducible and reducible pairs.
is irreducible whenever their degrees are coprime.
Proof. Let n = deg f, m = deg g. Since the index of Γ f,a ∩ Γ g,b coincides with the cardinality of the corresponding imprimitivity set U j , the pair f, g is irreducible if and only if for any
is a multiple of the indices of Γ f,a and Γ g,b in π 1 (CP 1 \ S, z 0 ), this index is necessary equal to mn whenever n and m are coprime.
Theorem 3.2. A pair of holomorphic functions
f : C 1 → CP 1 , g : C 2 → CP 1
is irreducible if and only if for any
Proof. Since
the equality (22) is equivalent to the equality
Recall that for any subgroups A, B of finite index in a group G the inequality
holds and the equality attains if and only if the groups A and B are permutable (see e.g. [13] , p. 79). Therefore,
and hence equality (24) holds if and only if Γ f,a and Γ g,b are permutable and generate π 1 (CP 1 \ S, z 0 ).
an irreducible pair of holomorphic functions. Then any pair of holomorphic functionsf
Proof. Since for anyã ∈f
hold it follows from (23) that
and denote byN g the corresponding equivalence class of holomorphic functions. Since the subgroup Γ Ng is normal in π 1 (CP 1 \ S, z 0 ), for any a 1 , a 2 ∈ f −1 {z 0 } the subgroups Γ f,a1 Γ Ng and Γ f,a2 Γ Ng are conjugated. We will denote the equivalence class of holomorphic functions corresponding to this conjugacy class by fN g .
Proposition 3.4. For any pair of holomorphic functions
holds.
Proof. For any a ∈ f −1 {z 0 }, b ∈ g −1 {z 0 } the action of the permutation group Γ(f, g) can be identified with the action of π 1 (CP 1 \ S, z 0 ) on pairs of cosets 
is non-empty.
Associate now to an orbit Γ(f, g) containing the pair (26) is non-empty then the set (27) 
is also non-empty and therefore we obtain a well-defined map ϕ from the set of orbits of Γ(f, g) to the set of orbits of Γ(f N g , g). Besides, the map ϕ is clearly surjective.
In order to prove the injectivity of ϕ we must show that if set (27) is non-empty then set (26) is also non-empty. So suppose that (27) is non-empty and let x be its element. In view of the normality of Γ Ng the equality
j1 Γ Ng holds and therefore there exist α ∈ Γ f,a , β ∈ Γ Ng , and γ ∈ Γ g,b such that
j2 . Set y = xβ −1 . Then we have:
j2 . This implies that y is contained in set (26) and hence (26) is non-empty.
The following results generalizes the corresponding result of Fried about rational functions (see [10] , Proposition 2).
Theorem 3.5. For any reducible pair of holomorphic functions
Proof. For a holomorphic function p : R → CP 1 denote by d(p) a maximal number such that there exist holomorphic functions of degree greater than 1
If d = 2 that is if both functions f, g are indecomposable then the equality d(f ) = 1, taking into account the normality of N g , implies that either
for all a ∈ f −1 {z 0 }. The last possibility however would imply that for any
in contradiction with Theorem 3.2. Therefore, equalities (29) hold and hence
The same arguments show that N f ⊆ N g . Therefore, N g = N f and we can set
If N f = N g then as above we can set f 1 = f, g 1 = g so assume that N f = N g . Then, again taking into account the normality of N g , either
Suppose that q is indecomposable. Then f is also indecomposable.
where a = p(c), b = q(c), we have:
Furthermore, by Theorem 3.2
Since (34) implies that Γ f,a ∩ Γ g,b = Γ g,b it follows from (33) taking into account the indecomposability of q that
In order to prove the theorem we must show that if
Consider the intersection
It follows from (25) and (34), (37) that
Therefore, (36) implies that
and hence Γ h,c Γ 1 . Since Γ 1 ⊆ Γ g,b it follows now from the indecomposability of q that Γ 1 = Γ g,b . Therefore, Γ g,b ⊆ Γ. Since also Γ f,a ⊆ Γ it follows now from (34) that Γ = π 1 (CP 1 \ S, z 0 ).
Double decompositions involving generalized polynomials
Say that a holomorphic function h : C → CP 1 is a generalized polynomial if h −1 {∞} consists of a unique point. In this section we mention some specific properties of double decompositions f • p = g • q in the case when f, g are generalized polynomials.
We start from mentioning two corollaries of Theorem 3.5 for such double decompositions.
The following important specification of Theorem 3.5 goes back to Fried (see [10] , Proposition 2). Proof. Indeed, it follows from Theorem 3.5 and Proposition 2.4 that there exist polynomials A 1 , B 1 , C, D such that equalities (38) hold and curves (2) and (39) have the same number of irreducible components. Since for each irreducible component F 1 (x, y) of curve (39) the polynomial F 1 (C(x), D(y)) is a component of curve (2) this implies that any irreducible component F (x, y) of curve (2) has the form F 1 (C(x), D(y)) for some irreducible component F 1 (x, y) of curve (39).
For a holomorphic function h : C → CP 1 and z ∈ C denote by mult z h the multiplicity of h at z.
Then there exist holomorphic functions w : R → C,p :
and for any z ∈ h −1 {∞}
Proof. In view of Theorem 2.2 it is enough to prove that if u j , v j , 1 ≤ j ≤ o(f, g), are functions defined in Subsection 2.2 then for any z ∈ h −1 {∞} and j, 1 ≤ j ≤ o(f, g), the equalities
hold. Since f, g are generalized polynomials it follows from the construction given in Subsection 2.2 that for any function Finally, let us mention the following corollary of Theorem 4.3 which generalizes the corresponding property of polynomial decompositions.
Corollary 4.5. Suppose that under assumptions of Theorem 4.3 the function h is a generalized polynomial and deg
Proof. Set x = f −1 {∞}. The conditions of the corollary and Theorem 4.3 imply thatp −1 {x} contains a unique point and the multiplicity of this point with respect top is one. Thereforep is an automorphism. The same is true forq.
Ritt classes of rational functions
As it was mentioned above the first Ritt theorem fails to be true for arbitrary rational functions and it is quite interesting to describe the classes of rational functions for which this theorem remains true. In this section we propose an approach to this problem. This approach is especially useful when a sufficiently complete information about double decompositions of the functions from the corresponding class is available. In particular, our method permits to generalize the first Ritt theorem to Laurent polynomials using the classification of their double decompositions.
It is natural to assume that considered classes of rational functions possess some property of closeness which is formalized in the following definition. Say that a set of rational functions R is a closed class if for any F ∈ R the equality F = G • H implies that G ∈ R, H ∈ R. For example, rational functions for which min
where k ≥ 1 is a fixed number and |F −1 {z}| denotes the cardinality of the set F −1 {z}, form a closed class. We will denote this class by R k .
Say that two maximal decompositions D, E of a rational function F are weakly equivalent if there exists a chain of maximal decompositions
It is easy to see that this is indeed an equivalence relation. We will denote this equivalence relation by the symbol ∼ w . Say that a closed class of rational functions R is a Ritt class if for any F ∈ R any two maximal decompositions of F are weakly equivalent. Finally, say that a double decomposition
of a rational function H is special if C, D are indecomposable, the pair A, B is reducible, and there exist no rational functionsÃ,B, U , deg U > 1, such that
For decompositions
of rational functions A and B denote by A • B the decomposition
of the rational function A • B. In case if a rational function R is indecomposable we will denote the corresponding maximal decomposition by the same letter.
Theorem 5.1. Let R be a closed class of rational functions. Suppose that for any P ∈ R and any special double decomposition 
Proof. For a function H ∈ R denote by d(H) the maximal possible length of a maximal decomposition of H. We use the induction on d(H).
If d(H) = 1 then any two maximal decompositions of H are weakly equivalent. So, assume that d(H) > 1 and let
be two maximal decompositions of a function H ∈ R. Set
and consider the double decomposition
If the pair F, G is irreducible then Theorem 3.6 implies that H 1 ∼ w H 2 and therefore we must consider only the case when the pair F, G is reducible. If (46) is special then H 1 ∼ w H 2 in view of the assumption of the theorem. So assume that (46) is not special and letF ,G, U, deg U > 1, be rational functions such that
Denote byĤ 1 ,Ĥ 2 the maximal decompositions (45) of the functions F and G and pick some maximal decompositions
. Therefore, the induction assumption implies that
Now (47) and (48) imply that H
As an illustration of our approach let us prove the first Ritt theorem.
Corollary 5.2. The class R 1 is a Ritt class.
Proof. In view of Theorem 5.1 it is enough to prove that a polynomial H has no special double decompositions (43). So, assume that the pair A, B in (43) is reducible. By Corollary 4.1 there exist polynomials A 1 , B 1 , U, V such that
Furthermore, Corollary 4.5 implies that
Therefore, equalities (44) hold for
and an appropriate µ ∈ Aut (CP 1 ), and hence (43) is not special. (9) and (10) In this section we solve equations (9) and (10).
Solutions of equations
be Laurent polynomials such that the equality
Proof. For any subgroup G of Aut (CP 1 ) the set k G consisting of rational functions f such that f • σ = f for all σ ∈ G is a subfield k G of C(z). Therefore, by the Lüroth theorem k G has the form k G = C(ϕ G (z)) for some rational function ϕ G .
Denote by F the Laurent polynomial defined by equality (49). It follows from (49) that F is invariant with respect the automorphisms α 1 :
Therefore, F is invariant with respect to the automorphism group G generated by α 1 , α 2 . Clearly, ϕ G = z D and hence F = R • z D for some Laurent polynomial R. Now equalities (50) follow from equalities
Notice that Lemma 6.1 implies that if A, B, L 1 , L 2 is a solution of equation (10) 
Lemma 6.2. Let F be a rational function such that
where ε is a root of unity of order n ≥ 1. Then there exists a rational function R such that F = R • D n .
Proof. Let G 1 be a subgroup of Aut (CP 1 ) generated by the automorphism α 1 : z → νz, where ν = exp(2πi/n), G 2 be a subgroup of Aut (CP 1 ) generated by the automorphism α 2 : z → 1 z , and G 3 be a subgroup of Aut (CP 1 ) generated by α 1 and α 2 . It is easy to see that generators of the corresponding invariant fields are ϕ G1 = z n , ϕ G2 = D 1 , and ϕ G3 = D n . Since F is invariant with respect to G 1 and G 2 it is invariant with respect to G 3 and therefore F = R • D n for some rational function R. 
Then there exist polynomials w 1 , w 2 of degree one, a root of inity ν, and a ∈ C such that
Furthermore, if a polynomial A and a Laurent polynomial L satisfy the equation
for some r ≥ 1 then there exist a polynomial w of degree one, a root of inity ν, and n ≥ 1 such that
Proof. Indeed, it follows from Corollary 4.4 that there exist a rational function W and α 0 , α 1 , α 2 , β 0 , γ ∈ C such that
for some rth roots of unity
Since the function defined by equality (51) has two poles this implies that W = cz r , c ∈ C, and without loss of generality we may assume that c = 1. The first part of the lemma follows now from the equalities
where a and ν are numbers satisfying a 2r = α 1 /α 2 and ν 2r = ν 1 /ν 2 . Suppose now that equality (53) holds. Set n = deg L 1 and consider the equality
If the decompositions appeared in (55) are not equivalent then arguing as above and taking into account that in this case a = 1 we conclude that (54) holds for some root of unity ν. On the other hand, if the decompositions in (55) are equivalent then (54) holds for ν = 1.
The theorem below provides a description of solutions of equation (9) and implies that if A, L 1 , L 2 , z d is a solution of (9) 
Then there exist polynomials R,Ã,D, W and Laurent polynomialsL 1 ,L 2 such that
where L is a Laurent polynomial, r ≥ 0, n ≥ 1, and GCD(r, n) = 1, or
where T n is the nth Chebyshev polynomial, n ≥ 1, m ≥ 1, and GCD(m, n) = 1.
Proof. Without of loss of generality we may assume that C(L 1 , D) = C(z). Since the function defined by equality (56) has two poles, D = cz n , where c ∈ C, and we may assume that c = 1. Therefore,
where ε = exp(2πi/n).
If the decompositions A • L 1 and A • (L 1 • εz) are equivalent then we have:
where ν ∈ Aut (CP 1 ). Furthermore, since ν transforms infinity to infinity, ν is a linear function and equality (60) implies that ν
•n = z. Therefore, ν = α + ωz for some nth root of unity ω and α ∈ C. Now the comparison of the coefficients of both parts of equality (60) implies that L 1 has the form
where L is a Laurent polynomial and β ∈ C. Clearly, without loss of generality we may assume that β = 0 and this implies that also α = 0. It follows from
Since ω = ε r and GCD(r, n) = 1 in view of the assumption C(L 1 , D) = C(z), this implies that A = R • z n for some polynomial R. It follows now from the equality εz) are not equivalent. Since for any a ∈ C we have z n • (az) = (a n z) • z n , it follows from Lemma 6.3 that without loss of generality we may assume that D is still equal z n while (61)
Moreover, GCD(m, n) = 1 in view of the assumption C(L 1 , D) = C(z). It follows now from (56) and (61) and Lemmas 6.1 and 6.2 that the Laurent polynomial L defined by equality (56) has the form L = R • D nm , where R is a polynomial. Therefore,
Reduction of equation (8) for reducible pairs A, B
In this section we show that the description of solutions of equation (8) for reducible pairs A, B reduces either to the irreducible case or to the description of double decompositions of the function D n .
Lemma 7.1. Suppose that polynomials A, B satisfy the equation
where gcd(n, m) = 1 and µ is a root of unity. Then there exist a polynomial R and l ≥ 1 such that µ 2nml = 1 and
Proof. Let F be a Laurent polynomial defined by equality (62). It follows from
On the other hand,
Therefore, F =F • z d for some rational functionF and d equal to the order of 1/µ 2 . Since also
Lemmas 6.1 and 6.2 imply that F = R • D nml , where R is a rational function and l = lcm(d, nm)/nm.
It follows now from
On the other hand, taking into account that µ nml = ±1, we have: 
and either the pairÃ,B is irreducible or
where T nl , T ml are the corresponding Chebyshev polynomials with n, m ≥ 1, l > 2, ε nl = −1, and GCD(n, m) = 1.
Proof. Without loss of generality we may assume that C(L 1 , L 2 ) = C(z) and that there exist no rational functions R,Ã,B with deg R > 1 such that the equalities
hold. If the pair A, B is irreducible then there is nothing to prove so assume that it is reducible. By Theorem 3.5 and Corollary 4.1 there exist polynomials A 1 , B 1 , U, V such that
since otherwise (66) holds for
where µ is an appropriate automorphism of the sphere. Therefore, by the first part of Lemma 6.3, we may assume without loss of generality that
where ν is a root of unity. Applying now the second part of Lemma 6.3 to equalities (69) we see that without loss of generality we may assume that
where µ is a root of unity. Moreover, GCD(n, m) = 1 in view of the condition
In particular, we may assume that n is odd. It follows from (70) by Lemma 7.1 taking into account the assumption about solutions of (66) that there exists a polynomial R of degree one such that
where ε = µ m and l ≥ 1. Furthermore, since the pair A, B is reducible it follows from Proposition 3.1 that l > 1. Clearly, ε 2nl = 1. Notice finally that we may assume that ε nl = −1. Indeed, if ε nl = 1 and nl is odd then, taking into account that T nl • (−z) = −T nl , we may just change ε to −ε. On the other hand, if nl is even then ε nl = 1 contradicts to the assumption about solutions of (66). Indeed, since by the assumption n is odd, if nl is even then l is also even and ε nl = 1 implies that µ mn(l/2) = ±1. Hence,
In order to finish the proof we only must show that the algebraic curve
where GCD(n, m) = 1, is reducible if and only if l > 2. First observe that if l is divisible by an odd number f then (71) is reducible since
Similarly, if l is divisible by 4 then (71) is also reducible since the curve T 4 (x) + T 4 (y) = 0 is reducible. However, it is easy to see that in this case curve (73) is not reducible. Therefore, the condition that equality (72) holds and the condition that curve (73) is reducible may not be satisfied simultaneously and hence (71) is irreducible.
Solutions of equation (8) for irreducible pairs A, B
In this section we describe solutions of equation (8) in the case when the pair A, B is irreducible. We start from a general description of the approach to the problem.
First of all, if A, B is an irreducible pair of polynomials then rational functions C, D satisfying equation (1) exist if and only if the genus of curve (2) equals zero. Furthermore, it follows from Theorem 2.2 that ifC,D is a rational solution of (1) such that degC = deg B, degD = deg A then for any other rational solution C, D of (1) there exist rational functions C 1 , D 1 , W such that GCD(deg A, deg B) .
The remarks above imply that in order to describe solutions of equation (8) for irreducible pairs of polynomials A, B we must describe all irreducible pairs of polynomials A, B such that GCD(deg A, deg B) ≤ 2 and the expression for the genus of (2) provided by formula (21) gives zero. Besides, for each of such pairs we must find a pair of Laurent polynomialsL 1 ,L 2 satisfying (8) and such that degL 1 
The final result is the following statement which supplements (over the field C) Theorem 6.1 of the paper of Bilu and Tichy [3] .
and the pair A, B is irreducible. Then there exist polynomialsÃ,B, µ, deg µ = 1, and rational functionsL 1 ,L 2 , W such that
and, up to a possible replacement of A to B and L 1 to L 2 , one of the following conditions holds:
where R is a polynomial, r ≥ 0, n ≥ 1, and GCD(n, r) = 1;
where T 2n1 , T 2m1 are the corresponding Chebyshev polynomials with m 1 , n 1 ≥ 1, ε 2n1 = −1, and GCD(n 1 , m 1 ) = 1;
The proof of this theorem is given below and consists of the following stages. First we rewrite formula for the genus of (2) in a more convenient way and prove several related lemmas. Then we introduce the conception of a special value and classify the polynomials having such values. The rest of the proof reduces to the analysis of two cases: the case when one of polynomials A, B does not have special values and the case when both A, B have special values.
Notice that if at least one of polynomials A, B (say A) is of degree 1 then condition 1) holds with µ = A, R = A −1 • B, n = 1, r = 0, W = L 2 . So, below we always will assume that deg A, deg B > 1. Besides, since one can check by a direct calculation that all the pairs of Laurent polynomialsL 1 ,L 2 in Theorem 8.1 satisfy the requirements above, we will concentrate on the finding of A and B only. 8.1. Genus formula and related lemmas. Let S = {z 1 , z 2 , . . . , z s } be any set of complex numbers which contains all finite branch points of a polynomial A of degree n. Then the collection of partitions of the number n: (a 1,1 , a 1,2 , ..., a 1,p1 ), . . . , (a s,1 , a s,2 , ..., a s,ps ),   where (a i,1 , a i,2 , ..., a i,pi ), 1 ≤ i ≤ s, is the set of lengths of disjoint cycles in the permutation α i (A), is called the passport of A and is denoted by P(A). Notice that, since we do not require that any of the points of S is a branch point of A, some of partitions above may contain units only. We will call such partitions trivial and will denote by s(A) the number of non-trivial partitions in P(A).
Below we will assume that S is a union of all finite branch points of a pair of polynomials A, B, deg A = n, deg B = m, and use the notation (b 1,1 , b 1,2 , ..., b 1,q1 ), . . . , (b s,1 , b s,2 , ..., b s,qs ), for the passport P(B) of B. Clearly, by the Riemann-Hurwitz formula we have:
For an irreducible pair of polynomials A, B denote by g(A, B) the genus of curve (2). We start from giving a convenient version of formula (21) for g(A, B) .
Proof. It follows from (74) that Set
Using this notation we may rewrite formula (8.2) in the form
Two lemmas below provide upper estimates for 
Lemma 8.3. In the above notation for any fixed pair of indices
Proof. If there exist at least three numbers b i,l1 , b i,l2 , b i,l3 , 1 ≤ l 1 , l 2 , l 3 ≤ q i , which are not divisible by a i,j1 then we have:
If there exist exactly two numbers b i,l1 , b i,l2 , 1 ≤ l 1 , l 2 ≤ q i , which are not divisible by a i,j1 then we have:
and the equality attains if and only if
Finally, if there exists exactly one number b i,l1 which is not divisible by a i,j1 then we have: b) The equality GCD(n, m) = 2 implies that n = 2 and there exists a polynomial ν of degree 1 such that B • ν = (1 − z 2 )S 2 for some polynomial S.
Proof. First of all observe that it follows from the irreducibility of x n − B(y) = 0 that among the numbers b 1,1 , b 1,2 , ..., b 1,q1 there exists at least one number which is not divisible by n.
If GCD(m, n) = 1 then it follows from formula (76) that s 1,1 = 0 and Lemma 8.3 implies that all the numbers b 1,1 , b 1,2 , ..., b 1,q1 but one, say b 1,1 , are divisible by n while GCD(n, b 1,1 ) = 1. Clearly, this implies that B • ν = z r R n for some ν, R, and r as above.
Similarly, if GCD(m, n) = 2 then it follows from formula (76) that s 1,1 = −1 and Lemma 8.3 implies that all the numbers b 1,1 , b 1,2 , ..., b 1,q1 but two, say b 1,1 , b 1,2 , are divisible by n while GCD(n, b 1,1 ) = GCD(n, b 1,2 ) = n/2. Since this implies that B = z n/2 • W for some polynomial W it follows now from the irreducibility of x n − B(y) = 0 that n = 2 and therefore B • ν = (1 − z 2 )S 2 for some ν and S as above. 
It is easy to see that a polynomial P has a special value if and only if there exists c ∈ C such that P − c = z d • R for some polynomial R. Say that z i , 1 ≤ i ≤ s, is a 1-special value (resp. a 2-special value) of B if all the numbers
but one (resp. two) are divisible by some number d > 1. 
where the equalities attain if only if Since however in view of (74) in this inequality should attain equality we conclude that in all intermediate inequalities should attain equalities. This implies that s(B) = 2 and
In particular, we see that B may not have three 1-special values.
In order to prove the first part of the proposition it is enough to observe that if for at least one index 1 or 2, say 1, the corresponding point is special then
Since this inequality is stronger than (82) repeating the argument above we obtain an inequality in (84) in contradiction with (74). Finally, assume that z 1 is a 1-special value while z 2 is a 2-special value. We will suppose that all If m is odd then d 2 = 2. Hence, in this case d 2 ≥ 3,
and, therefore,
If m > 5 then
Since combined with (81) the last inequality leads to a contradiction with (74) we conclude that m ≤ 5. It follows now from d 2 ≥ 3 that necessarily m = 5 and (b 2,1 , . . . , b 2,q2 ) = (1, 1, 3) . Finally, since z 1 is a 1-special value of B we necessarily have (b 1,1 , . . . , b 1,q1 ) = (1, 2, 2). Similarly, if m is even then d 1 ≥ 3 and we have: 
Since A has at least two finite branch points, Corollary 8.5, a and Corollary 8.5, b, taking into account that B may not have more than two 1-special values by Proposition 8.6, a, imply that A has exactly two branch points. Furthermore, it follows from Proposition 8.6, b that P(B) equals 
it follows from (87) that among a 1,j1 , a 2,j2 , 1 ≤ j 1 ≤ p 1 , 1 ≤ j 2 ≤ p 2 , there are exactly two units and therefore P(A) equals either (86) or (88) {(1, 1, 2, ..., 2), (2, 2, 2, ..., 2)}.
Recall that for any polynomial P such that P(P ) equals (86) or (88) there exist polynomials µ, ν of degree 1 such that µ • P • ν = T n for some n ≥ 1. A possible way to establish it is to observe that it follows from T n (cos z) = cos nz that T n satisfies the differential equation
On the other hand, it is easy to see that if P(P ) equals (86) or (88) and deg P = n then P satisfies the equation
for some A, B, a, b ∈ C with y(b) = A or B. Therefore for appropriate polynomials µ, ν of degree 1 the polynomial µ • P • ν satisfies the equation (89) and hence µ • P • ν = T n by the uniqueness theorem for solutions of differential equations.
Since P(B) equals (86) and P(A) equals either (86) or (88) the above characterization of Chebyshev polynomials implies now that if GCD(n, m) = 1 then condition 2) holds.
Case 2. If GCD(n, m) = 2 then the condition g(A, B) = 0 is equivalent to the condition that one number from s i,j1 , 1 ≤ i ≤ s, 1 ≤ j 1 ≤ p i , equals -1 while others equal 0.
Since A has at least two branch points, Corollary 8.5, b and Corollary 8.5, c, taking into account that if B has two 1-special values then B does not have 2-special values by Proposition 8.6, b, imply that A has two branch points and B has one 1-special value and one 2-special value. Therefore, by Proposition 8.6, c, P(B) equals either
Furthermore, since the assumption GCD(n, m) = 2 implies that deg B is even we conclude that P(B) necessarily equals (91). It follows now from Corollary 8.5, b and Corollary 8.5, c that for any j 1 , 1 ≤ j 1 ≤ p 1 , the number a 1,j1 equals 1 or 3 and the partition (a 2,1 , a 2,2 , . . . a 2,p2 ) contains one element equal 2 and others equal 1. Denote by α (resp. by β) the number of appearances of 1 (resp. of 3) in the first partition of P(A) and by γ the number of appearances of 1 in the second partition of P(A). We have:
α + 3β = n, 2 + γ = n, and, by (74)
The second and the third of the equations above imply that α + β = 2. Hence the partition (a 1,1 , a 2,2 , . . . a 1,p1 ) is either (1, 3) or (3, 3) and γ = n − 2 implies that either
Observe now that for any polynomial R for which P(R) equals (91) the derivative of R has the form R ′ = c(z−a) 2 (z−b), a, b, c ∈ C. Therefore, there exist polynomials µ, ν of degree 1 such that
Since A and B have the same set of critical values this implies in particular that if (93) holds then A = B • λ for some polynomial λ of degree 1 in contradiction with the irreducibility of the curve A(x) − B(y) = 0. On the other hand, it is easy to see that if equality (94) holds then there exist polynomials µ, ν 1 , ν 2 of degree 1 such that
Therefore, if GCD(n, m) = 2 then condition 5) holds. 
for some β 1 , β 2 ∈ C, β 1 = β 2 , and d 1 , d 2 > 1. Since the pair A, B is irreducible and g(A, B) = 0 the pair A 0 = z d1 + β 1 , B 0 = z d2 + β 2 is also irreducible and (96) Repeatedly using Theorem 3.5 and Corollary 4.1 we can find polynomials P, Q, U, V such thatÂ
and the pair U, V is irreducible. Setting
we see that equality (67) holds. Furthermore, equivalence (68) is impossible since otherwise A 1 = B 1 • µ for some polynomial µ of degree 1 and it follows from Corollary 4.5 and equalities (98) that A 0 = B 0 • ν for some polynomial ν of degree 1 in contradiction with the irreducibility of the pair A 0 , B 0 . Now using the same reasoning as in the proof of Theorem 7.2 and taking into account that the pair A 0 , B 0 is irreducible we conclude that condition 3) holds.
In the case when the special values of A and B coincide we can assume without loss of generality that Since p 1 ≥ 2 and by Corollary 8.5,a for any i, 1 < i ≤ s, and j , 1 ≤ j 1 ≤ p i , the inequality s i,j1 ≤ 0 holds it follows now from formula (76) that g(A, B) < 0. Hence, Since GCD(n, m) = 1 or 2 it follows from formula (76) that in order to finish the proof it is enough to show that S < −1. Finally, if p 1 = 2, d 1 = 2 but m ≥ (3/2)n then it follows from equality (110) that S < −1 + n(3/4d 2 − 1/4). Since d 1 = 2 implies d 2 ≥ 3 in view of (100), we conclude again that S < −1.
Therefore, the only case when the proof of the inequality S < −1 is still not finished is the one when p 1 = 2, d 1 = 2, and n ≤ m < (3/2)n. In this case apply the reasoning above to A and B switched keeping the same notation. In other words, assume that q 1 = 2, d 2 = 2, and Proof. We will use Theorem 5.1 and the first part of Theorem 1.1. First observe that the first part of Theorem 1.1 implies that if A • C = B • D is a double decomposition of a function from R 2 such that C, D are indecomposable and there exist no rational functionsÃ,B, U , deg U > 1, such that (44) holds then there exist automorphisms of the sphere µ, W and rational functionsÃ,B,C,D such that one of conclusions of Theorem 1.1 holds. Moreover, it was shown above that in cases 1)-3) and 6) the pairÃ,B is irreducible.
Observe now that in case 4) the pairÃ,B is also irreducible. Indeed, since GCD(n, m) = 1 it follows from the construction given in Subsection 2.2 that for the pair f =Ã, g =B the permutation δ i , 1 ≤ i ≤ r, corresponding to the loop around the infinity contains two cycles. Therefore, if the pairÃ,B is reducible then o(f, g) = 2 and both functions h 1 , h 2 from Theorem 2.2 have a unique pole. On the other hand, the last statement contradicts to the fact that h 1 =B • v 1 , h 2 =B • v 2 for some rational function v 1 , v 2 sinceB has two poles.
Finally, as it was observed in the end of the proof of Theorem 7.2, in case 5) the pairÃ,B is reducible whenever l > 2. Since in this caseC andD are decomposable
