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Preface
The Workshop on Complex Analysis and its Applications to Differ-
ential and Functional Equations in the honour of Ilpo Laines 70th
birthday was held in the Joensuu campus of the University of East-
ern Finland on the 3rd and the 4th of December 2012. The topic of
this meeting was chosen to align with Ilpos long standing research in-
terests. Invited speakers of the workshop were chosen amongst Ilpo’s
friends and colleagues.
The opening address of this two day meeting was given by the
rector of the University of Eastern Finland, Perttu Vartiainen. He
emphasized Ilpo’s substantial contributions to the university adminis-
tration in his speech. During his career Ilpo has performed the duties
of the vice rector, the dean and the departmental head in the Uni-
versity of Joensuu. His strong role in the university administration
encompasses almost the whole history of the University of Joensuu
from its birth to its end, as the Universities of Joensuu and Kuopio
were joined to form the University of Eastern Finland in 2010.
The first plenary talk of the workshop was given by Gary Gun-
dersen from the University of New Orleans, who described Ilpo’s sci-
entific career, and his substantial accomplishments in the fields of
complex analysis and its applications. Ilpo’s scientific interests have
been very broad, encompassing many subfields of complex analy-
sis and its applications, and also topics outside of complex analysis.
During his prolific scientific career, Ilpo has written two books about
complex differential equations, and over a hundred scientific articles.
He has directed many successful research projects, both national and
international, and he has supervised an impressive number of PhD
students, altogether 26 in total.
During the early years of his scientific career, Ilpo was conducting
research on potential theory, but relatively early on the main focus
of his research moved towards value distribution theory and its ap-
plications in complex differential equations. The famous Bank-Laine
conjecture originates from this time. According to this conjecture, at
least one the base functions in each entire solution base of the linear
differential equation f ′′ + Af = 0 has a large number of zeros in the
complex plane, provided that A is an entire function of finite non-
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integer order. The Bank-Laine conjecture has remained unsolved for
over 30 years, and it has, in its own way, guided the direction of re-
search in areas of complex differential equations. In addition to linear
differential equations, Ilpo has done substantial work on non-linear
differential equations in the complex plane, particularly on Painleve´
equations. In collaboration with Aimo Hinkkanen, Ilpo has pub-
lished many papers on the meromorphic nature and the growth of
the Painleve´ transcendents. Still as an emeritus professor, Ilpo has
expanded his research interests into a completely new area of math-
ematics, the so-called “tropical” Nevanlinna theory. Here the word
“tropical” does not refer to an application in the field of climate stud-
ies. It has been given in the honour of one of the pioneers of tropical
geometry, Brazilian mathematician Imre Simon.
In addition to mathematics, the participants had the opportunity
to enjoy crisp Finnish winter weather. At times the temperature out-
side was -20 degrees centigrade, the effect of which was emphasized
by a strong wind. The departmental car, which we used to transport
our guests between the university and the hotel, did not enjoy the
weather as much, however. Its battery gave its immediate and final
notice of resignation on the morning of the second day of the work-
shop. Despite of this, all participants managed to fight their way
through the cold and the snow to enjoy the scientific programme of
the workshop. Despite of our best efforts we could not quite make
it through the rest of the workshop without another mishap. Before
the workshop we decided to choose such a neutral and light menu for
the conference dinner, which would surely be compatible with vari-
ous world views of our guests from all around the world. We did not
achieve this goal, however. During the busy Christmas season the
restaurant had mixed up our order, and so instead of local lake fish
we got to enjoy a lovely pre-Christmas menu of oven baked pork.
Joensuu, March 21, 2014 Risto Korhonen
We acknowledge financial support from Joensuu University Foundation,
Mathematics Fund of the Finnish Academy of Science and Letters and the
Department of Physics and Mathematics of the University of Eastern Fin-
land. Their contributions made organizing this workshop possible.
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The mathematical work of Ilpo Laine
G.G. GUNDERSEN
2163 Idaho Falls Drive, Henderson, Nevada 89044, U.S.A.
ggunders@uno.edu
Dedicated to Ilpo Laine on the occasion of his 70th birthday
MSC 2010: 01A70, 30D05, 30D35, 34M05, 34M10, 39B32.
Keywords: Differential equation, functional equation, meromorphic function,
Nevanlinna theory.
1. INTRODUCTION
In this paper we discuss the outstanding mathematical research of my
long time colleague and friend, Ilpo Laine. Ilpo has done highly sig-
nificant work in several areas. While it may be difficult to list all the
areas that he has worked in, this list would certainly include com-
plex differential equations, Nevanlinna theory, Painleve´ equations,
complex functional equations, difference Nevanlinna theory, complex
difference equations, shared value problems, and tropical Nevanlinna
theory. Since space limitations make it impossible to do justice to
all his outstanding research, we will discuss selected examples of his
work in each of these areas.
In addition to his research, Ilpo has made other very important
contributions to our mathematical community, which we also discuss.
On the occasion of Ilpo’s 60th birthday, Jim Langley [40] gave
a survey of Ilpo’s outstanding achievements in complex differential
equations up to that time.
I would like to thank Janne Heittokangas, Aimo Hinkkanen, Risto
Korhonen, Ilpo Laine, Jarkko Rieppo, and Kazuya Tohge for their
valuable help with the preparation of this paper.
2. WHEN I FIRST MET ILPO
After receiving my Ph.D. from Rutgers University in 1975 (where my
thesis was not in complex analysis), I went to the University of New
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Orleans and developed an interest in shared value problems.
In this paper, a meromorphic function means meromorphic in
the whole complex plane. Two nonconstant meromorphic functions
f and g share a value c in the extended complex plane provided that
f(z) = c if and only if g(z) = c. We distinguish between a value
that is shared CM (counting multiplicities) or shared IM (ignoring
multiplicities).
My early work in complex analysis involved trying to see what
more could be said concerning the following classical four point the-
orem of Nevanlinna.
Theorem 2.1 ([42]). If f and g are distinct nonconstant meromor-
phic functions that share four values CM, then f is a Mo¨bius trans-
formation of g and two of the shared values are Picard values of f
and g.
It is known [11], [12] that in Theorem 2.1, we cannot replace
“CM” with “IM”, but that we can replace “share four values CM”
with “share two values CM and share two other values IM”. The
remaining question has been known for over thirty years and is still
unsolved.
Open question ([12]). In Theorem 2.1, can we replace “share four
values CM” with “share three values IM and share a fourth value
CM”?
This question and other shared value questions that I was working
on during that time period were becoming increasingly difficult, and
I felt that if I kept working only on these shared value questions, then
I would “paint myself into a corner” with no way out. I was looking
for a new area of research, which was also fun.
Ilpo was the first person to ask me for a reprint of my first paper
in complex analysis [11], and he knew when it was published before I
did. This was my first lesson about Ilpo. He is quick to stay current
and “ahead of the game”.
Around this time, I also started communicating with Steve Bank
at the University of Illinois. I liked the papers by Ilpo and Steve in
complex differential equations and I wanted to work in this area. In
1980, I arranged with Steve to visit the University of Illinois at the
same time that Ilpo was visiting there, so that I could work with
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The mathematical work of Ilpo Laine
them. In other words, “I invited myself”. My visit was a wonderful
experience, as the three of us got along great and I learned a lot from
them.
We worked on questions that concerned the existence of mero-
morphic solutions of the Riccati differential equation
f ′ = A(z) + f2, (2.1)
where A(z) is a meromorphic function. The next result shows that the
multiplicities of the poles of A(z) can limit how many meromorphic
solutions of (2.1) are possible.
Theorem 2.2 ([1]). If A(z) is a meromorphic function that has at
least one pole, then the following statements hold.
(a) If all the poles of A(z) are simple, then equation (2.1) can admit
at most one meromorphic solution.
(b) If A(z) has a double pole at z0 with Laurent expansion
A(z) =
β
(z − z0)2 + · · · , β = 0,
where 4β ∈ {−3,−8,−15, · · · , 1− n2, · · · }, then equation (2.1)
can admit at most two distinct meromorphic solutions.
(c) If A(z) has a pole of odd mulitplicity at least three, then equation
(2.1) does not possess a meromorphic solution.
(d) If A(z) has a pole of multiplicity at least four and if all the poles
of A(z) with multiplicity at least four have even multiplicity,
then equation (2.1) can admit at most two distinct meromorphic
solutions.
3. THE LANDMARK PAPER OF BANK-LAINE
A new era in complex differential equations began with the 1982
seminal paper [2] by Ilpo and Steve, On the oscillation theory of
f ′′ +Af = 0 where A is entire.
Consider the second order linear differential equation
f ′′ +A(z)f = 0, (3.1)
where A(z) is an entire function. It is well known that any solution
f of (3.1) is an entire function.
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Let f1 and f2 be linearly independent solutions of (3.1) and set
V = f1/f2. It is a classical result [31, p. 81] that V satisfies the
differential equation
2A(z) =
V ′′′
V ′
− 3
2
(
V ′′
V ′
)2
. (3.2)
The right side of (3.2) is the Schwarzian derivative of V .
From Abel’s identity, it follows that the Wronskian of f1 and f2
is a nonzero constant c, i.e.,
W (f1, f2) = c = 0. (3.3)
Noting that the quotient V of f1 and f2 satisfies equation (3.2),
Ilpo and Steve observed that the product of f1 and f2 also satisfies
a differential equation. Setting E = f1f2, they showed [2] that E
satisfies the differential equation
4A(z) =
(
E′
E
)2
− 2 E
′′
E
−
( c
E
)2
, (3.4)
where c is the constant in (3.3). Equation (3.4) is now appropriately
called the Bank-Laine equation. Ilpo and Steve used this equation to
prove numerous interesting results concerning the solutions of equa-
tions of the form (3.1).
For an entire function h, let λ(h) denote the exponent of con-
vergence of the sequence of zeros of h, λ(h) denote the exponent of
convergence of the sequence of distinct zeros of h, and ρ(h) denote
the order of h.
Ilpo and Steve proved the following theorem about the solutions
of equation (3.1) where A(z) is transcendental. Equation (3.4) was
used in the proofs of parts (a) and (c) of this theorem.
Theorem 3.1 ([2]). Let A(z) be a transcendental entire function.
(a) If f1 and f2 are linearly independent solutions of (3.1) where
ρ(A) is finite and not a positive integer, then
max{λ(f1),λ(f2)} ≥ ρ(A).
(b) If f is a nontrivial solution of (3.1) where λ(A) < ρ(A), then
λ(f) ≥ ρ(A).
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(c) If f1 and f2 are linearly independent solutions of (3.1) where
λ(A) < ρ(A), then
max{λ(f1),λ(f2)} ≥ ρ(A).
At that time, the results in Theorem 3.1 and some of their proofs
were novel in their nature and they were ground-breaking for much
further study.
In a subsequent paper [4], Ilpo and Steve showed that the condi-
tion λ(A) < ρ(A) in Theorem 3.1(b) can be replaced by the weaker
condition λ(A) < ρ(A), which improved parts (b) and (c) of Theorem
3.1; see Theorem 3.2(b) below.
A natural question is whether the inequality in Theorem 3.1(a)
can be improved? The following well known conjecture has been open
for over thirty years.
Bank-Laine conjecture ([2],[34]). If f1 and f2 are linearly inde-
pendent solutions of (3.1) where ρ(A) is finite and not a positive
integer, then
max{λ(f1),λ(f2)} =∞.
In the 1980s, the Bank-Laine equation (3.4), the Bank-Laine con-
jecture, and the pioneering results and techniques in their 1982 paper
[2], led to numerous investigations in complex linear differential equa-
tions. In addition to Ilpo and Steve, several authors contributed to
this series of papers, including Frank, Langley, Hellerstein, Rossi,
Shen, and others; see [31] for references. This paper [2] by Ilpo and
Steve started a “rebirth” of complex differential equations because it
motivated a lot of new activity and brought mathematicians into the
field who were working in other areas.
The Bank-Laine equation (3.4) is nonhomogeneous in E,E′, and
E′′, and it may be this “un-even” and “off-center” characteristic that
has made it so useful.
In [4], Ilpo and Steve extended their investigations from equation
(3.1) to the differential equation
f ′′ +A(z)f = 0, (3.5)
where A(z) is a meromorphic function. In contrast with equation
(3.1), a solution f of (3.5) may or may not be meromorphic.
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tion λ(A) < ρ(A) in Theorem 3.1(b) can be replaced by the weaker
condition λ(A) < ρ(A), which improved parts (b) and (c) of Theorem
3.1; see Theorem 3.2(b) below.
A natural question is whether the inequality in Theorem 3.1(a)
can be improved? The following well known conjecture has been open
for over thirty years.
Bank-Laine conjecture ([2],[34]). If f1 and f2 are linearly inde-
pendent solutions of (3.1) where ρ(A) is finite and not a positive
integer, then
max{λ(f1),λ(f2)} =∞.
In the 1980s, the Bank-Laine equation (3.4), the Bank-Laine con-
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tions. In addition to Ilpo and Steve, several authors contributed to
this series of papers, including Frank, Langley, Hellerstein, Rossi,
Shen, and others; see [31] for references. This paper [2] by Ilpo and
Steve started a “rebirth” of complex differential equations because it
motivated a lot of new activity and brought mathematicians into the
field who were working in other areas.
The Bank-Laine equation (3.4) is nonhomogeneous in E,E′, and
E′′, and it may be this “un-even” and “off-center” characteristic that
has made it so useful.
In [4], Ilpo and Steve extended their investigations from equation
(3.1) to the differential equation
f ′′ +A(z)f = 0, (3.5)
where A(z) is a meromorphic function. In contrast with equation
(3.1), a solution f of (3.5) may or may not be meromorphic.
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If an equation of the form (3.5) possesses linearly independent
meromorphic solutions f1 and f2, then [4] the product E = f1f2 of
f1 and f2 satisfies equation (3.4) in the whole complex plane, i.e.,
4A(z) =
(
E′
E
)2
− 2 E
′′
E
−
( c
E
)2
(3.6)
holds throughout the plane, where c = W (f1, f2) = 0.
Ilpo and Steve [4] gave necessary and sufficient conditions on A(z)
which guarantee that all solutions of (3.5) are meromorphic. They
accomplished this by representing A(z) in terms of the product E(z)
of two linearly independent solutions of (3.5).
In this paper we assume that the reader is familiar with the stan-
dard notation and basic results of Nevanlinna’s theory of meromor-
phic functions; see [20], [31]. For a meromorphic function h, let
λ(h),λ(h), and ρ(h) have the same definitions as given above for an
entire function h. For a meromorphic function h, it is well known
that the order ρ(h) is defined in terms of the Nevanlinna character-
istic function T (r, h).
Ilpo and Steve proved the next theorem about meromorphic so-
lutions of equations of the form (3.5) where A(z) is transcendental.
Equation (3.6) was used in the proofs of parts (a) and (c) of this
theorem.
Theorem 3.2 ([4]). Let A(z) be a transcendental meromorphic func-
tion.
(a) If f1 and f2 are linearly independent meromorphic solutions of
(3.5) where ρ(A) is finite and not a positive integer, then
max
{
λ(f1),λ(f2),λ(1/f1)
} ≥ ρ(A).
(b) If f is a nontrivial meromorphic solution of (3.5) where λ(A) <
ρ(A), then
max
{
λ(f),λ(1/f)
} ≥ ρ(A).
(c) If f1 and f2 are linearly independent meromorphic solutions of
(3.5) such that
max
{
λ(f1),λ(f2)
}
<∞,
then any nontrivial solution f of (3.5) that is not a constant
6 Reports and Studies in Forestry and Natural Sciences No 14
The mathematical work of Ilpo Laine
multiple of either f1 or f2 satisfies
max{λ(f),λ(1/f)} =∞,
unless all solutions of (3.5) are of finite order.
Theorem 3.2(a) extends Theorem 3.1(a), Theorem 3.2(b) extends
and improves parts (b) and (c) of Theorem 3.1, and Theorem 3.2(c)
yields the next result for the case when A(z) is a transcendental entire
function in (3.5).
Corollary 3.3 ([4]). Let A(z) be a transcendental entire function,
and assume that (3.1) possesses linearly independent solutions f1, f2
such that λ(f1) < ∞ and λ(f2) < ∞. Then any nontrivial solution
f of (3.1) that is not a constant multiple of either f1 or f2 satisfies
λ(f) =∞.
Theorem 3.1, Theorem 3.2, and Corollary 3.3 concern equation
(3.5) when A(z) is either a transcendental entire function or a tran-
scendental meromorphic function. Ilpo and Steve proved several re-
sults concerning the particular cases when A(z) is either a polynomial
or a rational function in (3.5); see [2], [4].
In [3] they investigated equation (3.1) when A(z) is an entire
periodic function. The next theorem is one example of their many
results of this type and equation (3.4) was used in the proof.
Theorem 3.4 ([3]). Consider equation (3.1) where A(z) is a non-
constant periodic entire function of period ω and rational in eαz,
where α = 2piiω−1. Let f be a nontrivial solution of an equation
(3.1) of this form, such that λ(f) <∞. Then the following are true.
(a) If the functions f(z) and f(z + ω) are linearly dependent, then
f(z) can be represented in the form
f(z) = P (eαz) exp
( m∑
j=q
dje
jαz + dz
)
,
where
(i) P (ξ) is a polynomial whose zeros are all simple and
nonzero,
(ii) m and q are integers with m ≥ q,
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(iii) d and dq, · · · , dm are constants, and
(iv) for some j = 0, we have dj = 0.
(b) If the functions f(z) and f(z+ω) are linearly independent, then
f(z) can be represented in the form
f(z) = P (e
α
2
z) exp
(
e
α
2
z
m∑
j=q
dje
jαz + dz
)
,
where P (ξ),m, q, d, and dq, · · · , dm satisfy the conditions (i),
(ii), (iii) in part (a), and
(iv’) dj = 0 for some j.
As an application of Theorem 3.4, Ilpo and Steve proved Theorem
3.5 below, which concerns the equation
f ′′ + e−zf ′ + Cf = 0, (3.7)
where C is a nonzero constant. Equation (3.7) has been studied by
several authors.
Theorem 3.5 ([3]). If equation (3.7) possesses a solution f satis-
fying λ(f) <∞, then C = −n2 for some positive integer n, and f(z)
is either a polynomial in ez of degree n, or f(z) is of the form
f(z) = ezQ(ez) exp(e−z),
where Q(ξ) is a polynomial of degree n− 1.
Conversely, for each positive integer n, equation (3.7) with C =
−n2 possesses solutions of the above two forms.
The proof of Theorem 3.5 produces examples of Theorem 3.4.
The paper [3] contains more examples of Theorem 3.4 plus further
applications of Theorem 3.4 and equation (3.4). Regarding [3], see
also the paper by Bank, Laine, and Langley [5].
Steve Bank did not like to travel from his home in Illinois, but
for some unknown reason, Albert Edrei convinced him to come to
the University of Syracuse in New York, to give a talk about his
work with Ilpo. When he gave the talk, Steve introduced equation
(3.4) to the audience and said: “Ever since Ilpo and I discovered this
equation, business has been good”.
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The above theorems are a small sample of the large collection of
important results by Ilpo and Steve in that era. In his excellent book,
Nevanlinna Theory and Complex Differential Equations [31], which
was published in 1993, Ilpo compiled many important results by Ilpo,
Steve, and other authors during the ten years that followed [2].
In summary, the 1982 landmark paper [2] by Ilpo and Steve ig-
nited a lot of activity in several directions.
4. MALMQUIST TYPE THEOREMS
Malmquist proved the following classical theorem about a hundred
years ago.
Theorem 4.1 ([41]). Consider a differential equation of the form
f ′ = R(z, f), (4.1)
where R(z, f) is a rational function in both z and f , and is irreducible
in f . If (4.1) admits a transcendental meromorphic solution, then
R(z, f) must be a polynomial in f of degree at most two.
Yosida [50] generalized Theorem 4.1 by replacing f ′ in (4.1) with
(f ′)m and obtaining the conclusion thatR(z, w) must be a polynomial
in f of degree at most 2m. Laine [30] and Gackstatter and Laine [7]
greatly extended this classical Malmquist-Yosida theorem.
In Ilpo’s first published paper on complex differential equations
[30], he introduced the following very useful definitions. A meromor-
phic function f is said to be admissible with respect to a collection
{aj(z)} of meromorphic functions provided that
T (r, aj) = S(r, f) (4.2)
for each aj(z). Extending this definition to differential equations, a
meromorphic solution f of a differential equation with meromorphic
coefficients is said to be an admissible solution provided that (4.2)
holds for every coefficient aj(z) in the differential equation. Thus,
the coefficients aj(z) are small functions with respect to f , just as
rational functions are small functions with respect to a transcendental
meromorphic solution in the Malmquist-Yosida theorem.
Yosida’s extension of Malmquist’s theorem leads to the concept
of weight, which we define now. Consider an algebraic differential
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equation of the form
P (z, f, f ′, · · · , f (n)) = R(z, f), (4.3)
where R(z, f) is rational and irreducible in f with meromorphic co-
efficients, and
P (z, f, f ′, · · · , f (n)) =
∑
α∈I
aα(z)f
kα,0(f ′)kα,1 · · · (f (n))kα,n (4.4)
is a polynomial in f, f ′, · · · , f (n) with meromorphic coeficients aα(z).
The weight ∆ of (4.4) is defined by
∆ = max
α∈I
{kα,0 + 2kα,1 + · · ·+ (n+ 1)kα,n}.
Gackstatter and Laine proved the following result.
Theorem 4.2 ([7]). If a differential equation of the form (4.3)
admits an admissible meromorphic solution, then R(z, f) must be
a polynomial in f of degree at most ∆, where ∆ is the weight of
P (z, f, f ′, · · · , f (n)).
This impressive theorem is a natural generalization of the classi-
cal Malmquist-Yosida theorem. Examples show that Theorem 4.2 is
sharp. The papers [7] and [30] contain other important results.
5. ALGEBRAIC DIFFERENTIAL EQUATIONS
In a casual conversation with Ilpo in 1980, I mentioned that I was
hoping to obtain a sabbatical leave in three years. I did not think
anymore about that conversation, but when I received the sabbatical
approval in 1983, Ilpo immediately wrote and said that he could ob-
tain funding for me to come to Finland during my sabbatical. Almost
no time had passed between my receipt of the sabbatical approval let-
ter and Ilpo’s letter offering me this wonderful invitation. Of course
I said yes and had a great experience in Finland.
This taught me that nothing is casual conversation to Ilpo. He
remembers anything of interest and does not forget it. Since he has
visited the University of Illinois many times, some professors there got
to know him, and one of them said this: “Ilpo observes everything.
He knows what everybody is doing or not doing. It is like he has eyes
behind his head”.
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On my sabbatical, Ilpo and I began investigating meromorphic
solutions of algebraic differential equations of the form
f ′ =
∑n
k=0Ak(z)f
k∑m
k=0Bk(z)f
k
, (5.1)
where each Ak(z), Bk(z) is a meromorphic function (An(z) ≡ 0,
Bm(z) ≡ 0), and the right side of (5.1) is irreducible in f .
Theorem 4.1 shows that if f is a meromorphic solution of an
equation of the form (5.1) with rational function coefficients Ak(z),
Bk(z), where the right side of (5.1) is not a polynomial in f of degree
at most two, then f must be a rational function. Thus, the meromor-
phic solution and the coefficients belong to the same class (rational
functions).
The following question originated from a question of Einar Hille.
Question 5.1 ([17]). If f is a meromorphic solution of an equation
of the form (5.1) where the right side of (5.1) is not a polynomial in
f of degree at most two, then does f belong to the same class or a
similar class of functions as the coefficients Ak(z), Bk(z)?
Question 5.1 can be asked about particular cases of equation (5.1),
such as for the equation
f ′ = R(ez, f) (5.2)
where R(ez, f) is a rational function in both ez and f , and is irre-
ducible in f . Gundersen and Laine [17] and Rieppo [44] showed that
all meromorphic solutions of certain equations of the form (5.2) are
algebraic functions of ez.
In Question 5.1, we have the freedom to choose what a similar
class of functions means. For instance, the next question is slightly
more general than a question that was posed in [17].
Question 5.2. If f is a meromorphic solution of an equation of the
form (5.2) where the right side of (5.2) is not a polynomial in f of
degree at most two, then does there exist a constant c such that f is
a rational function of ecz with small coefficients with respect to ez?
In [17], Ilpo and I continued to work on the Riccati differential
equation
f ′ = A(z) + f2, (5.3)
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where A(z) is a meromorphic function.
Theorem 5.3 ([17]). If A(z) is a transcendental meromorphic func-
tion of finite order such that δ(A,∞) > 0, then (5.3) can admit at
most two distinct meromorphic solutions of finite order.
The following example shows that the phrase “at most two” in
Theorem 5.3 is best possible.
Example 5.4 ([1]). The Riccati equation
f ′ = −1
4
− e
2z
4
+ f2
possesses the meromorphic solutions f1(z) = (1 + e
z)/2, f2(z) =
(1− ez)/2 and
f(z) =
1 + ez
2
− e
z
1 + C exp(−ez) , C ∈ C.
Also, we cannot delete the condition “δ(A,∞) > 0” in Theo-
rem 5.3; see [1, Example 5.4]. Theorem 5.3 is a corollary of a general
result [17, Theorem 5] which includes the case when A(z) has infinite
order. This general result shows that equation (5.3) where A(z) is
a transcendental meromorphic function such that δ(A,∞) > 0, can
admit at most two distinct meromorphic solutions f that satisfy
T (r, f) = o(1) exp
{
(T (r, A))1−ε
}
as r →∞ outside a possible exceptional set of finite linear measure.
Ilpo and I particularly studied differential equations of the form
(5.1) where the right side is a polynomial in f . An example of one of
our results is the following.
Theorem 5.5 ([17]). A differential equation of the form
f ′ =
n∑
k=0
Ek(z)f
k,
where n ≥ 2 and each Ek(z) is an entire function (En(z) ≡ 0), can
admit at most n distinct entire solutions.
For other results of this type, see [14], [17], [18].
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During our research collaborations, Ilpo visited me in New Or-
leans. When he returned to Finland after his first visit, his colleagues
asked him what New Orleans was like. After telling them about the
city, Ilpo described the weather in New Orleans as like being in a
“badly-heated sauna”. I lived in New Orleans for thirty-one years
and I can say that this is the most accurate description I ever heard.
Ilpo has a way with words.
6. A DE WITH POLYNOMIAL COEFFICIENTS
Ilpo and I specifically considered differential equations of the form
f ′ = P0(z) + P1(z)f + · · · + Pn(z)fn, n ≥ 3, (6.1)
where each Pk(z) is a polynomial (Pn(z) ≡ 0). Since n ≥ 3, it follows
from Theorem 4.1 that any meromorphic solution of (6.1) must be
a rational function. It is known [17] that equation (6.1) can possess
at most a finite number of distinct meromorphic (rational) solutions.
Neither of these properties hold for (6.1) when n = 2; for example, if
c ∈ C, then f(z) = tan(z+c) satisfies the Riccati equation f ′ = 1+f2.
The next example originated with Gao.
Example 6.1 ([8], [9], [13], [18]). The equation
f ′ = −1 + 3zf − 3z2f2 + (z3 − z)f3 (6.2)
possesses the five rational solutions
f1(z) =
1
z
, f2(z) =
1
z − 1 , f3(z) =
1
z + 1
,
f4(z) =
z
z2 − 1 , f5(z) =
z2 + 1
z3 − z .
Moreover, these are the only meromorphic solutions of (6.2). Note
that f4 and f5 are linear combinations of f1, f2, f3.
Ilpo and I [18] gave upper bounds for the maximum number M of
distinct meromorphic solutions of (6.1) and for the maximum num-
ber L of linearly independent meromorphic solutions of (6.1). From
observation of some particular results and examples, we asked the fol-
lowing question [18]: Does L depend only on the number of distinct
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zeros of Pn(z) in (6.1)? The next theorem shows that the answer is
yes.
In the rest of this section, we let d denote the number of distinct
zeros of Pn(z) in (6.1).
Theorem 6.2 ([14]). Equation (6.1) can possess at most L linearly
independent meromorphic solutions, where L satisfies the following:
(a) L ≤ 2 if 0 ≤ d ≤ 1;
(b) L ≤ 3 if d = 2;
(c) L ≤ d2 − d+ 2 if d ≥ 3.
Examples [14] show that parts (a) and (b) in Theorem 6.2 are
both sharp.
Question 6.3. In Theorem 6.2(c), can d2 − d + 2 be replaced by a
lower number?
The next result gives an upper bound for M .
Theorem 6.4 ([14]). Equation (6.1) can possess at mostM distinct
meromorphic solutions, where
M ≤ 1 + (n− 1)(d2 − d+ 1). (6.3)
Examples [14] show that (6.3) is sharp when 0 ≤ d ≤ 1.
Question 6.5. Can (6.3) be improved when d ≥ 2?
A key role in the proofs of Theorems 6.2 and 6.4 is a polynomial
analogue of the well-known abc conjecture from number theory; see
[14], [15].
7. PAINLEVE´ EQUATIONS
Originating from an old question of Picard, the six Painleve´ differ-
ential equations are prototypes of certain second order differential
equations that do not have movable singularities. These equations
have been investigated for over a hundred years and have applications
in physics. More recently, Laine, Hinkkanen, Shimomura, Steinmetz,
and others have greatly contributed to this active field of research.
Hinkkanen and Laine gave a rigorous proof of the following result.
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Theorem 7.1 ([25]). All solutions f of the first Painleve´ equation
f ′′ = 6f2 + z, (7.1)
and all solutions f of the second Painleve´ equation
f ′′ = 2f3 + zf + α, α ∈ C, (7.2)
are meromorphic functions.
Hinkkanen and Laine [26], [27] also showed that all solutions of
a modified third Painleve´ equation and all solutions of a modified
fifth Painleve´ equation are meromorphic functions. Steinmetz [48]
showed that all solutions of the fourth Painleve´ equation (7.3) are
meromorphic. For the meromorphic nature of the solutions of the
sixth Painleve´ equation, see Hinkkanen and Laine [28]. Other proofs
of these results were given by Okamoto and Takano [43], Shimomura
[45], and Steinmetz [48].
Although there were earlier proofs concerning the meromorphic
nature of the solutions of the Painleve´ equations, there were questions
and problems concerning these previous proofs. Hinkkanen and Laine
[25] explain in detail why new proofs were needed and also provide a
helpful historical background.
Once the meromorphic nature of the solutions was rigorously set-
tled, the attention naturally turned to the properties of the meromor-
phic solutions, namely the growth and value distribution. Hinkkanen
and Laine, Shimomura, and Steinmetz proved the following two re-
sults by three different methods.
Theorem 7.2 ([29], [46], [49]). The solutions f of the second
Painleve´ equation (7.2) are either rational functions or have order
ρ(f) satisfying 3/2 ≤ ρ(f) ≤ 3.
Theorem 7.3 ([29], [46], [49]). The solutions f of the fourth
Painleve´ equation
f ′′ =
(f ′)2
2f
+
3
2
f3 + 4zf2 + 2(z2 − α)f + β
f
, α,β ∈ C, (7.3)
are either rational functions or have order ρ(f) satisfying
2 ≤ ρ(f) ≤ 4.
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Hinkkanen and Laine have recently found the following improve-
ments of Theorems 7.2 and 7.3, which they will discuss in forthcoming
papers.
Theorem 7.4. The solutions f of the second Painleve´ equation
(7.2) are either rational functions or have order ρ(f) satisfying either
ρ(f) = 3/2 or ρ(f) = 3.
Theorem 7.5. The solutions f of the fourth Painleve´ equation
(7.3) are either rational functions or have order ρ(f) satisfying either
ρ(f) = 2 or ρ(f) = 4.
For more results, references, and history concerning the Painleve´
equations, see the above papers, the book [10] Painleve´ Differential
Equations in the Complex Plane by Gromak, Laine, and Shimomura,
and pages 334–342 in Laine’s comprehensive survey article [32] ti-
tled Complex differential equations in the Handbook of Differential
Equations.
Obviously, Ilpo has done and is continuing to do a lot of outstand-
ing work on Painleve´ equations.
8. COMPLEX FUNCTIONAL EQUATIONS
In Oberwolfach in 1999, Ilpo asked me if I had ever worked on ques-
tions regarding meromorphic solutions of functional equations of the
form
f(cz) =
∑n
k=0 ak(z)f
k∑m
k=0 bk(z)f
k
, (8.1)
where each ak(z), bk(z) is a meromorphic function (an(z) ≡ 0,
bm(z) ≡ 0), c = 0 is a constant, and the right side of (8.1) is irre-
ducible in f? Equation (8.1) is a general form of the classical Schro¨der
equation. Although I had never worked on questions of this kind, it
looked interesting, as the right side of (8.1) has the same form as the
differential equation (5.1) that he and I investigated earlier.
I admire Ilpo for having no fear to start new topics because I
sometimes have been resistant to working on something new. When
I had a joint paper with Janne Heittokangas and Igor Chyzhykov on
the unit disk, I commented to Janne that I never thought I would
have a paper on the unit disk. Janne quickly replied that this would
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be “my first annual paper on the unit disk”. Those kind words turned
out to be highly optimistic because it has been my only paper on the
unit disk. But Ilpo does not hestitate to try something new and is
even eager and enthusiastic about it. His attitude appears to be:
“Jump right in, the water is fine”.
Gundersen, Heittokangas, Laine, Rieppo, and D. Yang [16] proved
several results concerning meromorphic solutions of (8.1). In (8.1),
set
Φ(r) = max
i,j
{T (r, ai), T (r, bj)} and d = max{n,m},
where we assume that d ≥ 1.
Theorem 8.1 ([16]). Suppose that f is a transcendental meromor-
phic solution of (8.1) with |c| > 1, where Φ(r) = S(r, f). Then
ρ(f) =
log d
log |c| .
Example 8.2 ([16]). The function f(z) = cos(z2) satisfies
f(2z) = 1− 8(f(z))2 + 8(f(z))4,
where ρ(f) = 2, d = 4, c = 2, and ρ(f) = (log d)/(log |c|).
Example 8.2 illustrates Theorem 8.1. The Weirstrass P-function
gives an example of Theorem 8.1 with a nontrivial denominator on
the right side of equation (8.1); see [16, p. 118].
Theorem 8.3 ([16]). Suppose that f is a meromorphic solution of
(8.1) with |c| > 1. If ρ = maxi,j{ρ(ai), ρ(bj)}, then
ρ(f) ≤ max
{
ρ,
log d
log |c|
}
.
For more results on equation (8.1) as well as related work of Ilpo
on functional equations, see [13], [16], [24]. For instance, in [24],
Heittokangas, Laine, Rieppo, and Yang investigated meromorphic
solutions of functional equations of the form
n∑
j=0
aj(z)f(c
jz) = Q(z),
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where c is a nonzero constant, n is a positive integer, and the functions
a0, a1, · · · an, Q are meromorphic.
9. DIFFERENCE NEVANLINNA THEORY
Laine and C. C. Yang proved difference versions of the classical
Tumura-Clunie type theorems.
A differential polynomial P (z, f) is a polynomial in f and all
its derivatives with small coefficients a(z) with respect to f , i.e.,
each coefficient a(z) is a meromorphic function satisfying T (r, a(z)) =
S(r, f). The degree of P (z, f) is the total degree in f and all its
derivatives.
The next result is often called the Clunie lemma.
Theorem 9.1 ([6], [20, p. 68]). Let f be a transcendental mero-
morphic function satisfying
fnP (z, f) = Q(z, f),
where P (z, f) and Q(z, f) are differential polynomials in f . If the
degree of Q(z, f) is at most n, then
m(r, P (z, f)) = S(r, f).
Theorem 9.1 has had numerous applications to value distribu-
tion theory and complex differential equations. Laine and Yang [36]
obtained difference and q-difference counterparts of the Clunie and
Mohon’ko lemmas.
A difference polynomial U(z, f) is a finite sum of difference prod-
ucts ; specifically, U(z, f) is an expression of the form
U(z, f) =
∑
{J}
αJ(z)

∏
j∈J
(f(z + cj))
kj

 , (9.1)
where for each J , αJ(z) is a meromorphic function, {cj} is a set
of distinct complex numbers, and {kj} is a set of positive integers.
Assume that the coefficients {αJ(z)} in (9.1) are small functions with
respect to f , that is, each αJ(z) satisfies T (r,αJ) = S(r, f). A shift
of f(z) is f(z + c) for some nonzero constant c.
Laine and Yang proved the following result.
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Theorem 9.2 ([36]). Let f be a transcendental meromorphic solu-
tion of finite order ρ of a difference equation of the form
U(z, f)P (z, f) = Q(z, f),
where U(z, f), P (z, f), and Q(z, f) are difference polynomials such
that the total degree degU(z, f) = n in f(z) and its shifts, and
degQ(z, f) ≤ n. Moreover, suppose that U(z, f) contains only one
term of maximal total degree in f(z) and its shifts. Then for each
ε > 0,
m(r, P (z, f)) = O(rρ−1+ε) + S(r, f),
possibly outside an exceptional set of finite logarithmic measure.
Laine and Yang [36] also found an analogue of Theorem 9.2 for
q-difference polynomials, which are defined as follows. For a constant
q satisfying q = 0, 1, a q-difference polynomial in f is a polynomial
in f(z) and finitely many of its q-shifts f(qz), · · · , f(qnz) with mero-
morphic coefficients whose Nevanlinna characteristic functions are
o(T (r, f)) on a set of logarithmic density 1.
In continuing their study, they [37] showed that additional as-
sumptions are needed to extend the classical theorems of Tumura-
Clunie type to difference polynomials. Concerning the value distri-
bution of difference products, they proved the next result.
Theorem 9.3 ([37]). Let f(z) be a transcendental entire function
of finite order, and c be a nonzero constant. Then for n ≥ 2, the
function
(f(z))nf(z + c)
assumes every nonzero value a ∈ C infinitely often.
For other results of the type in this section, see [33], [36], [37].
10. COMPLEX DIFFERENCE EQUATIONS
Laine and Yang investigated particular difference equations and diffe-
rential-difference equations. The next two theorems concern entire
solutions of finite order of specific nonlinear difference equations.
Theorem 10.1 ([39]). Consider a nonlinear difference equation of
the form
(f(z))3 + q(z)f(z + 1) = c sin bz, (10.1)
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where q(z) is a polynomial and b, c ∈ C are nonzero constants.
(i) If q(z) is a nonconstant polynomial, then equation (10.1) does
not admit an entire solution of finite order.
(ii) If q(z) ≡ q is a nonzero constant, then equation (10.1) pos-
sessess three distinct entire solutions of finite order, provided
that b = 3pin and 4q3 = (−1)n+127c2 for some integer n = 0.
Example 10.2 ([39]). An example of the exceptional case in Theorem
10.1(ii) is the difference equation
(f(z))3 +
3
4
f(z + 1) = −1
4
sin 3piz,
which is satisfied by the three functions f1(z) = sinpiz,
f2(z) = −1
2
sinpiz +
√
3
2
cospiz, f3(z) = −1
2
sinpiz −
√
3
2
cospiz.
Theorem 10.3 ([39]). If p and q are polynomials, then the non-
linear difference equation
(f(z))2 + q(z)f(z + 1) = p(z)
does not admit a transcendental entire solution of finite order.
To state the next result, we need a definition. A differential-
difference polynomial Q(z, f) in f is a finite sum of products of f(z),
its derivatives, and its shifts f(z + c), where the coefficients of these
products are meromorphic functions which are small functions with
respect to f .
Laine and Yang proved the following result about transcendental
entire solutions of finite order of certain differential-difference equa-
tions.
Theorem 10.4 ([39]). Let n ≥ 4 be an integer, Q(z, f) be a lin-
ear differential-difference polynomial in f , and h be a meromorphic
function of finite order, where h and Q(z, f) do not vanish identically.
Then the differential-difference equation
(f(z))n +Q(z, f) = h(z)
can admit at most one transcendental entire solution f of finite order
such that all the coefficients of Q(z, f) are small functions with respect
to f . If such a solution f exists, then ρ(f) = ρ(h).
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Recalling Ilpo’s definition of admissible in Section 4, we see in
Theorem 10.4 that the phrase “the coefficients of Q(z, f) are small
functions with respect to f” is the same as saying that “f is admissible
with respect to the coefficients of Q(z, f)”.
For more results on particular difference equations and differen-
tial-difference equations, see [22], [39].
11. SHARED VALUE RESULTS
We give examples of Ilpo’s work on shared value problems, which
involve meromorphic functions that share values with their shifts.
Recall the definitions of shared value CM and shared value IM in
Section 2. Heittokangas, Korhonen, Laine, Rieppo, and Zhang proved
the next three theorems.
Theorem 11.1 ([23]). Let f be a nonconstant meromorphic func-
tion satisfying ρ(f) < 2. If for some nonzero constant c, the functions
f(z) and f(z + c) share the values a ∈ C and ∞ CM, then for some
constant τ ,
f(z + c)− a
f(z)− a ≡ τ.
Example 11.2 ([23]). The inequality ρ(f) < 2 in Theorem 11.1 is
best possible because the function f(z) = ez
2
+ 1 has the property
that for any nonzero constant c, the functions f(z) and f(z+c) share
the values 1 and ∞ CM, and yet
f(z + c)− 1
f(z)− 1 = e
2cz+c2 = constant.
In order to state the next theorem, we need some definitions. For
a nonconstant meromorphic function f , let S(f) denote the set of
meromorphic functions a(z) such that
T (r, a) = o(T (r, f))
as r → ∞ outside a possible exceptional set of finite logarithmic
measure. Set
Ŝ(f) = S(f) ∪ {∞}.
The definitions of two nonconstant meromorphic functions f and
g sharing a meromorphic function a(z) CM or IM are completely
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analogous to f and g sharing a value a CM or IM.
Theorem 11.3 ([23]). Let f be a nonconstant meromorphic func-
tion of finite order, c be a nonzero constant, and a1(z), a2(z), a3(z) ∈
Ŝ(f) be three periodic functions with period c. If f(z) and f(z + c)
share a1(z), a2(z) CM and share a3(z) IM, then f(z) ≡ f(z + c).
The following example shows that the condition that f is of finite
order in Theorem 11.3 cannot be dropped.
Example 11.4 ([21]). Let c be a nonzero constant and set
f(z) = exp
{
sin
(piz
c
)}
.
Then the functions f(z) and f(z + c) share 0, 1,∞ CM, and yet
f(z) ≡ f(z + c).
The next theorem is a new way to characterize elliptic functions.
Theorem 11.5 ([23]). Let f be a nonconstant meromorphic func-
tion, let c1, c2 ∈ C be linearly independent over the real numbers, and
let a1, a2, a3 ∈ Ĉ be three values. If f(z), f(z + c1), and f(z + c2)
share a1, a2 CM and share a3 IM, then f(z) is an elliptic function
with periods c1 and c2.
For other shared value results concerning a meromorphic function
f(z) and its shifts f(z + c), plus related results, see [21], [23].
12. TROPICAL NEVANLINNA THEORY
Laine and Tohge have a recent important paper [35] on tropical
Nevanlinna theory, which is a value distribution theory of tropical
meromorphic functions, which are real valued continuous piecewise
linear functions of a real variable with arbitrary real slopes. This is
similar to how meromorphic functions are described in the classical
Nevanlinna theory. These tropical meromorphic functions generalize
those used by Halburd and Southall [19] and Laine and Yang [38] in
which the one-sided derivatives were required to be integers. This
subject has origins in optimization theory. A general background on
tropical mathematics can be found in [47].
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Halburd and Southall [19] introduced the tropical Nevanlinna the-
ory by defining tropical versions of the Nevanlinna functions and by
proving tropical versions of the first fundamental theorem and the
lemma of the logarithmic derivative. Laine and Tohge [35] gave a
recent completion of this theory by showing that the earlier results
[19], [38] also hold with aribitrary real slopes in place of the restricted
integer slopes and by proving a tropical version of the second funda-
mental theorem.
Laine and Tohge [35] also gave an analysis of tropical periodic
functions and tropical hyper-exponential functions, which both have
an extremal behavior with respect to their tropical second fundamen-
tal theorem. Further, they gave applications of their results to some
ultra-discrete equations of the first and second order, and explicitly
express the solutions of these equations in terms of tropical periodic
functions and tropical hyper-exponential functions, respectively.
13. SERVICE TO THE MATHEMATICAL COMMUNITY
Ilpo’s abundant research articles, expository books, comprehensive
surveys, editorial service for journals, etc., are an enormous contri-
bution to mathematicians. In addition, he has greatly contributed to
our mathematical community in two other ways.
First, Ilpo has been continuously successful in bringing mathe-
maticians together for research collaborations of mutual interest. He
has frequently organized both large mathematics meetings as well as
smaller groups of mathematicians, in order to bring people together
for joint research. And he has been consistently successful in obtain-
ing funding to help make these collaborations happen.
Second, Ilpo has guided numerous young people through their first
experiences in doing research. He has been the supervisor of twenty-
six Ph.D. students. In addition to guiding these young people when
they were graduate students, he has been doing research with several
of them during their careers.
14. CLOSING REMARKS
Sections 2-12 contain a small sample of Ilpo’s extensive collection of
research results. He continues to be very active in research and is as
innovative as ever.
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Preparing this paper gave me an opportunity to again look at
Ilpo’s career and all his outstanding accomplishments. He has done
highly significant research in many areas, has written very important
expository books and articles, has brought countless mathematicians
together for successful joint research, has guided numerous young
people, etc. It can be added that he accomplished many of these
achievements when he held high level administrative positions, which
is a testament to his extraordinary time-management skills.
I would like to close by saying that I am happy to have had
this opportunity to discuss the remarkable career of my long time
colleague and friend, Ilpo Laine.
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1. COMPLEX-CONJUGATE SURFACES: DEFINITIONS
AND ARGUMENT VARIATION PRINCIPLE.
1.1. Idea of complex conjugacy.
First we present the key idea a bit qualitatively.
Let M be an enough smooth surface in R3, G(M) be spherical
(Gaussian) image ofM , f be a meromorphic functions in a given sim-
ply connected domain D. Consider the class of those M for which
The work was partly supported by Marie Curie (IIF) award.
Reports and Studies in Forestry and Natural Sciences No 14 27
Idea of complex conjugacy and counter-
parts of some complex analytic principles
in differential geometry
G. BARSEGIAN
Institute of Mathematics,
The National Academy of Sciences of Armenia, Republic of Armenia
Department of Mathematics, University College London, UK
barseg@instmath.sci.am, g.barsegian@ucl.ac.uk
Dedicated to Professor Ilpo Laine’s seventieth birthday
Abstract. Complex conjugate surfaces are introduced, which widely
generalize minimal ones. Qualitatively speaking, they are those sur-
faces whose spherical (Gaussian) image is a Riemann surface.
Some counterparts of the classical in complex analysis results,
among which argument variation principle and fundamental theorems
of Nevanlinna, are established for complex conjugate surfaces.
Similar applications of the complex analysis may touch different
fields in differential geometry since any “usual” surface can be de-
composed onto some parts which either are complex conjugate or are
singular in certain sense.
MSC 2010: 49Q05, 53A30, 53C99, 30D30, 30D35, 30F99.
Keywords: Ahlfors theory, geometric deficiencies, global differential geometry,
meromorphic functions, minimal surfaces, Nevanlinna theory.
1. COMPLEX-CONJUGATE SURFACES: DEFINITIONS
AND ARGUMENT VARIATION PRINCIPLE.
1.1. Idea of complex conjugacy.
First we present the key idea a bit qualitatively.
Let M be an enough smooth surface in R3, G(M) be spherical
(Gaussian) image ofM , f be a meromorphic functions in a given sim-
ply connected domain D. Consider the class of those M for which
The work was partly supported by Marie Curie (IIF) award.
Reports and Studies in Forestry and Natural Sciences No 14 27
G. Barsegian
there is an f such that G(M) coincides with the image f(D) con-
sidered on the sphere. It is easy to show that the class of similar
surfaces is incomparably larger than the class of minimal surfaces,
see section 3.
From similar complex conjugate surfaces we have, clearly, the fol-
lowing
Proposition 1.1. Any result in complex analysis dealing merely with
the mentioned image w(D) will have its counterpart for the surface
M which can be written in purely differential geometric terms, i.e. in
terms of M .
Thus this simple idea of conjugacy between M and w(z) estab-
lishes a bridge between large classes of surfaces and complex functions
and, respectively, permits to transfer corresponding results from com-
plex analysis into differential geometry and vice versa.
Whether this idea was utilized by others remains unknown form
me. In our case the idea arose as follows. In 1970s I studied mero-
morphic functions and has obtained an omitting version of the first
fundamental theorem in Ahlfors theory, see my paper [2]. The result
related to the image of w(D) merely. This permitted to apply the
above proposition to minimal surfaces and to get easily (just one and
half pages) some analogs for the minimal surfaces of the first and sec-
ond fundamental theorems of Nevanlinna value distribution theory.
In that time I knew (from Math Review) that there is a Nevanlinna
type theory for minimal surfaces created shortly before by E. F. Beck-
enbach and his coauthors, see for instance [6] and [7]. I was not able
to get related papers in that time and thought that my results give
just another version of the Beckenbach’s theory which likely is sim-
pler (since it was very short). Nobody noticed these results in [2]
(published in an Armenian journal). On the other hand I passed to
other problems and forgot this subject till recently when I noticed
that Beckenbach’s version and the versions in [2] are of essentially
different nature and even deal with different definitions of the main
concepts.
In this paper we revisit this subject, enlarge and complement the
old idea and approach in [2]2.
2Some related to this approach problems were posed in my open problem col-
lection, [4], field 18.
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1.2. Definitions and discussions.
LetM ∈ C3 be a surface in R3 with the coordinates (X,Y, Z). Denote
by G(M) the spherical (Gaussian) image of M on the sphere (having
radius 1), with the north pole (0, 0, 1) and the south pole (0, 0,−1),
[8]. Let s be the Riemann sphere (having radius 1/2) with the north
pole (0, 0, 1) and the south pole (0, 0, 0). The plane Z = 0, (which
is the tangentential plane to this sphere at the south pole (0, 0, 0))
we will consider as a complex plane w := u + iv. By parallel and
homothetic translation of G(M) we get the set gs(M) on the Riemann
sphere. Projecting now stereographically each point of gs(M) onto
the complex w-plane we obtain a set gw(M) over the complex plane
3
w. The set gw(M) we will refer as Gaussian trace of M and the
set ∂gw(M) (∂ means clearly boundary) as Gaussian trace of the
boundary ∂M . Notice that both these sets are fully determined by
M , see figures 1 and 2 at the end of this paper.
Definition 1.1. Assume that for a given point m ∈M its image on
the complex w-plane coincides with a complex point a ∈ C¯. We will
call similar points a-points of M .
Naturally for all a-points ofM there is one points on the Riemann
sphere s which is the single image on s of all these points. The unit
normal to this point on s we call a-normal and denote by a¯. (In other
words all unit normals at all a-points ofM are parallel). Clearly here
∞-points (poles) are those points of M , where the unit normal, that
is ∞¯, directs as Z-axis and 0-points (zeros) are those those points on
M , where the unit normal, that is 0¯, directs inversely.
Since we may have, obviously, more than one (or even infinitely
many) a-points of the surfaceM the sets gs(M) and gw(M) are “many
sheeted” objects, where the image of each point occur as many time
as many time occur a-points on M .
We are interested now with the case when this many sheeted
object is a Riemann surface.
Denote Dr := {z : |z| < r} and D¯r := Dr ∪ ∂Dr.
Definition 1.2. The surface M ∈ C3 we will refer as complex-
conjugate surface (or c-c surface) if gw(M) is a finite Riemann surface
3The straight line passing trough the north pole and a given point on the sphere
s intersects the complex plane at a point which we call stereographic projections
of this point on the sphere.
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of a function z(w), where z(w) is the inverse function of a meromor-
phic function w(z) in D¯1.
Comment 1.1: nature of the class and its generality.
Notice that the restriction we posed on M is of some metric-topolog-
ical nature and this restriction relates to the spherical image of M
merely. We show now (a bit qualitatively) that the complex conju-
gacy relates to large classes of surfaces. We assume below that all
concepts we deal with below are defined and are as smooth as we
need. Let
M∗(D) := (X(x, y), Y (x, y), Z(x, y))
be a parameterized surface with (x, y) belong to a simply connected
domain D, whose spherical image is has an analytic boundary of
finite length. Denote by K Gaussian curvature of M and assume
that |K| > 0 at any point of M . Then the Gaussian trace of M
(see [8], p.20) is an open set. Notice that the map f(z) : D →
gf (M
∗(D)) can be considered as a complex function. Assume that in
a simply connected neighborhood d of a given point z0 this functions
has has strictly positive Jacobian, that is J(z) > 0. Then it is locally
quasiconformal and, consequently (see [[9]) can be represented as
ϕ(ψ), where ϕ is homeomorphic and ψ is analytic. Consequently
gf (M
∗(d)) is a Riemann surface and the set the Gaussian trace of M
(which coincides with gf (M
∗(D))) is also a Riemann surface (since it
is composed of the sets of the type gf (M
∗(d)). This Riemann surface
is finite (since it has an analytic boundary) so that there exists a
meromorphic function w(z) in D1 mapping D1 on this surface, see,
[10], chap. 1, § 2, item 7. Consequently we deal with c-c surfaces
when KJ > 0. In the light of this we may consider any surface as
singular if KJ = 0: indeed K = 0 means singularity of the surface
and J = 0 means singularity of the complex map. Now we can say
that any non-singular surface is a c-c surface. Thus idea of complex-
conjugacy relates to large classes of surfaces.
Comment 1.2: connections with minimal surfaces.
Notice that the function f(z) does not determine M , in general case,
local behavior of M at any inner (and also at any boundary) point of
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the surface M . The particular case when the local behavior of M is
determined by the function f(z) is of special interest since this case
includes as a very particular case the class of minimal surfaces, see
below section 3.
1.3. Argument variation principle for conjugate surfaces.
Denoting by Φ the map M → gw(M) we can define multiplicity of
points on M . We say that a given point m of a c-c surface M (with
the corresponding meromorphic function w(z)) is of multiplicity k if
Φ(M(m)) is k-fold algebraic branch point of gw(M). Equivalently we
can define also the multiplicity as follows. We say that a given point
m of a c-c surface M is of multiplicity k if for any simply connected
neighborhood κ(m) of m tending to m the curve Φ(∂κ(m)) run k
times around the point4 Φ(M(m)).
Denote by n(a,M) the number of a-points of M with counting
multiplicities, i.e. each a-point of M counted k times, where k is the
multiplicity of this a-point.
Define now for the surface M the following magnitude5
µM (a) := Varτ∈∂M arg(Φ(τ)− a)
which geometrically reflects the number of rotations of the normal to
the point on ∂M around a-normal, see figure 4.
Now, returning to the above Proposition, we see that the number
n(a,M) of a-points of M coincides with the number n(D1, a, w) of
a-points of the function w and µM (a) is equal to
Var∂w(D1) arg(w − a).
According to the classical argument variation principle for any com-
plex a we have
n(D1, a, w)− n(D1,∞, w) = Var∂w(D1) arg(w − a)
provided ∂D1 does not contain multiple points, a-points and poles
of w.
4An interesting example of construction when we have multiple point for k = 2
is given in [8], p. 23. The surface (see in the Fifure 3) is called ”monkey saddle”.
5Here arg(Φ(∂M) − a) is usual argument of a complex number (notice that
Φ(∂M) is a complex number).
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Thus this principle leads to its counterpart for c-c surfaces which
looks as follows.
Theorem 1.1. (Argument variation principle for c-c surfaces) For
any c-c surfaceM whose boundary admits no multiple points, a-points
and poles of M we have
n(a,M)− n(∞,M) = µM (a). (1.1)
The identity (1.1) connects different, geometrically-interesting,
magnitudes: the difference between the numbers of a-points and poles
of M and the number of the rotations of the normal to the point on
∂M around a-normal. For surfaces M non admitting poles we have
n(a,M) = µM (a), that is the numbers of a-points is simply equal to
the number of the rotations.
Comment 1.3.
Notice that (1.1) reflects an invariance since it can be rewritten in the
form n(a,M) − µM (a) = n(∞,M), where the left hand side (which
depends on a) remains invariant for any a =∞.
1.4. Conjugate surfaces without infinite and zero normals
We cite now another result in complex analysis which implies imme-
diately its counterpart in geometry.
([5, p. 249]). (Length-area-curvature inequality for complex func-
tions) Let w(z) be an analytic function in D¯1. Assume that w = 0 in
D¯1 and w
′ = 0 in ∂D1. Then we have the following inequality
A(D1, w) ≤
1
2
C(∂w(D1))+
1
2pi
L(∂w(D1)), (1.2)
where piA(D1, w) is the spherical area of w(D1), L(∂w(D1)) is the
spherical length of w(∂D1) and C(∂w(D1)) is the “total integral cur-
vature” of w(∂D1), that is
C(∂w(D1)) :=
1
2pi
∫
w(∂D1)
|k(s)|ds,
where k(s) is the curvature of the curve w(∂D1).
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Let M be a c-c surface with the corresponding function w(z).
The integral |K|dm, where dm is the are element of M , means the
area of the spherical image G(M) of M considered on the sphere of
the radius 1. On the other hand the magnitude piA(D1, w) means
the spherical area of the set w(D1) considered on the sphere of the
radius 1/2. Due to the definition of the c-c surfaces the area of G(M)
is equal to 4piA(D1, w). Therefore denoting
Γ(M) :=
1
4pi
∫∫
M
|K|dm
we have
A(D1, w) = Γ(M).
Further, the total integral curvature C(∂M) of the set ∂Φ(M)
(which clearly can be written fully in terms of M) coincides, clearly,
with C(∂w(D1)) and the spherical length L(∂Φ(M)) of the set
∂Φ(M) (which also can be written fully in terms ofM) coincides with
L(∂w(D1)). Now we consider c-c surfaces M which do not have
infinite- and zero-points and has no multiple points on the boundary
∂M and notice that corresponding function w(z) satisfies above hy-
pothesis for the length-area-curvature inequality and, consequently,
(1.2) implies the following result.
Theorem 1.2. (Length-area-curvature inequality for c-c surfaces)
For any admitting no infinite- and zero-points c-c surface M with
∂M admitting no multiple points we have
Γ(M) ≤
1
2
C(∂Φ(M))+
1
2pi
L(∂Φ(M)).
2. NEVANLINNA TYPE RESULTS FOR COMPLEX-
CONJUGATE SURFACES
2.1. Windings as a measure of deficiency of complex
functions — value distribution in terms of windings
The main qualitative corollary of Nevanlinna’s first fundamental the-
orem asserts: if a meromorphic function w(z) in C takes a value a ∈ C
rarely in the disks |z| < r, so that a is deficient for w(z), then the
magnitude |w(z)−a| should be “small” on certain parts of the circles
|z| = r, i.e. for the deficient values a we observe a certain closeness
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between w(z) and a on circles |z| = r. It appears, see [2], also see the
book [3], chap. 2, section 2) that the deficiency of a leads to another
geometric behavior of the curves w(|z| = r): the curve is strongly
”revolved”, “coiled” around the point a.
Below we present an analog of the first fundamental theorem, in
which the role of the Nevanlinna proximity function m(r, a), charac-
terizing the mentioned closeness between w(z) and a, takes a function
ν(Dr, a, w) characterizing the “coilings” around a. This complements
the Ahlfors’ theory of covering surfaces, where corresponding analog
of function m(r, a) was absent.
Definitions and main results for complex functions
and covering surfaces.
Consider the part of the boundary ∂Fr = {w(z) : |z| = r}, which
belongs to the disk |w − a| < 1 for a =∞ and belongs to |w| > 1 for
a = ∞. This set is a union of a collection of curves γa. We denote
by 2piνγa the increment of arg (1/ (w(z)−a)) on γa, in the case when
a =∞, and the increment of argw(z) on γ∞ in the case when a =∞.
Further, we set
ν(Dr, a, w) =
∑
(γa)
[νγa ] ,
where [x] is the entire part of x and the sum is taken over all γa.
The magnitude of ν(Dr, a, w) is determined by the geometry of
∂Fr in the neighborhood of the point a. On the other hand,
ν(Dr, a, w) characterizes this geometry, as it indicates the total num-
ber of complete turns of arcs γa around the point a.
A similar magnitude can be defined also for the case of finite,
simply connected covering surfaces over the Riemann sphere. Here we
assume that the covering surface has an analytic boundary6. Indeed,
let F ∗ be a surface obtained from such a surface F by means of the
stereographic mapping to the plane. If the boundary ∂F ∗ of F ∗ is
described by a function
ϕ = ϕ(z), |z| = 1,
6The analyticity of ∂F is not a very restrictive condition since a “less smooth”
boundary can be approximated by the analytic ones. Hence, one can obtain some
results for more general boundaries by a little deformation of F and ∂F , leading
to arbitrarily small changes of magnitudes which we consider below.
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then the magnitude ν(F, a) is defined similarly to ν(Dr, a, w)
for r = 1.
Theorem A. For any meromorphic function w(z) in |z| < R ≤ ∞,
any point a ∈ C and any r ∈ (0, R), such that w′(z) = 0 and w(z) = a
on |z| = r we have
ν(Dr, a, w) + n(Dr, a, w) = A(Dr, w) + hL(∂w(Dr)),
where |h| < h(a) = const <∞.
Theorem B. For any finite, simply connected covering surface F
over the Riemann sphere having analytic boundary non passing trough
algebraic branch points and values a we have
ν(F, a) + n(F, a) = A(F ) + hL(F ),
where |h| < h(a) = const <∞.
Theorems A and B complement the Ahlfors’s theory which estab-
lishes two similar assertions where instead of complex values a occur
domains and curves7.
Ahlfors’ second fundamental theorem applied to these theorems
leads to the following results.
Theorem C. For any meromorphic function w(z) in |z| < R ≤ ∞
and any collection of pairwise different points ai ∈ C, i = 1, 2, . . . , q,
and any r ∈ (0, R), such that w′(z) = 0 and w(z) = ai, i = 1, 2, . . . , q,
on |z| = r we have
q∑
i=1
ν(Dr, ai, w) +
q∑
i=1
n1(Dr, ai, w) ≤ 2A(Dr, r) + hL(∂w(Dr)),
where |h| < h(a1, a2, . . . , aq) = const <∞.
Here n1(Dr, ai, w) is the number of orders of all multiple ai-points
of w lying in Dr.
The above theorem is a particular case of the following result
which is a consequence of Theorem A and the second fundamental
theorem of Ahlfors.
7Ahlfors himself give some very interesting comments (see [1]) why his method
is restricted to the domains and curves merely and do not lead to the a results
for the values a (as we have in Theorems A and B).
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Theorem D. For any collection of pairwise different points ai ∈ C,
i = 1, 2, . . . , q, and any simply connected covering surface F over
the Riemann sphere having analytic boundary non passing trough the
algebraic branch points and points ai ∈ C, i = 1, 2, . . . , q, we have
q∑
i=1
ν(F, ai) +
q∑
i=1
n1(F, ai) ≤ 2A(F ) + hL(F ),
where |h| < h(a1, a2, . . . , aq) = const <∞.
Theorems A-D can be considered as some analogs of the first
and second fundamental theorems of Nevanlinna and Ahlfors. In
fact theorems C and D are simply counterparts of Ahlfors’s results
rewritten in terms of the introduced above magnitudes ν(r, ai) and
ν(F, ai).
In a usual manner these result can be applied to the regularly ex-
haustible surface F , what means that there are some surfaces
Fk → F for which lim infk→∞(L(Fk)/A(Fk)) = 0 . For similar sur-
faces we define by analogy the following deficiencies
δ(a, F ) = lim inf
k→∞
ν(Fk, a)
A(Fk)
and for corresponding to this surface meromorphic function w(z) we
define the deficiency δ(a,w) = lim infr→R(ν(Dr, a, w)/A(Dr, w)).
The Theorems B and D imply for the regularly exhaustible sur-
faces the following analog of the Nevanlinna deficiency relation:
∑
(i)
δ(ai, F ) ≤ 2.
Further, for any meromorphic function w(z) in the complex plane C
the set w(C) is regularly exhaustible since for the surface F (Dr) :=
w(Dr) we have lim infr→∞ (F (Dr)/A(Dr)) = 0 (see [10], chap. 13).
On the other hand for any meromorphic function w(z) in the D1 such
that lim supr→1(1−r)A(r) =∞ we have lim infr→1 (F (Dr)/A(Dr)) =
0 (see [10], chap. 13). Thus for the mentioned meromorphic functions
both in C and D1 we have∑
(i)
δ(ai, w) ≤ 2.
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Theorems A–D describes the structure of the boundary of F (or
F (Dr)) in the neighborhood of the point a for the wide class of regu-
larly exhaustible surfaces and corresponding meromorphic functions
w(z). Namely, if w(z) takes the value a in |z| ≤ r (or on F ) “rarely”,
then the closeness of some parts of the boundary of Fr (or F ) to the
point a is realized in a definite way: the boundary arcs are strongly
coiled around the point a.
Note that in the definition of the magnitude ν(r, a), we did not
use the closeness of the boundary arcs ∂Fr to a (as it is in Nevan-
linna theory where we make use Nevanlinna’s approximation function
m(r, a)). However, this definition qualitatively contains such a con-
clusion: “a large number” of turns around a, together with “small”
length of ∂F (due to the regular exhaustibility) means that the arcs
∂F must be compressed around a, and, consequently, should be close
to this point a.
2.2. Analogs of theorems A-D for complex-conjugate
surfaces.
Again we consider c-c surfaces M with the corresponding meromor-
phic functions w(z) in D1. We are about now to ”translate” the
magnitudes occurring in Theorems A and C for the meromorphic
function w(z) in terms of the surface M .
Writing Theorem A for w(z) in D1 we notice that in the case
when w(z) is the corresponding function for M we have
n(D1, a, w) = n(M,a), A(Dr, w) = Γ(M)/4pi,
L(∂w(D1)) = L(∂Φ(M)),
so that all these concepts for the meromorphic function w(z) can be
rewritten in terms of the surface M (and moreover, have interesting
geometric interpretations in terms of the surface M).
For the completeness we should have also the concepts defined for
the surface M which are analogous to the concepts n1(Dr, a, w) and
ν(Dr, a, w). We defined already the multiplicity of a-points of M so
that defining the order of multiple point of multiplicity k as k− 1 we
define n1(M,a) as the sum of all orders of all multiple a-points of M .
As to the analog of ν(Dr, a, w) we notice that the sets νγa occurring in
the definition of ν(Dr, a, w), can be written in terms of M as the sets
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increment νγa of arg (1/ (w(z)−a) on γa can be written as increment
of arg(Φ(τ)− a)−1 on the curve Φ−1(γa), where Φ
−1 stands, clearly,
for the inverse of Φ. Geometrically this increment means rotations of
the boundary normals of M (when the boundary points passes the
curve Φ−1(γa)) around a-normal, see figure 4. Respectively we define
total rotations of the boundary normals around a-normal as
ν(M,a) =
∑
(γa)
[νγa ] .
Thus we come to the following
Proposition 2.1. All concepts defined above for the meromorphic
function w(z) given in D1 can be rewritten in terms of the c-c sur-
face M .
Consequently Theorems A and C imply the following results.
Theorem 2.1. (The first fundamental theorem for c-c surfaces) For
any value a and any c-c surface M with ∂M non admitting multiple
points a a-points we have
n(M,a) + ν(M,a) = Γ(M) + hL(∂Φ(M)), (2.1)
where |h| < h(a) = const <∞.
Theorem 2.2. (The second fundamental theorem for c-c surfaces)
For any set of pairwise different points ai, i = 1, 2, . . . , q, value a
and any c-c surface M with ∂M non admitting multiple points and
ai-points ai, i = 1, 2, . . . , q, we have
q∑
i=1
ν(M,ai) +
q∑
i=1
n1(M,ai) ≤ 2Γ(M) + hL(∂Φ(M)), (2.2)
where |h| < h(a1, a2, . . . , aq) = const <∞.
Theorems 2.1 and 2.2 are, clearly, analogs of the first and the sec-
ond fundamental results in Nevanlinna and Ahlfors theories
respectively.
2.3. Deficiency relations for the c-c surfaces.
Assume now that a given c-c surface M can be exhausted by a se-
quence of c-c surfaces Mk and, moreover, for this sequence of Mk we
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have
lim inf
k→∞
L(∂Φ(Mk))
Γ(Mk)
= 0; (2.3)
one can easily observe that the last assumption is fully analogous
to that of regular exhaustibility of covering surfaces F exhausted by
suffices Fk.
We introduce then in the usual manner the deficiency δ(a,M) of
the value a and the index of multiplicity θ(a,M) as respectively
δ(a,M) := lim inf
k→∞
ν(Mk, a)
Γ(Mk)
and θ(a,M) := lim inf
k→∞
n1(Mk, a)
Γ(Mk)
so that the Theorems 2.1 and 2.2 imply the following
Corollary 2.1. (Deficiency relations for the c-c surfaces) For any
c-c surface M exhaustible by surfaces Mk satisfying (2.3) we have∑
(a)
δ(a,M) +
∑
(a)
θ(a,M) ≤ 2, (2.4)
where the sums is taken for all complex values a.
3. ARGUMENT VARIATION PRINCIPLE AND NEVAN-
LINNA TYPE RESULTS FOR MINIMAL SURFACES.
Denote by M := (X(w), Y (w), Z(w)) minimal surfaces defined on a
simply connected domain D in the complex plane.
Below we prove
Proposition 3.1. The class of c-c surfaces implies (in fact is in-
comparably larger than) the class of similar minimal surfaces.
This assertion will imply the following
Proposition 3.2. All above results are valid for similar minimal
surfaces.
Comment 3.1: two different versions of distribution of
minimal surfaces
Due to Proposition 3.1, Theorems 2.1, 2.2 and Corollary 2.1 are
applicable to minimal surfaces. This means that we have certain
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analogs of the first and second fundamental theorems of Nevanlinna
and analogs of Nevanlinna deficiency relation for the minimal sur-
faces. As we mentioned in introduction, the analogs of Nevanlinna
fundamental results for minimal surfaces were obtained long ago and
constitute Beckenbach’s value distribution theory for minimal sur-
faces, [6]. Thus we have now two version of Nevanlinna type results
for minimal surfaces: the one is Beckenbach’s theory another one
due to Theorems 2.1, 2.2 and Corollary 2.1. Surprisingly these two
versions are of essentially different natures. There is a striking differ-
ence even in definitions of a-points of M : in Beckenbach’s theory a
is a point in R3, a = (x, y, z), and a-point of M are those points on
M which have coordinates (x, y, z); in our case a is a complex point
and a-point of M are determined by normals of M .
In fact the new version offered in this paper will be proper to
consider as an analog of Ahlfors theory of covering surfaces since key
preliminaries (theorems A-D) complement this theory.
An interesting circumstance is that the new analogs of Nevanlin-
na-Ahlfors key results are now valid for much larger classes of surfaces
than those of minimal surfaces.
To come to the mentioned above assertions we need to show just
Proposition 3.1. First we show that any defined above minimal sur-
face is a c-c surface.
Due to Enneper-Weierstrass representation formula, see [8], p.108,
for every nonplanar minimal surface M := (X(w), Y (w), Z(w)) de-
fined on a simply connected domain D in the complex plane, there
are a holomorphic function f(ζ) and a meromorphic function W (ζ)
in D, both non identically zero,
f(ζ)W 2(ζ)
is holomorphic in D, and that
X(w) = X0 +Re
∫ w
w0
1
2
f
(
1−W 2
)
dζ
Y (w) = Y0 +Re
∫ w
w0
i
2
f
(
1 +W 2
)
dζ (2.5)
Z(w) = Z0 +Re
∫ w
w0
fW dζ
holds for w,w0 ∈ D and M(w0) = (X0, Y0, Z0).
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Conversely, two functions f and W as above define by means of
these formula a minimal surface provided that D is simply connected.
Thus any minimal surface in a simply connected domain is fully
determined by a similar pair f and W .
Remind now another definition of the stereographic projection.
The straight line passing trough the north pole and a given point on
the sphere intersects the plane through the equator at a point which
we call stereographic projections of this point on the sphere. To dis-
tinguish the two different definition we will refer the last projections
as stereographic-equatorial.
The function W has an important geometric meaning. It turns
out that the set of values of W are nothing but the stereographic-
equatorial projections of the (Gaussian) spherical image G(M) onto
the equatorial plane. Thus the pair (ζ,W (ζ)) determines a point on
the Riemann surface over the equatorial plane and, respectively, the
pair (D,W (D)) determines corresponding Riemann surface over the
equatorial plane. Therefore G(M) is also a Riemann surface (this
time over the Gaussian sphere) and, consequently, the set gw(M) is
also a Riemann surface (this time over the Riemann sphere). Thus
we conclude that every nonplanar minimal surface
M := (X(w), Y (w), Z(w))
defined on a simply connected domain D in the complex plane is a
c-c surface.
Now we show that the class of c-c surfaces is incomparably larger
than the class of the minimal surfaces. Indeed, from one hand the
minimal surfaces are determined by two functions (meromorphic and
holomorphic) while for c-c surface we need just a (one) meromorphic
function. On the other hand there is another much more decisive
circumstance. In the case of minimal surfaces corresponding mero-
morphic function affect fully on behavior of minimal surface (it is
important each value of w at each point in D) while in the case of
c-c surfaces we need just topological and boundary behavior of corre-
sponding meromorphic function w. Thus c-c surface will be converted
onto a minimal one after two strong restrictions.
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pair (D,W (D)) determines corresponding Riemann surface over the
equatorial plane. Therefore G(M) is also a Riemann surface (this
time over the Gaussian sphere) and, consequently, the set gw(M) is
also a Riemann surface (this time over the Riemann sphere). Thus
we conclude that every nonplanar minimal surface
M := (X(w), Y (w), Z(w))
defined on a simply connected domain D in the complex plane is a
c-c surface.
Now we show that the class of c-c surfaces is incomparably larger
than the class of the minimal surfaces. Indeed, from one hand the
minimal surfaces are determined by two functions (meromorphic and
holomorphic) while for c-c surface we need just a (one) meromorphic
function. On the other hand there is another much more decisive
circumstance. In the case of minimal surfaces corresponding mero-
morphic function affect fully on behavior of minimal surface (it is
important each value of w at each point in D) while in the case of
c-c surfaces we need just topological and boundary behavior of corre-
sponding meromorphic function w. Thus c-c surface will be converted
onto a minimal one after two strong restrictions.
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Figure 1: On the left side we see on M two points with the same
unit normal (a-normal) whose spherical images coincide. On the right
figure we see Gaussian sphere (with radius 1) on which the set G(M)
bounded by the knot like boundary.
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Figure 2: Here we deal with the Riemann sphere s (with the radius
1/2) over the complex w-plane. The knot like set on the w-plane is
gw(M). The straight line connecting the vertex of the sphere with
the base of the unit vector on s intersects the w-plane at the point a.
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Figure 3: This is the ”monkey saddle” whose ”center” is surrounded
by the small loop. It is easy to see that this center, (which is an a-
point with a-normal), is a multiple a-point (2-tiple in this case). The
image of the boundary of the small loop will encircle twice the point
with a-normal on s: see the right figure."
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Figure 4: This relates to the geometric meaning of the winding
number. The spherical image of the part of the boundary of M on
the Riemann sphere s is the dashed curve on s. The dashed curve on
the plane is its stereographic projection. Thus the winding number
of the surface M around ”a” can be determined as in terms of M (in
terms of rotations of the dashed curve on the sphere around value
”a” on the sphere) as well as in terms of w(z) (in terms of rotations
of the dashed curve on the plane around value ”a” on the plane).
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Figure 4: This relates to the geometric meaning of the winding
number. The spherical image of the part of the boundary of M on
the Riemann sphere s is the dashed curve on s. The dashed curve on
the plane is its stereographic projection. Thus the winding number
of the surface M around ”a” can be determined as in terms of M (in
terms of rotations of the dashed curve on the sphere around value
”a” on the sphere) as well as in terms of w(z) (in terms of rotations
of the dashed curve on the plane around value ”a” on the plane).
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Abstract. We give an alternative and simpler method for getting
pointwise estimate of meromorphic solutions of homogeneous linear
differential equations with coefficients meromorphic in a finite disk
or in the open plane originally obtained by Hayman and the au-
thor. In particular, our estimates generally give better upper bounds
for higher order derivatives of the meromorphic solutions under con-
sideration, are valid, however, outside an exceptional set of finite
logarithmic density. The estimates again show that the growth of
meromorphic solutions with a positive deficiency at ∞ can be esti-
mated in terms of initial conditions of the solution at or near the
origin and the characteristic functions of the coefficients.
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1. INTRODUCTION AND MAIN RESULTS
We consider meromorphic solutions of the differential equation
y(n)(z) +
n−1∑
ν=0
fν(z) y
(ν)(z) = 0, (1.1)
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where the coefficients fν(z) 0 ≤ ν ≤ n − 1 are meromorphic in C.
We apply freely the classical Nevanlinna Theory notation throughout
this paper [6], [10]. We mention that Heittokangas, Korhonen and
Ra¨ttya¨ obtained sharper estimates for analytic solutions when the
coefficients are analytic functions in [8]. They also considered non-
homogeneous equations in [9]. For an up-to-date account on the
growth of meromorphic solutions of algebraic differential equations
with meromorphic coefficients, we refer the reader to Hayman [7].
Bank asked, if as in the case when the (1.1) admits an entire solu-
tion [1], an meromorphic solution of (1.1) can be estimated in terms of
growth of Nevanlinna characteristics of the meromorphic coefficients
alone. In general, he showed that this statement is not true in [2] by
constructing an example for any given real-valued increasing function
Φ(r) ↑ +∞ on (0,+∞), then one can construct a first order linear
differential equation with entire coefficient of zero Nevanlinna order
such that the differential equation admits a meromorphic function f
with T (r, f) > Φ(r) as r → +∞. One would need some extra terms
to bound the growth of meromorphic solutions. An example of such
a result is given by Bank and Laine.
Theorem 1.1 ([3]). Suppose that the coefficients of (1.1) are arbi-
trary meromorphic functions and that y(z) is a meromorphic solution
of (1.1). If
Φ(r) = max
0≤i≤n
(
log r, T (r, fi)
)
,
then for any σ > 1, there exist positive constants c, c1 and r0, such
that for r ≥ r0,
T (r, y) ≤ c
{
rN(σr, y) + r2 exp
(
c1J(σr) log(rJ(σr)
)}
, (1.2)
where
J(r) = N(r, 1/y) + Φ(r).
We note that one needs counting function N(r, 1/y) of distinct
zeros in the J(r) above as part of the upper bound in (1.2).
Since the equation (1.1) is linear, so one can deduce from the
expression
f (n)(z)
f(z)
+
n−1∑
ν=1
fν(z)
f (ν)(z)
f(z)
+ f0(z) = 0,
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that
N(r, f) ≤
n−1∑
ν=0
N(r, fν) ≤
n−1∑
ν=0
T (r, fν),
indicating that the coefficients can only bound the distinct poles of
f . Indeed, the example constructed by Bank [2] mentioned above
has poles of rapidly increasing multiplicities, that is N(r, f)/N(r, f)
is unbounded. Hayman and the author [5] showed that one can still
bound the growth of a meromorphic solution f of (1.1) in terms of
the characteristic functions of coefficients alone if the solution f has
relatively few poles. In particular, this means that δ(∞, f) > 0. This
follows from the following result.
Theorem 1.2 ([5]). Suppose that 0 < ρ < r < R and suppose that
the coefficients fν , 0 ≤ ν ≤ n − 1 of (1.1) are analytic on the path
Γ = Γ(θ0, ρ, t) defined by the segment
Γ1 : z = τe
iθ0 , ρ ≤ τ ≤ t,
followed by the circle
Γ2 : z = te
iθ, θ0 ≤ θ ≤ θ0 + 2pi.
We suppose that y(z) is a solution of the equation (1.1) and define
K = 2max
{
1, sup
0≤ν≤n
|y(ν)(z0)|
}
,
where z0 = ρe
iθ0. We also define
C = C(fν , ρ, r, R)
= (n+ 2) exp
{
20R
R− r
n∑
ν=0
T (R, fν) +
( n∑
ν=0
pν
)
log
(
R
ρ
)}
,
where pν is the multiplicity of the order of pole of fν at z = 0. Then
we have for |z| = t, where t is some number such that r < t <
(3r +R)/4,
|y(ν)(z)| < KCνe(2pi+1)CR, 0 ≤ ν ≤ n.
One can easily deduce when R = +∞, and for a transcendental
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meromorphic f with δ(∞, f) > 0, then for 0 < ε < δ, we have
T (r, y) ≤
( 1
δ − ε
)
(2pi + 1)RC.
The main purpose of this paper is to use a different method to
give a shorter proof of a slightly different statement to Theorem 1.2
that is valid outside some exceptional sets. On the other hand, the
original Theorem 1.2 can deal with non-homogeneous (1.1), while our
alternative can only deal with the (1.1). We prove
Theorem 1.3. Let y be a meromorphic solution to the differential
equation (1.1) with meromorphic coefficients fν , ν = 0, · · · , n− 1 in
|z| = r < R ≤ +∞ such that fν has a pole of order qν ≥ 0 (0 ≤ ν ≤
n − 1). Given a constant C > 1 and 0 < η < 3 e/2 and r = |z| is
outside a union of discs centred at the poles of y such that the sum
of radii is not greater than 4ηR, then there is a B = B(C) > 1 and
a path Ω = Ω(θ, ρ, r) consists of the line segment
Ω1 : z = τe
iθ0 , 0 ≤ ρ ≤ τ ≤ r
followed by the circle
Ω2 : z = re
iθ, θ0 ≤ θ < θ0 + 2pi,
on which the coefficients fν are analytic and we have, for z on Ω,
n−1∑
j=0
|y(j)(z)| ≤ K1 e
(2pi+1)D r ≤ K1 e
(2pi+1)DR,
where
K1 =
n−1∑
j=0
|y(j)(z0)|, z0 = ρe
iθ0 (1.3)
and
D : = D(fν , ρ, r, R; η, B, C)
= n
{
1 +
(
RH(η)(
R+2 er
R−2 er
)
r
)q
· exp
[
B (1 +H(η))
(R+ 2 er
R− 2 er
)
T (CR)
]} (1.4)
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and where
T (r) = max
0≤ν≤n−1
T (r, fν), q = max
0≤ν≤n−1
qν , H(η) = 2 + log
3e
2η
.
For any r′, we choose r outside a union of discs centred at the
zeros of y such that the sum of radii is not greater than 4ηR such
that r′ < r < R as described in the Theorem 1.3, we have
T (r′, y) ≤ N(r, y) +m(r, y)
≤ N(r, y) + (2pi + 1)RD(fν , ρ, r, R; η, B, C).
This improves upon Bank and Laine’s estimate mentioned above.
Suppose that δ(∞, y) > 0, we choose r outside a union of discs
centred at the zeros of y such that the sum of radii is not greater than
4ηR and sufficiently large such that N(r, y) < (1− δ + ε/2)T (r, y).
Without loss of generality, we may also assume that r is so chosen
such that | logK1| <
1
2εT (r, y) so that T (r, y) < (1− δ+ ε)T (r, y)+
(2pi + 1)RD. We can easily deduce
T (r′, y) ≤
( 1
δ(∞, y)− ε
)
(2pi + 1)RD.
Theorem 1.4. Let y(z) be a meromorphic solution to equation (1.1),
and we choose 0 < η < (1 + log 2)/(16 e5/2) < 1. Then there is a
constant B > 1 such that for every ε > 0 be given, there is a r(ε) > 0
we have
logm(r, y(j)) ≤ 5B
(
1 +H(η)
)
T (3 e2r)
+
[
(5H(η)− 1)q + 1 + ε
]
log r
(1.5)
j = 0, 1, . . . , n − 1 holds for all r > r(ε) except perhaps for a set of
positive logarithmic density 16ηe5/2/(1 + log 2).
We should compare this result with the following density-type
result also obtained previously in [5]:
Theorem 1.5. Let y(z) be a meromorphic solution of (1.1) such that
the fν are not all constant. Then we have
logm(r, y) <
( n−1∑
ν=0
T (r, fν)
)[
(log r) log
( n−1∑
ν=0
T (r, fν)
)]σ
,
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where σ > 1 is a constant, to hold outside an exceptional set of finite
logarithmic measure.
2. PRELIMINARIES
Let us write y(z) = (y0, · · · , yn−1)
T where yj(z), j = 0, · · · , n−1 are
complex functions of z. We define ‖y‖ =
∑n−1
j=0 |yj |. Suppose further
that A = (aij(z)) is a square matrix then we define ‖A‖ =
∑
i,j |aij |.
We note that ∥∥∥∥
∫
A dt
∥∥∥∥ ≤
∫
‖A‖ |dt|
(see e.g., [4, pp. 1–4]).
Lemma 2.1 ([11, pp. 21–22]). Let R > 0 and f(z) be analytic in
|z| ≤ 2 eR with f(0) = 1, and let η be an arbitrary positive constant
not exceeding 3 e/2. Then we have
log |f(z)| > −H(η) logM(2 eR, f) (2.1)
for all z in |z| ≤ R but outside a union of disks centred at the zeros
of f such that the sum of radii is not greater than 4ηR, where
H(η) = 2 + log
3 e
2 η
.
We also need the following quotient representation of meromor-
phic functions due to Miles [12] and Rubel [13, Chapter 14].
Lemma 2.2 ([12]). Let f be a meromorphic function in the plane,
and let C > 1 be a given constant, then there exist entire functions
f1 and f2, and a constant B = B(C) > 0 such that
f(z) =
f1(z)
f2(z)
, and T (r, fj) ≤ B T (C r, f),
j = 1, 2 and r > 0. Here both the constants B and C are absolute
constants, i.e., they are independent of the function f .
3. PROOF OF THEOREM 1.3
We state and prove our main lemma that leads to the proof of the
Theorem 1.3.
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Lemma 3.1. Let y be a meromorphic solution to the differential
equation (1.1) with meromorphic coefficients fν , ν = 0, · · · , n− 1 in
|z| = r < R ≤ +∞. Suppose that the coefficients fν , ν = 0, · · · , n− 1
are analytic on the path Ω = Ω(θ, ρ, r) as defined in the Theorem
1.3. Suppose z0 = ρe
iθ0, then for all z on Ω,
n−1∑
j=0
|y(j)(z)| ≤ K1 exp
[(
max
Ω
n−1∑
ν=0
(|fν(z)| + 1)
)
(2pi + 1) r
]
,
where K1 is given in (1.3).
Proof. It is well-known that equation (1.1) can be written in the
matrix form
F′(z) = A(z)F(z), (3.1)
where F = (y, y′, · · · , y(n−1))T , and
A(z) =


0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 · · · · · · 1
−f0 −f1 · · · · · · −fn−1

 .
A solution to the above matrix equation (3.1) is given by
F(z) = F(z0) +
∫ z
z0
A(t)F(t) dt. (3.2)
We now apply Gronwall’s inequality [4, pp. 35–36] to (3.1) to
obtain
‖F(z)‖ ≤ ‖F(z0)‖+
∫ z
z0
‖A(t)‖ ‖F(t)‖ |dt|
≤ ‖F(z0)‖ exp
(∫ z
z0
‖A(t)‖ |dt|
)
≤ ‖F(z0)‖ exp
[(
max
Ω
n−1∑
ν=0
|fν(z)| + (n− 1)
)
(2pi + 1)r
]
< ‖F(z0)‖ exp
[(
max
Ω
n−1∑
ν=0
(|fν(z)| + 1)
)
(2pi + 1)r
]
,
(3.3)
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where we have parameterized the path Ω with respect to arc length.
Clearly the length of Ω is (2pi+1) r at most. This proves Lemma 3.1.

We are ready to prove the Theorem 1.3, which is a direct appli-
cation of the Lemma 3.1 and the two lemmas stated in §2 .
Proof of the Theorem 1.3. Let C > 1 be given. Then Miles’ result
in Lemma 2.2 asserts that we can choose a B > 0 such that we can
write the coefficients in fν = fν,1/fν,2 from (1.1) with
T (r, fν, j) ≤ B T (C r, fν), j = 1, 2; 0 ≤ ν ≤ n− 1
for r > 0. We first assume that fν,2(0) = 0 for 0 ≤ ν ≤ n− 1, then it
is easy to see that we may assume that fν,2(0) = 1 after dividing the
numerator and the denominator by a suitable constant. Lemmas 2.1
and 2.2 imply that
log |fν | = log |fν,1| + log |fν,2|
−1
≤ logM(r, fν,1) +H(η) logM(2 e r, fν,2)
≤ log+M(r, fν,1) +H(η) log
+M(2 e r, fν,2)
≤
(R+ r
R− r
)
T (R, fν,1) +H(η)
(R+ 2 e r
R− 2 e r
)
T (R, fν, 2)
≤ B
(R+ r
R− r
)
T (CR, fν)
+BH(η)
(R+ 2 e r
R− 2 e r
)
T (CR, fν)
≤ B
(
1 +H(η)
)(R+ 2 e r
R− 2 e r
)
T (CR, fν)
≤ B
(
1 +H(η)
) (R+ 2 e r
R− 2 e r
)
T (CR),
(3.4)
where
T (r) = max
0≤ν≤n−1
T (r, fν).
If, however, fν,2 has a zero of order qν at z = 0, we consider
fν =
fν,1/z
qν
fν,2/zqν
in 0 < ρ ≤ |z| in which the fν,2/z
qν is clearly still analytic and not
zero at the origin. We deduce from Lemmas 2.1 and 2.2 again that
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for 0 ≤ ν ≤ n− 1
log |fν | = log |fν,1|− qν log r + log |fν,2/z
qν |−1
≤ logM(r, fν,1)− qν log r +H(η) logM
(
2 e r, fν,2/z
qν
)
≤ log+M(r, fν,1)− qν log r +H(η) log
+M
(
2 e r, fν,2/z
qν
)
≤
(R+ r
R− r
)
T (R, fν, 1)− qν log r
+H(η)
(R+ 2 e r
R− 2 e r
)
T (R, fν,2/z
qν )
≤
(R+ r
R− r
)
T (R, fν, 1)− qν log r
+H(η)
(R+ 2 e r
R− 2 e r
) (
T (R, fν,2) + qν logR
)
(3.5)
≤ B
(R+ r
R− r
)
T (CR, fν)− qν log r
+H(η)
(R+ 2 e r
R− 2 e r
) (
BT (CR, fν) + qν logR
)
< B
(
1 +H(η)
)(R+ 2 e r
R− 2 e r
)
T (CR, fν) + qν log
RH(η)(
R+2 e r
R−2 e r
)
r
.
Applying (2.1) to (3.4) or (3.5) (0 ≤ ν ≤ n − 1) and substituting
them into (3.3) completes the proof. 
4. PROOF OF THEOREM 1.4
We are now ready to prove Theorem 1.4. We choose C = e in Theo-
rem 1.3. Let α = 2 e. We define annuli by
Λj =
{
z : αj ≤ |z| ≤ αj+3/2
}
, j = 1, 2, · · · .
We take R = 3 er in (1.4) in Theorem 1.3 and suppose z belongs
to Ω ∩ Λj where Ω is defined in Theorem 1.3. That is, we have, for
each 0 ≤ j ≤ n− 1,
m(r, y(j)) ≤ logK1 + (2pi + 1) r n
{
1 + (3e)5H(η)qr(5H(η)−1)q
· exp
[
5B
(
1 +H(η)
)
T (3 e2r)
]}
= logK1 + (2pi + 1) r D(fν , ρ, r, 3er, η, B, e),
where D is given in (1.4). Taking logarithm on both sides of the
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inequality once more yield the required estimate (1.5).
It remains to verify the size of the exceptional set of r, which
follows from
Lemma 4.1. Let η and H(η) be defined in Lemma 2.1 and Theorem
1.3 respectively. Then the estimate (1.5) for a meromorphic solution
y(z) is valid for all r sufficiently large except on a set of positive
logarithmic density at most 16ηe5/2/(1 + log 2).
Proof. Let Ej be the union of exceptional circles lying in Λj and
E(r) = [1, r) ∩
(
∪∞j=1Ej
)
.
Let q = [(log r)/(logα)], then Lemma 2.1 gives
∫
E(r)
dt
t
≤
q∑
j=1
∫
Ej
dt
t
≤
q∑
j=1
4η(2 er)
αj
≤
q∑
j=1
4η(2eαj+3/2)
αj
≤
log r
logα
(
8ηeα3/2
)
≤
( 16 ηe5/2
1 + log 2
)
log r.
Thus
lim sup
r→∞
1
log r
∫
E(r)
dt
t
≤
16ηe5/2
1 + log 2
< 1.
This completes the proof of the Lemma. 
This completes the proof of the theorem.
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Abstract. We consider ordinary differential equations such that the
only movable singularities of solutions that can be reached by analytic
continuation along finite length curves are either poles or algebraic
branch points. We review results in the literature about such equa-
tions. These results generalise some known proofs that the Painleve´
equations possess the Painleve´ property. Although locally the sin-
gularity structure of such solutions is simple, the global structure is
often very complicated. We consider a class of second-order equations
and classify the admissible solutions that are globally quadratic over
the field of meromorphic functions.
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1. INTRODUCTION
Cauchy’s theorem guarantees the existence of a unique analytic local
solution to any regular initial value problem for an ordinary differ-
ential equation (ODE). For a given ODE it is natural to ask what
kind of singularities can develop after the analytic continuation of
such a local solution. For linear ODEs, singularities in solutions can
only occur at singularities of the coefficients (when the coefficient
of the highest derivative has been set to 1). Such singularities are
called fixed. In contrast, solutions of nonlinear equations can also
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be singular at values of the independent variable for which all coef-
ficient functions in the equation are regular. Such singularities are
called movable as their locations vary as we move from one solution
to another by varying the initial conditions. For example, the general
solution of
w′ =
w
2
(
z2w2 − 2
z
+
1
z2w2
)
is w(z) = z−1
√
tan(z − c), where c is an arbitrary constant. The
singularity at z = 0 is fixed while all other singularities (which are
located at z = c + (npi/2), n ∈ Z) are movable square-root branch
points. This is a particular kind of algebraic singularity, which means
that in a neighbourhood of such a singularity at z = z0, there is
a rational number r > 0 such that the solution can be represented
as the sum of a Laurent series in (z − z0)r with finite principal part.
This behaviour is typical for first-order ODEs as shown by Painleve´’s
theorem (see, e.g., Ince [10] or Hille [5]).
Theorem 1.1. (Painleve´) All movable singularities of all solutions
of an equation of the form y′ = R(z, y), where R is rational in y
with coefficients that are analytic in z on some common open set, are
either poles or algebraic branch points.
The situation is much more complicated for higher-order equations.
Indeed it is simple to construct equations with solutions having mov-
able essential singularities, logarithmic branch points and even mov-
able natural barriers. Section 2 of this paper will be a review in which
we study several classes of second-order ODEs of the form
y′′ = E(z, y)(y′)2 + F (z, y)y′ +G(z, y), (1.1)
such that the only movable singularities of any solution that can be
reached by analytic continuation along finite length curves are either
poles or algebraic branch points. For the equations considered it is
a straightforward matter to verify when they possess enough formal
series solutions of the desired form. The difficulty arises in showing
that such series represent the only kinds of movable singularities that
can be reached. The simplest class of equations considered (other
than those that can be solved by quadrature) includes the Painleve´
equations. The proofs of all of the theorems described in Section 2
generalise the proofs that the Painleve´ equations possess the Painleve´
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property (that all solutions are single-valued about all movable singu-
larities) in the spirit of Painleve´ [17], Hukuhara [16], Hinkkanen and
Laine [6], and Shimomura [20]. This property is closely related to the
weak Painleve´ property [18] and has been called the quasi-Painleve´
property by Shimomura [21–23]. We will also describe a recent result
on algebraic singularities of certain Hamiltonian systems [12].
The Painleve´ property is important as it appears to imply that
an equation is integrable (in some sense solvable). In particular, the
only first-order rational equations of the form y′ = R(z, y) with the
Painleve´ property are Riccati equations,
y′ = a(z)y2 + b(z)y + c(z),
which can be solved in terms of solutions of a second-order linear
ODE. Also, each of the Painleve´ equations can be written as the
compatibility condition for a pair of linear problems with spectral
parameters (iso-monodromy problems) from which many remarkable
properties follow. However, the Painleve´ property (but not integra-
bility) is easily destroyed by making an algebraic change of variables.
Although functions with only algebraic singularities are very sim-
ple objects locally, they can be very complicated globally and gen-
erally require a complicated infinitely-sheeted Riemann surface. So
although the Painleve´ property of say the first Painleve´ equation can
be destroyed by an algebraic change of variables, the resulting equa-
tion can be distinguished from the generic case by the fact that its
solutions are globally, not just locally, finitely branched.
Let F be the set of fixed singularities of some ODE and let M
be the set of meromorphic functions over C \ F . Let us say that
the equation has the algebro-Painleve´ property if all solutions are
algebraic over M . It is natural to speculate that ODEs with this
property are integrable. In Section 3 of this paper we consider a re-
lated problem. Following the standard conventions of Nevanlinna
theory, for any meromorphic function f , we denote any quantity that
is o(T (r, f)) as r → ∞ outside of some possible exceptional set of
finite linear measure by S(r, f). We will prove the following theorem.
Theorem 1.2. Let y be a solution of the equation
y′′ =
3
4
y5 +
4∑
k=0
ak(z)y
k, (1.2)
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such that y also satisfies
y(z)2 + s1(z)y(z) + s2(z) = 0, (1.3)
s1, s2, a0, . . . , a4 being meromorphic functions such that for some
j ∈ {1, 2}, T (r, ak) = S(r, sj) for all k ∈ {0, . . . , 4}. Suppose that
equation (1.3) is irreducible over the meromorphic functions. Then s1
is proportional to a4, and s2 reduces either to the solution of a Riccati
equation with coefficients that are rational expressions in a0, . . . , a4
and their derivatives, or to the equation
w′′ =
(w′)2
2w
+
3
2
w3 + 4(az + b)w2 + 2((az + b)2 − c)w, (1.4)
which, in case of a = 0 is equivalent to a special case of the fourth
Painleve´ equation and in case of a = 0 can be solved in terms of
elliptic functions.
2. MOVABLE ALGEBRAIC SINGULARITIES
Painleve´, Gambier and Fuchs studied equations in the complex do-
main of the form
y′′ = F (z, y, y′), (2.1)
where F (z, p, q) is rational in p and q with coefficients that are an-
alytic in some common domain. They showed that any equation of
the form (2.1) can be mapped by a transformation of the form
z → Φ(z), y → α(z)y + β(z)
γ(z)y + δ(z)
to one of fifty canonical equations. Among these equations were the
six known today as the Painleve´ equations PI–PVI , the first three of
which are
y′′ = 6y2 + z,
y′′ = 2y3 + zy + α,
y′′ =
(y′)2
y
− y
′
z
+
1
z
(αy2 + β) + γy3 +
δ
y
,
where α, β, γ and δ are arbitrary constants. The solutions of each
of the fifty canonical differential equations could be solved in terms
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of linear differential equations, classically known functions such as
elliptic functions, and the solutions of the six Painleve´ equations.
Painleve´ [17] presented a proof that the first Painleve´ equation
does indeed have the Painleve´ property (which for this equation is
equivalent to showing that all solutions are meromorphic), however
the proof contained gaps, which were only properly fixed in the pub-
lished literature in 1999 by Hinkkanen and Laine [6]. A correct proof
had also been circulating around the University of Tokyo since the
1960s by Hukuhara, which was eventually published (in the original
Esperanto!) by Okamoto and Takano in [16]. Hinkkanen and Laine
subsequently published a series of papers in which they proved the
Painleve´ property for all of the Painleve´ equations [7–9] using simi-
lar methods. Shimomura [20] also provided proofs that the Painleve´
equations possess the Painleve´ property. All of these proofs have in
common the fact that they work directly with the nonlinear equa-
tions, and by showing that certain quantities must be bounded they
are able to construct different regular initial value problems that cor-
respond to the possible singularities of a solution. Broadly speaking,
these are the same tools that will be described below for analysing al-
gebraic singularities. Most other approaches to proving the Painleve´
property use the related linear (iso-monodromy) problems, so these
approaches are essentially using the integrability of the equations,
which will not generalise to the class of equations that we consider.
In 1953, Smith [24] proved the following.
Theorem 2.1. Let f and g be polynomials of degree n and m respec-
tively, where n > m, and let P be analytic at some point z0. Then
there is an infinite family of solutions of
y′′ + f(y)y′ + g(y) = P (z), (2.2)
which have an algebraic critical point at z0. In a neighbourhood of z0
these solutions can be expressed in the form
y(z) =
∞∑
j=0
aj(z − z0)(j−1)/n, (2.3)
where a0 = 0. Furthermore, let Γ be a contour of finite length which
lies in the z-plane and has z0 as an end point. If y(z) is a solution
of equation (2.2) which can be continued analytically along Γ as far
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as z0 but not over it, then the singularity of y(z) at z0 must be an
algebraic critical point of the type described in (2.3).
In the same paper, Smith also showed that the only singularities in the
finite plane that can be reached by continuation along infinite length
curves are accumulation points of such algebraic branch points. In
particular, he was able to demonstrate this phenomenon in solutions
of the equation
y′′ + 4y3y′ + y = 0,
by using the fact that the general solution of this equation can be
given implicitly in terms of Bessel functions.
In a series of papers [21–23], Shimomura considered the equations
y′′ =
2(2k + 1)
(2k − 1)2 y
2k + z, k ∈ N (2.4)
y′′ =
k + 1
k2
y2k+1 + zy + α, k ∈ N \ {2}, (2.5)
which he referred to as P I-type and P II-type respectively. Shimo-
mura’s main results concerning these equations can be summarised
as follows.
Theorem 2.2. Any singularity of a solution of equation (2.4) or
(2.5) that can be reached by analytic continuation along a finite length
curve is algebraic.
Before moving on to discuss more general equations, we will first
study some obstructions to the existence of algebraic singularities.
To this end, consider the ODE
y′′ =
N−2∑
n=0
an(z)y(z)
n +
2(N + 1)
(N − 1)2 y(z)
N , (2.6)
where N ≥ 2 is an integer and the a0, . . . , aN−2 are analytic in
a neighbourhood of some point z = z0. The coefficient of y
N has
been normalised for convenience. We wish to find a formal series
solution to equation (2.6) that is a Laurent series in some fractional
power of z − z0. We begin by looking for leading-order behaviour of
the form y(z) = c0(z − z0)−p + o ((z − z0)−p) as z → z0. We find
that cN−10 = 1 and p = 2/(N − 1). Superficially there appear to be
N − 1 different leading-order behaviours. However, if N is even then
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(z − z0)−2/(N−1) is a branched function with N − 1 branches. If we
fix any choice of c0 such that c
N−1
0 = 1, then the other N − 2 values
of c0 simply correspond to the other sheets of the Riemann surface
that can be reached by the analytic continuation of c0(z−z0)−2/(N−1)
around z = z0. So there is only one leading-order behaviour from this
point of view. However, when N is odd then (z − z0)−2/(N−1) has
only (N − 1)/2 branches whereas there are still N − 1 choices for c0.
So we see that when N is odd there are effectively two leading-order
behaviours.
Having obtained the leading-order behaviour, we now look for
a formal Laurent series expansion of the form
y(z) =
∞∑
n=0
cn(z − z0)(n−2)/(N−1). (2.7)
If N is odd it is in fact sufficient to have a Laurent series in (z −
z0)
2/(N−1), meaning that ck = 0 for k odd. Substituting the expan-
sion (2.7) in equation (2.6) leads to a recurrence relation of the form
(r +N − 1)(r − 2N − 2)cr = Pr(c0, . . . , cr−1), r ≥ 1, (2.8)
where Pr is a polynomial in its arguments. Having determined c0,
equation (2.8) allows us to determine c1, . . . , c2N+1. However, on
substituting r = 2N + 2 in (2.8) we obtain the condition
P2N+2(c0, . . . , c2N+1) = 0. (2.9)
If this condition is satisfied then c2N+2 can be chosen arbitrarily and
then the recurrence relation (2.8) uniquely determines all other cj for
all j > 2N + 2. If (2.9) is not true then there is no formal series
solution of the form (2.7).
Recall that if N is even then there is effectively only one leading-
order behaviour and so there is only one obstruction of the form (2.9),
which in this case turns out to be a′′N−2(z0) = 0. When N is odd,
we get two conditions. They are equivalent to a′′N−2(z0) = 0 and one
other condition on the coefficients.
In [1], Filipuk and Halburd proved the following.
Theorem 2.3. For N ≥ 2, suppose that there is a domain Ω ⊂ C
such that a0, . . . , aN are analytic and that aN (z0) = 0 on Ω. Suppose
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further that for each z0 ∈ Ω and for each c0 such that
cN−10 =
2
aN (z0)
N + 1
(N − 1)2
, (2.10)
the equation
y′′(z) =
N∑
n=0
an(z)y(z)
n, n ∈ N, n ≥ 2. (2.11)
admits a formal series solution of the form
y(z) =
∞∑
j=0
cj(z − z0)
j−2
N−1 . (2.12)
Then
(i) For each c0 satisfying (2.10) and for each β ∈ C, there is
a unique formal series solution of the form (2.12) such that
c2(N+1) = β.
(ii) Given c0 and c2(N+1) as above, the series (2.12) converges in
a neighbourhood of z0.
(iii) Now let y be a solution of equation (2.11) that can be continued
analytically along a curve Γ up to but not including the endpoint
z0, where the coefficients aj are analytic on Γ∪ {z0} and aN is
nowhere zero on Γ ∪ {z0}. If Γ is of finite length, then y has
a convergent series expansion about z0 of the form (2.12).
(iv) If y cannot be represented by a series expansion about z0 of the
form (2.12) then Γ is of infinite length and z0 is an accumula-
tion point of such algebraic singularities.
The following theorem [2] is a generalisation of Smith’s Theo-
rem 2.1.
Theorem 2.4. Let Γ be a finite length curve with z0 as one of its
endpoints and let
F (z, y) =
n∑
j=0
fj(z)y
j , G(z, y) =
n+1∑
k=0
gk(z)y
k,
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where n is a positive integer, f0, . . . , fn; g0, . . . , gn+1 are analytic on
Γ ∪ {z0} and fn is nowhere zero there. Suppose that y is a solution
of the equation
y′′ = F (z, y)y′ +G(z, y),
that is analytic on Γ but cannot be analytically continued to Γ∪{z0}.
If, in a neighbourhood of z0, either
f ′n−1fn − fn−1f
′
n + (n+ 1)fn−1gn+1 − nfngn = 0, (n > 1)
or
f0f1(2g2 − f
′
1) + (2g2 − f
′
1)
2 − f21 g1 + f
′
0f
2
1 + f1(2g
′
2 − f
′′
1 )
− f ′1(2g2 − f
′
1) = 0, (n = 1)
then y has a series expansion of the form
y(z) =
∞∑
j=0
cj(z − z0)
(j−1)/n,
where cn0 = −(n+1)/(nfn(z0)), that converges in a neighbourhood of
z = z0.
The papers [3, 11] concern equations of the form (1.1) where E,
F and G have the form
E(z, y) =
n∑
µ=1
kµ
y − aµ(z)
, F (z, y) =
f(z, y)∏n
µ=1(y − aµ(z))
lµ
,
G(z, y) =
g(z, y)∏n
µ=1(y − aµ(z))
mµ
,
in a neighbourhood of a point z = z0 ∈ C, where f(z, y) and g(z, y)
are polynomials in y with coefficients that are analytic in a neigh-
bourhood of z = z0. Empty sums and products are taken to be
zero and one respectively. All of the functions aµ(z) are analytic in
a neighbourhood of z = z0 and aµ(z0) = aν(z0) only if µ = ν. Finally
we let
fµ(z) =
f(z, aµ(z))
n∏
ν=1
ν =µ
(aµ(z)− aν(z))
lν
, gµ(z) =
g(z, aµ(z))
n∏
ν=1
ν =µ
(aµ(z)− aν(z))
mν
.
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The following theorem was proved in [3].
Theorem 2.5. Consider equation (1.1) with E, F and G as de-
scribed above. Let the degree of f(z, y) as a polynomial in y be at
most n and define
k0 := 2−
n∑
µ=1
kµ, m0 := degyg(z, y)−
n∑
µ=1
mµ − 2 and
g0(z) := lim
y→∞
y−(m0+2)G(z, y).
We make the following assumptions.
(a) For all µ ∈ {0, . . . , n}, gµ(z0) = 0.
(b) For all µ ∈ {0, . . . , n}, 2kµ and mµ are integers such that 2kµ+
mµ > 1 and mµ ≥ 1.
(c) For all µ ∈ {1, . . . , n}, fµ+2kµa′µ ≡ 0. Furthermore, if mµ = 1,
then gµ = kµa′2µ .
We also assume the existence of the following formal series solutions.
(i) For all µ ∈ {1, . . . , n}, ifmµ is even then there is a neighborhood
Ω of z0 such that for all zˆ ∈ Ω there is a formal series solution
of the form
aµ(zˆ) +
∞∑
j=0
αj(z − zˆ)(j+2)/(mµ+1), (2.13)
where α0 = 0.
(ii) For all µ ∈ {1, . . . , n}, if mµ is odd then there is a neighborhood
Ω of z0 such that for all zˆ ∈ Ω there are two formal series
solutions of the form
aµ(zˆ) +
∞∑
j=0
αj(z − zˆ)2(j+1)/(mµ+1),
aµ(zˆ) +
∞∑
j=0
βj(z − zˆ)2(j+1)/(mµ+1),
(2.14)
where α0β0 = 0 and α(mµ+1)/20 = −β(mµ+1)/20 .
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(iii) If m0 is even then there is a neighborhood Ω of z0 such that for
all zˆ ∈ Ω there is a formal series solution of the form
∞∑
j=0
αj(z − zˆ)
(j−2)/(m0+1), (2.15)
where α0 = 0.
(iv) If m0 is odd then there is a neighborhood Ω of z0 such that for
all zˆ ∈ Ω there are two formal series solutions of the form
∞∑
j=0
αj(z − zˆ)
2(j−1)/(m0+1),
∞∑
j=0
βj(z − zˆ)
2(j−1)/(m0+1), (2.16)
where α0β0 = 0 and α
(m0+1)/2
0 = −β
(m0+1)/2
0 .
Let Γ be a finite-length curve with endpoint z0 ∈ C. Suppose
that y is analytic on Γ \ {z0}, where it solves equation (1.1). If y
cannot be analytically continued to Γ ∪ {z0} then in a neighbourhood
of z = z0, y(z) is the sum of a series of one of the forms (2.13–2.16)
with zˆ = z0.
In [11], Kecker proved the following, which is a generalisation of
Theorem 2.4.
Theorem 2.6. Consider equation (1.1) with E, F and G as de-
scribed before Theorem 2.5, where kµ, lµ, and mµ are integers for
all µ ∈ {1, . . . , n}. Suppose that degyf(z, y) >
∑n
µ=1 lµ and that
n∑
µ=1
(lµ −mµ)− 1 ≤ degyf − degyg.
For all µ ∈ {1, . . . , n} such that a′µ ≡ 0, we have lµ > mµ ≥ 0.
Otherwise we have lµ = mµ > 0 and gµ + a
′
µfµ ≡ 0. If additionally
lµ = mµ = 1 we require that
kµa
′
µ(z0) + fµ(z0) = 0.
For all µ ∈ {1, . . . , n}, we assume the existence of a formal series
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solution for all zˆ in some neighbourhood of z0 of the form
y(z) = aµ(zˆ) +
∞∑
j=1
cj(z − zˆ)
k/lµ , c1 = 0. (2.17)
Furthermore, we assume the existence of a formal series solution of
the form
y(z) =
∞∑
j=0
cj(z − zˆ)
(j−1)/l0 , c0 = 0, (2.18)
where l0 = degyf −
∑n
µ=1 lµ. Then in a neighbourhood of any singu-
larity z0 that can be reached by the analytic continuation of a solution
y of equation (1.1), y has a convergent series expansion of the form
(2.17) or (2.18) with zˆ = z0.
Finally, consider the system of equations in [12],
y′1 =(N + 1)α0,N+1(z)y
N
2 +
∑
(i,j)∈I
jαij(z)y
i
1y
j−1
2
y′2 =− (M + 1)αM+1,0(z)y
M
1 −
∑
(i,j)∈I
iαij(z)y
i−1
1 y
j
2,
(2.19)
where the set of indices I is defined by
I =
{
(i, j) ∈ N2 : i(N + 1) + j(M + 1) < (N + 1)(M + 1)
}
,
and αij(z), (i, j) ∈ I ∪ {(M +1, 0), (0, N +1)}, are analytic functions
in some common domain Ω ⊂ C. This is a Hamiltonian system with
Hamiltonian
H(z, y1, y2) = αM+1,0(z)y
M+1
1 + α0,N+1(z)y
N+1
2 +
∑
(i,j)∈I
αij(z)y
i
1y
j
2.
We define the set
Φ =
{
z ∈ Ω|αM+1,0(z) = 0} ∪ {z ∈ Ω|α0,N+1(z) = 0
}
.
Theorem 2.7. Suppose that at every point zˆ ∈ Ω\Φ the Hamiltonian
system (2.19) admits formal series solutions of the form
y1(z) =
∞∑
k=−N−1
c1,k(z − zˆ)
k
MN−1 , y2(z) =
∞∑
k=−M−1
c2,k(z − zˆ)
k
MN−1 ,
68 Reports and Studies in Forestry and Natural Sciences No 14
Local and global finite branching of solutions of ODEs
about any point zˆ ∈ Ω\Φ, for every pair of values (c1,−N−1, c2,−M−1)
satisfying
cMN−11,−N−1 = −
(
α0,N+1(zˆ)αM+1,0(zˆ)
N (MN − 1)N+1)−1 ,
c2,−M−1 = (MN − 1)αM+1,0(zˆ)cM1,−N−1.
Let Γ ⊂ Ω be a finite length curve with endpoint z0 ∈ Ω \ Φ such
that a solution (y1, y2) can be analytically continued along Γ up to,
but not including z0. Then the solution can be represented by series
expansions
y1(z) =
∞∑
k=−N+1
d
C1,k(z − z0)
kd
MN−1 ,
y2(z) =
∞∑
k=−M+1
d
C2,k(z − z0)
kd
MN−1 ,
where d = gcd{M + 1, N + 1}, convergent in some branched, punc-
tured, neighbourhood of z0.
3. DIFFERENTIAL EQUATIONS WITH ALGEBROID
SOLUTIONS
Having discussed the singularity structure of certain classes of second-
order differential equations with locally finitely branched singularities
in the first part of this article, we now focus on the global singular-
ity structure of these equations. In particlular we are interested in
finding equations which allow for globally finitely branched solutions.
This leads to the notion of algebroid functions, i.e. functions that are
algebraic over the field of meromorphic functions.
3.1. Properties of algebroid functions
An n-valued algebroid function f satisfies an irreducible algebraic
equation
fn + s1(z)f
n−1 + · · ·+ sn−1(z)f + sn(z) = 0, (3.1)
where s1, . . . , sn are meromorphic functions. If all functions s1, . . . , sn
are rational then f is called algebraic. If at least one of the functions
s1, . . . , sn is non-rational then f is called transcendental algebroid.
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about any point zˆ ∈ Ω\Φ, for every pair of values (c1,−N−1, c2,−M−1)
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Over every point z0 ∈ C an algebroid function takes on at most
k ≤ n values a1, . . . , ak ∈ C ∪ {∞} and allows for series expansions
f(z) = ai +
∞∑
j=τi
cj(z − z0)
j
λi
or, in case ai =∞,
f(z) =
∞∑
j=−τi
cj(z − z0)
j
λi . (3.2)
Here it is assumed that the number λi in each series expansion has
no common factor with all the indices j where cj = 0. We then have
λ1 + · · ·+ λk = n.
3.2. First-order equations
For first-order equations, Malmquist [13] proved the following theo-
rem in 1913.
Theorem 3.1. Let P (z, y) and Q(z, y) be polynomials in y with ra-
tional coefficients. Suppose the rational first-order differential equa-
tion
y′ =
P (z, y)
Q(z, y)
, (3.3)
has a transcendental algebroid solution. Then it can be reduced, by a
rational transformation w = R(z, y), to a Riccati equation
w′ = a(z)w2 + b(z)w + c(z),
with a(z), b(z) and c(z) rational.
Usually, Malmquist’s theorem is quoted as the following: If equation
(3.3) has a transcendental meromorphic solution, then it is a Riccati
equation. But in fact, Malmquist proved the more general Theo-
rem 3.1. Malmquist’s original proof involved asymptotic methods.
Yosida [28] gave a much shorter proof of Malmquist theorem using
Nevanlinna Theory, but only for the case of a meromorphic solution.
Nevanlinna Theory also allows one to generalise Theorem 3.1 to the
notion of admissible solutions as explained below.
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3.3. Tools from Nevanlinna Theory
We denote the Nevanlinna functions by their usual symbols, the inte-
grated counting function N(r, f), the proximity function m(r, f) and
the Nevanlinna characteristic T (r, f). Nevanlinna Theory of mero-
morphic functions was generalised by Selberg [19] and Ullrich [26] to
algebroid functions. Most of the notation and some standard theo-
rems carry over to the algebroid case with some modifications. Let
f be an n-valued algebroid function. We denote n(r, f) =
∑
|z0|≤r
τ ,
where the sum is over the numbers τ of all points z0 where f has an
expansion of the form (3.2). The algebroid Nevanlinna functions are
then defined as follows:
N(r, f) =
1
n
∫ r
0
n(t, f)− n(0, f)
t
dt+
1
n
n(0, f) ln(r),
m(r, f) =
1
2pin
n∑
ν=1
∫ 2pi
0
ln+
∣∣fν (reiφ) ∣∣dφ,
T (r, f) = m(r, f) +N(r, f),
where f1, . . . , fn are the n branches of f . In the single-valued (mero-
morphic) case these functions reduce to the usual Nevanlinna func-
tions. However one needs to be slightly careful when applying the
Nevanlinna functions to a composition of algebroid functions, e.g.
sums and products. In [14, 15] Mokhon’ko proves some theorems for
the application of the Nevanlinna functions to rational expressions
of algebroid functions which are analogous to the meromorphic case,
e.g.
m
(
r,
n∑
i=1
fi
)
≤
n∑
i=1
m(r, fi) +O(1), m
(
r,
n∏
i=1
fi
)
≤
n∑
i=1
m(r, fi).
Many results from the meromorphic case have an analogue in the
algebroid case. We only quote here the important Lemma on the
Logarithmic Derivative [27]:
Lemma 3.2. Suppose f is a transcendental algebroid function. Then
we have
m
(
r,
f ′
f
)
= o(log T (r, f)),
as r →∞, possibly outside an exceptional set of finite linear measure.
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Any function that behaves like o(T (r, f)) as r →∞, possibly outside
an exceptional set of finite measure, is denoted by S(r, f). In particu-
lar, Lemma 3.2 states that m (r, f ′/f) = S(r, f). As we seek to apply
Nevanlinna theory to the solutions of differential equations we give
the following definition. Suppose f satisfies an algebraic differential
equation
F (z, f, f ′, . . . , f (k)) = 0, (3.4)
where F is polynomial in f and its derivatives with meromorphic
coefficients {aλ,λ ∈ I}. An algebroid solution of (3.4), satisfying
the algebraic equation (3.1), is called admissible if, for some j ∈
{1, . . . , n}, T (r, aλ) = S(r, sj) ∀ λ ∈ I. For the notion of admissible
solutions, Malmquist’s Theorem 3.1 will generalise to the following
form: Let P (z, y) and Q(z, y) be polynomial in y with meromorphic
coefficients and suppose that the first-order equation (3.3) has an
admissible algebroid solution. Then it can be reduced, by a rational
transformation w = R(z, y), to a Riccati equation in w.
3.4. Algebroid solutions of second-order equations
We now consider equations in the class
y′′ =
2(N + 1)
(N − 1)2
yN +
N−1∑
k=0
ak(z)y
k, (3.5)
the normalisation factor being chosen for convenience. Suppose that
(3.5) has an admissible algebroid solution y. Then, rearranging (3.5)
and using Lemma 3.2, one obtains
Nm(r, y) = m(r, yN )
= m(r, y′′ − aN−1y
N−1 − · · ·− a1y − a0) +O(1)
≤ m(r, y) +m
(
r,
y′′
y
− aN−1y
N−2 − · · ·− a1
)
+m(r, a0) +O(1)
≤ 2m(r, y) +m(r, a0) +m(r, a1)
+m(r, aN−1y
N−3 − · · ·− a2) + S(r, y)
≤ · · · ≤ (N − 1)m(r, y) +
N−1∑
j=0
m(r, aj) + S(r, y),
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and therefore, since y is assumed to be admissible,
m(r, y) = S(r, y). (3.6)
This shows that N(r, y) = T (r, y)+S(r, y). In particular, this means
that at least one of the functions s1, . . . , sn has a number of poles of
order O(T (r, y)).
3.5. Simplest case: 2-valued algebroid solutions
We now consider an equation that has solutions with branched sin-
gularities of the form
y(z) =
∞∑
k=−1
ck(z − z0)
k
2 .
A candidate of such an equation in the class (3.5) is equation (1.2)
of Theorem 1.2,
y′′ =
3
4
y5 + a4(z)y
4 + a3(z)y
3 + a2(z)y
2 + a1(z)y + a0(z). (3.7)
If we are seeking globally 2-valued algebroid solutions, y also satisfies
a quadratic equation (1.3) where s1 and s2 are meromorphic func-
tions. They are also the elementary symmetric functions of the two
branches y1, y2 of y, i.e.
s1 = −(y1 + y2), s2 = y1y2.
It follows from (3.6) that also m(r, s1) = S(r, y) and m(r, s2) =
S(r, y).
At any singularity z0 of y, where ak(z), k ∈ {0, . . . , 4} are analytic,
we have y1, y2 ∼ (z − z0)
−1/2. Therefore, since s1 is single-valued, it
has no pole at these points z0 and hence we have T (r, s1) = S(r, y).
On the other hand, since y is an admissible solution, s2 must have
a number of poles of order T (r, y). Differentiating (1.3) once yields
2yy′ + s′1y + s1y
′ + s′2 = 0 =⇒ y
′ = −
s′1y + s
′
2
2y + s1
. (3.8)
We differentiate again and insert y′ from (3.8) and y′′ from (3.7).
Multiplying by the common denominator (2y + s1)
2 one obtains an
equation polynomial in y, s1 and s2 and their first and second deriva-
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tives. One can use (1.3) repeatedly to reduce the order in y, and in
a finite number of steps one obtains an equation
F1(s1, s
′
1, s
′′
1, s2, s
′
2, s
′′
2)y + F0(s1, s
′
1, s
′′
1, s2, s
′
2, s
′′
2) = 0.
Since (1.3) was assumed to be irreducible, y does not satisfy a linear
equation of this kind, i.e. we have in fact shown that F1 ≡ F0 ≡ 0.
For F1 we have
0 = F1 =
(
4s2 − s
2
1
) [
s′′1 − s
5
1 + a4s
4
1 − a3s
3
1 + a2s
2
1 − a1s1 + 2a0
+ s2(2a2 + 3a3s1 − 4a4s
2
1 + 5s
3
1) + s
2
2(2a4 − 5s1)
]
,
and, since 4s2 − s
2
1 is the discriminant of the irreducible quadratic
equation (1.3), the expression in the brackets must vanish identically,
which yields an equation of the form
s′′1 + p(s1) = s2q(s1) + s
2
2(2a4 − 5s1),
where p and q are polynomial in s1. However, the left hand side of
this equation is of order S(r, y) whereas the right hand side involves
s2. This is only possible if both sides vanish identically, giving the
conditions
s1 =
2
5
a4, q(s1) = 0, s
′′
1 + p(s1) = 0. (3.9)
By a linear transformation in y we could have set a4 = 0 (and there-
fore s1 = 0) from the start, which we will assume to be done in the
following. The other conditions in (3.9) then become a2 = 0 and
a0 = 0. The equation F0 = 0 now yields an equation satisfied by s2:
s′′2 =
(s′2)
2
2s2
+
3
2
s32 − 2a3(z)s
2
2 + 2a1(z)s2. (3.10)
We will now examine this equation further which must have an ad-
missible meromorphic solution. At any pole z0 of s2, where a3(z) and
a1(z) are analytic,
s2 ∼ α(z − z0)
p, p ∈ Z,
one easily finds that p = −1 and α = ±1. Inserting the full Laurent
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series
α
z − z0
+
∞∑
k=0
ck(z − z0)
k
into (3.10) one can determine the coefficients ck, k = 0, 1, 2, . . . re-
cursively and finds the expansion
α
z − z0
+
1
2
a3(z0) +
(
α
4
a3(z0)
2 +
2
3
a′3(z0)−
2α
3
a1(z0)
)
(z − z0)
+ h(z − z0)
2 + · · · , (3.11)
where the coefficient h cannot be determined by the recursion, which
breaks down for k = 2. Instead one finds the resonance condition
αa′′3(z0) + a3(z0)a
′
3(z0)− 2a
′
1(z0) = 0. (3.12)
From equation (3.10) one obtains, using Lemma 3.2,
2m(r, s2) = m(r, s
2
2)
≤ m
(
r,
s′′2
s2
)
+ 2m
(
r,
s′2
s2
)
+m(r, s2) +m(r, 2a3)
+m(r, 2a1) +O(1),
=⇒ m(r, s2) = S(r, s2).
It follows that we must have N(r, s2) = O(T (r, s2)). However, it is
not certain whether both cases of the leading order behaviour α = ±1
occur with frequency of order T (r, s2). We denote the integrated
counting function of the number of poles of s2 with leading order be-
haviour α/(z−z0) by Nα(r, s2). Essentially we consider two different
cases. First suppose that both leading order behaviours at the poles
of s2 occur with frequency of order N±1(r, s2) = O(T (r, s2)). We
then consider the functions
αa′′3(z) + a3(z)a
′
3(z)− 2a
′
1(z), α = ±1.
By (3.12) each of these functions has zeros with frequency of order
T (r, s2). But therefore, since s2 is admissible, they must both vanish
identically and one obtains the two conditions
a′′3 ≡ 0, (a
2
3 − 4a1)
′ ≡ 0,
and letting a3(z) = −2(az + b) and a1(z) = (az + b)
2 − c, equation
Reports and Studies in Forestry and Natural Sciences No 14 75
Local and global finite branching of solutions of ODEs
series
α
z − z0
+
∞∑
k=0
ck(z − z0)
k
into (3.10) one can determine the coefficients ck, k = 0, 1, 2, . . . re-
cursively and finds the expansion
α
z − z0
+
1
2
a3(z0) +
(
α
4
a3(z0)
2 +
2
3
a′3(z0)−
2α
3
a1(z0)
)
(z − z0)
+ h(z − z0)
2 + · · · , (3.11)
where the coefficient h cannot be determined by the recursion, which
breaks down for k = 2. Instead one finds the resonance condition
αa′′3(z0) + a3(z0)a
′
3(z0)− 2a
′
1(z0) = 0. (3.12)
From equation (3.10) one obtains, using Lemma 3.2,
2m(r, s2) = m(r, s
2
2)
≤ m
(
r,
s′′2
s2
)
+ 2m
(
r,
s′2
s2
)
+m(r, s2) +m(r, 2a3)
+m(r, 2a1) +O(1),
=⇒ m(r, s2) = S(r, s2).
It follows that we must have N(r, s2) = O(T (r, s2)). However, it is
not certain whether both cases of the leading order behaviour α = ±1
occur with frequency of order T (r, s2). We denote the integrated
counting function of the number of poles of s2 with leading order be-
haviour α/(z−z0) by Nα(r, s2). Essentially we consider two different
cases. First suppose that both leading order behaviours at the poles
of s2 occur with frequency of order N±1(r, s2) = O(T (r, s2)). We
then consider the functions
αa′′3(z) + a3(z)a
′
3(z)− 2a
′
1(z), α = ±1.
By (3.12) each of these functions has zeros with frequency of order
T (r, s2). But therefore, since s2 is admissible, they must both vanish
identically and one obtains the two conditions
a′′3 ≡ 0, (a
2
3 − 4a1)
′ ≡ 0,
and letting a3(z) = −2(az + b) and a1(z) = (az + b)
2 − c, equation
Reports and Studies in Forestry and Natural Sciences No 14 75
R. Halburd and T. Kecker
(3.10) becomes equation (1.4). In case of a = 0, equation (3.10)
reduces, by a linear transformation in z, to the equation
s′′2 =
(s′2)
2
2s2
+
3
2
s32 + 4zs
2
2 + 2(z
2 − c)s2,
which is a special case of the fourth Painleve´ equation for which it is
known that all solutions are meromorphic functions in the complex
plane, see e.g. [25] or the book [4]. Otherwise, in case of a = 0,
equation (3.10) reduces to
s′′2 =
(s′2)
2
2s2
+
3
2
s32 + 4bs
2
2 + 2(b
2 − c)s2,
which can be solved in terms of elliptic functions.
For the second case suppose thatNα(r, s2) = O(T (r, s2)), however
N−α(r, s2) = S(r, s2). We will show that in this case s2 is an admis-
sible solution of a Riccati equation
s′2 = −αs22 + u(z)s2 + v(z). (3.13)
Differentiating (3.13) and equating with the right hand side of (3.10)
yields the following conditions by comparing coefficients of powers
of s2:
u = αa3, 2αv = 2αa
′
3 + a
2
3 − 4a1 ≡ 0.
Suppose now that s2 does not satisfy any Riccati equation admissibly.
Then define the function
w = s′2 + αs
2
2 − αa3s2, (3.14)
which has proximity function m(r, w) = S(r, s2). At any pole z0 of
s2 with leading order α/(z− z0), by employing the expansion (3.11),
w is regular. Therefore w can have poles only where s2 has a pole
with leading order −α/(z − z0), i.e. we also have N(r, w) = S(r, s2).
But that means that T (r, w) = S(r, s2), therefore (3.14) is a Riccati
equation for which s2 is an admissible solution in contradiction to
the assumption. We have therefore proved Theorem 1.2.
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1. INTRODUCTION
Wiman–Valiron theory has contributed to complex differential equa-
tions in many aspects. In particular, many results on entire solutions
have been produced in the complex oscillation theory, e.g., [2] and
[10]. The central index of an entire function is defined by the co-
efficients of its Taylor expansion. In order to apply this method to
complex difference equation we considered binomial series in [6].
A generalization of the Wiman-Valiron theory is obtained with
some asymptotic conditions recently, where functions considered need
not be meromorphic in the whole complex plane [3]. In this motiva-
tion, to investigate asymptotic behaviors of meromorphic functions in
a domain of the plane is most likely required in the study of complex
functional equations.
In this note, we recall the study of expansions of meromorphic
solutions of difference equations in the complex plane, which is cer-
tainly classic. A number of articles and expositions are in the liter-
ature, e.g., [5], [8] and [18]. Here we follow the idea in [9]. Let D
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be a domain in C, and let α is an accumulation point of D, which
may be finite or infinite. A sequence of function {φn} is called an
asymptotic sequence for z → α in D if for each n, {φn} is defined in
D and φn+1 = o(φn) as z → α in D. A series
∑
∞
n=0 anφn is called
an asymptotic expansion of f(z) as z → α in D if for all nonnegative
integers N , there holds
f(z) =
N∑
n=0
anφn(z) + o(φN (z)) as z → α. (1.1)
We are concerned with a binomial sequence defined by z(0) = 1 and
z(n) = z(z − 1) . . . (z − n + 1), n = 1, 2, . . . as φn(z) in (1.1) above
with α = ∞. To avoid being in confusion, we sometime use (z)(n)
instead of z(n), for example, (z + 1) · z(n) = (z + 1)(n+ 1).
One purpose in this note is to find a formal expressions of f(z)
satisfying some difference equation of the form
f˜(z) =
∞∑
n=0
bn
z(n)
= b0 +
b1
z
+
b2
z(z − 1)
+ · · ·+
bn
z(n)
+ . . . . (1.2)
We remark that advanced researches of inverse series can be found
in, e.g., [13], [14], [15] and [16]. The inverse factorial series are mainly
discussed in there. They also consider incomplete gamma functions
which give examples of solutions of linear difference equations. We
give an example of an incomplete gamma function later.
2. PRELIMINARIES
2.1. Basic properties of difference operator
We recall some properties of the difference operator, see e.g., [4], [7]
and [9]. We define ∆n+1(ϕ(z)) = ∆(∆n(ϕ(z))), n = 1, 2, 3, . . . .
By simple computations, we have ∆z(n) = nz(n− 1), which cor-
responds to (zn)′ = nzn−1. Using this, we obtain for n ≥ 1
∆
(
1
z(n)
)
= −
∆z(n)
(z + 1)(n) · z(n)
=
−nz(n− 1)
(z + 1)z(n− 1) · z(n)
= −
1
z + 1
n
z(n)
= −
n
(z + 1)(n+ 1)
. (2.1)
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This yields formal expression by (1.2)
∆f˜(z) =
∞∑
n=1
−n
z + 1
bn
z(n)
. (2.2)
By definition, we have
z
z(n)
=
1
z(n− 1)
+
n− 1
z(n)
. (2.3)
The formulas (2.1) and (2.3) can be generalized, for examples,
∆2
(
1
z(n)
)
= ∆
(
−
n
(z + 1)(n+ 1)
)
=
n(n+ 1)
(z + 2)(n+ 2)
=
n(n+ 1)
(z + 2)(z + 1)
1
z(n)
, (2.4)
for n ≥ 1, and
z2
z(n)
=
z
z(n− 1)
+
(n− 1)z
z(n)
=
1
z(n− 2)
+
2n− 3
z(n− 1)
+
(n− 1)2
z(n)
, (2.5)
z3
z(n)
=
1
z(n− 3)
+
3n− 6
z(n− 2)
+
3n2 − 9n+ 7
z(n− 1)
+
(n− 1)3
z(n)
. (2.6)
We mention below a formula for some first order linear difference
equation with meromorphic coefficients.
Lemma A. Let p(z) and q(z) be given meromorphic functions. The
first order linear non-homogeneous equation
∆y(z) + p(z)y(z) = q(z)
can be solved as
y(z) = u(z)
(
S
(
q(z)
u(z + 1)
)
+Q(z)
)
,
where Q(z) is a periodic function of period 1, and u(z) is a non-trivial
solution of the first order linear homogeneous equation
∆u(z) + p(z)u(z) = 0.
We know that for linear the differential equation y′+p(z)y = q(z)
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can be solved as
y(z) = u(z)
(∫
q(z)
u(z)
dz + C
)
,
where C is a arbitrary constant, and u(z) is a solution of the first
order linear homogeneous equation u′ + p(z)u = 0. Lemma A is a
counterpart of this property. We note that in the differential case we
cannot always obtain a meromorphic solution in the complex plane.
On the other hand, we always find a meromorphic solution in the
difference case by the following theorem
Theorem B ([17]). Let f(z) be a meromorphic function in the com-
plex plane. Then there exists a meromorphic function g(z) satisfying
∆g(z) = f(z).
Concerning the general case, Praagman [12] proved that there
exists a system of n meromorphic solutions y1, . . . , yn to linear dif-
ference equations of n-th order on C linearly independent over the
periodic functions.
2.2. Entire functions defined by integral
Some of entire functions defined by integral give special functions that
satisfy difference equations. We recall a lemma on analytic functions
defined by integral, see, e.g., [11].
Lemma C. Let I be an interval of real numbers, possibly infinite.
Let U be an open set of complex numbers. Let f(t, z) be a continuous
function on I ×U . Assume that for each compact subset K of U the
integral ∫
I
f(t, z)dt
is uniformly convergent for z ∈ K, and assume that for each t the
function z → f(t, z) is analytic. Let
F (z) =
∫
I
f(t, z)dt.
Then F is analytic on U , fz(t, z) =
∂f(t,z)
∂z
satisfies the same hypoth-
esis as f(t, z), and
F ′(z) =
∫
I
fz(t, z)dt.
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Let a be a real positive number. Consider the function
g(z, a) =
∫ ∞
a
tz−1e−tdt. (2.7)
By means of Lemma C, we see that g(z, a) is an entire function.
Integrating the right hand side of (2.7) by parts, we see that g(z, a)
satisfies a difference equation
g(z + 1, a) = zg(z, a) + aze−a.
The function g(z, a) is called the incomplete gamma function, see
e.g., [1].
3. LINEAR DIFFERENCE EQUATIONS
We discuss whether solutions of linear difference equations can be
written in the form (1.2). We observe a first order difference equa-
tion (3.1), second order difference equations (3.3) and (3.10) and
a third order difference equation (3.11) below.
First we consider a meromorphic solution of a linear difference
equation
∆f(z) = f(z) +
az + b
z + 1
, (3.1)
where a, b are complex constants ab = 0. We write f(z) formally in
the form (1.2). By (2.2) and (2.3), we obtain
∞∑
n=1
−nbn
z(n)
=
∞∑
n=1
(
bn
z(n− 1)
+
nbn
z(n)
)
+ b0(z + 1) + az + b
=
∞∑
n=1
(
bn+1 + nbn
z(n)
)
+ (b0 + a)z + b1 + b0 + b,
hence, we have
∞∑
n=1
(
bn+1 + 2nbn
z(n)
)
+ (b0 + a)z + b1 + b0 + b = 0. (3.2)
By (3.2), coefficients in (1.2) are defined
b0 = −a, b1 = a− b, and, bn+1 = −2nbn (n ≥ 1).
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We note that the difference equation can be solved by Lemma A.
Secondly, we consider a linear difference equation of second order
∆2f(z) + (az + b)∆f(z) + f(z) = 0, (3.3)
where a, b are complex constant ab = 0. We find a formal series of
the form (1.2) for the solution of (3.3) assuming b0 = 0. By (2.1) and
(2.4),
∞∑
n=1
n(n+ 1)bn
z(n)
−(az+b)(z+2)
∞∑
n=1
nbn
z(n)
+(z+1)(z+2)
∞∑
n=1
bn
z(n)
= 0,
that is,
0 =
∞∑
n=1
(1− an)bnz
2
z(n)
+
∞∑
n=1
(3− 2an− bn)bnz
z(n)
+
∞∑
n=1
(n2 − (2b− 1)n+ 2)bn
z(n)
= S1 + S2 + S3. (3.4)
Applying formulas (2.3) and (2.5), we write S1 and S2 in (3.4) as
S1 = (1− a)b1z +
∞∑
n=2
(1− an)bn
z(n− 2)
+
∞∑
n=2
(2n− 3)(1− an)bn
z(n− 1)
+
∞∑
n=2
(n− 1)2(1− an)bn
z(n)
= (1− a)b1z +
∞∑
n=0
(1− a(n+ 2))bn+2
z(n)
+
∞∑
n=1
(2(n+ 1)− 3)(1− a(n+ 1))bn+1
z(n)
+
∞∑
n=2
(n− 1)2(1− an)bn
z(n)
, (3.5)
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and
S2 =
∞∑
n=1
(3− 2an− bn)bn
z(n− 1)
+
∞∑
n=1
(n− 1)(3− 2an− bn)bn
z(n)
=
∞∑
n=0
(3− 2a(n+ 1)− b(n+ 1))bn+1
z(n)
+
∞∑
n=1
(n− 1)(3− 2an− bn)bn
z(n)
.
(3.6)
It follows from (3.4), (3.5) and (3.6),
(1− a)b1z + (1− 2a)b2 + (3− 2a− b)b1
+
(1− 3a)b3 + (4− 6a− 2b)b2 + (4− 2b)b1
z
+
∞∑
n=2
(1− (n+ 2)a)bn+2
z(n)
+
∞∑
n=2
(−2an2 + (2− 3a− b)n+ 2− a− b)bn+1
z(n)
+
∞∑
n=2
−n(n+ 1)(an− a+ b− 2)bn
z(n)
.
Hence we obtain
(1− a)b1 = 0, (3.7)
(1− 2a)b2 + (3− 2a− b)b1 = 0, (3.8)
and for n ≥ 2
(
1− (n+ 2)a
)
bn+2 +
(
− 2an2 + (2− 3a− b)n+ 2− a− b
)
bn+1
− n(n+ 1)(an− a+ b− 2)bn = 0. (3.9)
In case a = 1/(m+2) for some integer m ≥ −1, bm+2 is not always 0.
In this case, b1 = · · · = bm+1 = 0 and bn, n ≥ m + 2 are defined
inductively by the relations above. Otherwise, that the coefficients
are all vanish in (1.2).
It is known that Γ-function satisfies the difference equation
∆Γ(z) = (z − 1)Γ(z).
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By using the similar computations above with the formula (2.5), we
see that the coefficients are all vanish in (1.2). Let g(z, a) be given
in (2.7). We set g(z) = g(z, 2). We investigate that incomplete
gamma function g(z) has the similar property of Γ(z). Noting that
∆(2z) = 2z, we see that g(z) satisfies
∆2g(z)− (z + 1)∆g(z) + (z − 2)g(z) = 0. (3.10)
Again we use the similar computations with the formula (2.6). We
see that g(z) has the similar property of Γ(z), say the coefficients are
all vanish in (1.2).
Concerning third order linear difference equations, we construct
the equation whose solution has non trivial expansion (1.2). For
example, we consider
(z + 3)∆3f(z) + (az + b)∆f(z) + f(z) = 0. (3.11)
By totally similar arguments for (3.1), noting that ∆3(1/z(n)) =
−n(n+ 1)(n+ 2)/((z + 1)(z + 2)(z + 3)z(n)), we obtain (3.7), (3.8)
and for n ≥ 2
(
1− (n+ 2)a
)
bn+2 +
(
− 2an2 + (2− 3a− b)n+ 2− a− b
)
bn+1
+
(
(−1 + a− b)n+ (−2− b)n2 + (−1− a)n3
)
bn = 0.
Hence, we arrive at the similar result to (3.9).
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1. MEROMORPHIC MAPPINGS OF A TORUS ONTO
THE RIEMANN SPHERE
Before we introduce the notion of a loxodromic mapping of a homo-
geneous space, consider a two-dimensional torus T in R3 as a surface
obtained by the rotation of a circle around an axis lying in the same
plane and not intersecting the circle. The torus (doughnut or bagel)
T can be obtained also by a continuous map τ of the closure of the
annulus Aρ = {z : ρ < |z| <
1
ρ
} which is homeomorphic in Aρ, and
satisfy τ(Aρ) = T and τ(ρe
iϕ) = τ(1
ρ
eiϕ) for each ϕ from [0, 2pi].
That is, the points of ∂Aρ lying on the same ray are identified (glue-
ing together).
A mapping F of T into the Riemann sphere S is said to be
meromorphic if there is a meromorphic function f on Aρ such that
f = p ◦ F ◦ τ , where p is the stereographic projection of S on C.
Put q = ρ2. Since τ(qz) = τ(z) for |z| = 1
ρ
, then
f(qz) = f(z). (1.1)
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It follows [6] from the uniqueness theorem for holomorphic func-
tions that f admits meromorphic continuation in the punctured plane
C
∗ = C \ {0} by the relation (1.1).
We can conclude now that to any meromorphic function on the
torus T corresponds a multiplicatively periodic (loxodromic) mero-
morphic function with multiplicator q, 0 < q < 1, and vice versa.
A slight modification of our construction above shows that this is
true not only for positive q but for arbitrary complex q, 0 < |q| < 1,
[12], [15].
An example of a multiplicatively periodic meromorphic function
in C∗ with such a multiplicator is
f(z) =
+∞∑
n=−∞
qnz
(1− qnz)2
.
Note that if q is a multiplicator then 1
q
is as well.
The punctured plane C∗ is a doubly connected domain. Many
authors studied meromorphic functions in multiply connected do-
mains and generalized the Nevanlinna theory for classes of such func-
tions including loxodromic. We mention here the recent papers of
R. Korhonen, A. Khrystiyanyn, A. Kondratyuk and I. Laine [11] -
[10], and [7].
What can be much simpler and naive than the property (1.1)?
But we will see further that it gives a construction of the elliptic
functions, more which is much simpler than others.
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2. CONNECTION BETWEEN LOXODROMIC
MEROMORPHIC AND ELLIPTIC FUNCTIONS
The function z = e2pis maps the complex plane C onto C∗. That is
C
∗ = exp{2piC}. If we denote z = reiϕ, s = σ + it, then
σ =
log r
2pi
, t =
ϕ
2pi
.
We will call the couples (σ, t) log-polar coordinates in C∗, z =
e2pi(σ+it). These coordinates are local. However e2piit = e2pii(t−[t]),
where [t] denote the integer part of t. The function t→ t− [t] maps
one-to-one the one-dimensional torus T = R/Z onto [0, 1). Hence
C
∗ = R × T. Thus the global coordinates in C∗ are (σ, t) where
σ ∈ R, t ∈ T.
This means that each function f on C∗ may be considered as
periodic in log-polar coordinates, that is in C, with the period i,
f(e2pis) = g(s), g(s+ i) = f(e2pi(s+i)) = f(z), and vice versa.
If moreover g(s) has another period ω1, say 1, then g(s+1) = g(s)
implies f(e2pie2pis) = f(e2pis), i. e. f(e2piz) = f(z). This means that
f is multiplicatively periodic with multiplicator e2pi and g is a function
on the two-dimensional torus T2 = R2/Z2.
More generally, after the homothety s → s
ω
, taking an arbitrary
period ω1 > 0 we obtain a doubly-periodic function g with the period
lattice Λ = Zω1 + Zω2, where ω2 = iω, ω > 0, and a multiplicatively
periodic function f of multiplicator 1
q
= e2pi
ω1
ω = e
2pii
ω1
ω2 , 0 < q < 1.
In the general case the connection between a multiplicatively pe-
riodic function f(z) of multiplicator q and the associated doubly pe-
riodic function g(s) which admits the period lattice Λ with complex
numbers ω1, ω2 is the following
f(e
2pii
ω2
s
) = g(s),
1
q
= e
2pii
ω1
ω2 , Im
ω1
ω2
< 0.
The theory of meromorphic multiplicatively periodic functions
was elaborated by O. Rausenberger [12]. G. Valiron [15] called these
functions loxodromic because in the case of non-real q the points
in which such a function acquires the same value lay on logarith-
mic spirals. The images of these on the Riemann sphere intersect
each meridian at the same angle, and are called loxodromic curves
(λoξoζ - oblique, δρoµoζ - way). In log-polar coordinates they are
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straight lines.
Doubly-periodic meromorphic functions are elliptic functions and
are well known due to the works of K. Jacobi, N. Abel, K. Weierstrass.
Summarizing, we conclude that loxodromic meromorphic func-
tions give a simple construction of elliptic functions. Furthermore,
recent research highlight various applications [2], [1], [13], [5], and
show that interest in these objects increases.
It is clear that the loxodromic meromorphic functions of multi-
plicator q form a field which is denoted by Lq.
We note some properties of loxodromic meromorphic functions
[12], [15], [5].
a) It follows from the Liouville theorem that every holomorphic
loxodromic function is constant;
b) by the residue theorem every non-constant function f ∈ Lq has
at least two poles in every annulus Aq(R) = {z ∈ C : |q|R <
|z| ≤ R}, R > 0;
c) it follows from the argument principle that the difference be-
tween the numbers of poles and zeroes of f ∈ Lq is zero in every
annulus Aq(R).
Property b) means that by the non-constant loxodromic mapping
of the torus T the Riemann sphere S is covered at least two, times.
We obviously get at least, two because the genera of the Riemann
surfaces S and T are different.
A meromorphic function f has the same poles as the function
f − a, a ∈ C∗. The property c) shows that the number of a-points
{aj} of f ∈ Lq, i.e. such that f(aj)−a = 0, is the same as the number
of poles of f . In other words all values a ∈ C are equidistributed.
3. GENERAL AND δ-SUBHARMONIC
MULTIPLICATIVELY PERIODIC MAPPINGS
Taking into account the fact that loxodromic meromorphic functions
give a simple construction of the important class of elliptic functions
it will be interesting to study different classes of multiplicatively pe-
riodic mappings of arbitrary homogeneous spaces. Such a theory is
not elaborated yet.
In order to consider and study the multiplicatively periodic dif-
ferences of subharmonic functions in C∗ (δ-subharmonic functions)
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denote by B the class of bounded Borel sets in C∗ whose closures
belong to C∗. For B ∈ B put
qB = {qz : z ∈ B}, 0 < |q| < 1.
Definition 3.1. A measure µ (of arbitrary sign) on B is called mul-
tiplicatively periodic of multiplicator q if
µ(qB) = µ(B)
for every B ∈ B.
Definition 3.2. A Schwarz distribution T on C∗ is said to be mul-
tiplicatively periodic of multiplicator q if
Tϕq = Tϕ
for every ϕq(z) = ϕ(qz), ϕ ∈ C∞0 (C∗), 0 < |q| < 1.
Example 3.1. Put
µ(B) =
∫
B
dxdy
|z|2
, B ∈ B, z = x+ iy.
Then
µ(qB) =
∫
qB
dxdy
|z|2
=
∫
B
|q|2dxdy
|q|2|z|2
= µ(B)
for every q.
Example 3.2. The Dirac measures concentrated at {aqn}, a ∈ Aq =
Aq(1), 0 < |q| < 1, n ∈ Z, form a multiplicatively periodic measure
of multiplicator q.
Definition 3.3. A δ-subharmonic function u ∈ C∗ is called multi-
plicatively periodic (loxodromic) of multiplicator q, 0 < |q| < 1, if
u(qz) = u(z), z ∈ C∗.
If u is a subharmonic function in a domain then the Schwarz
distribution ∆u is positive. The measure
µu =
1
2pi
∆u,
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where ∆ is the Laplace operator, is called the Riesz measure of u. For
a δ-subharmonic function u the distribution 12pi∆u is the difference of
positive measures. δ-subharmonic functions in a domain form a linear
space over R.
Proposition 3.1. Each loxodromic subharmonic function is con-
stant.
Proof. Such a function is determined in C∗ by its values on the com-
pact set Aq. Thus, it is bounded from above in C
∗, in particular, in
each neighbourhood of the origin z = 0. Hence, the origin is remov-
able [9]. That is, there exists a subharmonic function u˜ in C which
coincides with u in C∗ and is bounded from above. Therefore, u˜ is a
constant [4], as is the function u. 
The main problems are:
(i) to describe the Riesz measures of loxodromic δ-subharmonic
functions;
(ii) to represent every loxodromic δ-subharmonic function.
In order to solve these problems we introduce the following two
notions.
Definition 3.4. Let µ be a measure in C∗. Fix t0 and a value ν(t0).
The function
ν(t) =
{
ν(t0) + µ{z : t0 < |z| ≤ t}, t0 < t,
ν(t0)− µ{z : 0 < t < |z| ≤ t0}, t < t0,
is said to be the distribution function of the measure µ.
Such a function is right continuous and determined up to a con-
stant. The difference ν(t2) − ν(t1) gives the measure of the annulus
{z : t1 < |z| ≤ t2}.
Consider an entire function with the zero sequence {q−n}, n ∈ N,
0 < |q| < 1,
h(z) =
∞∏
n=1
(1− qnz).
Definition 3.5. The function
P (z) = (1− z)h(z)h
(
1
z
)
= (1− z)
∞∏
n=1
(
1− qnz
)(
1−
qn
z
)
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is called the Schottky-Klein prime function [2].
This function is holomorphic in C∗ with zero sequence {qn}, where
n ∈ Z. It was introduced by Schottky [14] and Klein [8] for the study
of conformal mappings of doubly-connected domains.
Theorem 3.3. A measure µ in C∗ is the Riesz measure of a loxo-
dromic δ-subharmonic functions of multiplicator q if and only if
a) it is multiplicatively periodic of multiplicator q, and
b) µ(Aq(R)) = 0 for every R > 0.
This theorem solves the problem (i). The following representation
theorem solves the problem (ii).
Theorem 3.4. Each loxodromic δ-subharmonic function u of multi-
plicator q has the representation
u(z) = C − α log |z|+
∫
|q|<|ζ|≤1
log
∣∣∣P ( zζ
)∣∣∣ dµu(ζ), (3.1)
where C is a constant and
α = 1log |q|
1∫
|q|
log t dν(t), (3.2)
in which ν(t) is a distribution function of µu.
4. PROOF OF THEOREM 3.3
Let u be a loxodromic δ-subharmonic function. If ϕ ∈ C∞0 (C
∗),
then taking into account that ∆ϕq(z) = |q|
2∆ϕ(qz) and changing
the variable z = ζ
q
, z = x+ iy, ζ = ξ + iη, we obtain
∫
C∗
u(z)∆ϕq(z) dxdy =
∫
C∗
|q|2u
(
ζ
q
)
∆ϕ(ζ)
dξdη
|q|2
=
∫
C∗
u(ζ)∆ϕ(ζ) dξdη.
Hence, the distribution T = 12pi∆u = µu is multiplicatively periodic
with multiplicator q. It has extension [4] to a continuous linear func-
tional on the space C0(C
∗) of functions continuous on C∗ with com-
pact supports and due to the Riesz theorem to a Borel measure on C∗
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denoted by µu. By the process of extension we have µu(qB) = µu(B)
for each B ∈ B. Thus, the property a) is proved.
Now we are going to prove the property b). The integral mean
I(r, u) =
1
2pi
2pi∫
0
u(reiθ) dθ
is the difference [4] of the functions which are convex with respect
to; and its right derivative with respect to log r, i.e. rI ′+(r, u), is [3]
a distribution function of µu. Hence,
µu(Aq(R)) = RI
′
+(R, u)− qRI
′
+(qR, u). (4.1)
If u is multiplicatively periodic of multiplicator q, then I(r, u) =
I(qr, u) and I ′+(r, u) = qI
′
+(qr, u), r > 0. Thus, relation (4.1) yields
µu(Aq(R)) = 0 for each R > 0, that is the property b).
The following step of the proof consists of the construction of
a loxodromic δ-subharmonic function of multiplicator q with Riesz
measure possessing properties a) and b). Let µ have these properties.
The function
v(z) = −α log |z|+
∫
Aq
log
∣∣∣∣P
(
z
ζ
)∣∣∣∣ dµ(ζ), (4.2)
where
α =
1
log |q|
1∫
|q|
log t dν(t),
and ν(t) is a distribution function of µ, is a multiplicatively periodic
δ-subharmonic function of multiplicator q. Indeed, the first addend of
(4.2) is harmonic in C∗ and the second can be represented as follows
∫
Aq
log
∣∣∣∣P
(
z
ζ
)∣∣∣∣ dµ(ζ) =
∞∑
n=0
∫
Aq(q−n)
log
∣∣∣∣1− zζ
∣∣∣∣ dµ(ζ)
+
∞∑
n=1
∫
Aq(qn)
log
∣∣∣∣1− ζz
∣∣∣∣ dµ(ζ)
(4.3)
due to property a). Hence, the function v(z) is δ-subharmonic in C∗
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as the sum of uniformly convergent series of logarithmic potentials
on compact sets in C∗.
Since P (qz) = −P (z)/z [5] we have
v(qz) = −α log |q|− α log |z|− α log |z|
∫
Aq
dµ
+
∫
Aq
log |ζ| dµ+
∫
Aq
log
∣∣∣∣P
(
z
ζ
)∣∣∣∣ dµ(ζ).
(4.4)
But ∫
Aq
log |ζ| dµ =
1∫
|q|
log t dν(t) = α log |q|
and the property b) implies
µ(Aq) =
∫
Aq
dµ = 0.
Therefore, relation (4.4) yields v(qz) = v(z), z ∈ C∗, which finishes
the proof.
5. PROOF OF THEOREM 3.4
Let u be a multiplicatively periodic δ-subharmonic function in C∗
with multiplicator q. Theorem 1 shows that µu satisfies conditions
a) and b). Consider the function v(z) given by relation (4.2) with
µ = µu. It follows from representation (4.3) that µv = µu. So the
difference h = u− v is a harmonic function. Since both u and v are
loxodromic, the function h is as well. By Proposition 1 h is a constant
C. Hence, u(z) = C + v(z), z ∈ C∗, i.e. the representation (3.1) with
α satisfying relation (3.2). This completes the proof.
If f is a meromorphic function, then log |f | is δ-subharmonic.
There are functions meromorphic in C∗ such that log |f | is loxodromic
but f /∈ Lq. Indeed, consider the function
f(z) =
P (z)
P (−z)
.
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Taking into account that
P (qz) = −
1
z
P (z),
we have f(qz) = −f(z) and log |f(qz)| = log |f(z)|, z ∈ C∗.
Finally, recalling the connection between loxodromic and doubly-
periodic functions, we can conclude that if u is a loxodromic δ-
subharmonic function of multiplicator
q = exp
(
2pii
ω1
ω2
)
, Im
ω1
ω2
> 0,
then v(s) = u(exp(2pii
ω2
s)) is a doubly-periodic δ-subharmonic function
in C.
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Abstract. The first part of the paper is based on a plenary talk
given at the Workshop on Complex Analysis and its Applications to
Differential and Functional Equations held in Joensuu in December
2012 in honour of Ilpo Laine’s seventieth birthday. A result is then
proved concerning non-real zeros of derivatives of the reciprocal of
a real entire function of small growth with very sparsely distributed
real zeros.
MSC 2010: 30D20, 30D35.
Keywords: Derivatives, meromorphic functions, non-real zeros.
1. ENTIRE FUNCTIONS ANDWIMAN’S CONJECTURE
It is a simple consequence of Rolle’s theorem that if a non-constant
polynomial P (z) has only real zeros then so has its derivative P ′.
The same property holds for transcendental entire functions f in the
Laguerre-Po´lya class LP given by
f(z) = e−az
2
g(z) = e−az
2+bz+czm
∞∏
n=1
(
1−
z
an
)
ez/an ,
a ≥ 0, b, c ∈ R, 0 ≤ m ∈ Z, an ∈ R,
∑
|an|
−2 <∞.
Here g is a real entire function (i.e. g(R) ⊆ R) of genus at most 1
with real zeros. For such f ,
−
f ′(z)
f(z)
= 2az − b−
m
z
+
∑( 1
an − z
−
1
an
)
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maps the upper half-plane H = {z ∈ C : Im z > 0} into itself, and
so all zeros of f ′ must be real. The Laguerre-Po´lya theorem [17]
says that an entire function f is in LP if and only if there exist
real polynomials Pn with only real zeros, such that Pn → f locally
uniformly on C. For example,
lim
n→∞
(1− z2/n)n = exp(−z2) ∈ LP.
It follows that if f ∈ LP is transcendental and k ≥ 0 then f (k) has
only real zeros; this is because Weierstrass’ theorem yields P
(k)
n →
f (k), at which point Hurwitz’s theorem may be applied. Po´lya asked
whether this property characterises the Laguerre-Po´lya class, and the
following theorem, the culmination of decades of work by a number
of authors, confirmed a conjecture made around 1911 by Wiman for
the case k = 2 [31,32].
Theorem 1.1 ([2, 5, 10,11,19,26,29]). If f is a real transcenden-
tal entire function and f and f (k) have only real zeros for some k ≥ 2,
then f ∈ LP (and all derivatives of f have only real zeros).
Levin and Ostrovskii showed in [26] that any counter-example f
to the Wiman conjecture must satisfy log logM(r, f) = O(r log r) as
r → ∞, and they introduced to the subject the use of the sectorial
characteristic [7, 30] and a factorisation of the logarithmic derivative
which has proved highly effective in many settings. Sheil-Small [29]
proved the Wiman conjecture for functions of finite order, and his
geometric insights have played a decisive role in subsequent work,
including the resolution of the last case of the Wiman conjecture
(sometimes called the “small infinite order” case) in [2]. Hellerstein
and Williamson [10,11] had earlier proved the Wiman conjecture, but
under the additional hypothesis that f ′ also has only real zeros, while
[5, 19] concern the extension of Theorem 1.1 from k = 2 to k ≥ 3.
The next result, again a combination of work by several authors,
confirmed a conjecture of Po´lya [27] from 1943.
Theorem 1.2 ([1, 3, 4, 15, 16,19]). Let f be any real transcenden-
tal entire function, and let nk be the number of non-real zeros of f
(k).
Then limk→∞ nk exists and is 0 or ∞.
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2. THE MEROMORPHIC CASE
It is natural to ask whether Theorems 1.1 and 1.2 have counterparts
for functions f which are meromorphic on C, or possibly real mero-
morphic (i.e. f(R) ⊆ R ∪ {∞}), and are such that some, or even all,
derivatives of f have only real zeros. In the 1990s Hinkkanen used the
Po´lya shire theorem [8, p.63] to show in [12–14] that if f is meromor-
phic in the plane and all the f (k) (k ≥ 0) have only real zeros then,
apart from certain rational functions, f has no poles. This resolved
the natural analogue for meromorphic functions of Po´lya’s question
concerning LP .
The case where f is strictly non-real (that is, f is not a constant
multiple of a real function) was disposed of by Hellerstein, Shen and
Williamson in 1983 [9]: in this case if f has only real poles and
f, f ′, f ′′ all have only real zeros, then f has one of a relatively short
list of possible forms, each of which is a combination of exponential
and trigonometric functions. The proof exploits the fact that if f is
strictly non-real then the reflection g(z) = f(z) gives an additional
function to work with, having the same zeros and poles as f .
For real meromorphic functions and finitely many derivatives, the
state of knowledge is much less complete, and most results to date
rest on assuming that f , or some derivative of f , has finitely many
zeros. A quintessential example is given by
f(z) = tan z, f ′(z) = sec2 z = 0, f ′′(z) = 2 sec2 z tan z.
Here f is real, f and f ′′ have only real zeros, while f ′ has no zeros,
and f ′′′(z) = 6 sec4 z − 4 sec2 z has non-real zeros, and this example
illustrates the next result.
Theorem 2.1 ([20,21]). Let f be a real meromorphic function in
the plane, not of the form
f = SeP with S a rational function and P a polynomial. (2.1)
Let µ and k be integers with 1 ≤ µ < k. Assume that all but finitely
many zeros of f and f (k) are real, and that f (µ) has finitely many
zeros. Then µ = 1 and k = 2 and f satisfies
f(z) =
R(z)eicz − 1
AR(z)eicz −A
, where c ∈ (0,∞), A ∈ C \ R, (2.2)
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and
R is a rational function with |R(x)| = 1 for all x ∈ R. (2.3)
Moreover, all but finitely many poles of f are real.
Conversely, if f is given by (2.2) and (2.3) then f satisfies the
hypotheses with µ = 1 and k = 2.
Theorem 2.1 was established in [9], but only for µ = 1 and k = 2
and subject to the additional hypothesis that poles of f are real,
which in Theorem 2.1 appears instead as a conclusion. The next
theorem treats the case where a higher derivative f (k) has finitely
many zeros.
Theorem 2.2 ([24]). Let k ≥ 2 and let f be a real meromorphic
function in C such that:
(i) the function f has finitely many non-real zeros;
(ii) the function f (k) has finitely many zeros in the plane;
(iii) the non-real poles of f have bounded multiplicities.
Then f satisfies (2.1).
There remains the natural problem in which f is the reciprocal of
a real entire function with real zeros or, more generally, has finitely
many zeros and non-real poles.
Conjecture 2.1. Let f be a real meromorphic function in C with
finitely many zeros and non-real poles, not of the form (2.1). Then
f (k) has infinitely many non-real zeros, for every k ≥ 2.
Of course, for f of form (2.1), all f (k) have finitely many zeros,
and k = 1 is exceptional as f(z) = sec z immediately shows. It is
known [6,18] that for f as in the hypotheses, not of form (2.1), each
f (k) with k ≥ 2 has infinitely many zeros in C, and the conjecture is
that infinitely many are non-real. For even k and finite lower order,
it would suffice to prove the following.
Conjecture 2.2. Let f be a real transcendental meromorphic func-
tion of finite lower order in C with finitely many zeros and non-real
poles, and let k ≥ 2 be even. Then 0 < f (k)(x)/f(x) ≤ +∞ for all
real x with |x| large. In particular, f (k) has finitely many real zeros.
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Conjecture 2.2 is false for infinite lower order, as shown by
f(z) = exp(sin z),
f ′′(z)
f(z)
= cos2 z − sin z.
It is also false for odd k, since f(z) = sec z has f ′′′(z) = (6 sec3 z −
sec z) tan z.
Theorem 2.3. Conjecture 2.2 is true for k = 2 and k = 4.
Theorem 2.3 depends heavily on the Levin-Ostrovskii factorisa-
tion of the logarithmic derivative, and was proved relatively straight-
forwardly for k = 2 in [22]. The proof for k = 4 is more compli-
cated, and suggests that Conjecture 2.2 may be difficult for k ≥ 6:
the details will appear in [25], in which the following consequence of
Theorem 2.3 will also be proved.
Theorem 2.4. Let f be a real meromorphic function of finite lower
order in the plane, with finitely many zeros and non-real poles, not
of the form (2.1). Then f satisfies
T (r, f ′/f) ∼
1
2
NNR(r, 1/f
′′) ∼
1
2
NNR
(
r, 1/f (3)
)
∼
1
4
NNR
(
r, 1/f (4)
)
as r →∞ in a set of logarithmic density 1, where NNR(r, 1/g) counts
non-real zeros of g.
For infinite lower order the only result in the direction of Conjec-
ture 2.1 is the following, the proof of which depends fundamentally on
level curve arguments and the geometric ideas introduced by Sheil-
Small in [29]. The case m = 0 was proved in [23], the same result
having been established by Rossi in [28] subject to the additional
assumption that all zeros of f ′ are real. The details for m ≥ 1 will
appear in [25].
Theorem 2.5. Let f be a real meromorphic function of infinite lower
order in the plane, with finitely many zeros and non-real poles. Let
m ≥ 0 be an integer. Then at least one of f (m) and f (m+2) has
infinitely many non-real zeros.
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While Conjecture 2.1 appears to be difficult in general, this paper
will prove the following special case, in which 1/f has genus 0 and
very sparsely distributed real, simple zeros.
Theorem 2.6. For each integer k ≥ 2 there exists αk ∈ C \ R with
the following property. Let 0 < η < 1, let R ≡ 0 be a real rational
function, and let
f(z) = R(z)
∞∏
n=1
(
1−
z
an
)
−1
, an ∈ R,
∞∑
n=1
1
|an|
<∞, (2.4)
in which |an| is non-decreasing and |an − am| ≥ η|an| for all m = n.
Then for each large n the derivative f (k) has a zero zn with
zn
n(zn − an)
= αk + o(1). (2.5)
In particular, f (k) has infinitely many non-real zeros.
3. A FAMILY OF POLYNOMIALS
Lemma 3.1. Define polynomials Pk for k ∈ N by
P1(Y ) = Y + 1, Pk+1(Y ) = (Y + 1)Pk(Y ) + Y
2P ′k(Y ). (3.1)
Then Pk satisfies, for each k ≥ 2,
Pk(Y ) = k!Y
k + k!Y k−1+
k!Y k−2
2
+O(|Y |k−3) as Y →∞. (3.2)
Moreover, for each k ≥ 2, the polynomial Pk has at least one pair of
non-real zeros αk, αk.
Proof. The formula (3.2) will be proved by induction on k, and holds
for k = 2, since (3.1) gives P2(Y ) = (Y + 1)
2 + Y 2 = 2Y 2 + 2Y + 1.
Assuming that k ≥ 2 and that (3.2) is true, the recurrence relation
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(3.1) delivers, as Y →∞,
Pk+1(Y ) = (Y + 1)
(
k!Y k + k!Y k−1 +
k!Y k−2
2
+O(|Y |k−3)
)
+
+ Y 2
(
k · k!Y k−1 + (k − 1)k!Y k−2 +
(k − 2)k!Y k−3
2
+
+O(|Y |k−4)
)
= (1 + k)k!Y k+1 + (k! + k! + (k − 1)k!)Y k+
+
(
k! +
k!
2
+
(k − 2)k!
2
)
Y k−1 +O(|Y |k−2)
= (k + 1)!Y k+1 + (k + 1)!Y k +
(k + 1)!Y k−1
2
+O(|Y |k−2),
which is (3.2) with k replaced by k + 1. Now for k ≥ 2 the formula
(3.2) yields
P
(k−2)
k (Y ) =
(k!)2Y 2
2
+ k!(k − 1)!Y +
k!(k − 2)!
2
=
k!(k − 2)!
2
(
k(k − 1)Y 2 + 2(k − 1)Y + 1
)
.
Since 4(k−1)2 < 4k(k−1) the quadratic P
(k−2)
k (Y ) has no real roots,
and so Pk has at least one conjugate pair of non-real roots. 
4. ESTIMATES FOR LOGARITHMIC DERIVATIVES
Lemma 4.1. Let η and the function f be as in the hypotheses of
Theorem 2.6. Then
−
zf ′(z)
nf(z)
=
z
n(z − an)
+ 1 + o(1) (4.1)
as n→∞, uniformly for 0 < |z − an| ≤
1
2η|an|.
Proof. Let n be large, and denote by C positive absolute constants,
not necessarily the same at each occurrence. The fact that |ap−aq| ≥
η|aq| for all p = q implies that any annulus S ≤ |z| ≤ 2S, with
S > 0, contains at most C of the aq. Considering in turn the annuli
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2j |an| ≤ |z| ≤ 2
j+1|an| for j ∈ Z then yields∑
m<n
∣∣∣∣aman
∣∣∣∣+ ∑
m>n
∣∣∣∣ anam
∣∣∣∣ ≤ C + C
(
1 +
1
2
+
1
4
+ · · ·
)
≤ C.
Let 0 < |z − an| ≤
1
2η|an| and write, using (2.4),
−
zf ′(z)
f(z)
= −
zR′(z)
R(z)
+
z
z − an
+
∑
m<n
z
z − am
+
∑
m>n
z
z − am
.
The observation that∣∣∣∣∣
∑
m<n
(
z
z − am
− 1
)∣∣∣∣∣ =
∣∣∣∣∣
∑
m<n
am
z − am
∣∣∣∣∣ ≤ C
∑
m<n
∣∣∣∣aman
∣∣∣∣ ≤ C
and ∣∣∣∣∣
∑
m>n
z
z − am
∣∣∣∣∣ ≤ C
∑
m>n
∣∣∣∣ anam
∣∣∣∣ ≤ C
then leads to
−
zf ′(z)
f(z)
=
z
z − an
+ a(z) +
∑
m<n
1 =
z
z − an
+ n+ b(z),
where |a(z)| + |b(z)| ≤ C. 
Lemma 4.2. Let the function f be as in the hypotheses of Theorem
2.6. Let 0 < τ < 1 and let k ∈ N. Then f satisfies
f (k)(z)
f(z)
= (−1)k
nk
zk
[Pk(Y ) + o(1)] , Y =
z
n(z − an)
, (4.2)
as n → ∞, uniformly for τ ≤ |Y | ≤ τ−1. Here Pk(Y ) is as defined
in Lemma 3.1.
Proof. Observe first that for any fixed η,σ in (0, 1) the inequality
σ ≤ |Y | ≤ σ−1 implies that 0 < |z− an| ≤
1
2η|an| for n large enough.
In particular, the assertion of the lemma for k = 1 follows at once
from (4.1) in Lemma 4.1 and the fact that P1(Y ) = Y + 1.
Now assume that k ∈ N and that the assertion of the lemma
has been proved for k. It may therefore be assumed that (4.2) holds
as n → ∞, uniformly for τ/2 ≤ |Y | ≤ 2τ−1. With n large and
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τ ≤ |Y | ≤ τ−1 write
dY
dz
= −
an
n(z − an)2
=
Y
z
−
nY 2
z
and
f (k+1)(z)
f(z)
=
f ′(z)
f(z)
·
f (k)(z)
f(z)
+
d
dz
(
f (k)(z)
f(z)
)
= (−1)
n
z
[Y + 1 + o(1)] · (−1)k
nk
zk
[Pk(Y ) + o(1)]+
+ (−1)k
nk
zk
[
P ′k(Y ) + o(1)
](Y
z
−
nY 2
z
)
+
+ (−1)k (−k)
nk
zk+1
[Pk(Y ) + o(1)]
= (−1)k+1
nk+1
zk+1
[Y + 1 + o(1)] · [Pk(Y ) + o(1))]+
+ (−1)k+1
nk+1
zk+1
[
(P ′k(Y ) + o(1))
(
Y 2 −
Y
n
)
+
+
k
n
(Pk(Y ) + o(1))
]
= (−1)k+1
nk+1
zk+1
[Pk+1(Y ) + o(1)]
as n→∞, using Cauchy’s estimate for derivatives and (3.1). 
5. PROOF OF THEOREM 2.6
Let the function f be as in the hypotheses of Theorem 2.6, and let
k ≥ 2. Let αk be a non-real zero of Pk, as given by Lemma 3.1,
and choose τ ∈ (0, 1) so that αk lies in the domain D given by
τ < |Y | < τ−1. For large n define Y as in (4.2) and set
Qn(Y ) = (−1)
k z
k
nk
f (k)(z)
f(z)
.
Then Qn(Y ) is well-defined and analytic on D, and converges uni-
formly to Pk(Y ) on D as n → ∞, by Lemma 4.2. Now Hurwitz’
theorem gives, for n large, a zero Yn = αk + o(1) of Qn(Y ) in D and
hence a zero zn of f
(k) satisfying (2.5). 
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Abstract. We observe a tropical transcendental entire function with
max-plus series expansion f(x) =
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n=0 an ⊗ x
⊗n = maxn∈Z
≥0
(an +
nx) on R and estimate the order of growth and type of the function
f(x) by means of the coefficients an in the series. These formulas
admit the same renormalization relation as those for the logarithmic
order and logarithmic type of a transcendental entire function with
Taylor series expansion f(z) =
∑∞
n=0 anz
n on C. As an application of
the formulas, we focus on two types of known transcendental tropical
entire functions given by a series expansion as the above: one is an
ultradiscretized theta function which gives an ultradiscretization of
some elliptic functions and the other is an ultradiscrete basic hyper-
geometric function which forms a tropical meromorphic solution to
an ultradiscretized Painleve´ III equation by taking its ultradiscrete
analogue of ‘logarithmic shift’. Then we show that both functions
are of the growth order exactly equal to two. Some other examples
of tropical entire functions of arbitrary order are also presented as
the ultradiscretization of complex entire functions given by a q-series
expansion. The main purpose of this note is to observe a good cor-
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1. INTRODUCTION
The purpose of this note is to answer the following problem affirma-
tively:
Problem 1.1. Can we find a nice relation between the order of
growth or the type and the coefficients of its suitable series expansion
of a tropical entire function on the real line R in a very similar fashion
as we do for an entire function on the complex line C?
Here we recall that by the order (of growth) or the type of a
function S(r) of R≥0 into R>0 with such an asymptotic approximation
as
S(r) =
{
α+ o(1)
}
rβ (r → +∞) (1.1)
with the constants α ≥ 0 and β > 0, we mean the two numbers
β = lim
r→∞
logS(r)
log r
or α = lim
r→∞
S(r)
rβ
, (1.2)
respectively. Of course, the growth behavior of our functions treated
in this note cannot be expected to be such regular as in (1.1). Usually,
there occurs an exceptional set from which the value r has to stay
away when it tends to infinity. Hence the order and type are both
to be defined by means of ‘lim supr→∞’ instead of ‘limr→∞’ in (1.2).
(One often uses the terms ‘lower order’ and ‘lower type’ for those by
means of ‘lim infr→∞’ for a more precise estimate, though.) Even in
these definitions, there exists an enough large set in R≥0 where an
approximation behavior such as (1.1) does hold. In fact, R.G. Hal-
burd and R. Korhonen [6, Corollary 3.4], for example, show that for
any given  > 0, a positive increasing function T on R≥0 of order ρ
and type τ with 0 < ρ < ∞ and 0 < τ < ∞ admits a set of infinite
linear measure of R≥0 on which
(τ − )rρ ≤ T (r) ≤ (τ + )rρ
holds.
It is familiar in function theory that a transcendental entire func-
tion f(z) in the plane C := {|z| <∞} admits the equality
lim sup
r→∞
log logM(r, f)
log r
= lim sup
n→∞
logmn
log mn
√
1/|amn |
, (1.3)
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where M(r, f) = max|z|=r |f(z)| = maxθ∈[0,2pi) |f(re
iθ)| and
f(z) =
∞∑
n=0
amnz
mn , amn ∈ C \ {0}.
This limit superior (1.3) including +∞ as its value is known as the
order of growth of the entire function f(z), that is, the order of the
positive function T (r) := logM(r, f). Especially, if the value, say
ρ = ρ(f), is positive and finite, we have another equality on the
maximum modulus M(r, f) and the Taylor coefficients amn , that is,
lim sup
r→∞
logM(r, f)
rρ
=
1
eρ
lim sup
n→∞
mn(
mn
√
1/|amn |
)ρ . (1.4)
This limit superior in the interval [0,+∞] is called the type of the
entire function f(z) under consideration, that is again, the type of
logM(r, f). One finds a renormalization relation between two equal-
ities (1.3) and (1.4) such that
the ratio
log Y
logX
in (1.3) is replaced by the ratio
Y
Xρ
in (1.4).
on each side, that is to put (X,Y ) =
(
r, logM(r, f)
)
on the left-hand
side and
(X,Y ) =
(
mn
√
1/|amn |, logmn
)
on the right-hand side respectively. Then one is required to associate
the regulation weight 1/(eρ) with the ratio on the right-hand side
of (1.4).
At his talk jointly with Katsuya Ishizaki, the author stated that
this is also the case for the so-called logarithmic order and logarithmic
type of entire functions, which are defined by replacing r by log r in
the denominator of the left-hand sides of (1.3) and (1.4), respectively,
that is to define
lim sup
r→∞
log logM(r, f)
log log r
=: ρlog and lim sup
n→∞
logM(r, f)
(log r)ρlog
=: λlog,
provided 1 < ρlog < +∞. This means that log T (r, f) behaves asymp-
totically like {
λlog + o(1)
}
(log r)ρlog
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This limit superior (1.3) including +∞ as its value is known as the
order of growth of the entire function f(z), that is, the order of the
positive function T (r) := logM(r, f). Especially, if the value, say
ρ = ρ(f), is positive and finite, we have another equality on the
maximum modulus M(r, f) and the Taylor coefficients amn , that is,
lim sup
r→∞
logM(r, f)
rρ
=
1
eρ
lim sup
n→∞
mn(
mn
√
1/|amn |
)ρ . (1.4)
This limit superior in the interval [0,+∞] is called the type of the
entire function f(z) under consideration, that is again, the type of
logM(r, f). One finds a renormalization relation between two equal-
ities (1.3) and (1.4) such that
the ratio
log Y
logX
in (1.3) is replaced by the ratio
Y
Xρ
in (1.4).
on each side, that is to put (X,Y ) =
(
r, logM(r, f)
)
on the left-hand
side and
(X,Y ) =
(
mn
√
1/|amn |, logmn
)
on the right-hand side respectively. Then one is required to associate
the regulation weight 1/(eρ) with the ratio on the right-hand side
of (1.4).
At his talk jointly with Katsuya Ishizaki, the author stated that
this is also the case for the so-called logarithmic order and logarithmic
type of entire functions, which are defined by replacing r by log r in
the denominator of the left-hand sides of (1.3) and (1.4), respectively,
that is to define
lim sup
r→∞
log logM(r, f)
log log r
=: ρlog and lim sup
n→∞
logM(r, f)
(log r)ρlog
=: λlog,
provided 1 < ρlog < +∞. This means that log T (r, f) behaves asymp-
totically like {
λlog + o(1)
}
(log r)ρlog
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on suitable intervals over R≥0. In fact, the following two relations
on the logarithmic order and type, in terms of Taylor coefficients are
obtained by O.P. Juneja, G.P. Kapoor and S.K. Bajpai [9][10]. See
also the paper [4] by C. Berg and H.L. Pedersen where an interesting
appendix is given by W.K. Hayman:
lim sup
r→∞
log logM(r, f)
log log r
= 1 + lim sup
n→∞
logmn
log log mn
√
1/|amn |
(1.5)
and
lim sup
r→∞
logM(r, f)
(log r)ρlog
=
(ρlog − 1)
ρlog−1
(ρlog)
ρlog
lim sup
n→∞
mn(
log mn
√
1/|amn |
)ρlog−1 , (1.6)
provided 1 < ρlog < +∞.
It is important to mention a story here. Dr. Zhi-Tao Wen in-
formed the author of this note about the survey article by Berg and
Pedersen exactly several minutes before his talk. Right after the
talk, Prof. Walter Bergweiler also gave the speaker many helpful sug-
gestions on relating papers including his paper [1] jointly with Prof.
Hayman and later emailed both Prof. Ishizaki and the author a note
of his detailed discussions on a possible extension of their results in
[1] to higher order cases.
The core of his presentation at the conference was to show that the
study of (1.5) and (1.6) could admit one more step toward obtaining
their modifications:
lim sup
r→∞
log logM(r, f)
log log r
= lim sup
n→∞
log log
(
1/|amn |
)
log log mn
√
1/|amn |
(1.7)
and
lim sup
r→∞
logM(r, f)
(log r)ρlog
=
1(
1 + 1
ρlog−1
)ρlog−1
· ρlog
lim sup
n→∞
log
(
1/|amn |
)
(
log mn
√
1/|amn |
)ρlog (1.8)
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provided 1 < ρlog < +∞. Then we have the second renormalization
relation with
(X,Y ) :=
(
log r, logM(r, f)
)
on the left, while
(X,Y ) :=
(
log mn
√
1/|amn |, log
(
1/|amn |
))
with the logarithmic order ρlog instead of the order ρ and the regu-
lation constant e(ρlog) · ρlog (1 < ρlog < +∞), where
e(t) :=
(
1 +
1
t− 1
)t−1
, 1 < t < +∞
which tends to Euler’s constant e as t → 1 + 0 and as t → +∞,
respectively. Therefore we can consider the relation (1.8) to be also
valid, even when ρlog = 1 and f(z) is not a polynomial. In fact, f(z)
can be a transcendental entire function when and only when
lim
r→∞
logM(r, f)
log r
= +∞.
On the other hand,
log(1/|amn |)
log mn
√
1/|amn |
= mn → +∞ (n→∞),
when and only when the Taylor series
∑∞
n=0 amnz
mn of f(z) is infi-
nite. As Example 10.1 in section 10 below, we will see an example
of a transcendental entire function of logarithmic order 1 and thus of
infinite logarithmic type.
These two relations have motivated the author to explore for some
other possibilities. The problem 1.1 posed in this note has arisen
from such a naive desire to discover another renormalization relation
in all possible growth estimates of functions in the sense that we do
not adhere to analytic functions. One may try to find a renormal
relation on entire functions of several variables in Cm based on the
results obtained in Russia by Y.F. Korobeˇinik [11] and others. This
author however chose the opposite direction to head south and study
tropical entire functions on R. We will see soon that the problem 1.1
does not ask irrelevant question, in other words, a tropical entire
function is appropriate to be called entire and its max-plus series
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expansion is a good ultradiscretization of a Taylor series expansion of
an entire function. The destination of our ship is a neither deserted
nor uninhabited island. In fact, anyone from the complex number
field C naturally feels de´ja` vu on the tropical semi-ring R ∪ {−∞}.
For the sake of completeness, let us give a complex-analytic proof
of the identities (1.7) and (1.8) in the next section which is divided
into two subsections 2.1 and 2.2 according the directions of the in-
equalities.
Then the remainder of this paper is organized in the following
way. Some preliminary observations are made in section 3 which be-
gins with two fundamental questions about tropical entire functions
for our discussions in this note. These two questions will be an-
swered in section 4 and some examples are studied in section 5. We
will state our main theorem and settle Problem 1.1 in section 6. Sec-
tions 7 and 8 are devoted to prove our main theorem on the tropical
mathematics in the completely same manner of complex analysis as in
subsections 2.1 and 2.2, respectively. Two applications of the result
to estimate the growth order of known tropical entire functions are
discussed in section 9, the first subsection of which is concerning an
ultradiscretized theta function by A. Nobe and the second of which is
about C.M. Ormerod’s ultradiscrete hypergeometric solutions to an
ultradiscrete Painleve´ equation. The sharpness of the main result is
considered with discussions on more concrete examples in sections 10
and 11. Based on these examples, we will make a remark on a rela-
tion between two entire functions given by q-series and our max-plus
series, respectively. This reveals us the reason why our discussions
on the order of tropical entire functions completely parallel those on
the logarithmic order of entire functions.
This author apologizes for his poor manner throughout this note
to use three terms, ‘tropical’, ‘max-plus’ and ‘ultradiscrete’ without
suitable distinction required usually in the related fields.
2. PROOF OF THE LOGARITHMIC ANALOGUE OF
TWO KNOWN FORMULAS
We divide this section for the proof of two identities (1.7) and (1.8)
into two parts according to the direction of inequalities of them.
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2.1. Proof of the one direction
First we concentrate on the “≤” inequalities of the identities (1.7)
and (1.8).
Proof. If ρlog := lim supr→∞
{
log logM(r, f)
}
/{log log r} is infinite,
there is nothing to prove for us at all. Thus we now assume that ρlog
is finite and therefore given any ε > 0, there exists an r0 > 0 such
that
log logM(r, f) < (ρlog + ε) log log r or
M(r, f) < exp
{
(log r)ρlog+ε
}
holds for r ≥ r0. It follows by Cauchy’s estimate that for any n ∈ Z≥0,
|amn |r
mn ≤M(r, f) < exp
{
(log r)ρlog+ε
}
(r ≥ r0),
which implies
log |1/amn | > mn log r − (log r)
ρlog+ε
for any n ∈ Z≥0 and any r ≥ r0. For each fixed integer n sufficiently
large, we see
log |1/amn | > mn
ρlog − 1 + ε
ρlog + ε
(
mn
ρlog + ε
)1/(ρlog−1+ε)
.
The function φn(r) := mn log r− (log r)
ρlog+ε attains its maximum at
r = exp
{(
mn
ρlog + ε
)1/(ρlog−1+ε)}
=: r∗ > r0
whenever n is large enough, since
(d/dr)φn(r) =
ρlog + ε
r
(
mn
ρlog + ε
− (log r)ρlog−1+ε
)
= 0
if and only if (log r)ρlog−1+ε = mn/(ρlog + ε). The maximum is actu-
ally
φn(r∗) = mn log r∗ −
mn
ρlog + ε
=
ρlog − 1 + ε
ρlog + ε
·mn log r∗
=
ρlog − 1 + ε
ρlog + ε
·mn ·
(
mn
ρlog + ε
)1/(ρlog−1+ε)
,
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which implies
log mn
√
|1/amn | >
ρlog − 1 + ε
ρlog + ε
(
mn
ρlog + ε
)1/(ρlog−1+ε)
as the above.
On the other hand,
log log |1/amn | = log log
mn
√
|1/amn | + logmn
gives
log log |1/amn |
log log mn
√
|1/amn |
= 1 +
logmn
log log mn
√
|1/amn |
< 1 +
logmn
log
{
ρlog−1+ε
ρlog+ε
·
(
mn
ρlog+ε
)1/(ρlog−1+ε)}
= 1 +
(ρlog − 1 + ε) logmn
logmn + log
{
(ρlog − 1 + ε)
ρlog−1+ε · (ρlog + ε)
−(ρlog+ε)
}
which tends to 1 + (ρlog − 1 + ε) = ρlog + ε as n→∞ for any ε > 0,
so that we have
lim sup
n→∞
log log |1/amn |
log log mn
√
|1/amn |
≤ ρlog = lim sup
r→∞
log logM(r, f)
log log r
.
Further, we assume that the logarithmic order of f(z) is a number
ρlog with 1 < ρlog < +∞. Then let us observe two limit superiors
lim sup
n→∞
log |1/amn |(
log mn
√
| 1/amn |
)ρlog and lim sup
r→∞
logM(r, f)
(log r)ρlog
.
Moreover, we suppose that the second is finite and has the value λlog,
and thus for any ε > 0 there exists r0 > 0 such that
log |amn | +mn log r ≤ logM(r, f) ≤ (λlog + ε)(log r)
ρlog
for any r ≥ r0 and ∀n ∈ Z≥0. The function
ϕn(r) := (λlog + ε)(log r)
ρlog −mn log r
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of r ≥ r0 has its minimum at
r = exp
(
mn
(λlog + ε)ρlog
)1/(ρlog−1)
=: r∗∗
as above. Note that for a sufficiently large n ∈ N, we have r∗∗ ≥ r0.
Therefore
log |1/amn |
≥ −ϕn(r∗∗) = mn log r∗∗ − (λlog + ε)(log r∗∗)
ρlog
= m
ρlog/(ρlog−1)
n (λlog + ε)
−1/(ρlog−1)ρ
−ρlog/(ρlog−1)
log (ρlog − 1).
On the other hand, we have
log |1/amn |(
log mn
√
|1/amn |
)ρlog = (log |1/amn |)1−ρlogmnρlog
≤ (λlog + ε)
ρlog
ρlog
(ρlog − 1)
ρlog−1
for any ε > 0, so that
(ρlog − 1)
ρlog−1
ρlog
ρlog
lim sup
n→∞
log |1/amn |(
log mn
√
|1/amn |
)ρlog ≤ lim sup
r→∞
logM(r, f)
(log r)ρlog
as we wanted. 
2.2. Proof of the other direction
For the second step of the proof, we consider the opposite “≥” in-
equalities of the identities (1.7) and (1.8).
Proof. Assume that
ρlog = lim sup
n→∞
(log log |1/amn |)/(log log mn
√
|1/amn |)
is finite, since otherwise we have nothing to prove about the iden-
tity (1.7). Thus for any given ε > 0, there exists an n0 ∈ N such
that
log log |1/amn | < (ρlog + ε) log log mn
√
|1/amn | or
|amn | ≤ exp
(
−m
(ρlog+ε)/(ρlog−1+ε)
n
)
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holds for any integer n ≥ n0. Therefore, for any r > 0, we have
|f(reiθ)|
≤M(r, f) ≤
n0−1∑
n=0
|amn |r
mn +
∑
n≥n0
exp
(
mn log r −m
ρlog+ε
ρlog−1+ε
n
)
≤ O
(
rmn0
)
+
∑
mn0≤mn≤[log r+1]
ρlog−1+ε
exp
(
mn log r −mn
ρlog+ε
ρlog−1+ε
)
+
∑
mn≥[log r+1]
ρlog−1+ε+1
(1/e)mn
≤ O
(
rmn0
)
+
∑
mn0≤mn≤[log r+1]
ρlog−1+ε
exp
(
mn log r −mn
ρlog+ε
ρlog−1+ε
)
+O
(
e(log er)
ρlog−1+ε
)
.
Here we define the function φr(s) of s by φr(s) := s log r − s
ρlog+ε
ρlog−1+ε ,
whose derivative is
(d/ds)φr(s) = log r −
ρlog + ε
ρlog − 1 + ε
· s1/(ρlog−1+ε)
and has the zero at
s =
(
ρlog − 1 + ε
ρlog + ε
log r
)ρlog−1+ε
=: s∗ > 0.
Then φr(s) attains its maximum
φr(s∗) = −s
(ρlog+ε)/(ρlog−1+ε)
∗ + s∗ log r
= −
(
ρlog − 1 + ε
ρlog + ε
log r
)ρlog+ε
+
(
ρlog − 1 + ε
ρlog + ε
log r
)ρlog−1+ε
log r
=
(
ρlog − 1 + ε
ρlog + ε
)ρlog−1+ε(
1−
ρlog − 1 + ε
ρlog + ε
)
(log r)ρlog+ε
=
(ρlog − 1 + ε)
ρlog−1+ε
(ρlog + ε)
ρlog+ε
(log r)ρlog+ε.
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Thus we have
M(r, f) ≤ O
{
e(log r)
ρlog−1+ε
}
+O
{
(log r)ρlog−1+ε exp
(
(ρlog − 1 + ε)
ρlog−1+ε
(ρlog + ε)
ρlog+ε
(log r)ρlog+ε
)}
and therefore log logM(r, f) ≤
(
ρlog + ε + o(1)
)
log r as r → ∞.
This gives lim supr→∞
(
log logM(r, f)
)
/
(
log log r
)
≤ ρlog+ε for any
ε > 0, and thus our desired inequality
lim sup
r→∞
log logM(r, f)
log log r
≤ lim sup
n→∞
log log |1/amn |
log log mn
√|1/amn | .
Next we are to prove that the second inequality
lim sup
r→∞
logM(r, f)
(log r)ρlog
≤ c(ρlog) lim sup
n→∞
log |1/amn |(
log mn
√
|1/amn |
)ρlog
with c(ρlog) = (ρlog− 1)
ρlog−1/ρlog
ρlog is true, whenever 1 < ρlog <∞
holds.
For this purpose, let us put
λlog := lim sup
n→∞
log |1/amn |(
log mn
√|1/amn | )ρlog
and assume λlog < +∞, since the above inequality holds trivially
otherwise. For an arbitrary given ε > 0, there exists n1 ∈ N such
that
log |1/amn |(
log mn
√
|1/amn |
)ρlog < λlog + ε, or
|amn | < exp
{
−(λlog + ε)
−1/(ρlog−1)m
ρlog/(ρlog−1)
n
}
holds for any integer n ≥ n1. Therefore, for any r > 0, we have
M(r, f) =
∑
n∈Z
≥0
|amn |rmn ≤ o
(
rmn1
)
+
∑
n≥n1
|amn |rmn
= o(rmn1 )
+
∑
n≥n1
exp
(
−
1
(λlog + ε)
1/(ρlog−1)
m
ρlog/(ρlog−1)
n +mn log r
)
.
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Here we define the function
ϕr(s) := −
1
(λlog + ε)
1/(ρlog−1)
sρlog/(ρlog−1) + s log r,
whose derivative is
(d/ds)ϕr(s) = −
ρlog
(ρlog − 1)(λlog + ε)
1/(ρlog−1)
s1/(ρlog−1) + log r.
This dϕr(s)/ds has the zero at
s =
(
ρlog − 1
ρlog
)ρlog−1
(λlog + ε)(log r)
ρlog−1 =: s∗∗ > 0
where ϕr(s) attains its maximum
ϕr(s∗∗)
= −
1
(λlog + ε)
1/(ρlog−1)
(
ρlog − 1
ρlog
)ρlog
(λlog + ε)
ρlog
ρlog−1 (log r)ρlog
+
(
ρlog − 1
ρlog
)ρlog−1
(λlog + ε)(log r)
ρlog
= (λlog + ε)
(
ρlog − 1
ρlog
)ρlog−1(
1−
ρlog − 1
ρlog
)
(log r)ρlog
= (λlog + ε)
(ρlog − 1)
ρlog−1
ρlog
ρlog
(log r)ρlog .
Hence we have
logM(r, f) ≤
{
(λlog + ε)
(ρlog − 1)
ρlog−1
ρlog
ρlog
+ o(1)
}
(log r)ρlog
so that
logM(r, f)
(log r)ρlog
≤ (λlog + ε)
(ρlog − 1)
ρlog−1
ρlog
ρlog
+ o(1)
as r →∞. It follows therefore
lim sup
r→∞
logM(r, f)
(log r)ρlog
≤ (λlog + ε)
(ρlog − 1)
ρlog−1
ρlog
ρlog
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for any ε > 0, so that we have done by the desired estimate
lim sup
r→∞
logM(r, f)
(log r)ρlog
≤ c(ρlog) lim sup
n→∞
log |1/amn |(
log mn
√
|1/amn |
)ρlog .

3. PRELIMINARIES
For the purpose mentioned in the previous section, we need to fix two
vague points, that is, to know about
a) what expansion of a tropical entire function corresponds to the
Taylor series expression of an entire function.
b) how we can define the order of growth of a tropical entire
function, f(x) say, by means of its maximum absolute value
M(r, f) = max|x|≤r |f(x)|.
Here we recall that a tropical entire function f(x) is a real-valued
continuous function defined on the real line R, which is piecewise
linear and the set Df of discontinuity of the derivative f
′(x) has no
finite limit in R and
f ′(x+ 0) > f ′(x− 0) (3.1)
holds for each x ∈ Df . When the set Df is not finite, we say
f(x) to be transcendental, so that the graph of y = f(x) draws a
(downward-convex) polygonal line in the xy-plane, which possesses
infinitely many corner points exactly over each x ∈ Df . An element
x ∈ Df is called a root of f(x) with multiplicity
mf (x) := f
′(x+ 0)− f ′(x− 0)
which is positive by (3.1). The convexity is a simple consequence of
this property. Note that the condition (3.1) implies
M(r, f)
(
:= max
|x|≤r
|f(x)|
)
= max{|f(+r)|, |f(−r)|}
which can be regarded as the maximum principle for tropical entire
functions. See Tsai [15] for tropical polynomials and their fundamen-
tal properties.
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For the sake of simplicity, we may make following normalizations
to a given tropical entire function f(x) in the above two preliminary
questions a) and b):
[N0] f(x) is transcendental,
[N1] f(x) ≥ 0 for any x ∈ R,
[N2] f(x) has only positive roots, that is, Df locates only on the
positive real ray R>0.
These normalizations make us possible to concentrate our observation
on the part of the graph of y = f(x) inside the first quadrant of the
xy-plane.
On the other hand, we do not lose anything of generality at all
with these additional assumptions [N0], [N1] and [N2]. In fact, if
f(x) is a tropical polynomial contrary to [N0], for a sufficiently large
r > 0 we have
M(r, f) = Ar +B
for some constants A > 0 and B ∈ R. In terms of tropical operations
a ⊕ b = max{a, b}, a ⊗ b = a + b and a⊗b = ba for a, b ∈ R ∪ {−∞}
as well as a b = a− b when b ∈ R, the tropical polynomial f(x) has
the expression
f(x) = max
≤n≤m
{anx+ bn} =
m⊕
n=
bn ⊗ x
⊗an
for integers  < m and an, bn ∈ R ( ≤ n ≤ m) with
a < a+1 < · · · < am−1 < am.
Then we see A = max{|a|, |am|}, which shows
lim
r→∞
M(r, f)
r
= max{|a|, |am|} = max
≤n≤m
|an| =
m⊕
n=
|an|.
Recall that this limit is replaced by
lim
r→∞
logM(r, f)
log r
= max{|a|, |am|}
for a complex Laurent polynomial f(z) =
∑m
n= bnz
an with bn = 0.
This relation is however not very interesting in the view point of
126 Reports and Studies in Forestry and Natural Sciences No 14
The order and type formulas for tropical entire functions
analysis, since they only say that such a limit cannot be finite for
any transcendental functions in each of the two case, respectively.
Indeed, we are to estimate the growth rate of a given non-constant
tropical entire function f(x) on R by means of its order defined by
lim sup
r→∞
logM(r, f)
log r
∈ [1,+∞],
while, as we observed in section 1, that is done for a non-constant
entire function f(z) on C by means of its order or logarithmic order
defined respectively by
lim sup
r→∞
log logM(r, f)
log r
∈ [0,+∞] or
lim sup
r→∞
log logM(r, f)
log log r
∈ [1,+∞].
The order of f(x) is always equal to 1, if f(x) is a non-constant
tropical polynomial, while the order and logarithmic order attain the
values 0 and 1, respectively for a non-constant complex polynomial
f(z). As some transcendental entire functions on C can be of logarith-
mic order 1 and therefore of order 0, certain transcendental tropical
entire functions on R can be of order 1. Examples of such functions
will be given in the next section and in section 10 as Example 10.2.
Now we assume especially that f(x) has a root at the origin, that
is, f ′(−0) < f ′(+0). Then we can allot the root at x = 0 to two new
roots, which are positive and negative, respectively. In fact, let us
put
c− := max{ c < 0 : f
′(c− 0) < f ′(c+ 0) }
and
c+ := min{ c > 0 : f
′(c− 0) < f ′(c+ 0) },
where we put c− = −∞ if f(x) has no negative root at all, while
c+ = +∞ if f(x) does not have any positive root. Take a suitable
tropical unit function
αx+ β = β ⊗ x⊗α (α,β ∈ R)
so that the line y = αx+ β meets two points P and Q on the graph
of y = f(x) having the x-segments, say Px and Qx respectively, and
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satisfying
c− < Px < 0 < Qx < c+.
In fact, the constants α and β would satisfy
f ′(−0) < α < f ′(+0) and f(0) < β,
and the numbers Px and Qx are the solution of the linear equations
f ′(−0)x+ f(0) = αx+ β and αx+ β = f ′(+0)x+ f(0),
respectively. Therefore, we have
Px = −
β − f(0)
α− f ′(−0)
< 0 and Qx =
β − f(0)
f ′(+0)− α
> 0.
We consider the new tropical entire function
F (x) := max{f(x),αx+ β} = f(x)⊕ β ⊗ x⊗α.
Two functions f(x) and F (x) have the same roots together with
multiplicities except for x = 0, Px and Qx. Further concerning these
exceptional roots, it follows that the sum of the multiplicities of the
roots Px, Qx of F (x) equals to the multiplicity of f(x) at the origin.
Needless to say, there is no difference in their asymptotic behaviors as
x→ ±∞. Furthermore, we see naturally that the graph of y = F (x)
locates above of the line y = αx+ β, since
F (x)
(
β ⊗ x⊗α
)
= F (x)− (αx+ β) = max{f(x)− αx− β, 0} ≥ 0
for any x ∈ R. Let us emphasize again that F (x) ≡ β ⊗ x⊗α on
the closed interval [Px, Qx]  0, and therefore F (x) has no root at
the origin, that is, F ′(0) = α. Then we can decompose F (x) by two
tropical entire functions F1(x) and F2(x) both having only positive
roots and
F1(x) = F2(x) ≡ 0 whenever x ≤ 0
into the tropical sum
F (x) = max{F1(x), F2(−x)} = F1(x)⊕ F2(−x).
Indeed, we simply define
F1(x) =
{
f(x) (x ≥ 0)
0 (x < 0)
, F2(x) =
{
f(−x) (x ≥ 0)
0 (x < 0)
,
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respectively, that is, F1(x) = f(x ⊕ 0) and F2(x) = f
(
−(x ⊕ 0)
)
.
Hence we may concentrate on the tropical entire function
g(x) := F (x)
(
β ⊗ x⊗α
)
= 0⊕ f(x)
(
β ⊗ x⊗α
)
associated to the original function f(x) so that the assumptions
[N0], [N1] and [N2] are all fulfilled by g(x). We will rewrite this
g(x) by f(x).
4. GROWTH ORDER AND SERIES EXPANSION
We proceed to discuss the question a). Let {rn}
∞
n=1 be the increasing
sequence of the roots of f(x). Also let {sn}
∞
n=1 be the slopes of the
line segments of the graph of y = f(x), so that
sn =
f(rn+1)− f(rn)
rn+1 − rn
= f ′(rn + 0) = f
′(rn+1 − 0), n = 1, 2, . . . .
Then we can express f(x) by the tropical power series expansion of
the form
f(x) = max
{
0, s1(x− r1), s2(x− r2) + s1(r2 − r1),
. . . , sn(x− rn) +
n−1∑
j=1
sj(rj+1 − rj), . . .
}
= max
0≤n<+∞
{
snx−
n−1∑
j=1
mjrj
}
,
where each number mn := sn − sn−1 (n = 1, 2, . . .) is positive as the
multiplicity of the root rn with the convention r0 = s0 = m0 = 0.
Thus the tropical power series
∞⊕
n=0
cn ⊗ x
⊗sn = max
n∈Z
≥0
{snx+ cn} (4.1)
expresses the function f(x), when the coefficients cn are given by
cn := −
n−1∑
j=1
mjrj = 0

n−1⊕
j=1
rj
⊗mj

 , n = 1, 2, . . . , (4.2)
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which tends to −∞ as n→∞.
Concerning the question b), we have easily
M(r, f) = max
{
|f(−r)|, |f(r)|
}
= f(r)
and
T (r, f) = m(r, f) =
1
2
{
f(−r)+ + f(r)+
}
=
1
2
f(r) =
1
2
M(r, f), r > 0,
for our normalized function f(x). Note that f(r) = O(r) as r →
+∞ when and only when f(x) is a tropical polynomial normalized
as above, that is, the series (4.1) is finite and the sequence {cn} is
bounded from below. See [7] or [12] for the notation of the Tropical
Nevanlinna theory for transcendental tropical meromorphic functions
on R. Hence the order of f(x) is obtained by
lim sup
r→∞
log T (r, f)
log r
= lim sup
r→∞
logM(r, f)
log r
= lim sup
r→∞
log f(r)
log r
.
Of course, if this number, ρ say, is positive and finite, we also define
its type as usual, that is, by
lim sup
r→∞
T (r, f)
rρ
= lim sup
r→∞
M(r, f)
rρ
= lim sup
r→∞
f(r)
rρ
.
Note that, in fact, ρ = 0 is possible only when f(x) is a constant
and ρ ≥ 1 for any non-constant function f(x). We have already seen
that ρ = 1 occurs when f(x) is any non-constant tropical polynomial.
But the converse is not true. One example is given in the end of this
section after we confirm our definition of tropical entire functions
under the normalization that we studied in this section.
Here we see
f(r) = snr −
n−1∑
j=1
mjrj = snr + cn
for r ∈ (rn, rn+1). As mentioned above, the sequence
cn = −
n−1∑
j=1
mjrj
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tends to −∞ as n → ∞. From now on, we will write 0 and −∞ by
1◦ and 0◦ as the neutral elements for tropical product ⊗ and tropical
sum ⊕, respectively. Then, for example, the expression (4.2) of the
coefficients cn becomes
cn := 1◦ 

n−1∑
j=1
mjrj

 = 1◦ 

n−1⊕
j=1
rj
⊗mj

 , n = 1, 2, . . . ,
and they have the limit limn→∞ cn = 0◦ as the sequence of the Taylor
coefficients of a transcendental entire function tends to the limit 0.
Definition 4.1. A tropical entire function f(x) is a piecewise linear
continuous function on R that has a convex curve in the xy-plane
as its graph
{ (
x, f(x)
)
: x ∈ R
}
, which is normalized such that it
coincides with the x-axis on its negative part. The function f(x) is
called transcendental, if its (infinite) series expression is of the form
f(x) =
∞⊕
n=0
cn ⊗ x
⊗sn = max{ snx+ cn : n = 0, 1, 2, . . . }
for the coefficients cn(≥ 0) and the slopes sn with
0 = s0 < s1 < · · · < sn < · · · → +∞.
Of course, in order that the maximum at x of the family of lines
y = snx+ cn (n = 0, 1, 2, . . .) describes such a curve, the y-intercepts
cn of these lines should satisfy
0 = c0 > c1 > · · · > cn > · · · → −∞.
This is a necessary and sufficient condition on f(x) to be tropical
entire which is transcendental.
Example 4.2. Let {sn}n∈N be the sequence of positive numbers given
by sn+1 − sn =
1
n+1 with s1 = 1, that is,
sn =
n−1∑
k=0
1
k + 1
(n ∈ N).
Consider an infinite tropical series
∞⊕
n=0
(−n+ sn)⊗ x
⊗sn = max{−n+ sn + snx : n = 0, 1, 2, . . . }
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with s0 = 0. Then this defines a transcendental tropical entire func-
tion, say f(x), since the constants cn := −n + sn as well as sn
(n ∈ Z≥0) satisfy the conditions required in Definition 4.1. For any
r (n ≤ r < n+ 1), we have f(r) = −n+ sn + snr and thus
logM(r, f) = log r + log log r +O(1) (r → +∞),
which implies
lim
r→+∞
logM(r, f)
log r
= 1.
On the other hand, observe ck = −k + sk ∼ −k + log k, ck/sk =
−k/sk + 1 ∼ −k/ log k + 1 and log(−ck)/ log(−ck/sk) −→ 1
as k → +∞.
5. EXAMPLES
Let us recall a familiar example of q-difference equations in the
plane C. Consider a transcendental entire function
f(z) =
∞∏
j=0
(1− qjz) (5.1)
for a constant q ∈ C with 0 < |q| < 1. This function, known as
the q-shifted factorial (z; q)∞ (see [5] or [8], for example), naturally
satisfies the q-difference equation
(1− z)f(qz) = f(z) (z ∈ C) (5.2)
and has the growth property (see Bergweiler, Ishizaki and Yanagi-
hara [2], [3])
logM(r, f) = −
1
2 log |q|
(
log r
)2(
1 + o(1)
)
(5.3)
as r →∞. On the other hand, for the Taylor series expansion
f(z) =
∞∑
n=0
anz
n, (5.4)
we have the recurrence formula
(1− qn)an = −q
n−1an−1, n ≥ 1, a0 = 1, (5.5)
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concerning the coefficients an in the series (5.4), and therefore
an = q
n(n−1)/2
/
n∏
k=1
(qk − 1) , n ≥ 1. (5.6)
Now we observe the tropicalization of this example. This means
that we simply observe the following formal max-plus infinite product
as the tropical counterpart of the function in (5.1):
f(x) =
∞⊗
j=0
(
1◦ ⊕ (−q)
⊗j ⊗ x
)
=
∞∑
j=0
max(0, x− jq) (5.7)
for a real constant q > 0 which is equivalent to 0◦ < −q = 1◦q < 1◦.
Note that for any fixed value of x the tropical product in (5.7) is finite,
since
f(x) =
[x/q]∑
j=0
(x− jq)
with the Gaussian symbol [ · ]. We see that f(x) is a transcendental
tropical entire function as in Definition 4.1 and the set of the roots
of this f(x) is exactly the sequence {jq = q⊗j}∞j=0. If necessary, we
may take the sum
∑∞
j=1 instead of
∑∞
j=0, that is to take f(x − q)
instead of f(x), in order to make our f(x) satisfy the assumption
[N0] as well as the other two [N1] and [N2]. This function f(x) and
of course g(x) := f(x− q) satisfy the ultradiscrete equation
(1◦ ⊕ x)⊗ f(x− q) = f(x) (x ∈ R),
which is a tropical counterpart of the q-difference equation (5.2). In
fact, we imply
f(x− q) =
∞∑
j=0
max
(
0, (x− q)− jq
)
=
∞∑
j=0
max
(
0, x− (j + 1)q
)
=
[x/q]−1∑
j=0
max
(
0, x− (j + 1)q
)
=
[x/q]∑
j=0
max(0, x− jq)−max(0, x) = f(x)−max(0, x).
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tropical entire function as in Definition 4.1 and the set of the roots
of this f(x) is exactly the sequence {jq = q⊗j}∞j=0. If necessary, we
may take the sum
∑∞
j=1 instead of
∑∞
j=0, that is to take f(x − q)
instead of f(x), in order to make our f(x) satisfy the assumption
[N0] as well as the other two [N1] and [N2]. This function f(x) and
of course g(x) := f(x− q) satisfy the ultradiscrete equation
(1◦ ⊕ x)⊗ f(x− q) = f(x) (x ∈ R),
which is a tropical counterpart of the q-difference equation (5.2). In
fact, we imply
f(x− q) =
∞∑
j=0
max
(
0, (x− q)− jq
)
=
∞∑
j=0
max
(
0, x− (j + 1)q
)
=
[x/q]−1∑
j=0
max
(
0, x− (j + 1)q
)
=
[x/q]∑
j=0
max(0, x− jq)−max(0, x) = f(x)−max(0, x).
Reports and Studies in Forestry and Natural Sciences No 14 133
K. Tohge
For the purpose of obtaining the tropical counterpart of the Taylor
expansion (5.4), first we note that there exists an integer m such as
mq ≤ x < (m+ 1)q, that is, m = [x/q], and when m ≤ −1,
x− jq < (m− j + 1)q < 0
for j = 0, 1, 2, . . ., we have f(x) = 0. When m ∈ Z≥0,
(m− j)q ≤ x− jq < (m− j + 1)q
for j = 0, 1, 2, . . ., we have
max(0, x− jq) =
{
x− jq (0 ≤ j ≤ m),
0 (m+ 1 ≤ j < +∞),
so that we obtain
f(x) =
m∑
j=0
(x− jq) = (m+ 1)x−
m(m+ 1)
2
q
= max
{
0, x, 2x− 3q, . . . , (m+ 1)x−
m(m+ 1)
2
q, . . .
}
=
∞⊕
n=0
(−q)⊗
(n−1)n
2 ⊗ x⊗n,
for any x ∈ R. In fact, for x ∈
[
mq, (m+1)q
)
, that is, for m = [x/q],
we have
(m+ 1)x−
m(m+ 1)
2
q −
{
(k + 1)x−
k(k + 1)
2
q
}
= (m− k)x−
(m− k)(m+ k + 1)
2
q (5.8)
= (m− k)
(
x−
m+ k + 1
2
q
)
(k = 0, 1, 2, . . .) .
It follows that when 0 ≤ k < m, so k + 1 ≤ m,
x−
m+ k + 1
2
q = (x−mq) +
m− (k + 1)
2
q ≥ 0
and when m < k, so m+ 1 ≤ k,
x−
m+ k + 1
2
q = −
{
(m+ 1)q − x
}
−
k − (m+ 1)
2
q ≤ 0,
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respectively. Hence the quantity in (5.8) is always non-negative and
therefore
max
0≤n<∞
{
nx−
n(n− 1)
2
q
}
=
(
[x/q] + 1
)
x−
[x/q]
(
[x/q] + 1
)
2
q.
Then by putting
an := (−q)
⊗(n−1)n/2, n ≥ 0 (5.9)
the expression given above becomes the tropical series expansion
f(x) =
∞⊗
n=0
an ⊗ x
⊗n
which corresponds to the Taylor series expansion (5.4). Observe the
relation
an =
n(n− 1)
2
(−q) =
(n− 1)(n− 2)
2
(−q) + (n− 1)(−q)
which gives
an = an−1 ⊗ (−q)
⊗(n−1), (n ≥ 1).
(Note that there is a difference in the n by 1, but they are the ul-
tradiscrete analogues of (5.6) and (5.5) for the coefficients an in the
series (5.4). In fact, we see that they are equal to
an =
(1/q)n∏n
k=1
(
1− (1/q)k
) and an = an−1 × 1/q
1− (1/q)n
.
respectively. In concrete, we can observe
q⊗n 
n⊗
k=1
(
1◦ ⊕ q
k
)
=
(
n−
n(n+ 1)
2
)
q = (−q)
n(n−1)
2
since q > 0.) Equation
(1◦ ⊕ x)⊗ f(x− q) = f(x)
becomes
max(x, 0) + f(x− q) = f(x)
in the convention algebra. The tropical entire function f(x) given by
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the tropical series expansion
f(x) =
∞⊕
n=0
an ⊗ x
⊗n = max
0≤n<∞
{nx+ an} =
(
[x/q] + 1
)
x+ a[x/q]+1
with the coefficients an by (5.9) satisfying
f(x−q) =
(
[(x−q)/q]+1
)
(x−q)+a[(x−q)/q]+1 = [x/q](x−q)+a[x/q].
Thus for x ≥ 0 we have the identity
x+
{
[x/q](x− q) + a[x/q]
}
=
(
[x/q] + 1
)
x+ a[x/q]+1,
which is equivalent to the recurrence relation
an = an−1 − (n− 1)q for n := [x/q] + 1 ∈ N.
Note that for x < 0 we have f(x) = f(x− q) = 1◦ ⊕ x ≡ 0.
For the growth estimate of f(x), first we remark again that it
follows
M(r, f) = |f(r)| = f(r) = q
(
[r/q] + 1
)(
r/q − [r/q]/2
)
=
q
2
(
r
q
)2 {
1 + o(1/r)
}
and therefore
logM(r, f) = 2 log r − log q − log 2 + o(1)
= (log r)⊗2  (log q⊗2)⊗
{
1◦ ⊕ o(1)
}
as r →∞, which corresponds to the estimate (5.3). Hence the order
of growth of our f(x) is exactly equal to 2 and especially of regular
growth in the sense that
lim
r→∞
logM(r, f)
log r
= 2,
while its type is evaluated by
lim
r→∞
M(r, f)
r2
=
1
2q
.
Hence, the order of f(x) given by (5.7) coincides with the logarithmic
order of the entire function f(z) in (5.1) and the type 1/(2q) of f(x)
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corresponds to the logarithmic type of f(z), that is,
−
1
2 log |q|
=
1
2 log(1/|q|)
.
Let us proceed to study the behavior of the coefficients an given
by (5.9),
an = (−q)
⊗n(n−1)/2 = −
n(n− 1)
2
q =
n2
2
(
1−
1
n
)
(−q).
This implies log(−an) = 2 log n+O(1) as n→∞, and thus
lim
n→∞
log(−an)
log n
= 2.
Moreover, as in the case of the above type estimate, we have a com-
parison of
M(r, f)
r2
=
1
2q
(1 + o(1/r))
and
−an
(qn)2
=
n2
2
(
1−
1
n
)
q
(qn)2
=
1
2q
(
1−
1
n
)
,
both of which tend to 1/(2q) as r →∞ and n→∞, respectively.
Here exists the important relation n = [r/q] + 1 between two
variables r ∈ R≥0 and n ∈ Z≥0. The function
f(x) =
∞⊕
n=0
an ⊗ x
⊗n =
(
[x/q] + 1
)
x+ a[x/q]+1
possesses the maximum modulus
M(r, f) =
(
[r/q] + 1
)
r + a[r/q]+1 = n · r + an.
Through observing this example, one might have predicted the
pair of relations such as
lim sup
r→∞
logM(r, f)
log r
= lim sup
n→∞
log(−an)
log n
= ρ, say,
and
lim sup
r→∞
M(r, f)
rρ
=
1
qρ
lim sup
n→∞
−an
nρ
when ρ ∈ (0,+∞)
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to be true with a resemblance to the one between order (1.3) and
type (1.4) for entire functions mentioned in the first section.
But, of course, this pair is not the only possibility of our desired
relations. In fact, we want to claim the following pair of relations
instead of the above:
lim sup
r→∞
logM(r, f)
log r
= lim sup
n→∞
log(−an)
log(−an/n)
= ρ, say,
and
lim sup
r→∞
M(r, f)
rρ
= c(ρ) lim sup
n→∞
−an
(−an/n)ρ
when ρ ∈ (0,+∞),
by introducing a certain suitable constant c(ρ) depending only on the
value of ρ. This possibility can be supported by the renormalization
relation between logarithmic order (1.7) and logarithmic type (1.8)
of entire functions.
Concerning the example observed above, we see
−an =
n2
2
(
1−
1
n
)
q and −
an
n
=
n
2
(
1−
1
n
)
q
so that
lim
n→∞
log(−an)
log(−an/n)
= lim
n→∞
2 log n
log n
= 2 and
lim
n→∞
−an
(−an/n)2
=
q/2
(q/2)2
=
2
q
.
Then it seems that the c(ρ) needs to attain 1/4 at ρ = 2 and one may
expect c(ρ) = 2−ρ.
6. MAIN THEOREM AND TROPICAL SERIES
EXPANSION
Here we recall the the tropical series expansion of f(x) in (4.1) as
follows:
f(x) =
∞⊕
k=0
ck ⊗ x
⊗sk = max
k∈Z
≥0
{skx+ ck}, x ∈ R,
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where the sequence of the coefficients {ck}
∞
k=0 ⊂ R is given as in (4.2)
by
ck := −
k−1∑
j=0
mjrj = 1◦ 

k−1⊕
j=0
rj
⊗mj

 , k = 1, 2, . . .
and c0 = 0, while the sequence of the exponents {sk}
∞
k=0 satisfies
sk − sk−1 = mk, k = 1, 2, . . .
and s0 = 0 with positive integers mj (j ∈ N) and m0 = 0. Then it
follows that
0 = s0 < s1 < · · · < sk < · · ·→ +∞
and
M(r, f) = max
k∈Z
≥0
(ck + skr).
As the main result, we prove the following
Theorem 6.1. Let f(x) be a transcendental tropical entire function
whose tropical series expansion is of the form f(x) =
⊕∞
k=0 ck⊗x
⊗sk
with (0 =)c0 > c1 > · · ·→ −∞ and (0 =)s0 < s1 < · · ·→ +∞. Then
we have
lim sup
r→∞
logM(r, f)
log r
= lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
} . (6.1)
If this limit ρ is finite but strictly larger than 1, then we obtain
lim sup
r→∞
M(r, f)
rρ
= c(ρ) lim sup
k→∞
−ck{
(−ck)/sk
}ρ (6.2)
with the regulation constant
c(ρ) =
(ρ− 1)ρ−1
ρρ
. (6.3)
If two expressions on the right hand of (6.1) or (6.2) in this the-
orem are denoted by
lim sup
k→∞
log(1◦  ck)
log
{
(1◦  ck)1/sk
} and c(ρ) lim sup
k→∞
1◦  ck{
(1◦  ck)1/sk
}ρ ,
respectively, then one recognizes the definite correspondence between
the max-plus issue (6.1) or (6.2) and the complex issue (1.7) or (1.8).
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Remark that the regulation constant c(ρ) is the same as in the case
of entire functions of positive and finite logarithmic order, and thus
we have
1
c(ρ)ρ
=
(
1 +
1
ρ− 1
)ρ−1
→ e
as ρ→ 1+0 or as ρ→ +∞, respectively. It is also the same that the
second relation does hold for a transcendental tropical entire function
f(x) of order exactly equal to one. In fact, the type must be infinite,
then. This can be observed in Examples 4.2 and 10.1 in section 10.
Theorem 6.1 answers Problem 1.1 affirmatively. Indeed, we found
the third renormalization relation such that
the ratio
log Y
logX
in (6.1) is replaced by the ratio
Y
Xρ
in (6.2)
on each side, that is to put (X,Y ) =
(
r, M(r, f)
)
on the left-hand
sides and
(X,Y ) =
(
−ck, (−ck)/sk
)
on the right-hand sides, respectively.
Before proceeding to the proof of this theorem, we observe a little
about the relation between the tropical series expansion of a tropical
entire function on R and the Taylor series expansion of an entire
function on C.
For this purpose, let us begin with an interpolation series for a
given entire function on C and given points βn ∈ C (j = 1, 2, . . .) of
the form
f(z) =
∞∑
n=0
αn(z − β1)(z − β2) · · · (z − βn), αn ∈ C, (6.4)
which is known as Newton’s interpolation series with nodes {βn}. It
is not difficult to see that if all these points βj are distinct, then the
coefficients αn can be determined in terms of the βj and the values
f(βj) and that each αn can be expressed as a rational function of
β1,β2, . . . ,βn+1, f(β1), f(β2), . . . , f(βn+1). Then the expression is a
unique expansion of f(x). The expansion exists indeed, even if the
points βj are not all distinct. In particular, let us assume that all
the βj equal to 0. Then the formal series (6.4) reduces to the Taylor
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series expansion of our f(z) about the origin, that is, the power series
f(z) =
∞∑
n=0
αnz
n, αn =
f (n)(0)
n!
(n ∈ Z≥0).
Returning to the tropical case, the corresponding formal series
expansion to (6.4) under ultradiscretization should be of the form
f(x) =
∞⊕
n=0
αn ⊗ (x⊕ β1)⊗ (x⊕ β2)⊗ · · ·⊗ (x⊕ βn)
= max
n∈Z
≥0
{
αn +max(x,β1) + max(x,β2) + · · ·+max(x,βn)
}
,
where αn,βj ∈ R∪ {−∞} (n, j ∈ Z≥0). When all the βj are equal to
0◦ = −∞, it follows that x⊕βj = x for every j ∈ Z≥0 and any x ∈ R
and therefore
f(x) =
∞⊕
n=0
αn ⊗ x
⊗n = max
n∈Z
≥0
(αn + nx).
Further, some of the coefficients αn may also vanish in the tropical
sense, that is, attain 0◦ = −∞. Then finally we have the expres-
sion (4.1),
f(x) =
∞⊕
k=0
ck ⊗ x
⊗sk ,
with the real coefficients ck in the sense that ck = −∞ and the
exponents sk with the order according to size
s0 < s1 < · · · < sk < · · · .
It could be natural to regard the expression (4.1) as the ultradis-
cretization of the Taylor series of an entire function. Then our main
theorem can be also regarded as the ultradiscretization of the iden-
tities (1.7) and (1.8) presented in our talk at this workshop. It is
understood that the procedure of ultradiscretization repairs the gap
of the appearance of logarithms in both cases, for example the log-
arithmic order of an entire function f(z) and the order of a tropical
entire function,
lim sup
r→∞
log logM
(
r, f(z)
)
log log r
and lim sup
r→∞
logM
(
r, f(x)
)
log r
.
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We find that the statement of our theorem as well as the proof given
below has been ultradiscretized in a straightforward way and this an-
swers our problem posed in the first section affirmatively. This corre-
spondence is put so properly that we may expect a closer connection
between complex analysis and ‘max-plus analysis’. For example, our
proofs in the subsequent two sections include the application of two
simple estimates for a tropical entire function f(x) =
⊕∞
k=0 ck⊗x
⊗sk
such as
max
|x|≤r
|f(x)| = max{|f(−r)|, |f(r)|} and
M
(
r, f(x)
)
≥ ck + skr (k ∈ Z≥0),
but each of these is considered as a sort of ultradiscretization of two
important results in complex analysis, namely, the Maximum princi-
ple and Cauchy’s estimate for an entire function f(z) =
∑∞
k=0 ankz
nk ,
max
|z|≤r
|f(z)| = max
|z|=r
|f(z)| and M
(
r, f(z)
)
≥ |ank |r
nk (k ∈ Z≥0),
respectively. Tsai in [15] made some interesting study in this direction
concerning tropical polynomials as mentioned above. Clarification of
a solid connection must depend on further studies, but we could find
at least a clue to the existence of a sound intermediary between the
two analyses.
7. PROOF OF THE ONE DIRECTION
We divide the proof of our theorem into two parts. In this section,
we first concentrate on the following
Lemma 7.1. We have
lim sup
r→∞
logM(r, f)
log r
≥ lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
}
for a transcendental tropical entire function f(x) =
⊕∞
n=0 cn ⊗ x
⊗sn.
If the limit superior on the left, that is,
ρ := lim sup
r→∞
logM(r, f)
log r
,
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is finite but strictly larger than 1, then we obtain
lim sup
r→∞
M(r, f)
rρ
≥ c(ρ) lim sup
k→∞
−ck{
(−ck)/sk
}ρ
with the regulation constant c(ρ) as in (6.3).
Proof. If ρ is infinite, there is nothing to prove in this statement for
us at all. Thus we now assume that ρ is finite and therefore for any
given ε > 0, there exists an r0 > 0 such that logM(r, f) ≤ (ρ+ε) log r
holds for all r ≥ r0. Here we should note that the number ρ is not
smaller than 1, so that we may assume that ρ+ε > 1, also. It follows
that for any k ∈ Z≥0,
log(ck + skr) ≤ (ρ+ ε) log r, or
−ck ≥ skr − r
ρ+ε (∀r ≥ r0, ∀k ∈ Zk≥0)
is true. The function
φk(r) := skr − r
ρ+ε
attains its maximum at r =
{
sk/(ρ+ ε)
}1/(ρ−1+ε)
= r∗ say, since
(d/dr)φk(r) = sk − (ρ+ ε)r
ρ−1+ε = 0
if and only if rρ−1+ε = sk/(ρ+ ε). The maximum is actually
φk(r∗) =
{
sk/(ρ+ ε)
}(ρ+ε)/(ρ−1+ε)
− sk
{
sk/(ρ+ ε)
}1/(ρ−1+ε)
= s
(ρ+ε)/(ρ−1+ε)
k · (ρ+ ε)
−(ρ+ε)(ρ−1+ε)(1− ρ− ε)
which is non-negative. Thus we have
−ck ≥ sk
(ρ+ε)/(ρ−1+ε) · (ρ− 1+ ε) · (ρ+ ε)−(ρ+ε)/(ρ−1+ε) (∀k ∈ Z≥0),
and therefore
log(−ck) ≥
ρ+ ε
ρ− 1 + ε
log sk + log(ρ− 1 + ε)
−
ρ+ ε
ρ− 1 + ε
log(ρ+ ε) (∀k ∈ Z≥0),
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which implies(
1−
1
ρ+ ε
)
log(−ck)
= log sk +
ρ− 1 + ε
ρ+ ε
log(ρ− 1 + ε)− log(ρ+ ε)
=
1
ρ+ ε
{
(ρ− 1 + ε)ρ−1+ε
(ρ+ ε)ρ+ε
}
so that
log(−ck)− log sk ≥
1
ρ+ ε
log(−ck) +
1
ρ+ ε
log
{
(ρ− 1 + ε)ρ−1+ε
(ρ+ ε)ρ+ε
}
.
They imply
log
{
(−ck)/sk
}
log(−ck)
≥
1
ρ+ ε
+ o(1)
as k →∞, since −ck → +∞ then. This gives
lim inf
k→∞
log
{
(−ck)/sk
}
log(−ck)
≥
1
ρ+ ε
or lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
} ≤ ρ+ ε
for any ε > 0, so that we have
lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
} ≤ lim sup
r→∞
logM(r, f)
log r
.
Further, we assume that the order of f(x) is a number ρ with
1 < ρ < +∞. Then let us observe two limit superiors
lim sup
k→∞
−ck{
(−ck)/sk
}ρ and lim sup
r→∞
M(r, f)
rρ
.
Moreover, we suppose that the second is finite and has the value λ,
and thus for any ε > 0 there exists r0 > 0 such that ck + skr ≤
M(r, f) ≤ (λ + ε)rρ for any r ≥ r0 and ∀k ∈ Z≥0. The function
ϕk(r) := (λ+ ε)r
ρ − skr of r ≥ r0 has its minimum at
r =
(
sk
(λ+ ε)ρ
)1/(ρ−1)
=: r∗∗
as above. Note that for a sufficiently large k ∈ N, we have r∗∗ ≥ r0.
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Therefore
−ck ≥ −ϕk(r∗∗) = skr∗∗ − (λ+ ε)r
ρ
∗∗
= s
ρ/(ρ−1)
k (λ+ ε)
−1/(ρ−1)ρ−ρ/(ρ−1)(ρ− 1).
On the other hand, we have
−ck{
(−ck)/sk
}ρ = (−ck)1−ρsρk ≤ (λ+ ε) ρ
ρ
(ρ− 1)ρ−1
for any ε > 0, so that
(ρ− 1)ρ−1
ρρ
lim sup
k→∞
−ck{
(−ck)/sk
}ρ ≤ lim sup
r→∞
M(r, f)
rρ
as we wanted. 
8. PROOF OF THE OTHER DIRECTION
For the second step of the proof of our theorem, we consider the
opposite inequalities, that is,
Lemma 8.1. We have
lim sup
r→∞
logM(r, f)
log r
≤ lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
}
for a transcendental tropical entire function f(x) =
⊕∞
n=0 cn ⊗ x
⊗sn.
If the limit superior on the right, that is,
ρ := lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
} ,
is finite but strictly larger than 1, then we obtain
lim sup
r→∞
M(r, f)
rρ
≤ c(ρ) lim sup
k→∞
−ck{
(−ck)/sk
}ρ
with the regulation constant c(ρ) as in (6.3).
Proof. Assume that 1 < ρ < ∞, since otherwise we have nothing
to prove about all the statement in Lemma 8.1. Thus for any given
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ε > 0, there exists k0 ∈ N such that
log(−ck)
log
{
(−ck)/sk
} < ρ+ ε, or ck < −s(ρ+ε)/(ρ−1+ε)k
holds for any integer k ≥ k0. Therefore, for any r > 0, we have
f(r) = M(r, f) = max
n∈Z
≥0
(ck + skr)
≤ O(r) + max
n≥k0
(cn + snr)
= O(r) + max
n≥k0
(
−s(ρ+ε)/(ρ−1+ε)n + snr
)
.
Here we define the function φr(s) of s by
φr(s) := −s
(ρ+ε)/(ρ−1+ε) + sr,
whose derivative is
(d/ds)φr(s) = −
ρ+ ε
ρ− 1 + ε
s1/(ρ−1+ε) + r
and has the zero at
s =
(
ρ− 1 + ε
ρ+ ε
r
)ρ−1+ε
=: s∗ > 0.
Then φr(s) attains its maximum
φr(s∗) = −s
(ρ+ε)/(ρ−1+ε)
∗ + s∗r
= −
(
ρ− 1 + ε
ρ+ ε
r
)ρ+ε
+
(
ρ− 1 + ε
ρ+ ε
r
)ρ−1+ε
r
=
(
ρ− 1 + ε
ρ+ ε
)ρ−1+ε(
1−
ρ− 1 + ε
ρ+ ε
)
rρ+ε
=
(ρ− 1 + ε)ρ−1+ε
(ρ+ ε)ρ+ε
rρ+ε.
Thus we have
M(r, f) ≤
{
(ρ− 1 + ε)ρ−1+ε
(ρ+ ε)ρ+ε
+ o(1)
}
rρ+ε
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and therefore logM(r, f) ≤ (ρ+ ε) log r+O(1) as r →∞. This gives
lim sup
r→∞
logM(r, f)
log r
≤ ρ+ ε
for any ε > 0, and thus our desired inequality
lim sup
r→∞
logM(r, f)
log r
≤ lim sup
k→∞
log(−ck)
log
{
(−ck)/sk
} .
Next we are to prove that the second inequality
lim sup
r→∞
M(r, f)
rρ
≤ c(ρ) lim sup
k→∞
−ck{
(−ck)/sk
}ρ
with c(ρ) = (ρ− 1)ρ−1/ρρ is true, whenever 1 < ρ <∞ holds.
For this purpose, let us put
λ := lim sup
k→∞
−ck{
(−ck)/sk
}ρ
and assume λ < +∞, since the above inequality holds trivially oth-
erwise. For an arbitrary given ε > 0, there exists k1 ∈ N such that
−ck{
(−ck)/sk
}ρ < λ+ ε, or ck < − 1
(λ+ ε)1/(ρ−1)
s
ρ/(ρ−1)
k
holds for any integer k ≥ k1. Therefore, for any r > 0, we have
M(r, f) = max
n∈Z
≥0
(cn + snr) ≤ O(r) + max
n≥k1
(cn + snr)
= O(r) + max
n≥k1
(
−
1
(λ+ ε)1/(ρ−1)
sρ/(ρ−1)n + snr
)
.
Here we define the function
ϕr(s) := −
1
(λ+ ε)1/(ρ−1)
sρ/(ρ−1) + sr,
whose derivative is
(d/ds)ϕr(s) = −
ρ
(ρ− 1)(λ+ ε)1/(ρ−1)
s1/(ρ−1) + r.
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This dϕr(s)/ds has the zero at
s =
(
ρ− 1
ρ
)ρ−1
(λ+ ε)rρ−1 =: s∗∗ > 0
where ϕr(s) attains its maximum
ϕr(s∗∗) = −
1
(λ+ ε)1/(ρ−1)
(
ρ− 1
ρ
)ρ
(λ+ ε)ρ/(ρ−1)rρ
+
(
ρ− 1
ρ
)ρ−1
(λ+ ε)rρ
= (λ+ ε)
(
ρ− 1
ρ
)ρ−1(
1−
ρ− 1
ρ
)
rρ
= (λ+ ε)
(ρ− 1)ρ−1
ρρ
rρ.
Hence we have
M(r, f) ≤
{
(λ+ ε)
(ρ− 1)ρ−1
ρρ
+ o(1)
}
rρ
so that
M(r, f)
rρ
≤ (λ+ ε)
(ρ− 1)ρ−1
ρρ
+ o(1)
as r →∞. It follows therefore
lim sup
r→∞
M(r, f)
rρ
≤ (λ+ ε)
(ρ− 1)ρ−1
ρρ
for any ε > 0, so that we have done by the desired estimate
lim sup
r→∞
M(r, f)
rρ
≤ c(ρ) lim sup
k→∞
−ck{
(−ck)/sk
}ρ .

Remark 8.2. As we have seen in this and the previous sections, not
only two identities stated in our theorem but also the way of their
proofs are acquired in a manner of renormalization that we mean in
the first section. It is emphasized here again that the two views in the
complex plane and on the tropical line are completely corresponding
to each other as the mirror image of the other, which could not be
a coincident. The second purpose of this note is to find good reason
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for it by observing many examples of entire functions with a series
expansion in the sense of power or tropical power. The author hopes
that all these make a sufficient explanation for his intention of adding
such a subtitle to this note.
9. TWO APPLICATIONS
In this section, we will observe two interesting tropical entire func-
tions and estimate their order of growth and type by using our for-
mulas.
9.1. Ultradiscretization of a theta function
In his paper [13], A. Nobe has ultradiscretized the function ϑ00(z, τ)
and obtained a piecewise quadratic function denoted by Θ0(x), that
is,
Θ0(x) = −x
2 +
+∞
max
n=−∞
(
2nx− n2
)
.
Such an agreement as 2nx − n2 → −∞ (n → ±∞) for each fixed
x ∈ R assures us the convergence of this infinite max-plus series.
Then the function Θ0(x) + x
2 is, of course, a tropical entire function
in our setting.
The theta function ϑ00(z, τ) is given by
ϑ00(z, τ) =
+∞∑
n=−∞
epiin
2τe2piiz,
where τ ∈ H = {z ∈ C |z > 0} and z ∈ C. By using Jacobi’s
transformation formula, he reduces the expression into
ϑ00(z, τ) = e
pii/4τ−1/2e−piiz
2/τ
+∞∑
n=−∞
e−piin
2/τe2piinz/τ
where −1/τ ∈ H and z/τ ∈ C (τ = 0). Let τ = ipiε(∈ H) where ε is
a positive number. For x = z, z ∈ C, he obtains
ϑ00(x, ipiε) = e
−kpii(piε)−1/2e−x
2/ε
+∞∑
n=−∞
e
2nx−n2
ε
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for some integer k. As its ultradiscrete limit
Θ0(x) = lim
ε→+0
ε log ϑ00(x, ipiε),
he finally deduces the expression given above.
Now we put
f(x) := Θ0
(
1
2
x
)
+
1
4
x2 =
+∞
max
n=−∞
(
nx− n2
)
and g(x) := maxn∈N
(
nx− n2
)
so that
f(x) = g(x)⊕ 1◦ ⊕ g(−x), x ∈ R.
In Nobe’s paper [13], Jacobi’s elliptic function dnu has been also
ultradiscretized into a piecewise linear and 1-periodic function de-
noted by −J(x), which takes the local maximum at x ∈ Z and the
local minimum at x ∈ Z+ 12 . This function is indeed given by
−J(x) = Θ0
(
1
2
)
+Θ0(x)−Θ0
(
x+
1
2
)
= f(1)−
1
4
+ f(2x)− x2 − f(2x+ 1) + x2 + x+
1
4
= f(2x)− f(2x+ 1) + x+ f(1)
=
{
g(2x)⊕ 1◦ ⊕ g(−2x)
}

{
g(2x+ 1)⊕ 1◦ ⊕ g(−2x− 1)
}
⊗ x.
Note f(1) = max+∞n=−∞(n−n
2) = 0. Hence, when x > 0, this tropical
meromorphic function is obtained by an ultradiscrete analogue of the
‘logarithmic shift’ (or the ultradiscrete Cole-Hopf transformation) of
the tropical entire function g(2x) ⊕ 1◦ associated with the tropical
unit x, that is,{
g(2x)⊕ 1◦
}

{
g(2x+ 1)⊕ 1◦
}
⊗ x
= max
n∈N
(
2nx− n2
)
max
n∈N
(
2nx− n2 − n
)
⊗ x.
Nevanlinna theory on tropical meromorphic functions ([7], [12]) tells
us that the order of growth of this function should be equal to that
of the tropical entire function g(2x). Here the growth is measured by
the so-called Nevanlinna characteristic (or height) function T (r,−J),
but it is mainly controlled by the counting function of the poles of
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−J , that is, the roots of the entire function g(2x + 1) ⊕ 1◦. In fact,
the growth of |J(x)| behaves as the minority then, since this tropical
meromorphic function is obtained as an ultradiscrete logarithmic shift
of a tropical entire function. But here we concentrate on the tropical
entire function g(x) only and apply our formulas to this function.
Then it follows that g(x) is of order
lim sup
n→∞
log n2
log(n2/n)
= 2
and of type
c(2) lim sup
n→∞
n2(
n2/n
)2 = 14 ,
so that for any given  > 0, it behaves like
(1/4− )x2 ≤ |g(x)| ≤ (1/4 + )x2
as x→ +∞ in a sufficiently large set of R≥0.
Remark 9.1. Now we observe the function x2 which is, of course, nei-
ther tropical entire nor tropical meromorphic function in our setting,
This does not, however, have any singularity which provides its pole
or root for a tropical function, so that one might also as well to regard
it as a tropical unit, or a genus in function theory, having the same
order
lim sup
r→∞
logM(r, x2)
log r
= lim sup
r→∞
log r2
log r
= 2
and the same type
c(2) lim sup
r→∞
M(r, x2)
r2
=
1
4
lim sup
r→∞
r2
r2
=
1
4
to those of the tropical entire function f(x).
9.2. Hypergeometric solutions to an ultradiscrete Painleve´
equation.
In his paper [14], C. M. Ormerod focuses on the ultradiscretization
of a q-difference analogue of the Painleve´ equation q-PIII of the form
y(qz)y(z/q) =
a3a4
(
y(z) + a1z
)(
y(z) + a2z
)(
y(z) + a3
)(
y(z) + a4
)
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and proves the following result:
Theorem 9.2 ([14, Theorem 1]). The ultradiscrete Painleve´
equation u-PIII given by
w(x+Q) + w(x−Q) = A3 +A4 +max(w,A1 + x)
+ max(w,A2 + x)−max(w,A3)
−max(w,A4),
where Q is a fixed positive rational number, with parameters specified
by
A1 = −(r+1)Q, A2 = Q+A1+A3−A4 = −rQ, A3 = 0, A4 = 0,
where w(0) = 0 and r > 1, is solved by the function
w(x) = max
k∈N
(
−krQ− k2Q+ kx
)
−max
k∈N
(
−krQ− (k + 1)kQ+ kx
)
for all r > 1.
Especially, he derives these transcendental solutions by considering a
framework in which the ultradiscretization process arises as a restric-
tion of a non-archimedean valuation over a field. Note that such a
solution is the ultradiscrete logarithmic shift f(x) f(x−Q) of the
tropical entire function
f(x) := max
k∈N
(
−krQ− k2Q+ kx
)
(or the ultradiscrete Cole-Hopf transformation of f(x − Q)), whose
order and type are obtained by
lim sup
k→∞
log(krQ+ k2Q)
log
{
(krQ+ k2Q)/k
} = lim sup
k→∞
log k2Q(1 + r/k)
log kQ(1 + r/k)
= 2
and
c(2) lim sup
k→∞
krQ+ k2Q
{(krQ+ k2Q)/k
}2 = 14 lim supk→∞
k2Q(1 + r/k)
k2Q2(1 + r/k)2
=
1
4Q
,
respectively. In fact, the above solution is an ultradiscrete hypergeo-
metric solution which solves some simultaneous ultradiscrete Riccati
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equations{
w(x+Q) = max
(
x− rQ− w(x), 0
)
−max
(
−w(x), 0
)
,
w(x−Q) = max
(
x− (r + 1)Q− w(x), 0
)
−max
(
−w(x), 0
)
.
This transcendental solution is given by means of a basic ultradiscrete
hypergeometric function
2Φ1
(
A, B
C
; Q, x
)
= max
k∈N
(kx+ ck)
with
ck = k
{
max
(
A,−
k − 1
2
Q
)
+max
(
B,−
k − 1
2
Q
)
−max
(
C,−
k − 1
2
Q
)
−max
(
Q,−
k − 1
2
Q
)}
,
which converges when x < C+Q−A−B. The above f(x) is therefore
equal to
2Φ1
(
−∞, −∞
Q
; Q, (x− rQ) +Q
)
= max
k∈N
{
k(x− rQ) + kQ+ k
(
−
k − 1
2
Q
)
+ k
(
−
k − 1
2
Q
)
− kQ− kQ
}
= max
k∈N
{
kx− krQ− k2Q
}
for Q > 0. (See Ormerod’s paper [14] for his detailed discussion and
the notation, as well as [5] or [8].)
As mentioned above, we may apply the tropical Nevanlinna theory
and estimate the growth order of the meromorphic function w(x)
directly. Then we see that it is the same as that of the entire function
f(x).
10. EXAMPLES
It should be mentioned that there exist tropical entire functions on
R of an arbitrary order. Let us observe three concrete examples be-
low which are obtained by ‘ultradiscretizing’ three entire functions
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on C given in [4, Examples 5.2, pp.16–17] with q-series expansion.
This simply means that we will convert the following three q-series
into our desired three max-plus series by a formal replacement deter-
mined as below. Let us emphasize again that we never wish for their
ultradiscrete limits by the usual process.
Example 10.1 ([4]). Let q be a complex number with 0 < |q| < 1.
For any fixed number α > 1,
fα(z) =
∞∑
n=0
qn
α/(α−1)
zn
is an entire function which has the logarithmic order α and logarith-
mic type
(α− 1)α−1
αα
·
1
(log(1/|q|))α−1
.
The entire function
f1(z) =
∞∑
n=0
qe
n
zn
is of logarithmic order 1 and infinite logarithmic type.
The entire function
f∞(z) =
∞∑
n=1
qn(logn)
2
zn
has infinite logarithmic order.
Each of these entire functions can be ultradiscretized respectively
as follows:
Example 10.2. Let Q be a positive real number, which is to corre-
spond to the number log(1/|q|) for the above q ∈ C with 0 < |q| < 1.
For any fixed number α > 1,
fα(x) =
∞⊕
n=0
{
(−Q)⊗n
α/(α−1)
⊗ x⊗n
}
= max
n∈Z
≥0
(
−nα/(α−1)Q+ nx
)
is a tropical entire function which has the order α and type
(α− 1)α−1
αα
·
1
Qα−1
.
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In fact, putting cn := −n
α/(α−1)Q which tends to −∞ as n→∞, we
have
lim sup
n→∞
log(−cn)
log
{
(−cn)/n
} = α/(α− 1)
1/(α− 1)
= α
and
lim sup
n→∞
−cn{
(−cn)/n
}α = lim
n→∞
nα/(α−1)Q{
nα/(α−1)−1Q
}α = 1Qα−1 .
The tropical entire function
f1(x) =
∞⊕
n=0
{
(−Q)⊗e
n
⊗ x⊗n
}
= max
n∈Z
≥0
(−enQ+ nx)
is of order 1 and infinite type. In fact, putting cn := −e
nQ which
tends to −∞ as n→∞, we have
lim sup
n→∞
log(−cn)
log
{
(−cn)/n
} = lim
n→∞
n
n
= 1.
Further, a direct estimate concludes that the type of f1(x) is infinite.
Indeed, by definition, we obtain
lim sup
r→∞
M(r, f1)
r
≥ n
for any positive integer n, since when r > 0,
M(r, f1) ≥ cn + nr
is always true for an arbitrary fixed n. See also
lim sup
n→∞
−cn
(−cn)/n
= lim
n→∞
enQ
enQ/n
= lim
n→∞
n = +∞.
The tropical entire function
f∞(x) =
∞⊕
n=1
{
(−Q)⊗n(logn)
2
⊗ x⊗n
}
= max
n∈N
(
−n(logn)2Q+ nx
)
has infinite order. In fact, with cn := −n(log n)
2Q tending to −∞ as
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n→∞, two identities
log(−cn) = log n+ 2 log log n+ logQ and
log
{
(−cn)/n
}
= 2 log log n+ logQ
imply our order estimate
lim sup
n→∞
log(−cn)
log
{
(−cn)/n
} = lim
n→∞
log n
2 log log n
= +∞.
11. TWO MORE EXAMPLES AND CONCLUDING
REMARKS
11.1. Two more examples
M.E.H. Ismail mentions in his monograph [8, pp. 356–357] that, as a
q-analogue of the exponential function due to N.M. Atakishiyev, the
function
E(α)(z; q) :=
∞∑
n=0
zn
(q; q)n
qαn
2
, 0 < α, 0 < q < 1, (‘14.1.28’)
is an entire function satisfying
lim
r→∞
logM
(
r, E(α)(·, q)
)
(log r)2
=
1
4α log q−1
. (‘14.1.31’)
Here, as in [8], we denote
(q; q)n =
n∏
k=1
(1− qk), n = 1, 2, . . . .
But our lim sup-estimates by means of Taylor coefficients are weaker
than this lim-estimate, unfortunately. It is also the case for its formal
ultradiscrete analogue of E(α)(z; q) given by
uE(α)(x;Q) :=
∞⊕
n=0
x⊗n ⊗ (−Q)⊗(An
2)  [−Q;−Q]n
= max
n∈Z
≥0
{
−n2
(
A−
1 + 1/n
2
)
Q+ nx
}
,
A > 1/2, Q > 0.
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Here, as an ultradiscrete analogue of (q; q)n, we denote
[Q;Q]n =
n⊗
k=1
(
1◦ ⊕Q
⊗k
)
=
n∑
k=1
kQ =
n(n+ 1)
2
Q, n = 1, 2, . . . .
The function uE(α)(x;Q) is a transcendental tropical entire function
by Definition 4.1.
In Section 21.1 and on p. 533, Ismail notes that many of the
examples studied in the chapter have entire functions f having the
property
M(r, f) = exp
(
c(log r)2
)
, (‘21.1.17’)
and proposes to define q-order ρq of f by
ρq = lim sup
r→∞
log logM(r, f)
log log r
, (‘21.1.18’)
and its q-type σq by
σq = inf
{
K : M(r, f) < exp
(
K(log r)ρ
)}
, (‘21.1.19’)
if the q-order ρq of f is finite. It follows from (‘14.1.31’) that the
entire function E(α)(z; q) is of q-order ρq = 2 and q-type σq =
1/(4α log q−1). Compare it with the fact that the tropical entire
function uE(α)(x;Q) is of order ρ = 2 and of type 1/
(
4(A − 1/2)Q
)
by applying our Theorem 6.1.
It is natural for us to define the order and type for a tropical
entire function obtained as an ultradiscrete analogue of some entire
function given by q-series. Therefore, the translation of q into log q−1
might suit their names ‘logarithmic order/type’ and q-order/q-type.
The reason is that the former is about difference and the latter is
about q-difference. In fact, they are transformed each other with the
translation z = qt or t = log z. We may also note that
x⊗ y = logq(q
x × qy), |x⊕ y − logq(qx + qy)| ≤ logq 2,
x⊗y = logq
{
(qx)y
}
,
respectively.
Following the procedure of formal ultradiscretization that we have
used in section 10 in order to transform three entire functions in
Example 10.1 into three tropical entire functions in Example 10.2,
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we may observe Nobe’s ultradiscrete theta function via the operation
of ultradiscrete limit from the q-difference view point. The θ-function
θ(z, q) =
+∞∑
n=−∞
qn
2
zn
is defined for |q| < 1 and z ∈ C \ {0}. Let us consider the following
tropical series expression,
+∞⊕
n=−∞
(−Q)⊗n
2
⊗ x⊗n = max
−∞<n<+∞
(
−n2Q+ nx
)
for Q > 0. This is essentially the same function as Θ0(x) + x
2 there.
We should remark here that Ormerod has obtained the basic ultra-
discrete hypergeometric function as the application of the valuation
to the basic hypergeometric function by applying the lift x → t−X .
These two procedures might be based on the same root of thoughts.
11.2. Concluding remarks
First let us study Ormerod’s observation again in view of the corre-
spondence of q-series and ultradiscrete series. His solution to u-PIII
is obtained by the ultradiscrete logarithmic shift f(x) f(xQ) =
f(x)− f(x−Q) of the ultradiscrete hypergeometric series
2Φ1
(
−∞, −∞
Q
; Q, (x− rQ) +Q
)
=
∞⊕
k=0
(−Q)⊗(rk+k
2) ⊗ x⊗k.
On the other hand, he notes that the above-mentioned q-PIII admits
a special solution in terms of Heine’s series or q-hypergeometric series
2φ1
(
0 , 0
q
; q, zq−r
)
=
∞∑
k=0
q−rk
(q : q)2k
zk. (11.1)
He writes this function as J(z) and expresses a special solution w(z)
to the q-PIII as the difference analogue of logarithmic derivatives of
the form
{
J(qz) − J(z)
}
/J(z) = J(qz)/J(z) − 1. In fact, with the
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concrete parameters the q-PIII is of the form
w(qz)w(z/q) = −
(
w(z) + q−rz
)(
w(z)− q−r−1z
)(
w(z) + 1
)(
w(z)− 1
) ,
since the w(z) solves also the q-difference Riccati equation
w(qz) =
w(z) + q−rz
w(z) + 1
and therefore the other equation
w(z/q) = −
w(z)− q−r−1z
w(z)− 1
.
We may confirm this fact directly by using the identity
J(qz)− 2J(z) = (q−r−1z − 1)J(z/q).
Unfortunately, we are now put into an unfavorable situation with the
series (11.1). This series converges only at z = 0, since q = t−Q is
between 0 and 1 for Q > 0 so that we have
q−rk
(q; q)2k
≥
(
1
q
)rk
→ +∞ (k → +∞).
But this trouble is resolved, if one takes the match of 0 = t−∞ for
−∞ into account and is convinced to replace q = t−Q by its reciprocal
1/q = tQ in the J(z). Therefore we define the entire function y(z) as
2φ1
(
0 , 0
1/q
; 1/q, zqr
)
=
∞∑
k=0
qrk+k(k+1)
(q : q)2k
zk.
Then the meromorphic function ω(z) = y(z/q)y(z) − 1 solves the q-PIII
of the form
ω(qz)ω(z/q) = −
(
ω(z) + qrz
)(
ω(z)− qr+1z
)(
ω(z) + 1
)(
ω(z)− 1
) .
Here we note that f(z) = y(z/q) is expressible in the q-hypergeo-
metric series
f(z) =
∞∑
k=0
qrk+k
2
(q; q)2k
zk, (11.2)
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which has a good correspondence with the tropical entire function
f(x) =
∞⊕
k=0
(−Q)⊗(rk+k
2) ⊗ x⊗k. (11.3)
Since we can estimate the coefficients as
qrk+k
2
(1− q)2k
≥
qrk+k
2
(q; q)2k
≥ qrk+k
2
exp
(
2q
1− qk
1− q
)
,
and thus
− log
(
qrk+k
2
(q; q)2k
)
= (rk + k2) log(1/q) +O(k)
and
−
1
k
log
(
qrk+k
2
(q; q)2k
)
= (r + k) log(1/q) +O(1),
we see that the q-order and q-type of our entire function f(z) in (11.2)
are respectively
lim sup
k→∞
2k
k
= 2 and c(2) lim sup
k→∞
k
(r + k) log(1/q)
=
1
4 log(1/q)
,
which agree with the order 2 and type 1/(4Q) of the tropical entire
function f(x) in (11.3).
But in any case, it has turned out now that there are at least two
difficulties or uncertainties in our formal translation as mentioned
above, when we attempt to restore it with the data in the max-plus
series on R which had been produced by the ultradiscrete process to
an entire function on C given by a q-series. One is how to treat the
q-shifted factorials (q; q)n in the coefficients of the q-series as well as
its ultradiscrete analogue [−Q;−Q]n in the coefficients of the tropical
series. The other is about the location where the once missing number
1 = t−0 as well as −1 in our tropical series should be revived in the
corresponding q-series as its ‘ancestor’ or in q-difference equations to
be satisfied by the function whose expansion is the q-series.
Secondly, concerning entire solutions to some linear q-difference
equations with polynomial coefficients, W.K. Hayman and W. Berg-
weiler proved in [1, Theorem 1]
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Theorem 11.1 ([1]). Suppose that f is a transcendental entire so-
lution of the equation
f(z)− a(z)f(cz) = 0,
where 0 < |c| < 1 and a is a polynomial of degree d. Then there exists
a nonnegative integer p and A, z1, . . . , zd in C \ {0} such that
f(z) = Azp
d∏
µ=1
∞∏
j=0
(
1−
cjz
zµ
)
.
They note, of course, that the coefficient a(z) should be given by
a(z) = c−p
d∏
µ=1
(
1−
z
zµ
)
.
In his paper [16], Z.T. Wen applies this idea of Hayman and Berg-
weiler and shows the way to construct an entire function of an arbi-
trarily given integer logarithmic order ([16, Example 2]):
Example 11.2 ([16]). Denote
W1(z) = 1− z and W2(z) =
∞∏
n=1
W1(zq
n),
where 0 < |q| < 1. As we have observed, W2(z) = (z; q)∞ is an entire
function of logarithmic order 2 and solves the q-difference equation
W2(z/q) = (1− z)W2(z) = W1(z)W2(z).
The entire function W3(z) =
∏∞
n=1W2(zq
n) satisfies
W3(z/q) = W2(z)W3(z),
and hence it has logarithmic order 3 by applying his theorem [16, The-
orem 1.1]. Proceeding this construction inductively, for each positive
integer m, the entire function
Wm(z) =
∞∏
n=1
Wm−1(zq
n)
satisfies the q-difference equation
Wm(z/q) = Wm−1(z)Wm(z)
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satisfies the q-difference equation
Wm(z/q) = Wm−1(z)Wm(z)
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and thus has logarithmic order ρlog(Wm) = m.
It is worth mentioning that this discussion could be translated faith-
fully in the tropical words so that we would have a tropical entire
functionWm of an arbitrarily given integer orderm which satisfies the
ultradiscrete equation of the form Wm(x− 1) =Wm−1(x)⊗Wm(x).
In fact, we have observed in section 5 that this is the case for m = 2
by putting
W1(x) = 1◦ ⊕ x = max{0, x}
and
W2(x) =
∞⊕
n=0
(−q)⊗n(n−1)/2 ⊗ x⊗n =
∞⊗
n=0
W1(x− nq).
For each positive integer m, the function
Wm(x) =
∞⊗
n=0
Wm−1(x− nq)
would be our desired solution.
It might be a good concluding of this note to ask the following
Question 11.3. Can we find a q-difference or ultradiscrete analogue
of the summability theorem due to J. M. Whittaker ([17, Theorem 3],
[18, Theorem 5]) on the linear difference equation g(z+1) = f(z)g(z)
with an entire or meromorphic coefficient f(z)? In other words, are
all the following statements proved in the same way by an automatic
translation?
(W) If f(z) is an entire or meromorphic function of order ρ, there
is a meromorphic function g(z), of order less than or equal to
ρ+ 1, such that g(z + 1) = f(z)g(z).
(q-W) If f(z) is an entire or meromorphic function of logarithmic
order ρq, there is a meromorphic function g(z), of logarithmic
order less than or equal to ρq+1, such that g(qz) = f(z)g(z).
(u-W) If f(x) is a tropical entire or meromorphic function of order
ρu, there is a tropical meromorphic function g(x), of order
less than or equal to ρu+1, such that g(x+1) = f(x)⊗ g(x).
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