Abstract: In this paper we present criteria for oscillation of nonlinear differential equations of second order
Introduction
We take into consideration the nonlinear differential equation of second order (a(t)u ′ (t)) ′ + p(t)f (u(g(t))) = 0,
where:
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b) p(t) ∈ C(t 0 , ∞), p(t) > 0; c) f (x) ∈ C((−∞, ∞)), xf (x) > 0 for x = 0, f ∈ C 1 (R t 0 ), R t 0 = (−∞, −t 0 ) (t 0 , ∞), t 0 > 0; d) g(t) > 0, g(t) ∈ C 1 ((t 0 , ∞)), and g(t) < t, t 0 ∈ R + , g ′ (t) > 0, g(t) → ∞ when t → ∞, for all t large enough.
We make standing hypothesis (2) possessing solution on (t 0 , ∞). Solution of (2), we imply is a function x(t), t ∈ [t x , ∞) ⊂ (t 0 , ∞) which has derivate of second order continuously and fulfills (2) on interval [t x , ∞) where t x ≥ t 0 ≥ 0. This solution x(t) is called oscillatory if it has a sequence of zeros tending to infinity, otherwise it is called nonoscillatory. Equation is oscillatory if all its solution are oscillatory.
The oscillation problem of equation (2) and for less general equations such as the linear differential equation:
and nonlinear differential equation
have been discussed by numerous authors and by different methods (see [1] - [5] ). For equation (3) , the condition which guaranties that every solution is oscillatory
for λ > 1 (see Kamenev [7] ). For the equation (4) (see [3] ):
For equation (2) if a(t) = c, c is constant, we have criteria presented in [3] and if g(t) = t we have the criteria presented in [1] .
Main Results
The following theorem present oscillatory criterion of equation (2).
and
then equation (2) is oscillatory.
Proof. Assume that u(t) is a non-oscillatory solution of (2). Let u(t)>0, then from (2) we have
and from that the function a(t)u ′ (t)is decreasing, then from a) the function u ′ (t)is decreasing and positive for t ∈ (τ, ∞), τ ≥ t 0 (see [9] ). We define
Differentiating W (t) and using (2), we receive
) .
From g(t) < t, since u'(t) is decreasing function, we come to see that:
Consequently
Following the results above and f ′ (u(g(t)) > k, we obtain
Therefore
Now we shall show that (5) implies u(t) → ∞ as t → ∞. On the contrary of the assumption that u(t) is bounded from the above, that is u(t) ∈ α, β , where α > 0.Using properties of g(t), we assume that u(g(t)) ∈ α, β . While u'(t) is positive and decreasing, we have lim t→∞ u ′ (t) exists and it is finite. Integrating equation (2) from t to ∞, we obtain (s) )ds, using property of u'(t), we get :
Integrating this inequality from t 0 to t, we obtain
When t → ∞ the last inequality comes into contradiction with (5). Therefore we conclude u(t) → ∞ as t → ∞. Thus u(g(t)) ∈ R t 0 , for all t large enough. Now it is easy to see that the condition f ′ (u(g(t)) ≥ k implies (8) .
Integrating this inequality from t 1 to t, we obtain
from that when t → ∞, we have W (t) → −∞. This is a contradiction, because W(t)>0. For u(t)<0 , this case can be treated similarly as the case u(t)>0 and so it is omitted. The proof is complete.
For a(t) = 1 we obtain the result presented in [3] . From Theorem 1. we can see an easy verifiable oscillation criteria for (2).
then equation (2) is oscillatory. For a(t) = l > 0 we have Corollary 2.5 in [3] .
Proof. A simple calculation shows that (9) implies (6).
Corollary 2. Let a) -d) and (5) hold true. If
Proof. It is easy to see that (6) may be reduced to (11), if g(t) = t.
We say that a function H = H(t, s) belongs to function class X, denote by H ∈ X, if H ∈ C(D, R), where D = {(t, s), −∞ < s ≤ t < ∞}, which completes H(t, s) > 0, for t > s, H(t, t) = 0 and has continuous partial derivatives on D such that
∂H(t,s) ∂s
= −h 2 (t, s) H(t, s),
∂H(t,s) ∂t
= h 1 (t, s) H(t, s).
where
then equation (2) is oscillatory. Proof. Suppose the contrary: x(t) is a nonoscillatory solution of equation (2), say x(t) = 0 on [t 0 , ∞) for some sufficient large t > t 0 . From (8) if that multiplying by H(s,t) and integrating it over (t, c) for t ∈ [a, c) it yields (for s ∈ (t, c]) Example. Consider the differential equations
where a(t) = e −t , p(t) = e t and f (x) = x(1 + x 2 ), f ′ (x) = 1 + 3x 2 > 1.
We have 
