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Abstract 
 
The expertise of electricity load forecasting has developed over decades. Some of the best load 
forecasting models use this expertise to improve the load forecasting accuracy by splitting the 
forecasting problem into sub-problems such as for weekend/weekday and peak/off peak. This research 
is designed to evaluate a method based on boosting algorithms to split the data into sub-problems for 
price forecasting and to combine the multiple models into one forecast. The boosting methods are then 
evaluated on Australian NSW region electricity price data. 
 
 
1. INTRODUCTION 
Electrical Supply Industries (ESI) worldwide has been 
restructured (deregulated) with the intention of 
introducing levels of competition into energy generation 
and retail energy sales. Participants operating in this 
market environment are locked into a never-ending 
competitive search for increasing returns on capital and 
operational investment. This paper presents results from 
research that aims to offer some assistance to market 
participants in their competitive search by providing 
information on future market conditions in the form of 
wholesale electricity price forecasts. As the ESI is a 
large volume industry all market participants can gain 
advantages from even a small increases in efficiency 
gained from an increase in the accuracy of their 
electricity price forecasts. 
 
In an open auction style electricity market such as the 
Australian National Electricity Market (NEM) a large 
volume of information on historical and predicted 
market conditions is available to all market participants. 
The electricity price forecasting models are designed to 
utilise this publicly available market information. 
 
The power system research community and the ESI have 
decades of experience with electricity load forecasting 
[1]. Many of the best load forecast methods break the 
problem into smaller sub-problems. The problem of 
forecasting the year’s electricity load is broken into the 
sub-problems of forecasting: 
• yearly or seasonally trends, 
• weekly trends; 
o Models for weekends 
o Models for weekdays 
o Models for different days of the 
week. 
• Load relationship to weather conditions. 
• Load relationship to special events (holidays). 
• Load relationship to economic conditions. 
Then the forecasts of these sub-problems are combined 
together to give the load forecast over the year. The 
selection of the best sub-problems and data to present to 
each sub-problem has evolved over the decades of 
research.  
 
Load forecasting is concerned with forecasting the 
electrical load, which is physical energy usage over a 
region of an electricity network. For existing power 
systems in developed nations, trends in the usage of 
electrical energy vary slowly. The stable trends follows 
from the fact that electrical energy is used to power 
physical devices; heaters, motors, air-conditioners etc. 
These physical devices are costly to replace and so take 
time and large investments to change or replace in large 
numbers and thus the total electrical energy demand 
changes slowly. 
 
The load variation is also determined by natural cycles 
such as the seasons (heating, air-conditioning) and the 
daily cycle of night and day. These natural cycles 
remain constant so the load variation varies predictably. 
Human habitual cycles also have a large influence on 
electrical energy usage. These habitual cycles such as 
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work hours and meal times change over generations not 
months. 
 
Electricity prices are strongly related to the electrical 
energy demand. However, electricity prices have no 
physical limitations on how often they can be changed 
or the magnitude of price changes. Possible changes in 
trends in prices are only limited by legal contracts and 
regulations, influenced by the political pressure of 
electricity consumers. Thus, electricity markets can have 
frequent and sometimes dramatic regulatory changes, 
leading to quickly evolving market participant pricing 
strategies.  
 
The load forecasting models and sub-problems could 
evolve over decades but the changes in market 
conditions and so energy pricing trends mean that 
electricity price forecasting models must evolve over 
much quicker periods. 
 
In previous research [2,3,4] we have applied single 
forecasting models to the electricity price of the NSW 
region of the Australian National Electricity Market 
(NEM). This research aims to apply multiple model 
methods such as boosting and ensemble to the select of 
the best sub-problems, models and data. 
 
2. BOOSTING 
Boosting [5] is name given to a systematic algorithm 
that repeatedly uses a simple forecasting model on sub-
problems in a way to improve the final forecast on the 
entire system. The boosting algorithms investigated here 
are the algorithm developed by Elkan [6] (similar to 
AdaBoost.M2 algorithm by Schapire and Freund) [7]. 
 
In words, the boosting algorithm starts by applying a 
simple forecasting model called a weak learner to the 
problem [8]. Some data points will be forecasted well by 
the model and some data points will be forecasted with 
poor accuracy. The same weak learner is again applied 
to the problem with more emphasis placed on the data 
points with the poorest accuracy from the previous 
forecast model. This process is applied repeated to a 
determined number of times. The first weak learner 
‘concentrates’ on the easy to forecast data the later weak 
learner forecasting models are more concentrated on 
forecasted the difficult data points. A more detailed 
description of the boosting algorithm is presented in the 
appendix. 
 
The essential idea from boosting that is utilised in this 
paper is increasingly concentrating on data points (half-
hours) with the worst forecasting accuracy. The full 
boosting algorithm is not applied in this study only the 
simplified error based weighting is used. 
 
3. PROCEDURES 
3.1 NEM data and terms 
All price and demand data was obtained from the 
NEMMCO web site [9]. All the data is for the NSW 
region of the Australian national Electricity Market 
(NEM). 
 
The NEM is based on a half-hour price trading period 
with the regional price being the same for all energy 
buyers and sellers over the 30-minute trading period. 
This is the electricity price used as input data and the 
forecasting objective during this study. The units for this 
price is $/MW. 
 
Demand used during this study is the total NSW 
regional demand as in NEMMCO data. In reality, this 
half-hour demand is the average of the instantaneous 
demand, which is measured every five minutes. 
Therefore, the demand is actually an approximation of 
the energy over the half-hour. Units of demand are MW 
and should ideally be MW.half-hours but MW is used 
by NEM participants. 
 
The trading periods are every half-hour so there are 48 
periods per day and 336 half-hours per week. All 
forecasts are 7 days into the future that is 336 half-hours. 
The averages used in forecasting are weekly average and 
so contain 336 half-hours. 
 
3.2 Results Accuracy Measurements 
The forecasting results are measured by the Mean 
Absolute Error (MAE) (1). 
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This measure distorts the importance of error because 
when the actual price is small, the MAE is larger and 
when the actual price is larger, the MAE is smaller. In 
the market, the most important times are when the price 
is high. To overcome this distortion we use the A(M)AE 
average based (2), where the actual price denominator is 
replaced with the daily average price. A squared error 
measure is often used and will emphasise larger errors. 
The distortion caused by a small denominator is still a 
problem when the error is squared. 
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Where six_week_avg is the average actual price for 
that half-hour (n) of the week of a six week period. The 
total evaluation period contains N half-hours. 
 
3.3 Weekly Averages 
The average is for every half-hour of the week over six 
weeks (3) and so there are 336 averages. 
For half-hour h the average price is: 
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The price is volatile and can change dramatically due to 
events that do not repeat such as outages, faults and 
transmission or ramp-rate constraints. One very large 
price spike can significantly change the average of the 
next six weeks. To reduce this problem large price 
spikes above a set limit price are reduced when 
calculating the weekly average. To enable trend changes 
to be included in the average this limit is added to the 
previous week’s average price. 
 
Set multiplier limit equal to m. This m is the limit to the 
proportional change in price compared to the average 
price that is accepted. In (4) below the 366×k term is left 
out as only test on first pass k=0 then use limited price 
previously calculated on repeat passes k=1 to 5. 
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3.4 Weekly Average Forecasting 
Forecasting the electricity price seven days into future 
uses the average (5) is a simple matter of using the 
average from the same half-hour (h) of the previous 
week. 
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4. RESULTS 
In our previous single model price forecasting 
experiments Neural network and Support Vector 
Machine methods were evaluated. 
 
A back propagation neural network with a two layer 
10,5 neuron was trained with the 90 previous days of 
data [2]. This NN model was evaluated over ten weeks 
from 4th of October to 28th of November 1998. The 
MAE over this ten week period was 25.5% for a seven 
day into the future forecast. Over the same period, a 9 
week average price was evaluated (MAE≈50%) and 
found to be greatly inferior to the NN forecast. When 
fixed limited the average forecast was still inferior to the 
NN (MAE≈37%). Proportional limit average forecast 
was not evaluated during this study. 
 
Based on the past results the average forecast was not 
considered during the Support Vector Machine (SVM) 
evaluation studies [3]. Using the same period and data a 
SVM forecasting model was found to have an equivalent 
forecast accuracy to the NN model. The SVM gave the 
same performance but had forecast repeatability 
advantages over the NN model. The evaluation of the 
inclusion of additional system data to the SVM model 
failed to improve forecast accuracy but did support the 
repeatability advantages. 
 
The NN and SVM models were again evaluated over the 
25 week period from the 12th of February to 30th of July 
2002 [1,4] the accuracy results are displayed in TABLE 
1. This period overlaps with the study period for this 
study, which is 12th of February to 30th of may2004. 
Therefore, the NN and SVM results are compared over 
the Feb. to July 2002 period; row 2 and 3 Table 1.  
 
The weekly average forecasting was applied over the 
period given an error MAE of 28.07% and an AAE of 
32.89%. Unlike in the study on the 1998 data in this 
2002 data the weekly average forecast had equal 
accuracy to the NN and SVM models. These results 
indicated that in this electricity market with evolving 
market participant behaviour and regulations all data and 
models must be continuously observed and evaluated 
against updated data. To our frustration and humility, 
this should include re-evaluating models that were 
previously rejected based on old market data. 
 
This base forecast was combined by addition with a 
linear demand change adjustment. This adjustment was 
tuned to price and demand data from 12th to 24th of 
February 2002. These dates overlap the test period but 
only by 1 week out of a 5-month test period. 
 
Linear regression was preformed on the difference 
between the weekly average price and the actual price 
and the demand to find a linear adjustment to be made to 
the price forecast for changes in demand fig. 1. This 
demand adjustment (6) is added to the weekly average 
forecast, column 6 and 7 in Table 1. Quadratic demand 
adjust equations did not perform as well as the linear. 
Price adjust = 0.005×demand-0.07 (6) 
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Fig. 1 Calibration of linear demand price adjusts. 
 
This simple linear demand adjustment significantly 
improved the accuracy of the forecast from 28.07 to 
25.8% MAE and from 32.89 to 30.5% AAE. 
 
The forecasting methods cannot be expected to predict 
price spikes due to singular events such as outages so 
price spikes are limited in the error calculations to 
reduce the influence of these price spikes. In the MAE 
and AAE calculations (2) the actual price is replaced by 
the limit if the actual price is greater than the limit (7). 
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During the period evaluated there are 40000 half-hours 
140 half-hours had prices greater than $500/MW, 103 
greater than $1000 and 17 half-hours greater than 
$5000/MW. The number used as a limit for these very 
high price spikes before calculation is heading Cal~limit 
in Table 1. 
 
The MAE accuracy values are not greatly change by 
limiting the price spike this is due to the distortion that 
the MAE measurement skews the values towards small 
actual price values and ‘ignores’ large actual price spike 
errors. 
Table 1 Average forecast results Feb to July 2002 
Model Limit Cal~ 
limit 
Not adjusted Demand 
adjusted 
 m  MAE AAE MAE AAE 
Same 
as last 
week 
  33.5 45.2 n/a n/a 
NN   28.3 37.4 n/a n/a 
SVM   27.8 36.3 n/a n/a 
50000 28.07 32.89 25.8 30.5 
5000 28.07 32.58 25.8 30.2 
1000 28.05 26.17 25.8 24.1 
Six 
week 
avg 
1000 
500 28.35 24.75 25.8 22.8 
50000 20.64 57.45 18.3 53.6 
5000 20.64 56.05 18.3 52.3 
1000 20.62 36.36 18.3 33.7 
Six 
week 
avg~ 
0.4 
500 20.6 31.09 18.3 28.7 
 
The average forecasts with and without demand 
adjustment are repeated over the evaluation period from 
February 2002 to May 2004 Table 2. 
 
The demand-adjusted results of 18.13% MAE and 
26.5% AAE are the most accurate seven day into the 
future forecasts we have performed. 
 
Table 2 Average forecast results Feb 2002 to May 2004 
Model Limit Cal~ 
limit 
Not adjusted Demand 
adjusted 
 m  MAE AAE MAE AAE 
50000 43.6 35.8 40.6 32.5 
5000 43.6 34.22 40.6 31.0 
1000 43.6 28.39 40.6 25.7 
Six 
week 
avg 
1000 
500 43.57 26.42 40.6 23.9 
50000 21.12 47.18 18.1 42.5 
5000 21.12 44.54 18.13 40.1 
1000 21.12 33.7 18.13 30.2 
Six 
week 
avg~ 
0.4 
500 21.11 29.57 18.13 26.5 
 
In a similar method to that applied in Boosting we now 
weight the half-hours to concentrate new models onto 
half-hour with poor forecasting accuracy. 
 
By observing the errors or weights based on errors a 
pattern can be identified, starting in May 2002 and 
continuing throughout the winter period large price 
spikes occurred at the evening meal demand peak. 
Interestingly these price spikes over the winter period 
that occur at 18:00 or 18:30 hours have occurred on 
every day of the week including Saturday and Sunday 
except Friday. The magnitude of the price spikes do not 
correlate to the total demand or change in demand. 
Having the benefit of hindsight these 2002 winter price 
spikes did not reoccur in winter 2003 or 2004(up to end 
of May). During winter 2003 and 2004 much smaller 
magnitude high prices are still common at 18:00 or 
18:30 hours. Due to the large magnitude of these 2002 
price spikes compared to other high prices these 18:00 
and 18:30 price spikes were limited to $200/MW when 
calculating the error based weightings. 
 
The weekly average is calculated based on weighting the 
half-hourly prices according to the poor accuracy of the 
half-hour. Then the average for each half-hour is 
normalised to ‘remove’ the weighting so the weekly 
average can be used to forecast the electricity price. 
Multiple passes are performed using the total error of the 
previous pass to calculate the error based weighting for 
the next pass. For MAE error measurement each pass is 
continued while the MAE error improves. For the AAE 
measure the error increases for approximately the first 
three passes before improving on further passes. 
 
The addition of the weighted average decreased MAE 
accuracy of the forecast for all passes and slightly 
increased the AAE accuracy (29.57% to 29.02%) for the 
first three passes. After the first three passes the AAE 
accuracy of the forecast also degraded. The AAE 
emphasises errors on high price half-hours where the 
MAE skews the error measure towards lower priced 
half-hours. The higher priced half-hours have larger 
dollar errors in the forecast. The weighting based on 
error improves the forecast of high priced half-hour at 
the expense of degraded performance on lower priced 
half-hours. The improvement of the AAE over the MAE 
is explained by this focus on higher priced half-hours. 
 
Error based weighting for calculating the demand 
adjustment did not improve the accuracy of the forecast 
measured by AAE or MAE. 
 
5. CONCLUSIONS 
 
The Australian and international electricity markets are 
continuously evolving in participant behaviour and 
regulations. Any models used in relation to the 
electricity market need to be continuously re-evaluated 
to confirm if the models remain relevant to changing 
market conditions. This includes checking if previously 
rejected models are better suited to the new market 
situations. 
 
Over the evaluation period Feb. to July 2002 a six week 
average based price forecast performed as well as neural 
network or Support Vector Machine forecasting models. 
A simple linear adjustment of price with demand 
significantly improved the accuracy of the price 
forecasts. 
 
The results of the average forecast and demand 
adjustment remain consistent over the long period from 
Feb 2002 to May 2004. 
 
Great care must be taken in the choice of measures used 
to indicate the accuracy of any forecast as each measure 
has disadvantages and advantages. The pros and cons of 
the accuracy measure needs to be matched to the 
objectives of the customer using the forecast results. 
 
Similarly the error based weighting used during model 
training should be calculated based on the error measure 
that best matches the customer’s objectives. 
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Appendix 1 Based on Elkan (similar to AdaBoost.M1 
(Freund and Schapire)) 
• Given training data inputs X and targets Y 
• Initialise distribution 
o D1(n)=1/N for all n 
• Loop through iterations t=1,…,T 
o Select tempX and tempY based on 
distribution D 
o Train weak learner with tempX,tempY,Dt 
 Trained weak leaner = 
train(tempX,tempY,Dt) 
o Use trained weak leaner to give probability 
of hypothesis 
 Pt(C=+1|X)=test(X) 
o Calculate error for this weak learner 
 εt = Σn Dt(n) *|yi(xn)-Pt(C=+1|xn)|   
o If error greater than 0.5 then weak leaner 
gives no useful information to ensemble. 
 If εt>0.5 abort loop repeat 
iteration set t=t-1 
o Set β. As ε>0.5 then β<1 
 βt=εt/(1-εt)  
o Up date distribution for training next weak 
leaner. β<1 so when classified correctly 
Dt(n) is reduced. 
 Dt+1(n)=Dt(n)*βt ^{1-|y(xn)-
Pt(C=+1|xn)|}/Zt 
 Zt=Σn [Dt(n)*βt ^{1-|y(xn)-
Pt(C=+1|xn)|}] to 
normalise distribution 
• End training loop 
• Combine classification of individual weak learners 
to form ensemble 
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