We consider nonparametric estimation of probability measures for parameters in delay differential equation (DDE) problems where only aggregate (population level) data are available. We summarize an existing computational method for the estimation problem which has been developed over the past several decades [11, 17, 21, 26, 28] . Theoretical results are presented which establish the existence and consistency of very general (ordinary, generalized and other) least squares estimates and estimators for the measure estimation problem with specific application to random DDEs.
Introduction
We extend the theory of aggregate data inverse problems of [25] to general nonlinear non-autonomous delay differential equations (DDEs) of the forṁ x(t) = G(t, x(t), x t , x(t − τ 1 ), . . . , x(t − τ m ), θ) + G 2 (t), 0 ≤ t ≤ T,
where G = G(t, η, ψ, y 1 , . . . , y m ) : [0, T ] × X × R nm × R p → R n . Here X = R n × L 2 (−r, 0; R n ), 0 < τ 1 < . . . < τ m = r, x t denotes the usual function x t (ξ) = x(t + ξ), −r ≤ ξ ≤ 0, while x(t) is a point in R n , and φ ∈ H 1 (−r, 0). The function G 2 is a time dependent perturbation (e.g., a control input).
This involves extending the existing theory for random ODEs of [25] to allow treatment of general nonlinear random delay differential equations (RDDEs) in the context of aggregate data inverse problems using the Prohorov Metric Framework as described in [4] . This allows treatment of inverse problems when individual longitudinal data is not available. We refer to this class of problems as Type II problems wherein one has only aggregate or population level longitudinal data available. This is common in marine, insect, etc., catch and release experiments [22] where one samples at different times from the same population but cannot be guaranteed of observing the same subset of individuals at each sample time under constant environmental, etc., conditions. This type of data is also typical in biomedical experiments where the organism or population member being studied is sacrificed in the process of making a single observation (e.g., certain physiologically based pharmacokinetics (PBPK) modeling [1, 23, 30, 31, 32] and many other biomedical problems. In this case one may still have dynamic (i.e., time course) models for individuals, but no individual data are available. We are motivated in this presentation by the cellular problems for HIV infection as studied in [6, 10, 11] using delay differential equations.
Our ideas of using distributions for parameters in inverse problems grew out of work in [12] and use of Sinko-Streifer models for mosquitofish growth rates where only aggregate data were available due to periodic sampling of different subsets of the population. The first theoretical results in the context of inverse problems were in [17] . There were numerous subsequent uses including shrimp population size models in [9, 16] and carboxyfluorescein succinimidyl ester (CFSE) labeling models [18] .
To briefly describe our class of problems, we consider approximation methods in estimation or inverse problems but the quantity of interest is a probability distribution. Assume we have a parameterized system (q ∈ Ω) with state model responses x(t; q) describing the population of interest. For data or observations, we are given a set of values {y l ≈ Cx(t l ; q)} for the expected values
with respect to the unknown probability distribution P describing the distribution of parameters q over the population. We use data to choose from a given family of distributions P(Q) the distribution P * that gives the best fit of the underlying model to data. This is accomplished by formulating an ordinary least squares (OLS) problem; however we note that we could equally well use a weighted least squares (WLS) or maximum likelihood estimation (MLE) framework (e.g., see [19] for relationships between MLE and OLS estimators). Specifically we seek to minimize
over P ∈ P(Ω). Even for simple dynamics for y l (q) this yields an infinite dimensional optimization problem. Therefore one needs approximations that lead to computationally tractable schemes. That is, it is useful to formulate methods to yield finite dimensional sets P M (Ω) over which to minimize J(P ). Of course, we wish to choose these methods so that "P M (Ω) → P(Ω)" in some sense. In our case we shall use the Prohorov Metric [11, 26] of weak star convergence of measures to assure the desired approximation convergences as well as consistency of the estimators.
Prohorov Estimates and Their Approximations
Convergence in the Prohorov metric is equivalent to the weak* convergence of measures when the space of probability measures P(Ω) is imbedded in the dual C * (Ω) of the space of bounded continuous functions on Ω. We discuss briefly existence, convergence, and consistency theory. In the discussions we adopt the following notation : N = N t are the number of data points or observations; vÑ (t; ω) are the state approximations to v(t; ω), soÑ is the index for state approximations; M will be the parameter approximation index
We assume a family P(Ω) of permissible probability functions for our parameters. We attempt to perform the estimation in a least-squares framework
where v(t j ; P ) is given in (7) and N observations are used to obtain a best fit for a nominal or "true" parameter P 0 . In order to approximate this minimizer, we replace the infinite dimensional optimization problem by a sequence of finitedimensional optimization problems with, for example, Dirac or spline-based distributions. Thus, if we use the Dirac approximating families, we set Q Q Q M = {∆ q k , k = 1, .., M }, where M represents the number of nodes, or elements, used in the approximation. Our family of approximating probability functions becomes
where ∆ q k represents the Dirac delta function at the point q k and w k are the weights and/or probabilities. It has been previously proven [4, 28] that there exists a minimizer for the discrete approximation problem
A further approximation arises when we appproximate the state variable v by numerical approximation vÑ , e.g., by finite elements for example, and seek to solvePÑ
There are a number of questions that arise immediately in the class of problems we have defined. Perhaps the most obvious are questions of convergence (what happens as M → ∞ in the Dirac or spline approximations?) and consistency (what happens as N = N t → ∞?) These questions have been successfully investigated both theoretically ( [4, 25] and the references therein) and computationally ( [14, 15] and the references therein) for certain classes of problems. A further issue involves the delay differential equation approximations vÑ (e.g., finite element approximations of the realizations of the the random DDE (6) to the solution). Again, elements of the necessary convergence issues have been addressed in [22, ?] in certain cases and here we wish to extend these ideas to the case of delay differential equations systems. In summary we wish to establish for the problems discussed here that the approximationsPÑ N,M converge to a "true" distribution P 0 as the number of elements used in the approximations increases (i.e., M, N,Ñ → ∞).
Significantly, the Prohorov Metric Framework is computationally constructive. That is, in practice, one does not construct a sequence of estimates for increasing values of M andÑ ; rather, one fixes the values of M andÑ to be sufficiently large to attain a desired level of accuracy. To do this we need only to have some enumeration of the elements of P M (Ω) in order to compute an approximate estimatePÑ N,M . This leads to a constrained quadratic optimization problem [25] .
The novel results in [25] establishes the desirable property of consistency of the estimator P N as a measurable function mapping the data observation process to the space of probability measures. However, it is generally not possible to directly solve the optimization problems (2) forP N as a function of v. As a result, approximate (generally numerical) methods must be used in order to solve (4) and obtain an approximate estimatePÑ N,M . We must ascertain, then, how the approximate estimatePÑ N,M relates to the exact estimateP N (for any fixed value of N .)
Problem formulation
To simplify our discussions we take q = (τ 1 , θ), i.e., we consider only one delay τ 1 and a general system parameter θ ∈ R p for a one dimensional vector system (arguments for the n dimensional system with multiple delays readily follow using the same arguments!) of the forṁ
which, in the form of random delay differential equations, is given bẏ
where
p are probability measures on compact sets Ω 1 and Ω 2 in R + 1 and R p , respectively. We are interested in inverse problems for a given data set v = {v j } for the expected value
The corresponding cost functionals are defined by
Solutions and Approximations
We first summarize existence and uniqueness for general nonlinear non-autonomous dynamical systems involving delays of the forṁ
x 0 = φ,
, 0 < τ 1 ≤ r, x t denotes the usual function x t (ξ) = x(t + ξ), −r ≤ ξ ≤ 0, while x(t) is a point in R 1 , and φ ∈ H 1 (−r, 0). The function G 2 is a time dependent perturbation (e.g., a possible control input).
We turn to the mathematical aspects of these nonlinear functional differential equation (FDE) systems and present an outline of the necessary mathematical foundations. First we describe the conversion of the nonlinear FDE system to an abstract evolution equation (AEE) as well as provide existence and uniqueness results for a solution to the FDE. One can use the ideas of a linear semigroup framework, in which approximation of linear delay systems has been developed, as a basis for a wide class of nonlinear delay system approximations. Details in this direction can be found in the early work [2, 3, 29] which are direct extensions to nonlinear delay systems of the linear system results in [7, 8, 20] . We shall make use of the following hypotheses throughout our presentation.
(H1) The function G satisfies a global Lipschitz condition:
for some fixed constant K and all (η, ψ, y 1 , θ), (η,ψ,
is differentiable in each argument with all derivatives (ordinary and partial) dominated by integrable functions.
Letting z(t) = (x(t), x t ) ∈ X, where the Hilbert space X has the inner product
we define the nonlinear operator A(t) :
where here Dψ = ψ . Then the FDE (9) can be formulated aṡ
where z 0 = (x 0 , φ) is the initial condition.
Theorem 3.1. Assume that (H1) holds and let z(t; φ, G 2 ) = (x(t; φ, G 2 ), x t (φ, G 2 )), where x is the solution of (9) corresponding to
Furthermore, the mapping G 2 → z(t; φ, G 2 ) is weakly sequentially continuous from L 2 (with weak topology) to X (with strong topology).
These results can be established in one of several ways [3] including fixed point theorem arguments or Picard iteration arguments; either approach can be used to establish existence, uniqueness and continuous dependence of the solution of (12) . More complete discussions can be found in [4] and the detailed references given therein.
We let ZÑ be the approximating linear spline subspaces (see [2, 3, 4, 20] ) of Z such that ZÑ = (φ(0), φ)| φ a continuous, linear spline with nodes at {tÑ j } = {−jr/Ñ }Ñ j=0 , and PÑ be the orthogonal projection in ·, · X of Z onto ZÑ . For the approximating operator AÑ (t) = PÑ A(t)PÑ , we define the approximating solutions in ZÑ
which are the unique solutions of the differential equations
We note that these equations are finite dimensional ordinary differential equations and hence existence of solutions are readily guaranteed. (14) and (11), respectively. Then
The proof of this theorem follows from arguments in [5] . Indeed it is given as Theorem 2.3 in [5] . In fact the uniform convergence can be extended to parameters q = (τ 1 , θ) lying in compact sets Ω 1 × Ω p by consideration of the arguments in [5] . Indeed a careful reading of the proofs in [5] reveals that the dissipative inequality (7) of [5] holds uniformly for q = (τ 1 , θ) in compact sets Ω = Ω 1 × Ω p . This is also true for the corresponding approximate dissipative inequality (11) in [5] . This leads to the statement of the convergence in Theorem 3.2 holding uniformly in t on [0, T ] and in q = (τ 1 , θ) on compact sets Ω 1 × Ω p . In related considerations, one can use the arguments behind Lemma 3 of [24] and the arguments discussed there to argue that solutions are continuous with respect to delays and parameters uniformly on compact restraint sets Ω = Ω 1 × Ω p . That is, x(t; τ 1 , θ) is continuous on compact sets Ω 1 × Ω p . This allows us to argue the following preliminary results which we will need.
Proof.
For each fixed t we have
For the first term, we find
Then for every k we have
Thus I → 0 asÑ → ∞ uniformly in k.
Considering the second term, we have
But for each t, x(t; ·) is in C(Ω) and by definition of the Prohorov metric (actually, one of it's equivalent characterizations! [4]), we have immediately that II → 0 and the theorem is proved.
These preliminaries lead to our basic results on convergence (note that condition C2. below is precisely the results given above in Theorem 3.3):
The following result establishes the computational convergence in the Prohorov Metric Framework for fixed N . These results establish a comprehensive body of theory for the least squares estimation of the measure P 0 that is assumed to have generated the observed data. It is given in [25, Theorem 5.1]:
with Ω = Ω 1 × Ω p , be a compact, separable metric space and consider the space (P(Ω), ρ) of probability measures on Ω with the Prohorov metric, as before. Let P M (Ω) be as defined as above (e.g., using Dirac or spline approximates for elements of Ω). Assume C1. The map P → JÑ N (v, P ) is continuous for allÑ , N ; C2. For any sequence of probability measures with
C3. The function v(t; P ) is uniformly bounded for all t, P . This theorem provides a set of conditions under which a sequence of approximate estimatesPÑ N,M converges to the estimateP * N of interest. This estimate is itself a realization (for a particular data set) of the estimator P N which can be shown to exist and to be consistent (see the next section), so that P N → P 0 with probability one. Thus we are assured that a computed measurePÑ N,M is an accurate estimate of the true distribution P 0 . The conditions assumed in Theorem 3.4 are not restrictive. In typical problems (and, indeed, in the assumptions of other theorems appearing in this document) it is assumed that the parameter space Ω as well as the independent variable space T are compact. In such a case, Conditions C1 and C3 above are satisfied if the individual model solutions x(t; τ 1 , θ) are continuous on T × Ω. Condition C2 is then simply an assumption on the convergence of the numerical procedures used in obtaining model solutions which we have established above! This result is, in essence, a verification of an analogue for our problems of hypothesis (iv) of Theorem 3.1 of [17] .
Consistency of the Estimator
We can next establish consistency for estimators in the case of random delay differential equation problems. The assumptions are essentially the same as those in the case of ordinary differential equation or partial differential equation estimators.
(A1) For any fixed N = N t , the error random variables {E j } N j=1 are independent and identically distributed, defined on some probability triple (Θ, Σ Θ , P Θ ).
) is a separable, compact metric space; the space P(Ω) is taken with the Prohorov metric ρ.
(A4) For all j, 1 ≤ j ≤ N t , (t j ) ∈T for some compact spaceT .
(A5) The model function v ∈ C(P(Ω), C(T )).
(A6) There exists a measure µ onT such that for all g ∈ C(T )
is uniquely minimized at P 0 ∈ P(Ω).
Under the assumptions one can prove consistency. Theorem 4.1. Under assumptions (A1)-(A7), there exists a set A ∈ Σ Θ with P Θ (A) = 1 such that for all θ ∈ A,
as N → ∞ and for each P ∈ P(Ω). The convergence is uniform on P(Ω) and moreover, the estimators P N w * − − → P 0 as N → ∞ with probability 1. That is,
Complete proofs of these results are given in [25] . Theorem 4.1 establishes the consistency of the estimator (2) . Given a set of data v, it follows that the estimateP N corresponding to the estimator P N will converge to the true distribution P 0 under the stated assumptions. We remark that these assumptions are not overly restrictive (compare [17, 27, 28] ) though some of the assumptions may be difficult to verify in practice. Assumptions (A3)-(A5) are mathematical in nature and may be verified directly for each specific problem. Assumptions (A1) and (A2) describe the error process which is assumed to generate the collected data. While it may be possible to ascertain a priori that the error process satisfies these assumptions (see [13] ), one may also use posterior analysis such as residual plots [27, Ch. 3] to investigate the appropriateness of the assumptions of the statistical model. Assumption (A6) reflects the manner in which data is sampled and, together with Assumption (A7), constitutes an identifiability condition for the model. The limiting sampling distribution function µ may be known if the experimenter has complete control over the values t j of the independent variables (e.g., if the t j are measurement times) but this may not always be the case.
Concluding Remarks
Inter-individual or intra-individual heterogeneity is often ignored in mathematical models. In the above discussions we model heterogeneity using random delay differential equation models. That is, we formulate delay differential equations in which some parameters are random variables. In particular, we are concerned with the ability to recover the parameter distributions without making any a priori assumptions about the probability distributions.
We have illustrated and validated methods where the inverse problems are of the aggregate data/individual model type. We have established existence of estimators in classes of probability distributions, convergence of approximations and consistency of the estimators.
