Abstract-In this paper, an improved form of iterative speech enhancement for single channel inputs is formulated. The basis of the procedure is sequential maximum a posteriori estimation of the speech waveform and its all-pole parameters as originally formulated by Lim and Oppenheim, followed by imposition of constraints upon the sequence of speech spectra. The new approaches impose intraframe and interframe constaints on the input speech signal to ensure more speechlike formant trajectories, reduce frame-to-frame pole jitter, and effectively introduce a relaxation parameter to the iterative scheme. Recently discovered properties of the line spectral pair representation of speech allow for an efficient and direct procedure for application of many of the constraint requirements. Substantial improvement over the unconstrained method has been observed in a variety of domains. First, informal listener quality evaluation tests and objective speech quality measures demonstrate the technique's effectiveness for additive white Gaussian noise. A consistent terminating point for the iterative technique is also shown. Second, the algorithms have been generalized and successfully tested for noise which is nonwhite and slowly varying in characteristics. The current systems result in substantially improved speech quality and LPC parameter estimation in this context with only a minor increase in computational requirements. Third, the algorithms were evaluated with respect to improving automatic recognition of speech in the presence of additive noise, and shown to outperform other enhancement methods in this application.
I. INTRODUCTION
HE presence of background noise can seriously degrade the T performance of many speech processing systems, since most digital voice communication and recognition systems have traditionally been formulated in noise-free tranquil environments. There are, however, many instances where such systems must perform reliably in noisy environments. As an example, consider the use of speech recognition in a noisy aircraft cockpit. It has been shown that recognition performance is severely reduced in such an environment due to background noise and pilot task requirements [8] , [13] , [l8] . Since commonly used front ends do not usually take noise into account explicitly, recognition deteriorates rapidly. One alternative, which would benefit recognition as well as speech coding systems is to develop enhancement preprocessors that produce speech or recognition features less sensitive to background noise, so that existing recognition/communication systems may be employed. Such preprocessing systems would also benefit human listeners by improving speech characteristics in voice communications systems.
The problem of enhancing speech degraded by additive back- ground noise covers a broad spectrum of applications and issues [12]. A system may be directed at one or more objectives such as improving overall quality, increasing intelligibility, or reducing listener fatigue. Assumptions made in this investigation include: i) the background noise distortion is additive, ii) only the degraded speech signal is available (i.e., single microphone environment), and iii) the noise and speech signals are uncorrelated. This paper presents an improved method for iterative speech enhancement based on a set of vocal tract spectral constraints. The framework of this approach was adopted from all-pole modelinghoncausal Wiener filtering as formulated by Lim and Oppenheim [ 1 13. The original iterative technique attempts to solve for the maximum a posteriori (MAP) estimate of a speech waveform in additive white noise. The improved techniques are formulated using interframe and intraframe constraints to ensure speech-like characteristics. An efficient technique for applying the spectral constraints is based on the line spectral pair (LSP) transformation of the LPC parameters. The paper is arranged as follows. First, the iterative unconstrained technique is discussed. Several anomalies are cited which motivate formulation of constrained enhancement techniques using the LSP transformation. Next, algorithm evaluation is performed for additive white Gaussian noise, and a slowly varying nonwhite distortion. Finally, a comparative evaluation is also performed to determine their usefulness as preprocessors for recognition in noisy environments.
ITERATIVE SPEECH ENHANCEMENT
Enhancement based on the estimation of all-pole speech parameters in additive white Gaussian noise was investigated by Lim and Oppenheim [ 111, and later for a colored noise degradation by Hansen and Clements [3] , [4] , [6] . This approach attempts to solve for the maximum a posteriori estimate of a speech waveform in additive white Gaussian noise with the requirement that the signal be the response from an all-pole process. Crucial to the success of this approach is the accuracy of the estimates of the all-pole parameters at each iteration. After some simplification, it can be shown that the resulting equations for the joint MAP estimate of tGe all-pole speech parameters a', gain g, and noise free speech So become nonlinear. Lirn and Oppenheim considered a sujoptimal solution employing sequential MA? estimation^ of So followed by MAP estimation of a', g given SO,,, where So,, is the result of the ith estimation.
The sequential estimation procedure is linear at each iteration, and must continue until some criterion is satisfied. With further simplifying assumptions, it can be shown that MAP estimation of So is-equivalent to noncausal Wiener filtering of the noisy speech Yo. Lim and Oppenheim showed this technique, _under certain conditions, increases the joint likelihood of a' and S with 4 + 4 1053-587X/91/0400-0795$01 .OO 0 1991 IEEE each iteration. It can also be shown to be the optimal solution in the mean-squared sense for a white noise distortion.
Although successful in a mathematical sense, this technique has received little application due to several factors. First, the scheme is iterative with sizable computational requirements. Second and most important, is that although the original sequential MAP estimation technique was shown to increase the joint likelihood of the speech waveform and all-pole parameters, a heuristic convergence criterion had to be employed. This represents a serious drawback if the approach is to be used in environments requiring automatic speech enhancement. Hansen and Clements performed an extensive investigation of this technique for additive white Gaussian (AWGN), and a generalized version for additive nonwhite, nonstationary aircraft interior noise [3] , [4] . Objective speech quality measures, which have been shown to be correlated with subjective quality [ 171, were used in the evaluation. This approach was found to produce significant levels of enhancement for white Gaussian noise in 3-4 iterations. Improved all-pole parameter estimation was also observed in terms of reduced mean-squared error. Only if the probability density function is unimodal, and the initial estimate for a' is such that the local maximum equals the global maximum, is thegrocedure equivalent to the joint MAP estimate of a', g , and So. Some interesting anomalies were noted which helped motivate development of the constrained approaches. First, as additional iterations were performed, individual formants of the speech consistently decreased in bandwidth and shifted in location as indicated in Fig. 1 . Second, frame-toframe pole jitter was observed across time. Both effects contributed to unnatural sounding speech. Third, although the sequential MAP estimation technique was shown to increase the joint likelihood of the speech waveform and all-pole parameters, a heuristic convergence criterion had to be employed which was shown by Hansen and Clements to be dependent on speech class concentration [ 5 ] .
Lim and Oppenheim later recognized that their method resulted in biased estimates of the all-pole speech parameters. This observation, could easily explain the variation in quality across different speech classes for the unconstrained technique. An improved maximum likelihood (ML) method for general AR and ARMA parameter estimation in noise was later formulated by Musicus and Lim [ 151 which addressed some of the limitations of the original technique. Although such a procedure might help in the estimation of speech parameters, it has never to our knowledge, been subjected to extensive testing on speech in noise. Even if this improved procedure were used, it would only serve to address the problem of better estimation of AR parameters in noise. Since speech is not truly all pole, there is no way of knowing whether or not the ML procedure is actually better for speech than the original Lim-Oppenheim procedure. On the other hand, performance of the unconstrained Lim-Oppenheim approach has been well documented for speech degraded by additive white Gaussian noise, thereby motivating its use as a basis of comparison.
The constrained iterative techniques presented here address the speech in additive noise problem by using speech-specific constraints via the line spectral pair parameters, which in themselves are different from the AR model alone. Hence a new set of constraints which add more knowledge of the type of signal being enhanced are added. Although it may be possible to improve the enhancement procedure further by employing our constraint approaches within the Musicus-Lim technique, we have shown that the imposition of some relatively simple con- straints improves speech quality results, even when directly attached to the original Lim-Oppenheim method.
A Enhancement with Spectral Constraints
Consider the statistical parameter estimation of speech in the presence of noise as formulated by Lim and Oppenheim where all unknown parameters over a short interval (all-pole speech paremeters a', gain g, and noise free speech so) are random with a priori Gaussian probability denscy functions. It was shown tkat MAP estimation of a', g , and So given noisy observations Yo, results in a set of nonline_ar equations. Therefore, instead of joint estimation of a' and So, a suboptimal solution was formulated_ employi_ng a two-step approach based on MAP estimatiqfl of So givzn Yo, followed by MAP estimation of a', g given So,l, where So,l is the result of the ith estimation. In the currently reported work, constraints are imposed on the vocal tract spectrum between MAP estimation steps. The procedure for obtaining the MAP estimates of a' and g remain the same, as that of Lim and Oppenheim. In the current system, constraints are applied to 2, to ensure that i) the all-pole speech model is stable, ii) it possesses speech-like characteristics (e.g., poles are in reasonable places with respect to each other and the unit circle), and iii) the vocal tract characteristics do not vary by more than a prescribed amount from frame to frame when speech is present. Gjven the new estimate the second MAP estimation of So is performed by maximizing its conditional probability-density function given sl + , and the observed noisy sequence Yo. Since this probability density function is jointly Gaussian, the-resulting MAP estimate is equivalent to a MMSE estimate of So. With further simplifying assumptions, it can be shown that MAP estimation of so reduces to a minimum mean-squared error (MMSE) estimate, and as the observation window increases, the procedure becomes a noncausal Wiener filter. Once the new estimate of so,, is formed, the iterative procedure continues by reestimating ZI, applying constraints to i?,, and forming the noncausal filter using s, + , to reestimate So,l. The procedure continues until some convergence criterion is satisfied. Due to the flexibility of the enhancement framework, a variety of constraint options are possible between MAP estimation steps. Fig. 2 presents an overview of two classes of constraints which include interframe (across time) andlor intraframe (across iterations). Each technique differs in the type of constraint and computational requirements. The present evaluation focuses on two representative interframe (FF-LSP : T) and combined interframe plus intraframe (FF-LSP : T, Auto : I) based techniques. Further discussion of all techniques are found in [5]- [7] . For historical purposes, several comments concerning the other approaches are summarized.
Since observations indicate that poles of the LPC filter often move unrealistically close to the unit circle when the uncon- strained iterative technique is allowed to continue, initial techniques limited pole movement by applying constraints directly to radial andlor angular movements of the LPC poles across iterations and time. For these techniques, LPC predictor coefficients were obtained, a Pth-order root solve was performed and a pole ordering step applied. If pole movement fell within a movement constraint window, a constraint was applied, otherwise, no constraint was applied based on the assumption that either movement was allowable, or that the pole was mischaracterized due to the ordering step. Results showed substantial improvement in objective speech quality (as measured by Itakura-Saito, log-area-ratio, and weighted spectral slope (Klatt) measures [ 171). Informal listening tests also revealed improvement, especially during vowels and vowel transitions toward nasals. Larger levels of quality improvement were observed using interframe versus intraframe constraints, thus suggesting that temporal variation in pole locations have a greater effect on overall quality. Although successful in improving speech quality, constrained techniques based on direct pole location were computationally expensive. A Pth-order root-solve and a pole ordering step per frame for each iteration was required. Since root solving is not always numerically accurate and ordering can be inconsistent across frames, a more robust approach was sought to implement these constraints.
An alternative approach for implementing the spectral constraints was formed by employing the line spectral pair (LSP) transformation as a method for representing the vocal tract spectrum. Previous success of the LSP transformation in lowbit-rate speech coding by Crosmer [2] 
The angles of the roots, {a,, i = 1 , 2 , . e , M }, are called the line spectrumpairs. In general, A ( 2 ) will represent a stable LPC filter if and only if the roots of P ( z ) and Q ( z ) interleave. The angles of the roots of P ( z ) , correspond roughly to the angles of the roots of A ( z ) (formant frequencies), and the separation of a particular root of P ( z ) from the closet root of Q ( z ) indicates in some sense the bandwidth of that resonance. The angle of the roots of P ( z ) between 0 and ?r are termed the position parameters (i.e., the odd indexed LSP parameters, ( p , = uZr -I , The sign of d, is positive if wzi is closer to + j , and otherwise is negative. The useful properties of the LSP's include an easy check for stability, excellent interpolation properties, ease of computation (compared to roots of A ( z ) ), some well-understood trajectories for speech, and the relative insensitivity of the auditory system under quantization of the difference parameters.
B. Enhancement Using the LSP Transformation
In these techniques, constraints are imposed on the LSP parameters directly. In the first technique (MS-LSP:T), a five frame median smoothing constraint was placed on the position parameters across time,with difference parameters restricted to be at least dMIN in magnitude, ensuring the LPC poles of reasonable bandwidth. Good improvement resulted without the expense of root solving or pole ordering. Plots of LSP parameters versus time confirmed a reduction in frame-to-frame pole jitter with only a slight increase in computational requirements. Since vocal-tract characteristics and relative strength of background noise vary across time, the imposition of spectral constraints should be dependent on speech characteristics obtained during the enhancement procedure. Therefore, the remaining constraints are applied based on particular characteristics found in the speech waveform during enhancement.
Two interframe approaches are considered: a fixed frame rate (FF-LSP : T), and a variable frame rate approach (VF-LSP : T).
In the first of these, the LPC predictor coefficients a' are first converted to LSP parameters. Next, each frame's energy is observed, and classified as voiced or unvoiced speech according to some threshold Evluv. A local running count L, is kept for the number of consecutive frames which fall below the energy threshold. If L, reaches LMAX, all subsequent frames below the threshold are classified as noise. This allows for a tighter pole movement constraint during long periods of silence. The position parameters for each frame are smoothed using a weighted triangular window with a variable base of support (1 to 5 frames). If a frame has been classified as noise, maximum smoothing (or tightest movement constraint) is performed. The lower formant frequencies are smoothed over a narrower triangle width than for those position parameters at higher frequencies in order to preserve perceptually important speech characteristics found in the lower formants. No smoothing is performed on the differnce parameters since they are more closely related to formant bandwidth than formant location. However, it is possible that a difference parameter falls within a "forbidden zone." When this occurs, the LPC analysis has most likely underestimated a particular pole's bandwidth. Since this causes unnatural sounding speech, (as found in the unconstrained approach), the value of 1 d, 1 is set to dMIN. Finally, the position and difference parameters are combined to form the constrained LPC predictor coefficients 2, + I .
The (FF-LSP : T) technique applies constraints across time on a frame-by-frame basis. Since phonetic transitions do not normally coincide with frame boundaries, an inter-frame approach (VF-LSP : T) based on constraints applied over speech segments was formulated. The technique is identical in theory to (FF-LSP : T), except for the front-end segmentation algorithm which divides the signal into speech segments. Segments are chosen to be long when the speech spectrum is slowly varying and short when the speech spectrum is varying quickly. The LSP parameters are reconstructed with linear interpolation used to compute the parameters for intermediate frames.
The segmentation algorithm begins by determining the onset/offset of speech by thresholding the LPC residual energy, which produces relatively long segments. Long segments are subdivided based on the curvature of the position parameters. This is performed by computing a gain-normalized Itakura-Saito measure of the spectral distance between the frequency response of two adjacent frames. The procedure continues by computing spectral distortion parameters for successively longer segments until the spectral distortion exceeds a threshold To. At that point, a subsegment boundary is set, with the intermediate position parameters reconstructed via linear interpolation. During this step, the length of a subsegment is also limited to LMAX to prevent excessively long segments which might contribute to muffled or unnatural sounding speech. The advantage of this approach is to incorporate more information from adjacent frames when the spectrum indicates similar characteristics. This, in effect, distorts the position parameters as little as possible when associated difference parameters indicate the presence of formants. Difference parameters for each frame are used to compute the predictor coefficients a',+ I . The difference parameters are required to be least dMIN or greater.
The convergence problems inherent in the unconstrained Wiener filtering approach which have been pointed out [SI, [7] ,
[15], are at least partially caused by bias in the MAP estimation. Although spectral constraints were originally constructed to be used across frames, it has been observed that if they are used across iterations, convergence to reasonable values occurs with much greater frequency and consistency. ln particular, previous results based on objective speech quality measures show the unconstrained Wiener filtering approach to produce minimum objective measures at different iterations for different classes of speech [5], [7] (see Table 111 ). By constraining the vocal tract filter to be a function of its values obtained from previous iterations, a much improved consistency in quality across speech classes and LPC parameter a', estimation resulted. Two approaches were considered, one applied to the autocorrelation lags (Auto : I), the other to the position parameter (LSP : I). The first approach simply weighted the present set of autocorrelation lags with the same frame from previous iterations. Such a technique is easy to perform, since the autocorrelation lags must be computed in order to estimate the predictor coefficients a'. The second approach weighted position parameters with those from the same frame but previous iteration. If the corresponding difference parameter indicated the adjacent position parameter to represent a formant, this approach had the effect of constraining the formants to lie along smooth tracks across iterations. Such a procedure is generally referred to as introducing relaxation into the iterations [16] . If the iteration is producing results for which weighted averaging makes sense (e.g., LSP's but not $), improved convergence results.
Results frominterframe, intraframe, andcombinedinterframe plus intraframe constraint approaches will be presented in the next section. Fig. 3 illustrates the framework for the new set of constrained enhancement techniques.
EVALUATION
We now evaluate the performance of the proposed algorithms for spech enhancement alone, and as a preprocessor for word recognition in noisy environments. Speech was degraded by additive white or colored noise and processed. Enhancement algorithms evaluated include techniques incorporating interframe constraints applied on a fixed-frame (FF-LSP : T) or variableframe (VF-LSP : T) basis to the LSP parameters, and algorithms incorporating combinations of interframe plus intraframe constraints (FF-LSP : T, Auto : I), (FF-LSP : T, LSP : I). Global estimates of SNRI were used in the evaluation, since the assumption of accurate local estimates is normally unrealistic in actual noisy environments. Further improvement is therefore possible if a continuous local SNR estimate is available. The intraframe constraints were applied across two to three iterations.
Several parameters must be addressed to ensure proper application of spectral constraints. These include the voicedlun-'The signal-to-noise ratio is defined as I O log ( & s 2 ( n ) / C , , d 2 ( n ) ) , where the summation is over the entire length of the sentence. This definition was chosen in keeping with the format used in previous studies on noncausal Wiener filtering [ I 11.
voiced energy threshold E"/,,, silence frame count threshold L M A X , LSP difference parameter thresholds d,,,, d,,, , and the accumulated frame-to-frame Itakura-Saito distance threshold To.
The energy threshold E,/U, is used to distinguish voiced from unvoiced or silent speech frames for use in applying interframe constraints. Values were obtained from frame energy histograms at each signal-to-noise ratio. Similar enhancement levels resulted for in the range between average, and one standard deviation below average speech frame energy (e.g., average frame energy for sentence S6 was 7719. E,/,, set between 8000 and 5000 resulted in Itakura-Saito measures which ranged from 1.96 to 2.02).
The silence frame count threshold LMAX, is used in conjunction with E,,/,,. If LMAX consecutive frames fall below that segment is classified as silence (or noise) so that tighter spectral constraints can be enforced. If is set as above, similar speech quality measures resulted with L M A X set between two and five frames. Reduced quality measures resulted with LMAX in the eight to twelve frame range, thereby suggesting increased residual noise levels during silent portions.
The The value TD (accumulated frame-to-frame Itakura-Saito distance threshold) greatly effects speech segment length. If set to high, small duration phonemes can be lost (e.g., an initial stop and final vowel joined to form one speech segment as in b e ) . A value of 1.2 was found to produce segments of reasonable length and quality at higher SNR ( 2 +5 dB). At lower SNR, frame-to-frame distance values were too large to reliably segment speech, resulting in decreased performance.
Generally speaking, substantial enhancement resulted for a wide range of E,/,,, L M A X , d M I N , and dMAx threshold settings, indicating the algorithms robust performance over estimated threshold values. Only T D , the accumulated frame-to-frame Itakura-Saito distance threshold, proved to be sensitive, especially across varying SNR. Greater enhancement was observed when To was allowed to vary across iterations.
In this study, the primary tool for quantitative enhancement evaluation has been objective quality measures. This is based on extensive work carried out in the formulation of objective speech quiility measures for speech coding [ 171, and the application of these measures to enhancement [3] , [4] . Fair to good correlation has been shown to exist between subjective and objective quality measures, such as: the Itakura-Saito likelihood ratio, log area ratio, and weighted spectral slope measure. These measures have been shown to be a viable tool for use in evaluating speech enhancement algorithms for white and nonwhite additive noise [4] . In addition, the Itakura-Saito likelihood ratio is also a commonly used distance measure for speech recognition as well as for coding methods employing vector quantization. Therefore, improvement in Itakura-Saito distance might also suggest the possibility of improvement in automatic recognition. The speech data for enhancement evaluation is described in the Appendix.
A. Evaluation Using Additive White Gaussian Noise
Various configurations of the new constrained enhancement algorithms were evaluated in an additive white Guassian noise Fig. 4 illustrates a comparison of typical results for the various constraint approaches. The Itakura-Saito measure is plotted versus signal-to-noise ratio for a .white noise distortion. Plot a represents the original distorted speech. Plots b through e represent combinations of interframe constraints (both fixed and variable rate), and intraframe constraints (applied to position parameters/autocorrelation lags). Ail configurations examined showed significant improvement in Itakura-Saito measures. Threshold settings for the variable frame rate interframe constraint were somewhat sensitive to varying noise levels. This indicates that although applying interframe constraints across speech segments is theoretically attractive and should aid in enhancement, in reality the speech segmentation step proves to be too sensitive to varying background noise levels. However, the fixed frame approach, by itself, and with either autocorrelation or position intraframe constraints gave impressive results with little sensitivity to varying levels of SNR. In order to determine a limit on the level of enhancement, the original undistorted predictor coefficients a' were used in the unconstrained algorithm. In essence, the two step MAP estimation approach is now reduced to a single MAP estimate of So, and therefore represents the theoretical limit for enhancement using Wiener filtering. Plot f indicates this limit.
One advantage of the general class of Wiener filtering approaches is that no "musical tone" artifacts are present after processing as observed in spectral subtraction techniques [ 11, [3] , [ 121. To determine performance versus spectral subtraction, a series of enhancement evaluations under identical conditions (same distorted utterances, same global estimates) were performed. Evaluation was performed for both half-and fullwave rectification over a SNR range of -20 to +20 dB, and employed one to five frames of magnitude averaging (as defined by Boll [l] ). See Hansen [7] for details. Full-wave rectification resulted in improvement over a wider range of SNR, however half-wave rectification had greater improvement over the re- -.
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---_ -- improve enhancement for both rectification approaches. Next, the constraint approaches were compared to spectral subtraction and unconstrained noncausal Wiener filtering. All systems performed enhancement on the same speech, with the same global estimates of SNR. Fig. 5 compares quality improvement for each technique. Although only Itakura-Saito measures are shown, similar improvement was observed for log area ratios and weighted spectral slope measures (Klatt). Itakura-Saito measures are presented since they are widely accepted as a spectral distance measure and have been used extensively for speech recognition applications. A comparison of the three speech quality measures is shown in Table I . The average correlation between each objective quality measure and subjective quality as measured by the diagnostic acceptability test (DAM) is shown [17].
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I ) Quality Improvement Over Speech Classes: To determine individual quality improvement, an evaluation over sound classes was performed by hand partitioning speech into segments, processing entire sentences, and computing objective measures from each class. Table I1 summarizes the comparison between the unconstrained technique, and an interframe plus intraframe constained approach (FF-LSP: T, Auto : I). Measures for the theoretical limit using undistorted LPC predictor coefficients a' are also indicated. Improvement is indicated for all classes of speech. These results show that the constraint techniques are enhancing all aspects of the speech signal.
2) Termination Criterion: As mentioned, the iterative enhancement algorithms must be suspended at some iteration. In -order to determine a terminating iteration, a criterion must be selected to evaluate levels of improvement as the iterative scheme progresses. The criterion chosen is based on objective speech quality measures. Such measures are formed by a weighted comparison of actual and resulting estimated LPC predictor coefficients found during enhancement. The obvious problem with such a criterion is that, outside of simulation, the actual speech is unknown during the procedure. If, however, simulations were to show a consistent value for the best itera- tion in terms of this criterion, a convenient stopping condition would exist. Previous results based on objective quality measures indicate the unconstrained approach to produce maximum objective quality at different iterations for different classes of speech. Table 111 illustrates this behavior over the indicated sound classes. As shown, maximum overall speech quality is obtained at the third iteration, with considerable variation across sound types. Glides required two iterations for maximum quality, with nasals, liquids, and affricates requiring between five and six. Therefore, depending on sound class concentration, the optimal iteration (in terms of minimum distance) would vary considerably. Observations from a previous investigation indicate that the optimal iteration varies between the second and sixth and that it is also somewhat dependent on SNR [3].
The new constrained enhancement algorithms have less sensitivity to sound class. Table IV presents results from an equivalent evaluation for one of the constrained enhancement algorithms (FF-LSP:T, Auto:I).
Comparing Tables 111 and IV shows that the constrained approach produces superior quality measures across all speech classes at the same iteration. The improvement surpasses even combined individual maximum quality measures found across the unconstrained approach. Thus, the constrained enhancement algorithm does more than simply impose a constraint to adjust the rate of improvement: the constrained approaches consistently result in superior objective speech quality at the same iteration over all sound classes, independent of SNR. 3) Termination Consistency Versus SNR: Further evaluations were performed to determine the consistency of the terminating iteration versus SNR. Table V summarizes optimum terminating points in terms of objective quality for some of the enhancement algorithms. Techniques employing only interframe constraints consistently resulted ( 94 % occurrence) in maximum quality at the third iteration. Techniques employing interframe and intraframe constraints had a 97% occurrence of maximum quality at the seventh iteration. In addition, due to the relaxation of the iterative scheme as imposed by intraframe constraints, adjacent iterations differ only slightly in objective quality for the constrained techniques. Therefore, only minor 
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I differences in speech quality would result if the iterative scheme were halted one iteration prior to optimum. The results consistently suggest that the constrained enhancement algorithms reach a maximum level of speech quality at the same iteration, independent of SNR and sound class concentrations. Thus, a convenient terminating criterion may be determined under simulated conditions and employed in actual noisy environments.
4) Vocal Tract Estimation:
In addition to the problem of a terminating point dependent on speech class concentration and SNR, the unconstrained approach also suffered from undesirable movements of the LPC poles. Specifically, it was observed that as additional iterations were performed, individual formants of the speech consistently decreased in bandwidth and shifted in location as shown in Fig. 1. Fig. 6 illustrates results from a single frame of speech for the unconstrained and constrained approaches. The original and distorted original spectra are the same for both approaches. Results from 4 iterations and 8 iterations are presented for both approaches. For the unconstrained approach, the terminating point is the fourth iteration. For this example the unconstrained approach was somewhat successful in improving spectral shape, especially in the region of the second formant. However, as additional iterations were performed, spectral distortions resulted, especially with respect to bandwidth information. The constraint approach (FF-LSP : T, Auto : I) is able to eliminate these undesirable effects. The terminating point for this approach was the seventh iteration. The change in spectral shape between the seventh and eighth iterations were minor, based on visual observation and objective speech quality measures. As this figure indicates, fine characteristics of the speech spectrum result only in the later iterations.
5) Computational Issues:
Discussion of algorithm performance should also address computational issues as well as algorithm complexity. Naturally, there exists a tradeoff between resulting speech quality and each algorithm's computational complexity. It is clear that iterative techniques require greater computer resources than noniterative approaches such as spectral subtraction and correlation subtraction. However, improvement in speech quality for the constraint approaches may be substantial enough to justify the additional computational requirements. In Table VI , a comparison of the enhancement algorithms are made with respect to speech quality, relative computer resources and memory requirements, and algorithm complexity. By applying constraints to the LSP parameters, a modest increase in computer resources results in a marked increase in speech quality. For example, median smoothing of the LSP parameters (MS-LSP : T) increases speech quality with only slight increases in computation and complexity. If greater resources are available, more sophisticated constraint approaches may be chosen. If memory and computational resources are available, use of the contrained approaches appears justifiable.
6) Time Versus Frequency Plots: Isometric plots of time versus frequency magnitude spectra were constructed. In Fig.  7 , each line represents a 128-point frequency analysis. The top two graphs are the original and distorted cases. The lower left graph is the time versus frequency response for the unconstrained approach, terminated at the third iteration. The lower right graph is the frequency response after six iterations of an interframe plus intraframe constrained (FF-LSP : T, Auto : I) approach. These figures indicate that the considerable noise rejection achieved in the single frame noted in Fig. 6 , is generally true over time. 
B. Evaluation Using Additive Nonwhite, Nonstationary Noise
The enhancement techniques described for the white additive noise case were also tested using nonstationary, colored noise recorded from the interior of a Lockheed C130 aircraft. Estimates for the noise spectrum were made using Bartlett's method [lo], [14] over long intervals.* Only two spectral estimates were used across each processed sentence. Further improvement is possible if noise characteristics are updated more frequently. Energy thresholds for the interframe constraints were obtained from frame energy histograms at each signal-to-noise ratio. Intraframe constraints were applied across two to three iterations. Fig. 8 and ' Table VI1 list the results of the analysis, presented in a manner consistent with the white noise descriptions. Although only Itakura-Saito measures are shown, similar improvement was observed for log-area-ratio and weighted spectral slope distance measures [7] . As seen, consistent improvement over all SNR's and speech sounds resulted, although the improvement was not as much as the white noise case.
C. Recognition Evaluation
One application for speech enhancement is a preprocessor for an automatic recognition system. For evaluation of enhancement algorithms in this application, as set of recognition experiments were performed, including: 1) the no noise condition (in order to set an upper limit of recognition performance), 2) distorted condition with no preprocessing (in order to set an assumed lower limit of recognition), 3) the best performing spectral subtraction preprocessing (i.e., the configuration employing either half or full-wave rectification and 1 to 5 frames of magnitude averaging, which gave the highest quality improvement for the given vocabulary), 4) unconstrained Lim-*Previous enhancement investigations employing colored aircraft background noise indicated that of the spectral estimation techniques considered (maximum entropy method, maximum likelihood method, Burg's method, Bartlett's method, Pisarenko harmonic decomposition, and the Periodogram method [IO] , [14] ), Bartlett's method produced estimates resulting in highest improvement for this particular distortion [3] , [6] . Oppenheim preprocessing, and 5) constrained preprocessing. The evaluation was performed at six levels of SNR ( -5,0, +5, + 10, +20, +30 dB) for the additive white Gaussian noise degradation.
A fairly standard, isolated-word, discrete-observation hidden Markov model recognition system was used for evaluation. This system was LPC based with no embellishments. In all experiments, a five state, left-to-right model was used. The system dictionary consisted of 20 highly confusable words from a speech data base formulated for recognition evaluation in diverse environments [7] . These words are also used by Texas Instruments and Lincoln Labs to evaluate recognition systems. Subsets include /go-oh-no-hello/, /six-fix/, /wide-white/, and /degree-freeze-three/. Twelve examples of each word were used, six for training, six for recognition (i.e., all tests fully open). A vector quantizer was used to generate a 64 state codebook using two minutes of noise-free training data. The 20 models employed by the HMM recognizer were trained using the for- Table. ward-backward algorithm. Fig. 9 presents results from five scenarios using a noise-free codebook and noise-free trained system. The 88% recognition rate clearly indicates the difficulty (confusability) of the chosen vocabulary . 3 Spectral subtraction preprocessing employed three frames of magnitude averaging. The unconstrained Lim-Oppenheim approach was terminated at the third iteration. The constrained (FF-LSP : T, Auto : I) approach was terminated at the seventh iteration. Results show that recognition was reduced to chance for noisy, spectral subtraction, and Lim-Oppenheim preprocessed speech in the SNR range of (-5, 0, 5 dB). The constrained approach resulted in improved recognition across all SNR's considered, which is quite encouraging in light of the severe levels of noise, and difficulty of dictionary employed. An increased number of training tokens as well as a less confusable vocabulary would at the very least be required if recognition in such hostile environments is to be feasible with enhancement preprocessing. In this first set of tests, all recognition training was performed on undegraded speech. This serves to model the case of training a recognizer in advance in quiet surroundings (off line) and using it in a noisy environment. As a final comparison, recognizer training was camed out using enhanced speech, which models training in the field. Three tests were performed using noisy and enhanced speech at a SNR of +10 dB. For the noisy case, speech was coded using a noisy codebook, and recognition performed using a noisy trained HMM recognizer. Similar tests were performed for two enhancement techniques, (i.e., enhanced words coded using enhanced codebook, and tested using enhanced speech trained HMM recognizer). The results indicate that the new constrained enhancement algorithms improve recognition performance over the unconstrained Lim-Oppenheim approach. Although the scenario of training in noise, and + 10 to +30 dB range.
IV. CONCLUSIONS
The problem of enhancing speech degraded by additive white and slowly varying colored background noise was addressed. In addition, algorithm performance as a preprocessor for speech recognition was also considered. The set of enhancement algorithms presented impose interframe and intraframe constraints on the input speech signal and were shown to be useful in enhancing speech for human listeners, and as a preprocessor for recognition in noisy environments. Interframe constaints ensure more speech-like formant trajectories than those found in the unconstrained approach and thus reduce pole jitter on a frame-to-frame basis. Intraframe constraints ensure relaxation of the iterative scheme so that overall maximum speech quality is obtained across all classes of speech. In order to increase numerical accuracy, reduce computational requirements, and eliminate inconsistencies in pole ordering across frames, the line spectral pair (LSP) transformation of the LPC coefficients was used to implement many of the constraint requirements. The new set of constrained algorithms were shown to be effective in several domains. First, improvement in objective speech quality measures was shown. Improved LPC parameter estimation was also observed. Second, the algorithms were extended and shown to be effective on nonstationary colored noise. Third, the algorithms were shown to improve all segments of speech for both white and nonwhite noise. Fourth, the current algorithms have been shown to possess a consistent terminating criterion. Specifically, the optimum terminating iteration was shown to be consistent over all speech sound classes, and virtually all tested SNR's. Finally, the constrained algorithms have shown improvement as a preprocessor for speech recognition. Their ability to bring performance up to an acceptable level in SNR's between -5 and f 5 dB is questionable. This may be due in part to the difficulty of the highly confusable test set, the small number of tokens per word used for training, and the observation that SNR's in low energy consonantal portions which discriminate confusable pairs may well be 20 dB lower. Recognition improvement in SNR's between + 10 and +30 dB may be large enough to warrant enhancement preprocessing for recog- 
Speech Datu

S1:
The pipe began to rust while new.
S2:
Thieves who rob friends deserve jail.
S3:
Add the sum to the product of these three.
S4:
Open the crate but don't break the glass.
S5:
Oak is strong and also gives shade.
