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Abstract 
A batch-to-batch optimal control approach for batch processes based on batch wise updated nonlinear 
partial least squares (NLPLS) models is presented in this paper. To overcome the difficulty in 
developing mechanistic models for batch/semi-batch processes, a NLPLS model is developed to 
predict the final product quality from the batch control profile. Mismatch between the NLPLS model 
and the actual plant often exists due to low-quality training data or variations in process operating 
conditions. Thus the optimal control profile calculated from a fixed NLPLS model may not be optimal 
when applied to the actual plant. To address this problem, a recursive nonlinear PLS (RNPLS) 
algorithm is proposed to update the NLPLS model using the newly obtained information after each 
batch run. The proposed algorithm is computationally efficient in that it updates the model using the 
current model parameters and data from the current batch. Then the new optimal control profile is 
recalculated from the updated model and implemented on the next batch. The procedure is repeated 
from batch to batch and, usually after several batches, the control profile will converge to the optimal 
one. The effectiveness of this method is demonstrated on a simulated batch polymerisation process. 
Simulation results show that the proposed method achieves good performance, and the optimisation 
with the proposed NLPLS model is more effective and stable than that with a batch wise updated 
linear PLS model. 
Keywords: Batch processes, partial least squares, nonlinear partial least squares, batch-to-batch 
control, optimisation.  
 
1. Introduction 
Batch and semi-batch processes have been used increasingly in the production of low volume/high 
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value added products (Bonvin, 1998; Ruppen et al., 1995). In order to derive the maximum benefit 
from batch processes, it is important that their operation be optimised. Accurate process models are 
usually required for the purpose of batch process optimal control. Early works on batch process 
optimal control concentrate on first principle models (Park and Ramirez, 1988; Thomas and 
Kiparissides, 1984). A difficulty in the optimal control of batch processes, such as batch 
polymerisation reactors, is that first principle models of batch processes are usually very complicated 
and difficult to obtain and implement for on-line control. The development of a detailed mechanistic 
model is usually time consuming and effort demanding. In responsive agile batch manufacturing, 
production objective changes dynamically with custom demands. In order to overcome the difficulty 
associated with developing detailed mechanistic models, data based empirical models can be utilized. 
Neural networks have been shown to be capable of approximating any continuous nonlinear functions 
(Cybenko, 1989; Girosi and Poggio, 1990; Park and Sandberg, 1991) and have been applied to 
nonlinear process modelling (Bulsary, 1995; Su et al., 1992; Tian et al., 2001). Neural network model 
based batch process optimal control has been recently studied (Tian et al., 2002; Xiong and Zhang, 
2004).  
 
Mismatch between the model and the actual plant often exists due to low-quality or limited training 
data or variations in process conditions. Thus the optimal control profile calculated from the model 
may not be optimal when applied to the actual plant (Zhang, 2004). Due to the repetitive nature of 
batch process operations, it is possible to improve the operations of the next batch using the 
information of the current and previous batch runs. A number of researchers studied batch-to-batch 
optimisation in the past decade. Zafiriou and Zhu (1989, 1990) proposed an approach for modifying 
the control profile from batch to batch to deal with model-plant mismatch. Their approach is based on 
an analogy between the iteration during numerical optimisation of an objective function and 
successive batches during the operation of the plant. A first principle model was developed and the 
data from each batch run were used to correct the gradient calculated from the model. Dong et al. 
(1996) presented a similar approach, which uses an empirical neural network PLS model in place of 
the first principle model. Lee and co-workers (Chae et al., 2000; Chin et al., 2000; Lee et al., 1999; 
Lee et al., 2000) propose the Quadratic criterion-based ILC approach for tracking control batch 
processes based on a linear time-varying tracking error transition model. Flores-Cerrillo and 
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MacGregor (2003) presented an inferential-adaptive control strategy that extends the mid-course 
correction strategy for within-batch control to include batch-to-batch information as well as to include 
model adaptation to overcome model error and changing process conditions. In their approach, a 
linear PLS regression model was used to predict the final product quality and after each batch, the 
PLS model was updated to overcome initial modelling errors and to adapt to new conditions. 
Srinivasan et al. (2003) present a novel approach based on characterising nominal solutions using a 
simplified theoretical model, which are then adjusted based on information obtained from 
measurements on new batches. Xiong and Zhang (2003) presented a batch-to-batch optimal control 
strategy based on a linearised perturbation model that is identified from process operational data. 
Xiong and Zhang (2005) present a recurrent neural network based ILC scheme for batch processes 
where filtered recurrent neural network prediction errors from previous batches are added to the 
model predictions for the current batch and optimisation is performed based on the updated 
predictions.  
 
Most of the reported batch to batch optimal control approaches are based on linearised models (e.g. 
Lee et al., 1999; Flores-Cerrillo and MacGregor, 2003; Xiong and Zhang, 2003) or based on 
modifications of the nonlinear model predictions (e.g. Xiong and Zhang, 2005). To the authors’ 
knowledge, batch to batch optimal control based recursively updated nonlinear models has not been 
reported. This is mainly due to the fact that updating of a nonlinear model, such as a neural network 
model, is more computationally demanding than updating a linear model. In this paper, a 
batch-to-batch optimisation approach for batch processes based on a batch wise recursively updated 
nonlinear PLS (NLPLS) model is presented. First, a NLPLS modelling method is proposed by 
incorporating PLS and radial basis function (RBF) network to predict the final product quality from 
the batch control profile. Then based on the developed NLPLS model, the optimal control profile is 
calculated and implemented on the plant. To deal with the problem of model-plant mismatch and the 
presence of unknown disturbances, a batch wise recursive nonlinear PLS (RNPLS) algorithm is 
proposed to update the NLPLS model after each batch run based on the new batch data and the old 
model parameters. The proposed algorithm allows the NLPLS model be updated in a computationally 
efficient manor. Then the new optimal control profile is recalculated from the updated model and 
implemented on the next batch. Usually after several batches, the control profile will converge to a 
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good one and the optimal product quality will be obtained. 
 
The paper is structured as follows. Section 2 presents the NLPLS method for batch processes 
modelling. A batch-to-batch optimisation method based on a batch wise updated NLPLS model is 
presented in Section 3. In addition, the RNPLS algorithm for updating the NLPLS model is proposed 
in this section. The application of the proposed optimisation method on a simulated batch process is 
presented in Section 4 and Section 5 concludes this paper. 
 
2. Modelling of Batch Processes based on Process Operational Data 
2.1 PLS Modelling 
The partial least squares (PLS) method is widely applied to data based process modelling because the 
high correlation among the measured process variables leads to ill-conditioned parameter estimation. 
PLS overcomes this problem by first projecting the process and quality variables down onto a 
subspace of orthogonal latent variables and then regressing each pair of corresponding input and 
output score vectors through univariate regression. Suppose the batch control profile and product 
quality variables are denoted by X and Y respectively. The decomposition of X and Y is formulated as 
follows:  
X = TPT + E                (1) 
Y = TBQT + F                     (2) 
where E and F represent the residuals, P and Q contain, respectively, the input and output loading 
vectors, ph and qh (h=1, 2, …), T contains latent variables th (h=1, 2, …), and B is a diagonal matrix 
containing the regression coefficients between input and output score vectors. The latent variables can 
be calculated using the nonlinear iterative partial least squares (NIPALS) algorithm (Wold, 1966; 
Geladi and Kowalski, 1986), or singular value decomposition (Lorber et al., 1987; Kaspar and Ray, 
1993). The appropriate number of latent variables to retain in a PLS model is generally determined by 
means of cross-validation (Geladi and Kowalski, 1986). The prediction from the PLS model for the 
final quality variables can be rearranged and expressed in linear regression form as  
XβY =ˆ                          (3) 
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where β is the PLS regression coefficient matrix and can be calculated from the parameters of the PLS 
model (Höskuldsson, 1988). 
 
2.2 NLPLS Modelling 
PLS regression is essentially a linear regression method and it can only extract the linear information 
from the data. Most batch processes are usually highly nonlinear and involve complex mechanisms. 
To address the nonlinearity issues, researchers have done much work in extending the PLS algorithm 
to NLPLS algorithm to handle the nonlinearity of the processes. Generally, there are two approaches 
to extending the PLS model to include nonlinearity. One approach is to extend the input matrix with 
nonlinear functions of the original variables (such as logarithms, square values, cross-products, etc.) 
and then perform a linear PLS regression on the extended input and output matrices (Wold et al., 
1989). Another approach is to model the inner relationship between input and output score vectors in a 
nonlinear way, such as quadratic polynomial (Wold et al., 1989) and neural networks (Qin and 
McAvoy, 1992; Wilson et al., 1997). Here a new NLPLS algorithm is developed by adopting the first 
approach, where the input matrix is extended with the outputs of the hidden nodes of an RBF network. 
The reason for adopting the first approach is that the NLPLS model developed in this way is easy to 
be updated based on the new data. The algorithm to update the NLPLS model will be proposed in next 
section. RBF network is applied here for its universal approximation property (Poggio and Girosi, 1990; 
Park and Sandberg, 1991). The outputs of an RBF network are linear combinations of the hidden nodes, 
and the activation function of the hidden nodes (i.e. basis function) is usually chosen as Gaussian 
function. For the kth hidden node, the basis function has the following form: 
)/exp()( 22 kkkG σcxx −−=             (4) 
where x is the input vector, ck is the centre of the kth node and σk is the corresponding width of the 
basis function. 
 
The NLPLS model is built as follows. First, the input matrix X and output matrix Y are scaled to zero 
mean and unit variance. Then X is extended with the outputs of the hidden nodes of an RBF network, 
denoted as G, to introduce nonlinearity, and a constant column vector, 1, whose elements are all ones, 
to deal with the change of the mean of the input variables over time. Each row of G corresponds to the 
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output vector of the hidden nodes for an input vector. Next, the PLS regression is performed on the 
extended input matrix and output matrix, i.e., on the following data pair, 
[ ]{ }YGX1 ,  
As Eq.(3), the final NLPLS model can be represented as follows, 
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where Xe represents the extended input matrix, A and H are matrices of output weights for the 
original model input variables and the outputs of the hidden nodes respectively, and b is the vector of 
intercepts with each element corresponding to an output variable. The structure of the NLPLS model 
is shown in Figure 1.  
 
From Eq.(5), it can be seen that the output  is essentially the weighted sum of the original input 
variables, the outputs of an RBF network and an intercept. The RBF network can account for the 
nonlinearity of the process efficiently, but using only nonlinear hidden nodes can be inadequate to 
produce a linear mapping (Holcomb and Morari, 1992). When the process exhibits linear relation over 
portions of the input space, the RBF network alone may not give satisfactory results. This problem 
can be addressed by including a linear hidden node in the network (Holcomb and Morari, 1992). In 
the proposed NLPLS model, the linear combination of the original variables is just like the output of a 
linear hidden node. Thus this model can have linear performance while maintaining the ability of the 
RBF network to produce nonlinear mappings. 
Yˆ
 
The parameters to be determined in the NLPLS model are the centres of the hidden nodes, c, the 
widths of the hidden nodes, σ, the output weights, A and H, and the intercepts, b. These model 
parameters are calculated in sequence as follows: 
 
Step 1. Generate the centres of hidden nodes using the improved k-means clustering algorithm (Chen, 
1995), which can not only determine the proper number of nodes but also allocate the node centres in 
the data space properly. 
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Step 2. Calculate the width of the hidden node using the p-nearest neighbour rule (Moody and Darken, 
1989), 
∑
=
−=
p
i
jij p 1
21 ccσ               (6) 
where , are the centres of the first p nodes closest to the jth node. A suggested value for 
p is 2 (Moody and Darken, 1989). A more precise approach is to increase p from 2 to n-1, where n is 
the number of hidden nodes, and calculate the outputs of the RBF network correspondingly. Then p is 
set to the value that gives the minimal prediction error. 
pii ,,1, K=c
Step 3. Determine the output weights and intercepts using PLS regression. 
After the centres and widths of the hidden nodes are determined, the output matrix of the hidden 
nodes, G, is calculated. Then A, H and b can be easily obtained by performing PLS regression on the 
data pair . [ ]{ }YGX1 ,
 
3. Batch-to-Batch Optimal Control Using Batch Wise Updated NLPLS Models  
The NLPLS modelling method presented in the previous section is used to model batch processes and 
consequently to calculate the optimal control profiles for the processes. For the optimal control of 
batch processes, the objective usually involves finding the profiles of control variables to minimise an 
objective function which usually is a function of the quality variables at the end of the batch. 
Mismatch between a data based empirical model and the actual plant often exists due to low-quality 
or limited training data or variations in process conditions. Thus the optimal control profile calculated 
from the data based empirical model may not be optimal when applied to the actual plant. Due to the 
repetitive nature of batch process operations, it is possible to improve the operations of the next batch 
through updating the process model in a batch wise manor. To update the NLPLS model, a recursive 
nonlinear PLS (RNPLS) algorithm is proposed which can update the model based on the new batch 
data and the old model parameters. A batch-to-batch optimisation approach based on the batch wise 
recursively updated model is then proposed. 
 
3.1 Batch-to-batch NLPLS Model Updating 
Suppose that X(0) and Y(0) are the initial training data, Xe(0) is the initial extended input matrix, i.e., 
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Xe(0) =[1 X(0) G(0)], C(0) is the matrix of the centres of Gaussian nodes, with each row corresponding to 
a centre vector, σ(0) is the corresponding width vector, and {T(0), P(0), B(0), Q(0)} are the parameters of 
the initial PLS model.  
 
After batch k (k=1, 2, …), the control profile and measurements of quality variables, x(k) and y(k), are 
obtained. The whole data for building the model become 
⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡=
−−
Tk
e
k
ek
eTk
k
k
)(
)1(
)(
)(
)1(
)( ,
x
XX
y
Y
Y           (7) 
where xe(k)T=[1 x(k)T g(k)T] is the extended input, and g(k) is the output vector of the hidden nodes for x(k). 
Then performing PLS regression on data pair {Xe(k), Y(k)} will result in a new updated model. But 
when new batch data are gathered continuously, this method will become increasingly insufficient due 
to the ever-increasing data size. Alternatively, the model can be updated based on the new data and the 
parameters of the old model using a recursive PLS (RPLS) algorithm (Qin, 1998). In the RPLS 
algorithm, the score vectors (or latent variable vector) th are normalized instead of ph. As a result, the 
score (latent variable) matrix T is orthonormal. The number of factors retained in the model for model 
updating is large enough to make the residual E close to zero, while the number of factors for 
prediction is determined by cross validation. Therefore, the following relation is derived (Qin, 1998): 
TT PPXX =                 (8) 
TT PBQYX =                (9) 
 
From the above two equations, it can be seen that the old data X and Y can be represented by the 
parameter matrices of PLS model, {P, B, Q}. Hence after the kth batch, the model can be updated as 
follows: 
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Then the parameters of the NLPLS model, A(k), H(k) and b(k), can be obtained from β(k) correspondingly. 
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Usually the number of the parameters of the old model is much smaller than the ever-increasing batch 
run number. Therefore the computation will be greatly reduced. During the process of model updating, 
the number of latent variables can be determined according to the percentage of explained variance of 
the quality variables. When the percentage of explained variance has become to increase slowly for 
the additional factors or reached a preset threshold value, e.g. 95%, the corresponding number of 
factors can be selected. 
 
The original centres of the hidden nodes in the RBF networks are obtained by performing clustering 
on the training data. If the condition of the kth batch change significantly, x(k) will differ from the 
previous process variables greatly. As a result, it will be far away from the original centres, i.e., the 
distance between x(k) and each row of C(k-1) is greater than some pre-defined threshold. So a new 
hidden node should be added to accommodate the new data. The centre of the new hidden node can be 
taken as x(k). The corresponding width can be calculated using the 1-nearest neighbour rule (Gomm, 
1995): 
ccz ησσ −=                 (12) 
where zc is the distance from the new sample to the closest hidden node, η is an overlap parameter in 
the range [0,1] and σc is the width of the closest hidden node. Hence, new centres and widths of the 
hidden nodes become:  
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From C(k) and σ(k), the extended input xe(k) can be calculated. Because a new hidden node is added, the 
old input matrix Xe(k-1) should be changed correspondingly. Since the new centre x(k) is far away from 
the old data X(k-1), according to the local property of the Gaussian function, the outputs of the newly 
added hidden node for X(k-1) will be very small. For the purpose of simplicity, they can be 
hypothesized to be all zeros without causing much loss of precision. This is equivalent to expanding 
Xe(k-1) by adding a column whose elements are all zeros. It can be represented as 
, where 0 is a vector whose elements are all zeros. From Eq.(8) the following 
equation can be derived: 
][ˆ )1()1( 0XX −− = keke
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In the same way, the following equation can be derived: 
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From the above two equations, it can be derived that  and Y)1(ˆ −keX
(k-1) can be represented by the 
parameter matrices { , B)1(ˆ −kP (k-1), Q(k-1)}. Therefore, expanding Xe(k-1) by adding a column 0 can be 
replaced by expanding PP(k-1) by adding a row 0. Then PLS regression can be performed on the 
following data pair and the model is updated, 
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From above it can be seen that for the purpose of prediction and model updating, only the parameters 
{A(k), H(k), b(k), PP(k), B(k), Q(k), C(k), σ(k)} need to be stored. This can not only reduce the amount of 
computation but also significantly save the computer memory. In order to weaken the influence of the 
old data, the forgetting factor approach can be adopted. First, old data are weighted by a forgetting 
factor λ, where 10 ≤< λ . Then they are combined with new data for model updating.  
 
3.2 Batch-to-Batch Optimal Control  
Suppose a data based empirical model has been built and is represented as 
                  (18) )(ˆ uy f=
where  is the predicted vector of final product quality variables and u is the vector of control 
variables. The batch-to-batch optimisation problem can be mathematically described as follows 
yˆ
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(Flores-Cerrillo and MacGregor, 2003): 
k
T
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ΔΔ+−− 2sp1sp )](ˆ[)](ˆ[min        (19) 
where uk is the vector of control variables that needs to be optimised, kuΔ  is the change of the 
vector of control variables between two successive batches, defined as 1−−=Δ kkk uuu , ysp is the 
vector of setpoints or desired values for the end-of-batch product quality variables,  is the 
predicted vector of product quality variables, Q
)(ˆ kuy
1 and Q2 are diagonal weighting matrices. The second 
term on the right hand side of Eq.(19) is used to constrain the control profile variations so that the 
outputs do not change drastically between two successive batches. Hard constraints can be introduced 
to the control variables to reflect physical limitations in the process. The solution 
to the problem in Eq.(19) can be easily obtained using an optimisation algorithm such as the 
sequential quadratic programming algorithm. To evaluate the final product quality, an error function is 
defined as: 
maxmin uuu ≤≤ k
)]([)]([ sp1sp f
T
f ttErr yyQyy −−=            (20) 
where y(tf) is the vector of the actual product quality variables at the end of the batch. Err is 
calculated after each batch run. The smaller it is, the better the final product quality will be. A large 
value of Err is typically due to model-plant mismatch. If the NLPLS model predicted and the actual 
product quality variable values are significantly different, then large model-plant mismatch exist and 
the model needs to be updated. The batch process control profile needs to be re-optimised based on 
the batch wise updated model.  
 
The whole procedure of batch-to-batch optimal control based on a batch wise updated NLPLS model 
is formulated as follows: 
Step 1. Develop the initial NLPLS model based on the sampled training data and calculate the optimal 
control profile from it.  
Step 2. The calculated optimal control profile is implemented on the batch process. After the 
completion of the batch run, the product quality variables are measured. 
Step 3. If the measured product quality variables are close to the NLPLS model predictions, then the 
control profile can be regarded as still being optimal and return to Step 2. Otherwise, the model is 
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inaccurate and needs to be updated using the data of the newly finished batch run. 
Step 4. Calculate new optimal control profile by solving Eq.(19) with the updated model and return to 
Step 2.  
 
The procedure is repeated from batch to batch. Usually after several batches, the control profile will 
converge to the optimal one and the final product quality will become optimal. 
 
Flores-Cerrillo and MacGregor (2003) used a linear PLS model for batch-to-batch optimisation and 
the model updating is achieved by simply augmenting the input and output matrices with the new data 
and refitting the PLS model. This could be computationally inefficient, especially when the number of 
batches become very large. Here a batch wise model updating algorithm using old model parameters 
and data from the new batch run is proposed.  
 
4. Application to a Simulated Batch Polymerisation Reactor 
The proposed approach is tested on a simulated batch polymerisation reactor where the thermally 
initiated bulk polymerisation of styrene takes place. The first principle model for this polymerisation 
process was proposed by Kwon and Evans (1975) through reaction mechanism analysis and 
laboratory testing as: 
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where the state variables x1, x2 and x3 are, respectively, conversion, dimensionless number-average 
chain length (NACL) and dimensionless weight-average chain length (WACL), T is the absolute 
temperature of the reactor, and Tc is the temperature in degree Celsius. The nominal parameters used 
in the above equations are given in Table 1.  
 
In the simulation study, the whole reaction time is set to 400 minutes. The temperature profile during 
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a batch is taken as the control profile and is divided equally into 10 equal intervals. During each 
interval, the temperature is kept constant. The objective is to derive an optimal temperature profile 
that maximises the conversion with values of dimensionless NACL and WACL as close to 1.0 as 
possible at the end of the batch. Therefore, the batch-to-batch optimisation problem can be described 
as follows: 
uQuyyQyy
u
ΔΔ+−− 2sp1sp )]([)]([min TfTf tt           (24) 
s. t. 
100<=ui<=200, i=1, 2, …, 10             (25) 
where ysp=[1 1 1]T is a vector of desired final product quality, y(tf)=[y1(tf), y2(tf), y3(tf)]T is the vector of 
the model predicted final product quality containing conversion, dimensionless NACL and WACL at 
the end of the batch, u=[u1, u2, …, u10]T is a vector of reactor temperatures that needs to be optimised, 
Q1 and Q2 are diagonal weighting matrices, which are selected in this study as Q1=diag([1,400,400]) 
and Q2=0.01I.  
 
In order to generate the training data for building the model, a nominal trajectory of the temperature 
was first derived which led to satisfactory product quality. The trajectories of the quality variables 
under this condition are given in Figures 2 to 4. Then random changes with uniform distribution and 
magnitudes of ±10 were added to the normal control profile and data for 40 batch runs were generated 
to develop the initial model.  
 
Base on the generated data, a NLPLS model was built with u as the model input and y(tf) as the model 
output. Five RBF centres were obtained by using the improved k-means clustering algorithm. In this 
study, p=2 is used for determining the widths of the hidden nodes. Six latent variables were selected 
using the cross-validation method. After the model had been built, the optimal control profile was then 
calculated from the model and implemented on the simulated batch reactor. The final quality variables 
are [0.8339 1.0069 1.0080]T and the value of Err is 0.0722. These results are satisfactory and show 
that the developed NLPLS model achieves quite good performance. 
 
In order to simulate disturbances in the plant, parameter Aw is changed to Aw,plant=1.2Aw. When the 
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original optimal temperature profile is added to the batch, the value of Err becomes 7.2219. This 
shows that the final quality variables deviate from the desired values greatly. So the original optimal 
profile is no longer optimal and needs to be re-optimised. The proposed batch-to-batch optimisation 
method is applied. During the updating of the NLPLS model, the forgetting factor approach is adopted. 
The effects of different values of forgetting factor λ are shown in Figure 5, which shows the Errs after 
each batch run. For each value of λ, no new hidden nodes are added during the model updating. The 
results of batch zero were obtained by implementing the original optimal temperature profile on the 
changed plant directly. From the first batch onward, the recalculated optimal temperature profiles 
were implemented to the plant. It can be seen that the Errs decrease gradually from batch to batch. 
After 10 batches, Errs have all become very small for different forgetting factors. Furthermore, the 
smaller λ is, the faster the convergence will be. However, if λ is too small, the model will forget the 
information of the old data too quickly and hence may become incomplete and unstable. A medium 
value of λ=0.7 can be selected here. The changes of final quality variables from batch to batch with 
λ=0.7 are shown in Figure 6. It is shown that final quality variables converge to the optimal values 
gradually as a result of batch-to-batch model updating and optimisation. After the 10th batch, the value 
of Err becomes 0.6766, which also shows that good control profile is obtained. 
 
For the purpose of comparison, a linear PLS model was also developed and 3 latent variables were 
selected according to the cross-validation method. When the optimal temperature profile calculated 
from the linear PLS model is implemented on the batch reactor, the final quality variables are [0.8328 
1.0072 1.0085]T and the value of Err is 0.0776. These results are slightly worse that those obtained 
from the above NLPLS model. When parameter Aw is changed to Aw,plant=1.2Aw, the proposed 
batch-to-batch optimisation method is applied as above except that the PLS model is used in place of 
the NLPLS model. During the updating of the PLS model, the forgetting factor approach is also 
adopted. The Errs calculated after each batch with different forgetting factors, from 0.6 to 0.9, are 
shown in Figure 7. It can be seen that the Errs also converge to small values eventually, but much 
more slowly than that obtained by using the NLPLS model. Furthermore, the process of convergence 
not only contains many variations, but also is affected greatly by the value of λ. In contrast, the 
process of convergence obtained by using the NLPLS model is much smoother and less affected by 
the value of λ. This shows that the batch-to-batch optimisation with the NLPLS model is more robust 
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than that with the PLS model.  
 
A further 20 batch runs were simulated with the parameter Aw being first changed to Aw,plant=1.1Aw 
during the first 10 batches and then changed to Aw,plant=0.9Aw during the rest 10 batches. The proposed 
batch-to-batch optimisation method is applied with λ=0.7 being used for the updating of the NLPLS 
model and λ=0.6 being used for updating the linear PLS model. The Errs calculated after each batch 
are shown in Figure 8. It can be seen that the Errs with the NLPLS model converge much faster and 
more smoothly than that with the PLS model. After 10 batches, the Err with the NLPLS model is 
smaller than that with the PLS model, which shows that the final quality variables of the 10th batch 
under the optimal control profile calculated from the NLPLS model are better than those under the 
optimal control profile calculated from the PLS model. This can also be seen in Figure 9, which gives 
the changes of actual final quality variables from batch to batch under the control strategies based on 
the linear PLS model and the NLPLS model. When Aw is changed to Aw,plant=0.9Aw at the 11th batch, 
the optimal control profiles at the 10th batch based on both the PLS model and the NLPLS model are 
no longer optimal and the Errs increase sharply at the 11th batch as shown in Figure 8. With the 
implementation of the batch-to-batch model updating and optimisation approach, the Errs with both 
models decrease gradually from the 12th batch onward. Although the Err with the NLPLS model is 
larger than that with the PLS model at the 11th, 12th and 13th batch, it decreases much faster and more 
smoothly. The reason that the NLPLS model based control profiles give larger Errs than those based 
on PLS model at the 11th, 12th and 13th batch could be due to that the more appropriate control profile 
based on the NLPLS model at the 10th batch might be less appropriate than that based on the PLS model 
when the process changes at the 11th batch. However, with recursive model updating, the NLPLS model 
eventually gives better performance than the PLS model. From the 14th batch, the Err with the NLPLS 
model has become smaller than that with the PLS model. After the 20th batch, the final quality 
variables all converge to satisfactory results for both models. Again, the Err from the NLPLS model is 
smaller than that from the PLS model, which shows that better result is obtained with NLPLS model. 
 
5. Conclusions 
A batch-to-batch optimal control approach for batch processes based on batch wise recursively 
updated NLPLS model is presented in this paper. In order to overcome the difficulty in developing 
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mechanistic models for batch processes, a NLPLS model is developed based on process operation 
data to predict the final product quality from the batch control profile. To address the problem of 
model-plant mismatch and the presence of unknown disturbances, a RNPLS algorithm is proposed to 
update the model using the newly obtained information after each batch run. The proposed algorithm 
is computationally efficient in that it updates the model using the current model parameters and data 
from the current batch. The NLPLS model is easily built and the computation time of model updating 
and re-optimisation is very short, making the approach ideal for industrial processes. The proposed 
batch-to-batch optimisation approach is tested on a simulated batch polymerisation process of styrene. 
The simulation results show that the final product quality can converge to satisfactory result smoothly 
and quickly within only a few batches. The simulation results also demonstrate that using a NLPLS 
model can achieve much better results than using a PLS model.  
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Nomenclature 
A output weight matrix for the original input variables in the NLPLS model 
Am   frequency factor in Arrhenius equation for the overall rate of  
   polymerisation, m3/kg mol s 
Aw, B  parameters in polymerisation model 
B Diagonal matrix of inner model coefficient for PLS model 
b vector of intercepts in the NLPLS model 
c canters of the hidden nodes 
E residual matrix for X 
Em   activation energy of overall monomer reaction, kcal/mol 
Err error function 
F residual matrix for Y 
G output matrix of the hidden nodes 
H output weight matrix for the outputs of the hidden nodes in the NLPLS model 
Mm   monomer molecular weight, g/mol 
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P loading matrix for X 
p loading vector for X  
Q loading matrix for Y 
Q1, Q2  diagonal weighting matrices 
q loading vector for Y 
r1 - r4  constants in density-temperature correlation 
T score matrix latent variables for X 
T  the absolute temperature of the reactor  
Tc  the reactor temperature in degree Celsius 
t latent variables for X 
u  vector of control variables 
umin, umax, lower and upper bounds for control actions 
X input data matrix 
Xe extended input data matrix 
x input data vector 
x1, conversion 
x2  dimensionless number-average chain length  
x3  dimensionless weight-average chain length  
Y output data matrix 
Yˆ  matrix of model predictions 
ysp a vector of desired final product quality 
yˆ  predicted vector of final product quality variables 
zc  distance from the new sample to the closest hidden node 
 
Greek symbols 
β  PLS regression coefficient matrix  
χ polymer-monomer interaction parameter 
η  overlap parameter 
λ forgetting factor 
σ widths of the hidden nodes 
σc  width of the closest hidden node 
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Table 1. Nominal parameters  
 
Am 4.266×105 m3/kg mol s 
Aw 0.033454 
B 4364.6 K 
Em 20.207 kcal/mol 
Mm 104 g/mol 
r1 0.9328×103 g/l 
r2 -0.87902 g/l oC  
r3 1.0902×103 g/l 
r4 -0.59 g/l oC 
χ 0.33 
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Figure 1. The structure of a NLPLS model 
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Figure 2. Conversion vs. time 
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Figure 3. Dimensionless NACL vs. time 
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Figure 4. Dimensionless WACL vs. time 
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Figure 5. The changes of Errs with the NLPLS model 
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Figure 6. The changes of final quality variables with the NLPLS model 
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Figure 7. The change of Errs with the PLS model 
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Figure 8. Comparison of Errs between using PLS and NLPLS models 
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Figure 9. Comparison of final quality variables between using PLS and NLPLS models 
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