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Abstract 
In this paper we provide new lower bounds on the cost C of binary search trees. The bounds 
are expressed in terms of the entropy H of the probability distribution, the number of elements 
and the probability that a search is successful. Most of our lower bounds are derived by means of 
a new technique which exploits the relation between trees and codes. Our lower bounds compare 
favorably with known limitations. 
We also provide an achievable upper bound on the Krafi sum generalized to the internal nodes 
of a tree. This improves on a previous result. 
1. Introduction 
Binary search trees are a widely used data structure for information storage and 
retrieval. We are given n keys K1 < K2 < .. . < K,,. When we want to search for 
a given key X there are exactly 2n + 1 possibilities, namely either X can be one of 
the keys Ki, for i = l,..., n, or X can be between Ki and Ki+l , for i = 0, 1, . . , n 
(we assume that KO = -co and K,,+l = +m, with obvious interpretation). We are 
also given a probability distribution D = (41,. _. ,q,,; po, ~1,. . . , p,), over these 2n + 1 
results due to a search for a particular key X. The probability that the searched key is 
Ki is qi, whereas pi is the probability that the searched key lies between Ki and Ki+i. 
Further we let Q = CK, qi and P = Cy=, pi. 
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A binary search tree T is a tree with n internal nodes, that contain the keys Ki, and 
n + 1 external nodes, that contain the intervals ]Ki, Ki+t [, such that an in-order visit of 
the tree gives the keys and the intervals in the correct order. 
We assign to each node a label: to the node that contains Ki we assign the label qi, 
to the node that contains ]Ki,Ki+t[ we assign the label pi. We will use the label of 
a node as the name of the node. The level of qi, denoted by I(qi), is the number of 
nodes from the root of T to qi, whereas the level of pi, denoted by /(pi), is the level 
of the parent of pi. 
If we are searching for a key X the level of qi is the number of comparisons needed 
to retrieve X if X = Ki and the level of pi is the number of comparisons needed to 
establish that X lies between Ki and Ki+l. Hence we define the cost of the tree T as 
C = &Pd(Pk) +k~,d(qk). 
An optimal binary search tree is a binary search tree that minimizes the cost C. 
The entropy of the probability distribution D is ’ 
H = CPxlog; +k&q/Jog-$ 
k=O 
Mehlhom [9] proved that 
C>H/log3 (1) 
and the smaller the H the tighter the bound. The above bound is expressed only in 
terms of the entropy of D. If further information on the probability distribution D is 
available, a better bound is known. The following lower bound [ 1,2] holds: 
C>H-loge-Q(loglog(n+l)- 1) (2) 
and this bound improves on (1) for not small values of H (i.e. H > 3.909+ 
2.71OQloglog(, + 1) - 2.7109). 
In this paper we introduce a technique which enables us to derive lower bounds on 
the cost of binary search trees starting from lower bounds on the expected codeword 
length of some classes of codes. Exploiting this technique we provide lower bounds 
on C which involve the knowledge of the entropy H of the probability distribution D, 
the number n of keys, and the probability Q that a search is successful. 
We provide the following bound 
CaH+HlogH-(H+l)log(H+l) 
that improves on (1) for H 2 x, where x N 14.4922. 
Moreover, we derive three lower bounds which are functions of H, n and Q that 
improve on (2) and two lower bounds which are functions of H and Q only. 
’ Throughout this paper all logarithms are to base 2. 
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Finally, in deriving our bounds, we obtain an achievable upper bound on the Kraft 
sum generalized to the internal nodes of a tree that improves on 
52- I(%) d ; log(n + 1 ), (3) 
k=l 
provided in [l] and [2]. 
The paper is organized as follows. In Section 2 we recall some useful notions and 
results. In Section 3 we derive the bounds, and in Section 4 we obtain further im- 
provements of the bounds derived in Section 3. 
2. Preliminaries 
In this section we recall some useful results that we will use in the rest of the paper. 
In deriving our bounds we exploit the relation between trees and codes to use some 
known lower bounds on the average codeword length of some classes of codes. In the 
following we briefly recall some notions about codes. 
Let S be a source consisting of a set {ur,uz,. . . ,a,} of m letters and a probability 
distribution (si,s2, . . . , s,,,), where Sk denote the probability of letter ak, 1 <k 6 m. The 
entropy of the source S is the entropy of the probability distribution (.rt,sz, .. . ,s,,,). 
A (binary) codeword is a (possibly empty) sequence of bits. A code for S is a set 
(e = {.K~,xz,. . . ,xm} of m codewords, where Xi E (0, l}*. Let l(xk), Z(XZ), . . . , Z(xm) 
be the codeword lengths. Codeword Xi encodes the letter ai, for i = 1,2,. . . , m. The 
average codeword length of V is L = cy!, siZ(xi). We are interested in two particular 
classes of codes: prefix codes and one-to-one codes. A prefix code is a code whose 
codewords are elements of (0, l}’ and no codeword is a prefix of any other codeword. 
A one-to-one code is a code that assigns to each source letter a different codeword 
(notice that in our definition of code, any code is a one-to-one code). We remark 
that in the literature one-to-one codes have been studied in two different frameworks 
depending on whether the empty codeword is used [3,5] or not [5,8, 11,121. 
A labeled (binary) tree is a (binary) tree in which each edge is labeled with 0 
or with 1 and, if a node has two children, the two edges going from that node to 
its two children have different labels. A node in a labeled tree represents the code- 
word given by the sequence of labels in the path from the root to that node. Observe 
that since for our purposes the only important thing about a codeword is its length, 
we can get rid of the labeling by considering a standard labeling that assigns label 
0 to the edge going from a node to its left child, and label 1 to the edge going 
from a node to its right child. Given a tree, a subset of its nodes not including the 
root represents the code consisting of the codewords represented by the nodes of the 
subset. 
It is easy to see that a prefix code can be represented by the set of leaves of a tree, 
whereas a one-to-one code can be represented by any subset (which includes the root 
if and only if the code contains the empty codeword) of the nodes of a tree. We can 
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Fig. 1. 
Fig. 2. The code is (0, 100, 101, 111). Fig. 3. The code is {E, 10, 1). 
use a binary search tree to deline codes. As an example, let n = 3 and consider the 
probability distribution D = (0.35,O. 15,O. 10; 0.10,0.05,0.05,0.20). The optimal binary 
search tree T for D is depicted in Fig. 1. We have that l(q1) = 1, I(qz) = 3,l(qs) = 2 
and I = L~PI) = 3,09) = 3,03) = 2. 
Figs. 2-5 show prefix and one-to-one codes that can be constructed starting from T 
and from an augmented version T’ of T consisting of a root with only one child on 
which is rooted T. 
Now we recall some lower bounds on the average codeword length of prefix and 
one-to-one codes. 
It is a well-known fact, proved by Shannon, that the average codeword length of a 
prefix code for a source S must be greater than the entropy of the source S. 
Shannon’s theorem: Let L be the average codeword length of a prefix code for a 
source S whose entropy is Hs, then L>Hs. 
Let Ll:l (resp. L;:,) be the average codeword length of the best (i.e. with minimum 
average codeword length) one-to-one code, not using the empty codeword (resp. using 
the empty codeword), for a source S of m letters whose entropy is Hs. The following 
bound, due to Rissanen [ 1 I], holds for one-to-one codes which do not use the empty 
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Fig. 4. The code is (0, 010, 01) Fig. 5. The code is (0, E, 100, 10, 101, 1, 11) 
codeword: 
Lizi >,Hs - loglogm. (4) 
In Section 4 we remark how to use a bound better than (4) to slightly improve our 
results. However, for the sake of simplicity in deriving the bounds we use (4). We will 
also use the following lower bound provided in [5] which holds for one-to-one codes 
using the empty codeword and thus also for one-to-one codes not using the empty 
codeword: 
Li:i >L;:, BHs + HslogHs - (Hs + l)log(Hs f 1). (5) 
An extended binary tree is a binary tree whose internal nodes have two children. 
Kraft’s equality: In any extended binary tree we have that c;=O 2-‘(Pk) = 1. 
Kraft sum for the internal nodes: For the internal nodes of an extended binary tree, 
a result which corresponds to Kraft’s equality is the following [ 1,2]: 
K%) < ; log(n + 1). (6) 
In Section 4 we improve on (6) and we show how to use the improved bound to 
get a slight improvement of the lower bound on Copt which is obtained in Section 3 
by using the weaker (6). 
3. The lower bounds 
In this section we derive the bounds. We start with a bound whose proof does not 
involve the relation between trees and codes. However, all the other bounds involve 
this relation. 
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Theorem 1. The cost of any binary search tree satisjes 
C>H - 1 - Q(loglog(n + 1) - 1). 
Proof. Recalling the definition of the entropy H and the cost C we have that 
(7) 
H-C-(loglog(n+l)-1) 2 qk 
-k=l 
= ‘m%(~)l, 
where .4 is the random variable which assumes value 2- “pk)/pk with probability pk, for 
k = O,l,..., n, and value 2 . 2-‘(“)/qk log(n + 1) with probability qk, for k = 1,. . . , n. 
The expected value of A is 
Q/l] = -+“) + 
k=O los(f + 1 )k$2-“qk” 
Using Jensen’s inequality E[log(A)] < log(E[A]), Kraft’s equality and (6), we have 
that 
H - C - (loglog(n + 1) - l)Q< log(E[A])< 1. 0 
Bound (7) is better than (2). Indeed, the difference between the former and the latter 
is loge- 1 > 0. Analogously to bound (2), bound (7) improves on (1) for large values 
of the entropy (i.e., H > 2.710 + 2.71OQloglog(n + 1) - 2.71OQ). 
Now, following a different reasoning we get new bounds. The technique exploits 
a binary search tree to define prefix and one-to-one codes. Hence we can use lower 
bounds on the cost of prefix and one-to-one codes to get lower bounds on the cost of 
binary search trees. 
Theorem 2. The cost of any binary search tree satisjes 
CbH+Q+HlogH-(H+l)log(H+l). (8) 
Proof. Consider the source 9’ consisting of a set of 2n + 1 letters and the probability 
distribution D. Let Topt be an optimal binary search tree for D and let C,,, be its cost. 
The tree Topt, with the set of all its nodes, defines a one-to-one code for Y, whose 
codewords have lengths I(ql) - 1,. . . , I(q,) - 1, /(PO), . . . , I(p,). The average codeword 
length of such a code is Ly = &, - Q. From (5) we have that Ly 2 Hy +H_Y log HY - 
(Hs + 1) log(Hy + l), and since Hy = H we get the theorem. 0 
The following corollary is immediate. 
Corollary 1. The cost of any binary search 
CaH+HlogH-(H+l)log(H+l). 
tree satisjes 
(9) 
R. De Prisco, A. De Santisl Theoretical Computer Science 156 (1996) 315-325 321 
Bound (9) is better than bound (1) for H ax, where x N 14.4922 is the unique zero 
of the equation x +xlogx -(n + l)log(x + 1) -x/log3 = 0. 
In the following we will denote the binary entropy H(x, 1 - x) by X(x). 
Theorem 3. The cost of any binary search tree satisfies the following two bounds: 
C>H - X(Q) - Qloglogn, (10) 
C>H+Q-x(Q)-W+QW (11) 
Proof. When Q = 0, the bounds follow directly from Shannon’s theorem. When Q = 1, 
bound (11) follows from (8). Moreover, for Q = 1 bound (10) can be derived from 
(4). Indeed, when Q = 1, the cost of the binary search tree is equal to the cost of 
the one-to-one code that the binary search tree itself defines with the set of its internal 
nodes. Thus, we assume that P and Q are different from 0. 
First, consider the source 9 consisting of a set of n + 1 letters and the probability 
distribution (PO/P, p1 JP, . . . , pn JP). Let Topt be an optimal binary search tree for D 
and let Copt be its cost. This tree with the set of its leaves defines a prefix code 
for 9, whose codewords have lengths l(po), I(pl ), . . ,1( p,). The average codeword 
length of such a code is Lg = (l/P) CE, Pi/( Pi) whereas the entropy of 9 is Hg = 
Cb,( piJP) log(P/Pi) = log P+( l/P) c:=, Pi log( l/p;). The average codeword length 
L.9 satisfies Shannon’s theorem, Lq 3 HP, hence 
(12) 
Now consider the source % consisting of a set of n letters and the probability dis- 
tribution (q,/Q,. . . ,qn/Q). Construct the following tree T. The tree T consists of a 
root with only one child on which is rooted Topt. The tree T, with the set of its 
internal nodes but the root, defines a one-to-one code (without using the empty code- 
word) for Y, whose codewords have lengths I(ql), . . . ,Z(q,). The average codeword 
length of such a code is Ls = (l/Q)cy=, qil(qi) whereas the entropy.of 2 is H2 = 
loge + <l/Q> Cy=, qih.dl/qi). 
From (4) it follows that LS 2 H2 - log log n and thus 
&qi(j(qi) + logqi)~QlogQ - Qloglogn. 
Using inequalities (12) and (13) we have that 
(13) 
‘9, - H = fIPi(l(Pi) + log pi> + kqi(l(qi) + 1Ogqi) 
i=O i=l 
2 PlogP+ QlogQ - Qloglogn 
= -X(Q) - Qloglogn. 
This proves bound (10). 
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Consider again the source 9. The tree Tort, with the set of its internal nodes (in- 
cluding the root), defines a one-to-one code (using the empty codeword) for Y, whose 
codewords have lengths l(ql) - 1,. . . , l(q,) - 1. The average codeword length of 
such a code is L2 = -1 + (l/Q) cy=, qil(qi) whereas the entropy of 9 is H2 = 
hQ+(l/Q>E~=, qib(l/qi). 
From (5) it follows that L2 B H;z + H.z log H2 - (H2 + 1) log(Hg + 1 ), whence 
$qi(l(qi)+logqi) ~Q+QlogQ+Q<H~logH~-(H~+ l)log(H~+l)). 
(14) 
Using inequalities (12) and ( 14) we have that 
C~~t-H=~pi(l(pi)+logpi)+~qi(l(qi)+logqi) 
i=O i=l 
3PlogP+QlogQi-Q-Q(H2logHs-(H2+l)log(Hs+l)) 
The function f(x) = (X + 1)X( l/(x + 1)) is an increasing function of x. Since H = 
Z(Q) + QH2 + PHp >QHa we have that HS <(H/Q) and thus f(H2)<f(H/Q). 
Whence we obtain 
Cop,-H >Q-z(Q)-W+QW j&j . ( > 
This proves bound (11). 0 
The difference between (10) and (7) is 1 -X’(Q)-Q+Q(loglog(n+ I)-loglogn), 
which is greater than d(Q) = 1 - X’(Q) - Q. When d(Q) is positive, bound (10) is 
better than bound (7). The function A(X) = 1 - X(.X) - x is a convex U function of 
x, 0 <x < 1, and satisfies f(0) = 1, f( l/2) = - l/2 and f( 1) = 0. Let 6, 6 N 0.227, 
be the unique zero of the equation f(x) = 0, 0 < x < 1. We have that for Q<S, 
bound (10) is better than bound (7). For large values of n, (7) is better than ( 10) for 
Q > 6. Finally, observe that when Q -+ 0 bound (10) approaches the limit given by 
Shannon’s theorem, as one has to expect, since for Q = 0 the cost of a binary search 
tree is the expected codeword length of a prefix code. 
Let us now compare bounds (8) and (11). The derivative of the function f(x) = 
H + x - S(x) - (H + x)%(x/(H + x)) is f’(x) = log2.x2/( 1 - x)(H +x) and a 
simple algebra shows that S’(X) has a unique zero in the interval 10, I[, which is 
$(H) = (1 - H + dl + 1OH + H2)/6. Moreover f’(n) < 0 for 0 < x < I&H) and 
f’(x) > 0 for t&H) < x < 1. Thus bound (11) is a convex U function of Q, 
for any fixed value of H. The difference between bound (11) and bound (8) is 
(H + 1)X( l/(H -t 1)) - s(Q) - (H + Q)%(Q/(H + Q)). The function g(x)=(H + 
1)X( l/(H + 1)) - X(x) - (H +x)S(x/(H +n)) is a convex U function and satisfies 
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g(0) = (H + 1 )H( l/(H + 1)) > 0 and g( 1) = 0; a simple analysis proves that for 
any value of H there exists a small positive constant p, such that f( 1 - CL) < 0. Thus, 
bound (11) is better than bound (8) if and only if Q is less than or equal to the unique 
zero, 8(H) E IO, l[, of the equation g(x) = 0. We remark that e(H) approaches 1 for 
H --f 03. 
Theorem 4. The cost of any binary search tree satisjes 
C>H+Q- (15) 
Proof. Let Topt be an optimal binary search tree for D and let C,,,, be its cost. Let 
qk be the label assigned to the root of Topt. Without loss of generality we assume 
that qk < 1 (if qk = 1 then H = 0, Q = 1, C = 1 and (15) holds). Consider the 
source 9 consisting of a set of 2n letters and the probability distribution (q,/( 1 - 
qk),...,qk--l/(1 -qk),qk+l/(l -qk),..., G/(1-4k);POhl -qk),...,Pn/(l -qk)). The 
me Topt, with the set of all its nodes but the root, defines a one-to-one code for 
9, whose codewords have lengths I(ql) - l,...,l(qk_l) - l,l(qk+l) - l,...,l(q,) - 
1, KPO), ...., I(p,). The average length of such a code is 
L, = c 4’(l(qi) - 1) + T&l(pi) = coP’lw_~: qk. 
i#k 1 - qk 
Since H = %(qk ) + ( 1 - qk )Hp, the entropy H,p of the source 9 is 
H_ =H-*(qk) 
9 
I-qk ’ 
From (4), the average codeword length Lg satisfies L@ >H,p - loglog(2n), which 
implies 
Copt - QaH - qk - %(qk) - (1 - qk)logb!@n). 
It is easy to see that the function f(x) = x + X(x) + (1 -x) log log(2n) is a convex n 
function of x for any fixed value of n, and assumes its maximum at x = 2/(3 + log n). 
The theorem follows. q 
The bound obtained in the previous theorem improves on (7) 
Q. A simple comparison of the two bounds shows that (15) is 
Q 2 4(n), where 
4(n) = 
& + 2 (A) + (*) loglog(2n) - 1 
log log(n + 1) 
for large values of 
better than (7) for 
Elementary calculus shows that for n -+ 0;) the hnction 4(n) approaches 1. By inspec- 
tion we have that 4(n) > 1 for nG5, &6) N 0.994854, $(lO) N 0.927301,& 100) 21 
0.829798,4(1000) 2: 0.812928, &106) N 0.815213, $(109) N 0.824142, @(lo”) = 
0.831612. 
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4. Further improvements 
In this section we provide improvements of the bounds presented in Section 3. We 
can further improve on bound (7) by using a bound on 
better than the one provided in (6). First, observe that the above sum reaches the 
maximum value when all l(qk) are equal either to [log(n + 1)J or to [log(n + 1)1. 
Indeed suppose that there is an internal node at level k which has a child that is a 
leaf and that there is an internal node at level j > k + 1 whose children are leaves. 
The contribution due to the internal node at level j in (16) is 2-j. We can move 
the subtree rooted at the internal node at level j, rooting it at the external node at 
level k + 1, so that the contribution 2-j in (16) becomes 2-@+l), which is greater 
than 2-j. 
Observe that each level which contains only internal nodes gives a contribution in 
(16) of l/2, and that there are exactly [log(n+ 1 )J such levels. Each internal node in the 
unique level with external and internal nodes gives a contribution in (16) of 2_r“‘s(“+‘)l. 
It is easy to see that there are exactly n + 1 - 2L”s@+‘)l such internal nodes. Hence 
the maximum value of (16) is equal to 4 [log(n + l)] + 2-r’“s(n+1)l(n + 1 - 2L’“s(n+1)j ). 
Therefore the following theorem holds. 
Theorem 5. In any extended binary tree the levels of the internal nodes satisfy 
” 
c 2-t(qk) < llo& + 1>1 + n + 1 1 \ -- 2 2 
k=l 
2P%(“fi)l 
and equality holds when the leaves are placed on two consecutive levels. 
The above bound is better than (6). In fact it is < i log(n + 1) if n + 1 is not a 
power of 2, and it is equal to i log(n + 1) if n + 1 is a power of 2. Utilizing this 
bound in Theorem 1, we can improve on (7). 
We can also get an improvement of bounds (10) and (15). In fact, in deriving these 
bounds we used (4). We can use the following bound, due to Rissanen [l 11, that gives 
a sharper bound on the average codeword length Ll:l of a one-to-one code for a source 
S whose entropy is Hs 
LI:I OHS - loga( 
where a(n) = k(n) - 1 + r(n)2-k(“) and k(n) is the maximum integer such that r(n) = 
n - 2k(“) + 2 is positive. Moreover a(n) < logn. 
We can also improve on bound (11) by using the exact value of the minimum 
expected codeword length of a one-to-one code. Verriest [12] proved that the average 
codeword length L1:1 of a one-to-one code for a source S whose entropy is Hs, is 
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greater than or equal to the value Lmin given by the equation 
and this limitation is the best possible on L1:1 in terms of HS only. By using the 
bound Ll:l> Lmin we get a bound better than (5), and thus we can improve on ( 11). 
Another way to improve bound (11) is to use the bound He <(H - X(Q))/Q instead 
of HQ <H/Q. 
However, the improvements mentioned above are not very significant and the expres- 
sions of the stronger bounds are quite complicated. Hence, for the sake of simplicity, 
we presented in Section 3 the slightly weaker bounds. 
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