Abstract. Because of the integer-valued nature of carrier phase ambiguities, it is essential to fix the float estimates into integer values in order for high precision DGPS positioning. A decorrelation process is necessary to solve the problem since double-differenced ambiguities are highly correlated in general. In this paper, Block Decorrelation Method (BDM) is presented and tested for its convergence. BDM divides the variance-covariance matrix into four blocks and decorrelates them simultaneously. A number of randomly selected examples show that BDM is comparable to the existing decorrelation algorithm, however its speed of convergence is relatively faster due to the computations performed on small blocks.
Introduction
A float estimate for an initial ambiguity of GPS carrier phase measurements can be obtained by the ordinary least squares technique. However, it is essential to fix the integer value in order to achieve high precision positioning. The problem of integer ambiguities is equivalent to the minimization of the following objective function (Teunissen, 1998) :
where a is a vector of n float values of doubledifferenced ambiguities, which is obtained by the least squares estimation with respect to the corresponding variance-covariance matrix a Q , a is a vector of n unknown integer values of ambiguities, and n Z is the ndimensional integer space.
Searching for the minimum for ) (a S is difficult because it involves the discrete parameter a. In practice, Equation (1) is usually solved by a discrete search strategy. The idea is that the search space χ is a suitably chosen constant which ensures that the ellipsoid contains at least one integer vector a. The variance-covariance matrix a Q affects overall the geometry of elongation and rotation of the search ellipsoid and 2 χ determines its size. Consequently, a Q directly affects the effectiveness of the search process. In an ideal case, a Q is diagonal and hence a can be obtained simply by rounding the float solution a to nearest integer values. Double-differenced ambiguities are highly correlated, and consequently, a Q is far from diagonal. It means that the search ellipsoid is greatly elongated and its principal axes are misaligned with the grids axes (Teunissen 1998 , De Jonge 1996 . To speed up the search process, a Q needs to be "decorrelated". This can be done by using the linear transformation a Z z T = (Teunissen 1998). Equation (1) is now equivalent to:
In order to preserve the nature of a in z, the transformation matrix Z must satisfy two conditions:
C1: Elements of Z must be integers;
Any permutation matrix or triangular integer matrix with 1 ± in its diagonal meets both conditions C1 and C2. The transformation matrix T Z will be chosen so that z Q become near-diagonal and its condition number c become near 1. In general, a diagonal matrix z Q with condition number c=1 is impossible because of the two conditions C1 and C2 above.
There may exist several methods of devising T Z . A group of methods based on Gauss transformation algorithm (Strang 1997 , Teunissen 1998 , Xu 2000 is at hand. To decorrelate the element ( ) ij a Q , T k Z can be constructed as an identity matrix except one nonzero element at row i and column j: 
where D is a diagonal or a "near diagonal" matrix. Processing float-valued T K properly, one can obtain integer-valued transformation matrix T Z satisfying C1 and C2 so that
where z Q is an almost diagonal matrix. The most popular method for factorizing a Q is Cholesky's factorization (De Jonge 1996 , Xu 2000 :
where 
For the factorization of a Q , one can also use GramSchmidt orthogonalization process (Grapharend 2000 , Xu 2000 :
where O is an almost orthogonal matrix, and consequently, z Q is almost diagonal.
Methods based on factorizations are usually faster than methods based on the Gauss transformation. However, due to the fact that they deal with the original matrix a Q indirectly via T K , their results may be relatively worse. Also, some of the methods still experience difficulty with convergence of iteration process (Xu, 2000) .
In this paper, a new method for integer decorrelation of variance-covariance matrix a Q , which is faster than the method based on the Gauss transformation, will be presented. This method deals with the original matrix a Q directly, but unlike the Gauss transformation, it divides a Q into 4 small blocks and decorrelates elements in each block simultaneously. Therefore, the new method will be named as "Block Decorrelation Method" (BDM) hereafter.
Block Decorrelation Method
Consider the following matrix multiplication: ( ) 
Due to the condition C1, k x cannot be a float solution of (11) 
Assume that index k increases monotonically from 1 to (m-1) with a step size 1. By using Equations (10) to (12), the elements of k s and T k s can become close to zero. After the recursive process up to (m-1) step, the (m*m) upper-left block of the last matrix in Equation (10) will have "decorrelated" elements all over the off-diagonal area.
If another form
T h Z of transformation matrix is taken, Equations (10) to (12) will become Equation (13) 
[ ]
Comparing with Equation (10), positions of s and t are exchanged and the role of 11 q is now given to 33 q in Equation (13). If the index h decreases from (n-2) to m with the step size -1, the block 33 q will augment from (1*1) to (n-m-1)*(n-m-1) matrix in the recursive process of Equations (13), (14) and (15). In addition to that, there is another useful block matrix multiplication: 11 12 12 22 11 0 * * 0 Figure 1) , the upper-left block A can be decorrelated using Equations (10) to (12). Equations (16) to (18) can be used to make lower-left T B and upper-right B near zero, and then the lower right block C will be decorrelated by Equations (13) Assume that there are n ambiguities in Equation (1), m=n/2 if n is even, and m=(n+1)/2 if n is odd number. BDM suggests decorrelating a Q within a few numbers of iteration; each consists of the following steps:
Step 1: Permute matrix a Q to obtain a Q so that its first m diagonal elements are minimal and stay in increasing order, i.e.,
This step is necessary to achieve a better decorrelation of block A (Figure 1a) . Assume that the minimal diagonal element of a Q currently stays at row r. To make it the first diagonal element, one can use the permutation:
where ( 1)
Note that Step 2: Apply the decorrelation process to the upper-left block A of a Q using Equations (10), (11) and (12) 
Thus the process of Step 2 is recursive. It produces a partially decorrelated matrix A Q :
Step 3 Step 2 can be used. As a result, AB Q is obtained by:
Step 4: Permute AB Q to yield AB Q so that the diagonal elements of its lower-right block C (Figure 1c ) stays in decreasing order, i.e.,
Analogous to the Step 1, this procedure can be done by the matrix
The upper-left block A remains unchanged in this step.
Step 5: Decorrelate the last block C in AB Q using Equations (13) to (15) with index h decreasing from (n-2) to m. The lower-right block 33 q in Equation (13) 
Combining Equations (20), (22), (23), (24) and (26) yields:
[ ...
The transformation matrix
Z in current i th -iteration is obtained by Equation (27):
Since ,
satisfy conditions C1 and C2, it is readily seen that T i Z satisfies these conditions too.
The procedure described in steps 1 to 5 can be repeated until 
where M denotes the number of iteration. An estimation shows that each iteration without explicit calculation of 
Numerical Example
In this section, BDM is used for decorrelating two sets of ambiguities. Ambiguities of these numerical examples are highly correlated. To quantify the decorrelation of a Q , two kinds of measures are used:
The correlation coefficients;
The condition number c which is the ratio of the largest and the smallest singular value of variance-covariance matrix.
If e denotes the elongation of the ellipsoid in Equation (2) then:
where max R and min R are the largest and smallest axes of the ellipsoid, respectively. The test results show that highly correlated ambiguities are significantly decorrelated: the condition number and the corresponding elongation of the search ellipsoid drastically reduced from 10 5 -10 7 to less than 100, and the average correlation coefficients diminished more than 2 times. In a relatively small number of ambiguities, all three methods give almost identical results, but for a larger number of ambiguities, BDM produces a better result. The MatLab implementation of the algorithm proves that BDM is 70-120% faster than Gauss transformation depending on the original matrix a Q in the cases of 12 ambiguities.
Conclusions
The decorrelation process plays an important role in resolving integer ambiguities of GPS carrier phase measurements. In this paper, a new method for the decorrelation is presented. The method is based on dividing the variance-covariance matrix into 4 small blocks and decorrelating them simultaneously. The decorrelation of each block is processed recursively so that the result of the previous step is not affected by the next step. This algorithm reduces the dimension of the original variance-covariance matrix and therefore increases the speed of the decorrelation process. The proposed algorithm provides comparable or better result than that of the existing algorithm.
