Irregular linear quadratic control (LQ, was called Singular LQ) has been a long-standing problem since 1970s. This paper will show that an irregular LQ control (deterministic) is solvable (for arbitrary initial value) if and only if the LQ cost can be rewritten as a regular one by changing the terminal cost
I. INTRODUCTION
Linear-quadratic (LQ) optimal control has received much attention in recent years due to the widely applications in modern engineering [2] , [4] , [14] . Considering the singularity of the weighting matrix of the control in the cost function, LQ optimal control problem is mainly consisting of regular optimal control and irregular optimal control. Most of the previous works have been focused on regular case. In particular, when the weighting matrix of the control in the cost function is positive-definite, the LQ optimal control naturally belongs to the regular case which has been extensively studied in [3] , [14] , [17] , [21] . When the weighting matrix of the control in the cost function is in more general case of indefinition, [24] studied the stochastic optimal control and obtained the optimal solution where the stochastic Riccati equation is strictly required to be regular, i.e., the results are only applicable to regular LQ problems.
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hszhang@sdu.edu.cn, juanjuanxu@sdu.edu.cn matrix is zero (R = 0) was studied. It was shown that the problem is solvable if the initial value is given like x 2 (0) = C 21 (0)x 1 (0). Otherwise, an impulse control must be applied at the initial time [12] . In other words, the approach of 'Transformation in state space' is only applicable to the case of specified initial value. In [5] , [16] , [34] , the approach of 'higher order maximum principle' was applied to singular LQ control. However, if the higher derivatives vanish, it is impossible to find the singular control with this approach [9] . The third approach is the perturbation approach in [6] , [27] . The optimal solution is obtained by using the limitation of the solution to Riccati equation when the perturbation is approaching to zero.
More recently, with the analytical solution to a forward and backward differential equations (FBDEs), [32] considered the irregular LQ control for deterministic systems with arbitrary initial value, where the irregular controller was designed based on a regular Riccati equation and the controllability of a subsystem.
In this paper we will study the irregular optimal control problem aiming to explore the difference between the regular control and irregular control (see Theorem 1 in the below). It is interesting to show that an irregular LQ control is solvable if and only if LQ cost can be rewritten as a regular one by changing the terminal term of the LQ cost, while the controller can make the changed terminal to be zero. Moreover, we extend the results to stochastic control problem with irregular cost (Theorem 2).
The remainder of the paper is organized as follows. Section II presents the solution for the deterministic optimal control problem with irregular performance. The solution to the stochastic optimal control problem with irregular performance is given in Section III. Some concluding words are given in Section IV. Some proofs of the results are presented in Appendix.
The following notations will be used throughout this paper: R n denotes the family of n dimensional vectors. x ′ means the transpose of x. It is defined that x 2 = x ′ x. A symmetric matrix M > 0 (≥ 0) means strictly positive definite (positive semi-definite). Range(M ) represents the range of the matrix M. M † is called the Moore-Penrose inverse [20] of the matrix
II. DETERMINISTIC OPTIMAL CONTROL WITH IRREGULAR

PERFORMANCE
In this section, we consider the deterministic optimal control with irregular performance where the linear system governed by a differential equation:
where x ∈ R n is the state, u ∈ R m is the control input. The matrices A, B,Ā,B are constant matrices with appropriate dimension. x 0 represents the initial value. The cost function is given by
where Q(t) ≥ 0, R(t) ≥ 0 are symmetric matrices with appropriate dimensions.
Problem 1. For any (t 0 , x 0 ), find a controller u(t) such that (2) is minimized subject to (1) .
Noting that R(t) is semi positive-definite, the problem was usually called singular control [10] , [28] , which remains to be solved due to the difficulty caused by the regularity.
A. What is an irregular LQ control
Singular LQ control contains regular and irregular control, the first case is easily done using the standard control approach, the second case of irregular is much involved as said in the above. To define irregular control problem, we introduce the following Riccati equation associated with system (1) and cost (2)
where the terminal condition is given by P (T ) = H and R † (t) represents the Moore-Penrose inverse of R(t). If Range[B ′ (t)P (t)] ⊆ Range[R(t)], the LQ control problem is standard and called regular. Otherwise if
the LQ control is called irregular and the performance cost (2) is irregular accordingly.
B. Why is it difficult?
The irregularity implies the controller is unsolvable with classical control theory. In fact, the irregularity leads to extremely difficulty to obtain the controller. To show this, we present an example where the system is governed bẏ
and the cost function is given by
The solution to the Riccati equation 0 =Ṗ (t)+ 2P (t)− P 2 (t) with P (T ) = 1 is given by P (t) = The irregularity also leads to fundamental difficulty, that is, completing sum of squares can not be achieved for irregular LQ cost (2) . Actually, for the above optimization problem of minimizing (6) subject to (5) , by taking derivative to x ′ (t)P (t)x(t), it yields that
Then the cost function (6) can be rewritten by taking integration from t 0 to T in the above equation as
From the above cost function and the fact that
, it is seen that the optimal controller can not be obtained by completing sum of squares because the last term in the above is not zero.
Thus the irregularity leads to the invalidity of standard methods for LQ control. In this paper, in order to find a way to solve the irregular control, we will first explore the essential difference of irregular control from regular one in the following Theorem 1.
C. Solution to deterministic optimal control with irregular performance
Firstly, we present the maximum principle for Problem 1 [32] . Lemma 1. If Problem 1 is solvable, then the optimal controller satisfies
where p(t) obeys the following dynamics:
with the terminal value p(T ) = Hx(T ). Conversely, if FBDEs (1), (8) and (7) is solvable, then Problem 1 is also solvable.
Proof. The proof follows from the maximum principle by using the fact that Q(t) ≥ 0, R(t) ≥ 0. So we omit the details.
We next make some denotations for convenience of the derivation of the main result. Let rank(R(t)) = m 0 < m, thus
where Υ T0 (t) ∈ R [m−m0]×m is full row rank. Furthermore denote
and define
where the terminal value P 1 (T ) is to be determined.
We are now in the position to give the main result of this section as follows.
is regular and P 1 (T )x(T ) = 0 is achieved with the controller minimizing (11) .
Proof. "Sufficiency" The aim is to prove if there exists a matrix P 1 (T ) satisfying 0 = B ′ 0 (T )[P (T ) + P 1 (T )] such that (11) is regular and P 1 (T )x(T ) = 0 is achieved, then Problem 1 is solvable. Based on Lemma 1, it is sufficient to show that the FBDEs (1), (8) and (7) is solvable. To this end, we will verify that the following (p(t), x(t)) solves the FBDEs:
where P (t) is defined in (3), P 1 (t) is defined by (10) with
The verification is divided into two steps. The first step is to prove that the Riccati equation P (t) + P 1 (t) is regular. From the regularity of (11), we have the following Riccati equation is regular:
with terminal valueP (T ) = H + P 1 (T ). That is,
In addition, note that P (t) + P 1 (t) satisfies
with the same terminal valueP (T ) = H + P 1 (T ) to (14) . This implies thatP
Thus, it is obtained from (15) that
The second step is to take derivatives on the right of (12). By using (17), (14) and (13), we derive from (12) that
where the last term in the first equality is equal to zero by using (15) . Furthermore, by denoting
In additionally, (13) can be rewritten (12) and (13) solves the FBDEs (1), (8) and (7) . Thus, based on Lemma 1, Problem 1 is solvable. "Necessity" The aim is to verify the regularity of (11) and P 1 (T )x(T ) = 0. In fact, by using Theorem 2 in [32] , the necessary condition for the solvability of Problem 1 is that B ′ 0 (t)[P (t) + P 1 (t)] = 0 and P 1 (T )x(T ) = 0 holds. Thus, the key is to prove (11) is regular, that is, (15) holds whereP (t) satisfies (14) . In fact, by using (17) and the fact that Υ T0 (t) has full row rank, it is obtained from
This implies that (11) is regular. The proof is now completed.
Remark 1. • It is obvious that P 1 (T ) = 0 for the regular (standard) LQ control, while P 1 (T ) = 0 for the irregular LQ control. So an essential difference of irregular LQ from regular one is explored that the irregular controller (if exists) needs to do two things at the same time, one thing is to minimize the cost (11) and the other is to achieve the terminal constraint P 1 (T )x(T ) = 0.
• Though the difference, the LQ control problem (irregular and regular) can be solved in a unified way as in Theorem 1.
To conclude this section, we present the optimal controller of Problem 1.
such that the changed cost (11) is regular, then the optimal controller is given by
where P (t) and P 1 (t) satisfy Riccati equations (3) and (10), and u 1 (t) is chosen such that P 1 (T )x(T ) = 0. The optimal cost is given by
Proof. By solving the regular optimal control problem of minimizing (11) subject to (1), we have the optimal control is given by
where z(t) is chosen such that P 1 (T )x(T ) = 0. Combining with the denotation above (10), we can rewrite the last term in the above equation as
By letting Υ T0 (t)z(t) = u 1 (t), the optimal controller (18) follows. The proof is now completed.
III. STOCHASTIC OPTIMAL CONTROL WITH IRREGULAR
PERFORMANCE
In this section, we will extend the above results to the stochastic optimal control with irregular performance where the linear control system is governed by Itô stochastic differential equation:
where x ∈ R n is the state, u ∈ R m is the control input. w(t) is a standard one-dimension Brownian motion. The filtration F t is generated by {w(t), t ≥ t 0 }, that is, F t = σ{w(s), t 0 ≤ s ≤ t}. The matrices A(t), B(t),Ā(t),B(t) are deterministic matrices with compatible dimensions. The cost function is given by
where Q(t), R(t), H are symmetric matrices with compatible dimensions. The set of the admissible controllers is denoted by
Problem 2. For any (t 0 , x 0 ), find an F t -adapted controller u(t) such that (22) is minimized subject to (21) .
To guarantee the solvability of Problem 2, we make the following assumption:
Under Assumption 1, we have the following maximum principle for Problem 2 [33] .
Lemma 2. If Problem 2 is solvable, then the optimal controller satisfies
where (p(t), q(t)) obey a backward stochastic differential equation (BSDE):
with the terminal value as p(T ) = Hx(T ). Conversely, if FBSDEs (21) , (24) and (23) is solvable, then Problem 2 is also solvable.
Proof. The proof can be found in Lemma 1 in [33] . Parallel to (3), we introduce the generalized Riccati equation:
where
and the terminal condition is given by P (T ) = H.
As has been studied in Section II, we will focus on the stochastic optimal control with irregular performance, that is,
A. Preliminaries on stochastic optimal control with irregular performance
In this subsection, we firstly make some denotations for convenience of use. Without loss of generality, we assume that rank Υ 0 (t) = m 0 < m. Thus rank I−Υ † 0 (t)Υ 0 (t) = m− m 0 > 0. It is not difficult to know that there is an elementary row transformation matrix T 0 (t) such that
where Υ T0 (t) ∈ R (m−m0)×m is full row rank. Furthermore, we make the following denotations:
, G(t) ∈ R m×(m−m0) and define the following Riccati equation:
where the terminal value P 1 (T ) is to be determined. Moreover, we define that
In view of the Riccati equations (21) and (30), we make the following assumptions for the solutions P (t) and P 1 (t) of (21) and (30) .
where L(t) may be B(t),Ā(t), orB(t).
2)
Remark 2. It is noted that the above assumption is not restrictive. In fact, conditions (31) and (32) hold when the Moore-Penrose inverse become inverse. Also, (31) , (32) and (33) hold naturally for deterministic systems.
Based on the assumption, we present the following lemmas which is useful for the derivation of the main result. Lemma 3. Under the assumption (31) , it holds that 1) Commutative law
where L 1 (t), L 2 (t) may be B(t),Ā(t), orB(t).
2) Formula of Moore-Penrose inverse for sum of matrices
Proof. The proof is given in Appendix A. By using Lemma 3, we have a uniform equation for P (t) + P 1 (t) as follows.
Lemma 4. Under the assumption (31)- (32) , it holds that P (t) = P (t) + P 1 (t) satisfies the following Riccati equation:
where P (t) and P 1 (t) are solutions of (25) and (30) respectively, the terminal value is given byP (T ) = H + P 1 (T ) andῩ
Proof. The proof is given in Appendix B.
At the end of this subsection, we give an equivalent solvability condition for Problem 2 by reformulating FBSDEs (21), (24) and (23) with the denotations below (29).
Lemma 5. If Problem 2 has a solution, then the optimal controller satisfies
where u 1 (t) ∈ R m−m0 is an arbitrary vector such that
and (x(t), Θ(t),Θ(t)) obey the following FBSDEs:
with x(0) = x 0 and Θ(T ) = 0. Conversely, if FBSDEs (37), (38) and (36) is solvable, then Problem 2 is also solvable.
Proof. The proof is given in Appendix C.
B. Solution to stochastic optimal control with irregular performance
We are now in the position to present the main result for the stochastic optimal control with irregular performance. Theorem 2. Under Assumption 2, Problem 2 is solvable if there exists a matrix P 1 (T ) such that the following changed cost function
is regular and P 1 (T )x(T ) = 0 is achieved with the controller minimizing (39).
Proof. Based on Lemma 5, Problem 2 is solvable if FBSDEs (37), (38) and (36) is solvable. Thus, it is sufficient to prove that if there exists a matrix P 1 (T ) such that (39) is regular and P 1 (T )x(T ) = 0, then the FBSDEs (37), (38) and (36) is solvable. To this end, the proof is divided into two steps. The first step is to show that the regularity of (39) implies the following condition holds:
The second step is to verify that under the conditions of Assumption 2, (40) and P 1 (T )x(T ) = 0, the following defined (x(t), Θ(t),Θ(t)) solves the FBSDEs (37), (38) and (36):
First of all, we prove that if (39) is regular, then (40) holds. In fact, by using (51) in Appendix B, we have
Together with the denotations below (29) , it is further obtained that
where the last equality follows from the regularity of (39). In view of the fact that Υ T0 (t) has full row rank, we obtain (40) holds.
Next, we prove that (x(t), Θ(t),Θ(t)) defined by (41)-(43) solves the FBSDEs (37), (38) and (36). In fact, by taking Itô's formula to P 1 (t)x(t), we have
where the equation (30) of P 1 (t) has been used in the derivation of the last equality. Combining with (40), the above equation is further formulated as
By taking again (51) in Appendix B, we obtain that
Accordingly, (45) can be reformulated as
In addition, by using (33) and (40), we have
Similarly, we can rewrite (43) as follows:
By making comparison between (48), (46), (47) and (37), (38) and (36), and using the existence of u 1 (t) such that P 1 (T )x(T ) = 0, it follows that (41)-(43) solves the FBSDEs (37), (38) and (36). Based on Lemma 5, Problem 2 is solvable. The proof is now completed.
We now present the optimal controller for the stochastic optimal control with irregular performance.
Corollary 2.
Under the Assumption 2, if there exists a matrix P 1 (T ) such that the cost function (39) is regular and P 1 (T )x(T ) = 0 can be achieved with the controller minimizing (39), then the optimal controller u(t) is given by
where z(t) ∈ R m is an arbitrary vector with compatible dimension such that P 1 (T )x(T ) = 0. The optimal cost is given by
Proof. By solving the regular optimal control problem of minimizing (39) subject to (21) , we have the optimal control (49) directly. The proof is now completed.
IV. CONCLUSIONS
In this paper, we have investigated the essential problem of the irregular LQ control. It was shown that the difference between the irregular LQ control and the standard (regular) one is that the irregular controller needs to do two things at the same time (minimizing the LQ cost and achieving the state terminal condition). As application, we have presented a sufficient condition solution to the irregular LQ control for stochastic systems with multiplicative noise.
APPENDIX
A. Proof of Lemma 3 1) By using (31), we have
2) By using again (31) , it is obtained
The proof is now completed.
B. Proof of Lemma 4
First, we make some algebraic calculations to Riccati equation (30) . Based on Lemma 3, it can be derived that
where L 1 (t), L 2 (t) may be B(t),Ā(t), orB(t). This implies thatĀ
where (32) has been used in the derivation of the last equality. By taking similar procedures to the above equation, it is obtained that
Together with (25) and (30) , it follows that
This is exactly (34) . The proof is now completed.
C. Proof of Lemma 5
The key is to reformulate FBSDEs (21), (24) and (23) as FBSDEs (37), (38) and (36). Without loss of generality, we assume that
where P (t) obeys the Riccati equation (25) . It is obvious that P (T ) = H and Θ(T ) = p(T ) − P (T )x(T ) = 0. We also assume without loss of generality that
whereΘ(t) andΘ(t) are to be determined. Applying Itô's formula to (53) yields
Using (53), we rewrite (24) as dp(t) = − A ′ (t)P (t)x(t) + A ′ (t)Θ(t) +Ā ′ (t)q(t) +Q(t)x(t) dt + q(t)dw(t).
With a comparison of (55) and (56), it follows that q(t) = P (t) Ā (t)x(t) +B(t)u(t) +Θ(t),
0 =Ṗ (t)x(t) + P (t)A(t)x(t) + P (t)B(t)u(t) +Θ(t) + A ′ (t)P (t)x(t) + A ′ (t)Θ(t) +Ā ′ (t)q(t) + Q(t)x(t).
Using (57) 
where Υ 0 (t) and Γ 0 (t) are respectively as in (26) and (27) . Thus, (59) can be equivalently written as u(t) = −Υ † 0 (t) Γ 0 (t)x(t) + B ′ (t)Θ(t) +B ′ (t)Θ(t)
where z(t) is a vector with compatible dimension such that the following equality holds
Denote
where u 1 (t) = Υ T0 (t)z(t) ∈ R m−m0 . Note that Υ T0 (t) ∈ R [m−m0]×m is full row rank, it yields that u 1 (t) can be arbitrary due to the arbitrariness of z(t). Moreover, the optimal controller (35) follows from (60) by using the denotation of G(t). Now we rewrite (61) as (36). First, it is noted that
where (29) has been used in the derivation of the last equality. By using the denotations below (29), (61) can be written as 0 = Υ ′ T0 (t) C 0 (t)x(t) + B ′ 0 (t)Θ(t) +B ′ 0 (t)Θ(t) . (64) Note that Υ ′ T0 (t) is full column rank, (64) is rewritten as (36) directly. By substituting (60) and (57) into (58) and using (25) , it yields that 0 =Ṗ (t)x(t) + P (t)A(t)x(t) +Θ(t) + A ′ (t)P (t)x(t) +A ′ (t)Θ(t) +Ā ′ (t)P (t)Ā(t)x(t) +Ā ′ (t)Θ(t)
+B ′ (t)Θ(t) + Γ ′ 0 (t) I − Υ † 0 (t)Υ 0 (t) z(t)
In view of the fact that [I −Υ † 0 (t)Υ 0 (t)] 2 = I −Υ † 0 (t)Υ 0 (t), it is obtained that
Thus, we have from (65) that
this implies that the dynamic of Θ(t) is as (38) using (54). By substituting (60) into (21) , one has the dynamic (37) of the state.
Based on the above derivations, FBSDEs (21), (24) and (23) has been equivalently rewritten as FBSDEs (37), (38) and (36). Combining with Lemma 2, the result is derived. The proof is now completed.
