In this work we explore the power of the hybrid model of differential privacy (DP) proposed in [Avent et al., 2017] , where some users desire the guarantees of the local model of DP and others are content with receiving the trusted curator model guarantees. In particular, we study the accuracy of mean estimation algorithms for arbitrary distributions in bounded support. We show that a hybrid mechanism which combines the sample mean estimates obtained from the two groups in an optimally weighted convex combination performs a constant factor better for a wide range of sample sizes than natural benchmarks. We analyze how this improvement factor is parameterized by the problem setting and how it varies with sample size.
Introduction
Differential privacy, introduced by [Dwork et al., 2006] , has become the de facto standard of privacy in the computer science literature dealing with machine learning and statistical data analysis. Two traditional models of trust in the literature are: the trusted curator model (TCM) and the local model (LM). In the trusted curator model, the analyst sees the true sample data and is able to calibrate the noise needed to achieve DP to the sensitivity of the query. In the local model, the analyst is only able to access samples through some locally randomizing oracle ensuring DP for each sample before it reaches the analyst. This means that each sample is received with noise calibrated to the sensitivity of the domain. It is well understood theoretically and empirically that accuracy guarantees are far better in the trusted-curator model than in the local model [Kairouz et al., 2014 , Bassily and Smith, 2015 , Duchi et al., 2018 , Bittau et al., 2017 , Fanti et al., 2016 . Another way to phrase this is that when DP is desired in the TCM model, fewer samples are needed than in the LM. On the other hand, when it comes to deployments of DP, both companies and users find the local model of privacy better matched to their goals [Greenberg, June 13, 2016, Madden and Rainie, 2015] . This poses a challenge for companies with a smaller user bases than Apple and Google looking to deploy DPon the one hand, they want to guarantee local DP to their users; on the other hand, if they do, sample complexity results show they won't be able to gain much utility from the data.
Until recently in the DP community, these models were considered mutually exclusively. Recent work of [Avent et al., 2017] observed that it may be natural and beneficial to consider a hybrid model, in which the majority of the users desires privacy in the local model, but a small fraction of users is willing to contribute data with TCM guarantees. Indeed, it is common in industry to have a small group of "power users" or "early adopters" who may be willing to trust the company more than the general user [Merriman, Oct 7, 2014] . The work of [Avent et al., 2017] demonstrates empirically that in the hybrid model one can develop algorithms that take advantage of the early adopter data in order to improve the overall accuracy of the statistics learned for the task of local search. However, their results leave open the question as to how much improvement can be gained compared with the LM, and the dependence of it on the sample size and opt-in percentage into TCM.
These are exactly the questions we aim to address in this work. In particular, we study the problem of mean estimation for arbitrary distributions in bounded support, where the support and the variance of the distribution are known to the analyst. We consider a hybrid mechanism that calculates a DP estimate of the mean of the opt-in samples (i.e., those who trust the analyst) and calculates the mean of the locally randomized samples and then outputs a convex combination of the two. We compare the performance of this hybrid mechanism with two natural benchmarks: an estimate of the mean obtained by ensuring local DP for all samples and an estimate obtained only from the opt-in samples. We characterize the outputs of these mechanisms as random variables and analyze their performance in terms of mean squared error.
We find that the hybrid mechanism outperforms the benchmarks and provide the precise characterization by how much and the dependence of the improvement on the opt-in percentage and sample size. Although the improvement factor is bounded roughly by 2, which may not seem like much, it is an encouraging finding for two reasons: first, constants matter in practical deployments of DP; and second, both the problem of mean estimation we consider and the hybrid mechanism we use are very simple. For more complex problems, where the separation in sample complexity with what's achievable in the LM and TCM is larger, and using more sophisticated hybrid mechanisms, the improvements may be significantly better.
In Section 2 we introduce the formal notation for exploring the problem. We present analytical results describing the improvement factor and empirical results showing the performance of the hybrid mechanism against the two benchmarks in Section 3. We conclude with a discussion of future work. Appendix A presents the necessary mathematical background for our analysis. Appendix B details the technical reasons for choosing mean squared error as the accuracy metric.
Models and Notation
Each of the n individuals i ∈ [n] has data x i ∈ [0, m] drawn from distribution D 2 with variance σ 2 . It is important to note in this work the bounds for the support, [0, m] as stated above, as well as the variance of the distribution σ 2 are known to the analyst. 3 The analyst only sees the original data of the n 0 = cn individuals who opt-in to the trusted curator model of DP. The rest of the n 1 = (1 − c)n individuals prefer the local model of DP, where each individual randomizes their own data to satisfy -DP and only then submits the sample to the analyst. Note that c is the opt-in rate, and naturally must be bounded such that c ∈ [0, 1]. Further, we expect c to be small. The analyst would like to estimate the sample mean of the n individuals such that each individual's trust preference is satisfied and -DP is ensured. We use θ = 1 n i∈ [n] x i to represent the true sample mean of all n individuals. θ will represent the analyst's -DP estimate of the sample mean.
As discussed in the introduction, there are two natural benchmarks to compare with: 1. The model in which we provide all n individuals with the stronger notion of local DP, and therefore the mechanism, which we will denote by FullLM and using the symbolθ FullLM , calculates the mean of the samples submitted to it after undergoing randomization necessary for ensuring local DP. [Duchi et al., 2018] and [Ding et al., 2017] show that the Laplace mechanism is optimal for the problem of one-dimensional mean estimation in the local model, so wlog, we assume the samples are submitted after addition of properly calibrated Laplace noise [Dwork et al., 2006] . 2. The model in which we ignore the data submitted in the local model, and rely only on the n 0 opt-in samples to calculate the DP mean, a mechanism which we will denote by OnlyTCM. We use θ 0 = 1 n0 i∈{1,...,n0} x i to represent the true sample mean of the n 0 opt-in samples andθ OnlyTCM =θ 0 for the -DP estimate of θ 0 that satisfies TCM differential privacy, which we will also compute using the properly calibrated Laplace noise [Dwork et al., 2006] .
We explore how much we can improve the accuracy of our estimate by using a hybrid mechanism, which we call Hybrid. This mechanism calculates two subsample means while preserving exactly the privacy preferences of each subsample, and outputs the convex combination of the two. Specifically, let θ 1 = 1 n1 i∈{n0+1,...,n} x i represent the true sample mean of the n 1 individuals who prefer LM differential privacy andθ 1 be the -DP estimate of θ 1 in the LM. Hybrid returns an estimateθ Hybrid = wθ 0 + (1 − w)θ 1 , using some weight w, s.t., 0 < w < 1. We will say that the Hybrid mechanism has optimal weighing and denote this weight by w * , if the weight minimizes the mean squared error of the estimate. We will derive w * in Lemma 3.3.
Performance of Hybrid Mechanism
We now study the accuracy improvement the Hybrid mechanism provides over the benchmarks, OnlyTCM and FullLM. We study the accuracy of these mechanisms by modeling their errors as random variables and studying their expectations, in particular, their second moments about the origin. The derivations of second moments for the Laplace distribution, Normal distribution, and the Normal-Laplace distribution [Reed, 2006] , which are needed to compute the squared errors, can be found in Appendix A. Lemma 3.1 (Expected squared error of FullLM). FullLM has expected squared error 
. Then, we compute second moment of Z about the origin as follows,
n 2 . Lemma 3.2 (Expected squared error of OnlyTCM). OnlyTCM has expected squared error
Proof. OnlyTCM returns the estimateθ OnlyTCM =θ 0 . Then we would like to study the following decomposition of the errorθ OnlyTCM − θ =θ 0
The first term is a Laplace random variableθ
The second term is the difference of two sample means, so by the CLT and the difference of Normally distributed random variables (1 − c)(θ 0 − θ 1 ) ∼ N or 0,
Therefore, our error follows a Normal-Laplace distributionθ OnlyTCM − θ ∼ N L 0,
. Thus, the conclusion follows from Lemma A.4.
Lemma 3.3 (Expected squared error of Hybrid). Hybrid has expected squared error
2 ) c 2 nσ 2 +2m 2 (c(cn−1)+1) .
Proof. We prove that w * is an optimal weighing for the convex combination of the two mean estimates, i.e., that it minimizes the mean squared error of the estimate, at the end of this proof.
For now, we study the distribution of the following decomposition of the errorθ Hybrid 
Each of the terms in the above equation follows a familiar distribution. In particular, the first term is simply a weight times the Laplace noise we add to the sample mean of the opt-in data. So, by Lemma A.5, w(θ 0 − θ 0 ) ∼ Lap wm cn .
The second term is a weight times the sum of the Laplace noise that is added at each local randomization. Thus, by the CLT, (1 − w)(θ 1 − θ 1 ) ∼ N or 0,
The third term is the difference of two sample means, therefore, by the CLT and the difference of two Normally distributed random variables, (w − c)(
Putting these together, we see that our error is distributed according to the following instantiation of the Normal-Laplace distributionθ Hybrid − θ ∼ N L 0,
. The statement of the Lemma now follows from Lemma A.4. Now it is easy to see by taking the derivative that w
We can now compute the improvement afforded by the Hybrid mechanism using the optimal weighting as compared to the best of the two benchmarks. . Then,
The proof follows from algebraic manipulation of results of Lemmas 3.1, 3.2, 3.3.
Theorem 3.4 is difficult to interpret as it makes clear that the improvement that can be achieved by using the Hybrid approach depends on all parameters of the model: the number of samples, the opt-in rate, the distribution, the data universe, and the desired privacy parameter.
Let us first compute when E FullLM ≥ E OnlyTCM . Let c critical = 2 σ 2 2 σ 2 +2m 2 and let n critical = 2m 2 c 2 2 σ 2 +2c 2 m 2 −c 2 σ 2 . By means of algebraic manipulation, it is easy to see that if c > c critical and n ≥ n critical , then E FullLM ≥ E OnlyTCM . In other words, as intuitively expected given the sample complexity results, when the opt-in rate is sufficiently large and the number of samples is sufficiently large, the DP mean estimate obtained from the opt-in samples will be more accurate than if all data was received using the LM. In this case, the improvement offered by using the Hybrid model is at most R max = 2(2−c)m
2 2 σ 2 +2m 2 −1 ≈ 2. The more interesting case, given that the motivation for the hybrid model comes from the desire to deploy DP by companies with smaller number of users, is when n ≤ n critical . In that case, E FullLM < E OnlyTCM , and the factor of improvement is R = 2m 2 (c 2 n−c+1)+c 2 nσ 2 2m 2 +c 2 σ 2 (−cn+n+1) . It is easy to check algebraically that this expression is maximized at n = n critical and is equal to R max .
Corollary. The maximum value of R is achieved at n critical and is equal to R max = 2(2−c)m 2 (c−1) 2 σ 2 +2m 2 .
Figures 1 and 2 illustrate the relative performance of the mechanisms and the multiplicative improvement achieved by Hybrid for a particular choice of , m, c, σ 2 , and a range of n.
Conclusions and Future Directions
We showed that the hybrid model holds some promise for enabling wider adoption of DP by analyzing the performance of a simple hybrid mechanism for the task of mean estimation and demonstrating that in scenarios with small sample sizes it gives a lower error compared to alternatives. Although for the problem of mean estimation the improvement is only a constant factor, we believe that there is additional promise in considering more sophisticated hybrid mechanisms for more complex problems. We conjecture that a hybrid mechanism that uses the opt-in samples to inform the local randomization (as done by [Avent et al., 2017] ) can significant increase utility. The conjecture stems from our analogy to the power of interactivity, where separation results between the class of problems that can be solved in the non-interactive LM and those that can be solved in the interactive LM are known [Kasiviswanathan et al., 2011] . Thus, a natural extension to our work is to show separation for hybrid DP and local DP.
Proof. Let FX be the cumulative distribution function (cdf) of X and fX be the probability density function (pdf) of X. Let FY and fY be the same for Y . Then, by definition we have FY (y) = P r[Y ≤ y] = P r[X ≤ y/w] = FX (y/w).
Evaluating the cdf of the Laplace distribution at y/w, we get FX (y/w) = 
B Sample Complexity Results
Let α be the accuracy parameter and β be the confidence parameter. The following table describes the sample complexities of algorithms for mean estimation in the local model and the trusted curator model. Here the sample complexity of a mechanism is the number of samples sufficient to upper bound its absolute error by α with probability at least 1 − β. 
Laplace
The sample complexity derivation for the local model uses the concentration of the sum of i.i.d. Laplace random variables given in [Chan et al., 2011] . The sample complexity derivation for the trusted curator model comes from the accuracy statement of the Laplace mechanism in [Dwork et al., 2006] .
In addition to comparing the performance of hybrid mechanism with alternatives using mean squared errors, we also explored the idea of comparing them in terms of sample complexity. This proved difficult and uninformative for several reasons. First, we found that the bound on the concentration of the sum of Laplace random variables in [Chan et al., 2011] is nice to work with analytically, but is far from tight. In addition, the inherent lack of strength of the union bound limits what we can say about errors with several terms in their algebraic expressions.
Another measure of performance we considered was absolute error. The trouble with this approach came from the difficulty in integrating one-sided probability density functions that arose from the convolution of several random variables, whether it was several Laplace random variables or a Laplace random variable and a Normal random variable. In comparison, the mean squared error was both comparatively straight-forward to calculate and gave us a precise characterization of the performance.
