Let D be a division ring, and let D m×n be the set of m × n matrices over D. 
Introduction
Throughout this paper, we assume that D, D ′ are division rings, D * = D \ {0}, and m, n, m ′ , n ′ are positive integers. Denote by F q the finite field with q elements where q is a power of a prime. Let |X| be the cardinality of a set X. Let D n [resp. n D] denote the left [resp. right] vector space over D whose elements are n-dimensional row [resp. column] vectors over D. On the basic properties of matrices over a division ring, one may see literatures [18, 25] .
Let D m×n and D m×n r denote the sets of m×n matrices and m×n matrices of rank r over D, respectively. Denote the set of n × n invertible matrices over D by GL n (D). Let I r (I for short) be the r × r identity matrix, 0 m,n the m × n zero matrix (0 for short) and 0 n = 0 n,n . Let 
In this paper, all graphs are undirected graphs without loops or multiple edges. Let Γ(D m×n ) be the graph whose vertex set is D m×n and two vertices A, B ∈ D m×n are adjacent if ad(A, B) = 1. The Γ(D m×n ) is called the graph on m × n matrices over D. By (1) , Γ(D m×n ) is a connected graph. Recall that every A ∈ D m×n can be written as A = Pdiag(I r , 0)Q, where P, Q are invertible matrices over D. It is easy to prove that Γ(D m×n ) is a distance transitive graph [6] . When D = F q is a finite field, Γ(F m×n q ) is also called a bilinear forms graph [2] . 
In the geometry of matrices [25] , all bijective maps of the form X → PXQ + A where P, Q are invertible matrices over D and A ∈ D m×n , form a transformation group on the space D m×n . The fundamental problem in the geometry of matrices is to characterize the transformation group by as few geometric invariants as possible. In 1951, Hua [9, 10] showed that the invariant "adjacency" is almost sufficient to characterize the transformation group, and proved the fundamental theorem of the geometry of rectangular matrices over division rings. Hua's theorem also characterized the graph isomorphisms on rectangular matrices, and his work was continued by many scholars (cf. [3] , [4] , [11] - [17] , [20] - [27] ). Thus, the basic problem of the geometry of matrices is also to study graph isomorphisms and graph homomorphisms on matrices.
In the algebraic graph theory, the study of graph homomorphism is an important subject (cf. [6, 7, 8, 19] ). Thus, it is of significance to determine graph homomorphisms on matrices. However, graph homomorphisms from Γ(D m×n ) to Γ(D ′m ′ ×n ′ ) still remain to be further solved. Recently, literature [14] proved that every graph endomorphism of Γ(F m×n q ) is either an automorphism or a colouring.Šemrl [23] characterized the graph homomorphism φ : D n×n → D p×q which satisfies the condition that φ(0) = 0 and there exists A 0 ∈ D n×n such that rank(φ(A 0 )) = n (where p, q ≥ n ≥ 3 and |D| ≥ 4). Huang andŠemrl [15] further solved the remaining case by describing the graph homomorphism φ : D 2×2 → D p×q . When D is an EAS division ring, Pazzis andŠemrl [22] showed that every graph homomorphism φ : D n×m → D p×q is either "standard" or "degenerate". These interesting work encourage us to further characterize the graph homomorphisms from D m×n to D ′m ′ ×n ′ .
In this paper, by the weighted semi-affine map and algebraic method, we will characterize the nondegenerate graph homomorphisms from D m×n to D ′m ′ ×n ′ under some weaker conditions.
A nonempty subset S of D m×n is called an adjacent set if every pair of distinct points of S are adjacent. An adjacent set in D m×n is a maximal adjacent set (maximal set for short), if there is no adjacent set in D m×n which properly contains it as a subset. In the graph theory, a maximal set is also called a maximal clique [2, 6] . In D m×n , every adjacent set can be extended to a maximal set, and there are exactly two types of maximal sets.
We say that 
and there are two maximal sets M and N of different types in D This paper is organized as follows. In Section 2, we statement our main result and some examples on the graph homomorphism. We also give a sufficient and necessary condition on existence of the graph homomorphism. In Section 3, we will discuss maximal sets on D m×n and weighted semi-affine maps. In Section 4, we will discuss Grassmann spaces and related lemmas. In Section 5, we will prove our main result.
Statement of Main Result and Examples
Dimension is a basic concept of geometry. We define the dimension of an adjacent set as follows.
Let S be an adjacent set in D m×n with 0 ∈ S and |S| ≥ 2. Then there exists a maximal set M containing S. By Lemma 1.1, M = PM 1 or M = N 1 Q, where P and Q are invertible matrices. Hence
by dim(S), is the number of matrices in a maximal left [resp. right] linear independent subset of P −1 S [resp. SQ −1 ]. The dim(S) is uniquely determined by S and dim(S) ≤ max{m, n}. Moreover, dim(S) = dim(P 1 SQ 1 ), where
A division ring D is said to be an EAS division ring if every nonzero endomorphism of D is automatically surjective. The following division rings are EAS division rings: the field of real numbers, the field of rational numbers and the finite fields. Now, we statement our main result as follows. 
or there exist matrices
In particular, if τ [resp. σ] is surjective, then L = 0 and τ is a ring isomorphism [resp. σ is a ring anti-isomorphism]. In (4) or (5), some zero elements of right matrix may be absent.
Corollary 2.2 (cf. [22, 23] ) Let D be an EAS division ring with |D| ≥ 4, and let m, n, m
′ is a non-degenerate graph homomorphism with ϕ(0) = 0.
Then either there exist matrices P ∈ GL m ′ (D) and Q ∈ GL n ′ (D), and a ring automorphism τ of D, such that m ′ ≥ m, n ′ ≥ n and
or there exist matrices P ∈ GL m ′ (D) and Q ∈ GL n ′ (D), and a ring anti-automorphism σ of D, such that m ′ ≥ n, n ′ ≥ m and
We give the following examples on graph homomorphisms. 
The map ϕ is an additive map and a graph homomorphism. Since ϕ 
Then the map θ : For a finite graph G, recall that a maximum clique of G is a clique (i.e. adjacent subset) of G which has maximum cardinality. For convenience, we think that a maximum (maximal) clique and its vertex set are equal. The clique number of G, denoted by ω(G), is the number of vertices in a maximum clique of G. Let K r be the complete graph on r vertices. Recall that an r-colouring of G is a homomorphism from G to K r . The chromatic number χ(G) of G is the least value k for which G can be k-coloured (cf.
[6]- [8] ).
The following is a necessary and sufficient condition on existence of graph homomorphism. Proof.
Without loss of generality, we assume that n = max{m, n}
and A ∈ D 
(
ii) if both M and N are of type one [resp. type two], then there exists an invertible matrix P
Proof. (i). By Lemma 1.1, it is easy to see that (i) holds.
(ii). Let M and N be of type one with M ∩ N ∅. By Corollary 3.3, M ∩ N = {A}. By Lemma 1.1, there are 
Proof. (a)
. Let M be a maximal set of type one [resp. type two] containing 0 in D m×n , and let
. Without loss of generality we assume that both M and M ′ are of type one. Let V be a left vector space over D, and let V ′ be a left [resp. right] vector space over 
, where h is a semi-affine map from V to V ′ and k is a semi-affine map from V to D ′ , such that k(x) 0 for all x ∈ V and
Note that in (k, h) [resp. (h, k)], semi-affine maps h and k have the same ring homomorphism [resp. ring anti-homomorphism] from D to D ′ associated to h and k.
For two right vector spaces over division rings, or a right vector space and a left vector space over division rings, we can define similarly the weighted semi-affine map between two vector spaces. Every weighted semi-affine map is an affine morphism (see [5, Proposition 12.5.7] ).
Lemma 3.10 Let D, D
′ be division rings, and let m, n ≥ 2 be integers. Then:
where τ is a ring homomorphism from
where σ is a ring anti-homomorphism from
Let τ : D → D ′ be the ring homomorphism associated to the semi-affine map (k, h).
For the case of V = n D and
′m×n is fixed, and k
(b). The proof is similar. ✷ We have the following fundamental theorem of the affine geometry on vector spaces. Similarly, when ϕ(M) ⊆ N ′ where N ′ is a maximal set of type two containing 0, or M is a maximal set of type two containing 0, we can define similarly the weighted semi-affine map (or non-degenerate affine morphism) for the restriction map ϕ | M . 
and the restriction map ϕ | PM 1 :
1 is a weighted semi-affine map. By Lemma 3.10, ϕ | PM 1 is of the form
where τ : D → D ′ is a nonzero ring homomorphism, T ∈ D 
Grassmann Spaces and Related Lemmas
In this section, we introduce Grassmann spaces (cf. [25, 13, 12] ).
Let n ≥ 3 be an integer, and let
] is called an r-dimensional projective flat (r-flat for short), and the matrix
is called a matrix representation of the r-flat W. For simpleness, the matrix representation of an r-flat W is also denoted by W. 
In the Grassmann space G Suppose that m, n ≥ 2 are integers and k, r are integers with 1 ≤ r ≤ k ≤ max{m, n}. We define the following mathematical symbols.
• Let M k,r (D m×n ) denote the set of all matrices X ∈ D m×n r having exactly k nonzero rows. Write • Let N k,r (D m×n ) denote the set of all matrices X ∈ D m×n r having exactly k nonzero columns. Write In order to prove our main result, we need the following lemmas (cf. [23] ). (12) we have
For any
We prove this lemma only for the case of 2 ≤ k < m; the case of k = m is similar. From now on we assume that 2 ≤ k < m.
where X 11 ∈ E s×k s . Without loss of generality, we assume
where
For any Z, W ∈ E (k−1)×1 , let
. . , w k ). Then we have (14) we obtain that
Step 2. In this step, we first show that X 11 C Z 0 and X 11 C ′ W 0 for all Z, W ∈ E (k−1)×1 by contradiction. Suppose that X 11 C Z = 0. Then, by X 11 0 we get
Note that Y ∼ 0 because (15) . Taking distinct w k , by (15) and Lemma 3.1, it is easy to see that Y 2 = 0, and hence rank(
Next, we will prove that Y 2 = 0 and X is invertible.
Clearly, there are distinct Z i and
. Applying (15) and Lemma 3.1, it is easy to see that
is invertible.
Finally, we complete our proof. Without loss of generality, we may assume X 11 = I k . Thus, (15) and
When k ≥ 3, (16) Proof. Step 1. Using the same argument as in the proof of Lemma 4.1, we may assume with no loss of generality that
where A 2 ∈ E (k−r)×r has no zero row.
We prove this lemma only for the case of 2 ≤ k < m; the case of k = m is similar. From now on we assume that 2 ≤ k < m. Let X = (X 1 , X 2 ), where
where X 11 ∈ D s×r and X 12 ∈ D s×(k−r) . Without loss of generality, we assume that P 1 = I m . Then
Since A 2 = (a i j ) has no zero row, we may assume with no loss of generality that a 11 0. Then (a 11 , . . . , a 1r )(I r −λE
0 for any λ ∈ E with λ 1. It follows that A 2 (I r −λE
0 for any λ ∈ E with λ 1. Thus, for any λ ∈ E with λ 1, we have
and E λ ∼ A. By (17), we get
For any λ ∈ E, let
Then C λ ∼ A. Hence (17) implies that
Step 2. In this step, we first show X 12 0 by contradiction. Suppose X 12 = 0. Then s ≤ r and (18) . By (19) we have 
From (18) we get Y ∼ diag(I r , 0). Thus, using Lemma 3.1 and (21), we can prove that
we get k ≤ r, a contradiction to the condition k > r. Therefore, we have proved X 12 0.
Next, we affirm that Y 2 = 0 and X is invertible. Clearly, there are two distinct
By (18), we obtain
On the other hand, we have X 11 λE r×r 11 0 for any λ ∈ E * , or X 12 λE (k−r)×r 11 0 for any λ ∈ E * . Otherwise, the first column of X 11 and the first column of X 12 are zeros, thus m − 1 ≤ rank(X) ≤ m − 2, a contradiction. By (19) and (20), we may assume with no loss of generality that X 11 λE r×r 11 0 for any
. From (19) we get
for any λ ∈ E * with λ 1. Since X 11 + X 12 A 2 X 11 (I r − λE r×r 11 ) + X 12 A 2 for any λ ∈ E * with λ 1, . By Lemma
3.1, we get
, for any λ ∈ E with λ 1.
It follows that
. From (20) we obtain that
for any λ ∈ E, and hence W 1 = 0. Then, we have proved Y = A = XA. ✷ Similarly, we can prove the following lemmas (cf. [23] ). 
Proofs of Theorem 2.1 and Corollary 2.2
In this section, we will prove Theorem 2.1 and Corollary 2.2.
Lemma 5.1 Suppose D, D ′ are division rings and there exists a nonzero ring homomorphism
Proof. We have
Let (23) implies that (22) holds. ✷ Similarly, we have the following lemma. 
Lemma 5.2 Suppose that D, D ′ are division rings and there exists a nonzero ring anti-homomorphism
In particular, if τ is surjective, then L = 0 and τ is a ring isomorphism.
Proof. We prove this result only for the case m ≤ n. When m > n, by the symmetry of rows and columns of a matrix, we can prove similarly
′n×m with the property that I n + LX τ ∈ GL n (D ′ ) for every X ∈ D m×n . By Lemma 5.1 , we have (24) . From now on we assume that m ≤ n.
Step 1. For 1 ≤ i ≤ m, by the conditions and Lemma 3.13, the restriction map θ
is an injective weighted semi-affine map. By Lemma 3.10, we have
where 
Thus, it is easy to see that Q i = (T i , 0), where
Replacing θ by the map X → θ(X)diag(T −1
Thus, there exists a nonzero c i ∈ D ′ such that c i x
Thus, we may assume with no loss of of generality that T i = I n in (27) 
Note that (
where all a ji , i = 1, . . . , m, j = 1, . . . , n, are fixed.
Step 2. In this step, we prove that
Write α = {1, 2}. We prove (31) only for the case M 
It follows that (k 1 (α λ ))
is an injective map, ρ is injective. There are two distinct λ 1 , λ 2 ∈ D such that α 1 +λ 1 α 2 and α 1 + λ 2 α 2 are left linearly independent over D. Clearly, (k 1 (α λ 1 )) . Let
Note that Combining Case 2.1 with Case 2.2, we obtain (31).
Step 3. In this step, we prove that θ is of the form
where L ∈ D ′n×m is fixed with the property that
Thus (29) can be written as
Put
We will prove that L = D m×n and θ(X) = ψ(X) for all X ∈ D m×n .
. Then E is a division subring of D ′ with |E| ≥ 4, and the τ is a ring isomorphism from D to E. Moreover, we have τ(
By the induction hypothesis, we get B ∈ L and
There are two matrices
. By Example 2.5, rank(θ(B 1 ) − θ(B 2 )) ≥ 2, and hence
It follows from Lemma 3.1 that A 4 = 0 and either A 2 = 0 or A 3 = 0. Applying (34), it is easy to see that A 2 = 0 and A 3 = 0. Thus
, and hence 
