Abstract-Vector quantization (VQ) is an efficient data compression technique for low bit rate applications. However, the major disadvantage of VQ is that its encoding complexity increases dramatically with bit rate and vector dimension. Even though one can use a modified VQ, such as the tree-structured VQ, to reduce the encoding complexity, it is practically infeasible to implement such a VQ at a high bit rate or for large vector dimensions because of the huge memory requirement for its codebook and for the very large training sequence requirement. To overcome this difficulty, a structurally constrained VQ called the sample-adaptive product quantizer (SAPQ) has recently been proposed. In this paper, we extensively study the SAPQ that is based on scalar quantizers in order to exploit the simplicity of scalar quantization. Through an asymptotic distortion result, we discuss the achievable performance and the relationship between distortion and encoding complexity. We illustrate that even when SAPQ is based on scalar quantizers, it can provide VQ-level performance. We also provide numerical results that show a 2-3 dB improvement over the Lloyd-Max quantizers for data rates above 4 b/point. Index Terms-Lattice vector quantizer, product quantizer, sample-adaptive product quantizer (SAPQ), vector quantizer.
I. INTRODUCTION
V ECTOR quantization (VQ) is an efficient technique for data compression systems with low bit rate applications and for speech recognition/speaker identification systems [17] , [42] . By employing VQ, we can achieve high compression gains, especially for image and speech/audio data. Image and speech/audio data are highly correlated and cannot be decorrelated using conventional linear transforms, such as the discrete cosine transform. Depending on the input sources, using a combination of a scalar quantizer and an entropy coder, it is possible to obtain performance up to 1.53 dB worse than the theoretical bound in an asymptotic sense for large codebooks. However, using VQ, one can further improve this performance and come closer to achieving the theoretical lower bound [49] .
It is VQ's ability to improve on scalar quantization that has lead to the development of several data coders, especially in the speech/audio coding areas. The prevailing coding algorithms are Manuscript received January 27, 1999; revised April 19, 2000 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Alle-Jan van der Veen.
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based on vector excitation coding, where an adaptive VQ is employed [18] , [45] . From the filterbank analysis or the linear predictive coding analysis, the characteristics of speech signals are represented by a series of spectral vectors. Hence, VQ is very efficient in reducing or representing the spectral data. Because of this efficiency, in addition to VQ's applicability in speech data compression, most speech recognition/speaker identification systems also employ VQ to compare spectral similarity between a pair of vectors [14] , [20] , [48] , [52] . Different clustering techniques are also employed in learning the speech recognition/speaker identification systems [24] , [44] . The major problem with VQ is its encoding complexity and storage required for the codebook, which increase dramatically with the vector dimension and bit rate. This is especially problematic in quantizing given spectral vectors to yield a low quantization error. Hence, applying VQ to this low-quantization-error application has the requirement of large storage and high encoding complexity. In order to circumvent this problem, various modified VQ techniques have been proposed [17] , e.g., tree-structured VQ (TSVQ) [33] , classified VQ, and lattice VQ [8] . However, since such schemes are still based on a VQ structure, and hence, the application areas of these schemes are relatively limited. More recently, the trellis-coded quantization (TCQ) schemes [38] , [49] have gained popularity for their ability to provide high performance for lower complexity (than traditional VQ schemes). Unfortunately, since TCQ requires special techniques such as the trellis encoder and the Viterbi decoder, implementing the TCQ-based coding scheme is still quite complex.
Recently, we have proposed a feedforward adaptive quantizer called the sample-adaptive product quantizer (SAPQ) in order to reduce both the encoding complexity and memory requirements [29] . The SAPQ in [29] is based on -dimensional VQs for random vectors, where and are integers. This SAPQ is a structurally constrained, -dimensional VQ. In SAPQ, a product quantizer (PQ) [17, p. 430 ] is selected from a set of candidate PQs. (A block diagram of SAPQ is shown in Fig. 1 , where the best quantizer is selected for an input that has a block length of .) In [29] , we also suggested several performance bounds and provided extensive comparisons.
In this paper, however, we will study a special type of SAPQ that accepts random variables as inputs based on scalar quantizers (SQs). Through an asymptotic analytical result on the SQ-based SAPQ, we will describe the achievable gain of SAPQ and discuss the relationship between the distortion and encoding complexity in an asymptotic sense. By introducing several examples, we will show different SAPQ design methods for lattice VQs and nonuniform SAPQs. We will illustrate that even when SAPQ is based on SQs, we can obtain VQ-level performance. Further, for high bit rates (greater than 1 b/point), we will obtain high gains while maintaining the low encoding complexity of SQ. This is an important achievement since, as mentioned before, obtaining VQ-level performance for high bit rates is usually quite difficult due to the high encoding complexity and huge codebook requirements. (Note that SAPQ can be extended to the low bit rate cases as well by employing -dimensional VQs instead of SQs [29] .) Further, we will show that SAPQ needs a relatively small training sequence (TS) compared with traditional VQs.
The quantization procedure of SAPQ seems similar to that of the adaptive coding scheme in [19, p. 371] and universal source coding scheme in [11] , [12] , [13] in some ways. However, it is important to note that SAPQ is very different from the traditional adaptive coding and universal source coding schemes. The adaptive coding scheme produces increased gains by replacing the quantizer, depending on the varying statistical characteristics of a nonstationary source [40] , [43] . The universal source coding scheme treats the problems of source coder design for applications where the source statistics are unknown a priori [7] , [51] , [53] . Since the main purpose of the proposed SAPQ is reducing the encoding complexity of VQ, we can in fact apply SAPQ to problems in the adaptive coding and universal source coding schemes by simply substituting their quantizer portions with SAPQ. Note that the problem statement in this paper is quite similar to that of the scalar-vector quantizer (SVQ), which has been proposed by Laroia and Farvardin [31] , [32] . However, SAPQ can also implement large codebooks (or high bit rates) and achieve even better results than SVQ [15] . Further, SAPQ has a better channel noise characteristics than the SVQ case [30] . Another appealing quality of SAPQ is that the main idea is quite intuitive and simple, compared with TCQ or SVQ. In a coding scheme that does not employ the entropy coder for the quantizer output, the SAPQ quantizer can provide a 2-3 dB improvement over the Lloyd-Max quantizers [35] , [39] . This paper is organized as follows. In Section II, we mathematically define the SQ-based SAPQ and analyze the asymptotic performance of the SAPQ in Section III. In Section IV, we introduce several design examples and simulation results with discussions. We then conclude the paper in the last section.
II. SAMPLE-ADAPTIVE PRODUCT QUANTIZER
In this section, we briefly review SAPQ, focus on the case when it is described in terms of scalar quantizers, and lay the foundation for the asymptotic analysis conducted in Section III.
We consider a sequence of random variables taking values in as the discrete-time source to be quantized. Here, is the block length. Suppose that for Let denote the class of sets that take points from , and let the sets in be called " -level codebooks," where each such codebook has codewords. The quantization of is the mapping of a sequence of observations of to a sequence of points of according to a mapping called the quantizer. The average distortion achieved when a random variable is quantized by a codebook is given by . In this quantization scheme, if fixed length binary codes areused to represent thequantizer outputs,the bit rate (defined as bits per source point in ) required is . Note that since and , the quantizer is a scalar quantizer. Let an observation of be denoted by . Suppose that the codebooks are for , where are positive integers. If we quantize this observation by applying scalar quantizers using codebooks to each independently, the overall average distortion is given by (1) We call this quantization scheme the product VQ, or PQ, since the quantizer is a mapping from to the Cartesian product set . The bit rate of the PQ is . If the random variables are independent (or uncorrelated), then this independence appears to motivate quantizing each random variable independently, as shown in (1). However, even if the input is independent, independently quantizing each of the random variables of is just one of the many possible coding schemes and could be improved upon by appealing to the block source coding theorem [49] . If is a subset of with , where is a positive integer, then the average distortion yielded by using a vector quantizer for is (2) where , and the bit rate for SAPQ is . Now, we introduce a feedforward adaptive quantization scheme, which is based on a new concept of adaptation to each observation of . Let denote the th codebook for each , where , and is a non-negative integer. The sample adaptive scheme quantizes each observation using the codebooks to form the candidates of distances for (3) and choose the smallest distance. Hence, the average distortion of SAPQ is given by
Here, we suppose that , for , where . We call this quantization scheme, the sample-adaptive product quantizer, since the quantization scheme is selecting a PQ from a set of candidate PQs. For each sample, SAPQ produces the bit streams for a codebook index and the quantized element indices, in the form of a feed-forward adaptive coding scheme [17, p. 602] . This makes it possible to replace different codebooks for each sample of . Therefore, the total bit rate is given by , where are the additional bits (side information) required in our scheme to indicate which codebook is employed. Note that throughout this paper, we will suppose that and can be nonintegers for the quantizer performance comparisons. Although our discussion in this paper will focus on random variables, we can also consider -dimensional random vectors as the input to the SAPQ. This generalization of SAPQ is described in [29] . As discussed in [29] , the SAPQ in (4) is a structurally constrained VQ in dimensions. Hence, the average distortion of SAPQ is between those of the scalar quantizer (or PQ) and full search VQ. However, SAPQ can asymptotically achieve the full search VQ distortion.
III. PERFORMANCE OF SAPQ
In this section, through asymptotic analysis, we will formally study the performance of SAPQ.
A. Asymptotic Analysis
To simplify the notation, let denote an -dimensional random vector. We assume an absolutely continuous distribution function for . Now, consider root lattices [21] . Let the points of an -dimensional lattice be denoted by , where . The closure of the th Voronoi region of the lattice is the convex polytope , which is defined as for all for (5) where , and . In (5), we let ; thus, includes the origin . Now, , which is the normalized second moment of , is defined as (6) where , and is the volume of [16] . Note that all , where , have the same shape. Thus, the normalized second moments and the volumes of are all the same. The quantity is the normalized quantizer distortion per codeword having the Voronoi region for uniformly distributed data [9] . Conway and Sloane have conducted extensive research on various lattices [8] - [10] . For the definitions of the lattices and discussions, see [8] and [29] . In order to explain the achievable performance from SAPQ in an asymptotic aspect, we now use a variation of a result derived from the asymptotic result in [29, Th. 1]. In this variation, which is summarized in the following theorem, the SAPQ is based on SQs, and the asymptotic result is obtained for an arbitrary fixed codebook of size . In the theorem, we will assume that and for a fixed codebook size .
Theorem 1: Suppose that has a joint density function with for some , and is bounded on . Then (7) where the functional is given by (7).
From Theorem 1, we can obtain the asymptotic result , where . It is clear from [26] that the optimal -dimensional VQ is such that , where . From [6] and [50] , we know that the sequence on the left-hand side converges. Further, Gersho's conjecture tells us that the asymptotically optimal quantizer is a function of [16] . In other words (9) Therefore, if this conjecture were true (as is typically assumed), then from (7) and (9), SAPQ would achieve the asymptotically optimal -dimensional VQ performance [36] . Hence, the advantages of SAPQ over PQ are the same as the VQ case over the scalar quantizer [36] , [37] . We will now try to obtain more insight by studying the performance of SAPQ based on the two factors (or ) and .
B. Voronoi Region Shape: (or )
From (6) and Theorem 1, we can conclude that the factor is concerned with the shape of the Voronoi region of a quantizer. The gain achieved by this factor is called the space-filling advantage [36] . Since and , the achievable maximal gain through the shape of the Voronoi region is less than or equal to dB. In fact, in the literature, lattice VQs have been used to exploit this space-filling advantage. Several important lattices can be described as the union of the cosets of a set [8] . Based on this fact, various encoding/decoding algorithms for lattice VQs have been proposed [9, eq. (8) ]. Such lattice VQs can be described by SAPQ. For example, the hexagonal lattice , which yields the minimum in 2-D, can be defined as (10) Here, the coset representatives and are and . Since a coset of a product set is also a product set, is a union of two product sets. Hence, a truncated lattice of has the same structure as the SAPQ codebook in -dimensions ( ). Therefore, a truncated lattice of can be implemented by SAPQ with since we have two representatives.
An important lattice listed in [47] is the lattice. For , is the dual of the lattice , which is defined as (11) In a similar manner as in (10), it is clear that SAPQ can construct a truncated lattice of , for , with only . Hence, SAPQ with can construct the optimal lattice in 3-D since the lattice (or equivalently the lattice ) is a body-centered cubic lattice and optimal in 3-D [3] . The minimum value of is about 0.0747 at [8] . Hence, the maximum gain is asymptotically dB if we use lattice . Now, we consider the lattice . The lattice can be rewritten as , where is written as a column vector, and is the generator matrix of given by (12) Define as the set (13) Here, are given by , for . Then (14) where for . Hence, a truncated lattice of can be implemented by the SAPQ with . Note that in this case, the gain will be dB. We can construct examples of SAPQ for several other types of lattices, such as , , and in a similar manner.
C. Distribution Shape:
The factor , which is defined in (8) , is concerned with the joint density function . From this factor, we could potentially obtain a large gain in SAPQ based on the constrained-distortion quantizer [25] . From Hölder's inequality [4] , is a nonincreasing sequence. Hence, depending on , we can expect some gain by increasing . Suppose that an i.i.d. input has a uniform density function ; then , where is the variance of the input. Hence, for the uniformly distributed input case, we cannot expect any gain through this factor. However, suppose that is a joint Gaussian density function given by (15) where is the auto-covariance matrix of . Then (16) It is well known that if there is correlation between , then we can reduce the distortion through the factor since tr [5] . The gain from this factor is known as the memory advantage [36] . The well-known example that exploits this advantage is the Karhunen-Loéve transform and the discrete cosine transform [19] . (Note that the term can be derived for other type of density function if we employ as a distortion measure [28] .) Now, focus on the factor in (16), which is dependent on the shape of . This factor is equal to for and monotonically decreases to as . Hence, the achievable gain through the factor is dB. Furthermore, for the Laplacian density case, since (17) the potential improvement is about 5.63 dB. The gain from the shape of the density function is called the shape advantage [36] .
From the space-filling advantage and the shape advantage, even when the input is i.i.d. (or uncorrelated), we have the potential for an improvement of up to about 4.35 dB over PQ and up to about 7.16 dB over PQ for the Gaussian and the Laplacian density cases, respectively. Note that these maximum gains are the same as those obtainable from the corresponding theoretical bounds in an asymptotic sense for large codebooks [46] .
IV. EXAMPLES IN DESIGNING SAPQ
From the asymptotic analysis in Section III, we can estimate the achievable performance of SAPQ when is large. However, the asymptotic analysis does not provide any explicit value of that yields good performance. This appropriate value of is quite dependent on the SAPQ codebook design method. In order to provide an appropriate range of for SAPQs, in this section, we provide several different SAPQ design examples based on the theoretical observations made in Section III. Through several examples, we explicitly demonstrate the performance of SAPQ and its encoding complexity in conjunction with codebook sizes and .
A. Uniform SAPQ Based on Lattices
In order to demonstrate the space-filling advantage gained from SAPQ, we now consider a uniformly distributed input as follows. Suppose that are i.i.d. and has a uniform distribution. In other words, we suppose that has a uniform density function given by otherwise (18) where is a positive constant. As shown in Theorem 1, for this uniform density function, the gain comes only from the spacefilling advantage. Hence, using the uniform density function, we can numerically observe the achievable gain from SAPQ by changing the shape of the Voronoi region.
If we use the same Lloyd-Max scalar quantizers for the quantization of based on the PQ in (1), then the Lloyd-Max quantizer is the uniform quantizer given by output points for (19) where is the step size. Hence, the average distortion in (1) can be rewritten as (20) where is the variance of with bit rate . Note that Shannon's lower bound (SLB) for the uniform density input is given by (21) which is less than of (20) by dB. Hence, there is a potential of about 1.53 dB improvement, which is the same as the gain from the spacefilling advantage. For a finite dimension , VQ can achieve a fraction of this potential improvement (i.e., better than ). It will be shown that SAPQ can also obtain this gain (without resorting to the complexities involved in the other schemes). Now, for the uniform density function in (18), we provide several SAPQ design examples and numerical results based on different lattices in Section III as follows. Note that is dependent on the lattice type.
Example 1 (Lattice ): Let for 1 and 2, denote the codebooks of an SAPQ, where is a constant such that . Let the codewords based on the lattice be defined as for all and (22) where , , and . Note that this quantizer is the SAPQ with . Therefore, the average distortion in (4) can be rewritten as (23) Here, the bit rate is . In Fig. 1 , a block diagram of the SAPQ of this example is depicted. We have two different quantizers, (Q and Q ) for and , respectively. Each quantizer has two outputs; in Fig. 1 , Q implies quantizer outputs, which is represented In Table I , we compare the nonadaptive product quantizer with the adaptive quantizer of (22) for a uniform input with the variance . In this table, is calculated from the nonadaptive quantizer in (20) . As shown in Table I , at low bit rates, is lower than due to the codewords of the sides of the uniform pdf. However, as the bit rate increases, is lower than [as was discussed in Section III below the lattice in (11)]. Note that we should expect a gain (from our asymptotic analysis) to be dB, which appears to be consistent with the results in Table I .
Example 2 (Lattice ): Let for and denote the codebooks of an SAPQ, where is a constant such that . Let the codewords based on the lattice be defined as for all and (24) where , , and are given by the coset representatives as follows. Let be defined as (25) where is given in (12), , and for from (14) . Then is defined as (26) where , is the largest integer less than or equal to . Hence, the are given as follows. (27) , are compared in [30] .
B. Uniform SAPQ and Output Entropy
If we do not use the entropy coder for the quantized output, then we can obtain a large gain using SAPQ, as shown in Example 5. However, if we employ the entropy coder, then we still achieve a nontrivial gain from SAPQ, albeit one that is not as large. The next example shows an entropy-constrained SAPQ. Consider a midtread uniform quantizer in with codebook given by (29) Here, is the step size. Let , which is the entropy of the quantizer, be defined as (30) where is the nonzero probability that the quantizer output is the th codeword in , and suppose that for , and zero otherwise. In the case of high entropies of , the PQ that employs the uniform quantizer will yield the minimum entropy, and this minimum is higher than the rate distortion bound by only about one fourth of a bit, which corresponds to about 1.53 dB. The next example will show that using SAPQ can reduce this 1. 53 
Here, is the side information given by the SAPQ with output th codeword in used for (32) and it is assumed that for and zero otherwise. Several numerical results are summarized in Tables III  and IV for Gaussian and Laplacian density functions, respectively. In these tables, the step size of the SAPQ codebook is denoted by . Note that the rates of both the PQ and SAPQ satisfy and , respectively. In this simulation, we conducted the SAPQ for the 21 values of and found that yields the minimum distortion. (Variation of is very small for the various values of , especially for the high entropy case.) For the Gaussian density function case (see Table III ), most of the results show the minimum distortion at . Since , where the variance , the distortion of PQ at has about a 1.53-dB difference from the SLB as shown in Table III . In this case, SAPQ achieves about 0.49 dB gain over the PQ, as expected from the discussion following (11) . However, this gain decreases as the entropy decreases. This fact can be explained in a similar manner to Example 1. Table IV shows the numerical result for a Laplacian density function. At , the difference between and the SLB is about 1.56 dB, and the gain from the SAPQ is about 0.46 dB. (Note that .) For the Laplacian case, we again note that for large step sizes, is less than , and the performance of SAPQ can even be worse than that of the PQ. However, in both the cases, if the step size is smaller than or equal to the standard deviation (in these cases, 1), then, as shown in Tables III and IV , there is a reasonable gain. Note that these gains come from the space-filling advantage. Suppose that an entropy coding scheme is employed in the SAPQ of Example 6, and let denote the resultant bit rate. The optimal entropy coding, where , can only be reached if the probability satisfies the Shannon-Fano integral constraint. Otherwise, the bit rate that results from entropy coding will be slightly higher than . It is useful to use entropy coding on vector (rather than on single outputs) in order to reduce the difference between and . For example, a 3-D variable-length coding scheme is employed for the DCT coefficient coding in ITU-T, H.263 [22] .
We can also use a nonuniform quantizer with entropy coding in order to obtain a higher gain than does the uniform quantizer with entropy coding. For example, an application of SAPQ to the quantizers for the very low bit rate video coding scheme based on H.263 is studied in [30] .
C. Nonuniform SAPQ
We now introduce several examples to demonstrate the gain from the space-filling and shape-advantages for nonuniform sources for different codebook sizes and in conjunction with the encoding complexity.
The design problem of SAPQ is to find an optimal codebook that achieves the distortion for a fixed rate . However, finding such an optimal codebook is not easy for the nonuniformly distributed inputs. In order to find (sub)optimal codebooks, we have developed a clustering algorithm that uses a large number of samples as a TS for given values of , , and , but this TS size is still substantially less than that of traditional VQ or modified schemes since the total number of codewords to be designed is smaller than those of VQ. Let denote the th training sample in a given TS that has samples, where a sample has training points. The clustering algorithm has two parts, which are from two necessary conditions, respectively, for an optimal SAPQ. The first part of our algorithm quantizes training points in each sample using different codebooks and then selects a codebook that yields the minimal distance [given in (3)] for the sample. The second part of the algorithm updates the codebooks using the partitioned TS in the quantization process of the first part. (Regarding the second part, see the Appendix.) These two parts are then iteratively applied to the given TS. The clustering algorithm is described below.
Clustering Algorithm (SAPQ): 0) Initialization ( ): Given codebook sizes , , sample size , side bits , distortion threshold , initial codebook , and TS , set . 1) Given codebook , where , find partitions of each training points in the TS for the corresponding codewords, where each training point's codeword is determined by the following quantization: for (33) Next, we compute the average distortion for the th iteration, which is given by (34) 2) If , stop. is the final codebook. Otherwise, continue. 3) Compute centroids for each of the partitions and replace the codewords in by the new centroids. Increase by 1. Go to Step 1. It can be shown using similar techniques as in the case of the Lloyd-Max algorithm (Lloyd's Method II) [34] , [35] or the -means algorithm [2] that is a decreasing sequence. Thus, converges to a (local) minimum, which depends on the initial codebook . The next example shows an effect of the initial codebook in the clustering algorithm.
Example 4 (Initial Guess in Clustering Algorithm):
The clustering algorithm can be used to effectively design the SAPQ codebook using the TS that has an underlying distribution function. However, the performance of the designed SAPQ is quite dependent on choosing the initial codebook . An example of the different choices of the initial guess is illustrated in Fig.  2 by plotting the codebook of the SAPQ in -dimensions, where . (Note that in Fig. 2 , each figure has a codebook that is the union of two product codebooks ( ), and each product codebook has four codewords [
, and ]. Fig. 2(a) and (b) show the converged codebooks in the clustering algorithm. However, the corresponding initial codebooks also have similar arrangements to the converged codebooks. This fact implies that the designed SAPQ codebook is quite dependent on the initial codebook . Furthermore, if and are large, then we have many choices of the initial codebooks. Hence, finding a globally optimal codebook for an input is quite difficult, except for several trivial cases. In Fig. 2(a) , we have employed a simple split method, which will be introduced in this example [17] , to determine the initial codebook . The split method doubles the number of the product codebooks by adding and subtracting a small constant . For the generation of an initial codebook from the split method, we need a start codebook that is denoted by in . (36) Compute the centroids for each of the partitions, and replace the codewords in by the new centroids. Go to Step 1. Fig. 3 illustrates an example of the constant in the split method for a correlated input. We note that depending on , we can obtain different converged SAPQs as shown in Fig. 3(a) and (b), respectively. In this split method, we will set during the simulation.
D. Comparison of SAPQ with Other Quantizers
Note that the SAPQ in (4) requires at most different codebooks. Hence, if is large, the decoder needs a large memory for the codebooks, and the codebook design complexity may be high. In order to reduce the required number of codebooks, one possibility is to use the same codebooks in calculating the distance of (3) under an assumption that the random variables are identically distributed. In other words, are set equal for . We can regard this scheme as a codebook-constrained SAPQ and in this case, the average distortion is given as (37) Here, the index is omitted in the codebook notation, i.e., . Note that the number of required codebooks is reduced to , and the bit rate is given by , if , for all . As shown in the asymptotic analysis of Section III, increasing for a fixed value of yields more gain over PQ in the SAPQ of (4). However, for the SAPQ in (37), the decrease in distortion can be seen to diminish for large values of , and the distortion will eventually increase and converge to that of the -level quantizer [29, Prop. 2] . Therefore, to obtain gains in the SAPQ, it is important to use as large a value for (and ) as possible while keeping the ratio small (note that since increasing increases the total bit rate, this implies that for a given bit rate, the side information should be accordingly decreased). Furthermore, if we employ the split method as an initial guess in the clustering algorithm, the distortion of the SAPQ in (37) is nearly the same as that of the SAPQ in (4) [29] . Therefore, for a relatively large (compared with ) and a fixed ratio of , it is advantageous to use the SAPQ in (37) since its performance will closely approximate that of SAPQ, and the number of required codebooks is .
Since the SAPQ in (37) has a scalar quantizer structure, i.e., the codewords of SAPQ belong to , we can easily apply to the current quantization schemes. For example, we can implement SAPQ based on lookup tables, and apply SAPQ to the differential PCM schemes [23] that use traditional scalar quantizers and predictors [30] .
Example 5 (Encoding Complexity and Asymptotic Distortion):
In full-search VQ, suppose that denotes the size of codebook. The number of multiplications required for encoding are then and for the full-search VQ and the codebook-constrained SAPQ, respectively. If the bit rates of VQ and SAPQ are the same, i.e., , then from for . This implies that the number of multiplications for VQ is always greater than that of the SAPQ. Hence, for , the encoding complexity of SAPQ is always less than that of VQ. Further, since SAPQ has a structurally constraint codebook compared with the arbitrary codebooks of full-search VQs, the distortion of the SAPQ is always less than or equal to that of the full-search VQ. In a similar manner for the memory size case, we have at the same bit rates. Hence, we can design an SAPQ, which requires a smaller codebook than the traditional VQ.
We now increase the block length of SAPQ from to and keep the bit rates the same, i.e., . Then, there is an integer such that implies that , i.e., the encoding complexity of -dimensional SAPQ is less than that of full-search -dimensional VQ. From Section III-C, , where . Further, from [10] , since there is a lower bound for , and for appropriate values of and , we have a relationship [9] , [10, Fig. 1 ]. Therefore, from Theorem 1, there exist block lengths and such that (38) In other words, we can design a better SAPQ than the traditional VQ in an asymptotic sense while obtaining a lower encoding complexity. A numerical result on this fact will be introduced in Example 6.
Example 6 (Numerical Comparison of SAPQ):
An extensive comparison on SAPQ in terms of the average distortion, encoding complexity, and memory requirement is shown in our early work [29] , where the SAPQ is based on -dimensional vector quantizers. More results on the SAPQ of (37) , where the SAPQ is based on scalar quantizers, are summarized in Table  V . Note that in this simulation, the full-search VQ was designed by the generalized Lloyd algorithm (GLA) [17, p. 362] . We also compared the SAPQ with the multistage VQ (MSVQ) [17, p. 451] since MSVQ is one of the quantization schemes that can reduce both the encoding complexity and memory requirement. However, as we can see in Table V , the average distortion of MSVQ is significantly worse than the average distortion of the other quantizers. As discussed in Example 5, we can design an SAPQ whose distortion and complexities in terms of encoding and memory requirement are better than the full-search VQ, as shown in the SAPQ cases of and in Table V ). This fact implies that even though the asymptotic analysis in Section III only shows the converged results without any results about the convergence speed, we can design a good SAPQ for [30] .
Example 7 (SAPQ Trained on Finite TS):
Since VQs are usually designed by clustering training sequences, the average distortion of VQ is dependent on the choice of the TS and its size. The size of the TS is especially important in designing a good codebook for an underlying distribution function. In general, the training ratio, which is defined as the ratio of the TS size to the codebook size [17, p. 364] , indicates how close the trained codebook is to an optimal one for the distribution function [26] , [27] . From [1] and [41] , it is known that a large TS ensures a good codebook for the distribution function. However, the size of a TS could be quite different, depending on the quantization schemes. For a similar bit rate and quantizer distortion, a quantization scheme, which requires a smaller TS, is obviously better. In Fig. 4 , the distortions of trained codebooks of VQ and SAPQ are tested on a validating sequence (VS). (In testing a codebook using a VS, there is no need to use a large VS [27] . In this simulation, we used 65 536 elements for the VS.) As we can see in Fig. 4 , SAPQ requires much smaller TS sizes, and SAPQ (for VS) always shows better performance than the VQ cases. In other words, for the TS sizes as in Fig. 4 , SAPQ is even better than the full-search VQ. Further, in Table VI , the trained codebooks of several quantization schemes on finite TS's are compared. Through this table, we can infer that the SAPQ yields less distortion than the full-search VQ if the codebooks are designed by using finite TS's.
V. CONCLUSION
In this paper, we have studied our newly introduced sampleadaptive product quantizer (SAPQ) [29] from an asymptotic aspect and with several examples. The SAPQ scheme that is considered in this paper is based on scalar quantizers. This SAPQ is, hence, very appealing from a practical implementation point of view. Through an asymptotic analysis based on lattices, we have designed lattice VQs by applying SAPQ and numerically compared their performance. We have also shown that SAPQ can achieve better performance than the full-search VQ in an asymptotic sense, while maintaining lower encoding complexities and memory requirement than the full-search VQ. This asymptotic result is also numerically observed in this paper. In designing regular VQ by clustering a TS since the size of TS is limited to some finite values, the trained codebook performance is quite dependent on TS sizes. However, for relatively small sizes of TSs, we show that the average distortion of SAPQ is better than full-search VQs. Further, SAPQ can even be applied for high bit rates, where conventional VQ (or even modified VQ) techniques are very difficult to use. The scalar quantizer structure of SAPQ also allows us to easily apply it to current coding systems and generate VQ-level performance.
APPENDIX SECOND NECESSARY CONDITION
For an SAPQ codebook , denote a codebook as
where . For a fixed , the product codebook is given by (A2) Note that the SAPQ codebook is the unions of such product codebooks (A2) for . Hence, the SAPQ codebook has codewords in . Let denote the quantizer region corresponding to the codeword for . The SAPQ average distortion in (4) can be rewritten as (A3) where , and is the distribution function of the input. We now obtain the second necessary condition by differentiating with respect to the s and setting derivatives equal to zero:
where . In other words, the necessary condition is given by for (A5)
