Abstract. We consider the arithmetic of Hénon maps ϕ(x, y) = (ay, x + f (y)) defined over number fields and function fields, usually with the restriction a = 1. We prove a result on the variation of Kawaguchi's canonical height in families of Hénon maps, and derive from this a specialization theorem, showing that the set of parameters above which a given non-periodic point becomes periodic is a set of bounded height. Proving this involves showing that the only points of canonical height zero for a Hénon map over a function field are those which are periodic (in the non-isotrivial case). In the case of quadratic Hénon maps ϕ(x, y) = (y, x + y 2 + b), we obtain a stronger result, bounding the canonical height below by a quantity which grows linearly in the height of b, once the number of places of bad reduction is fixed. Finally, we propose a conjecture regarding Q-rational periodic points for quadratic Hénon maps defined over Q, namely that they can only have period 1, 2, 3, 4, 6, or 8. We check this conjecture for the first million values of b ∈ Q, ordered by height.
Introduction
The study of the arithmetic properties of Hénon maps was initiated by Silverman [17] , who showed that if K is a number field, a ∈ K * , and b ∈ K, then the periodic points for the Hénon map ϕ(x, y) = (ay, x + y 2 + b)
are contained in a set of bounded height. In particular, such a map has only finitely many K-rational periodic points. This result was subsequently extended and generalized by Denis [4] , Kawaguchi [8] , and Marcello [11] . The purpose of this note is to explore further the canonical heights associated to Hénon maps, i.e., maps of the form ϕ(x, y) = (ay, x + f (y)), where f is a polynomial of degree at least 2, defined over a number field or function field. In particular, we prove analogues of several results known for dynamics of polynomials of one variable. It should be noted, however, that the one-variable case is considerably simpler; any rational self-map of A 1 extends to an endomorphism of P 1 , and hence the apparatus of Weil's
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1 height machine may be applied. Hénon maps, on the other hand, do not extend to endomorphisms of a projective surface, and so standard results on dynamics of projective varieties need not apply. We avoid these problems by taking a somewhat more explicit approach, constructing explicit local height functions. Kawaguchi [8] constructed canonical heights associated to polynomial automorphisms of A 2 which, in the case of Hénon maps, are given bŷ
h ϕ (P ) =ĥ + ϕ (P ) +ĥ − ϕ (P ). Our first result shows that this canonical height varies regularly in families. Theorem 1.1. Let C be a smooth, projective curve over a number field K, and let ϕ(x, y) = (ay, x + f (y)) be defined over F = K(C). Then if P ∈ A 2 (F ), there are divisors D + , D − ∈ Div(C) ⊗ Q, depending on ϕ and P , such thatĥ
As a corollary to this result, we note that for any degree-one height h on C, we have (1)ĥ ϕt (P t ) =ĥ ϕ (P )h(t) + ε(t), where ε(t) = O(1) if C = P 1 , and ε(t) = O(h(t) 1/2 ) in general.
This result is analogous to a result of the author [7] , which strengthened more general estimates of Call and Silverman [3] in the case of polynomials of one variable. One application of an estimate of the form (1) is in determining which specializations of a one-parameter family land in periodic cycles (note that, since Hénon maps are automorphisms, orbits are either periodic or infinite in both directions). Since vanishing of the canonical height uniquely identifies periodic points over number fields, we see that the set of periodic specializations of a one-parameter family must be a set of bounded height, unlessĥ ϕ (P ) = 0 (on the generic fibre). However, since the Northcott finiteness property does not hold in the context of function fields, it is not obvious when this condition obtains. We provide an answer for Hénon maps of a certain form, a theorem which is analogous to results of Benedetto [2] and Baker [1] in the univariate case. For the purpose of the following result, a function field will be any field with a set of non-trivial non-archimedean absolute values satisfying a product formula, a definition which encompasses function fields of smooth varieties over algebraically closed fields of any characteristic. Theorem 1.2. Let K be a function field, and let ϕ(x, y) = (y, x + f (y)) for f (z) ∈ K[z] of degree at least 2 (note that a = 1). Then either ϕ is isotrivial or else the set of elements P ∈ A 2 (K) withĥ ϕ (P ) = 0 is finite, bounded in size in terms of the number of places of bad reduction for ϕ. In particular, if ϕ is not isotrivial, thenĥ ϕ (P ) = 0 if and only if P is periodic for ϕ.
We define isotriviality below, but in the case of a function field of a variety, it corresponds to the map having constant coefficients after some linear change of variables. It would, of course, be of considerable interest to obtain a version of Theorem 1.2 in which one does not assume a = 1, as it would for several of the results below.
We note that Theorem 1.2 gives a bound on the number of periodic points for a Hénon map over a function field, which depends only on the degree of f and the number of places of bad reduction. The proof can be modified to give a similar result over number fields, but in this case the result is already known, due to work of Pezda [12] . Theorems 1.1 and 1.2 allow us to conclude the following specialization theorem, reminiscent of a result of Silverman for elliptic surfaces. Theorem 1.3. Let ϕ(x, y) = (y, x + f (y)) be a non-isotrivial Hénon map defined over the function field of a curve C defined over a number field K. Then either P ∈ A 2 (K(C)) is periodic for ϕ, or else {t ∈ C(K) : P t is periodic for ϕ t } is a set of bounded height.
Once one has a bound on the number of points of canonical height zero, it is natural to ask if there is any non-trivial lower bound on the smallest positive values of the canonical heights associated to maps within a given family, in the spirit of conjectures of Lang [16, VIII Conjecture 9.9] and Silveman [18, Conjecture 4.98] . It turns out that we can establish such a lower bound for a particular family, depending on the number of places of bad reduction. Theorem 1.4. Let K be a number field or a function field, and let ϕ(x, y) = (y, x + y 2 + b). Then for any s ≥ 1, there exist B ∈ Z + and ε > 0 such that if b ∈ K is s-integral, and P ∈ A 2 (K), then either P is periodic for ϕ of period at most B, or elseĥ
We suspect that, as in [6] , a simple modification of the proof will give a similar lower bound for the canonical heights associated to the maps ϕ(x, y) = (y, x + y d + b). It is reasonable to conjecture, of course, that the quantities B and ε in Theorem 1.4 can be made absolute. In particular, one might expect that there is an absolute bound on the size of a periodic cycle for a Hénon map of the form ϕ(x, y) = (y, x + y 2 + b) over Q. We present a precise conjecture here, along the lines of a similar conjecture for univariate quadratic polynomials due to Poonen [13] . Conjecture 1.5. Let b ∈ Q and ϕ(x, y) = (y, x + y 2 + b). If P ∈ A 2 (Q) has period N for ϕ, then N ∈ {1, 2, 3, 4, 6, 8}.
It is possible to construct examples of points of each of these periods, and the only one that presents any computational difficulty is N = 8. For example, the map ϕ(x, y) = (y, x + y 2 − 9/16) has two fixed points, P 1 = (3/4, 3/4) and P 2 = (−3/4, −3/4), a point P 3 = (3/4, −3/4) of period 2, and a point P = (1/4, −3/4) of period 8.
Although it seems likely that Conjecture 1.5 is at least as difficult to prove as Poonen's Conjecture, which remains open, we use techniques similar to those used by Hutz and the author [5] (and based on the aforementioned work of Pezda [12] ) to show that it holds in at least the first million cases. Proposition 1.6. Let b ∈ Q with H(b) ≤ 1000, and ϕ(x, y) = (y, x+y 2 +b). If P ∈ A 2 (Q) has period N for ϕ, then N ∈ {1, 2, 3, 4, 6, 8}.
Note that H here is the mutliplicative height, defined by H(n/m) = max{|n|, |m|}, for coprime integers n and m.
We note one final conjecture, and one partial result, on the specialization of families of Hénon maps. Theorem 1.3 shows that the set of parameters t at which a family (ϕ, P ) becomes periodic is a set of bounded height, but it seems likely that this set is still infinite over the algebraic closure of the base field. If one considers a family ϕ over a curve C, and two orbits which do not intersect, it seems unlikely that these orbits would coincide on infinitely many fibres. We posit that the following statement holds, where
is the orbit of P under ϕ.
Conjecture 1.7. Suppose that ϕ(x, y) is a Hénon map over F = K(C), and that P, Q ∈ A 2 (F ) have distinct orbits under ϕ. Then there exist only finitely many t ∈ C(K) such that O ϕt (P t ) = O ϕt (Q t ).
To give some evidence of this conjecture, we prove the following weak form of the statement for quadratic Hénon maps, where we require infinitely many parameters rational over the ground field, and integral with respect to a certain divisor. Theorem 1.8. Let F = K(C), for C/K a curve and K a number field, let b ∈ F with pole divisor η ∈ Div(C), let ϕ(x, y) = (y, x + y 2 + b), and let P, Q ∈ A 2 (F ) have distinct orbits under ϕ. For any s ≥ 1, there exist only finitely many t ∈ C(K), s-integral with respect to η, such that O ϕt (P t ) = O ϕt (Q t ).
In Section 2 we set out the basic tools, namely local heights, needed for the proofs of the main results. In Section 3 we prove Theorem 1.2, and in Section 4 we prove Theorem 1.4; the proofs are separate, but rely on similar ideas. We treat Theorem 1.1 in Section 5, relying heavily on material from [7] , and in Section 6 we turn our attention to the proofs of Theorems 1.3 and 1.8. Finally, Section 7 is devoted to describing the computations need to verify Proposition 1.6, and here we also undertake an initial investigation of the curves parametrizing quadratic Hénon maps with a marked point of period N . In the arXiv version of this paper, an appendix contains the Pari/GP code necessary to verify Proposition 1.6.
Local heights and other preliminaries
In this section we set out a theory of local heights for Hénon maps. It should be noted that local heights for regular affine automorphisms have already been considered by Kawaguchi [9] ; although the results of [9] are considerably more general than those developed in this section, the special case in which we find ourselves affords a greater level of specificity.
Throughout this section we will assume that K is a field with a valuation v, which might be archimedean or non-archimedean. We will also fix a monic polynomial
and consider the Hénon map ϕ(x, y) = (ay, x+ f (y)), for some fixed a ∈ K * . If r ∈ R, we will set
We take x, y v = max{|x| v , |y| v }, and define local canonical heights for ϕ by the limitsλ
That these limits exist follows from the work of Kawaguchi [9] , although we prove this again below. For convenience, we will also setλ v,ϕ (P ) = λ + v,ϕ (P ) +λ − v,ϕ (P ). Our first lemma describes the basic properties of these local height functions. In order to state the lemma, we set, for any monic polynomial
Given ϕ as above, we let
Lemma 2.1. Let ϕ, B + v (ϕ), and B − v (ϕ) be as defined above.
is closed under the action of ϕ.
(2) The limit definingλ + ϕ (P ) exists, for all P , and the function satisfieŝ
where ε + = 0 if v is non-archimedean, and
is closed under the action of ϕ −1 . (6) The limit definingλ − ϕ (P ) exists, for all P , and the function satisfieŝ
where ε − = 0 if v is non-archimedean, and
otherwise. (8) We haveλ − v,ϕ (P ) = 0 if and only if there is no N with ϕ −N (P ) ∈ B − v (ϕ). Proof. We start with the case that v ∈ M K is non-archimedean. Suppose that P = (x, y) ∈ B + v (ϕ). We have
and so ϕ(P ) ∈ B + v (ϕ). Thus, B + v (ϕ) is closed under the action of ϕ, and by induction we see that P ∈ B + v (ϕ) implies
. It also follows that the limit definingλ + v,ϕ (P ) exists whenever ϕ N (P ) ∈ B + v (ϕ) for some N ≥ 0.
If, on the other hand, there is no N ≥ 0 such that ϕ N (P ) ∈ B + v (ϕ), then write ϕ N (P ) = (x N , y N ). For each N ≥ 1 we have
In particular, lim
and since x N = ay N −1 , we have the same for x N . Consequently, under the hypothesis that there is no N ≥ 0 with ϕ N (P ) ∈ B + v (ϕ), we havê λ + v,ϕ (P ) = 0. In the case of an archimedean valuation v, the arguments are similar. In
We also have
from which we conclude both that B + v (ϕ) is closed under the action of ϕ, and that ϕ(x, y) v = |x + f (y)| v . It follows that, for P ∈ B + v (ϕ), we have 1
By induction, and taking logarithms and limits, we have
The proofs of the corresponding results forλ − v,ϕ are essentially the same.
In considering the dynamics of polynomial actions on A 1 , it is customary to consider them up to change of variables, that is, up to conjugation by an affine-linear map z → αz + β. It is natural to adopt a similar sense of equivalence in this context. We will say that two polynomial maps
defined over a field K, are affine conjugate if and only if there is a map ψ(x, y) = (αx + βy + s, γx + δy + t)
with coefficients in K, such that αδ−βγ = 0 and such that
Considering maps up to such conjugacy shows that some of the apparent restrictions of the form of map we have chosen, for example the assumption that f (y) is monic, are not genuine restrictions. In particular, if f (y) is not monic, an affine-linear change of variables transforms the Hénon map to one in which the corresponding polynomial is monic, and so there is no loss of generality inherent in studying only this case. Note that affine conjugacy is certainly a natural sense of equivalence to use in studying the canonical height. The affine map ψ −1 always extends to an automorphism of P 2 , and so (if K is a number field or function field), we have
It follows, if ϕ 1 and ϕ 2 are related as above, that
for all P , and similarly forĥ − ϕ 2 . One may also easily compute the effect of an affine-linear transformation on the local height functionsλ ± v,ϕ . Since we are considering maps up to this equivalence, it is worth noting which maps of our chosen form are affine-conjugate to one another. To this end, one easily checks that the following lemma holds.
Lemma 2.2. The Hénon map ϕ 1 (x, y) = (ay, x + f (y)) is affine-conjugate to another Hénon map ϕ 2 if and only if the latter has the form
In particular, if a = 1, then the affine-conjugacy class of the Hénon map determined by a and f is invariant under a precomposition of f with a translation.
Filled Julia sets, and the proof of Theorem 1.2
We proceed now with the proof of Theorem 1.2, an analogue of a result of Benedetto [2] . The argument is similar in spirit to the proof of Theorem 1.4, below, but the details diverge somewhat, and so we have not attempted to unify the exposition. Throughout this section, we consider a Hénon map of the form ϕ(x, y) = (y, x + f (y)), defined over a field F . Ultimately, the field F will be a function field in the sense described above, but until Lemma 3.4, one might consider it simply to be a field equipped with one or more non-archimedean absolute values. We will also suppose that every one of these absolute values has been extended in some way to F .
We will assume, throughout, that d = deg(f ) ≥ 3, an assumption used in the proof of Lemma 3.2. This is a minor assumption, though, as any Hénon map with f quadratic is affine-conjugate to one of the maps to which Theorem 1.4 applies, by Lemma 2.2, and this change of variables increases the number of places of bad reduction by at most the number of places above 2.
We define, for any polynomial
and
It is worth noting that for ϕ(x, y) = (y,
is precisely the set of points of period dividing 2, with ϕ acting on ∆ f as reflection across the diagonal. Given any point Q ∈ A 2 (F v ), we will define the v-adic closed disk of radius r about Q by
Finally, we define the v-adic filled Julia set of ϕ by
Note that, by the proof of Lemma 2.1, K v,ϕ coincides precisely with the common vanishing ofλ + v,ϕ andλ − v,ϕ . Lemma 3.1. For any ϕ, and any place v, we have
Proof. The second containment is simply the ultrametric inequality. Suppose that P = (x, y) is not contained in D v (Q ′ ; ρ v (f )), for our given point Q ′ ∈ ∆ f . We will show that P ∈ K v,ϕ by an argument very similar to, be not exactly following from, the proof of Lemma 2.1. We will first assume
Then |y − ζ| v = |y − y Q ′ | v for any root f (ζ) = 0, and hence
On the other hand, for any root f (ζ) = 0, we have
, we will show the stronger containment
.
Since there exists an η with f (η) = 0 and |y − η| v ≥ ρ v (f ), we must have |y − ζ| v ≤ 1 for some root ζ of f . Similarly, there exists a root ζ ′ of f with |x − ζ ′ | v ≤ 1, and we have P ∈ D v ((ζ ′ , ζ); 1). Since P was arbitrary, we have shown that
The previous lemma tells us that every point P ∈ K v,ϕ is distance at most one from a point of period dividing 2. We see in the next lemma that the points in K v,ϕ must cluster slightly more than this fact alone would indicate. We remark, for the reader's convenience, that in the case that the set X is infinite, in any of the statements below, the estimate #Y ≥ #X/N should be interpreted to mean that Y is infinite as well.
, and such that for all P 1 , P 2 ∈ Y ,
Proof. Suppose that P = (x, y) ∈ K v,ϕ , and for convenience order the roots of f (z), with multiplicity, as ζ 1 , ..., ζ d . By equation (2) from the proof of Lemma 3.1, we have |f
by Lemma 3.1, and since there is some i for which the inequality is sharp (otherwise all roots of f (z) are contained in a disk of radius strictly less than ρ v (f )), we may suppose, without loss of generality, that |y − ζ 1 | = ρ v (f ). We then have i≥2 |y − ζ i | v ≤ 1, and so if it is not the case that |y − ζ i | v < 1, for some i, then we must have |y − ζ i | v = 1 for all i ≥ 2. Now, assuming that we are in the latter case, we similarly have
and so by the same reasoning, either |y ϕ −1 (P ) − ζ i | v < 1 for some i, or else we
(In fact, we must have j = 1, but we do not use this observation.) But in this case we have, for all i = j,
by (2), we have
where we use our assumption that d ≥ 3. To reiterate, we have shown that for every P ∈ K v,ϕ , at least one of y P , y ϕ(P ) , or y ϕ −1 (P ) is at distance strictly less than 1 from some root of f (z), while Lemma 3.1 tells us that each is at distance at most 1 from some root of f (z). Now, to each P ∈ X, we associate the tuple (ε, i, j, k) ∈ {−1, 0, 1} × {1, ..., d} 3 if and only if
and the inequality involving ϕ ε (P ) is strict. It is possible that more than one tuple is associated to a given P , but what we have just shown is that every point is associated to at least one tuple. There are 3d 3 distinct tuples, and so the set X must contain a subset Y of size at least #X/(3d 3 ) consisting of points all associated to the same tuple. For all P 1 , P 2 ∈ Y , we have
by (3) and the ultrametric inequality, as well as
This proves the lemma.
Lemma 3.2 shows that the values y P , for P ∈ K v,ϕ cluster to a certain extent. The main idea of the proof is to use this clustering to contradict the product formula for F , as in the proof of the main result of [2] . It might be the case, though, that a given X ⊆ K v,ϕ contains a large number of points on a given horizontal line y = c, in which case the clustering given by Lemma 3.2 is trivial. Lemma 3.3 shows that in this case, the values x P cluster in a similarly useful way.
Then there is a subset Y ⊆ X with #Y ≥ #X/d and such that for all P 1 , P 2 ∈ Y we have
Proof. We first note that post-composition of a polynomial with a small translation does not change the value of ρ v . In particular, for any monic polynomial g(z) ∈ F [z] with ρ v (g) > 1, and any c ∈ F with |c| v ≤ ρ v (g), we have ρ v (g + c) = ρ v (g). To show this, we note first that ρ v is clearly unchanged by pre-composition with a translation, and so we may suppose that g(0) = 0 and ρ v (g) = max{|ζ| v : g(ζ) = 0}. Now, let i denote the number of roots g(ζ) = 0, counted with multiplicity, such that |ζ| v = ρ v (g). We note that we must have i < d, since g(0) = 0. If we write
then, by the ultrametric inequality, we have |m
On the other hand, the constant term of g(z) + c has size
and so g(z) + c has a root η ′ satisfying |η
But we can now apply this argument to the post-composition of g(z) + c with translation by −c to obtain the opposite inequality. Now suppose that L is defined by y = y L , for y L ∈ F . Then, assuming X is non-empty, we have |y L − ζ| v ≤ ρ v (f ) for all roots ζ of f (z). For any P = (x, y L ) ∈ X we have, by Lemma 3.1,
with multiplicity, we must have
, by the argument above, one of the terms in the product above must have size at least ρ v (f ) > 1, and hence for some i we have |x − η i | v < 1. The set X must have a subset Y of size at least #X/d such that for some i, |x P − η i | v < 1 for all P ∈ Y . By the ultrametric inequality, this proves the lemma.
The last piece needed for the proof of Theorem 1.2 is the observation that, if ϕ is not isotrivial, then there is at least one place of v with ρ v (f ) > 1.
In particular, ϕ(x, y) is affine-conjugate to a map defined over K.
Proof. First, we note that ρ v (f (z)) = ρ v (f (z + α)) for any α ∈ F . In particular, if f (ζ 1 ) = 0, we have ρ v (f (z + ζ 1 )) = ρ v (f (z)). But the roots of f (z + ζ 1 ) are precisely the elements of the form ζ 2 − ζ 1 , for f (ζ 2 ) = 0. In particular, the roots η of f (z + ζ 1 ) satisfy |η| v ≤ 1 for all v ∈ M F . By definition, this means that η ∈ K for every root η of f (z + ζ 1 ). In other words,
where the product is taken over roots of f (z + ζ 1 ) with the appropriate multiplicities. We now apply Lemma 2.2.
We can now complete the proof of Theorem 1.2.
Proof of Theorem 1.2. If ρ v (f ) = 1 for all v, then by Lemma 3.4 the map ϕ is isotrivial. We shall assume, then, that this is not the case. Let s ≥ 1 denote the number of places v such that ρ v (f ) > 1, and suppose that
contains at least (3d 6 ) s + 1 elements. Note that X 0 ⊆ K v,ϕ for each v ∈ M F , and so for every place with ρ v (f ) = 1, we have
for any (x 1 , y 1 ), (x 2 , y 2 ) ∈ X 0 , by Lemma 3.1. We suppose, at first, that there is a horizontal line L ⊆ A 2 (F ) such that Z = L ∩ X 0 contains at least d s + 1 elements. Then, by s applications of Lemma 3.3, there exist at least two elements (
for every place v with ρ v (f ) > 1, the lower bound following from (x 1 , y L ) = (x 2 , y L ). Applying (4) at the remaining places, we obtain
an obvious contradiction to the product formula. It must be the case, then, that any horizontal line in A 2 (F ) meets X 0 in at most d s points. Now, by s applications of Lemma 3.2, we may choose a subset X 1 ⊆ X 0 such that
for all P 1 , P 2 ∈ X 1 , and such that #X 1 ≥ X 0 /(3d 3 ) s > d 3s . Since at most d s of these points lie on any given horizontal line, we may choose a subset X 2 ⊆ X 1 with #X 2 ≥ #X 1 /d s such that y P 1 = y P 2 , for any distinct points P 1 , P 2 ∈ X 2 . Applying the same argument to ϕ(X 2 ) ⊆ X 0 , we may choose a subset X 3 ⊆ X 2 such that y ϕ(P 1 ) = y ϕ(P 2 ) , for distinct P 1 , P 2 ∈ X 3 , and such that #X 3 ≥ #X 2 /d s > d s . Finally, applying the same argument to ϕ −1 (X 3 ) ⊆ X 0 , we may choose an X 4 ⊆ X 3 containing at least 2 distinct points P 1 , P 2 , such that y P 1 = y P 2 , y ϕ(P 1 ) = y ϕ(P 2 ) , and y ϕ −1 (P 1 ) = y ϕ −1 (P 2 ) . For these two points we have (5) at every place with ρ v (f ) > 1, and (4) elsewhere, and so
But applying the product formula for the three non-zero elements y P 1 − y P 2 , y ϕ(P 1 ) − y ϕ(P 2 ) , and y ϕ −1 (P 1 ) − y ϕ −1 (P 2 ) of F contradicts this. It follows that there were no more than (3d 6 ) s points P ∈ A 2 (F ) satisfyingĥ ϕ (P ) = 0.
4. Quadratic Hénon maps, and the proof of Theorem 1.4
The proof of Theorem 1.4 proceeds along similar lines to that of the main result of [6] , which in turn is inspired by a result of Silverman [15] . The proof also bears resemblance to the proof of Theorem 1.2, relying on the same basic ideas.
Throughout this section, K will be either a number field, or a function field, M K will denote its set of places. We will denote the local degree at v ∈ M K by n v , where this is 1 if K is a function field, and n v = for some b ∈ K. Our first lemma is a slight improvement of Lemma 2.1, and follows from essentially the same argument. Although the sharper bounds are not fundamentally needed in the proof of Theorem 1.4, they allow for numerically stronger results, and make the symmetry of this case somewhat more obvious. We re-define, for this section only,
is closed under the action of ϕ, and λ
for (x, y) ∈ B + v (ϕ), where ε + = 0 for v ∈ M 0 K , and − log 3 ≤ ε + ≤ log 5/3 otherwise. Similarly, the set B − v (ϕ) is closed under the action of ϕ −1 ; and λ
for (x, y) ∈ B − v (ϕ), where ε − = 0 for v ∈ M 0 K , and − log 3 ≤ ε − ≤ log 5/3 otherwise.
We will make use of the following simple result, which shows that points not in B + v (ϕ)∪B − v (ϕ) must cluster v-adically. This result is similar in flavour to Lemma 3.1 above.
If, in addition,
v . Before proceeding with the proof of the lemma, we note that it follows from this that if v ∈ M K is non-archimedean, v(b) < 0, v(2) = 0, and ϕ has a periodic point (x, y) ∈ A 2 (K)
2).
Proof of Lemma 4.2. We treat the non-archimedean case first. Suppose that |b| > 1, and that |y| = ((3) v |b| 1/2 ) c , for some c > 1. Then
and so |x| ≥ (3) 2c−1 v |b| c > 1. But then it is also the case that
and so |b| 3c/2 ≤ (3)
This contradicts |b| > 1 and c > 1. The proof that |x| ≤ (3) v |b| 1/2 is identical. If, on the other hand, |b| ≤ 1, then the inequalities |y| 2 ≤ (3) v max{1, |x|} and |x| 2 ≤ (3) v max{1, |y|} immediately imply |x|, |y| ≤ (3) v .
For the proof of the second part of the lemma. Supposing that ϕ −1 (P ), ϕ(P ) ∈ B + v (ϕ) ∪ B − v (ϕ), and |b| > 1, we have
Letting γ 2 1 = −b, chosen without loss of generality so that |y − γ 1 | ≤ |y + γ 1 |, we have
and so
A similar argument gives |x − γ 2 | ≤ (12) v |2| −1 v . If |b| ≤ 1, then the claim follows directly from the fact that
and similarly for x.
We now come to the four main technical lemmas used in the proof of Theorem 1.4. Before stating the lemmas, we introduce some useful notation. We will also use P j = (x j , y j ) to denote ϕ j (P ). 
ϕ,v (P ) + α v , where by convention the inequality holds if x i = x j or y i = y j , and where
Proof. We first suppose that there is a subset J 0 ⊆ I such that #J 0 ≥ 1 18 #I, and such that P j ∈ B + v (ϕ) for all j ∈ J 0 . Then for all j ∈ J 0 , we have log |y j | ≤λ
At the same time, as long as j = min(J 0 ), we have P j−1 ∈ B + v (ϕ), and so log |x j | = log |y j−1 | ≤ 2
It is also the case that if
Mλ ϕ,v (P ) + (log 108) v , for all i = j ∈ J. We also note that #J ≥ 1 18 #I − 1. A similar argument shows the required inequality in the case that there is a subset J 0 ⊆ I such that #J 0 ≥ 1 18 #I and such that P j ∈ B − v (ϕ) for all i ∈ J 0 . So we will assume that no such set exists. It follows that there is a subset J 0 ⊆ I with #J 0 ≥ 8 9 #I, such that P j ∈ B + v (ϕ) ∪ B − v (ϕ) for all j ∈ J 0 . Then for all but at most four elements j ∈ conv(J 0 ), we have such that γ n,j is the same for all j ∈ J, for each n. It follows that
for all i, j ∈ J. Now, for i, j ∈ J,
v . Now, if v is non-archimedean, and |2| v = 1, then
v , which means that |y i − y j | ≤ |b| −1/2 . Similarly
which gives |x i − x j | ≤ |b| −1/2 . Combining these gives log |x i − x j | + log |y i − y j | + log |b| ≤ 0,
If v is non-archimedean, but |2| v < 1, then we consider two cases. If
. By the argument above, this then gives |y j + y i | = |2y j | = |2| v |b| 1/2 , and so
If, on the other hand, |b| v ≤ |2| −4 v , then we have at once
Obtaining the same estimates for |x j − x i |, we have log |x j − x i | + log |y j − y i | + log |b| ≤ 6 log |2| From this we obtain
If, on the other hand, |b| v ≤ 24 2 , then
Obtaining the same estimates for |x j − x i |, we have log |x j − x i | + log |y j − y i | + log |b| ≤ 2 log 6912 for all i, j ∈ J.
In each case, the estimate (6) now follows from the fact thatλ ϕ (P ) is non-negative. 
log
where by convention the inequality holds if x i = x j , and
Proof. First, suppose that there is a subset J ⊆ I such that #J ≥ 1 5 #I, and P j ∈ B − v (ϕ) for all j ∈ J. Then for any i, j ∈ J, we have
In this case we are done, and so we will assume from this point forward that such a J ⊆ I does not exist. Now, we note that since y i = y j for all i, j ∈ I, it must be the case that P i ∈ B + v (ϕ), except perhaps for i = max(I), or if v is archimedean and |b| v ≤ 75. To see that this is true, note that if (x i 1 , y), (x i 2 , y) ∈ B + v (ϕ) with i 2 > i 1 , and v is non-archimedean, then by Lemma 4.1 we have
It follows immediately that i 1 = i 2 . If v is archimedean, and i 2 ≥ i 1 + 1, we have log |y| ≤λ + ϕ,v (P i 1 ) + log 3 = 2
It follows that 1 2 log + (b) + 1 2 log 3 ≤ log |y| ≤ log 15, and consequently |b| ≤ 75. In this case, we can choose a set J ⊆ I with #J ≥ 4 5 #I and P j ∈ B − v (ϕ) for all j ∈ J. For these j, though, we then have 2 log |x j | ≤ log max{1, |b|, |y|} + log 3 ≤ log 225, and so log |x j − x i | + log + |b| ≤ log max{|x j |, |x i |} + log + |b| + log 2 ≤ log 2250 for all i, j ∈ J. Since this verifies the claim, we will henceforth suppose that P i ∈ B + v (ϕ), except possibly for i = max(I). We have assumed that there is a subset J 0 ⊆ I with #J 0 > 4 5 #I − 1, and
) for all j ∈ J 0 . It follows that for all but at most two values j ∈ conv(J 0 ), we have
. From Lemma 4.2, we see that for each such j,
We may then choose a subset J 1 ⊆ J 0 , with
v for all j ∈ J 1 , for one particular γ 2 = −b which does not depend on j. Now, for j ∈ J 1 , we have
First we treat the case in which v is non-archimedean. If δ 2 = y − b + γ, then |δ| = |b| 1/2 , and so
and so min{|x j ± δ| v } ≤ |2|
We may now choose a subset J ⊆ J 1 with #J ≥
for all i, j ∈ J. It follows that for all such i, j,
We note that #J > 
and so |δ| ≥
We note again that #J > 
where by convention the inequality holds if x i = x j .
The three lemmas above treat the case of v archimedean, or a place of bad reduction. The final lemma treats the good reduction primes. 
, then we have |x| 2 ≤ max{1, |y|}. If |y| ≤ 1, then |x| ≤ 1, and so we have log |x| ≤ 0 ≤ 2 M +1λ− ϕ,v (P ). If, on the other hand, |y| > 1, then we have |y| 2 > max{1, |x|}, and so P ∈ B + v (ϕ). In this case, log |x| ≤ 2 log |y| = 2λ
v,ϕ (P ). In any case,
The second inequality is similar.
To begin, we note that by Lemma 4.1, the canonical heights defined by Kawaguchi [8] may be written aŝ
We define an array of rational numbers as follows. Let B 0,0 = 2, let B 0,n+1 = 5B 0,n + 5 2 , and let B m+1,n = 18B m,n + 18. Now, fix s, suppose that b ∈ K is s-integral, and choose M ∈ Z + such that 2M ≥ B s,s . Fix P ∈ A 2 (K), and suppose that P is not periodic of period less than 2M . In other words, suppose that the points P i are distinct, for i ∈ [−M, M ]. Applying Lemma 4.3 to each of the (at most) s places of bad reduction, we may choose a subset I ⊆ [−M, M ] with #I ≥ B 0,s such that for all i, j ∈ I and all places v ∈ M K , we have
where the relation follows from Lemma 4.6 for the places of good reduction. Suppose that there exist two values i, j ∈ I such that x i = x j and y i = y j . Then summing (9) over all places, with appropriate weights, gives
for some constant C ≤ 23. In this case, the inequality in Theorem 1.4 follows for all but finitely many b ∈ K. For the rest, we use the fact thatĥ ϕ is discrete, which follows from the results of Kawaguchi [8] .
Now consider the case that there do not exist values i, j ∈ I with x i = x j and y i = y j . Then we either have, for all i, j ∈ I x i = x j , or else for all i ∈ I y i = y j . In the former case, we may apply Lemma 4.5 to choose a subset J ⊆ I with #J ≥ 2, and (10) log
for all i, j ∈ J and all v ∈ M K (the relation holds for places of good reduction by Lemma 4.6). Note that, since x i = x j for all i, j ∈ I, we have y i = y j . Choosing i = j ∈ J, and summing (10) with the appropriate weights, we obtain
ϕ (P ) + C, for some constant C ≤ 10. Theorem 1.4 follows from this in the case that y i = y j for all i, j ∈ I, and the case where y i = y j for all i, j ∈ I is similar. This proves Theorem 1.4.
Variation in families, and the proof of Theorem 1.1
For this section, we fix a number field or function field K, and a smooth, projective curve C/K, and let F = K(C). Throughout, we will denote the local degree at v ∈ M K by n v , where this is 1 if K is a function field, and n v = [K:Q] if K is a number field. For the benefit of the reader we will recall the germane properties of local height functions, based on the exposition of Lang [10] . By an M K -divisor, we mean a function e : M K → R such that e(v) = 1 for all but finitely many places v. For any effective divisor D ∈ Div(C) ⊗ Q, a set of local heights for D will be a collection of functions λ v,D : C(K v ) → R such that for any choice of functions w β ∈ F , with w β vanishing only at β, there exist M K -divisors e β and d such that
, where m β is the weight of (β) in D. For any Galois extension L/K, one defines
for t ∈ C(L), and it is easy to check that this gives a well-defined function h D : C(K) → R. Although this definition depends on the choice of local heights, it is easy to show that a different choice of local heights changes the function by only a bounded amount.
For convenience, we will identify the points of C over K with the set of places of F . Now, if the Hénon map ϕ(x, y) = (ay, x + f (y)) has coefficients in F , we set
Note that, a priori, we have D ± (ϕ, P ) ∈ Div(C) ⊗ R. But it follows from Lemma 2.1 that for each β, eitherλ + β,ϕ (P ) = 0 or else there is an N ≥ 1 such that ϕ N (P ) ∈ B + β (ϕ), and so
It follows that D + (ϕ, P ) ∈ Div(C) ⊗ Q, and similarly for D − (ϕ, P ). We extend the constant field so that Supp(D) ⊆ C(K). To each point β ∈ Supp(D) we associate a function w β ∈ K(C) which vanishes at β, and nowhere else, and we define a distance function by
Note that this function depends on the choice of w β , although a different choice of w β only changes δ v (β, ·) by a non-zero constant multiple as t approaches β. We also choose a system of local heights λ v,D as above, and note that
The following lemma is a simple consequence of the arguments in the proof of Lemma 11 of [7] .
Lemma 5.1. For any function g 1 ∈ K(C) with a pole at β, and any M Kdivisor d, we can choose an M K -divisor e such that
For any function g 2 ∈ K(C) with neither a pole nor a zero at β, we can choose an M K -divisor e such that
Lemma 5.2. Let ϕ, P , and D + be as above, and suppose that β ∈ Supp(D + ) satisfies P ∈ B + β (ϕ). Then there exist M K -divisors e and d such that
Proof. Since P = (x, y) ∈ B + β (ϕ), we have that y d /x ∈ K(C) has a pole at β, and so by Lemma 5.1 we can choose d 0 small enough that
Proceeding similarly for the functions y d−i /b i and y d−1 /a, and noting that a pointwise minimum of M K -divisors is again an M K -divisor, we can construct a d 1 such that P t ∈ B + v (ϕ t ) for all t ∈ C(K v ) satisfying 0 < δ v (β, t) < d 1 (v). Now, for these t, we havê
where ε v (t) = 0 for v ∈ M K non-archimedean, and ε v (t) bounded in terms of d otherwise, by Lemma 2.1. On the other hand, sincê λ + β,ϕ (P ) = log |y| β = − ord β (y), it follows that − ord β (y) is the weight to which the prime divisor (β) occurs in D + . In other words, by the defining properties of local heights, there exist M K -divisors e 0 and d 2 such that
, we obtain M K -divisors e 1 and d 3 such that
Combining these three estimates, we obtain (for r d determined by Lemma 2.1)
Since pointwise minima and products of M K -divisors are again M K -divisors, this proves the lemma.
Lemma 5.3. Let ϕ, P , and D + be as above, and suppose that β ∈ Supp(D + ) is a point at which some b i , or a, or x or y has a pole, but such that λ β,ϕ (P ) = 0. Then there exist M K -divisors e and d such that
Proof. It follows from the basic facts about local height functions that λ v,D (t) is bounded near such a point, so it suffices to show thatλ + v,ϕt (P t ) is, too. Let ϕ N (P ) = (x N , y N ). We proceed much as in the proof of Lemma 13 of [7] .
In particular, if v is a non-archimedean place at which x, y, a, b d−1 , ..., b 0 are given by Laurent series in a uniformizer u, with v-adic integral coefficients, then x N and y N are given by such series as well. We have, in this case u
for all t with δ v (β, t) < 1. If we restrict attention, for the moment, to t satisfying δ v (β, t) ≥ δ > 0, then we have
Applying the same argument to the x N , we see that
for all t with δ < δ v (β, t) < 1. But as δ was arbitrary, this must hold for all t with δ v (β, t) < 1, and β = t. Now, suppose that v is an archimedean place, and let ε > 0 be chosen such that the Laurent series defining x, y, a, b d−1 , ..., b 0 converge on the set of t with δ v (β, t) ≤ ε. For any analytic function g on this set, let ⌈g⌉ ε denote the maximal value of g(t) on the disk δ v (β, t) ≤ ε. Similarly, if g is analytic on the set of t with δ v (β, t) = ε, we let [g] ε denote the maximum modulus of g on this set. Then, by the maximum modulus principle,
for t satisfying 0 < δ v (β, t) < ε, and hence
for t satisfying δ < δ v (β, t) < ε. Arguing in the same fashion for x N,t , we haveλ
sinceλ β,ϕ (P ) = 0. But we note that, if c is chosen so that
It now follows from the standard telescoping sum arguments that the limit
appearing above exists and is finite, boundingλ v,ϕt (P t ) for δ < δ v (β, t) < ε. But the bound does not depend on δ, and so we have a bound onλ v,ϕt (P t ) for 0 < δ v (β, t) < ε, as desired. The remaining finitely many non-archimedean places are treated similarly, using the non-archimedean maximum principle [14, p. 318] Lemma 5.4. Let ϕ, P , and D + be as above. Then for any
Proof. This follows from Lemma 8 of [7] . In particular, there is an M Kdivisor m such that if δ v (β, t) ≥ e β,v , for each β ∈ Z, then
Using the standard telescoping sum argument, as in Lemma 2.1 or Lemma 5.3, this gives a bound onλ v,ϕt (P t ) which depends only on v. Moreover, this bound is 0 at any non-archimedean place for which m v = 1.
We are now in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. We focus on the relation forĥ + ϕ , first. By the three lemmas above, if we have
a constant, for t ∈ C(K). For t ∈ C(K), we may use a similar estimate on
for any Galois extension L/K.
But note that for any P ∈ A 2 (K), there exists an N such that ϕ N (P ) has the property mentioned above, so we havê
from which the result follows by the linearity of heights, and the relationŝ h + ϕt (ϕ N (P t )) = d Nĥ+ ϕt (P t ) and D + (ϕ, ϕ N (P )) = d N D + (ϕ, P ). The symmetric claim forĥ − ϕt (P t ) can be proven in an essentially identical manner, after first producing analogous version of Lemmas 5.2, 5.3, and 5.4.
6. Proof of Theorems 1.3 and 1.8
It is now a relatively simple matter to prove Theorems 1.3 and 1.8.
Proof of Theorem 1.3. Suppose that ϕ(x, y) = (y, x + f (y)), with f (y) ∈ F [z], and suppose that P ∈ A 2 (F ) is not periodic for ϕ. Assuming that ϕ is not isotrivial, Theorem 1.2 tells us thatĥ ϕ (P ) > 0. In particular, the divisor
, where D ± (ϕ, P ) are the divisors described in Theorem 1.1, is effective and ample. But by Theorem 1.1, we havê
and so the set of t for whichĥ ϕt (P t ) = 0 is a set of bounded height relative to D (and hence relative to any ample class on C).
Proof of Theorem 1.8. Let X ⊆ C(K) be the set of parameters t which are s-integral with respect to η, and such that O ϕt (P t ) = O ϕt (Q t ), and suppose that X is infinite. Without loss of generality, we will suppose that there are infinitely many parameters t such that there exists an m ≥ 0 with ϕ m t (P t ) = Q t . Note that for each given m ≥ 0, there can be only finitely many parameters t ∈ C(K) such that ϕ m t (P t ) = Q t , unless we have ϕ m (P ) = Q on the generic fibre, since the condition ϕ m t (P t ) = Q t is described by the vanishing of non-zero functions on C. So there must be arbitrarily large values m ≥ 0 such that there exists a t ∈ X with ϕ m t (P t ) = Q t . Now write m = m 1 + m 2 , if ϕ m t (P t ) = Q t , and let R = ϕ
It follows that, for any degree 1 height h on C, we havê
and so, in particular, for any δ > 0 we can find infinitely many t ∈ X such thatĥ
Note that if R is periodic for ϕ t , then so are P t and Q t , and so by Theorem 1.3, this happens for only finitely many X. Discounting those, we have for any δ > 0 an infinite set of parameters t ∈ C(K), all s-integral with respect to η, such that
But note that there is a finite set S of primes such that t is s-integral with respect to η if and only if b(t) is s + #S-integral. In particular, the existence of infinitely many t ∈ C(K), s-integral with respect to η, satisfying (12), contradicts Theorem 1.4 once δ is small enough.
Computations and examples
We close with some computational work around the family
over Q, presenting a means of verifying Conjecture 1.5 for a specific value of b. Although we focus on Q, the algorithm is easily modified to work over any number field. The proof of Proposition 1.6 is essentially a repeated application of this algorithm. We note that the computations here are in spirit the same as those in [5] , although there are some slight differences in the details. Our first lemma gives a method for computing a list of possible periods of Q-rational periodic points for ϕ, based on the dynamics modulo a prime of good reduction. Note that this lemma follows from essentially the same argument as a result of Pezda [12] , although we present a proof here both for completeness, and because the aforementioned results of Pezda are more general, and do not have conclusions quite as precise as we need for these computations. Before we state the result we note that it follows from Lemma 4.1 that if b ∈ Z p , and Q ∈ A 2 (Q p ) is periodic for ϕ(x, y) = (y, x + y 2 + b), then the coordinates of Q must be p-adic integers. In particular, it makes sense to speak of the image Q ∈ A 2 (F p ) of Q modulo p.
In general, if ψ = (F, G) : A 2 → A 2 is a polynomial map, we let
denote the Jacobian of ψ at (x, y). We then define the multiplier of ψ at the N -periodic point Q by
Note that this is not a well-defined function of the cycle, as in the case of rational maps of P 1 , but is a well-defined conjugacy class. We may speak unambiguously, then of the order of the matrix Λ N,ψ for a given cycle.
Lemma 7.1. Let p ≥ 5 be prime, let ϕ(x, y) = (y, x + y 2 + b), where b ∈ Z p , let Q ∈ A 2 (Q p ) have period N for ϕ, and suppose that the image modulo p,
Proof. We will first prove something slightly more general. Suppose that ψ(x, y) ∈ Z p [x, y] 2 , that the point O = (0, 0) has prime period N under ψ, and that the multiplier matrix
is an element of SL 2 (Z p ). Suppose, further, that the reduction ψ of ψ modulo p fixes O ∈ A 2 (F p ), and that the multiplier matrix
, for some largest e ≥ 1, where O(p e ) denotes an element of p e Z 2 p . We also have J ψ (O) = J = I + pA, for I the 2 × 2 identity matrix, and A ∈ M 2×2 (Z p ). Now, by Taylor's Theorem, we have
. . .
Now, since ψ N (O) = O, we must have that
Similarly, since J = I + pA, we have
showing that O does not have period p, except perhaps if e = 1. In the case e = 1, a slightly more refined calculation is needed. If e = 1 (and p = 2), we note by the examining the second term in the Taylor expansion that we have
whenever R = O(p), where J is the Jacobian of ψ at O, and H the 2 × 2 × 2 Hessian tensor. The reader can check, by induction, that we have
In particular, as p ≥ 5 we have ψ p (O) = pQ + O(p 3 ), and so it is not the case that O has period p for ψ.
To recap, we've shown that if O is a point of period N for ψ(x, y) ∈ Z p [x, y] 2 , if ψ fixes O modulo p, and J ψ ( O) is the trivial element of SL 2 (F p ), then N is not prime. But if N > 1, then we may choose a prime q | N , and apply this result to ψ N/q , under which O has period q, to obtain a contradiction. Since all periodic points are in Z 2 p , and since the conditions of the theorem are invariant under a Z p -linear change of variables, it follows that if Q ∈ Z 2 p is a periodic point for ψ(x, y) ∈ Z p [x, y] 2 , with Q fixed by ψ, and with J ψ ( Q) = I, then it must be that Q is a fixed point for ψ. Now let ϕ(x, y) = (y, x + y 2 + b), with b ∈ Z p , and suppose that Q is a point of period N for ϕ, and Q is a point of period M for ψ. Clearly we must have M | N , so we write N = dM . Now, if we set χ = ϕ M , then Q is a fixed point of χ, and J χ ( Q) = Λ ϕ ( Q) by the chain rule. Now, replacing χ with ϕ r , where r is the order of Λ ϕ ( Q), we have a periodic point Q for ψ such that Q is fixed for ψ, and Λ ψ ( Q) is the identity. It follows from the argument above that ϕ M r (Q) = ψ(Q) = Q, and so Q is a point of period divisible by M , but dividing M r, and so N = M d for some d | r.
Lemma 7.1 is the crux of the algorithm used to verify Proposition 1.6. Given a value b ∈ Q, and a prime p ≥ 5 at which b is integral, one can compile a list of periods for ϕ(x, y) = (y, x + y 2 + b) modulo p, and then use Lemma 7.1 to construct a finite set S(p, b) ⊆ Z + such that N ∈ S(p, b) whenever ϕ has a Q-rational periodic point of period N . One might hope, for a given b ∈ Q, that we would obtain 5≤p≤X S(b, p) ⊆ {1, 2, 3, 4, 6, 8}
for X large enough, where we take S(b, p) = Z + if p is a bad prime. It turns out that this is too much to ask: the map ϕ(x, y) = (y, y 2 − 1/4 + x) has a point of period 2 at P = (1/2, −1/2), and the multiplier of this cycle is Λ ϕ (Q) = 1 −1 1 0 . Note that Λ ϕ (Q), and its reduction modulo any (odd)
prime, has order 6, and so we will have 12 ∈ S(− 1 4 , p) for any prime p ≥ 5. Fortunately, there is an alternate means of verifying Conjecture 1.5 in this case.
Lemma 7.2. Let b ∈ Q, let ϕ(x, y) = (y, x + y 2 + b), and suppose that ϕ has a periodic point Q ∈ A 2 (Q). Then the denominator of b is a perfect square, and h(Q) ≤ Note that if one should like to verify Conjecture 1.5 for all b ∈ Q with H(b) ≤ T , one potentially has to apply the algorithm above about 6 π 2 T 2 times. The first observation in Lemma 7.2 reduces this to about 6 π 2 T 3/2 applications, which is a significant savings. The second observation in Lemma 7.2 gives an alternate means of verifying Conjecture 1.5 for a given value b ∈ Q which, while much more costly than the algorithm described above, is guaranteed to provide a conclusive answer. In the verification of Proposition 1.6, this alternate method was used to treat parameters b ∈ Q for which the first method failed to verify the conjecture.
Proof of Lemma 7.2. Let p be an odd prime, suppose that ϕ has a periodic point (x, y) ∈ Q p , and suppose that |b| p > 1. By Lemma 4.2, there is a root γ 2 = b with |x − γ| p ≤ 1. But note that |γ| p > 1, and so it must be the case that p −vp(x) = |x| p = |γ| p = |b| 1/2
vp(b) .
In particular, v p (b) must be even. In the case p = 2, we have the same argument, unless |γ| 2 ≤ 2, that is, unless b = 2α or b = 4β, for α, β odd. In the second case it remains true that v 2 (b) is even, so we consider just the first case. It also, by Lemma 4.2, must be true that |x N | 2 , |y N | 2 ≤ 2 for all N . Note that if |y N | 2 = 2 for any N , then |y N +1 | 2 = |x + y 2 N + b| 2 = 4, which is a contradiction. So we must have |y N | ≤ 1 for all N , and hence |x N | 2 = |y N −1 | 2 ≤ 1 for all N . But then |y N +1 | 2 = |x N + y 2 N + b| 2 = 2, a contradiction. So it cannot be the case that |b| 2 = 2. We have shown that v p (b) is even whenever v p (b) < 0, and so the denominator of b is a perfect square.
For the height bound, we simply note that if P is periodic for ϕ, then P ∈ A 2 (Q) \ (B + v (ϕ) ∪ B − v (ϕ)) By Lemma 4.2, we have log + P v ≤ 1 2 log + |b| + log(3) v for every place v. Summing over all places, with the appropriate weights, we obtain our bound.
The proof of Proposition 1.6 is simply an application of one or the other of these lemmas for every value of b under consideration, and one could presumably extend the computations significantly from what has been done here.
Another approach to building evidence for Conjecture 1.5 would be to fix N ∈ {1, 2, 3, 4, 6, 8}, and show that there is no b ∈ Q such that ϕ b (x, y) has a Q-rational point of period N . Pairs (b, P ) such that P is a point of period dividing N for ϕ b are parametrized by a curve Γ N ⊆ A 3 , defined by the two equations implicit in ϕ N b (P ) = P . Of course, these curves are not irreducible, as N | M implies Γ N ⊆ Γ M , but one could restrict attention to the component Γ ′ M ⊆ Γ M corresponding to examples of exact period M . For instance, a first step in lending more credence to Conjecture 1.5 would be to show that Γ ′ 5 (Q) = ∅. Although the normalization of the projective closure of Γ ′ 5 has genus 14, it also admits several quotients, and it is possible that one of these would be amenable to the Chabauty-Coleman method. We plan to investigate these curves in a future project.
