Observers reacted to the change in the movement of a random-dot field whose initial velocity, Vo, was constant for a random period and then switched abruptly to another value, V 1 . The two movements, both horizontally oriented, were either in the same direction (speed increments or decrements), or in the opposite direction but equal in speed (direction reversals). One ofthe two velocities, V 0 or V 1 , could be zero (motion onset and offset, respectively). in the range of speeds used, 0-16 deg/sec (dps), the mean reaction time (MRT) for a given value ofV 0 depended on V, -V 0
I
only: MRT r + c(Vo)/I V, -V 0~, where~3= 2/3, r is a velocity-independent component of MRT, and c (V 0 ) is a parameter whose value is constant for low values of V 0 (0-4 dps), and increases beginning with some value of I T o between 4 and 8 dps. These and other data reviewed in the paper are accounted for by a model in which the time-position function of a moving target is encoded by mass activation of a network of Reichardt-type encoders. Motion-onset detection (V 0 = 0) is achieved by weighted temporal summation of the outputs of this network, the weights assigned to activated encoders being proportional to their squared spatial spans. By means of a "subtractive normalization," the visual system effectively reduces the detection of velocity changes (a change from V 0 to V) to the detection of motion onset (a change from 0 to V 1
). Subtractive normalization operates by readjustment of weights: the weights of all encoders are amplified or attenuated depending on their spatial spans, temporal spans, andthe initial velocity V 0 . Assignment of weights and weighted temporal summation are thought of as special-purpose computations performed on the dynamic array of activations in the motion-encoding network, without affecting the activations themselves.
In this paper, we propose a possible mechanism by which the human visual system detects changes in the frontoparallel movement of a visual target. The term mechanism is understood here as a computational algorithm implemented on a quasi-neuronal network of elementary motion encoders. We propose to treat encoding of visual motion and detection of motion changes as two distinctly different parts of the computational algorithm. We consider motion encoding to be a general-purpose computation that is (relatively) task independent, whose outcome is a dynamic array of elementarY activations representing the time-position function of a moving target. In our model, the time-position function is represented by pairs of spatial positions occupied by a fixed point on the moving target at different pairs of time moments. The dynamic array of elementary activations contains sufficiently rich information about the encoded motion so that specific questions about the motion can be answered by means of special-purpose (task-specific) computations performed on the outputs of the encoding network. Such questions include, among others, ''Has the target moved at all?" and "Has it changed its speed or direction?" In our model, the special-purpose computation involved in the detection of motion changes is a particular form of weighted summation (averaging) of the elementary activations across the network: the weights assigned to different elementary encoders depend on the initial movement whose changes are to be detected. The notion of special-purpose detection computations performed on the array of primary encoders is close, but not identical to, the notion of fastlearning task-specific visual modules recently proposed by Poggio, Fahle, and Edelman (1992) .
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We studied movement changes that included the beginfling of a movement following a period of rest (motion onset), cessation of a movement (motion offset), and changes in motion direction or speed (direction reversals, speed decrements, and speed increments). The scope of our analysis is restricted to one class of moving patterns, namely, high-contrast (well above contrast threshold) spatially localized luminance perturbations (such as a single dot, a thin line, or a random-dot field) that move rigidly along a single straight line, with no changes occurring in either the pattern itself or its background. The pattern's motion then is uniquely determined by a function relating the unidimensional position x of any point taken on the moving pattern to time: x = x(t). We studied the detection of motion changes by means of the simple reaction time (RT) paradigm: observers responded by pressing a key "as rapidly as possible" as soon as any change in the initial movement (or rest) of a target was detected. Consequently, we were concerned not only with the outcome of the hypothetical visual computations, but also with the time course of these computations.
In our experiments, a target moved with a constant velocity, V 0 , which abruptly changed to another value, V 1 , after a certain period of time that was longer than 1 sec. We denote this stimulus paradigm schematically as V 0 t-°V 1 t. Either of the two V values may be zero; for example, motion-onset stimulus corresponds to 0-* Vt. The detection mechanism proposed, however, is applicable to a broader class of motion changes, also generically referred to as changes in motion velocity. Namely, detectability and detection-time predictions can be derived from our model for changes from a uniform rectilinear motion (or rest), V 0 t, to a movement described by any time-position function, x(t), as shown in Figure 1 . For example, a critical part of our discussion of motion-onset decrement~:
:edment detection relates the 0-*V 1 t stimulus to the situation in which visual motion is created by a single instantaneous shift in the target position: 0-°A(a step-function motion of amplitude A).
Motion-onset detectian occupies a special place among other velocity changes: according to the model proposed, detection of a velocity change, V 0 t-°x(t) , is realized by visual computations of essentially the same structure as detection of the motion onset 0-*x(t) -V 0 t. In other words, when confronted with the need to detect a change from a uniform motion V 0 t to another motion, x(t), the detection system effectively subtracts the initial uniform motion from the ongoing motion, x(t) -1 7 0 t, thereby reducing the task to that of motion-onset detection. In terms of the proposed mechanism, this subtraction is achieved by readjustments of the weights with which the elementary encoding activations are summated.
In velocity-change detection, the existence of an algorithm effectively subtracting the initial uniform motion from the ongoing motion is suggested by the findings of A. B. Sekuler, E. B. Sekuler, and R. Sekuler (1990) , who studied reaction times to 300 changes in direction of motion, with speed held constant. It was shown in their experiments that the mean RT to such changes is not influenced by uncertainty about the initial direction (i.e., by the number and range of possible initial directions), provided that the initial motion lasts longer than about 0.5 sec. For shorter durations, the mean RT was shown to increase with uncertainty about the initial direction. It was suggested, therefore, that within the period of about 0.5 sec, the motion-processing system learns to subtract the initial motion vector from the ongoing motion, that is, to take the initial vector for a new origin (zero, or "norm of rest") in the space of velocity vectors. Accordingly, this process was termed the normalization (ofvisual motion in detection of velocity changes); subtractive normalization is more specific, and this is the term we use in this paper.
Assuming that a computational mechanism for motiononset detection is established, one can think of three possible mechanisms for subtractive normalization. The first possibility is the one we elaborate on in this paper: subtractive normalization occurs on the level of specialpurpose computations performed on the activation output of the motion-encoding network. As mentioned earlier, we propose that this is achieved by readjustments of the weights with which elementary activations are summated in the detection computations, without affecting the activations themselves. The second possibility is that subtractive normalization is a sensory adaptation phenomenon, that is, a selective transformation of the activation pattern in the encoding network (e.g., self-inhibition of activated units). We will argue against the sensory adaptation interpretation in the concluding part of our discussion of the normalization mechanisms. The third possibility that one can think of a priori offers a simple mechanistic alternative to computational considerations: detection of the change V 0 t-~x(t)is reduced to that of 0-*x(t) -J7t
by "aftertracking" eye movements. The assumptions behind this third possibility are (1) that motion-onset-detection computations are performed in retinal rather than external coordinates; (2) that the observers pursue the moving patterns smoothly and accurately (which is not usual, unless they are specifically instructed to pursue; see Hallett, 1986, and Kowler, 1990) ; and (3) that the initial tracking velocity is maintained for a sufficiently long period after the velocity has changed. Empirical evidence indeed exists (Lightstone, 1973 , cited in Hallett, 1986 Mitrani & Dimitrov, 1978; Mitrani, Dimitrov, Yakimoff, & Mateeff, 1979; Whittaker & Eaholtz, 1982) that smooth pursuit continues for several hundred milliseconds after the object being tracked suddenly disappears, stops, or reverses motion direction (the "aftertracking" or "overpursuit" phenomenon).
The simplest test of the aftertracking hypothesis (and of the relevance of the pursuit eye movements in general) is to ask the subject to maintain steady fixation and to monitor the eye movements, discarding all trials when the eyes move. This is precisely what was done in one of the experiments reported in A. B. Sekuler et al. (1990) ; they found essentially the same course of the normalization process (RT dependence on duration and range of the initial motion directions) under steady fixation as they did under free looking. If aftertracking were the major, or "natural" mechanism for solving the velocity-change-detection task, one would expect that the RT pattern would be disrupted under steady fixation, or at least that the RTs would be lengthened (as the observer would have to relearn the task by different means). The actual data show, if anything, that RTs under steady fixation are somewhat shorter. (One could suggest that the aftertracking hypothesis could be saved by replacing the eye movements with a "moving attentional focus." This interpretation cannot be dismissed by our analysis, except that the computational algorithm we propose can be viewed, if one so wishes, as the mechanism by which the visual system realizes the "moving attentional focus.")
Subtractive Normalization as a Descriptive Term
We operationally define the concept of subtractive normalization as a particular dependence of RT on velocity changes. As mentioned earlier, the observers in our experiments responded by pressing a key as soon as possible following a detected velocity change, V 0 Dzhafarov, 1992 , for detailed discussion; see Luce, 1986 , for a review).
First, RT as a function of V is additively decomposed into two components, a velocity-dependent component D, and a velocity-independent component R:
The velocity-independent component includes not only motor-execution time, but also all sensory and sensorymotor components whose distributions do not change with V. The value of D (stochastically) decreases with increasing V; indeed, this is well known to hold for RT as a whole (Ball & R. Sekuler, 1980; Tynan & R. Sekuler, 1982) , and by definition, R plays no role in any systematic change of RT as a function of V. Second, some mechanism or computational rule is postulated, whose output determines the detectability level, or "perceptual salience," of motion as a function of V. To account for RTs, this output value should be thought of as developing in physical time, continuously or as a step function. The simplest detection rule then defines D as the period between motion onset and the moment when the developing output value exceeds a certain critical level for the first time. As shown in Dzhafarov (1993) , the output can always be considered a deterministic process (depending on V), whereas the critical value, termed the "criterion," is a random variable, C, whose distribution does not depend on V. The component D, therefore, can always be presented as a deterministic function D(V, C) of two arguments: velocity V itself and a V-independent random criterion C. Equation 1 can now be rewritten as
Once the function D(V, C) is known, the equation uniquely specifies the dependence of RT on V for any two given values of C and R. The equation does not, however, specify the distributions of these values, nor does it exclude the possibility that these distributions may change if one changes stimulation parameters other than V (e.g., size of the moving dots, adaptation to a previously presented motion) or task parameters (e -g., speed-accuracy emphasis).
To be less abstract, consider the following model of motion-onset detection (Bonnet, 1977 (Bonnet, , 1982 Cohen & Bonnet, 1972; Johnson & Leibowitz, 1976 ; for applications to the RT paradigm, see Ball & R. Sekuler, 1980; Troscianko & Fahle, 1988; Tynan & R. Sekuler, 1982) . In this so-called critical-distance model, the velocity-dependent component D is simply the period within which a moving dot traverses some critical distance. Denoting this distance by C, we have the following special case of Equation 2:
For any given values ofC and R, the model uniquely specifies the dependence of RT on V: a power function with the exponent of -1. Assuming this model, we say that visual motion is subtractively normalized in detection of velocity changes, V 0
In the general case (Equation 2), one has a subtractive normalization if
where the distributions of C and R may depend on task and stimulation parameters, but not on the value of V 1 .
Given that all such parameters are the same for both motion-onset stimuli (V 0 = 0) and velocity-change stimuli (V 0 > 0), the only parameter that may systematically influence the distributions of C and R is the value of V 0 (and/or parameters confounded with V 0 , such as the time it takes a single dot to traverse a fixed distance):
Notice that for detection of motion onset, both C and R have been defined as velocity-independent random variables, which for detection of velocity changes translates into their independence from V 1 , but not necessarily from V 0 .
Once the subtractive normalization is found, one can distinguish between its different degrees or forms. For example, assuming that Equation 3 holds, one can speak about a strong subtractive normalization ifR does not depend on V 0 , that is, if its distribution is the same for both motion-onset detection and velocity-change detection. In this case, R is a "pure delay" with respect to the principal variables of the task; it does not depend on either velocity, V 0 or V 1 . Recall that R includes sensory and sensory-motor subcomponents, in addition to motorexecution time. A subtractive normalization, therefore, is not guaranteed to be strong. Finally, if neither C nor R exhibit a dependence on V 0 , one can say that subtractive normalization is complete. In this case, the RT distributions are the same for all (1"~,V 1 ) pairs with the same difference V = V 1 -V 0 . All these definitions can be trivially generalized to the detection of V 0 t-*x(t), where x(t) is not necessarily a uniform motion, V 1 t. We do not do this here, because Equations 1-4 are all we need to analyze our experimental data. In fact, we only use a weak version of these formulas, with RT distributions being characterized by their mean values only. For brevity, however, in most instances we will continue to speak of a subtractive normalization instead of using the more rigorous term "subtractive normalization in the mean."
METHOD

Procedure
The display consisted of 200 spatially random, bright dots presented under computer control on a large, dim x-ycathode-ray tube screen (Hewlett Packard Model 132 lA, with P-3 1 phosphor). The background luminance was about 1.5 cd/m 2 . The dots were 6' of arc in diameter, and dot-background contrast was set at four to five times threshold. At the start ofeach trial, the dots appeared and simultaneously began moving inside a 16°-diamcircular aperture. The dots moved horizontally in a fixed spatial phase along parallel paths. When a dot reached the edge of the display, it wrapped around, reappearing sometime later at the opposite edge. The dots' velocity was controlled by the size of steps, or displacements, from one frame to the next, keeping frame rate constant at 100 Hz, A new set of spatially random dots was generated on each trial. The display was viewed binocularly with the observer's head steadied in a chinrest. No fixation point was used, and no specifics as to how to view the display were given in the instructions. The experiment consisted of 35 different conditions, each corresponding to one velocity pair, (J', V). They were tested one at a time in blocks of 50 trials. Over the entire study, each condition was tested on three different occasions, yielding a total of ISO trials per condition. The duration of the V 0 phase varied according to a uniform distribution ranging from 1 to 2 sec. Trials were initiated by the observer.
In 30 conditions, movement during both phases, 1'~,and V, was in a rightward direction. In all these conditions, the subject reacted to a change in speed only. Velocity pairs were chosen from the set of0 (stationary dots), 1,2, 4, 8, and 16 deg/sec (dps), with the constraint that the two velocities in a condition could not be the same.
In the remaining five conditions, speeds during both phases were the same. In these conditions, rightward motion during the foreperiod changed abruptly to leftward motion, with the same speed. In all these conditions, the subject reacted to a change in direction only. Speeds were 1, 2, 4, 8, and 16 dps.
In addition, we carried out an auxiliary experiment in order to find out whether any of the obtained results could be specifically associated with our choice of the number of dots in the display- In all other respects, the auxiliary experiment was identical to the main one. In both the main and auxiliary experiments, mean RTs werecalculated after discarding RTs below 100 msec or greater than 1,000 nisec. The number ofdiscarded trials was fairly constant for all conditions, and constituted less than 5 9f of trials.
Subjects
One of the observers in the main experiment was an author of this report (R.W.S.); the other observer (J.F.) was naive with respect to the purposes ofthe study. A third observer (J .L.M.), also naive, served in the auxiliary experiment. Figure are shown in separate panels. The theoretical curves are fitted to the MRTs averaged over Observers J.F. and R.W.S.; the curves are discussed below, but they may be used at this stage as visual aids for determining relative positions of the data points. The curves are shown separately in Figure 3A ; the lower curve is the one used to fit the data for V 0 = 0, 1, 2, and 4 dps in Figure 2 (the same curve for all four data sets), the middle and upper curves of Figure 3A are used to fit the data for V 0 = 8 and 16 dps, respectively. Keeping these properties ofthe curves in mind, one can notice the following characteristics of the data shown in Figure 2 .
RESULTS
Ordinal-Level Analysis
1. For a given V 0 , MRT decreases as the difference between V 1 and V 0 increases in either direction. (the Goodman-Kruskal gamma between MRT and V 1 -V 0 computed over this range is -0.96 for J.F. and -0.94 for R.W.S., p = .000, 23x11 association).
The scatterplot in Figure 4 presents the results of the auxiliary experiment, in which we varied the number of dots in the display. MRT values corresponding to the same )/3 is 6.0 msec. We conclude that the large change from 50 to 200 dots has a remarkably small effect on MRT. Therefore, our principle results do not seem to be restricted to the particular number of moving dots used in the main experiment.
Quantitative Analysis
The ordinal-scale properties of the data discussed in the preceding section are simple consequences ofthe fact that the data can be well approximatedby the theoretical curves shown in Figure 3A . For reasons that will be clear from the following text, the approximation was first sought for the motion-onset data (V 0 = 0) in the form
where r is the mean value of R in Equation 1 (the velocityindependent component of RT), and c is a positive constant that can be interpreted as the mean value of the detection criterion. This formula is compatible with the following special form of Equation 1:
where f(C) is an arbitrary function. We found that virtually perfect approximation can be achieved when fi is set very close to -2/3, r close to 0.2 sec, and c close to 0.1 (note that given~= -2/3, c is measured in sec t13 deg 23 ).
We found further that MRTs for V 0 = 1-, 2-, and 4-dps velocity changes fall on the same curve when plotted against V = V 1 -V 0 :
where r, c, and f3 are as above. In this range of V 0 , therefore, there appears to be a complete subtractive normalization (in the mean).
The MRT values for 17~= 8 and 16 dps fall above the curve just described, but they still can be reasonably well approximated by Equation 6 with the same values of~i3(= -2/3) and r (= 0.2 Figure 3B shows that under the same restrictions, the quality of approximation deteriorates if /1 = -2/3 in Equation 7 is changed in either direction. The absolute value of the deterioration, in the range of j3 shown in Figure 3B , is rather small, however. Figure 3B , therefore, only illustrates the optimality of choosing j3 = -2/3, but does not allow one to defmitively reject other values between -1 and -1/3. Equation 7 suggests (though does not prove) the following special form of Equation 3:
where~3 -2/3, f(C) generally depends on V 0 , and R is a V 0 -independent random variable. An important characteristic of the quality of approximation provided by Equation 7 is that a variety of more general models, ofwhich Equation 7 is a special case, yield only negligible gain in fit. For example, models in which both c and r are allowed to depend on V 0 , or in which
)iVo~°'j~, and other reasonable generalizations 'we tried, reduced the quadratic approximation error by less than 0.5 msec. The values of the parameters of these more general models either converge to those of Equation 7 (e.g., a is set close to 1 at (5\ the optimum), or show an obviously chaotic dependence '' onV~.' I in log-log coordinates.
DISCUSSION
Mechanisms of Motion-Onset Detection Our experimental data indicate a strong subtractive normalization of visual motion in detection of velocity changes; the visual system seems to effectively reduce this task to that of motion-onset detection. Obviously, a theoretical interpretation of this finding critically depends on one's understanding of possible mechanisms of motion-onset detection. This is the subject ofthis section, in which we attempt to justify the negative-exponent power function relating MRT to V(Equation 5), account for the exponent's empirical value (fi -2/3), and provide a theoretical interpretation for parameter c. In accordance with our distinction between general-purpose encoding computations and special-purpose detection computations, we begin with a brief and admittedly simplistic discussion of the hypothetical encoding network.
Since Reichardt's (1961) work on the insect's optomotor system, most psychophysical models of visual motion encoding have been based on the idea of quadruple computations: the response of an elementary motion encoder is based on characteristics of four luminance profiles sampled from two spatial areas at two moments of time (see Nakayama, 1985 , for a review; see also van Doom & Koenderink, 1983; van Doom, Koenderink, & van de Grind, 1984; van Santen & Sperling, 1984 , 1985 . Denoting the centers of the two areas (along the horizontal axis) by X and X+z~.X, the sampling moments by Tand T+~T,and assuming that thetwo areas are identical except for the shift, a quadruple computation is formally an operation on a 2 x 2 matrix formed by the luminance profiles corresponding to (X, T), (X+~X, T) , (X, T+~T) , and (X+z~X, T+ zT). The parameters E~X and~Tare referred to as, respectively, the spatial span and temporal span of an encoder. Without getting into detail, when applied to a rigid motion ofa sharply localized pattern, many formally different quadruple operations (including the determinanttype computation proposed by Reichardt) are equivalent to the following simple rule. An encoder with spatiotemporal span (AX,~T) can only be activated if
where x(t) is as defined above: spatial position x at moment t of a fixed point taken on the moving target. Assume, as an idealization, that if an encoder with parameters (AX,~T) exists, then there are sufficiently many such encoders, so that (1) the centers X of their left (or right) spatial areas cover the visual space densely, and (2) the luminance profiles within any such area can be sampled at any moment T. Then the pattern shift described in Equation 8 is both sufficient and necessary for the activation of a (AX, z~T) encoder. 2
We now consider three simple schemes of motiondetection computations that can be performed on the outputs of the network of motion encoders. We choose these three schemes not as a result of a systematic or exhaustive analysis of possibilities, but simply because they lead to motion-detection models that have been proposed in the literature. The descriptions of each of the models contain further assumptions concerning the network of motion encoders.
A Single-Encoder Scheme 1 (the critical-distance model). The simplest assumption one can make is that motion detection occurs if and only if at least one motion encoder is activated. This detection rule implies the following. Consider a time-position functionx(t). At any moment t, one can compute from this function the set of the spatiotemporal distances (z~.X, T) for all pairs of spatiotemporal locations the pattern has passed through before the moment t. For example, if a pattern rests for an indefinitely long period, and at a zero moment begins moving with a constant velocity V (the situation we had in our motion-onset-detection trials), then t units of time later the set of the pairwise spatiotemporal distances will contain all (z~X, T) constrained by~X
Vt. Another example that will be useful for our discussion is detection of instantaneous displacements. If a pattern rests for an indefinitely long period, and at a zero moment shifts instantaneously to another position (say, A spatial units to the right), where it stays, then t units of time later the set of the pairwise spatiotemporal distances will consist of all (AX,~T) = (A, ST). Now, if an observer fails to detect such a motion before some moment t, then this means that the network does not contain motion encoders whose (z~X, T) parameters match at least one of the pairwise spatiotemporal distances in the set just described.
Suppose, for example, that the network only contains encoders with z~X>~Xmin (a minimum spatial span, with no restrictions on temporal span zT). Then x(t) will be detected precisely atthe moment t when for the first time x(t) -x(t-~T)=~Xmin for some value of~T.Thus, in the case of a uniform motion starting at a moment zero, the detection will occur as soon as Vt =~Xmjn. One can recognize here a prediction of the critical-distance model, mentioned earlier. The model provides a rather poor account of known threshold and RT data (including those reported in this paper). It is known, for example, that the minimum excursion required to make a horizontal motion just visible depends critically on other kinematic parameters, such as translation time for unidirectional motions (Johnson & Scobey, 1980; Scobey & Johnson, 1981) and waveform and frequency for oscillations Dzhafarov, Allik, Linde, & Piastolov, 1981; Nakayama & Tyler, 1978; Tyler & Torres, 1972) . When applied to detection of instantaneous displacements, the model predicts that no detection will occur if the displacement magnitude A is less than~Xmjn, but that detection will be instantaneous once A exceeds L~Xmin Attempts to modify the model in order to exclude this obviously wrong prediction (MRT is in fact a linear function ofA 2 , as discussed below) would probably lead to a version of the model we consider next. A Single-Encoder Scheme 2. This model was proposed by van den Berg and van de Grind (1989) on the basis of extensive research done by van Doom, Koenderink, and van de Grind (van de Grind, Koenderink, & van Doom, 1983 van Doom & Koenderink, 1982a , 1982b . According to the model, the spatial and temporal spans z~X and~T, in the network of motion encoders, are notpaired in an all-to-all fashion. Instead, for any value of the spatial-to-temporal span ratio, v =~oXI,~T, there exists only one pair (AX,~T) with this ratio. This encoder is termed a detector of velocity v. Results presented in van Doom & Koenderink (l982a, l982b, 1983 show that the relation between (AX,~T) and their ratio v can be described by two power functions,
where a is a positive constant and 13 is estimated between -0.4 and -0.5. Equation 9 is, of course, a parametric equivalent of the explicit formulã Grind, 1989 , this importantassumption is implicit); (2) then the first sampling moment of the encoder tuned to V will coincide with the moment ofmotion onset; (3) the second sampling will occur~T = aV~units of time later and LiX = aV~1spatial units apart; (4) the two samples will match and the encoder tuned to V will be activated; (5) no encoder with L' 0 T < aVa will achieve a match, and hence, the encoder tuned to V will be the first to respond (in fact, the only one to respond). As a result, the V-dependent RT component will equal~.1T= aV 5 , with the exponent between -0.4 and -0.5. This prediction provides a good account of the motiononset data presented in this paper (Figure 1, panel 1~= 0) . Even though the optimal exponent appears closer to -2/3 than to -0.5 (see Figure 3B) , the difference is too small to warrant a preference judgment. Figure 6 presents some additional data sets on MRT to motion onset available from three earlier publishedpapers and one unpublished experiment. In all these cases, the optimal exponent is close to -2/3 (surprisingly, even for Collewijn's, 1972 , data on optokinetic nystagmus in the rabbit). The stability of this data pattern does exclude models of the critical-distance type (see Troscianko & Fahie, 1988 , for a contrary opinion). The model of van den Berg and van de Grind (1989) , however, cannot be rejected on the basis of these motiononset data, because the exponent of -0.5 provides an almost equally good approxin3ation (moreover, the value -0.4 or -0.5 for 13 in Equation 9 is an empirical estimate derived from independent experiments, and one cannot exclude the possibility that more precise measurements could bring this value even closer to -2/3).
A more serious problem is encountered when the model is applied to detection of instantaneous shifts. Figure 7 presents MRT values plotted against the magnitude of the shift, which is almost perfectly approximated by a power function with the exponent of -2. This value has been verified by a thorough analysis of RT versus magnitude of shift, presented in Dzhafarov (1992) , and it holds not only for the means but also for all percentiles of RT distributions that are not too close to the distribution margins. The approximation of the data in Figure 7A by a power function with the exponent of -1 or less provides a fit that is inferior to the one shown in the figure by a factor of 10 or more (in terms of time-dimensioned mean quadratic errors, see Figure 7B ). The predictions of the model proposed by van den Berg and van de Grind (1989) can easily be derived from Equation 9* using the same logic as above. The predicted exponent equals a in Equation 9*; that is, it falls between -2/3 and -1, which is clearly unacceptable. There seems to be no way to improve this prediction without simultaneously worsening the prediction quality for uniform motion onset.
The model also has difficulties in accounting for the known data on kinematic thresholds. For example, minimum amplitude of oscillation required for just visibility of a horizontal motion depends on the oscillation waveform Nakayama & Tyler, 1978; Tyler & Torres, 1972) , contrary to what the model predicts. A modification of the model that might bring it closer to such data would require shifting the focus of the analysis from the relationship between spatial and temporal spans to temporal changes within the sampling areas; sampling in such a modification would have to be treated as an extended computation. A more detailed discussion of these issues is beyond the scope of this paper. The reason for mentioning the difficulties encountered by the model in question is not to dismiss it, but rather to justify considering the alternative approach to which we turn next.
A mass activation scheme. The approach is to consider motion detection as a computation over the distributed pattern ofactivations within the network of motion encoders, rather than as a result of activation of an encoder (or a group of encoders)with a given spatiotemporal span. The assumptions are that to a first approximation, all sampling areas (defined in external rather than retinal coordinates) are essentially identical, that they cover the visual field densely, and that sampling within any given area occurs within negligibly short intervals rapidly following each other. The sampling areas are spatially interconnected in an all-to-all fashion, or at least within a range of intercenter distances from zero to some large value. Moreover, each spatial connection contains a set ofparallel lines with built- in delays ranging from zero to some large value. Again, to a first approximation, the delay values densely cover the interval just mentioned (no nonnegligible gaps between successive delay values), and all delay values are associated with all spatial connections. In this network, every pair of spatial areas (say, centered at x and x+~X) and every pair of sampling moments (t and t+i~T)define one elementary quadruple computation. The resultof this computation will be activation (say, Boolean 1) if and only if Equation 8 is satisfied; otherwise, the result will be no activation (Boolean 0). Any position-time function x(t), therefore, at a moment twill be encoded by all (AX,~T) such thatx(t) -x(t-~T) = LXX.
The elementary quadruple computations can be conceptually grouped in many different ways: by their spatial span LiX ("spatial shift detectors"), by their temporal span zT ("time delay detectors"), by their spatial-to-temporal span ratio v = z~XIL\ T ("velocity detectors"), or by any other function of (zT, AX). There seems to be no universal, context-independent reason for preferring one possible conceptual grouping to another.
Under the assumptions made, there always wifi be a mass activation within the network at any moment for any motion, so a reasonable motion-detection computation should be based on some form of temporal summation (or averaging) across the activated units. In such averaging, each quadruple computation can be taken with some weight w, which generally may depend on its defining spatiotemporal parameters: w = w(t, x, t+z.~. T, x+z~X) ,that is, the two sampling moments and two areas of the computation. suming spatiotemporal homogeneity, the absolute coordinates can be dropped and the weight becomes a function of the spatiotemporal span only:
(10)
The result of averaging at some moment t then can be approximated by the following expression:
8-1 t1
where r is the effective duration of the summation window, and B is the Boolean value of the activation (ensuring that only activated encoders are being counted). Motion is detected when this value reaches some criterion value C, a random variable. Dzhafarov and Allik (1984; Dzhafarov, Allik, & Linde, 1983) proposed a particularly simple form for the weighting function w:
The general idea is that in the set of activated encoders, those with larger spatial spans convey more evidence for the presence of motion than those with smaller spatial spans. It is also natural to assume that encoders with small spatial spans are to a greater extent false-alarm prone, for example, due to small-amplitude involuntary eye movements that have not been compensated for. Averaging in general is an effective means for suppressing spurious activations, but its effectiveness is enhanced by assigning greater weights to larger spatial spans. The temporal spans of motion encoders, according to Equation 12, are not relevant provided they are within the summation window
(t, t-r).
The particular form of the monotomc dependence of w on z~X chosen, w(~X) = (z~X) 2 , directly follows from the analysis of RT to instantaneous displacements (Dzhafarov, 1992; see Figure 7 ) -As we show in the Appendix, MRT in this case is approximately a linear function of w(A) 1 , the reciprocal of the weighting function for a spatial span equal to the displacement magnitude. MRT is empirically shown to be a linear function of A 2 , so the function w(A) has to be A 2 -This result has a certain mathematical appeal, because in the case of squaring, Equation 11 is simply the moving variance of the spatial positions passed through within a temporal window of length r:
The function E(t) therefore can be appropriately termed kinematic power. A numerical illustration of how the kinematic power is computed from the activation pattern of the postulated network of motion encoders in given in Figure 8 . As mentioned above, spatial positions of the sampling areas are assumed to be defined in external rather than retinal coordinates. This implies the existence of some form of compensation for eye movements prior to the motionencoding network. Less than perfect compensation will result in localization errors that will modify the kinematic power values. It is shown in the Appendix, however, that under certain assumptions, localization errors do not change the formal structure of the model, only C now has to be interpreted as the difference between a random criterion and the localization error variance (perhaps normalized by another noise term; see Appendix for details). For motion detection to occur, the kinematic power computed in external error-free spatial coordinates (Equation 13) has to reach this difference value.
The model successfully accounts for kinematic threshold data relating the minimum excursionrequired forjust visibility of motion to the waveform, frequency, or duration of the motion Dzhafarov et al., l98l) .~When applied to the detection of onset of uniform motion (constant velocity V following a period of rest), the model predicts that MRT is a negativeexponent power function of V, with the exponent value of -2/3 (Equation 5; Figure 2 , panel V 0 = 0). A formal derivation of this fact is given in the Appendix, where it is also shown that c in Equation 5 representsthe mean value of a random variable monotonically related to the criterion C.
Readjustment of Weights
Mechanisms of strong subtractive normalization. One appealing consequence of treating motion-onset detection as a special-purpose computation (specifically, weighted averaging or summation over the pattern of activated elementary motion encoders) is that other motionrelated tasks can, in principle, be solved by simply readjusting the weights or summation intervals while using the same algorithm of summation (averaging). In particular, it is easy to see how the strong subtractive normalization indicated by our experiments can be computationally realized in this way. The weighting function following the V 0 phase should be readjusted to become (compare with Equation 12) where V 0 is an "estimate" of V 0 computed within some period during the V 0 phase of motion. Based on A. B. Sekuler et al. (1990) , this period could be about 0.5 sec (see our introductory discussion).
Provided that the summation (averaging) algorithm otherwise remains the same (Equation 11 ), the moving variance of Equation 13 is transformed into
Applying this computation to the two-velocity motion, V 0 t-o V t, and assuming that V 0 1/a, one gets Equation 7 and hence accounts for the strong subtractive normalization. A numerical illustration of how the modified kinematic power is computed to detect a change in a unitvelocity motion is given in Figure 9 .
One can think of several possible computational schemes for V 0 that would be compatible with our model-we mention two. A straightforward possibility follows from the fact that by the end of the summation time r, the kinematic power E(t), computed according to Equation 13 within the V 0 phase, stabilizes at the level proportional to V~(see Equation A2 in the Appendix). As a result, a normalized square root of this value can be taken as V 0 . (Note that the summation algorithm in our model, Equation 13, could be formulated directly in terms of the moving standard deviation of spatial positions, E(t)°5,rather than moving variance. Note also that the value of the summation time, r, has been estimated from kinematic threshold data to be on the order of 0.5 sec; Dzhafarov, Allik, & Linde, 1983 .) Another possibility is that V 0 is computed as an average of the spatial-to-temporal phase. The average could be computed, for example, as the mean spatial span of the activated encoders weighted by their temporal spans.
In our analysis of the experimental data (and in Figure 9) , we have assumed that V 0 equals V 0 precisely. More realistically, however, V 0 is subject to random fluctuations. and itcould even be slightly biased with respect to the true value of V 0 (a large bias would result in a high value of the modified kinematic power at the end of the V 0 phase, leading to a high rate of very short and premature false alarms, which we did notobserve in our experiments). Admitting even moderate variability in V 0 would considerably increase the "fitability" of our model compared with that demonstrated in Figures 2 and 5 , thereby lowering the model's empirical falsifiability. (The fitting procedure itself would also change dramatically-an observation that can be added to the comments made in Note 2.) It is fortunate, therefore, that the model provides a reasonable first-order approximation without such considerations of variability being utilized. These considerations, however, might be necessary in order to account for the empirical fact that the parameter c in Equation 7 It is shown in the Appendix that the parameter c is the mean value of a random variable (3Cr)" 3 , a monotonic function of both criterion (corrected for noise factors) and summation time (the latter could also be considered a random variable, but for simplicity we have not done so). It is clear then that theobserved increase in c(V 0 ) that occurs at velocities of 8 and 16 dps can be equally attributed to an increase in the mean criterion level and an extension of the summation time. There is no way to decide between these two possibilities on the basis of MRT values only. Both manipulations can counteract the effect of computational errors in weight readjustments and help to keep discriminability of signal from noise constant.
A question arises: If the value of c( 1/a) is determined primarily by the level of variability (computational error) in setting the value of V 0 , then why does this level increase at high velocities while remaining roughly constant at lower velocities? We will briefly discuss one possible solution.
Consider a single dot that appears at one border of a screen, moves towardanother border, and disappears when it reaches it. In the two computational schemes mentioned, the adjustment of V 0 requires some time, which we denote by 0. Again, for simplicity we do not consider 0 to be a random variable. In the first scheme, based on kinematic power, 0 cannot be less than r, the summation time for E(t). In the second scheme, based on spatial-to-temporal span ratios, 0 cannot be less than the maximal temporal span in the subpopulation of motion encoders utilized in the computation. As a result, if a velocity change, V 0
occurs while the moving dot is within the distance of V 0 0 from the border at which it first appeared, then the value of V 0 cannot be set equal (or close) to V 0 , as intended; indeed, the adjustment of V 0 will now include a portion of time after motion velocity has already changed to V 1 . For example, in the spatial-to-temporal span ratio scheme, the averaging will include encoders with~X 0 /~T 0 equal (or close) to V 0 , but also those with~X 0 /~T 0 equal (or close) to i" 2 the same will be true for the kinematic power scheme. Let us term such adjustments of V 0 "defective," as opposed to "normal" adjustments-those that take place entirely within the V 0 phase of motion, that is, when a velocity change occurs after the dot has moved beyond the distance V 0 0.
In a multiple-dot constant-flow display, as in our experiments, some proportion of dots will be within the V 0
Odislance from their starting points at any moment of time, irrespective of how long the movement has lasted. Figure  10 illustrates and quantifies this fact for circular displays. The vertical axis of the graph and the shaded areas in the diagrams could be interpreted as the proportion of "defective" adjustments of V 0
, if these adjustments were made separately for different dots. Throughout this paper we have carefully avoided, due to the lack of relevant empirical information, a discussion of possible cooperative algorithms pooling the results of the postulated computa-
. . tions across many dots. Thus, in Figures 8 and 9 the time-position function is presented by a single line, rather than a set of parallel lines for separate coherently moving dots. Our model has been based on the idealized picture in which all computations are essentially identical for all moving dots, so that any reasonable pooling algorithm, at whatever computational stage it takes place, would produce the same result. Obviously, ifthe computations are essentially identical for most rather than all moving dots, an effective pooling algorithm that ignores the "outliers" can be easily constructed (e.g., by ignoring the dots that are within a certain critical distance from their starting positions). It is also obvious, however, that the effectiveness of such an algorithm should diminish as the proportion ofthe "outliers" increases, as it does with increasing V 0 : Even if all the "outliers" continue to be effectively detected (which seems very difficult, if not impossible), the level of variability in the resultant pooled computation should increase, simply due to the shrinking proportion of the remaining dots.This adds yet another source of noise to those considered in the Appendix for kinematic power E(t). This additional noise, which is dependent on V 0 , makes it necessary to adopthigher values of the parameter c for higher initial velocities. Note that this conclusion is not based on specific assumptions about the pooling algorithm, including the question of whether the pooling occurs at the weight-assignment stage or after the kinematic power has been computed for individual dots.
As an illustration only, in Figure 10 the critical distance from the left border is set at about 0.17 diameterlengths. This value has been chosen so that for a 16°-diamdisplay (as in our experiments), assuming 0 0.5 sec, the critical value of 1"~falls between 4 and 8 dps. Alternatively, the demarcation line can be thought of as reflecting the critical proportion of ignored dots, beyond which the relative effectiveness of pooled computations decreases. In Figure 10 , this proportion has been set at about 30%. For smaller displays than ours, assuming the same value of o and the same demarcation line, the critical value of V 0 will be lower. Thus, the speed of 4 dps in an 8.9°-diam display corresponds to roughly the same noise level (percent "defective") as 8 dps does in a l6°-diamdisplay. The 8.9°-diamdisplay has been chosen for the comparison because such a display was used in the recent work by Hohnsbein and Mateeff(1992) , which we consider next. Hohnsbein and Mateeff (1992) measured RT to velocity changes in the movement of a random-dot field, V 0 t-~Vt, with one of the two velocities equal to zero (motion-onset detection, V 0 = 0, and motion-offset detection, V 1 = 0). Their experimental design was similar to ours, with the two most important differences being that (1) as mentioned, they used a smaller aperture (8.9°in diameter), and (2) and all three parameters, a, b, andy, are different for motion onset and motion offset. Our analysis of these data is shown in Figure 11 and can be summarized as follows. , and 2 dps are reasonably well approximated by the same curve, but that (3) the points representing V 0 = 4, 8, and 16 dps fall above this curve. According to our model, these three data points lie on three separate curves, corresponding to the same value of rand the same exponent of -2/3 as for the rest of the data, but to three different values of c ( V 0 ). These curves do not, of course, have any value in testing our model, but are shown only for completeness and comparability with Figures 2 and 3. The agreement of Figure 11 with these figures is obvious, except for the fact that the critical value of V 0 is now lower, between 2 and 4 dps. This is, however, precisely what one should expect on the basis of the discussion related to Figure 10 .
The similarity between Hohnsbein and Mateeff's (1992) data and our present data is theoretically significant also because it demonstrates that maintaining steady fixation in velocity-change detection does not affect the quantitative form of the relations, as compared with free looking. This fact lends additional support to our assumption that motion encoding, at least to a first approximation, is defined in external rather than retinal coordinates. It also agrees with the results of the experiment with monitored fixation by A. B. Sekuler et al. (1990) , discussed in the introductory section of this paper.
Sensory adaptation and readjustment of weights. The readjustment of weights in our model is not necessarily (and probably is not de facto) a sensory adaptation phenomenon, even though the latter can also be described in similar terms. For example, Barlow (1972) discusses sensory adaptation in neuronal networks as a selective amplification of weights related to new information and attenuation of weights related to old information. The weights in this case, however, are understood as a characteristic of the encoding network per se: changes in these weights lead to a transformation of the activation pattern evoked by a given stimulus. Such changes are task nonspecific and manifest themselves in a variety ofadaptation aftereffects. In motion perception, these are changes in the perceived velocity of motion (Scott, Jordan, & Powell, 1963) , waterfall illusion (Wohlgemuth, 1911) , motion-specific elevation of contrast thresholds (see R. Sekuler, 1975, and Nakayama, 1985 , for reviews), and motion-specific elevation of kinematic thresholds (Allik, Tepp, & Livshits, 1977; .
We have no evidence that any of these changes took place in our experiments. In fact, for our model to work precisely as intended, we have to assume, at least as an idealization, that the activated encoders are always determined by Equation 8, irrespective of the immediate history of activation. It is important to recognize that the weights in our model are not part of the encoding process per Se, but only determine to what extent and which activated units are taken into account in order to answer a partictilar question about visual motion. In other words, the weights are components of a special-purpose computation performed on the dynamic array of elementary activations encoding the time-position function of a moving target. Many such special-purpose computations can and probably do run in parallel, and each can utilize its own set of weights associated with one and the same dynamic array of elementary activations. The readjustment of weights, therefore, is conceptually closer to the fast learning of Poggio et al. (1992) than to sensory adaptation. We realize, however, that the distinction between the general-purpose encoding and special-purpose detection promoted in this paper may be less than absolute, in which case there might be situations in which transient sensory adaptation would be indistinguishable from task-specific readjustments of summation weights.
Extended principle of the labeled line. The interpretation proposed raises an epistemological question: How does the visual system know which elementary motion encoders should be taken with which weights, and which weights should be transformed to solve the velocitychange-detection task? The answer is: By the labeled line principle. Each motion encoder in our simplified network is characterized by the centers of its two subfields, X and X+~X, which therebybecome their "labels," fixed values logically assigned to the encoders by the mechanisms receiving their outputs. (If more than one encoder is associated with a given pair of centers, Xand X+~X,then the labels should be extended to include other fixed characteristics, e.g., sizes of the subfields, sampling phase and frequency, etc.) The mechanisms receiving (in our model, summating) activation of the encoders, therefore, "know" these activations by the encoders' labels, X and X+i~X. As a result, the manner in which a particular activation is processed (in our model, the weight with which it is pooled with other activations) can be based on the activation label, rather than its value per se (the latter is either 0 or 1 in our model). In detection of velocity changes, the labels ofthe initial activations (during, say, the first 0.5 sec of the V 0 phase of the motion) can be used by the detection system to modify the weights with which activations are subsequently summated.
Although widely used, the principle of the labeled line has played a surprisingly limited role in computational models of motion encoding and detection. According to its usual interpretation, all the principle proposes is that visual motion is encoded by specialized mechanisms, so that some motion characteristics, such as direction, are "known" from the labels of the maximally activated mechanisms. That is, from the point of view of a mechanism into which the labeled encoders feed, the labels are on a nominal scale only; the identity of a label can be picked up, or read, but not entered as a value into subsequent computations. It is not difficult to see, however, that the labeled line principle could accommodate labels on scales other than nominal. Quantified labels of the encoding units (such asX and X+~X) could enter into the visual computations together with the units' variable outputs. This modification of the labeled line principle looks trivial, but it opens new powerful possibilities.
As an abstract example, consider three encoders, S 1 , S 2 , and S~,feeding into another mechanism, S. Let the outputs of these encoders received by S be R 1 , 1?2, and R 3 (not necessarily Boolean, and generally changing in time). Assume that the three encoders have been labeled (from the "point of view" of S) by three spatial points with coordinates X 1 , X 2 , and X 3 . The extended principle of the labeled line allows that these coordinates be directly utilized in the computations performed by S together with the outputs R 1 , R 2 , R 3
. For example, the response of S can be proportional to X-X 2 I if the outputs of the three encoders form a certain pattern (say, R 1 +R 2 -R 3 = 1), to 1X 2 X 3 I if they form another pattern, and so on. The computations in our model are, of course, much simpler, but they follow the same general principle: spatial coordinates are not present in the encoders' outputs, but they are built into the circuitry of the detection system (5), and determine its input-output transformations.
NOTES
1. We confineourselves to this descriptive characterization ofthe goodness of fit because the traditional lack-of-fit F statistics (testing EquatiOn 7 against the hypothesis that all RT distributions are well described by their means) would make very little sense here, for two reasons (aside from the obvious fact that the traditional distributional assumptions, normality and homoscedasticity, aregrossly violated in the case of RT distributions). First, as shown in the Discussion sections and the Appendix, the negative-exponent power functions are explicitly introduced as only a first-order approximation to "true" functions. Second, the analysis ofthe RT distributions in terms of their moments after they have been censored (trimmed) below and above certain values (0. 1 and I sec in our case) is itself a crude procedure that can only be justified if the analysis is being confined to MRT5 only (due to their robustness under censoring). The variance values(that are necessary for computing lackof-fit statistics) and higher moments are sensitive to censoring and are therefore unreliable (see DzhafaroV, 1992 , for a more detailed discussion of these issues; see also Ratcliff, 1979) .
2. This description involves a simplifyingassumption, which we suggest may be acceptable at least insofar as rigidly moving sharply localized patterns are concerned. The assumption is that the luminance profile characteristics are sampled by an encoder at certain moments (i.e., intervals whose duration is negligibly small) rather than withinextended intervals, so that the luminance profiles are only characterized by their spatial rather than spatiotemporal properties. Indirect evidence that this simplification may in fact be plausible can be found in the series ofobservations that the visual system within a certain range ofvelocities and exposure times can effectively preserve spatial details of a moving pattern (Burr, 1980 (Burr, , 1981 Burr, Ross, & Morrone, 1986; Fable & Poggio, 1981; Westheimer & McKee, 1975 , 1977 .
3. The original version of the model was termed the "local dispersion model," and it contained one additional operation: smoothing of F (t) by averaging its values across a large time window. Some form of smoothing may indeed be a plausible assumption when dealing with justvisible motion thresholds measured by the method of adjustments. Indeed, ifE(t) reflexes the perceptual salience ofmotion, then theobserver is compelled to adjust motion parameters so that E(t) is at some criterion value on average. In the RT paradigm, however, the observer simply responds as soon as the criterion value is reached for the first time.
The averaging assumption in this case is notjustified, contrary to Allik and Dzhafarov (1984) .
APPENDIX
In this appendix we derive the approximate formulas for MRT to onset ofuniform motion, 0-f Vt, and to instantaneous shift in the target position: O-*A. We also briefly consider the effect of additive and multiplicative computational errors on the detection algorIthm.
Equation 13 According to the detection rule adopted in this paper, motion detection occurs when E(t) reaches a criterion C for the first time (C is a nonnegative random variable). If an additive localization error E is involved, so thatx (u) in Equation Al should be replaced with x(u)+E, then, assuming that E is independent of x and its autocorrelation in time is close to a delta function, Equation Al transforms into
where a 2 (E) is the variance of F, and E(t)taeai is the value computed according to Equation Al. The detection rule E(t) = C can now be rewritten as E(t)ideal = C" -a 2 (E), and to prevent false alarms, the minimum of C* should be adjusted to exceed e 2 (E). Since thus defined C"' -a 2 (E) is a nonnegative random variable, it can be renamed back to C, thereby restoring the original (error-free) formulation of the detection rule: E(t)jdeai C.
(The approximate delta-function assumption is only a mathematical simplification-it can be dropped without affecting the final computational formulas. The independence assumption is more important: the model becomes much more flexible if E is allowed to correlate with .x') A multiplicative error is introduced and handled analogously. 
