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Abstract
This article provides an introduction to the asymptotic analysis of
covariance parameter estimation for Gaussian processes. Maximum like-
lihood estimation is considered. The aim of this introduction is to be
accessible to a wide audience and to present some existing results and
proof techniques from the literature. The increasing-domain and fixed-
domain asymptotic settings are considered. Under increasing-domain
asymptotics, it is shown that in general all the components of the covari-
ance parameter can be estimated consistently by maximum likelihood and
that asymptotic normality holds. In contrast, under fixed-domain asymp-
totics, only some components of the covariance parameter, constituting
the microergodic parameter, can be estimated consistently. Under fixed-
domain asymptotics, the special case of the family of isotropic Mate´rn
covariance functions is considered. It is shown that only a combination of
the variance and spatial scale parameter is microergodic. A consistency
and asymptotic normality proof is sketched for maximum likelihood esti-
mators.
1 Introduction
Kriging [55, 47] consists of inferring the values of a (Gaussian) process
given observations at a finite set of points. It has become a popular
method for a large range of applications, such as geostatistics [43], nu-
merical code approximation [48, 49, 10], calibration [46, 13, 34], global
optimization [32], and machine learning [47].
If the mean and covariance function of the Gaussian process are known,
then the unknown values of the Gaussian process can be predicted based
on Gaussian conditioning [47, 49]. Confidence intervals are associated to
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the predictions. In addition, in the case where the observation points
of the Gaussian process can be selected, efficient goal-oriented sequential
sampling techniques are available, for instance for optimization [32] or
estimation of failure domains [17].
Nevertheless, the mean and covariance functions are typically un-
known, so that the above methods are typically carried out based on
a mean and covariance function selected by the user, that differ from the
true ones. Here we shall consider the case where the mean function is
known to be equal to zero and the covariance function is known to belong
to a parametric set of covariance functions. In this case, selecting a co-
variance function amounts to estimating the covariance parameter. Large
estimation errors of the covariance parameter can be harmful to the qual-
ity of the above methods based on Gaussian processes. Hence, one may
hope to obtain theoretical guarantees that estimators of the covariance
parameters converge to the true ones.
Here we will review some of such guarantees in the case of maxi-
mum likelihood estimation [47, 55], that is the most standard estimation
method of covariance parameters. The two main settings for these guaran-
tees are the increasing and fixed-domain asymptotic frameworks. Under
increasing-domain asymptotics, we will show that, generally speaking, the
covariance parameter is fully estimable consistently and asymptotic nor-
mality holds. Under fixed-domain asymptotics only a subcomponent of
the covariance parameter, called the microergodic parameter, can be es-
timated consistently. We will show that the microergodic parameter is
estimated consistently by maximum likelihood in the case of the family of
isotropic Mate´rn covariance functions, with asymptotic normality. In both
asymptotic settings, we will provide sketches of the proofs. We will also
highlight the technical differences between the proofs in the two settings.
The rest of the article is organized as follows. Gaussian processes,
estimation of covariance parameters and maximum likelihood are intro-
duced in Section 2. Increasing-domain asymptotics is studied in Section
3. Fixed-domain asymptotics is studied in Section 4. Concluding re-
marks and pointers to additional references are provided in Section 5. A
supplementary material contains the asymptotic normality results for the
Mate´rn model and the expressions of means and covariances of quadratic
forms of a Gaussian vector.
2 Framework and notations
2.1 Gaussian processes and covariance functions
We consider a Gaussian process ξ : Rd → R. We recall that ξ is a stochas-
tic process such that for any m ∈ N and for any u1, . . . , um ∈ Rd, the
random vector (ξ(u1), . . . , ξ(um)) is a Gaussian vector [47]. Here and in
the rest of the paper, N is the set of positive integers.
We assume throughout that ξ has mean function zero, that is E(ξ(u)) =
0 for u ∈ Rd. Thus, the distribution of ξ is characterized by its covariance
function
(u, v) ∈ R2d 7→ cov(ξ(u), ξ(v)).
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We assume in all the paper that the covariance function of ξ is stationary,
that is there exists a function k⋆ : Rd → R such that for u, v ∈ Rd,
cov(ξ(u), ξ(v)) = k⋆(u− v).
In a slight abuse of language, we will also refer to k⋆ as the (stationary)
covariance function of ξ. The function k⋆ is symmetric because for u ∈ Rd,
k⋆(u) = cov(ξ(u), ξ(0)) = cov(ξ(0), ξ(u)) = k⋆(−u). This function is
positive definite in the sense of the following definition.
Definition 1. A function φ : Rd → R is positive definite if for any m ∈ N
and for any u1, . . . , um ∈ Rd, the m ×m matrix [φ(ui − uj)]i,j=1,...,m is
positive semi-definite.
The function k⋆ is positive definite because the matrices [k⋆(ui −
uj)]i,j=1,...,m of the form of Definition 1 are covariance matrices (of Gaus-
sian vectors).
We then consider a set of functions {kθ; θ ∈ Θ} where Θ ⊂ Rp and
where for θ ∈ Θ, kθ is a function from Rd → R that is symmetric and
positive definite. We also call kθ a covariance function and θ a covariance
parameter for θ ∈ Θ.
The set {kθ; θ ∈ Θ} is a set of candidate covariance functions for ξ,
that is, this set is known to the statistician who aims at selecting an
appropriate parameter θ such that kθ is as close as possible to k
⋆. In
the rest of the paper, we will consider that k⋆ belongs to {kθ ; θ ∈ Θ}.
Hence, there exists θ0 ∈ Θ such that k⋆ = kθ0 . This setting is called
the well-specified case in [7, 6, 9]. Under this setting, we have a classical
parametric statistical estimation problem, where the goal is to estimate
the true covariance parameter θ0.
2.2 Classical families of covariance functions
For q ∈ N and for a vector x in Rq, we let let ||x|| be the Euclidean norm
of x. A first classical family of covariance functions is composed by the
isotropic exponential ones with Θ ⊂ (0,∞)2 and
kθ(x) = σ
2e−α||x||,
for θ = (σ2, α) and x ∈ Rd. A second classical family is composed by the
isotropic Gaussian covariance functions, with Θ ⊂ (0,∞)2 and
kθ(x) = σ
2e−α
2||x||2 ,
for θ = (σ2, α) and x ∈ Rd.
Finally, a third classical family is composed by the isotropic Mate´rn
covariance functions, with Θ ⊂ (0,∞)3 and
kθ(x) =
σ221−ν
Γ(ν)
(α||x||)ν Kν (α||x||) , (1)
where Γ is the gamma function, Kν is the modified Bessel function of the
second kind, for θ = (σ2, α, ν) and x ∈ Rd. These families of covariance
functions, and other ones, can be found for instance in [18, 24, 28, 47, 49,
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55]. We remark that the isotropic exponential covariance functions are
special cases of the isotropic Mate´rn covariance functions with ν = 1/2
[55].
For these three families of covariance functions, one can check that
kθ(0) = σ
2 (in the Mate´rn case the function is extended at zero by con-
tinuity). Hence σ2 is called the variance parameter, because if ξ has
covariance function kθ we have var(ξ(u)) = σ
2 for u ∈ Rd. In these three
families of covariance functions, for u, v ∈ Rd, if ξ has covariance func-
tion kθ we have that cov(ξ(u), ξ(v)) depends on α||u − v||. Hence α is
called the spatial scale parameter because changing α can be interpreted
as changing the spatial scale when measuring differences between input
locations of ξ. In the three examples, kθ(x) is a decreasing function of
||x||, thus a large α makes the covariance decrease more quickly with ||x||
and provides a small spatial scale of variation of ξ. Conversely, a small
α makes the covariance decrease more slowly and provides a large spatial
scale of variation of ξ.
Finally, for the family of Mate´rn covariance functions, ν is called the
smoothness parameter. To interpret this, for θ ∈ Θ, let us call spectral
density the function kˆθ : R
d → R such that for u ∈ Rd
kθ(u) =
∫
Rd
kˆθ(ω)e
iω⊤udω,
with i2 = −1. Under mild regularity assumptions, that hold for the three
families above, the function kˆθ is the Fourier transform of kθ . When kθ is
a Mate´rn covariance function, we have
kˆθ(ω) = σ
2 Γ(ν + d/2)α
2ν
Γ(ν)πd/2
1
(α2 + ||ω||2)ν+d/2 , (2)
for ω ∈ Rd [27]. Hence, we see that for larger ν, the Fourier transform
kˆθ(ω) converges to zero faster as ||ω|| → ∞, which implies that the func-
tion kθ is smoother at zero (this function is already infinitely differentiable
on Rd\{0}). This is why ν is called the smoothness parameter.
There is an important body of literature on the interplay between
the smoothness of the covariance function of ξ and the smoothness of ξ
[2, 3, 5]. In our case, if ξ has an exponential covariance function, then it is
continuous and not differentiable (almost surely and in quadratic mean).
If ξ has a Gaussian covariance function, then it is infinitely differentiable
(almost surely and in quadratic mean). The Mate´rn covariance functions
provide, so to speak, a continuum of smoothness in between these two
cases. Indeed, consider ξ with Mate´rn covariance function with smooth-
ness parameter ν > 0. Then ξ is m times differentiable (almost surely and
in quadratic mean) if ν > m.
2.3 Maximum likelihood
Consider a sequence (si)i∈N of spatial locations at which we observe ξ,
with si ∈ Rd. Assume from now on that the locations (si)i∈N are two-
by-two distinct. Then, for n ∈ N, we consider the Gaussian observation
vector y = (y1, . . . , yn)
⊤ = (ξ(s1), . . . , ξ(sn))
⊤.
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We consider a family of covariance functions {kθ; θ ∈ Θ} and assume
further that for n ∈ N, the covariance matrix Rθ := [kθ(si−sj)]i,j=1,...,n is
invertible. Then, when ξ has covariance function kθ, the Gaussian density
of y is
Ln(θ) = 1√|Rθ |(2π)n/2 e−
1
2
y⊤R−1
θ
y ,
with |Rθ| the determinant of Rθ . The focus of this paper will be on
maximum likelihood estimation. A maximum likelihood estimator is a
(measurable) estimator of θ0 that satisfies
θˆML ∈ argmax
θ∈Θ
Ln(θ). (3)
We remark that, in general, there may not be a unique estimator θˆML
satisfying (3). Furthermore, the existence of measurable estimators satis-
fying (3) is not a trivial problem. We refer for instance to [26, 44] on this
point.
In this paper, we assume that there exists at least one measurable
estimator satisfying (3) and the results hold for any choice of such an
estimator. A notable particular case is when Θ = (0,∞), θ = σ2 and
kθ = σ
2k⋆. In this case, there is a unique estimator satisfying (3) (see
also (21) in Section 4). In this special case, we can call θˆML the maxi-
mum likelihood estimator. In general, one may rather call it a maximum
likelihood estimator.
It is convenient to consider the following decreasing transformation of
the logarithm of the likelihood,
Ln(θ) =
1
n
log(|Rθ|) + 1
n
y⊤R−1θ y, (4)
for θ ∈ Θ. We have
θˆML ∈ argmin
θ∈Θ
Ln(θ).
The problem of studying the asymptotic properties of θˆML as n→∞
presents several differences compared to the most standard parametric
estimation setting where the observations are independent and identically
distributed [58]. Indeed, in our case the components of the observation
vector y are dependent, so the logarithm of the likelihood is not a sum of
independent random variables. Furthermore, the likelihood function in-
volves the quantities |Rθ | and R−1θ for which, often, no explicit expressions
exist. Finally, for asymptotic statistics with independent and identically
distributed data, there is a single asymptotic setting as n → ∞. Here
there exist several possible asymptotic settings, depending on how the
spatial locations s1, . . . , sn behave as n → ∞. The proof techniques and
the results obtained strongly depend on the asymptotic setting. We will
now review some results under the two main existing asymptotic frame-
works: increasing-domain and fixed-domain asymptotics.
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3 Increasing-domain asymptotics
In Section 3, we assume that there exists a fixed ∆ > 0 such that
inf
i,j∈N
i6=j
||si − sj || ≥ ∆. (5)
This assumption is the main assumption considered in the literature for
increasing-domain asymptotics (see [8] for instance and see also [9] for one
of the few exceptions). This assumption implies that the spatial locations
(si)i∈N are not restricted to a bounded set. The results and proofs that
will be presented in Section 3 can mainly be found in [8].
3.1 Consistency
Here the aim is to show that θˆML converges to θ0, weakly. We consider a
general family of covariance functions {kθ; θ ∈ Θ}, where Θ is compact,
that satisfies
sup
θ∈Θ
|kθ(x)| ≤ Csup
1 + ||x||d+Cinf (6)
and
max
s=1,2,3
max
i1,...,is=
1,...,p
sup
θ∈Θ
∣∣∣∣ ∂s∂θi1 , . . . , ∂θis kθ(x)
∣∣∣∣ ≤ Csup1 + ||x||d+Cinf , (7)
where 0 < Cinf and Csup <∞ are fixed constants and for x ∈ Rd.
We also assume that
(θ, ω) ∈ Θ× Rd 7→ kˆθ(ω) is continuous and strictly positive. (8)
The families of isotropic exponential, Gaussian and Mate´rn covariance
functions do satisfy (6) and (7), when Θ is compact, and ν is fixed for
Mate´rn. Indeed, these functions and their partial derivatives, with respect
to σ2 and α, are exponentially decaying as ||x|| → ∞, where x is their
input. For the exponential and Gaussian covariance functions this can
be seen simply and for the Mate´rn covariance function, this follows from
the properties of the modified Bessel functions of the second kind [1].
Also, when Θ is compact, exponentially decaying functions bounding the
covariance functions and their partial derivatives can be chosen uniformly
over θ ∈ Θ (see again [1] for the Mate´rn covariance functions).
These three families of covariance functions also satisfy (8). The ex-
pressions of the Fourier transforms of these covariance functions can be
found for instance in [27] and [55].
Then the next lemma enables to control the term R−1θ in (4). We let
λinf(M) be the smallest eigenvalue of a symmetric matrix M .
Lemma 2 (Proposition D.4 in [8], Theorem 5 in [14]). Assume that (5),
(6) and (8) hold. We have
inf
n∈N
inf
θ∈Θ
λinf(Rθ) > 0.
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sketch. We have, for n ∈ N and λ1, . . . , λn ∈ R,
n∑
i,j=1
λiλj(Rθ)i,j =
n∑
i,j=1
λiλjkθ(si − sj)
=
n∑
i,j=1
λiλj
∫
Rd
kˆθ(ω)e
iω⊤(si−sj)dω
=
∫
Rd
kˆθ(ω)
(
n∑
i,j=1
λiλje
iω⊤sie−iω
⊤sj
)
dω
=
∫
Rd
kˆθ(ω)
∣∣∣∣∣
n∑
i=1
λie
iω⊤si
∣∣∣∣∣
2
dω, (9)
where |z| is the modulus of a complex number z. In (9), kˆθ(ω) is strictly
positive. Furthermore, because s1, . . . , sn are two-by-two distinct, the
family of functions (ω 7→ eiω⊤si)i=1,...,n is linearly independent. Hence,∑n
i,j=1 λiλj(Rθ)i,j > 0 for (λ1, . . . , λn) 6= 0. This shows that λinf(Rθ) > 0
for n ∈ N and θ ∈ Θ. Proving that the infimum in the lemma is also
strictly positive is also based on (9). We refer to the proofs of Proposition
D.4 in [8] or of Theorem 5 in [14].
The next lemma will enable to control the variance of the likelihood
criterion and the order of magnitude of its derivatives.
Lemma 3. Assume that (5), (6), (7) and (8) hold. For any θ ∈ Θ, as
n→∞,
var(Ln(θ)) = o(1).
Furthermore
max
i=1,...,p
sup
θ∈Θ
∣∣∣∣ ∂∂θiLn(θ)
∣∣∣∣ = Op(1).
sketch. Using that y is a centered Gaussian vector, we have, with cov(z)
the covariance matrix of a random vector z, from Appendix B in the
supplementary material,
var(Ln(θ)) =
1
n2
var(y⊤R−1θ y) =
2
n2
tr
(
R−1θ cov(y)R
−1
θ cov(y)
)
=
2
n2
tr
(
R−1θ Rθ0R
−1
θ Rθ0
)
.
Let λsup(M) be the largest eigenvalue of a symmetric matrix M . From
Gershgorin circle theorem, we have
λsup(Rθ0) ≤ max
i=1,...,n
n∑
j=1
|(Rθ0)i,j |
= max
i=1,...,n
n∑
j=1
|kθ0(si − sj)|
(from (6) :) ≤ max
i=1,...,n
n∑
j=1
Csup
1 + ||si − sj ||d+Cinf .
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It is shown in [8] that (5) implies that
max
i=1,...,∞
∞∑
j=1
Csup
1 + ||si − sj ||d+Cinf <∞.
Hence there is a constant A1 <∞ such that λsup(Rθ0) ≤ A1. Also, from
Lemma 2, there is a constant A2 <∞ such that supθ∈Θ λsup(R−1θ ) ≤ A2.
Hence, we have var(Ln(θ)) ≤ 2A21A22/n which proves the first part of the
lemma.
For the second part of the lemma, let ρsup(M) be the largest singular
value of a matrix M . Using Gershgorin circle theorem again, together
with (7), we show that there is a constant A3 <∞ such that,
max
i=1,...,p
sup
θ∈Θ
ρsup
(
∂Rθ
∂θi
)
≤ A3.
With this, we have
max
i=1,...,p
sup
θ∈Θ
∣∣∣∣ ∂∂θiLn(θ)
∣∣∣∣ = maxi=1,...,p supθ∈Θ
∣∣∣∣ 1n tr
(
R−1θ
∂Rθ
∂θi
)
− 1
n
y⊤R−1θ
∂Rθ
∂θi
R−1θ y
∣∣∣∣
≤ A2A3 + A22A3 ||y||
2
n
.
This last quantity is a Op(1) because ||y||2/n is non-negative with (bounded)
expectation var(ξ(0)).
The consistency result will rely on the following asymptotic identifia-
bility assumption. We assume that for all ǫ > 0,
lim inf
n→∞
inf
θ∈Θ
||θ−θ0||≥ǫ
1
n
n∑
i,j=1
(kθ(si − sj)− kθ0(si − sj))2 > 0. (10)
This assumption means that for θ bounded away from θ0, there is sufficient
information in the spatial locations s1, . . . , sn to distinguish between the
two covariance functions kθ and kθ0 . In [8], an explicit example is provided
for which (10) holds.
We remark that, even though there are n2 terms in the sum in (10),
this sum can be shown to be a O(n) for any fixed θ ∈ Θ, because of
(6) (by proceeding as in the proof of Lemma 3). The intuition is that,
asymptotically, for many pairs i, j ∈ {1, . . . , n}, kθ(si−sj) and kθ0(si−sj)
are small. This is why the normalization factor is 1/n rather than 1/n2
in (10).
With the assumption (10), we can now state the consistency result.
Theorem 4 ([8]). Assume that (5), (6), (7), (8) and (10) hold. As
n→∞
θˆML →p θ0.
sketch. From Lemma 3 we have, for any θ ∈ Θ,
Ln(θ)− E(Ln(θ))→pn→∞ 0.
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Furthermore one can show, similarly as in Lemma 3,
max
i=1,...,p
sup
θ∈Θ
∣∣∣∣ ∂∂θiE(Ln(θ))
∣∣∣∣ = O(1).
Hence, using Lemma 3, we obtain
sup
θ∈Θ
|Ln(θ)− E(Ln(θ))| = op(1). (11)
Next, it is shown in [8] that there exists a constant A4 > 0 such that for
θ ∈ Θ
E(Ln(θ))− E(Ln(θ0)) ≥ A4 1
n
n∑
i,j=1
(kθ(si − sj)− kθ0(si − sj))2 . (12)
From (12) and (10), we then obtain, for ǫ > 0, with a strictly positive
constant A5, for n large enough,
inf
θ∈Θ
||θ−θ0||≥ǫ
(E(Ln(θ))− E(Ln(θ0))) ≥ A5. (13)
Combining (11) and (13) enables to conclude the proof with a standard
M-estimator argument (for instance as in the proof of Theorem 5.7 in
[58]).
3.2 Asymptotic normality
For i ∈ {1, . . . , p}, we have seen in the proof of Lemma 3 that the i-th
partial derivative of Ln at θ0 is
∂
∂θi
Ln(θ0) =
1
n
tr
(
R−1θ0
∂Rθ0
∂θi
)
− 1
n
y⊤R−1θ0
∂Rθ0
∂θi
R−1θ0 y.
Since y is a centered Gaussian vector and using Appendix B in the supple-
mentary material, the element i, j of the covariance matrix of the gradient
of Ln at θ is thus, for i, j = 1, . . . , p,
cov
(
∂
∂θi
Ln(θ0),
∂
∂θj
Ln(θ0)
)
=
2
n2
tr
(
R−1θ0
∂Rθ0
∂θi
R−1θ0 Rθ0R
−1
θ0
∂Rθ0
∂θj
R−1θ0 Rθ0
)
=
2
n2
tr
(
R−1θ0
∂Rθ0
∂θi
R−1θ0
∂Rθ0
∂θj
)
. (14)
It is shown in [8] that for i, j ∈ {1, . . . , p},
E
(
∂2
∂θi∂θj
Ln(θ0)
)
=
1
n
tr
(
R−1θ0
∂Rθ0
∂θi
R−1θ0
∂Rθ0
∂θj
)
.
We will thus need to ensure that the p × p matrix with element i, j
equal to
1
n
tr
(
R−1θ0
∂Rθ0
∂θi
R−1θ0
∂Rθ0
∂θj
)
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is asymptotically invertible. For this, we assume that for all (λ1, . . . , λp) ∈
R
p\{0},
lim inf
n→∞
1
n
n∑
i,j=1
(
p∑
m=1
λm
∂kθ0(si − sj)
∂θm
)2
> 0. (15)
This assumption is interpreted as a local identifiability condition around
θ0. In [8], an explicit example is provided for which (15) holds.
We can now state the asymptotic normality result for maximum like-
lihood estimators.
Theorem 5. Assume that (5), (6), (7), (8), (10) and (15) hold. Let Σθ0
be the p× p matrix with element i, j equal to
1
2
1
n
tr
(
R−1θ0
∂Rθ0
∂θi
R−1θ0
∂Rθ0
∂θj
)
.
Then
0 < lim inf
n→∞
λinf(Σθ0) ≤ lim sup
n→∞
λsup(Σθ0) <∞. (16)
Furthermore, with M−1/2 the unique symmetric matrix square root of
M−1 for a symmetric strictly positive definite M , we have
√
n
(
Σ−1θ0
)−1/2
(θˆML − θ0)→dn→∞ N (0, Ip). (17)
We remark that in Theorem 5, Σ−1θ0 is the asymptotic covariance ma-
trix, but this matrix is not necessarily assumed to converge as n → ∞.
This matrix has its eigenvalues bounded away from zero and infinity
asymptotically, so that the rate of convergence is
√
n in Theorem 5.
Remark 6. Here the element i, j of nΣθ0 is n
2/4 times the covariance
between the elements i and j of the gradient of Ln, from (14). Note that
Ln is −2/n times the log-likelihood (up to a constant not depending on y
or θ). Consider now the score vector that is equal to the gradient of the
log-likelihood. Then, we obtain that the covariance between the elements i
and j of the score is n2/4 times 4/n2 times the element i, j of nΣθ0 .
In other words, nΣθ0 is the (theoretical) Fisher information matrix. In
agreement with this, remark that from Theorem 5 the inverse of nΣθ0 pro-
vides the asymptotic covariance matrix of maximum likelihood estimators
as n→∞.
sketch. In [8], it is shown that there exists a strictly positive constant A6
such that for any λ1, . . . , λp with λ
2
1 + · · ·+ λ2p = 1, we have
p∑
i,j=1
λiλj
1
2
1
n
tr
(
R−1θ0
∂Rθ0
∂θi
R−1θ0
∂Rθ0
∂θj
)
≥ A6 1
n
n∑
i,j=1
(
p∑
m=1
λm
∂kθ0(si − sj)
∂θm
)2
.
Hence, from (15),
0 < lim inf
n→∞
λinf(Σθ0 ).
Hence Σθ0 is invertible for n large enough. Let n be large enough so that
this is the case in the rest of the proof.
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One can show as in the proof of Lemma 3 (see also [8]) that
lim sup
n→∞
λsup(Σθ0 ) <∞.
Hence (16) is proved. Let us now prove (17).
It is shown in [8] (see also [11]), using a standard M-estimator argu-
ment together with techniques similar as above, that
√
n(θˆML − θ0) = −
([
E
(
∂2
∂θi∂θj
Ln(θ0)
)]
i,j=1,...,p
)−1√
n
(
∂
∂θi
Ln(θ0)
)
i=1,...,p
+ op(1)
= −1
2
Σ−1θ0
√
n
(
∂
∂θi
Ln(θ0)
)
i=1,...,p
+ op(1).
Hence to conclude the proof, it is sufficient to show that
(4Σθ0)
−1/2√n
(
∂
∂θi
Ln(θ0)
)
i=1,...,p
→dn→∞ N (0, Ip).
Let us show this using linear combinations. Let us write the p × 1
gradient vector
∂
∂θ
Ln(θ0) =
(
∂
∂θi
Ln(θ0)
)
i=1,...,p
.
Let λ = (λ1, . . . , λp)
⊤ ∈ Rp be fixed with λ21 + · · ·+ λ2p = 1. We have
p∑
i=1
λi
(
(4Σθ0 )
−1/2√n ∂
∂θ
Ln(θ0)
)
i
=
p∑
i=1
(
(4Σθ0)
−1/2 λ
)
i
√
n
∂
∂θi
Ln(θ0).
Let us now write βi =
(
(4Σθ0)
−1/2 λ
)
i
. We have
p∑
i=1
λi
(
(4Σθ0 )
−1/2√n ∂
∂θ
Ln(θ0)
)
i
=
p∑
i=1
βi
√
n
∂
∂θi
Ln(θ0)
= −√n
(
y⊤
(
1
n
p∑
i=1
βiR
−1
θ0
∂Rθ0
∂θi
R−1θ0
)
y − E
(
y⊤
(
1
n
p∑
i=1
βiR
−1
θ0
∂Rθ0
∂θi
R−1θ0
)
y
))
,
using for the last equality that the gradient of the logarithm of the like-
lihood at θ0 has mean zero. Letting z = (z1, . . . , zn)
⊤ = R
−1/2
θ0
y, the
negative of the above quantity is equal to
√
n
(
z⊤
(
1
n
p∑
i=1
βiR
−1/2
θ0
∂Rθ0
∂θi
R
−1/2
θ0
)
z − E
(
z⊤
(
1
n
p∑
i=1
βiR
−1/2
θ0
∂Rθ0
∂θi
R
−1/2
θ0
)
z
))
.
(18)
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Letting ρ1, . . . , ρn be the eigenvalues of (1/n)
∑p
i=1 βiR
−1/2
θ0
∂Rθ0
∂θi
R
−1/2
θ0
and letting w = (w1, . . . , wn) ∼ N (0, In), (18) is equal, in distribution, to
√
n
n∑
i=1
(w2i − 1)ρi. (19)
Let us show that (19) converges to a standard Gaussian distribution. We
have
var
(
√
n
n∑
i=1
(w2i − 1)ρi
)
= 2n
n∑
i=1
ρ2i
= var
(
p∑
i=1
λi
(
(4Σθ0 )
−1/2√n ∂
∂θ
Ln(θ0)
)
i
)
= λ⊤cov
(
(4Σθ0 )
−1/2√n ∂
∂θ
Ln(θ0)
)
λ
(from (14) :) = λ⊤Ipλ
= 1.
One can show as in the proof of Lemma 3 (see also [8]) that maxni=1 |ρi| =
O(1/n). Hence, the classical Lindeberg-Feller central limit theorem en-
ables to conclude that (19) converges to a standard Gaussian distribution
(see also [31]). This concludes the proof.
To conclude Section 3, the consistency and asymptotic normality re-
sults given here are quite generally applicable to families of stationary
covariance functions and to Gaussian processes with zero mean functions.
Some extensions to non-zero constant mean functions are discussed in [11].
It would be interesting to provide extensions to non-stationary covariance
functions or to unknown non-constant mean functions, with a parametric
family of mean functions. It is possible that some of the proof techniques
and intermediary results presented in Section 3 and in [8] would be rele-
vant for these extensions. Nevertheless, new arguments would also need
to be developed, and appropriate assumptions, on the non-stationary co-
variance functions and non-constant mean functions, would need to be
considered.
4 Fixed-domain asymptotics
4.1 What changes
Under fixed-domain asymptotics, the spatial locations s1, . . . , sn are re-
stricted to a compact set D ⊂ Rd. In this case, almost none of the proof
techniques above for increasing-domain asymptotics can be applied. In-
deed, they are based on the fact that for a given i ∈ {1, . . . , n}, ξ(si) has
a very small covariance with ξ(sj) for most sj , j = 1, . . . , n. On the con-
trary, under fixed-domain asymptotics, for instance if kθ0 is non-zero on
R
d, ξ(si) has a non negligible covariance with all the ξ(sj), j = 1, . . . , n.
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In particular, contrary to Lemma 2, if θ ∈ Θ is such that kθ is contin-
uous at zero, then the smallest eigenvalue of Rθ goes to zero as n → ∞.
This is seen by considering a sequence of 2 × 2 submatrices based on
sin , sjn with ||sin − sjn || → 0 as n→∞. Similarly, the largest eigenvalue
of Rθ goes to infinity as n → ∞ for any θ ∈ Θ if kθ is, for instance,
non-zero on Rd.
4.2 Microergodic and non-microergodic parame-
ters
The conclusion of Section 3 on increasing-domain asymptotics is that the
family of stationary covariance functions {kθ; θ ∈ Θ} can be fairly general
to prove the consistency and asymptotic normality of maximum likelihood
estimators of θ0. In particular, under the reasonable conditions (10) and
(15), θ0 can be entirely consistently estimable.
We will now see that, in contrast, for a family {kθ ; θ ∈ Θ} of covariance
functions, under fixed-domain asymptotics, it can regularly be the case
that θ0 is not entirely consistently estimable.
The notion that makes this more precise is that of the equivalence of
Gaussian measures [30, 55]. Consider two covariance parameters θ1, θ2 ∈
Θ, θ1 6= θ2. If ξ has covariance function kθ1 , ξ yields a measure Mθ1 on
the set of functions from D to R, with respect to the cylindrical sigma-
algebra1. Similarly, if ξ has covariance function kθ2 , ξ yields a measure
Mθ2 . When D is compact, these two measures can be equivalent (for a
set A of functions, Mθ1(A) = 0 if and only if Mθ2(A) = 0) even when
the covariance functions kθ1 and kθ2 are different.
The notion of equivalence of Gaussian measures enables to define non-
microergodic parameters.
Definition 7. Let Φ be a function from Θ to Rq for q ∈ N. We say that
Φ(θ0) is non-microergodic if there exists θ1 ∈ Θ such that Φ(θ1) 6= Φ(θ0)
and the measures Mθ1 and Mθ0 are equivalent.
If a covariance parameter is non-microergodic, it can not be estimated
consistently.
Lemma 8. Let (si)i∈N be any sequence of points in D. If Φ(θ0) is non-
microergodic, there does not exist a sequence of functions Φˆn : R
n → Rq
such that, for any θ ∈ Θ, if ξ has covariance function kθ then Φˆn(ξ(s1), . . . , ξ(sn))
goes to Φ(θ) in probability as n→∞.
Proof. Let Φ(θ0) be non-microergodic. Then fix θ1 ∈ Θ such that Φ(θ1) 6=
Φ(θ0) and the measures Mθ1 and Mθ0 are equivalent.
Assume that an estimator sequence Φˆn as described in the lemma
exists. Then, when ξ has covariance function kθ0 , as n→∞,
Φˆn(ξ(s1), . . . , ξ(sn))→p Φ(θ0).
1If Gaussian processes with continuous realizations on compact sets are considered, one can
also define Gaussian measures over the Banach space of continuous functions (on a compact
set) endowed with the supremum norm and the corresponding Borel sigma-algebra.
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Hence there exists a subsequence n′ such that as n′ →∞, almost surely,
Φˆn′(ξ(s1), . . . , ξ(sn′))→ Φ(θ0).
This can be written in the form
Mθ0
({
f function from D to R such that Φˆn′ (f(s1), . . . , f(sn′))→n′→∞ Φ(θ0)
})
= 1.
Then since the measures Mθ1 and Mθ0 are equivalent
Mθ1
({
f function from D to R such that Φˆn′ (f(s1), . . . , f(sn′))→n′→∞ Φ(θ0)
})
= 1.
This means that, when ξ has covariance function kθ1 , the sequence Φˆn′(ξ(s1), . . . , ξ(sn′))
goes almost surely to Φ(θ0) 6= Φ(θ1). Hence the sequence Φˆn(ξ(s1), . . . , ξ(sn))
does not go to Φ(θ1) in probability as n → ∞. This is a contradiction
which concludes the proof.
Hence, one should not expect to have accurate estimators of non-
microergodic parameters under fixed-domain asymptotics. The interpre-
tation of non-microergodic parameters is that, even if Φ(θ0) and Φ(θ1)
are different, there is not enough information in a single realization of
the random function {ξ(s); s ∈ D} (even if this realization was observed
continuously) to distinguish between Φ(θ0) and Φ(θ1). This lack of infor-
mation stems from the boundedness of D.
It is important to remark that there exist results showing that non-
microergodic parameters have an asymptotically negligible impact on pre-
diction of unknown values of ξ [51, 52, 54, 62]. In [55], this situation is
interpreted as an instance of the following principle, called Jeffreys’s law:
“things we shall never find much out about cannot be very important for
prediction”.
Finally, we can define microergodic parameters.
Definition 9. Let Φ be a function from Θ to Rq for q ∈ N. We say
that Φ(θ0) is microergodic if for any θ1 ∈ Θ such that Φ(θ1) 6= Φ(θ0), the
measuresMθ1 andMθ0 are orthogonal (i.e. there exists a set of functions
A such that Mθ1(A) = 0 and Mθ0(A) = 1).
4.3 Consistent estimation of the microergodic pa-
rameter of the isotropic Mate´rn model
Let us now focus on the family of isotropic Mate´rn covariance functions
(1), in the case where the smoothness parameter ν is known. We thus
consider θ = (σ2, α) ∈ Θ = (0,∞)× [αinf , αsup] with 0 < αinf < αsup <∞
fixed. We thus have
kθ(x) =
σ221−ν
Γ(ν)
(α||x||)ν Kν (α||x||) , (20)
for x ∈ Rd where 0 < ν <∞ is fixed and known. We let θ0 = (σ20 , α0). In
the rest of Section 4, we set the dimension as d ∈ {1, 2, 3}.
Then the parameters σ20 and α0 are non-microergodic, while the pa-
rameter σ20α
2ν
0 is microergodic.
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Poposition 10 ([62]). With the family of covariance functions given by
(20), the measures Mθ1 and Mθ0 are equivalent if σ21α2ν1 = σ20α2ν0 and
are orthogonal if σ21α
2ν
1 6= σ20α2ν0 . Hence, σ20α2ν0 is microergodic, and in
particular σ20 and α0 are non-microergodic.
We remark that Proposition 10 holds for d ∈ {1, 2, 3}, which is the
ambient assumption in Section 4.3. When d ≥ 5, [4] proved that the
full parameter (σ20 , α0) is microergodic (thus in particular σ
2
0 and α0 are
microergodic). At the time of [4], it was mentioned there that the case
d = 4 was open, that is, it was not known if σ20 and α0 are microergodic in
this case. Currently, this case is still open, to the best of our knowledge.
Then, [62] finds a consistent estimator of σ20α
2ν
0 by fixing α to an
arbitrary value and by maximizing the likelihood with respect to σ2 only.
Hence, for α ∈ [αinf , αsup], let
σˆ2(α) = argmin
σ2∈(0,∞)
Ln(σ
2, α).
We remark that the argmin is unique from (22) in the proof of Theorem
11. By canceling the derivative of Ln(σ
2, α) with respect to σ2, we find
σˆ2(α) =
1
n
y⊤Σ−1α y, (21)
with Σα = Rσ2,α/σ
2, based on (22) in the proof of Theorem 11.
Theorem 11 ([62]). Let α1 be any fixed element of [αinf , αsup]. As n→
∞, almost surely,
σˆ2(α1)α
2ν
1 → σ20α2ν0 .
sketch. Let
σ21 =
σ20α
2ν
0
α2ν1
.
Let ǫ > 0. From Proposition 10, the measures Mσ2
0
,α0
and Mσ2
1
,α1
are equivalent and the measures Mσ2
0
,α0
and Mσ2
1
+ǫ,α1
are orthogonal.
Hence, [62], based on [25], obtains that, almost surely,
nLn(σ
2
1 + ǫ, α1)− nLn(σ21 , α1)→∞.
Similarly, we can show that, almost surely,
nLn(σ
2
1 − ǫ, α1)− nLn(σ21 , α1)→∞.
Let Σα1 = Rσ2,α1/σ
2. Then
Ln(σ
2, α1) = log(σ
2) +
1
n
log(|Σα1 |) +
1
σ2
1
n
y⊤Σ−1α1 y. (22)
Hence, 1/σ2 7→ nLn(σ2, α1) is convex, and thus by convexity we obtain,
as n→∞, 
 inf
σ2∈(0,∞)
|σ2−σ2
1
|≥ǫ
nLn(σ
2, α1)

− nLn(σ21 , α1)→∞
almost surely. This implies that σˆ2(α1) → σ21 almost surely as n → ∞
which concludes the proof.
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In the supplementary material, still for the Mate´rn covariance func-
tions, we also provide asymptotic normality results for the estimator
σˆ2(α1)α
2ν
1 and for the “full” maximum likelihood estimator, where the
likelihood is maximized with respect to both σ2 and α.
We remark that, in general and outside of the Mate´rn case, consistency
results for maximum likelihood under fixed-domain asymptotics are quite
scarce. We mention a few such other consistency results at the end of
Appendix A in the supplementary material and in Section 5.
5 Conclusion
We have presented some asymptotic results on covariance parameter es-
timation under increasing and fixed-domain asymptotics. The presen-
tation highlights the strong differences between the two settings. Un-
der increasing-domain asymptotics, with mild identifiability conditions,
all the components of the covariance parameter can be estimated con-
sistently, and with asymptotic normality. The proof techniques hold for
general families of stationary covariance functions. They are based on the
asymptotic independence between most pairs of observations, as n→∞,
that enables to control the logarithm of the likelihood and its gradient
and to apply general methods for M-estimators.
In contrast, under fixed-domain asymptotics, typically all pairs of ob-
servations have a covariance that is not small. As a consequence some
components of the covariance parameter can not be estimated consis-
tently, even if changing the component changes the covariance function.
The notion of equivalence of Gaussian measures, yielding the notion of
microergodicity, is central. The results and proofs are not general in the
current state of the literature. Here we have presented results and proofs
related to the family of isotropic Mate´rn covariance functions in dimension
d = 1, 2, 3. The presented proofs rely on the Fourier transforms of these
covariance functions (through the results taken from the cited references)
and also on the explicit expression of the logarithm of the likelihood as a
function of the variance parameter σ2.
There are many other existing contributions in the literature that we
have not presented here. Under increasing-domain asymptotics, earlier
results on maximum likelihood were provided by [42], using general re-
sults from [56] (the latter not necessarily considering Gaussian processes).
Restricted maximum likelihood was then studied in [21]. Cross validation
was considered in [8, 9]. Extensions to transformed Gaussian processes
were studied in [11]. Pairwise likelihood was studied in [19]. Multivari-
ate processes were considered in [23, 50]. Finally, more generally, the
increasing-domain asymptotic framework is investigated in spatial statis-
tics for instance in [29, 35, 36, 37].
Under fixed-domain asymptotics, earlier results for the estimation of
the microergodic parameter in the family of exponential covariance func-
tions in dimension one were obtained in [60]. The estimation of parameters
for the Brownian motion is addressed in [53]. Various additional results on
maximum likelihood are obtained in [38, 39, 57, 61]. Variation-based esti-
mators are studied in [4, 20, 31, 40]. Composite likelihood is addressed in
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[12]. The case of covariance parameter estimation for constrained Gaus-
sian processes is addressed in [15, 41]. Cross validation is addressed in
[16]. Finally, extensions of the fixed-domain asymptotic results presented
here to the family of isotropic Wendland covariance functions are provided
in [18].
A Asymptotic normality for the estima-
tion of the microergodic parameter of the
isotropic Mate´rn model
In the case of the Mate´rn covariance functions, in [22], a central limit
theorem is proved for the same estimator σˆ2(α1)α
2ν
1 as in [62]. As in
Section 4.3, we let d ∈ {1, 2, 3}.
Theorem 12 ([22]). Let α1 be any fixed element of [αinf , αsup]. As n→
∞, √
n
(
σˆ2(α1)α
2ν
1 − σ20α2ν0
)→dn→∞ N (0, 2(σ20α2ν0 )2).
Proof (sketch). In [22], it is shown (after an involved and technical
proof that is based in particular on the Fourier transform expression of
the Mate´rn covariance function) that
σˆ2(α1)α
2ν
1 − σˆ2(α0)α2ν0 = op
(
1√
n
)
.
Hence,
√
n
(
σˆ2(α1)α
2ν
1 − σ20α2ν0
)
=
√
n
(
σˆ2(α0)α
2ν
0 − σ20α2ν0
)
+ op(1). (23)
We have
√
n
(
σˆ2(α0)α
2ν
0 − σ20α2ν0
)
= σ20α
2ν
0
1√
n
(
y⊤R−1θ0 y − E(y⊤R−1θ0 y)
)
.
Since y⊤R−1θ0 y is a sum of squares of independent standard Gaussian vari-
ables, we have
√
n
(
σˆ2(α0)α
2ν
0 − σ20α2ν0
)→dn→∞ N (0, 2(σ20α2ν0 )2).
Hence, from (23) and Slutsky’s lemma,
√
n
(
σˆ2(α1)α
2ν
1 − σ20α2ν0
)→dn→∞ N (0, 2(σ20α2ν0 )2).
This concludes the proof.
Finally, the above central limit theorem relies on an arbitrary fixed
choice of α1. Later, this central limit theorem was refined by [33], based
on intermediary results from [59], to allow for an arbitrary estimator of
α0. More precisely, [33] proves the following.
Theorem 13 ([33]). Let (αˆn)n∈N be any sequence of random variables in
[αinf , αsup]. Then as n→∞,
√
n
(
σˆ2(αˆn)αˆ
2ν
n − σ20α2ν0
)→dn→∞ N (0, 2(σ20α2ν0 )2).
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In particular, with a maximum likelihood estimator (σˆ2ML, αˆML), we
have
σˆ2ML = σˆ
2(αˆML)
and thus Theorem 13 implies
√
n
(
σˆ2MLαˆ
2ν
ML − σ20α2ν0
)→dn→∞ N (0, 2(σ20α2ν0 )2),
which is the asymptotic normality of maximum likelihood estimators of
the microergodic parameter in the family of isotropic Mate´rn covariance
functions. Note that σˆ2ML and αˆML typically do not converge separately
to fixed quantities [63].
We remark that the bounds αinf and αsup that define maximum likeli-
hood estimators have no impact on Theorem 13 as long as they are finite,
non-zero and fixed independently of n. The proof techniques of [33] do
not allow for αinf and αsup depending on n and going to zero or infinity.
In practice, one also usually takes bounds 0 < αinf < αsup < ∞ for α to
implement maximum likelihood. Then a common practice is to take αinf
and αsup of the same orders as the inverses of the maximum and minimum
distances between two distinct observation points.
Notice that all the results reviewed here for the Mate´rn model assume
ν to be fixed and known. We are not aware of any consistency results
of maximum likelihood estimators of ν under fixed-domain asymptotics.
Nevertheless, there exist other estimation techniques than maximum like-
lihood, that are shown to be able to estimate ν consistently, in particular
variation-based estimators [20, 31, 40].
We also remark that the results and proof techniques of Section 4 and
Appendix A are intrinsically specific to the Mate´rn covariance functions.
Nevertheless, [18] recently managed to extend them to the family of Wend-
land covariance functions. Finding other families of covariance functions
for which similar extensions would be possible is an interesting topic for
future research.
B Expectations and covariances of quadratic
forms of a Gaussian vector
Let r ∈ N, let V be a centered r × 1 Gaussian vector and let A and B be
fixed r × r matrices. Then we have
E(V ⊤AV ) = tr (Acov(V ))
and
cov(V ⊤AV, V ⊤BV ) = 2tr (Acov(V )Bcov(V ))
from, for instance, (A.6) and (A.7) in [45].
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