The instability of a two-dimensional triangular array of vortices with respect to inviscid perturbations is investigated. A numerical treatment in the framework of Floquet theory provides critical parameters for instability onset and the spatial structure of unstable oscillatory modes which are in agreement with experiments of Sommeria et al. [Mechanics of Fiuids and Transport Processes (Kluwer Academic, Dordrecht, The Netherlands, 1989), Vol. lo] in electromagnetically driven flows of a liquid metal layer. A point vortex model allows one to relate the dynamics of infinitesimal displacements of vortices to the concept of waves in a lattice of linearly coupled oscillators.
I. INTRODUCTION AND EXPERIMENTAL BACKGROUND
In Part I and Part II of this work we have studied the linear stability of parallel two-dimensional flows ' and of arrays of vortices with square symmetry." Here we extend the studies to the third symmetry class by investigating an inviscid flow with hexagonal symmetry. Specifically, we consider a spatially periodic arrangement of triangular alternating vortices. Takaoka3 and Sivashinsky and Yakhot showed that this flow, in contrast to the Kolmogorov flow and the square eddy flow, does not admit negative viscosity instability. Takaoka found that at a critical Reynolds number Re=v-I =3.39 the basic flow becomes unstable with respect to waves with a periodicity length that is three times larger than the spatial period of the basic flow.
The motivation for the examination of inviscid instabilities in this triangular cell flow comes from experiments of Ngyen-Due et aL,5 Ngyen-Duc,6 and Sommeria et al. ' who realized such a flow under laboratory conditions in a liquid metal layer subject to a strong magnetic field and driven by a hexagonal array of electrodes. Since the flow under laboratory conditions has by no means a low Reynolds number, the existing viscous theory is inadequate for the description of the observed phenomena. The experimental flow possesses a Reynolds number of the order of 10' and the main cause of energy dissipation is the effect of bottom friction. In the stability problem, bottom friction, modeled by linear friction term, simply shifts the growth rate of perturbations. Therefore the growth rate for inviscid (or high Reynolds number) perturbations yields the critical bottom friction parameter-a quantity which immediately follows from the experiment.
After having given a short summary of the experiments, we review the equations governing the dynamics of the two-dimensional flow of triangular vortices and derive the linear eigenvalue problem which determines the stability. We deliberately use a formulation different from Ref. 3 in order to make the symmetry properties of the flow more transparent. In Sec. III we report results of calculations of dispersion surfaces and compare the results with experimental findings. We show that the spatial structure of the calculated first unstable modes is in good agreement with the observation that pairing of three vortices with equal sign is the basic instability mechanism. In Sec. IV we employ a complementary approach to the instability of twodimensional inviscid lattices of vortices on the basis of the point vortex model. An application of the formalism yields growth rates and frequencies of perturbations that can be compared to the results (Sec. III) for continuous vorticity fields. Section V summarizes our conclusions. Figure 1 , which is taken from Ngyen-Duc,6 shows two states of the electromagnetically driven flow of a layer of mercury. Below a critical velocity, the flow is a regular arrangement of stationary triangular alternating vortices [ Fig. 1 (a) ]. Above a critical velocity expressed by the value Rh,= 1.4 of the dimensionless bottom friction parameter, the flow undergoes an oscillatory instability and traveling waves are generated propagating along the three symmetry directions of the basic flow. For higher values of Rh fully developed turbulence [Fig. 1 (b) ] with inverse energy cascade but also chaos and coherent waves are observed.
II. MATHEMATlCAL FORMULATION OF THE STABILITY PROBLEM
We consider an incompressible fluid, the twodimensional motion of which is governed by the dimensionless equation a,A~=aa,~a~A*-a,lCra,A*+yAZICt-~AICI -(VA '-pA)sin(y) [cos( &c) +cos(y)],
v(x,Y,~) = c+b-a,~~,
A*-ca:+a;)q, (ICI which was already the starting point for the stability study of Kolmogorov flow and square eddy flow in the first two parts of this work."2 The inhomogeneity on the rhs of Eq. ( la) maintains the stationary basic flow $3=swY) [cos( &I +cos(y) I, with the same spatial structure as shown in Fig. 1 (a) , the stability of which we wish to study. It is worth noting that (2) is an exact solution of Eq. ( la). Due to the particular choice of the factor (vA2--pA) the basic flow does not depend on the viscosity Y and the linear friction parameter p. In magnetohydrodynamics, the inhomogeneity describes the forcing of the fluid layer due to a hexagonal arrangement of electrodes producing a current which interacts with a vertical magnetic field and gives rise to a Lorentz force. The linear friction term PA+ models the energy dissipation due to strong shear in the Hartmann boundary layer. However, since we use the dimensionless equation (l), the results do not exclusively pertain to electromagnetically driven flows but are of general fluid-dynamical scope. Throughout the whole paper we shall restrict our attention to the consideration of the inviscid case (Y=O) for two reasons. On the one hand, this case is relevant for the understanding of the experimental results and it is the counterpart to the study of Takaoka3 who considered the purely viscous case without linear friction (p=O). On the other hand, trial calculations have shown that the stability behavior for any case can be deduced from the two limiting cases. The consideration of the intermediate viscosity range does not yield qualitatively new effects in contrast to the square eddy problem, where viscosity is capable of changing the unstable mode from a spatially quasiperiodic into a spatially subharmonic one (Thess') . In the following formulation of the stability problem we deliberately depart from Takaoka's3 approach based on orthogonal coordinates. Instead, we shall use a nonparallel basis in order to exploit the fundamental symmetries of the flow. To this end we introduce the transformed coordinates Xl = &+y, 
and in the new coordinates the basic flow (2) takes the form
In the following we will have to operate with the twodimensional wave-number vector k= (k&J. For later convenience it appears to be appropriate to represent this vector as k=ka+kzg, 3 where a= Jk+ey,
g2=2er (8) is the basis of the reciprocal lattice' defined by eigi=Si/ and
are the nonorthogonal wave-number coordinates. The vectors gl and g, are depicted in Fig. 2 (b) . The stability of the basic flow (6) with respect to infinitesimal inviscid perturbations is governed by the spectrum of eigenvalues of the linear equation
aA~l= (a,~o>[(A+4>a,~ll-(ay~~o) 
with &= &%, ,
A=4(L$+3&&).
This equation is obtained from (la) by decomposing the streamfunction into a stationary part and a perturbation according to
linearizing the basic equation with respect to the infinitesimal perturbation $r, and using the abbreviation a=A+p.
In the viscous case the term yA'$r must be added to the right-hand side of Eq. ( 10). If (T is regarded as an independent parameter, Eq. (10) is formally identical to the stability equation with neither linear friction nor viscosity. The eigenvalues /z in the presence of linear friction differ from the eigenvalues of the dissipationless problem by a shift of the growth rate according to ( 13). Equation ( 10) is invariant under the set of translations Ar=27rne1+27rnze2,
transforming the basic flow into itself. Thus, the general solution of (10) can be represented in the form where the increment kr = k,x, + k,x, of the first exponential function depends on the Floquet exponents k, and k,.
Physically, these exponents represent the wave number of the perturbation. If kl and k2 are integers, the perturbation has the same periodicity as the basic flow. Inserting ( 15) into ( 10) and ( 1 l), and reexpanding, we obtain the following algebraic eigenvalue problem:
for the coefficients Q),,,,,. Here #,, are the coefficients of the Fourier expansion of the basic flow. Specifically, we have d>,l==~p,0=@>_1,1=-i/4 and @o,-I=QJ-I,o=@~,_I = +i/4, all other coefficients being zero. For any given value k of the two-dimensional wave-number equation ( 16) has a discrete set of eigenvalues. The real and imaginary parts of an eigenvalue, a,(k) and ai( k), respectively, depend continuously on the wave number. These functions have been termed dispersion surfaces1'2 because they contain the information about the stability of the basic flow and about the dispersion relation of oscillatory perturbations. Due to the choice of the nonparallel basis (4) 'and (8) , the basic symmetry properties of the dispersion surfaces can be easily identified by general considerations. Indeed, the unstable mode remains unchanged if the shift Ak=m, + qg, of the wave vector and the transformation (17) %m-%I-p,m-q (18) are simultaneously applied. Therefore or(k) and aj( k) are periodic functions of k with the periodicity (17) of the reciprocal lattice. Since the vectors Ar [Eq. (14)] form a triangular lattice [cf. Fig. 2(a) ] the vectors Ak form also a triangular lattice [cf. Fig. 2(b) ] differing from the lattice in the real space by a rotation of 90". Thus, the dispersion surfaces have the same symmetry properties as the basic flow, and the maxima of or of in the wave-number space must correspond to the symmetry directions of the basic flow in the real space. For the numerical treatment of the eigenvalue problem we truncate the system (16) and retain only modes with 1 n 1 <M and 1 m 1 <M. Although the Fourier components of the basic flow are purely imaginary, no complex matrix eigenvalue routine is necessary for the computation of the eigenvalues. Indeed, the substitution ~~=id transforms (16) into a eigenvalue equation for a real nonsymmetric matrix which is solved by the QR algorithm. In contrast to the viscous case the convergency of the results with increasing M is slow and M= 8 is necessary to obtain a precision of the results better than 1%.
RESULTS

A. Critical parameters
In Fig. 3 we show the complex eigenvalue spectrum of the truncated equation ( 16) replaced by icr' and it breaks down for nonzero values of the viscosity. Surprisingly, there is only one unstable mode (o;> 0)'and one stable (a,<O) while all other are neutral modes (a,=O). No new unstable modes appear if M is increased. Although we cannot give a proof of this assertion it is likely to represent an intrinsic property of the full stability equation. In what follows we concentrate our attention exclusively to the eigenvalue with positive real part and the associated unstable mode. The nonzero imaginary part of this eigenvalue indicates that the associated unstable mode is a traveling wave. The negative sign of it expresses that the unstable wave propagates in positive k direction, while the positive imaginary part would imply propagation in the direction -k. This distinct feature, which is in contrast to usual stability problems where forward and backward propagation of unstable waves is equivalent, is due to the lack of invariance of the eigenvalue spectrum under complex conjugations. The physical reason for this property is the lacking parity invariance of the basic flow.
Consider now the dispersion surfaces o,(k) and ai corresponding to the eigenvalue with positive real part. The isolines of these functions obtained by numerically repeating the eigenvalue calculation of ( 16) and (9) along an equidistant grid of k points are shown in Fig. 4 . The result is in agreement with the assertion that the symmetry properties are identical to those of the reciprocal lattice [cf .  Fig 2(b) ]. It should be noted that the frequency obeys the symmetry relation Di( -k) = --at(k) which is not seen in the plot Fig. 4(b) . The values of k, and ky at which UJ k,,k,) attains the maximum determine the wave number and the threshold pc=ur of instability onset. These maxima are located exactly at the six symmetry points of the lattice given by 
The directions of propagation of unstable modes correspond to the three lines of symmetry of the basic flow.
There is a degeneracy between the three propagation directions, and a nonlinear theory would be necessary to describe how this symmetry is broken in the course of the nonlinear development of a secondary flow regime. In Fig.  5 the real and imaginary parts of (T are drawn along the line k,,=O. A peculiarity is that the maximum of a, and the minimum of ai occurs at the same k,. This implies zero group velocity of perturbations at instability onset. From the maximum value of the growth rate (20) it is possible to calculate the critical linear friction parameter for the experiment Rh,= 1.49 =tO.O4, which is in reasonable agreement with the experimental result Rh,= 1.4. In contrast, the oscillation frequency predicted by the theory is only one-half of the frequency observed in the experiment. We are not able to explain definitely why frequencies disagree to such a degree while the threshold values are in agreement. This would require to go beyond the governing equation ( la) and to consider (a) a forcing term taking into account that the magnetohydrodynamic driving force is localized over thin electrodes instead of being as smooth as supposed in the analysis, and (b) the effect of stratijication along the direction of the magnetic field. Since the Hartmann number (a dimensionless measure of the magnetic field strength in comparison to the viscous forces) is high in the experiments, stratification is less important than vortex localization. Localized vortices possess higher vorticity gradients and the characteristic time scales of the instabilities are expected to be shorter. It is then likely that both the real and imaginary parts of the eigenvalue (20) are shifted to higher values. This would improve the agreement of the frequencies at the expense of the instability thresholds being related to the inverse of the growth rate.
Spatial structure of unstable modes
Since the basic flow considered here depends on both coordinates and the stability equation cannot be separated into normal modes, the spatial structure of the first unstable mode of the primary instability is more involved than in separable stability problems like plane Poiseuille flow. In Fig. 6 we have plotted the streamfunction and the vorticity of the first unstable mode, i.e., the eigenfunction belonging to the eigenvalue of ( 16) with positive real part. The critical wave numbers [Eq. (19) ] imply that the streamline pattern of the unstable mode comprises three periodicity intervals of the basic Aow in the x direction. Indeed, the structure of the first unstable mode obeys such a behavior. In order to make the structure of the unstable mode more transparent we have plotted in Fig. 6 (c) the function cpi(xa) which is equal to the sum in Eq. (15) and has the same periodicity as the basic flow. This function is strongly localized above the center of a "dipole" formed by two adjoining vortices of opposite sign. In order to make a conclusion about the flow for weakly supercritical values of the control parameter we assume that such a flow is dominated by the basic flow and the unstable mode. To visualize the temporal evolution we plot in Fig. 7 (21) is to visualize the changes in the topology of the basic flow streamlines brought about by the unstable mode.
IV. A COMPLEMENTARY APPROACH: THE POINT VORTEX MODEL
In the preceding section we have analyzed infinitesimal inviscid perturbations superimposed upon a smooth vorticity field. In this case the size of the individual vortices is of the same order as their mutual distance. It is natural to inquire how the stability of a triangular lattice is modified if the eddy cores become much smaller than their spacing. In principle it is possible to investigate this question in the framework of Eq. ( 1) by prescribing a forcing function which gives rise to a stationary solution describing more localized vortices than (2). We shall, however, restrict our attention to the limiting case of a triangular point vortex lattice because of the conceptual transparency and the mathematical simplicity of its stability analysis. In fact, point vortices have been successfully used to study the stability of one-dimensional vortex arrays (von K6rm6n,9 and Lamb") and of two-dimensional arrays of equal sign vortices (Tkachenko" and Campbell'2) . The latter works were motivated by the point vortices observed in the flow of superfluid helium. An application of the point vortex model to a two-dimensional lattice of alternating eddies has never been undertaken to the best knowledge of the author. Before engaging in systematic analysis we shall emphasize that the following results pertain to an inviscid fluid and effects of energy dissipation cannot be directly incorporated into the model.
Let the continuous field of triangular vortices (2) 
and the negative ones (I'-= -I') at
where n and m are integers and the basis vectors et and e2 are defined by (6). These vortices produce the vorticity field co(r) =I' R; S(r-Rf) -I? c 6(r-Et-), 
which governs the evolution of the coordinates ru of point vortices with circulations IR, each of them being initially at the point R. The derivation of (24) can be found in standard hydrodynamic textbooks (see, e.g., Sommerfeld13 and Lamb"). A more detailed discussion of point vortex dynamics within the Hamiltonian formalism is given in a review article of Aref. l4 Straightforward calculations (or elementary geometrical considerations) show that the initial vortex lattice (22) is a stationary solution of (24). In order to study the stability of this lattice we consider small departures pn of the vortices from their equilibrium positions R, i.e., rR=R+pR.
Introducing (25) into the governing equation (24) we obtain the linearized system
(264 which can be written in matrix notation as fp~= c, LR-R'(pR-PR'). RfR' (26b) The physical meaning of this equation is that the evolution of a small deviation of a vortex is determined by the flow field induced by the deviations of all other vortices. The equation is formally analogous to the equation describing a lattice of linearly coupled oscillators. Since this problem (and its quantum mechanical extension) is a standard model in solid-state physics (crystal lattices) the mathematical treatment of the point vortex stability can proceed along the same directions. Here we shall consider only the triangular lattice but we refer to a forthcoming paperr on the stability of alternating point vortex lattices with arbitrary symmetry. The interaction matrix L in Eq. (26b) depends only on the difference R-R', moreover, it does not explicitly depend on time. Therefore the general solution of (26) can be decomposed into-normal modes pn+=P+ exp(at+zkR+), pu-=f.-exp(at+zkR-).
Each of them is a wave in which the vortices follow elliptical trajectories around their equilibrium position. If more than two types of vortices are involved (27) must be written for each of them. The ansatz transforms the problem into the algebraic eigenvalue equation
in which the interaction matrices j and h (both of format 2X2) are sums over the whole unbounded vortex lattice
ii(k) = 2 it,-exp(zkR-), R- depending only on the wave number k and containing all information about the symmetry of the initial arrangement of the vortices. The four eigenvalues a,(k) (n= 1,2,3,4) determine the growth rate a, and the frequency ai of a perturbation with the wave number k. Some remarks are in order concerning the structure of the stability equations (28) and (29). The complex matrix eigenvalue problem (28) can be transformed into a real one by adding and subtracting one equation from the other and by making the substitution o'=iv, r+ =p1+p2, r-= -i(p, -p2) . This implies that the distribution of the eigenvalues in the complex plane is symmetric with respect to the imaginary axis, which means that to each unstable mode (a;> 0) there corresponds a stable one with the damping rate ---a, Consequently, the system can only be marginally stable (o,=O) or unstable. If, in addition, the array of vortices is parity invariant (i.e., invariant under the transformation R-* -R) the eigenvalue spectrum is symmetric to the real axis too. This statement can be verified by noting that the matrix L obeys the symmetry relation LR=i,_R and the sums in Eq. (29) again form a triangular lattice (cf. Fig. 2) . Thus, the dispersion surfaces a(k) have the same symmetry properties as the basic lattice. A numerical calculation of the eigenvalues of (28') leads to the result that the considered triangular lattice is marginally stable with respect to perturbations of arbitrary wave number, i.e., a,(k) =O. This result differs remarkably from the instability of a continuous vorticity field. On the other hand, stability of the alternating vortex lattice is reminiscent of the stability of the lattice of equaZ sign point vortices observed in experiments with superfluid helium (Gordon et al. 16) and predicted theoretically by Tkachenko." The result of calculating the dispersion relation ai of the triangular lattice is shown in Fig. 8 . The contour lines of this function show a vigorous similarity to the dispersion relation of the continuous model drawn in Fig. 5(b) . Thus, the point vortex model reproduces the existence and the dispersion relation of the waves, but a finite extent of the vortices (shear) is a necessary ingredient to render the triangular lattice unstable. In addition, it should be emphasized that the partially differing results of the two approaches are not surprising in view of the fact that linear stability of smooth vorticity fields and of point vortex lattices have a physically different meaning. In fact, an infinitesimal displacement of a point vortex is not an infinitesimal perturbation of the vorticity field. Locally, it is not even a bounded perturbation because the vorticity of a point vortex is singular.
V. SUMMARY AND CONCLUSIONS
We have investigated the stability of a triangular array of vortices with respect to inviscid two-dimensional perturbations. It was shown that a smooth vorticity field becomes unstable with respect to exponentially growing waves propagating along the symmetry directions of the basic lattice. In physical space, these waves correspond to a timedependent merging process of groups of three equal sign vortices to starlike vorticity features. This conclusion is in good agreement with experiments (Sommeria et al' and Ngyen-Due et al. 5P6) on instability in electromagnetically driven flow of mercury. Likewise, the theory is capable of reproducing the experimental value for the instability threshold. It is likely that a modified version of the basic equation ( 1) with a forcing term closer to the experimental situation would improve the agreement for the frequency of unstable modes. However, at the same level of approximation, other specific (magnetohydrodynamical, threedimensional, etc.) aspects would have to be considered, which is outside the scope of this paper.
The investigation of the stability of a triangular point vortex lattice led to the result that this system is linearly stable and does not support exponentially growing solutions. Instead, waves are predicted with similar a dispersion relation as the continuous vorticity field. In this context we note that the square lattice of alternating point vortices is found to be unstable with respect to exponentially growing perturbations ( Thess15). The contrast between the stability of the triangular point vortex lattice and the instability of the lattice in the experiments (cf. Fig. 1 ) leads to the conclusion that a finite shear of the basic flow is necessary for the instability of a triangular eddy lattice.
It is interesting to speculate about the relation between the point vortex stability and the turbulent behavior of flows with spatially periodic forcing. It seems likely that the experimental observation7 of coherent traveling waves in the turbulent regime is connected to the stability of the triangular point vortex lattice. In order to give a more rigorous foundation for this hypothesis it would be necessary to investigate the stability of the point vortex lattice with respect tofinite-amplitude perturbations. If the triangular lattice solution is sufficiently robust it may serve as an attractor and thereby explain the persistence of oscillatory states even far from the threshold of primary instability. The behavior of the triangular lattice should be contrasted with the square eddy lattice investigated experimentally by Sommeria.t7 Here a fully turbulent regime is observed without temporal coherence. This is compatible with the fact that the square point vortex lattice is not stable and therefore no attractor exists for turbulent oscillatory states with square symmetry. Although the foregoing arguments provide some hints to the understanding of turbulent oscillatory states evolving from spatially periodic flows, this problem is far from being solved. It is doubtful that an explanation of these phenomena can be given on the basis of weakly nonlinear theories constructed from unstable modes of the linear stability problem. While there is a recent statistical theory of Robert and Sommeriat8 explaining the spontaneous formation of spatially organized structures from two-dimensional turbulent flows, the understanding of the appearance of spatiotemporal coherence from turbulence remains a challenging problem for future investigations.
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