We discuss the geometrical interpretation of a well-known smoothing operator applied to the Molecular Distance Geometry Problem, and we then describe a heuristic approach based on Variable Neighbourhood Search on the smoothed and original problem. This algorithm often manages to find solutions having higher accuracy than other methods. This is important as small differences in the objective function value may point to completely different 3D molecular structures.
Introduction
The Molecular Distance Geometry Problem (MDGP) is the problem of finding an embedding in R 3 of a weighted graph G such that all Euclidean distances between points in the embedding are the same as the corresponding edge weights in the graph. The main application is to find the three-dimensional structure of a molecule given a subset of the atomic distances (these are usually found using NMR techniques) [1, 15] . There are other applications in network localization [5] and graph drawing [2] . It has been shown that the MDGP is NP-hard [17] ; if G is a complete graph, however, the MDGP can be solved in linear time [3] . The MDGP applied to protein backbones is susceptible of a discrete formulation which leads to improved accuracy and efficiency [10] .
Consider an undirected graph G = (V, E) with weights d : E → R + where V is the set of vertices (also called atoms) and E is the set of weighted edges (also called inter-atomic distances). Let N = |V | and d ij = d({i, j}) for {i, j} ∈ E. A solution of the MDGP is a set of points x 1 , . . . , x N ∈ R 3 satisfying ∀{i, j} ∈ E ||x i − x j || = d ij .
Notationally, each 3-vector x i has components (x i1 , x i2 , x i3 ), and we indicate the vector sequence (x 1 , . . . , x N ) by x. The MDGP can be naturally cast as a continuous nonconvex optimization problem min x f (x) with the following objective function:
f (x) = {i,j}∈E
Since each equation (1) must be satisfied, a candidate point x is a solution of the MDGP if and only if f (x) = 0. Note that (2) has a large number of local minima, so this is a practically hard global optimization problem. See [18] for an overview on the main solution methods used to tackle the MDGP.
One of the most promising methods for solving the MDGP is the Global Continuation Algorithm (GCA) [13, 14] . The GCA relies on a class of smoothed objective functions derived from (2) by means of a Gaussian transform. This class is indexed by a parameter λ; for λ = 0 we recover the original function (2) , and for large enough λ the smoothed function becomes convex. The GCA locally solves a sequence of smoothed problems for decreasing values of λ. To assess solution accuracy, the authors of [13, 14] rely on a different quality measure called the Largest Distance Error (LDE) defined as:
It is clear that x is a solution of the MDGP if and only if LDE(x) = 0. The GCA has been implemented in the dgsol code, available from http://www.mcs.anl.gov/~more/dgsol/.
One of the striking features of dgsol is its speed and the fact that the time taken to solve the problem seems to grow rather slowly as a function of the number of atoms in the molecule. On the other hand, dgsol usually finds solutions whose LDE is relatively large (in the order of 0.01 or even 0.1). Since there are many totally different 3D structures having small LDE (see for example Fig. 1 ), it is of paramount importance to obtain solutions whose LDEs are very close to zero. In a previous paper [8] , we tested three different general-purpose global optimization methods on several MDGP instances, concluding that Variable Neighbourhood Search (VNS) was the best. Notice that VNS was also used to find the 3D structure of molecules by minimizing a potential energy objective function [4] . In this paper, we combine ideas from both GCA and VNS algorithms to obtain a method which we call Double VNS with Smoothing (DVS). Although considerably slower than dgsol, the solutions obtained by DVS generally have a much smaller LDE. DVS is a classical two-phase global optimization algorithm with diversification in the first phase and intensification in the second phase. More precisely, DVS solves a smoothed version of the problem using VNS, then tightens the bounds around the smoothed solution, and finally applies VNS to the original problem with restricted bounds. The bounds are restricted following a geometrical interpretation of the smoothed problem, which makes it possible to relate the smoothing parameter to the bounds where the solution to the original MDGP should lie.
The rest of this paper is organized as follows. In Section 2 we discuss the geometrical interpretation of the MDGP smoothing proposed by [13] , which leads to some indications as to the bound restriction at each DVS iteration. In Section 3 we present the DVS algorithm. In Section 4 we report on the computational results. Section 5 concludes the paper.
Geometrical interpretation of smoothing
As (2) is a nonconvex function with a considerable number of local minima, it makes sense to look for a smoothing (i.e. a function in some sense "close" to (2) with fewer local minima). In [13] , a family of smoothings for (2) is proposed which depends on a unique smoothing parameterλ
we recover the original objective (2) , and forλ =λ U we get a convex smoothing. The smoothing familȳ fλ(x) given by [13] (and employed in the GCA) is derived as the closed analytical form of a Gaussian integral:fλ
whereγ is a constant and f is given by (2) . We shall call this smoothing the Moré-Wu smoothing.
It should be clear that, since the nonconvexities in (2) arise from the negative cross product terms We introduce a function F which associates to each vector of squared NMR distances (denoted by
) the MDGP objective function (2):
Notice we obviously have (
. We re-state the Moré-Wu smoothing as follows, introducing the smoothing parameter λ =λ √ 5 and ignoring the constantγ:
Now, we define the Moré-Wu smoothing operator (denoted by ) as follows:
where
. It turns out that the Moré-Wu smoothing operator acts by shortening the square of the distances:
Proof.
where γ in the first equation was replaced by its definition in terms of λ and d ij and carried into the sum. 2
By Theorem 2.1, for all pairs of atoms {i, j} ∈ E such that λ ≥ d ij , the corresponding term contributing to the objective function is
2 . This is a convex term with minima attained at x i = x j ; in other words, atoms whose distances are shorter than λ will tend, if possible, to collapse into the same spatial positions. Pairs of atoms which are further away than λ will, if possible, be positioned at a shorter distance d 2 ij − λ 2 . This observation is based on a term-by-term analysis of a non-separable function, so it is of course only true if λ is large enough to makef λ convex (in which case we obtain the trivial solution x i = 0 for all i ∈ V ). Its usefulness, however, is that it formalizes an insight as to the general behaviour of a molecule in space in function of a smooth transformation of its associated objective function.
It is interesting to observe what happens if the smoothing terms 2λ||x
and define the scaling operator (denoted by ⊗) as follows:
ij . It turns out that this type of smoothing is in fact a scaling (thus the operator name).
Proposition
Proof. The proof is by direct computation, similar to that of Theorem 2.1. 2
The geometrical interpretation of Prop. 2.2 is simply that all inter-atomic distances are scaled by a factor λ. It shows that the weights of the smoothing terms should not be proportional to the distances, for otherwise the problem is simply scaled rather than actually smoothed.
Bounds tightening
The aim of this section is to show how to use the geometrical interpretation of smoothing to derive some indications as to how to tighten the bounds at each iteration of the DVS algorithm (i.e. after the solution of each smoothed problem and before the solution of the original problem).
Supposex is a global optimum of the smoothing λ 2 F (d 2 ) for some λ > 0. According to Theorem 2.1 and Prop. 2.2, this is likely to represent a molecule where the closer atoms are clustered together (possibly even at the same position), whereas the more distant atoms are at a smaller distance. With this information, we can try to enforce meaningful lower and upper bounds x L , x U on the atomic position variables x to restrict the search in a subsequent iteration. We recall that as λ → 0,f λ → f ; in other words, the smoothings become more and more nonconvex and more difficult to minimize. In order for intensification to occur in the second phase, the desirable behaviour is that the bounds should get tigther as λ decreases.
For a given λ > 0, the smoothed function λ 2 F (d 2 ) =f λ roughly describes a configuration where the inter-atomic distance between atoms i and j isd ij = d 2 ij − λ 2 . Let ξ ij = d ij −d ij be the difference between the smoothed and the original distance, letx be the global minimizer off λ (x) and x * the globally optimal solution of the original objective function f (x). For any atom pairs {i, j} ∈ E, if we assume that x * j =x j (i.e. atom j is fixed after the solution of the smoothed problem), then x * i is on the surface of a sphere S ij centered at x * j with radius d ij . Similarly, for any atom i ∈ V , if we assume that x * j =x j for all j ∈ V : {i, j} ∈ E, x * i is on the intersection of the surfaces of the spheres S ij . Naturally, since the smoothing may not actually describe any feasible molecule, this intersection may be empty (see Fig. 2 ; the figure shows the pairwise intersections of the spheres, which give a meaningful boundary for the position of the atom once the neighbourhing atoms are perturbed). If we now allow the previously fixed atoms j ∈ V : {i, j} ∈ E to be perturbed, the position of the i-th atom is likely to be in S i = j S ij . For algorithmic reasons (see Sect. 3.1) we are interested in a box-shaped neighbourhood of S i . More precisely, for each i ∈ V we wish to find the tightest interval
] contains S i . For each i ∈ V we can therefore solve 6N convex problems defined for different 1 ≤ k ≤ 3 and b ∈ {0, 1}:
where the optimum yields x Since each pointx i ∈ S i must fall in each sphere S ij , one hasx jk − d ij ≤x ik ≤x jk + d ij for any k, j. Motivated by this fact, for all i ∈ V, k ≤ 3 we define:
It is easy to show that the cartesian product across all
U ik ] contains the set S i (for all i ∈ V ), although it may not in general be the tightest such box.
A more accurate approximation can be derived by iteratively determining a sequence of box-shaped domains the first of which corresponds to the tightest box containing a given sphere S i1 (in an arbitrary sequence), the last of which is a box-shaped neighbourhood of S i , and the h-th of which is the tightest box containing the exact intersection of the h-th sphere with the (h − 1)-th box-shaped domain. At each iteration, the box-shaped domain can be determined by finding the points on the frontier of (11) that minimize/maximize the coordinate axes. More precisely, let
The approximation of the box-shaped neighbourhood of S i can be therefore obtained starting from B 0 and iteratively determining B h , until h = N i . By definition B h is the smallest box containing all the points y satisfying
Without loss of generality suppose B h = ∅. Let C l , 1 ≤ l ≤ q ≤ 6, be the intersection arc between S ih and the l-th facet of B h−1 , and C = l≤q,k≤3 {ȳ ∈ C l |ȳ k ≤ y k , ∀y ∈ C l }. Moreover, let Y be the set of intersection points between S ih and the edges of B h−1 . Therefore, for 1 ≤ k ≤ 3,
The algorithm
The DVS algorithm is basically a two-level VNS search within a GCA-type framework. The GCA works by locally solving a sequence of Moré-Wu smoothings minfλ k (x). At step k, the GCA obtains the next iterate x k+1 by locally solving the current smoothing minfλ k (x) from the initial starting point x k . The problem of this approach is that its search scope is not global enough. There is no guarantee that the global optimum of the initial smoothing will be traced homotopically to the global optimum of the original problem. Moreover, the local solution algorithm may fail to solve even the initial "mildly nonconvex" smoothing to global optimality.
In the DVS, the local search phase is replaced by a two-level VNS. The global solutionx to the smoothed problem min f λ k (x) (see Eq. (5)) is found by means of a formulation-based VNS for NLPs [8, 9] . Next, an attempt to find the global solution x * of min f (x) is performed by restricting the original problem to a neighbourhood ofx (as detailed in Section 2) and solving this restriction with the same formulation-based VNS.
VNS Solver
We employed the VNS solver described in [9] . The search space is defined as the hyper-parallelepiped given by the set of variable ranges x L ≤ x ≤ x U . At first we pick a random pointx in the search space, we start one (or optionally, more) local searches and we store the local optimum x * . Then, until k does not exceed a pre-set k max , we iteratively select new starting pointsx in an increasingly larger neighbourhood N k (x * ) and start new local searches fromx leading to local optima x . As soon as we find a local optimum x better than x * , we update x * = x , re-set k = 1 and repeat. Otherwise the algorithm terminates.
For each k ≤ k max we consider hyper-parallelepipeds
* , whose sides have been scaled by k kmax . More formally, let H k (x * ) be the hyper-parallelepiped
This construction forms a set of hyper-parallelepiped-shaped shells centered at x * and proportional to x L ≤ x ≤ x U . As has been mentioned above, we define each neighbourhood
The implementation
The conceptual simplicity of the proposed algorithm does not reflect a corresponding simplicity in the implementation. Our algorithm uses an VNS global optimization solver [9] for continuous nonconvex programming problems as a black-box. In turn, the VNS solver calls a local NLP solver (SNOPT [6] ) as a black-box. Careful software architecture and code re-entrancy is required. Our implementation uses the ooOPS optimization framework library [12] , which allows to easily formulate nonlinear programming problems and solve them with a variety of global and local optimization algorithms. The main adjustable parameters of our algorithm are: the k max terminating parameter for VNS and the number s of local searches in each VNS neighbourhood.
Computational Results
In this section we report on the computational results, obtained on an Intel 2.66GHz Pentium IV CPU with 1GB RAM running Linux. The algorithmic parameters have been set to the following default values: k max = 10, s = 1. The initial value λ 0 for the smoothing parameter is chosen so that a reasonable number of close atoms are clustered together:
where δ(i) is the neighbourhood of vertices adjacent to vertex i in the graph G.
Instances
Our computational tests refer to two sets of instances: the "Moré-Wu" instances [13] and the "Lavor" instances [7] .
The "Moré-Wu" instances are simply a cubic lattice with s 3 atoms (s = 1, 2, 3, ...) defined by
See Fig. 3 for an example with s = 3. An order is defined for the atoms of the lattice by letting atom i be the atom at position (i 1 , i 2 , i 3 ), where
and the set E, is defined by
For example, for a molecule with 8 atoms (s = 2), the sequence of atoms is and the set E is given by
The "Lavor" instances, described in [7] , are based on the model proposed by [16] , whereby a molecule is represented as a linear chain of atoms. Bond lengths and angles are kept fixed, and a set of likely torsion angles is generated randomly based on an energy function including some Lennard-Jones potential terms. Depending on the initial choice of bond lengths and angles, the Lavor instances give rather more realistic models of proteins than the Moré-Wu instances do. We generated 10 different Lavor instances for each size N = 10, . . . , 70. These are called lavorN -m, where N is the number of atoms in the molecule and m is an instance ID (since there is a random element of choice in the generation of the Lavor instances, many different instances can be generated having the same atomic size). See Fig. 4 for an example. 
Comparative results
In Table 1 , we report on the comparative computational results (seconds of user CPU time and Largest Distance Errors) obtained by running the GCA and DVS algorithms on a selection of Moré-Wu and Lavor instances of molecular sizes in the range 8-70 atoms. For molecules with fewer than 50 atoms, the DVS algorithm improved on the straight VNS in only around half of the instances. For molecules with more than 40 atoms, the DVS improves on a straight VNS for the large majority of the instances. In Table 2 , we give arithmetic average values for user CPU time and Largest Distance Error for each sample of 10 Lavor instances. The average LDE is calculated considering only those instances in the sample for which DVS calculated a suitable solution (we consider a solution clearly unsuitable if its associated LDE exceeds 0.01, as such a large LDE usually indicates the wrong 3D structure). We therefore included two columns in Table 2 , labelled "LDE-st" and "Unsuitable" that report: the arithmetic average of the LDE for instances with LDE < 0.01, and the number of unsuitable instances in each 10-sample. As can be easily seen from the results, DVS outperforms the GCA in accuracy, whilst the GCA is superior to the DVS in terms of computation times. Since usually looking for the 3D structure of a molecule is a task where accuracy is more important than short CPU times, we feel these computational results validate the soundness of the proposed approach.
Conclusion
In this paper we presented an algorithm called Double VNS with Smoothing (DVS) used to solve the Molecular Distance Geometry Problem. The DVS is based on VNS for global optimization problems and a smoothed version of the problem. We tested this algorithm on two classes of problems from the literature. It turns out that the DVS algorithm finds solutions with high accuracy, compared to the Global Continuation Algorithm. This is important insofar as a small error in the objective function may lead to a completely different molecular structure.
