Let the double hyperbolic space DH n , proposed in this paper as an extension of the hyperbolic space H n and homeomorphic to the standard unit n-sphere S n , contain both the two sheets of the two-sheeted hyperboloid (but with the geodesics in the lower sheet H n − negatively valued, and so is the associated volume element of H n − if n is odd), which are connected at the boundary at infinity by identifying ∂H n = ∂H n − projectively. We propose to extend the volume of the polytopes in H n to polytopes in DH n , where the volume can possibly be complex valued. With a proper interpretation and choice of the extension in each dimension, we prove a Schläfli differential formula for DH n , and show that the total volume of DH n is equal to i n V n (S n ), for both even and odd dimensions. A Schläfli differential formula for ∂H n is also explored when n is odd. As a dual of DH n , an extension of the de Sitter space is proposed, which is compact without boundary and homeomorphic to S n−1 × S 1 .
Introduction

Background and motivation
The motivation of this paper is to extend the hyperbolic space H n to a space formed by both the sheets of a two-sheeted hyperboloid, and extend the volume properly to the new space as well.
Let R n,1 be a (n + 1)-dimensional vector space endowed with a metric x · x = −x 2 0 + x 2 1 + · · · + x 2 n , then under the hyperboloid model, the hyperbolic space H n is defined by {x ∈ R n,1 : x · x = −1, x 0 > 0}, which is the upper sheet of a two-sheeted hyperboloid. We denote the lower sheet with x 0 < 0 by H n − , but for reasons that we will explain shortly, we require the geodesics in H n − to be negatively valued, and so is the associated volume element if n is odd. Namely, the associated metric ds on H n − is ds = −(−dx with an extra minus sign than the metric ds on H n . Denote by R n,1 − a copy of R n,1 that has a metric in the form of (1.1), then technically H n − can be viewed as embedded in R n,1
− , rather than in R n,1 itself, and is defined by {x ∈ R n,1 − : x · x = −1, x 0 < 0}.
Main results
Our focus is to extend the volume of the polytopes in H n to polytopes in DH n in a proper way, such that it is compatible with the volume elements of both H n and H n − . It is shown in this note that for n ≥ 2 the volume of a polytope in DH n is always finite even when the polytope may contain a non-trivial portion of ∂H n , but in this case the volume may be complex valued. A central tool we use to develop the theory is the Schläfli differential formula, a formula that applies to the volume of the polytopes in the spherical, Euclidean, or hyperbolic space of constant curvature κ. Some remarks on the history of the formula can be found in Milnor's paper [5] .
While the choice to extend the volume to DH n is not unique, with a proper interpretation and choice of the extension in each dimension, we prove a Schläfli differential formula for DH n as well. Under the same set of choices for all dimensions, which is equivalent to assuming V 1 (DH 1 ) = 2πi and the Schläfli differential formula for DH n , we obtain the following formula for the total volume of DH n .
Theorem 1.1. The total volume of DH n is V n (DH n ) = i n V n (S n ), (1.2) for both even and odd dimensions, where V n (S n ) is the n-dimensional volume of the standard unit n-sphere S n .
We provide two proofs of Theorem 1.1. One assumes the Schläfli differential formula for DH n , and the proof is simple and more intuitive. Interestingly, our proof of the Schläfli differential formula for DH n also partially relies on Theorem 1.1, so we provide a second proof of Theorem 1.1 without the assumption. A proof of the Schläfli differential formula for DH n is provided in Section 2.6.
Remark 1.2. Heuristically, the two-sheeted hyperboloid may be thought of as a "sphere" of radius i = √ −1, and therefore it suggests why formula (1.2) might make sense. While the choice of the value of V 1 (DH 1 ) is not unique as explained later in Section 2.2.2, we provide more reasoning about the choice of 2πi in the sense of complex analysis. To some extent, we were expecting a Schläfli differential formula for DH n first, and then used it as a guideline to properly introduce a volume on polytopes in DH n .
When generalizing the notion of convex polytope to DH n , we obtain polytope of type 1, which is a compact subset that can be expressed as a finite intersection of closed half-spaces in DH n . We have the following finiteness result. Theorem 1.3. Let P be any polytope of type 1 in DH n , with ideal vertices allowed, then V n (P ) is finite. Particularly if P is the intersection of at most m half-spaces in DH n for m ≥ 1, then
3)
The bound given in (1.3) is very loose, but it serves our main purpose of showing that V n (P ) is finite by running a rather simple induction on both m and n. Also for our convenience, note that the coefficient m! 2 m−1 only involves m but not n. Theorem 1.4. Let P be any polytope of type 1 in DH n , then V n (P ) is real if n is even. When n is odd, then V n (P ) is an imaginary number, and is completely determined by the intersection between P and ∂H n .
When n is odd, by Theorem 1.4 we introduce a volume on regions in ∂H n that we call polytopes, though ∂H n is not a metric space, Riemannian or not. We also explore a new version of Schläfli differential formula for ∂H n when n is odd (Section 2.7). A convex polytope in H n is also considered as a polytope in DH n , but not as a polytope of type 1. For an overview of polytopes see [11] . The proofs of both Theorem 1.3 and Theorem 1.4 are provided in Section 2.5.
Related works
Under the hyperboloid model of the hyperbolic space H n , though the hyperboloid has two sheets, usually most works only deal with one of the two sheets of the hyperboloid or identify the two sheets projectively. For some basic notions of hyperbolic space, see [1, 4] .
To extend the hyperbolic space H n beyond the boundary at infinity and have a well defined volume across the boundary, one way is to use the de Sitter space as an extension. Under the Klein disk model of H n , which is the interior of an open disk in the projective space RP n and has a metric
Cho and Kim [2] applied the same metric formula to the outside of the disk and defined a complex valued volume on the extended space. Under this interpretation, straight lines in the projective space across the boundary ∂H n can also be viewed as geodesics in the extended space, which in fact was the main motivation for the construction. At the outside of the disk, it is shown in [2] that its metric ds 2 is the negative of the metric ds 2 on the de Sitter space, and thus the outside part is also called the de Sitter part of the extended space. Under a similar setting, the basic notions such as length and angle were also explored through cross ratio (see [8] ). In fact, the extended space Cho and Kim [2] considered is a double covering of the projective space and homeomorphic to the standard n-sphere S n . It can be viewed as obtained from a radial projection from the origin of R n,1 that maps the two-sheeted hyperboloid and the de Sitter space to the unit sphere x 2 0 + · · · + x 2 n = 1. And then changing the induced metric on the de Sitter part from ds 2 to −ds 2 , namely, changing the spacelike geodesics to timelike geodesics, and vice versa.
Under this model, the extended space contains three open parts, with two of them are hyperbolic parts and the third a de Sitter part (for n = 1 the de Sitter part has two connected components), and both of the two hyperbolic parts are isometric to H n . In our construction of the double hyperbolic space DH n , the lower sheet H n − is not isometric to H n .
While the complex valued geometry Cho and Kim introduced is consistent with both the hyperbolic and the de Sitter space, as well as across the boundaries, an obvious drawback of this extension is that it is a mixture of Riemannian (the hyperbolic parts) and Lorentzian (the de Sitter part) geometry. Actually, under this model, the de Sitter part cannot be directly taken out to leave the remaining two hyperbolic parts to form a consistent geometry across the boundary. So this model does not serve the purpose if one wants the extension to only have hyperbolic parts.
The crucial difference of our construction of DH n is to treat the geodesics in the lower sheet H n − as negatively valued, which makes it possible for the extension to only contain hyperbolic parts. To our knowledge, this construction we made is the first of its kind in hyperbolic geometry.
We also provide an interpretation of DH n using the Klein disk model as well (Section 2.2.4), where DH n is a double covering of the disk, with the upper and the lower covers connected at the boundary of the disk, and the metric ds is negatively valued on the lower cover. A (closed) geodesic is a double covered line segment connecting two points on the boundary of the disk. At first glance, it may not look so natural for a geodesic to "turn 180 degrees back" at the boundary of the disk -as the Klein disk model may wrongly suggest. However, this is partly due to the fact that the Klein disk model is not a conformal model. Namely, unlike the other models such as the upper half-space model or the hemisphere model (see Section 2.2), the Klein disk model does not preserve the angles. This is also the main difference between our view of a geodesic across the boundary and those using the de Sitter space as an extension ( [2, 8] ).
After constructing the double hyperbolic space DH n , inspired by the duality between the hyperbolic space and the de Sitter space, in Section 3 we also propose to construct an extension of the de Sitter space which is the dual of DH n . Similar to the construction of DH n that only contains hyperbolic parts, the extension of the de Sitter space also only contains de Sitter parts. It contains a de Sitter space and a copy, whose metric ds is the negative of the metric ds on the de Sitter space, thus the spacelike geodesics are still spacelike, and timelike geodesics still timelike. The resulting space is also compact without boundary, and homeomorphic to S n−1 × S 1 . As de Sitter space plays an important role in the theory of general relativity, it would also be of interest to explore the physical meaning of this extended space in future works.
Volume of the polytopes in DH n
We first give a formal construction of DH n . Under the hyperboloid model, if we treat ∂H n as those half -lines that lie on the future light cone {x ∈ R n,1 : x · x = 0, x 0 > 0} in R n,1 , and ∂H n − as those half-lines that lie on the past light cone {x ∈ R n,1
− , then by identifying ∂H n with ∂H n − projectively, we obtain DH n . Let M n be the spherical, Euclidean, or hyperbolic space (including H n − ) of constant curvature κ. Next we introduce some new notions for DH n . While they are just generalizations of some basic notions of M n , some clarification is needed.
Polytopes in DH
n is a standard half-space in H n , first taken the closure in DH n to include the points on ∂H n , then combined with its antipodal images in H n − . As ∂H n is identified with ∂H n − projectively, the resulting half-space in DH n is homeomorphic to a closed ball. Under the hyperboloid model a half-space in DH n can be expressed as
where e is the inward unit normal to the half-space along the boundary in the upper sheet, and ℓ(x) = 1 if x 0 > 0 and ℓ(x) = −1 if x 0 < 0. 2 Note that if e − is the inward unit normal along the boundary in the lower sheet, then e − = −e. This seeming dilemma that under the hyperboloid model a half-space in DH n has two different inward unit normals, however can be explained by the fact that the upper and the lower sheets are embedded in different linear spaces R n,1 and R n,1 − respectively. In fact e and e − are embedded in R n,1 and R n,1 − respectively as well. So while e can be treated as a point in the de Sitter space, e − is not, but in a double covering of the de Sitter space instead, which will be addressed in more detail in Section 3. However for two half-spaces of DH n whose boundaries intersect, the intersecting angle is the same in the upper and the lower sheets, which is important for the development of the theory.
It is crucial to have this sign function ℓ(x) in (2.1) to define the half-space in DH n , and it will become even more evident once the hemisphere model for DH n is introduced in Section 2.2.1, where as a consequence of ℓ(x) any half-space of DH n is an intersection of a unit sphere with a Euclidean half-space.
By an n-dimensional convex polytope in M n we mean a compact subset which can be expressed as a finite intersection of closed half-spaces. If we remove the compactness restriction and the resulting intersection is unbounded, then the intersection is an unbounded polytope. Similarly, an n-dimensional polytope of type 1 in DH n is a compact subset which can be expressed as a finite intersection of closed half-spaces in DH n . For a polytope in H n or H n − , bounded or unbounded, if its closure contains none or at most a finite number of points on the boundary at infinity, then we also call it a polytope of type 2 in DH n . Note that combining a polytope of type 2 with its antipodal image in DH n forms a polytope of type 1, thus polytope of type 2 is a refinement of polytope of type 1. But for a polytope of type 1, its restriction to H n or H n − is not necessarily a polytope of type 2. Remark 2.1. As DH n is compact, so DH n itself is a polytope of type 1 in DH n , but without boundary. Also a finite intersection of any closed half-spaces in DH n is compact, and thus a polytope to type 1.
Remark 2.2. Note that while a convex polytope in M n is always convex and homeomorphic to a closed ball, a polytope of type 1 in DH n may not even be connected, which can possibly contain a pair of connected components in H n and H n − respectively. Even when it is connected, it need not be homeomorphic to a closed ball, e.g., the intersection of two half-spaces in DH n whose faces do not intersect is homeomorphic to S n−1 × I. Thus combinatorially polytope of type 1 is drastically different from convex polytope in M n . Remark 2.3. For n ≥ 2, as an unbounded polytope in H n has finite volume if and only if its closure has just a finite number of points on ∂H n (see Luo [3] and Rivin [6] ), so the volume of a polytope of type 2 is always finite for n ≥ 2. This paper will focus on introducing a well defined volume on polytopes of type 1 in DH n , such that it is compatible with the volume elements of both H n and H n − . Particular attention is paid to polytopes that contain a non-trivial portion of ∂H n , namely, more than just a finite number of points on ∂H n . In this case, if the polytope is restricted to H n or H n − , then the restricted part is no longer a polytope in DH n and has unbounded volume, but the volume of the polytope in DH n is shown to always be finite and may be complex valued (Theorem 1.3 and 1.4).
Models for DH n
To analyze DH n , we will apply the same models of H n for DH n with some simple adjustment. As we work out the details of those adjusted models for DH n , we also gradually work towards a proper interpretation of the volumes of polytopes in DH n .
Hemisphere model
We start with the hemisphere model of H n , which comes from a stereographic projection of the upper hyperboloid H n from (−1, 0, . . . , 0) to the upper half of the unit sphere:
The following argument is crucial for this paper. The same stereographic projection from (−1, 0, . . . , 0) (with the same formula (2.2)) also maps the lower hyperboloid H n − to the lower half of the unit sphere with x 0 < 0, with the point (−1, 0, . . . , 0) mapped to itself, and maps the boundary at infinity projectively to the unit sphere at x 0 = 0 with a natural identification ∂H n = ∂H n − . So under the hemisphere model DH n maps one-to-one to the full unit sphere. A simple but crucial fact is that, as a consequence of the way a half-space in DH n is defined under the hyperboloid model in (2.1), any half-space under the hemisphere model is an intersection of the unit sphere with a half-space in R n,1 , whose boundary is a vertical plane to x 0 = 0. Also for any pair of antipodal points x and −x in the hyperboloid model, the projection maps them to a pair of mirror points with respect to the plane x 0 = 0. If we treat DH 1 geodesically as a great circle, 3 then the projection also maps any great circle to a small circle on the sphere that is perpendicular to x 0 = 0.
Remark 2.4. Note that any two half-spaces in DH n are always isometric to each other and have the same finite volume (by Theorem 1.1), but one half-space can be fully contained in another half-space. For example, when visualized under the hemisphere model, a half-space in DH n can look very "small" if the corresponding half-space in R n,1 barely touches the unit sphere, but it is no different than any other half-space in DH n . This phenomenon is very different from the spherical case.
The associated metric ds on the upper hemisphere is
and the same form applies to the lower hemisphere with x 0 < 0 as well, as we require the geodesics in H n − to be negatively valued. As a result, the associated volume element is
with the plus sign for x 0 > 0 and the minus sign for x 0 < 0. Note that it is negative for x 0 < 0 if n is odd. Now with the hemisphere model utilizing the full unit sphere for DH n , we will apply similar adjustment to other models of H n for DH n accordingly. As the details of the models of H n are well known (see [1, 4] ) and our adjustment is straightforward and intuitive, we will just jump to the details of the adjusted models for DH n directly. In fact, by restricting the adjusted models to H n only, one can obtain the original models of H n . By convention, we will use the same model names of H n to describe DH n as well, but just as the hemisphere model for DH n is no longer only restricted to the area of a hemisphere, the other models for DH n are also not only restricted to the areas as the model names may suggest.
Upper half-space model
The upper half-space model for DH n comes from a stereographic projection of the unit sphere of the hemisphere model from (0, . . . , 0, −1) to the space x n = 1. Under the upper half-space model, a half-space of DH n is either the inside or the outside of a ball whose center is on x 0 = 0, or a Euclidean half-space whose boundary is a vertical plane to x 0 = 0. The geodesics in DH n are either straight lines or full circles that are perpendicular to x 0 = 0.
3 In this paper we do not worry about how a point can "travel" across the boundary at infinity.
For both the upper half-space of x 0 > 0 and the lower half-space of x 0 < 0, the associated metric ds is 5) and the associated volume element is
Note that (2.6) is negative for x 0 < 0 if n is odd.
Remark 2.5. Also note the similarity between the metric above of the upper half-space model (2.5) and the metric of the hemisphere model (2.3). It suggests that a hemisphere model for a lower dimensional DH n−1 can be viewed as embedded in an upper half-space model for DH n , which will be helpful in understanding the proof of the Schläfli differential formula for DH n later.
To have a well defined length of geodesics across the boundary at x 0 = 0, it is crucial not to force the metric ds to take a positive value when x 0 < 0, as explained in the following argument.
When n = 1, the metric ds, also as the length element, is dx 0 /x 0 . For two points x 0 = a and x 0 = b with 0 < a < b, the path distance from a to b is the integral of dx 0 /x 0 from a to b. If we allow the distance to be negative or even complex valued, then the integral applies to a < b < 0 as well, which is a geodesic that is negatively valued. But for a < 0 < b, the integration has a singularity at x 0 = 0. To make sense of the integral, we treat x 0 as a complex variable, and integrate dx 0 /x 0 from a to b over a contour not passing 0 in the complex plane of x 0 . Depending on whether the contour goes counterclockwise or clockwise around 0, without circling around it, the integration is always well defined and independent of the choice of the contour. Also note that there is a path from b to a as well, which passes through the point at infinity x 0 = ∞, and the combination of the two paths forms a DH 1 . With no particular reason, when a < 0 < b, in this paper we always choose the contour from a to b to go counterclockwise around 0 (then the contour from b to a also to go counterclockwise around 0 as well). When a = −b, the integral from −b to b of dx 0 /x 0 is πi, independent of the value of b. Note that if we choose the contour to go clockwise around 0, then the integral is −πi, or more generally (2k + 1)πi for some k ∈ Z if the contour is allowed to go circling around 0. As the two points −b and b also correspond to a pair of antipodal points in the hyperboloid model, the path is a half circle of a great circle DH 1 . This gives
which explains why we made such an assumption in Theorem 1.1, and why we need to require the geodesics in H n − to be negatively valued. Under this integral interpretation, for any 1-dimensional polytope of type 1, its total length only takes one of the following three values, 2πi for DH 1 , πi for a half circle, and 0 for everything else. Note that for a 1-dimensional polytope of type 2, its length can be infinite if one end is at infinity, but this will not happen to a polytope of type 1.
We want to point out that the integral interpretation above using complex analysis is not the only way to have a well defined (complex valued) distance 4 between −b and b. Actually it can be defined by any complex number c that is independent of b, and the length of the path between any two points a, b = 0 is still well defined. But as shown in the following discussion, the choice of πi allows more properties of H n to be carried over to DH n , but not with an arbitrary choice of c.
For example under the hyperboloid model, denote by d(x, y) the standard distance between two points x, y ∈ H n , we have
Next we show that with the choice of d(−x, x) = πi, we have (2.8) holds for any pair of points x, y ∈ DH n that are not on ∂H n . But in order to make the following discussion more clear, we always assume x, y ∈ H n and −x, −y ∈ H n − . So when (2.8) is applied to points in H n − , we will use the notation −x or −y instead of x or y.
For −x, −y ∈ H n − , if d(−x, −y) refers to the geodesic path that is totally in H n − , as the geodesics in H n − are negatively valued, then
y) and therefore (2.8) also holds when both points are in
where the "±" is because the path between −x and y is not specified yet. For either path, we have (−x) · y = − cosh d(−x, y). So with the choice of d(−x, x) = πi, we have (2.8) holds for any pair of points in DH n that are not on ∂H n , and obviously not with an arbitrary choice of d(−x, x) = c.
From now on, to define the volume of polytopes in DH n , we will always adopt an integral interpretation of (2.6) or (2.4), whichever is convenient.
Poincaré disk model
The Poincaré disk model for DH n comes from a stereographic projection of the unite sphere of the hemisphere model from (−1, 0, . . . , 0) to the plane x 0 = 0. For both the inside and the outside of the disk x 2 1 + · · · + x 2 n < 1, the associated metric ds is of the form
and ds is negatively valued at the outside of the disk. Under the Poincaré disk model, the geodesics in DH n are either straight lines or full circles that are perpendicular to the boundary of the disk. A half-space is either the inside or the outside of a ball, or a Euclidean half-space, whose boundary intersects the unit disk perpendicularly.
Klein disk model
Finally, the Klein disk model for DH n comes from a central projection from the origin that maps the two-sheeted hyperboloid H n and H n − to the disk:
The boundary at infinity is mapped projectively to the boundary of the disk with a natural identification ∂H n = ∂H n − . The projection forms a double covering of the disk, with different metrics ds on the two sides of the cover, where H n is mapped to the upper and H n − to the lower cover. For both sides of the cover, the associate metric ds 2 is
And again, ds is negatively valued on the lower cover. Note that unlike the other models for DH n , the visualization of the Klein disk model may lead to a misconception that the boundary of the disk is also the boundary of DH n . But it is not, as DH n is compact without boundary.
Under the Klein disk model, a half-space in DH n is an intersection of the disk with a half-space of the plane x 0 = 1, with the intersection double covered inside the disk; a closed geodesic in DH n is a double covered line segment connecting two points on the boundary of the disk. Also, any pair of antipodal points in the hyperboloid model are mapped to the same position on the open disk, one on the upper and the other on the lower cover. Unlike the other models, the Klein disk model does not preserve the angles, which is partly the reason why the geodesics do not extend to the outside of the disk. While in other models such as the upper half-space model or the hemisphere model, the geodesics of half lines or half circles always naturally extend to full lines or full circles.
First proof of Theorem 1.1
This proof assumes the Schläfli differential formula (SDF) for DH n . A second proof without using the assumption is provided in Section 2.5.
Consider a family of n-dimensional polytopes P which vary smoothly in M n of constant curvature κ. For each (n − 2)-dimensional face F , let θ F be the dihedral angle at F . Then for n ≥ 2, the SDF states that 5
where the sum is taken over all (n − 2)-faces F of P . When n − 2 = 0, V 0 (F ) is the number of points in F . The SDF was also generalized into other forms. Suárez-Peiró [9] proved a SDF for simplices in the de Sitter space with Riemannian faces. Rivin and Schlenker [7] obtained a smooth analogue of the SDF for the volume bounded by a hypersurface moving in a general Einstein manifold. A SDF for simplices in M n based on edge lengths is obtained by the author in [10] .
For DH n , it has constant curvature κ = −1 everywhere except on ∂H n = ∂H n − , so with a proper setting it seems natural to expect a SDF in some form for DH n as well. In Section 2.6 we provide such a proof to show that (2.9) holds for DH n as well. Here we first illustrate the SDF for DH n with the following simple example. Example 2.6. Let P be a 2-dimensional polytope of type 1 in DH 2 , and P + and P − be the upper and the lower portion of P respectively. It is convenient to use the Klein disk model for visualization, and for convenience, we assume P + has m ≥ 2 1-dimensional flat sides, and they are path-connected at vertices not on the boundary of the disk. So P + is either a convex polygon or an unbounded polygon with an open "side" in H 2 . In both cases, the SDF (2.9) for DH 2 reads 10) where θ i is the dihedral angle at a 0-dimensional face i (which is a DH 0 that contains two points), and the coefficient 2 is because V 0 (DH 0 ) = 2. When P + is a polygon, P + has m vertices, and a classical formula gives V 2 (P + ) = (m − 2)π − i θ i . As the dimension 2 is even, so V 2 (P + ) = V 2 (P − ), and therefore
(2.11)
When P + is an unbounded polygon with an open side, P + has m − 1 vertices, 1 less than the polygonal case. For a limiting case that θ 1 = 0 and the rest θ i = π for 2 ≤ i ≤ m − 1, the volume of V 2 (P ) is 0. As the flat sides of P + are path-connected as assumed, then we can treat this limiting case as sort of an initial condition when integrating (2.10). Then we obtain the exact same equation (2.11) for P when P + is an unbounded polygon with an open side. Note that when m = 2, P is a lune and we have V 2 (P ) = −2θ 1 , a negative number.
As another elementary application of the SDF for DH n , we prove Theorem 1.1, with a proof similar to Example 2 in [5] about standard unit spheres.
First proof of Theorem 1.1. Under the hemisphere model for DH n : x 2 0 + · · · + x 2 n = 1, where ∂H n is at x 0 = 0, define an n-dimensional lune L n θ to be the portion of DH n such that the last two coordinates can be expressed as x n−1 = r cos ϕ, x n = r sin ϕ, with r ≥ 0 and 0 ≤ ϕ ≤ θ.
Then L n θ has just two (n − 1)-dimensional faces of ϕ = 0 and ϕ = θ. Their intersection is a (n − 2)-dimensional DH n−2 with x n−1 = x n = 0, and with a dihedral angle θ between the two faces. So by the SDF for DH n , we have
As V n (L n θ ) = 0 when θ = 0, so integrating the above one gets
Taking θ = 2π, then L n θ is the full DH n , and therefore
Note that with the exception of the extra coefficient κ, it is exactly the same recursive formula for the standard unit n-sphere S n . As κ = −1 = i 2 , as well as V 0 (DH 0 ) = 2 = V 0 (S 0 ) and V 1 (DH 1 ) = 2πi = iV 1 (S 1 ) of (2.7), we immediately obtain
and finish the proof.
Ideal vertices
We first clarify some notions before proceeding with a proof of the SDF for DH n in the following sections.
Recall that a polytope of type 1 P in DH n can be expressed as a finite intersection of closed half-spaces in DH
n . An ideal vertex of P is an ideal point on the boundary at infinity ∂H n , such that it is also an intersection of the boundaries of some of the closed half-spaces. A face of P satisfies the following two conditions: 1. It is an intersection of the boundaries of some of the closed half-spaces and the rest half-spaces. 2. It is not an ideal vertex. Note that this definition of a face may not be as intuitive as in the M n case. For example, a half circle in DH 1 has only one, not two, 0-dimensional face, which is a DH 0 that contains two points.
Remark 2.7. For a polytope of type 2, the concept of an ideal vertex is defined similarly, but the definition of a face is slightly different, where an ideal vertex is always considered a 0-dimensional face of the polytope of type 2.
The reasons for excluding any ideal vertex satisfying condition 1 from being a face of P are due to the combinatorial differences between polytopes of type 1 and type 2. First, an ideal vertex of P is not a vertex of any 1-dimensional face of P . And second, unlike in the classical hyperbolic case, where an ideal vertex of a polytope of type 2 is always a vertex of some edges and is the intersection of the boundaries of at least n half-spaces, an ideal vertex of a polytope of type 1 can be generated by as few as two half-spaces. For example, let P be the intersection of two half-spaces in DH n whose boundaries intersect at an ideal vertex, then in this case P does not have any lower dimensional faces (not counting this ideal vertex and the empty set) besides two (n − 1)-dimensional faces, therefore for n > 2 the ideal vertex in not even on any edge of P . So topologically, while for a polytope of type 2 an ideal vertex is no different than any other vertex, the same is not true for a polytope of type 1. Now with the exclusion of any ideal vertex from being a face, any face of P is a lower dimensional polytope of type 1 itself. As pointed out in Remark 2.2, just like P , a face of P may contain two connected pieces as well. To prove the SDF for DH n , we only need to prove the case of polytopes of type 1, as the case of polytopes of type 2 was already dealt with in the classical hyperbolic case. Note that for n = 3, if a 3-dimensional polytope of type 2 contains one or more ideal vertices, then some of the edge lengths become infinite, thus some special treatment was needed to deal with this kind of scenario (see [5, 6] ). However, this is not a concern for polytopes of type 1, as even with the existence of ideal vertices, all edge lengths of polytopes of type 1 are finite, only take values of 2πi, πi, or 0.
In [5] , Milnor gave a very transparent proof of the SDF for M n . Particularly for the hyperbolic case, we essentially adopt its methodology with minor adjustment, and make the argument work for DH n as well. Our proof emphasizes on dealing with the differences between DH n and H n .
A special case
We first prove a special case of the SDF (2.9) for DH n under the upper half-space model, where a family of polytopes of type 1 P t is the intersection between a fixed polytope of type 1 P and a moving half-space x n−1 ≤ t. Here we allow P to be any polytope of type 1 and can have ideal vertices. If P is the full DH n , then P t is a half-space for all t, so as expected we have dV n (P t ) = 0 once we show that V n (P t ) is finite. Otherwise, without loss of generality we assume that P does not contain the point at infinity x 0 = ∞, thus P is compact in the Euclidean space. The proof runs inductively on n ≥ 2 with V 1 (DH 1 ) = 2πi as given, and is intertwined with the proof that V n (P ) is always finite (Theorem 1.1 and 1.3, whose proofs will be given at the end of this section).
As discussed earlier, we adopt an integral interpretation of (2.6) to define the volume of polytopes in DH n , so we have
As we have not yet proved that V n (P t ) or V n (P ) is finite in general, we should be cautious about using notations like dV n (P t )/dt. If E t is the facet (which may possibly contain two connected pieces) of P t in the hyperplane x n−1 = t, then define
and f (t) := 0 if P does not intersect with x n−1 = t. Shortly we will prove that f (t) = dV n (P t )/dt by showing that |f (t)| is integrable over all t (therefore f (t) is also integrable over all t, but it is ok if f (t) is not continuous or not bounded over all t). On the right side of (2.13), integrating with respect to x 0 in the sense of in the complex plane of x 0 , and multiplying κ = −1, we obtain
We next explain the "±" in (2.14). When restricted to the upper half-space, E t has up to three types of boundaries, "top", "bottom", and "side", but it is possible to have only top boundaries but not bottom or side boundaries. For the lower half-space, the concept of top or bottom boundaries is referring to the counterpart in the upper half-space, so we can address a (n − 2)-dimensional face F of E t as a top or bottom face without confusion. A top (n − 2)-dimensional face F of E t has two layers of faces, no matter F is connected or not, one in the upper half-space and the other in the lower half-space, with the layer in the upper half-space counted positively in (2.14), and in the lower half-space counted negatively. For a bottom face F of E t , if there is one, with the layer in the upper half-space counted negatively, and in the lower half-space counted positively. The side faces of E t , where dx 1 · · · dx n−2 is 0, do not contribute to the above formula (2.14).
Next we show that the contribution of any (n − 2)-dimensional face F to the integral in (2.14) is precisely V n−2 (F )dθ F /dt. If F is a side face of E t , then F is the intersection of E t with a fixed vertical plane, therefore θ F is fixed over t and then as expected dθ F /dt = 0. Otherwise, F is the intersection of E t with a fixed (n − 1)-sphere, where F is also part of a (n − 2)-sphere. Denote by r the radius of the (n − 1)-sphere, and by r t the radius of the (n − 2)-sphere. Note that the integrated part in (2.14) has the same form as the associated volume element of the hemisphere model in (2.4), with only a trivial difference that F is on a (n − 2)-sphere with radius r t rather than 1. See also Remark 2.5.
By the induction on the integrability of the volumes of lower dimensional faces, as r t is the radius of the (n−2)-sphere, therefore V n−2 (F ) is the integral over F of ±r t dx 1 · · · dx n−2 /x n−1 0 , with the plus sign for x 0 > 0 and the minus sign for x 0 < 0. As a simple exercise (or see [5] Appendix.), we have sin θ t = r t /r and − cos θ t = ±(t + c)/r for some constant c, with the plus sign for a top face and the minus sign for a bottom face. Differentiating cos θ t with respect to t, we obtain sin θ t · dθ t /dt = ±1/r, therefore dθ F /dt = ±1/r t . Thus the product V n−2 (F )dθ F /dt is precisely the contribution of F to the integral in (2.14). Namely,
where only those (n − 2)-faces F in x n−1 = t contribute to the formula. Before we can finish the proof of this special case of the SDF, namely proving f (t) = dV n (P t )/dt, we first need to prove Theorem 1.1 and 1.3.
Remark 2.8. Unlike the first proof, the second proof of Theorem 1.1 does not assume the SDF for DH n , which is necessary as our proof of the SDF for DH n partially relies on Theorem 1.1.
Second proof of Theorem 1.1. We use the same notations as above. Under the upper halfspace model, let P be a closed half-space of DH n that does not contain the point at infinity x 0 = ∞ (thus P is a closed ball), and F be the intersection of the boundary of P with x n−1 = t, which is isometric to DH n−2 when 0 < θ F < π. Then by induction and (2.15) we have
where V n−2 (F ) is well defined and is equal to V n−2 (DH n−2 ) when 0 < θ F < π. As t increases, we have θ F changes monotonically from 0 to π. Though dθ F /dt is not continuous and not bounded at θ F = 0 or π, when integrating over t, we have f (t) integrable over all t, including at θ F = 0 or π. So we obtain
and thus
As κ = −1 = i 2 , as well as V 0 (DH 0 ) = 2 = V 0 (S 0 ) and V 1 (DH 1 ) = 2πi = iV 1 (S 1 ), thus we have V n (DH n ) = i n V n (S n ), and finish the proof.
Proof of Theorem 1.3. We use the upper half-space model for DH n and let P be any polytope of type 1 in DH n . We also use the same notations as above. For n = 0, as we always have V 0 (P ) = 2 = V 0 (S 0 ), so (1.3) is satisfied. For n = 1, as V 1 (P ) only takes values of 2πi, πi, or 0, so |V 1 (P )| ≤ V 1 (S 1 ) and (1.3) is satisfied as well. Now we assume n ≥ 2 in the following.
For m = 1, as P is the intersection of at most 1 half-space in DH n , we have P as either DH n or a half-space of DH n , so by Theorem 1.1 we have |V n (P )| ≤ V n (S n ) and (1.3) is satisfied. Now we run induction on m for m ≥ 2.
Without loss of generality, we assume P does not contain the point at infinity x 0 = ∞. Let P t be the intersection between P and x n−1 ≤ t, E i be a (n − 1)-face of P , and F i be the intersection between E i and x n−1 = t (it is ok if F i is the empty face where V n−2 (F i ) = 0). By (2.15), we have
For a given (n − 2)-face F i of P t , F i lies in a DH n−2 embedded in a DH n−1 that contains E i , and F i is the intersection of at most m − 1 half-spaces in this DH n−2 (with the possibility of F i being the full DH n−2 ), contributed by some other (n − 1)-faces E j of P but not E i . By induction we have
When F i is not the empty face, we also have θ F i as a monotonic function over t, which can either increase or decrease, and takes values on an interval between 0 and π. This monotonicity of θ F i immediately proves that |f (t)| is integrable over all t, including at θ F i = 0 or π, as by integrating (2.16),
By (2.12) and (2.13) we have
This finishes the proof.
Remark 2.9. The bound (1.3) given in Theorem 1.3 is rather loose, but it serves our purpose of showing that V n (P ) is finite. On the other hand, there is no fixed bound for |V n (P )| for all P in DH n . For example, when P is obtained by "cutting" m non-intersecting half-spaces from DH n for m ≥ 2, then |V n (P )| = m−2 2 V n (S n ). Now by (2.17) we have |f (t)| integrable over all t. Though f (t) may not be continuous or bounded over all t (e.g., when θ F i = 0 or π for some F i in (2.16)), by (2.12) and (2.13) we have V n (P t ) = t −∞ f (t)dt. Thus V n (P t ) is not only finite, but also continuous over all t and f (t) = dV n (P t )/dt. By (2.15) it follows that
This finishes the proof of the special case of the SDF (2.9) for DH n . We also immediately prove Theorem 1.4.
Proof of Theorem 1.4. Let P be any polytope of type 1 in DH n . By running induction on n in (2.18), we have that V n (P ) is real if n is even and imaginary if n is odd. When n = 1, if P contains 0, 1, or 2 ideal points respectively, then V 1 (P ) takes value of 0, πi, or 2πi respectively. Thus V 1 (P ) is determined by the number of ideal points that P contains, so now we assume n is odd and n ≥ 3. If P contains at most a finite number of points on ∂H n , then both the upper portion P + and the lower portion P − of P have finite volumes and V n (P + ) = −V n (P − ), thus V n (P ) = 0. Now assume that P and P ′ are two polytopes of type 1 such that P ∩ ∂H n = P ′ ∩ ∂H n . We first want to show that V n (P \ P ′ ) = 0. It is convenient to use the Klein disk model for visualization. Though the upper portion of P \ P ′ , denoted by (P \ P ′ ) + , may not be convex and thus may not be a polytope of type 2 itself, using flat planes it can be cut info some polytopes of type 2. So (P \ P ′ ) + has finite volume and hence V n (P \ P ′ ) = 0. Therefore
By symmetry we have V n (P ′ ) = V n (P ), thus V n (P ) is completely determined by P ∩ ∂H n when n is odd.
We will discuss this in more detail in Section 2.7.
Proof of the Schläfli differential formula for DH n
In the proof of the SDF for DH n , for our convenience, we assume P does not have any ideal vertices. The reason for this assumption is purely combinatorial: it is to assure that we can cut P into some subdivisions, such that for each subdivision, each (n − 1)-dimensional face can vary independently without changing its combinatorial type. The existence of any ideal vertices will prevent this method from being employed directly, e.g., if P is the intersection of two half-spaces in DH 2 whose faces intersect at an ideal vertex, then varying one of the faces can result P homeomorphic to either a closed disk or S 1 × I. This assumption that P does not have any ideal vertices will greatly simplify the proof of the SDF for DH n without affecting the main results.
Step 1. First we want to cut P into some subdivisions, all as polytopes of type 1, such that for each subdivision, all the (n − 1)-dimensional faces meet transversally. Namely, each (n − 1)-dimensional face can vary independently without changing its combinatorial type. While for the case of M n a triangulation of P will do the work, for the case of DH n , P may not admit a standard triangulation with simplices in the usual sense. 6 So some adjustment is needed.
6 This is again a combinatorial difference between M n and DH n . In M n , a simplex can be defined by two equivalent ways, one as the intersection of n + 1 closed half-faces, and the other as the convex hall of a given set of n + 1 vertices. But those two ways are not equivalent in DH n , as the vertices of a polytope of type 1 always come in pairs as antipodal points (except for the ideal vertices). The notion of convex hull for a given set of points in DH n also fails when the points are not all in the upper or the lower sheet, even for a set with just two points.
In the Klein disk model for DH n which is a double covering of a disk, if we only consider the upper portion P + of P , then P + lies in a real projective space RP n , and can be fitted as part of a bounded Euclidean convex polytope P ′ such that each flat facet of P + is also part of a facet of P ′ . With P ′ we can have a standard triangulation, and when restricting this triangulation to P + and adding back the lower portion P − of P , we cut P into some pieces of polytopes of type 1. As P does not have any ideal vertices as assumed, then the cut can be general enough such that no new ideal vertices are introduced during the cut. So for each subdivision there are still no ideal vertices, which achieves our desired cut of P .
If we vary P smoothly in a small neighborhood, then we can vary each subdivision smoothly as well. As both sides of (2.9) are additive with respect to those subdivisions, thus proving (2.9) for a general P can be deduced to proving for each subdivision of P .
Step 2. Now we only consider any such subdivision, namely, a polytope of type 1 whose (n− 1)-dimensional faces all meet transversally. For convenience, we still denote the subdivision by P . For n = 2, we also assume P has at least two facets and the upper portion of the boundary is path-connected, which can always be achieved by further cut if needed. As discussed in Example 2.6, the upper portion P + is either a convex polygon or an unbounded polygon with an open side. As the SDF for the polygonal case was already dealt with in the classical hyperbolic case, so we will only concern the unbounded case.
Under the Klein disk model, for m ≥ 2, let v 1 , . . . , v m−1 be the vertices in the upper cover, v ′ i in the lower cover at the same position as v i , and v 0 and v m be the two ideal points (but not ideal vertices) on the boundary of P . Now connecting a straight line segment from v 1 to v m on the upper cover, then from v m to v ′ 1 on the lower cover, we cut P further into three pieces. One is a lune with vertices v 1 and v ′ 1 , and the other two are polytopes of type 2 in H 2 and H 2 − respectively, each with a newly induced ideal vertex v m . As the SDF is true for polytopes of type 2 with ideal vertices (see [5] ), so for n = 2 proving the SDF is further deduced to proving for any lune of DH 2 only, which up to isometry has just the dihedral angle as a free parameter. This can be treated in the upper half-space model as the intersection of a fixed closed disk with a moving half-space x 1 ≤ t, which was already shown to satisfy the SDF in Section 2.5.
Step 3. Now continue with n ≥ 3. By the assumption in Step 2, any small variation of P can be obtained by varying the (n − 1)-faces independently, thus it suffices to consider just varying any one of the (n − 1)-faces. If a (n − 1)-face is a full DH n−1 , then varying this (n − 1)-face is the same as adding a half-space to P then removing another half-space from P , so it does not change the volume of P . Next we only consider (n − 1)-face that is not a full DH n−1 . We switch to the hyperboloid model for DH n . For any (n − 1)-face E that is not a full DH n−1 , let e be the inward unit normal to P along the face E in the upper sheet. Here e · e = 1 under the metric on R n,1 , and any small movement of e corresponds to a small movement of E. As E is not a full DH n−1 as assumed, there is a point p ′ ∈ ∂H n , such that p ′ is in the linear span of E but outside of E, thus also outside of P . So p ′ has a small open neighborhood in DH n not contained in P . Fix any p on the light cone to represent p ′ . As p · e = 0 and p · p = 0, so p · (e + tp) = 0 and (e + tp) · (e + tp) = 1, hence e may vary along the line of e + tp while still being a unit vector. Now switching to the upper half-space model by letting p ′ correspond to the point at infinity x 0 = ∞, then varying e along the line of e + tp corresponds to a moving hyperplane x n−1 = t sweeping through a compact region in the Euclidean space. In Section 2.5 it was shown that (2.9) is satisfied.
To show that (2.9) is still true when e varies along any direction in a small neighborhood, it suffices to find n linearly independent vectors that satisfy (2.9). As n ≥ 3, this can be achieved by selecting n such linearly independent rays (in the linear span of E) on the light cone in a small neighborhood of p ′ not contained in P . Note that the argument of "on the light cone in a small neighborhood of p ′ not contained in P " fails when n = 2, but the case n = 2 was already handled in Step 2. This completes the proof.
A Schläfli differential formula for ∂H 2m+1
In this section we explore a new version of SDF for the space ∂H n when n is odd. Recall that ∂H n is homeomorphic to a standard unit (n − 1)-sphere S n−1 , but does not admit a standard metric, Riemannian or not, and does not have an associated volume element at any point in ∂H n . However we next show that a notion of angle can be introduced in ∂H n , and when n is odd, we can introduce a well defined real valued function (which we call volume, but it may take values positive, negative or zero as well) on regions in ∂H n that we call polytopes, and it also admits a SDF for ∂H n . This notion of volume is completely induced by the notion of angles, thus is a conformal invariant. But we do not have notions of length or volume for ∂H n when n is even.
First we need to clarify some notions, which apply to all n ≥ 1, both even and odd. For a half-space in DH n , its restriction to ∂H n is called a half-space in ∂H n . Note that when n = 2, any closed interval in ∂H 2 is a half-space, which is the main reason that we cannot define a non-trivial length on ∂H 2 . It is convenient to use the hemisphere model for visualization, then a half-space in ∂H n can be viewed as the intersection between S n−1 and a Euclidean half-space. A polytope in ∂H n is a compact subset that can be expressed as a finite intersection of closed half-spaces in ∂H n , which can also be viewed as a restriction of a polytope of type 1 in DH n to ∂H n .
Remark 2.10. A polytope G in ∂H n may contain missing faces, which happens when a halfspace in ∂H n is needed for the formation of G, but its boundary may not contain any points on the boundary of G. For example in ∂H 3 (topologically a 2-sphere), the intersection of three properly chosen half-spaces may contain two connected components G 1 and G 2 that both are 2-dimensional simplices. But in order to make G 1 a polytope in ∂H 3 itself, a fourth half-space (though not unique) has to be added to separate G 1 and G 2 . As a polytope in ∂H 3 while G 1 only has three visible sides, it is formed by at least four half-spaces, but G 1 is completely contained in the interior of the fourth half-space, and thus the boundary of the fourth half-space appears to be "missing" from the boundary of G. Another way to view this property is to treat G as a restriction of a polytope of type 1 P in DH n to ∂H n (but P may not be unique), then some codimension 1 faces of P may disappear in the restriction to ∂H n . This property of missing faces is not shared by convex polytopes in M n or polytopes of type 1 in DH n .
When n ≥ 3, for two half-spaces in ∂H n whose boundaries intersect, an intersecting angle is well defined, which is the same intersection angle between the two corresponding half-spaces in DH n .
When n ≥ 1 and is odd, let n = 2m + 1 with m ≥ 0. For any polytope G in ∂H 2m+1 , we can introduce a well defined volume on G, denoted by V ∞,2m (G), which is induced from the volume of a polytope of type 1 P in DH 2m+1 that satisfies P ∩ ∂H 2m+1 = G. Though P may not be unique, by Theorem 1.4 we have V 2m+1 (P ) completely determined by G. When n is even, it is possible for V n (P ) to be non-zero while G is the empty set, e.g., when P + is a convex polytope in H n . This is the main reason that we do not define a volume on polytopes in ∂H n when n is even. Instead of directly assigning the value V 2m+1 (P ) to V ∞,2m (G), which will cause V ∞,0 (G) = πi when G is a single point in ∂H 1 , we define V ∞,2m (G) by applying a normalization factor on V 2m+1 (P ). That is,
So V ∞,0 (G) = 1 when G is a single point in ∂H 1 , and by Theorem 1.4 V ∞,2m (G) is real for any polytope G in ∂H 2m+1 . Also, by Theorem 1.1
When P does not contain any ideal vertices, we already prove that V 2m+1 (P ) satisfies the SDF for DH 2m+1 . For all codimension 2 faces of P , as their volumes and the dihedral angles can also be passed through to ∂H 2m+1 with a restriction to ∂H 2m+1 , so the SDF for DH 2m+1 can also be passed through to ∂H 2m+1 adjusted by a set of normalization factors in (2.19). It is not hard to verify the following SDF for ∂H 2m+1 with κ = −1.
Corollary 2.11. Let G be a polytope in ∂H 2m+1 and κ = −1. If P is a polytope of type 1 in DH 2m+1 that satisfies P ∩ ∂H 2m+1 = G and P does not contain any ideal vertices, then V ∞,2m (G) satisfies the Schläfli differential formula. Namely,
where the sum is taken over all codimension 2 faces F of G. When 2m − 2 = 0, V ∞,0 (F ) is the number of points in F .
Remark 2.12. Note that P may not be unique, and if a codimension 2 face of P does not intersect with ∂H 2m+1 , then its dihedral angle does not show up in the restriction to ∂H 2m+1 in (2.21). However by Theorem 1.4 the volume of this codimension 2 face is always zero, thus it does not affect the validity of the SDF for ∂H 2m+1 . See also Remark 2.10 for the discussion of missing faces.
Remark 2.13. Unlike the SDF for M n or DH n , the κ = −1 in the SDF (2.21) for ∂H 2m+1 is not the constant curvature of ∂H 2m+1 , which is not a metric space. The value of κ in (2.21) actually depends on how we choose the normalization factors in (2.19), e.g., if we choose a different set of normalization factors such that V ∞,2m (∂H 2m+1 ) = V 2m (S 2m ) instead, then we will have κ = 1 in (2.21).
Here we give some examples for m = 1, with the intention of showing that ∂H 2m+1 exhibits some metric properties of the spherical, (double) hyperbolic, as well as Euclidean spaces. By (2.20) we have V ∞,2 (∂H 3 ) = −4π, but we should note that this minus sign is non-essential for the following examples. All the examples below start with a standard unit 2-sphere S 2 as a model for ∂H 3 . A half-space in ∂H 3 is an intersection between S 2 and a half-space in R 3 , namely, either the inside or the outside of a small circle on S 2 .
We first show that ∂H 3 exhibits metric properties of the standard sphere S 2 .
Example 2.14. Let G be a 2-dimensional simplex in ∂H 3 , formed by three non-intersecting segments of small circles on S 2 , and with interior angles α, β, and γ. By Corollary 2.11 it can be shown that the volume of V ∞,2 (G) is π − α − β − γ. When G coincides with a spherical simplex in S 2 (note that this notion depends on the embedding), namely the three sides are also part of great circles relative to the metric on S 2 , then with a minus sign V ∞,2 (G) also coincides with V 2 (G) under the metric on S 2 . That is, V ∞,2 (G) = −V 2 (G). But this identity no longer holds when the three sides of G are not part of great circles relative to the metric on S 2 . For example, when the three sides of G form a small circle on S 2 and α = β = γ = π, then G is a half-space in ∂H 3 and V ∞,2 (G) = −2π, but V 2 (G) varies depending on its position in S 2 and can take any value between 0 and 4π.
We next shows that ∂H 3 exhibits metric properties of both DH 2 and H 2 .
Example 2.15. Fix a great circle C relative to the metric on S 2 (a.k.a. ∂H 3 ), which separate the sphere into two hemispheres, upper and lower. If now we only consider those half-spaces in ∂H 3 whose boundaries are perpendicular to C, then with S 2 treated as DH 2 and C treated as ∂H 2 , any polytope G in ∂H 3 formed by those half-spaces can be treated as a polytope of type 1 in DH 2 combinatorially. If we denote V 2 (G) as the volume under the metric on DH 2 endowed on S 2 (with C treated as ∂H 2 ), then we can show (again by Corollary 2.11) that V ∞,2 (G) = V 2 (G). Denote by G + and G − the restriction of G to the upper and lower hemisphere relative to C. Note that the hemispheres are half-spaces in ∂H 3 but not in DH 2 , so G + is always a polytope in ∂H 3 but G + can only be treated as a polytope of type 2 in DH 2 when G contains at most a finite number of points on C. In this case we have
For example, if G + coincides with a hyperbolic simplex in DH 2 (again this notion depends on the embedding) with interior angles α, β, and γ, then
But if G contains an interval of C, then unlike the hyperbolic case where V 2 (G + ) is unbounded, here we still have V ∞,2 (G + ) = 1 2 V ∞,2 (G), a finite number, thus V ∞,2 (G + ) = V 2 (G + ). In general when G is an arbitrary polytope in ∂H 3 , even when V 2 (G) can be well defined under the metric on DH 2 endowed on S 2 (with C treated as ∂H 2 ), we do not have V ∞,2 (G) = V 2 (G).
Finally we show that ∂H 3 exhibits metric properties of the Euclidean space as well.
Example 2.16. Fix a point N as the north pole of S 2 (a.k.a. ∂H 3 ). If now we only consider those half-spaces in ∂H 3 whose boundaries contain N , then combinatorially any polytope G in ∂H 3 formed by those half-spaces (but G does not contain N ) coincides with a Euclidean polytope in a horosphere. We call G a Euclidean polytope in ∂H 3 (or more generally, in ∂H n ). Note that unlike in previous examples, the notion of Euclidean polytope in ∂H 3 does not depend on the embedding of S 2 , only with the point N mapped to a different point in S 2 under a different embedding. Under the Poincaré disk model, a horosphere can be viewed as a sphere that is tangent to the boundary of the disk. With the hyperbolic metric restricted to the horosphere, the induced metric on the horosphere has a constant curvature κ = 0. With the tangent point removed, a horosphere is isometric to the Euclidean space, so a horosphere automatically satisfies a SDF with κ = 0 in (2.9). However, note that the SDF for ∂H 3 has a κ = −1 in (2.21), which immediately gives dV ∞,2 (G) = 0 if G only deforms through Euclidean polytopes in ∂H 3 . As Euclidean polytope can be cut into Euclidean simplices and Euclidean simplex can continuously deform to a degenerate Euclidean simplex with zero volume, thus V ∞,2 (G) = 0. By induction it can also be shown that V ∞,2m (G) = 0 for any Euclidean polytope G in ∂H 2m+1 .
An extension of the de Sitter space
The de Sitter space can be viewed as the dual of the hyperbolic space when both spaces are embedded in R n,1 . With the hyperbolic space H n extended to DH n , in order to preserve the duality for DH n as well, we propose to construct an extension of the de Sitter space. An n-dimensional de Sitter space S n 1 can be defined by {x ∈ R n,1 : x · x = 1}, with induced metric ds from R n,1 and a constant curvature κ = 1. The duality between H n and S n 1 is well established, as there is a one-to-one correspondence between a point in S n 1 and a half-space in H n . Namely, fix e ∈ S n 1 , then under the hyperboloid model it determines a half-space in H n {x ∈ H n : x · e ≥ 0}, where e is the inward unit normal to the half-space along its face. When H n is extended to DH n , as shown in (2.1), with the same e a half-space in DH n can be expressed as {x ∈ DH n : ℓ(x)x · e ≥ 0}, (3.1) where ℓ(x) = 1 if x 0 > 0 and ℓ(x) = −1 if x 0 < 0. As DH n is compact without boundary and is a natural extension of H n , it seems natural to look for a dual of DH n that is also compact without boundary. We propose to make the following construction, denoted by DS n 1 , an extension of the de Sitter space S n 1 . Recall that R n,1 − is a copy of R n,1 , but with the associated metric taking the form of (1.1) as ds = −(−dx − , which is also the negative of the metric ds on S n 1 . Note that S n 1,− still has the same constant curvature κ = 1. Just like the hyperbolic case, the de Sitter space S nin S n 1,− , denoted by e − , is at the same position in R n,1
− as −e in R n,1 , but is connected with e by timelike geodesics that across ∂S n 1 , therefore we call it the timelike antipodal point of e. Similar concept also applies to e ∈ S n 1,− . Note that unlike in S n or in DH n , not any pair of points in DS n 1 (or more generally, in S n 1 ) are connected by geodesics, spacelike, timelike, or lightlike.
Fix a half-space in DS n 1 , for a given point in the interior of the half-space, its spacelike antipodal point must lie outside the half-space, which is similar to the S n case; on the other hand, its timelike antipodal points must lie inside the same half-space as well, which is similar to the DH n case. However, a pair of antipodal points in DH n are always spacelike, not timelike, though the distance between them is a complex number πi.
Remark 3.3. In the language of general relativity, de Sitter space is the maximally symmetric solution of Einstein's equations with a positive cosmological constant. As a natural extension of the de Sitter space, it would also be of interest to explore the physical meaning of the double de Sitter space.
