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Abstract. High-utility itemset mining finds itemsets from a transaction
database with utility no less than a fixed user-defined threshold. The
utility of an itemset is defined as the sum of the utilities of its item. Sev-
eral algorithms were proposed to mine high-utility itemsets. However, no
state-of-the-art algorithm performs consistently good across dense and
sparse datasets. In this paper, we propose a novel data structure called
Utility-Tree, and a tree-based algorithm called UT-Miner that mines
high-utility itemsets in one-phase only without generating any candidates
and uses a lightweight construction method to reduce the cost of creating
projected databases during the search space exploration. The transaction
information is stored compactly with every node of the Utility-Tree, and
the information is computed efficiently during the recursive invocation of
the algorithm. Experimental results on several real-life dense and sparse
datasets reveal that UT-Miner is among the top-performing efficient al-
gorithms across different datasets.
Keywords: High-utility itemset mining, Tree-based algorithm, Utility-
Tree, Data mining
1 Introduction
High-utility itemset mining (HUIM) finds itemsets from a transaction database
with utility no less than a user-defined threshold. High-utility itemset mining has
been used to find the set of profitable products by retail stores for applications
like inventory management, shelf-space management, etc. HUIM was applied to
find the set of differential expressed genes from gene expression data [1] across
different experimental conditions. Kiran et al. [2] coined the notion of spatial
high-utility itemset mining and proposed novel application of HUIM by identi-
fying highly polluted geographical regions for pollution monitoring and monitor
congestion at various road segments. The problem of high-utility pattern min-
ing has been studied for different databases like sequences [3], data streams [4],
episodes [5] and graphs [6].
Several algorithms have been proposed in the literature to mine high-utility
itemsets from a transaction database. High-utility itemset mining algorithms
represent the transaction database through a summarized data structure and
mine high-utility itemsets by recursively constructing projected databases from
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the global data structure. A projected database represents the transactions that
contain a particular prefix itemset to explore. The bottleneck of HUIM algo-
rithms is the exponential search space for exploration and the time spent to
construct the projected database during recursive calls. The algorithms can be
broadly divided into three classes: tree-based, list-based, and projection-based al-
gorithms based on the data structure used to represent the transaction database.
Tree-based algorithms like UP-Growth+ [7], UP-Hist [8] mine itemsets from the
database in two phases. In the first phase, the transaction database is stored
as a tree structure, and candidate high-utility itemsets are generated by using
upper-bound estimates like TWU [7]. In the next phase, another database scan
is performed to find high-utility itemsets by computing the utility of candidates.
The second phase, called the verification phase, dominates the performance of
tree-based algorithms as a large number of candidates get generated for lower
thresholds.
List-based algorithms like HUI-Miner [9], FHM [10] maintain an inverted-list
data structure to mine high-utility itemsets without generating any candidates in
one-phase only. List-based algorithms are known to perform better compared to
tree-based algorithms. However, the operation to construct the inverted-list for
a {k}−itemset by joining the lists of {k−1}−itemsets is a costly operation. List-
based algorithms might explore itemsets that are non-existent in the database.
Projection-based algorithms like EFIM [11], D2HUP [12] etc. were proposed
that represent the transaction database as transactions only and utilize several
techniques like closure, transaction merging, etc. to mine patterns efficiently in
one-phase only.
Transaction databases can be categorized into dense and sparse datasets
based on the number of items and average transaction length. Dense datasets
have fewer items and longer transactions compared to sparse datasets. Dense
datasets are generated from games like Chess, and species of mushroom that have
very few items and longer transaction length. Sparse datasets are generated by
retail giants like Walmart, Amazon, etc. that sell millions or billions of products,
but a customer usually purchase a few products only.
EFIM is known to be the most efficient algorithm across dense datasets, and
D2HUP is the most efficient algorithm in terms of execution time across sparse
datasets. EFIM doesn’t perform well across the benchmark sparse datasets as
the transaction merging optimization does not work well. Sparse datasets have
a large number of transactions compared to dense datasets, and items appear
in very few transactions. EFIM performs a binary search to find out the trans-
actions that contain an item during the projected database creation. The effec-
tiveness of transaction merging reduces for sparse datasets and EFIM spends
a lot of time doing binary searches during the mining process. D2HUP utilizes
the hyperlink structure across transactions to avoid binary search during the
creation of the projected database but does not perform well for dense datasets.
We need to know whether a dataset is dense or sparse to choose an algorithm
that will perform the best for a dataset. The motivation behind designing our
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proposed data structure and algorithm is to come up with a data structure and
an algorithm that performs consistently well across dense and sparse datasets.
We design a data structure that stores the complete information with every
node in the tree to compute the utility of an itemset and decide by computing
an upper-bound score whether to expand the current itemset or not to search
for high-utility itemsets. We store a data structure similar to the utility-list [9]
structure with every node of the tree and propose an algorithm called UT-
Miner that extracts high-utility itemsets in one-phase only and generate only
valid itemsets present in the database, unlike vertical mining algorithms like
HUI-Miner [9] and FHM [10]. Our proposed algorithm creates the projected
database by performing minimal changes on the global tree instead of creating
the complete local tree to reduce the time for creating projected databases and
design a more memory-efficient algorithm. It can be quickly verified from Table 1
and Table 2 that our proposed algorithm UT-Miner is among the top algorithms
ranked in ascending order of the total execution time across dense and sparse
datasets as validated from our experiment results in Section 5.
Table 1: Top-3 efficient algorithms on sparse datasets
Algorithms/Dataset Retail Kosarak ChainStore
FHM [10]
mHUIMiner [13]
UFH [14] X X X
UT-Miner X X X
HMINER [15] X
EFIM [11]
D2HUP [12] X X
Table 2: Top-3 efficient algorithms on dense datasets
Algorithms/Dataset Chess Mushroom Connect Accidents
FHM [10]
mHUIMiner [13]
UFH [14]
UT-Miner X X X X
HMINER [15] X X X X
EFIM [11] X X X X
D2HUP [12]
Our contributions are summarized below.
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1. We propose a novel data structure called Utility-Tree that stores the trans-
action information compactly with each node of the tree to mine high-utility
itemsets in one-phase only.
2. We propose a novel tree-based algorithm called UT-Miner that mines high-
utility itemsets without generating any candidates and uses a lightweight
method to construct the projected database during the search space explo-
ration.
3. We conduct extensive experiments on several real dense and sparse datasets
to compare the performance of UT-Miner with other algorithms. Our ex-
perimental study confirms that UT-Miner is among the top-performing al-
gorithms consistently across sparse and dense datasets compared to other
algorithms whose performance depends on the nature of the datasets.
This paper is organized as follows. Section 2 reviews the related work and the
problem statement is defined in Section 3. We describe our proposed data struc-
ture and algorithm in Section 4. Our extensive experimental study across several
dense and sparse datasets is presented in Section 5, and Section 6 concludes the
paper.
2 Related work
Liu et al. [16] proposed a recursive two-phase breadth-first search algorithm to
mine high-utility itemsets from a transaction database. This paper defined an
anti-monotonic upper bound called transaction-weighted utility (TWU) to prune
the search space as the utility measure is neither monotonic nor anti-monotonic.
The two-phase algorithm explores the search space in a level-wise manner. The
two-phase algorithm scans the database k times, where k is the length of the
longest transaction in the database. Level-wise algorithms are memory intensive
as they store the candidate high-utility itemsets at level k − 1 to compute the
candidates for the next level.
Ahmed et al. [17] proposed the first tree data structure called IHUP-tree and
a recursive depth-first search algorithm called IHUP-Miner to find high-utility
itemsets with two database scans only. In the first scan, each transaction is in-
serted to construct an IHUP-tree. Each node of the IHUP-tree stores the item
name, frequency, TWU, and pointers to its parent and child nodes. Potential
high-utility itemsets are generated by recursively generating local trees from the
global IHUP-tree. Another database scan is performed to compute the utility
of candidate itemsets and identify the high-utility itemsets. Tseng et al. [18]
proposed another tree data structure called UP-tree and an algorithm called
UP-Growth. UP-tree stores an upper bound called node utility with every node,
and UP-Growth employs strategies called DGU, DGN, DLU, and DLN to com-
pute better utility estimates compared to TWU during the candidate generation
phase. Tseng et al. [7] proposed another algorithm called UP-Growth+ to reduce
the overestimated utilities more effectively. Dawar et al. [8] proposed another
data structure called UP-Hist tree that stores a histogram of item-quantity with
each node to compute better utility estimates compared to UP-tree structure.
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The tree-based algorithms perform better than level-wise algorithms as they re-
quire only two scans of the database and require less memory as they explore
the search space in a depth-first manner. However, tree-based algorithms spend
the majority of their time during the verification phase as a large number of
candidates are generated at lower thresholds.
Liu et al. [9] proposed a data structure called utility-list and an algorithm
called HUI-Miner to mine high-utility itemsets in one-phase only without gener-
ating any candidates. The utility-list structure stores tuples that contain a trans-
action identifier, exact-utility, and remaining-utility for each itemset. Initially,
the database is scanned to compute the TWU of items. Items with TWU less
than the minimum utility threshold called unpromising items are removed from
the database, and utility-list for itemsets containing one item is constructed. The
utility-list for 2-itemset (i.e., an itemset containing two items) is constructed by
joining the utility-list of its items. The utility-list for a {k}-itemset with k>2 is
constructed from the utility-list of two {k − 1}-itemsets and utility-list of the
prefix itemset. Fournier-Viger et al. [10] proposed a strategy called EUCP that
stores the TWU for every pair of items to reduce the number of join operations
performed by HUI-Miner and another list-based algorithm called FHM. Duong
et al. [19] proposed an algorithm called ULB-Miner that uses a memory buffer
to store and retrieve utility-lists efficiently. Peng et al. [13] proposed an algo-
rithm called mHUIMiner (modified HUI-Miner) that utilizes a tree structure
to avoid considering itemsets that are non-existent in the database. The algo-
rithm integrates the IHUP-tree structure into the original HUI-Miner algorithm.
Dawar et al. [14] proposed an algorithm called UFH that combines a tree-based
algorithm called UP-Growth+ and a list-based algorithm called FHM to mine
high-utility itemsets. Several optimizations like memoization, early termination,
and transaction merging were also used to enhance the performance of the UFH
algorithm.
Zida et al. [11] proposed an algorithm called EFIM that utilizes techniques
like database projection and transaction merging using linear time and space im-
plementation. EFIM is, in general, two to three orders of magnitude faster than
other algorithms on dense datasets. Liu et al. [12] proposed a linear data struc-
ture called CAUL and an algorithm called D2HUP to mine high-utility itemsets.
D2HUP employs techniques like closure and lookahead pruning to prune the
search space effectively. It performs one to three orders of magnitude better than
other algorithms on sparse datasets. Krishnamoorthy [15] proposed an algorithm
called HMINER that utilizes a compact utility-list data structure and several
techniques like transaction merging, and lookahead pruning. The HMINER al-
gorithm constructs the compact utility-list for the promising extensions of the
current prefix simultaneously in linear time. Jaysawal et al. [20] proposed a data
structure called IUData List similar to the compact utility-list structure pro-
posed by Krishnamoorthy [15] and an algorithm with pruning strategies like
transaction merging, and lookahead pruning.
In this paper, we propose a data structure that maps a data structure adapted
from the utility-list [9] data structure on the tree structure [7] and the first one-
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phase tree-based algorithm to mine high-utility itemsets. The closely related
previous works [13,14] either switch from a tree structure to a utility-list struc-
ture or utilize the tree structure to guide the itemset mining process by creating
utility-lists during the mining process. We propose a novel approach where min-
imal changes are made on the global tree to create a projected database during
the mining process, and our proposed approach, unlike the state-of-the-art algo-
rithms, performs consistently well on both dense and sparse datasets as validated
from our experimental study.
3 Preliminaries and problem statement
Consider a set of items I = {i1, i2, ..., im} and a transaction database D =
{T1, T2, ..., Tn} where every transaction is a subset of I. Every item in a transac-
tion is associated with a positive weight. An example of such a database is shown
in Table 3. In our example, I = {A,B,C,D,E, F,G}. The utility of an item i
in a transaction T denoted by u(i, T ) is the weight associated with the item in
T . For example, the utility of item {F} in T1 is 13. The utility of an itemset
X in a transaction T denoted by u(X,T ) is the sum of utility of its items. For
example, the utility of itemset {CF} in T1 is 14. The utility of itemset X in the
database is defined as: u(X) =
∑
X⊆T
T∈D
u(X,T ). For example, the utility of the
itemset {CF} for our example database is 29.
Problem Statement: An itemset X is called a high-utility itemset if u(X)
is no less than a given minimum user-defined threshold denoted by θ. Given a
transaction database D, and a minimum user-defined threshold θ, the aim is to
find all high-utility itemsets.
The utility of an itemset in the database is neither monotone nor anti-
monotone, i.e., the superset of a low-utility itemset can be high-utility, and the
subset of a high-utility itemset can be low-utility. For example, the utility of {C}
and {CF} for our example database is 14 and 29, respectively. Let θ be 17. The
itemset {C} is not a high-utility itemset, but its superset {CF} is a high-utility
itemset. The utility of {A} and {ACD} is 5 and 19, respectively. Even though
{ACD} is a high-utility itemset, the subset {A} is not a high-utility itemset.
The search space for the high-utility itemset mining problem is exponential in
the number of items.
Liu et al. [16] defined an upper-bound called transaction-weighted utility
(TWU) [21] that satisfies the anti-monotonicity property. The transaction utility
(TU) for a transaction is defined as the sum of utility if its items. For example,
the transaction utility of T1 in Table 3 is 18. The transaction-weighted utility of
an itemset X is the sum of TU of transactions that contain X. For example, the
TWU of {A} is 37. Let θ be 40. Itemset {A} and its supersets can’t be high-utility
itemsets as its TWU is less than θ. Liu et al. [9] proposed another anti-monotonic
upper bound called EU-RU that is tighter than TWU to prune the search space.
The exact-utility (EU) of an itemset in a transaction is the utility of the itemset
in the transaction. The remaining-utility (RU) of an itemset X in a transaction
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is the sum of utility of items that appear after X in the transaction. The items in
a transaction are ordered according to a predefined ordering like lexicographic
etc. If the sum of exact-utility and remaining-utility (EU-RU) of an itemset X in
the transactions containing X is less than θ, X and its supersets can’t be high-
utility. For example, the exact-utility and remaining-utility of {CF} in T1 are
14, and 3, respectively, assuming that the items in every transaction are sorted
in lexicographic order.
Table 3: Example database
TID Transaction TU
T1 (C : 1) (E : 1) (F : 13) (G : 3) 18
T2 (B : 1) (D : 1) (F : 6) (G : 6) 14
T3 (B : 2) (C : 4) (F : 4) (G : 3) 13
T4 (B : 1) (D : 1) (E : 1) (F : 1) (G : 1) 5
T5 (B : 1) (C : 1) (E : 1) (F : 1) (G : 1) 5
T6 (B : 10) (E : 1) (F : 1) (G : 1) 13
T7 (A : 5) (C : 4) (D : 10) (E : 12) (G : 6) 37
T8 (D : 5) (E : 2) (F : 10) 17
T9 (C : 4) (D : 5) (E : 2) (F : 1) 12
T10 (F : 15) (G : 10) 25
4 Our proposed data structure and tree-based algorithm
In this section, we propose a new data structure called Utility-tree and a one-
phase tree-based algorithm called UT-Miner. UT-Miner creates a lightweight
projected database on the global Utility-tree to reduce the cost of creating pro-
jected databases during recursive calls.
4.1 Utility-tree data structure
Each node N of the Utility tree stores the following information: 1) item name
N.item, 2) a HashMap of key-value pairs N.gmap with every entry of the form 〈
tid, (exact-utility, remaining-utility) 〉, 3) a linked-list of local nodes N.local list,
4) a unique identifier N.id, 5) a pointer to the parent node N.parent, 6) a pointer
N.hlink to the node which has the same name as N.item. A local node L stores
the following information: 1) prefix id, 2) a HashMap of key-value pairs L.lmap
with every entry of the form 〈 id, (extension-utility, remaining-utility, prefix-
utility) 〉. The prefix-utility is the utility of the prefix for the identifier (id). The
exact-utility of an itemset for an identifier (id) is the sum of extension-utility and
prefix-utility. The root of the Utility-tree is a special node that points to its child
nodes. A header table is maintained with the Utility-tree for efficient traversal.
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The header table stores the following information: 1) item name, 2) TWU, 3)
a pointer link. The nodes along a path in the Utility-tree are maintained in
descending order of their TWU values. All nodes with the same label are stored
in a linked-list, and link pointer points to the head node in the list.
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Fig. 1: Global Utility-tree
Now, we discuss the process to construct the Utility-tree from a transaction
database for a user-defined minimum utility threshold θ. Initially, the database
is scanned to compute TWU for items. The items with TWU less than θ called
unpromising items are identified as such items can not be a part of any high-
utility itemset due to the anti-monotonicity property of the TWU bound. The
unpromising items are removed, and transactions are arranged in lexicographic
order [11]. The empty transactions are removed, and transaction merging [11] is
performed. Another database scan is performed to sort the items in a transaction
according to increasing order of TWU and compute exact-utility, and remaining-
utility for each item. Every transaction is inserted one by one to construct the
utility-tree. The header table contains only items with EU-RU no less than θ. The
nodes along a path from the root to a leaf node in the Utility-tree and items in the
header table are sorted in decreasing order of TWU only. The tree construction
process is similar to the one followed by other tree-based algorithms [7, 8, 17].
The local list associated with each node is initially empty.
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Algorithm 1 UT-Miner (α,T ,H,hlist,θ)
Input: Prefix α (initially empty), Utility-tree T , a header table for T , list of
extensions to explore, θ: a user-specified threshold.
Output: the set of high-utility itemsets with α as prefix.
1: for each entry {i} in hlist do
2: Itemset I = α ∪ i. . Append the extension i to the current prefix.
3: Compute sumEU and sumRU for I by following the links from the header
table H for item {i}. . Compute sum of the exact-utility and
remaining-utility of I for the transactions containing I.
4: if I.sumEU ≥ θ then
5: Output I as a high-utility itemset.
6: end if
7: Compute TWU for the extensions i.e. ancestors of I in T and identify
unpromising items ulist.
8: Initialize variable ub = I.sumEU + I.sumRU .
9: Remove the contribution of items in ulist from ub. Call the updated
bound as updatedub.
10: if updatedub < θ then
11: Return.
12: end if
13: Add a node in local list for every ancestor of I in T .
14: Construct the list of extensions for I denoted by hlistI .
15: Call UT-Miner(I,T ,H,hlistI ,θ).
16: end for
17: Remove the node associated with α from local list associated with ancestors
of α in T .
4.2 UT-Miner algorithm
Our proposed algorithm, called UT-Miner (Algorithm 1), takes as input a prefix,
a Utility-tree constructed from the transaction database as described above, a
header table associated with the Utility-tree, a list of extensions to explore for
the current prefix, and the minimum utility threshold. UT-Miner returns the
complete set of high-utility itemsets. Initially, UT-Miner is called for an empty
prefix with all the items present in the header table as extensions for exploration.
The items in the header table are explored in a bottom-up manner. An itemset is
created by adding an item from the header table to the current prefix (line 2). The
exact-utility and remaining-utility for the itemset are computed by traversing the
linked-list associated with the item from the header table (line 3). The itemset
is output as high-utility (line 4) if its utility is no less than the minimum utility
threshold. The TWU for the ancestors (i.e., items above item i in the tree) of item
i is computed to identify the unpromising items (line 7). An item is unpromising
if its TWU is less than the minimum utility threshold. Such items can’t be a part
of any high-utility itemset. The utility of unpromising items is removed from the
EU-RU bound for the current itemset I to compute a tighter upper bound score.
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If the new bound is less than the threshold, no further extensions need to be
explored (line 10). Else, a node will be created in the local list of all ancestors of
i in the Utility-tree (line 13). The strategy to remove the unpromising items and
compute a tighter bound is inspired by the DLU [7] strategy, and the proof of
correctness can be referred from [9]. The list of ancestors with EU-RU bound no
less than the threshold is inserted in the list of extensions to explore further (line
14), and the UT-Miner algorithm is called recursively. The node in the local list
is removed from all ancestors after the complete processing for the current prefix
α (line 17).
Now, we will illustrate the execution of our algorithm through an example.
Consider a transaction database, as shown in Table 3, and let the minimum
utility threshold be 20. The database is scanned to compute the TWU of items,
as shown in Table 4. There are no unpromising items in this example. The items
Table 4: TWU of items
Item A B C D E F G
TWU 37 50 85 85 107 122 130
in every transaction are sorted in increasing order of TWU, and transaction
merging is performed. The reorganized transaction is inserted to form the global
Utility-tree, as shown in Figure 1. Let us observe the processing for prefix {B}.
The first node corresponding to {B} is processed from the header table, and the
linked-list corresponding to {B} is traversed to compute the EU-RU bound for
{B}. The EU-RU bound corresponding to {B} is 50. Prefix {B} will be processed
further as its EU-RU is more than the minimum utility threshold. The UT-Miner
algorithm will traverse the nodes corresponding to {B} again from the header
table, and compute the TWU for items which are between {B} and the root
along every path from {B} to the root node. The TWU of items for prefix {B}
is shown in Table 5. Item {C} and {D} are unpromising for prefix {B}. The EU
Table 5: TWU of items for the prefix {B}
Item C D E F G
TWU 18 19 23 50 50
values for {C} and {D} will be removed from the EU-RU bound for {B}. The
updated bound after removing the effect of unpromising items is 43. Therefore,
prefix {B} can be explored further. The linked-list associated with prefix {B} is
again processed from the header table of Utility-tree to construct the local list
for all the ancestors (i.e., nodes between {B} and the root node) for every {B}
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node in the linked-list. For every {B} node, its exact-utility is computed, and
a pair 〈ID, PU〉 along with the transaction id’s associated with {B} is sent to
all ancestors. ID is the unique id associated with every node of the Utility-tree.
PU is the prefix utility, i.e., the utility of {B}. The local list created for the
ancestors of prefix {B} is shown in Figure 2.
The valid extensions for prefix {B} are {E}, {F}, and {G}. The EU-RU
bound for {BE}, {BF}, and {BG} is 21, 40, and 27 respectively. Let us focus
on the processing for prefix {BE}. The ancestors (i.e. valid extensions) for {BE}
are F and G respectively. The TWU of F and G is 21 only for the prefix {BE}
as there is a single path from E to the root. No item is unpromising, and a
node in the local list of F , and G for the prefix {BE} will be created. For every
{E} node, its exact-utility is computed and a pair 〈ID, PU〉, along with the
transaction id’s associated with {BE} is sent to all ancestors, i.e., F and G.
The PU is 15 for the prefix {BE}. A node for the prefix {BE} will be added
in the local list of F , and G, respectively. After the complete processing for
a prefix, the node inserted in the local list of its ancestors has to be removed
before processing the next prefix.
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Fig. 2: Global Utility-tree with local list for prefix {B}. The gmap associated
with the ancestors of {B} and other nodes in the Utility-tree is not shown.
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5 Experiments and results
In this section, we compare the performance of UT-Miner algorithm with FHM
[10], mHUIMiner [13], UFH [14], EFIM [11], D2HUP [12], and HMINER [15].
The source code for the algorithms was obtained from SPMF [22] library. The
total execution time, the number of generated candidates, and the main memory
consumed during execution are used as the performance metrics.
The experiments were performed on an Intel Xeon(R) CPU=26500@2.00
GHz with 16 GB RAM and Windows Server 2012 operating system on sparse
and dense datasets obtained from the SPMF library [22]. The datasets vary in
the number of transactions, the number of items, and the average transaction
length, as shown in Table 6. The internal utility values were generated from a
uniform distribution in the range from 1 to 10. The external utility values were
generated from a Gaussian distribution. Only the ChainStore dataset contains
real utility values.
Table 6: Characteristics of real datasets
Dataset #Tx Avg. length #Items Type
Retail 88,162 10.3 16,470 Sparse
Kosarak 9,90,002 8.1 41,270 Sparse
Chainstore 11,12,949 7.2 46,086 Sparse
Chess 3,196 37 75 Dense
Mushroom 8,124 23 119 Dense
Connect 67,557 43 129 Dense
Accidents 3,40,183 33.8 468 Dense
Comparison with FHM, mHUIMiner, and UFH: We compare the per-
formance of our UT-Miner algorithm with FHM, mHUIMiner, and UFH. The
results on Sparse datasets is shown in Figure 3. For the Kosarak dataset, it
can be observed that UT-Miner performs the best by taking the least execu-
tion time compared to other algorithms. FHM and mHUIMiner don’t terminate
for more than 24 hours on the Kosarak dataset at lower threshold values. UFH
takes two to three times more execution time than UT-Miner for the Kosarak
dataset. UT-Miner also consumes the least memory due to its reuse of the tree
structure and not creating local trees during every recursive call. For the Re-
tail and ChainStore datasets, we observe that the running time of FHM, and
mHUIMiner increases sharply for lower thresholds. UT-Miner takes slightly less
time compared to UFH for Retail and ChainStore datasets. The results on dense
datasets is shown in Figure 4. UT-Miner performs two to six orders of magnitude
better in running time compared to FHM and mHUIMiner on the Chess dataset.
UFH ran out of memory on the Chess dataset. For the Mushroom dataset, UT-
Miner performs one to four orders of magnitude faster than UFH, FHM, and
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mHUIMiner. UT-Miner performs better than FHM, mHUIMiner, and UFH on
Accidents dataset too. FHM, mHUIMiner, and UFH didn’t terminate for more
than 24 hours on the Connect dataset. Hence, results are not reported for the
Connect dataset. UT-Miner performs better than algorithms belonging to the
category of list-based algorithms and algorithms that utilize both tree and list
data structures on sparse and dense datasets.
Comparison with EFIM, D2HUP, and HMINER: The result on sparse
datasets is shown in Figure 5. For the kosarak dataset, UT-Miner takes the least
running time compared to EFIM, D2HUP, and HMiner. The running time of
D2HUP increases sharply with the decrease in the minimum utility threshold.
D2HUP didn’t terminate for more than 24 hours at a threshold of less than 0.7
%. The running time of UT-Miner is very close to D2HUP on Retail and Chain-
Store datasets. The running time of EFIM and HMINER increases sharply at low
thresholds. EFIM with transaction merging disabled performs better on sparse
datasets compared to EFIM with transaction merging enabled, as observed in
this paper [11]. We disable transaction merging while running EFIM on sparse
datasets. No significant change in the running time was observed by disabling
transaction merging for the HMINER algorithm as it uses a hash-table to imple-
ment merging efficiently. We ran HMINER across all sparse and dense datasets
with transaction merging enabled. The results for dense datasets is shown in
Figure 6. EFIM performs the best by taking the least running time and mem-
ory across all dense datasets. D2HUP didn’t terminate for more than 24 hours
on the Connect dataset. UT-Miner performs slightly than HMiner and D2HUP
for the Mushroom dataset. HMINER performs better than UT-Miner for the
Connect and Chess datasets. Our proposed algorithm UT-Miner performs well
across sparse and dense datasets.
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Fig. 3: Performance evaluation for FHM, mHUIMiner, UFH and UT-Miner on
sparse datasets. FHM didn’t terminate for more than 24 hours on Kosarak
dataset for threshold value less than 0.7 % and mHUIMiner didn’t terminate
on Kosarak dataset for threshold value less than 0.75 %.
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Fig. 4: Performance evaluation for FHM, mHUIMiner, UFH, and UT-Miner on
dense datasets. FHM, mHUIMiner, and UFH didn’t terminate for more than 24
hours on Connect dataset. FHM, mHUIMiner, and UFH didn’t terminate for
more than 24 hours on Accidents dataset at 2% threshold. The UFH algorithm
ran out of memory on Chess dataset.
Influence of the number of transactions on execution time: We exper-
iment by varying the number of transactions for a fixed utility threshold on the
ChainStore and Accidents dataset to study the impact of scalability on the per-
formance of different algorithms. ChainStore and Accidents datasets are used for
the experiment. The result is shown in Figure 7. The running time, the number
of generated candidates, and memory consumption increase with the number
of transactions for all algorithms. FHM, mHUIMiner, D2HUP, and UFH didn’t
terminate on Accidents dataset for more than 24 hours when more than 60 %
of the transactions is input to the algorithm. HMiner and UT-Miner perform
equally well on the Accidents dataset.
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Fig. 5: Performance evaluation for EFIM, D2HUP, HMiner and UT-Miner on
sparse datasets. D2HUP didn’t terminate for more than 24 hours on Kosarak
dataset for threshold less than 0.7 %.
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Fig. 6: Performance evaluation for EFIM, D2HUP, HMiner and UT-Miner on
dense datasets. D2HUP didn’t terminate for more than 24 hours on Connect
dataset and Accidents dataset at 2% threshold.
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Fig. 7: Scalability experiment on ChainStore and Accidents dataset for 0.01%
and 2% threshold respectively. FHM, mHUIMiner, D2HUP, and UFH didn’t
terminate for more than 24 hours on Accidents dataset when more than 60% of
the transactions is input to the algorithms.
6 Conclusions
In this paper, we propose a novel data structure called Utility-Tree that stores the
information about the transaction database compactly in the form of a HashMap
structure with every node of the tree and a one-phase called UT-Miner with
a lightweight projected database construction mechanism to mine high-utility
itemsets from a transaction database. The tree structure stores the transaction
database compactly and allows us to compute the local list of the extensions
for a given prefix efficiently using the HashMap data structure as the ancestors
of the current prefix node are present in the transactions stored with the prefix
node when the prefix is expanded in a bottom-up manner. Extensive experiments
on several sparse and dense datasets against state-of-the-art algorithms reveal
that UT-Miner is among the top-performing algorithms ranked according to
ascending order of their execution time across sparse and dense datasets.
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