The existence of a static lengthscale that grows in accordance with the dramatic slowing down observed at the glass transition is a subject of intense interest. A recent publication compared two proposals for this length scale, one based on the point-to-set correlation technique and the other on the scale where the lowest eigenvalue of the Hessian matrix becomes sensitive to disorder. The conclusion was that both approaches lead to the same lengthscale, but the former is easier to measure at higher temperatures and the latter at lower temperatures. But even after using both methods together, the range of increase in the observed lengthscales was limited by the relaxation times reachable by standard molecular dynamics techniques (i.e. about 4-5 orders of magnitude). In this paper we therefore attempt to explore the typical scale at even lower temperatures, testing for this purpose two approaches, one based on the idea of vapor deposition and the other on a swap Monte Carlo technique. We conclude that the first approach does not help in getting to lower temperatures, but the second one does so quite effectively. We can reach a typical lengthscale that grows in accordance with at least 15 orders of magnitude increase in the relaxation time, competing with the best experimental conditions. We conclude by discussing the relationship between the observed lengthscale and various models of the relaxation time.
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Glass transition | Static Correlation Length | Vapor Deposition | Swap Monte Carlo T he most conspicuous aspect of the phenomenon referred to as "the glass transition" is the immense increase in relaxation time of a supercooled liquid upon a modest reduction of its temperature. It is not uncommon to observe experimentally an increase in 10 − 14 orders of magnitude in the measured viscosity, to the point that the supercooled liquid responds to external mechanical strains or stresses like a solid (on experimental times scales).
The phenomenon of slowing down is correlated with the dynamic heterogeneity in super-cooled liquids which is seen in both experiments and simulations [1] . Dynamic heterogeneity indicates the existence of a dynamical length-scale which is revealed by studying multi-point correlation functions [2, 3, 4, 5, 6, 7, 8, 9] ; more and more particles move in a correlated way when the temperature of the supercooled liquid is reduced. Although this is an interesting facet of the phenomenology of supercooled liquids, it is still not clear to what extent dynamic correlations are the consequence or the primary origin of slow dynamics [8] .
On the other hand a major theoretical question that is still not fully answered is whether the tremendous increase in relaxation time is accompanied by a corresponding increase in a typical (static) lengthscale [10, 11, 12, 13] . Experience from critical phenomena, where critical slowing down is intimately connected to the divergence of a correlation length, tends to point in favor of such a connection also in the glass transition case. The difficulty in the latter case is that the glass transition is not as sharply defined as the critical point of a second order phase transition. Experimentally, researchers defined the glass transition for a given material by the temperature for which the viscosity exceeds some value, but this is rather arbitrary, protocol dependent and not quite satisfactory. Besides, it is already known for some while that the usually defined correlation length, which is derived from the properties of a 2-point correlation function, usually of density fluctuations, fails to show any remarkable increase even when the viscosity shoots up by many orders of magnitude.
Thus the identification of a candidate lengthscale characterizing the glass transition attracted considerable amount of attention, with two candidates showing most promise. The first method is based on the "point-to-set" (PTS) length [14, 15] . This length allows one to probe the spatial extent of positional amorphous order; it was measured in several numerical simulations [16, 17, 18, 19, 20] and shown to grow mildly in the (rather high) temperature regime investigated.
Another, superficially unrelated way to define a static scale was announced in Ref. [21] and employed further in [22] . The starting point of the second method is the fact that at low frequency the tail of the density of states (DOS) of amorphous solids consisting of N particles reflects the excess of plastic modes which do not exist in the density of states of purely elastic solids [23, 24] . This excess of modes is sometimes referred to as the 'Boson Peak' [25] . Here and below the 'mode' refers to the eigenfunction of the underlying Hessian matrix calculated at the local minimum of the potential energy function U (the so called 'inherent state'). The Hessian matrix is defined as H Recently [26] it was proposed that the eigenvalues {λi} dN i=1 (with d being the space dimension) appear in two distinct families in generic amorphous solids, one corresponding to eigenvalues of the Hessian matrix that are only weakly sensitive to external strains; the other group consists of eigenvalues that go to zero at certain values of the external strain, thus leading to a plastic failure. The first group of modes is decently described by the Debye model of an elastic body, but this is not the case for the second group corresponding to the density of plastic modes.
To clarify this distinction further, one should write the excess part (in the thermodynamic limit) as
where the pre-factor B(T ) depends on the temperature, λD ≃ µρ 2/d−1 is the Debye cutoff frequency and µ is the shear modulus. Particular models for the function f pl
were presented in [27] . For our purposes here it is only important to understand that this function is a partial characterization of the degree of disorder which decreases upon approaching the glass transition. Together with the standard Debye contribution one can approximate the low-frequency tail of the density of states as
The physical idea that allows the determination of the static typical scale is that the minimal eigenvalue λmin observed in a system of N particles will be determined by either the first or the second term in Eq. [ 1 ] . For a system large enough, local disorder will be irrelevant in determining λmin, and it will be determined by the Debye contribution. For small systems the opposite is true. Thus there exists a system size where a cross-over occurs. This cross-over is interpreted in terms of a typical length-scale separating correlated disorder from asymptotic elasticity. The lengthscale computed in this way is denoted below as ξ.
The relation between these two differently defined lengthscales was studied carefully in [28] with the conclusion that they are in fact in full agreement, except that the point-toset lengthscale is easier to compute at higher temperatures whereas the length ξ is better estimated at lower temperatures. The reason for this is that at high temperatures the harmonic nature of the Hessian matrix begins to lose relevance due to temperature induced large fluctuations taking the system further away from the bottom of the inherent states of the energy landscape. In this paper we argue that the length ξ can be computed at even lower temperatures, to gain further insight to the issue of the existence of the typical scale and its connection to the relaxation time.
The calculation of the length ξ requires equilibrating the supercooled liquid at any given temperature where one attempts to compute it. This puts a natural limit to the use of standard molecular dynamics simulations; when the relaxation time τ of the liquid exceeds the computer available CPU time, one can no longer use molecular dynamics to effectively equilibrate the fluid. For this reason until now one could compute ξ over a range that corresponded to a change in τ of up to 4 − 5 orders of magnitude. This relatively small range as compared to the experimental increase of 10 − 14 orders of magnitude leaves many questions open that need special techniques to overcome. The aim of the present paper is to explore such techniques and to reach a measurement of ξ over a range that corresponds to a change in τ of at least 15 orders of magnitude (using a given functional dependence of τ on ξ).
In selecting such techniques we considered two approaches. The first is known as "vapor deposition" [29, 30] where instead of equilibrating a bulk system at a given low temperature one constructs the system by depositing layer after layer. In Sect. 2 we show that this method works only as long as the garden variety molecular dynamics bulk equilibration is feasible, giving us no additional edge. On the other hand, we show in Sect. 3 that a second method known as "swap Monte Carlo" [31] seems to fit the bill quite nicely, allowing us to reach temperatures low enough, such that the computed length scale ξ spans a range that corresponds to at least 15 orders of magnitude in relaxation times. The actual determination of the lengthscale is detailed in Sect. 4. In Sect. 5 we extend the range of tempratures discussed by using Finite Size Scaling. In Sect. 6 we discuss the relation between the typical lengthscale and the relaxation time, and compare different existing fitting forms such as Vogel-Fulcher-Tamman (VFT) and modified Bässler. Sect. 7 offers a summary, concluding remarks and possible future directions.
Vapor Deposition
The method of vapor deposition followed some experimental techniques aimed to produce glasses with lower energy states compared to what can be achieved by direct bulk cooling. The idea is to construct the system layer by layer by depositing particles from the gas phase to a growing film. In Refs. [32, 33, 34, 35] the authors reported the production by vapor deposition of organic glasses and metallic glasses at substrate temperatures 0.85Tg < T substrate < Tg which were denser (by 2%) and had lower enthalpy (by 8 J/g) than bulk cooled samples. These advantageous properties are apparently due to enhanced mobility near the free surface [36] , where molecules can more efficiently sample configurations before being buried and effectively caged by additional condensation from the vapor phase.
The experimental protocol was translated to a numerical simulation technique in Refs. [29, 30] . It was implied there that this method can produce supercooled liquid states at lower temperatures than direct molecular dynamics simulations. Following these ideas, a simulated vapor deposition was performed using a Lennard-Jones potential of A and B particles at a ratio of 80:20 (as in [37] , see SI for further details). Lengths and energies are given in terms of σAA and ǫAA, while time units are given by mσ 2 AA /ǫAA. Both the Boltzmann constant kB and the mass of the particles are taken to be unity throughout.
To simulate vapor deposition, a substrate was generated, made of the same constituent particles, constrained to move at the bottom of a simulation box of dimensions 9 × 9 × 89. The actual vapor deposition algorithm consisted of depositions of layer after layer of A and B particles, 12 at a time, very close to the top of the free-surface. Each such deposition was followed by a procedure where the substrate and any previously deposited particles were maintained at the temperature Ts, while simultaneously the newly added particles were first equilibrated at a hot temperature T h = 0.7, then cooled down to Ts at a rate of 3.33 × 10 −2 , and lastly equilibrated at Ts.
After a prescribed number of particles (results are shown for N = 3084) have been deposited, depositions stopped and the energy was measured for a region in the middle of the film at height 15 − 28 (roughly 10 length units from both substrate and free-surface). Energy was measured over a run of 20 time units and then again after an equilibration period of 10 5 time units. Larger system sizes and slower cooling rates were explored with similar results.
For comparison, ordinary bulk cooled systems were prepared with the same box size and boundary conditions with a cooling rate of 3.33 × 10 −4 (see SI). Substrate temperatures for vapor deposition and bulk temperatures for ordinary samples ranged between 0.20 ≤ Ts ≤ 0.46 at 0.02 increments. For each system, at least 20 different realizations were generated for averaging purposes.
Comparing the potential energy vs. temperature curves initially showed cf. Fig. 1 , that vapor deposited systems stay on the extrapolation of the supercooled liquid curve for lower temperatures than ordinary glasses (0.34 instead of 0.38). However after the 10 5 time units equilibration, the energies of both types of systems lie on the same curve all the way to the lowest temperature considered (inset of Fig. 1 ). It therefore seems that at any temperature for which vapor deposition can produce a supercooled liquid state, the relaxation time is sufficiently short to allow standard equilibration, achieving similar results in comparable times. For further remarks on the lack of advantage of the vapor deposition technique the reader is referred to the SI.
Swap Monte Carlo
Having failed to achieve lower temperatures using the vapor deposition technique we turned to the Swap Monte Carlo method [31] . The system in this case is a 15:30:55 ternary mixture of N point particles at density ρ = 1.1 which interact via a pure repulsive soft sphere potential. The parameters and the definition of length and energy units are detailed in SI. The use of three components and the choice of the compositions and scales stems from our attempt to avoid the crystallization observed in the original binary system which was reported elsewhere [38, 39] . The present system does not show any tendency to crystallize at any of the temperatures that we examined.
The Swap Monte Carlo technique combines standard Monte Carlo moves with moves consisting of particle swaps. Both moves are accepted or rejected according to the standard Metropolis algorithm, as detailed balance holds for both types of moves under this criterion. While the acceptance rates of the particle swaps become lower and lower as the temperature is decreased, as long as they are of the order of 10 −4 or even 10 −5 , they greatly accelerate equilibration by providing a way for the particles to break away from the cages in which they would be otherwise stuck.
The left panel of Fig. 2 shows the low T limit for which equilibrium can be attained via molecular dynamics, as evidenced by the deviation of the low T potential energy from the extrapolated supercooled liquid curve. Potential energy was measured after an equilibration time of the order of 10 7 time units (see SI). Despite the enormous computational efforts this required (it took several weeks of CPU time), it becomes impossible to equilibrate the system for T ≈ 0.26 or lower temperatures, as the conspicuous departure from the supercooled liquid curve indicates.
As for the Swap Monte Carlo results, we ran the simulation until the potential energy reached an asymptotic value indicating equilibrium has been attained (see SI). This was done for temperatures as low as T ≥ 0.22, the equilibration time for even lower temperatures being unreasonably long. The resulting potential energies are shown in Fig. 2 left panel and can be compared to those of molecular dynamics. We should stress that the computation time needed to equilibrate the system at a given T with the Swap Monte Carlo technique was much shorter than the time spent for the standard molecular dynamics method, in particular for the lower temperatures.
For the study of the static lengthscale below it is crucial that we check that our system is indeed eqilibrated for T ≥ 0.22. For this purpose, we follow the procedure described in Ref. [40] and collapse the probability distribution of the potential energy P (U, T ) for different temperatures on the probability distribution of a reference temperature T0 = 0.30. The procedure is explained in the SI. The excellent collapse seen in the right panel of Fig. 2 confirms that the Swap Monte Carlo technique allows us to equilibrate the system at T ≥ 0.22. While a decrease in temperature from T = 0.28 to T = 0.22 does not seem impressive to the uninitiated eye, we will show now that it has a major effect on the typical length. 
The Lengthscale ξ at low T
In order to measure the lengthscale ξ, the Swap Monte Carlo method was used to obtain a representative sampling of configuration space for a given temperature T . These configurations were then frozen to zero temperature using conjugate gradient minimization [41] , landing them on an inherent state. We have accumulated 2000 inherent states for each temperature with systems of sizes ranging from N = 1000 to N = 20000. The minimal eigenvalue of the Hessian matrix evaluated at each of these inherent states was calculated using the Lanczos algorithm [42] . As mentioned above, the idea behind the calculation of the static typical scale is that the minimal eigenvalue λmin observed in a system of N particles will be determined by the first or the second term in Eq [ 1 ] . Note that in systems of finite size both λmin and λD are fluctuating from one amorphous realization to the other, and we therefore consider their mean over realizations, denoted as λmin and λD .
To proceed we integrate the density of states (Eq. [ 1 ] ) from zero to the average of the first eigenvalue. This integral picks up (on the average) one out of dN eigenvalues, and is therefore unity. Because we integrate up to the average λmin / λD we do not get exactly 1 but O(1) in a finite system. (In an infinite system the exact 1 is recaptured). Ex-
. Introducing Eq. 1 into the integral and doing some simple algebra one can show
where G
f pl (x)dx andÃ andB are the same as A and B up to abosrbed T -independent constants. Changing slightly this equation, writing
, one obtains the following scaling function
where F ≡ G −1 . Since the function G is monotonically increasing, its inverse is well defined. The typical scale ξ(T ) is calculated by demanding that all the data obtained for different system sizes and temperatures should collapse into a master curve just by appropriately choosing the ξ(T ).
The raw results for the present method before rescaling are shown in the left panel of Fig. 3 . The same results after rescaling by ξ(T ) are shown in the right panel of the same figure, and the resulting typical scale as a function of T is shown in in the inset. We see that the addition of the three points at the lowest temperatures results in an increase in the typical scale ξ(T ) by a substantially larger factor than that reached by direct molecular dynamics simulations [22] .
Finite Size Scaling of Relaxation Time
As mentioned above the Hessian-based analysis becomes less reliable at higher temperatures due to anharmonicity effects. Thus for higher temperatures we employ yet another approach to determine the lengthscale ξ, extending its range of validity even further. In Ref. [28] , it was argued that the point-toset method offers a computation of the lengthscale at high temperatures. It was also found that finite size effects of the relaxation times at different temperatures can be explained completely by this static length scale. This was tested using the lengthscale obtained in [28] for the Kob-Andersen model system. Since a finite size scaling analysis of the relaxation time as in [22] is relatively easier than calculating the pointto-set lengthscale, we employ the finite size scaling method here to extract the static lengthscale at higher temperatures.
In the left panel of Fig. 4 , we have shown the system size dependence of the relaxation time rescaled by the value for the largest N considered. The scattered data already tells us that even at higher temperatures the effect of the static lengthscale is substantial. In the right panel we have collapsed the data by appropriately choosing the lengthscale.
In both methods the lengthscales are defined up to a constant factor. For the finite size scaling we choose this factor so that the lengthscale is unity for the highest temperature considered. The factor for the minimal eigenvalue method is chosen appropriately, considering that the results obtained from both methods should match at some intermediate temperature range. In Fig. 5 left panel, we show the combined results of both methods. One can clearly see that the static lengthscale varies by roughly a factor of 5, which is quite remarkable. In the next section we connect the lengthscale with the relaxation timescale and explain, using these results, [ 4 ] and [ 5 ] to our relaxation times measured data. The main figure shows the same and in addition the prediction of both these formulae for lower temperatures. Finally we also show the fit of Eq. [ 6 ] in a grey continuous line in addition to its predictions for T = 0.24 and T = 0.26. We argue that Eq. [ 4 ] overestimates the relaxation times and Eq. [ 5 ] underestimates them, and see text for the detailed arguments.
why the lowest temperatures are indeed unreachable by direct molecular dynamics simulations.
Lengthscale and Relaxation Times
In this section we relate the results of the measured lengthscale ξ(T ) to the relaxation time τ as measured from the intermediate scattering function for temperatures T ≥ 0.28 (and to extrapolations for lower T ).
Traditionally it was customary to fit relaxation times to the Vogel-Fulcher-Tamman (VFT) formula
We fitted the three parameters in this formula to our measured relaxation times in the range of temperatures T ∈ [0.28, 0.50], see Fig. 5 right panel, continuous black line. While this formula fits well the measured relaxation time, it predicts a divergence of the relaxation time at T0 = 0.23. Since we succeed to equilibrate the system at T = 0.22 we propose that Eq. [ 4 ] is untenable for the present system, ruling out the VFT fit as unrealistic.
Another proposed fit formula is the so called modified Bässler proposition [43] ,
which is again a three parameter fit. Fitting again to our available relaxation times we find the dashed line in Fig. 5 right panel. The small deviation of this fit at temperatures above T1 = 0.48 is expected, and has been attributed to the facilitated particle motion at those high temperatures [43] .
Since the relaxation time of 4.6 × 10 5 expected by this fit at T = 0.26 is within the reach of our simulation (spanning 10 time units), and we were not able to equilibrate the system at that temperature (see left panel of Fig. 2 ), we can rule out this extrapolation. Indeed, the authors in Ref. [43] predict a lower bound for the range of validity of this fit at a temperature below which the time taken to avoid intermolecular constraints will be shorter than the characteristic time of the super-Arrhenius correlated dynamics. This regime might be behind the inadequacy of this extrapolation.
Finally we refer to the fit formula proposed in Ref. [22] :
which is on the face of it a 2-parameter fit since ξ(T ) is determined. Determining the parameters from the measured relaxation times we obtain the curve shown in a continuous grey line in Fig. 5 right panel. Note that at the lowest temperature one predicts τ = 1.64 × 10 15 , which if correct extends the analysis presented here to a range of 15 orders of magnitude in relaxation times.
One should reiterate that all three fit formulas [ 4 ] - [ 6 ] can be made to appear convincing in the range of available molecular dynamics. On the one hand this underscores the danger of accepting such fits at face value, but also enhances the meaning of efforts like the present one to achieve information at lower temperatures.
Conclusions
We have presented a calculation of the typical static lengthscale ξ in a range of temperatures that spans the interval T ∈ [0.22, 0.50]. We find an increase in ξ by a factor of about 5, being unprecedented at this point in time. Whichever model relating this lengthscale to the relaxation time τ one takes, this increase in ξ is associated with an increase in τ by a factor between 10 12 and 10 16 , meaning that we are able to offer an analysis that is competitive with the best experiments. We believe that our analysis excludes the Vogel-Fulcher fit, showing that it predicts a divergence where it does not exist. In future work we will present a relationship between the static length ξ and the configurational entropy of the studied system. We believe that at the present state-of-the-art of computer power we reach the limit of capability modulo the introduction of new ideas. 
Supporting information

Vapor deposition
Model. Following Refs. [1, 2] , the glass former of choice for the vapor deposition procedure is the binary mixture of LennardJones particles first proposed by Kob and Andersen in [3] . In this model, 80% of the particles are type A and 20% are type B, with particle 'diameters' and interaction energy scales defined by σAA = 1, σAB = 0.8 and σBB = 0.88, and ǫAA = 1, ǫAB = 1.5 and ǫBB = 0.5, respectively. Lengths and energies are henceforth given in terms of σAA and ǫAA, while time units are given by mσ 2 AA /ǫAA. Both the Boltzmann constant kB and the mass of the particles are taken to be unity. The interaction potential here is slightly modified as compared to Ref. [3] with the cutoff at xc = 2.5 smoothed out (for the first two derivatives). Simulation specifications and results refer to a simulation of ND = 3084 deposited particles, but larger systems of up to ND = 15488 were also studied with similar results. The simulation box is square in the lateral (xy) dimensions with edge length L = 9 and periodic boundary conditions. In contrast the perpendicular dimension (z) has an effective open boundary (see below).
Deposition Algorithm. The substrate is composed of the same constitutive A and B particles (and at the same ratio), constrained throughout the simulation to move in a region of height 5 at the bottom of the simulation box. The number of substrate particles, their types and their initial positions are predetermined as follows: for each substrate temperature Ts (in the range 0.20 < TS < 0.46 at 0.02 increments), we use an equilibrium configuration of an ordinary bulk cooled film within a box of lateral dimensions L × L and a free-surface height between 73 − 79. A section of size L × L × 5 from the middle of the film is chosen to determine substrate particles' types and initial positions (corresponding to Ns = 428 − 464 substrate particles). Once placed at the bottom of the simulation box, we run the dynamics of the substrate particles first for t = 1000 time units at a high temperature of T = 0.7 and then for another t = 1000 time units at the desired substrate temperature Ts.
Deposition itself consists of iterations of 12 new particles being placed at random xy positions and very close to the top of the current free-surface. The overall ratio in the entire deposition process is maintained at 80:20 but it is allowed to fluctuate for each layer. The placement of the newly added particles is followed by an equilibration of these particles at a high temperature T = 0.7, while the rest of the particles are simultaneously equilibrated with a separate thermostat at a colder temperature Ts. Next the newly added particles are cooled to temperature Ts at a rate of 3.33 × 10 −2 , while the rest of the particles are maintained at Ts (a slower cooling rate of 3.33 × 10 −3 was also examined with indistinguishable results). Lastly all the particles present in the system are equilibrated together by a single thermostat at a temperature of Ts. Deposition is repeated until ND = 3084 particles have been deposited. The deposited particles are allowed to move in a larger volume than the substrate particles. The top boundary of the simulation box is varied throughout the deposition process and kept at roughly 15 length units above the present free-surface to avoid excessive evaporation while maintaining an effective open boundary (similar to the short range repulsive wall in Ref. [2] ). Throughout the process the pressure is indeed very close to zero.
For comparison, ordinary bulk cooled films are prepared (qualitatively following the procedure described in [2] ) by taking vapor deposited systems and heating them to T = 0.7 (at a rate of 3.33 × 10 −3 ), followed by an equilibration run at this temperature for 2000 time units. Thus a warm liquid is generated in a simulation box identical to that used in the vapor deposition method with the same substrate and free-boundary but any trace of the microscopic arrangement created by vapor deposition is completely erased. The bulk liquid is then cooled at a rate of 3.33 × 10 −4 to the temperature Ts.
Measurements. The energy is measured immediately after the system is produced either by vapor deposition or ordinary bulk molecular dynamics, using a run of 20 time units (Fig. 1 in the main text), and then again after an equilibration period of 10 5 time units (inset of same Fig. 1 ). Measurements are taken in the middle of the system at a height interval between 15 − 28 (roughly 10 length units from both substrate and freesurface). At least 20 different realizations were generated for averaging purposes for every temperature T .
We note in passing that contrary to Ref. [2] , we find the height dependence of the density and of the B particles fraction to be homogeneous throughout the system without the troublesome peak near the free-surface evidenced there. This is probably due to the different substrate used here, which is more compatible with the layers of particles deposited above it. Consequently measurements of the energy in the entire sample are possible without the bothersome effects of regions with varying B particle fraction. Such measurements produce even clearer results than in Fig. 1 in the main text, but are not considered here for the sake of comparison with Ref. [2] .
Relaxation Times. To further argue that the vapor deposition method does not provide us with an advantage with respect to ordinary bulk cooled liquids, we examine the evolution of the relaxation times calculated from the self intermediate scattering function, Fs(q, t), after system generation (Fig. S1 ). This function is defined as
where ri(t) is the position of the i th particle at time t and q is the wave vector at which the self intermediate function is
Reserved for Publication Footnotes and empty circles to ordinary systems. Each data point is averaged over 10 realizations. For T = 0.28 relaxation times were already too lengthy to measure more than a few. It is clear that within less than 10 relaxation instances, the relaxation time of ordinary systems grows to its limiting value which is equal to that of vapor deposited systems (as expected for equilibrated systems).
evaluated. We choose this wave vector to be the first peak of the structure factor. Fs(q, t) is monitored across time after the system (vapor deposited or ordinary bulk cooled) is produced. The time it takes for Fs(q, t) to decay to a value of 1/e is taken as a 'relaxation time' τ after which the calculation of Fs is restarted. At this point the current configuration is taken as a reference configuration for the next decay time. This measurement was repeated long enough so as to reach a statistically stable mean relaxation time. It is evident that the relaxation times of the regular bulk generated systems initially increase, but ultimately reach the same values as those of the vapor deposited systems within reasonable time (less than 10 relaxation times). By comparison the systems produced through vapor deposition appear to be already partially aged as evident by the longer initial values of relaxation times and faster convergence to the limiting value, in qualitative agreement with the results reported in Refs. [1, 2] .
Inadequacy of the vapor deposition method. Figs. 1 (inset) in the main text and Fig. 1 here clearly demonstrate two related points. First, after an easily attainable equilibration time (10 5 ) the vapor deposited and the ordinary bulk cooled systems acquire the same properties. This is evidenced by the convergence of the energies and relaxation times for the two methods. Second, at the lowest temperature for which vapor deposition produces supercooled liquid states (Ts = 0.30 as determined by the deviation of the energy from the supercooled liquid curve), the relaxation times, being of the order of 10 4 , are perfectly attainable using ordinary bulk cooled liquids. They are in fact comparable to those already studied in previous works [8, 9] . Thus the lowest temperature for which a supercooled liquid state can be produced using vapor deposition is also accessible by regular equilibration of an ordinary bulk cooled liquid using comparable CPU times.
Comments on Previous Reports. Furthermore, even within the original context of ultra-stable glasses, there seems to be a weakness in the conclusion drawn in Ref. [2] , claiming that a vapor deposition simulation can produce glasses which would take 2 − 3 orders of magnitude longer to generate compared to bulk cooling molecular dynamics. This conclusion was drawn both from the change of inherent structure energy EIS of the ordinary glasses with cooling rate and independently from an extrapolation of the relaxation time of vapor deposited glasses. However, the analysis of the EIS with cooling rate was not very rigorous and effectively amounted to a logarithmic fit based on three data points (cooling rates ∼ 10 −4 ,10 −5 ,10 −6 ). In addition, the analysis of the relaxation time of the vapor deposited glasses relied on a VFT extrapolation which, as we show in Fig. 5 using the Swap Monte Carlo method, widely overestimates the relaxation times for low T. Considering that the relaxation times were overestimated, also the cooling rate of ordinary glasses required to achieve the glasses produced by vapor deposition was overestimated. In addition one has to consider that in fact the preparation of the vapor deposited samples in Ref. [2] required a much greater simulation time, compared to the ordinary bulk cooled glass films. The results reported in Fig. 2 of Ref. [2] for example, were obtained using the same cooling rates for both protocols, but where the ordinary glass was cooled only once, the vapor deposition simulation repeated the cooling procedure for each deposition iteration. The difference in simulation time can be estimated by considering that particle deposition was iterated 670 times (6700 particles deposited in groups of N dep = 10), and that the cooling temperature range was 2.8 times longer (T = 1 → 0.3 in vapor deposition as compared to T = 0.55 → 0.3 in ordinary samples). The total simulation duration was therefore roughly 1800 times longer. Importantly, during this much lengthier simulation, most of the system was kept at the target temperature Ts. It should be noted that while CPU time must also have been considerably longer for the vapor deposition simulation (as also implied in Ref. [2] : "Simulations of vapor-deposited glasses are highly computationally demanding"), it would have been less than 1800 time longer, since the time for each iteration depends on the amount of particles already deposited in the system. It appears that one could therefore explain the better results reported in Ref. [2] for vapor deposition as corresponding to system aging. Consider the region which was used there for measurements, at height between 15 − 25. After this region has already formed, further depositions took place estimated at n dep ≃ 193 deposition iterations (n dep = ρ × L 2 × h/N dep with density ρ = 1.178, lateral system dimension L = 12.8 and height above middle region h ≃ 10). Thus the region of interest at the middle of the sample had a very long duration to explore configuration space, estimated at a factor of ∼ 540 (n dep × 2.8) more than the time it took to generate the ordinary samples. Since some results were also reported for a ∼ 10 −6 cooling rate, perhaps a less impressive but still significant factor of ∼ 54 should be considered. This factor together with the overestimation of the low T relaxation time might explain the authors' prediction of the duration required to generate ordinary glasses with the same properties as vapor deposited glasses being 2 − 3 orders of magnitude longer. We note that while the continuation of the simulation after the middle region has already been deposited is not strictly speaking aging, as the system keeps changing by further depositions, it nevertheless allows for a much lengthier time of rearrangement which might also be achieved by mere aging of an ordinary bulk cooled system.
Swap Monte Carlo
Model. The system in this case is a ternary mixture of N point particles made of 15% particles A, 30% particles B and 55% particles C which interact via a pure repulsive soft sphere potential similar to that in Ref. [4] 
[ 2 ] Here, σij = σi + σj , where σi is determined by the particle type, and rij ≡ |ri − rj|. The energy scale ǫ and the mass are taken as unity. The coefficients c 2l are chosen in such a way that the potential and its first and second derivatives vanish at the cutoff xc = 1.25. We choose σA, σB and σC such that σA/σB = σB/σC = 1.25, with σC = 0.424741977632123. This choice guarantees that the average value of the diameter of the dominating σ ij r ij 12 soft sphere part of the potential is unity. The Swap Monte Carlo simulations are N V T ensemble simulations at a density ρ = 1.1 with periodic boundary conditions. The use of three components and the choice of the compositions and scales stems from our attempt to avoid the crystallization observed in the original binary system which was reported elsewhere [5, 6] . The present system does not show any tendency to crystallize at any of the temperatures examined.
Energy and Length Scale Measurements. In the left panel of Fig. 2 in the main text we present a typical comparison of the efficacy of standard molecular dynamics equilibration vs. Swap Monte Carlo. In both techniques the initial configuration is prepared by equilibrating a fluid with molecular dynamics at T = 0.5 for 1000 time units, and then quenching it to the target temperature with a cooling rate of 3.33 × 10 −4 . In the molecular dynamics simulations we run the system for an additional 10 7 time units and measure the potential energy across the last 50000 time units of the simulation. Despite the enormous computational efforts this requires (it takes several weeks of CPU time), it becomes impossible to equilibrate the system for T ≈ 0.26 or lower temperatures, as the conspicuous departure from the supercooled liquid curve indicates.
As for the Swap Monte Carlo results, relaxation instances are counted based on the decay of the self-intermediate scattering function as detailed in the vapor deposition section. We denote the Monte Carlo 'time' of each relaxation as ti, where i = 1, 2, ... counts the relaxations. Eventually we reject all the data accumulated before tn, and measure the potential energy over a time spanning the interval [tn, t2000] for all the temperatures for which the system is effectively equilibrated. We choose n to be sufficiently large so that the potential energy averaged across [tp, tp+100] for p > n hardly shows any change. Following this criterion, we take n = 1500 for T = 0.22 and n = 500 for T = 0.24, while n = 200 is sufficient for T ≥ 0.26. This same criterion is used in the computation of the static lengthscale, for which only configurations occurring after tn are considered. We should stress that the computation time needed to equilibrate the system with the Swap Monte Carlo technique is much shorter than the time spent for the standard molecular dynamics method, in particular for the lower temperatures.
While, of course, particle swaps produce substantially different configurations quite easily (and thus decrease the intermediate scattering function quite rapidly), it is not always guaranteed that a large number of relaxation times is enough to equilibrate the system (there could be moves that are essentially repeated in a cyclic fashion, etc.). Moreover, the simple test of the apparent time invariance of macroscopic averages is not always satisfactory. This worry is removed by considering the pdf of the potential energy as explained next.
Equilibration Test. While the right panel of Fig. 2 suggests that the systems may be equilibrated for temperatures as low as T = 0.22, it is crucial for the study of the static lengthscale at those temperatures to make sure that this is indeed the case. For this purpose, we follow the procedure described in Ref. [7] to rescale the distribution function of the potential energy for each temperature P (U, T ). For each T , the energy is measured in the 'time' interval [tn, t2000]. Subsequently, the energy distribution is rescaled using the formula , [ 3 ] which for equilibrated systems rescales the distribution to a canonical one at a reference temperature T0. The rescaled PT 0 (U, T ) for T = {0.22, 0.24, . . . , 0.40} with T0 = 0.30 are shown in Fig. 2 of the main text. The excellent collapse indeed confirms that the Swap Monte Carlo technique allows us to equilibrate the system at temperatures as low as T = 0.22. For lower temperatures (results not shown here) even the present technique fails to equilibrate the system within reasonable time.
