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Abstract 
Resilience engineering has become an important field representing a new way of understanding and management of 
safety. The rising interest for resilience engineering and the rapid application of the respective theoretical basis to 
several application cases alters the traditional approach of infrastructure systems’ risk management. In this context, 
the quantification of resilience is a challenging issue, which is still far from considered as adequately addressed in the 
respective literature and, therefore, requires a better insight. The aim of this research is to provide such an insight into 
currently established and proposed methods for quantifying resilience of infrastructure systems and suggest a 
methodological framework that effectively responds to the requirements of resilience measuring. To achieve this aim, 
resilience engineering is shortly presented and discussed, in terms of definition and characteristics and an insight is 
provided into various resilience quantification methods, such as probabilistic, graph theory, fuzzy inference, and 
analytical methods. Discussion over these methods reveals their strengths and weaknesses in quantifying resilience. A 
major finding of this research is that current methods are, mostly, incomplete and largely dependent on concepts and 
approaches, which emanate from other well-established and well-elaborated methodological frameworks, thus failing 
to provide solutions in the context of resilience engineering. On the other hand, it is proposed that entropy theory 
constitutes a framework, which better captures the underlying interrelations of systems modules and, therefore, 
constitutes a more appropriate and effective framework for quantifying resilience of infrastructure systems.  
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1. Introduction 
Infrastructure systems and networks are critical factors for the prosperity and growth of communities 
and their connection that creates areas wherein ideas and practices propagate at the regional, national and 
global level. Achieving sustainability for these systems requires, primarily, the strengthening of their 
resilience, i.e. their capacity to preserve their modus operandi against the effects of any unexpected 
events that may challenge their operational performance and continuity during their life cycle. Resilience 
engineering is proposed as an appropriate framework to address this requirement in the design, 
development and operation phases of infrastructure systems. 
Catastrophic natural and man-made disasters are mainly characterized by rapid evolution and severe 
conditions, both, during and after the occurrence of the disaster. These features coupled with the inherent 
infrastructure systems complexity due to the interdependencies and interactions between the systems’ 
several components increase the difficulties in achieving the required level of preparedness for 
maintaining infrastructure at an acceptable operational level. The first step towards this goal is to develop 
a metric that could represent, in a quantified way, the systems’ ability to react to those stresses that 
challenge their performance. The purpose of this study is to review research endeavors on the topic of 
quantifying systems resilience and highlight their strengths and weaknesses aiming at deciding for the 
appropriate approach to achieve, in a mathematical way, the visualization, configuration and 
quantification of the resilience of systems. The identification of the appropriate approach shall, 
consequently, lead to the development of the metric that shall be able to indicate the performance of 
infrastructure systems, but also, the requirements of interventions to increase the level of preparedness 
against natural and man-made disasters. 
The remaining sections of the paper are organized in the following way: Section 2 presents a brief 
analysis of the context and the essential characteristics of resilience engineering. Section 3 reviews and 
evaluates currently established and proposed resilience metrics, while Section 4, briefly, describes 
entropy theory, which is proposed as the theoretical framework to apply for quantifying resilience. The 
study concludes with a summary of the findings and the setting of future research objectives. 
2. Resilience Engineering Characteristics 
Hollnagel et al. (2006), identified resilience engineering as a novel framework to represent the 
perception of safety, rather than one more concept that could be complementary to the existing 
frameworks. The demand to identify and interpret the safety conditions and requirements of rapidly 
evolving complex systems with interacting social, technical, financial and environmental facets prompted 
for the development of such a new framework (Hollnagel, 2007 in Steen & Aven, 2011). Therefore, 
resilience engineering has gradually evolved to overcome the restrictions and weaknesses of the 
conventional safety and risk management approaches (Steen & Aven, 2011). In this context, several 
efforts were required and performed to provide with the definitions, knowledge and tools that could 
introduce various design parameters, such as organizational, human, temporal, spatial, etc., for resilient 
systems. Starting from the fundamentals, Cook and Nemeth (2006) considered resilience as a system 
feature that allows the system to respond to sudden stresses and to return, with as minimum as possible 
performance decrement, to its normal operating condition. Wreathall (2006) defined resilience as the 
system’s ability to keep, or recover quickly to an operational condition either under a major mishap or in 
the presence of continuous stresses. Dekker et al. (2008), proposed the following working definition of 
resilience: “A resilient system is able to adjust its functioning prior to, during, or following changes and 
disturbances, so that it can continue to perform as required after a disruption or a major mishap, and in 
the presence of continuous stresses”. 
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In all these cases, a common belief was that the measurement of resilience is a challenging task as it 
requires a comprehensive understanding not only of the system’s structural properties and operation 
processes, but also of the uncertainties, which are associated with them, not in an individual and discrete 
way, but rather in a holistic and comprehensive manner. Therefore, beyond the traditional concepts of 
reliability, risk, and vulnerability, resilience engineering introduces awareness, adaptation, flexibility, and 
resources management as critical parameters for the design and monitoring of a system (Nemeth, 2008), 
in order to allow, inherently in these processes, the consideration of uncertainties with regard to potential 
failures and responses of the system against sudden stresses.  
The challenging task to measure resilience in the context described so far, has attracted the interest of 
several researchers that proposed various quantification tools and methods. The following section 
presents such tools and methods, which are representative of different conceptual approaches for solving 
the problem in hand, and argues on their strengths and weaknesses. 
3. Resilience Quantification Methods 
Bruneau et al. (2003), described a conceptual framework to define seismic resilience of communities 
and provided a conceptual definition of a quantitative measure of seismic resilience that could be useful 
for a coordinated research on earthquake problems. In their study, they identified four dimensions of 
community resilience, namely: a) technical, b) organizational, c) social, and d) economic, and attempted 
to move towards from a qualitative conceptualization of resilience to a more comprehensive quantitative 
approach by integrating measures of resilience properties such as robustness, rapidity, resourcefulness, 
and redundancy to a unified framework that was based on three complementary and quantifiable 
objectives in the context of a system’s resilience, namely: a) the reduction of failure probabilities, b) the 
reduction of consequences from failures, and c) the reduction of time to recovery. However, the attempted 
integration could not end up to a single metric for different systems, but it was rather a collection of 
quantitative performance criteria for each property that collectively could result through a proposed 
system diagrams to a, yet, undefined quantification of resilience. Moreover, the quality of infrastructure 
metric that was proposed by Bruneau et al. (2003), was not connected explicitly to any of the proposed 
framework’s features.  
Chang and Shinozuka (2004) were based on the study of Bruneau et al. (2003), to propose a refined 
resilience quantification approach that could be applicable to various infrastructure systems under seismic 
stress. In their approach, the metric of system performance Q, is used to estimate losses in terms of the 
system’s robustness and rapidity under earthquake scenarios and compare them to scenarios of normal 
operation; the absolute levels of losses and duration to system recovery are considered as metrics of 
resilience. However, while Chang and Shinozuka (2004) attempt to develop a proposed metric that 
potentially could integrate all dimensions of community resilience, they, finally, confine their approach to 
well-known probabilistic frameworks that eventually fail to quantify resilience as a unique system’s 
property. The major difficulties for quantifying resilience, which are identified, also, in the study are the 
integration of the organizational and social aspects with the financial and technical ones both in terms of 
data quality and availability and modeling requirements; while the use of loss estimation models, which is 
attempted in the study, is helpful for the quantification of certain dimensions of resilience (i.e., technical 
and economical), new models are required to provide a metric that could adequately measure the 
resilience of a system (Chang & Shinozuka, 2004).  
Cimellaro et al. (2010), in their approach, defined resilience quantitatively as the normalized area 
underneath a function Q(t) that governs the functionality of a system. Furthermore, they defined the 
resilience properties that were proposed by Bruneau et al. (2003), by introducing the quantitative 
measures of control time, TLC, and recovery time, TRE. Then with the use of non linear loss functions and 
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recovery functions, the factors of Q(t) are quantified and resilience is derived as a dimensionless measure 
that indicates the system’s functionality over time. Cimellaro et al. (2010), attempted to overcome the 
obstacles that Chang and Shinozuka (2004) identified in the use of loss estimation models concerning the 
integration of the different dimensions of resilience; however, they achieved only an oversimplified 
approach for system recovery functions that it is further limited by assumptions that are case-dependent. 
In this way their concept though interesting, is incomplete and requires further development. The use of 
fragility curves for the loss estimation models is another feature of the proposed quantification method 
that, in fact, confines the approach to the state-of-the-art in resilience assessment. 
Murray-Tuite (2006) presented multiple metrics of certain dimensions of resilience in transportation 
networks aiming at contributing to the effort of developing a single measure of resilience. In her study, 
compared to the abovementioned ones, she identified a different set of dimensions for resilience of 
transportation networks that included: a) redundancy, b) strength, c) collaboration, d) mobility, e) 
autonomous components, f) ability to recover quickly, g) efficiency, h) adaptability, i) safety, and j) 
diversity. However, she identified, also, the insuperable difficulty in integrating measures of these 
dimensions to a single metric that could quantify resilience; therefore she confined her study to the 
measurement of only four dimensions, namely adaptability, mobility, safety, and recovery, which were 
measured by using a large set of different metrics for each dimension. Murray-Tuite (2006) concludes 
that for the case of transportation networks existing traffic assignment methods are limited in their 
capacity to measure resilience and, moreover, are case dependent; therefore, it confirms, in another field 
of application, the inability of current quantification methods to measure systems resilience.  
Leu et al. (2010), proposed a different approach for quantifying resilience in transportation networks 
by applying graph theory tools to a multi-layered network representation based on GPS data. According 
to their approach, transportation systems can be represented in three distinct, interacting layers, namely 
the physical, the service, and the cognitive that represent the physical structure, the functionality of the 
system, and the human dimension respectively. The quantification of structural deficiencies in the 
infrastructure, network connectivity inadequacies and spatial distribution of risks through the use of a set 
of measures such as degree, betweenness and clustering coefficient, topological integrity and distance 
gap, results to the quantification of resilience in transportation systems. The idea of using graph theory in 
combination with the multi-layer analysis that is feasible through GIS applications is interesting, yet 
problematic in the aspects of integrating different metrics that refer to different layers to a single 
resilience measure and quantifying the interaction of the dimensions of resilience, which are mapped in 
different layers. 
The use of graph theory for quantifying resilience has been proposed also by other researchers as well. 
Berche et al. (2009), in a very interesting approach, analyze public transportations networks (PTN) 
resilience under different attack scenarios in terms of complex network concepts. The researchers through 
the mapping of PTN in appropriate graphs and metrics for network connectivity are able to define random 
attack scenarios and important network nodes and, consequently, provide quantified estimations about the 
resilience of this network with the use of appropriate graph indicators. In fact, Berche et al. (2009), adopt 
percolation theory to analyze PTN and introduce measures from this context to resilience measurement. 
This study succeeds in providing a quantification method, which is free from the implications that are 
associated with the integration of difficult to measure and combine properties and dimensions of 
resilience. This success should be most probably attributed to the conceptually different approach adopted 
by Berche et al. (2009), compared to other approaches such as those described above. Although lattice-
dependent, the proposed method quantifies resilience in an indirect, yet unified manner, with the use of 
specific and mathematically robust measures. 
Dorbritz (2011) combined the approach of Bruneau et al. (2003), with network analysis and proposed 
a resilience quantification method that tried to introduce, also, the issues discussed by Berche et al. 
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(2009). The first step was to model topological and operational consequences of node removals in 
transportation networks. By using appropriate software he simulated and quantified those consequences, 
which then were associated to the four dimensions of resilience according to Bruneau et al. (2003). In this 
way, resilience can be measured either by the normalized area similar to the approach by Cimellaro et al. 
(2010) or by the measurement of the values: a) of the initial impact of a disturbance, b) of the minimum 
system performance, and c) of the time when the system recovers. Dorbritz (2011) attempts to apply the 
method proposed by Bruneau et al. (2003) to transportation networks that have been modeled in the 
context of resilience engineering and with the use of graph theory. While the results of modeling the 
network and quantifying several features of it are explicit, the transition to the “four dimensions” 
framework is rather vague, probably, because of an incompatibility between the two methods. 
Furthermore, the author concludes that topological analysis has deficiencies in quantifying network 
failures, especially due to the dynamic formation of the network. 
Miller-Hooks et al. (2012), quantified resilience as the maximum expected system throughput, in order 
to propose an optimum funds allocation to preparedness and recovery activities against potential system 
disturbances. A non-linear, stochastic program addressing an integer L-shaped method associated with 
Monte Carlo simulation was proposed as the quantification method. The problem is considered as a two-
stage decision problem, i.e., the pre-disaster (preparedness) and the post-disaster (recovery) stages 
wherein the decisions made maximize the system’s resilience. Since, the problem is considered non-
linear, a decomposition method is required to eliminate the nonlinearity. Therefore, the L-shaped method 
is used to decompose the problem into a dominant and a set of secondary problems, all associated with 
disaster scenarios that are generated through Monte Carlo simulation for given probability distributions 
for each scenario. The method presents several constraints, which are identified also by Miller-Hooks 
et al. (2012): a) the method is computationally unaffordable for real systems (networks), which are 
complicated and present a large number of interdependent modules (nodes); in fact it is applicable only 
for small benchmark problems, and b) the probability distributions for the Monte Carlo simulation can be 
derived from historical data, hence they present limitations in terms of accuracy and appropriateness for 
application in different contexts and, more important, they do not address the effect of preparedness 
actions to the evolution of disaster scenarios. 
Devanandham and Ramirez-Marquez (2012) proposed a metric that according to them captures the 
exact meaning of the concept of resilience, i.e. the system’s delivery capacity during and after a disruptive 
event. The basic form of the metric, which is a function over time is the ratio of the system’s recovery at a 
given time point to the loss that the system suffered at some previous point in time. The core notion is the, 
so-called, figure-of-merit (FOM) that expresses the level of the system’s performance over time and is 
represented in different ways depending on the system in hand (e.g. connectivity, reliability, etc.). The 
method requires the quantification of the system’s FOMs and estimates the system’s resilience for each 
one of them. Although simple and practical, the proposed method presents the following significant 
limitations: a) while FOM is a single metric, multiple FOMs may exist for real systems, which, however, 
are not integrated to a single value of system’s resilience, b) the multiple and/or secondary effects of 
disruptive events or recovery actions, which are common in complex systems are not modeled in the 
proposed quantification formula, c) resilience is associated only with recovery actions, while 
preparedness actions are disregarded, and d) resilience is not considered as a system’s property but rather 
as an effect of recovery actions; as the authors explicitly say ‘if a system does not suffer any loss, there is 
no scope for a recovery or to bounce back and thus there is no scope to exhibit resilience’. 
Ouyang et al. (2012), proposed an expected, time-dependent, annual resilience metric that measures 
the system’s preparedness and capacity to confront and recover from the occurrence of hazards of 
different types. The abovementioned system properties are collectively considered as the system’s 
performance; therefore the metric provides a performance curve that plotted in a two-axis graph defines 
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with time an area that expresses the system’s resilience. The metric is conceptually similar to other 
proposals, since it is based on stochastic modeling of a hazard occurrence-restoration actions-recovery 
iterative process; however, it differs in that it introduces the quantification of a system’s resilience under 
multiple hazards. The method’s weaknesses are that it focuses only on the technical dimension of 
resilience and introduces the multiple hazards effects in a non-correlated manner.  
Heaslip et al. (2010), developed a method to assess and quantify resilience using Fuzzy Inference 
Systems (FIS). Their theoretical framework to define resilience introduced two main concepts: a) the 
resilience cycle, which represents a system condition flow under a disruptive event in four phases, namely 
normalcy, breakdown, self-annealing and recovery, and b) the system performance hierarchy, a structure 
that defines and ranks performance levels according to the hierarchy schema introduced by Maslow in his 
theory for the hierarchy of human needs. The combination of these concepts in a Cartesian plane provided 
with a time-dependent curve that represents the system’s performance levels during the different phases 
of the resilience cycle. In order to generate a metric for resilience from this structure, Heaslip et al. 
(2010), developed a hierarchically structured dependency diagram of variables that can represent the 
performance hierarchy levels. Considering the fact that several of these variables could receive values in 
linguistic terms or numerical ranges, Heaslip et al. (2010), introduced a Fuzzy Inference System to 
quantify them and create a time-dependent resilience index for the system. While, the conceptual 
approach of Heaslip et al. (2010), is in the same course with previous efforts, even with the consideration 
of Maslow’s theory in the resilience context, the quantification framework is fundamentally different. 
Fuzzy theory based quantification techniques allow the modeling and assessment of interdependent 
problem variables without the need for accurate or much data, which, in many cases, are difficult to 
obtain. On the other hand, the use of more intuitive values for variables that quantify system resilience 
may have an effect on the accuracy of assessments and may complicate the decision-making process for 
decisions on preparedness and recovery actions. Furthermore, a complete FIS should include a great 
number of fuzzy rules, which is dependent on the number of the variables; the more analytic the insight 
on the system is, in terms of describing its performance levels through several variables, the more 
complicated and computationally unaffordable the FIS becomes.  
Freckleton et al. (2012), built on Heaslip et al. (2010), to propose a similar dependency diagram but 
this time directly between metrics of a system’s critical attributes. These metrics were grouped in four 
clusters, namely the individual, the community, the economic, and the recovery metric groups. The 
assessment of the system’s resilience based on the assigned values to the several metrics in the 
abovementioned clusters refers to the time phase that precedes the occurrence of the disruptive event 
(normalcy). Freckleton et al. (2012), propose a different content for the dependency diagram compared to 
Heaslip et al. (2010), since they introduce metrics that directly quantify the dimensions of resilience, 
instead of variables that quantify the system’s performance. Considering that Freckleton et al. (2012), use 
the same resilience quantification method with Heaslip et al. (2010), in terms of the mathematical 
approach, the same remarks that were made for Heaslip et al. (2010), are valid also for Freckleton et al. 
(2012). 
The presentation of resilience quantification methods could not be exhaustive in the context of this 
paper, considering only that each one of the approaches presented above was developed based on the 
review of a number of other efforts to quantify resilience. However, this review is adequate to identify the 
governing trends and conceptions in quantifying resilience and reveal strengths and weaknesses that 
render them more or less appropriate for this purpose. The last section of this paper summarizes all the 
above. A last conceptual framework that could serve for quantifying infrastructure systems resilience and 
has not drawn, this far, too much attention from the research community on the field, despite the 
important advantages it presents, is that of entropy theory. The next section presents this framework and 
discusses the potential of applying it for resilience quantification.  
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4. Entropy Theory and Resilience Quantification 
The concept of entropy, originally introduced by Rudolf Clausius in 1865 in the context of 
thermodynamics, has been widely applied in a variety of fields, including physics, chemistry, biology, 
engineering, economics, anthropology, general systems theory, urban planning, etc. (Bailey, n.d.). In all 
these applications several definitions of entropy were proposed, which, however, were based on the same 
fundamental idea, that of a concept that could provide the basis to define and measure diversity, 
complexity, flexibility, and sustainability of systems (Singh et al., 2003). This is achievable because 
entropy, in all different contexts, is considered as a measurable system property that indicates the degree 
of disorder or uncertainty or lack of information about the configuration of system modules (Singh et al., 
2003). 
Entropy can be measured statistically based on Boltzmann’s law or Shannon’s H, which, despite the 
different fields of origin, are two probabilistic approaches with similar algebraic expressions as presented 
in equations (1) and (2) (Bailey, n.d.; Shannon, 1948): 
S=klnW (1) 
where S is the entropy of the system, k is Boltzmanns’ constant, and W is the probability that the 
system will exist in a certain state among all the alternative states that could exist in. 
1
lnK i iiH p p  (2) 
where H is the entropy of the system and pi is the probability of a part out of N parts of a system to 
belong in category i out of the K possible categories. 
Entropy can be applied, also, for systems that include both living and non-living modules expanding in 
this way the fields of potential application. Bailey (1990) based on the respective advancements that were 
achieved in the context of General Systems Theory, since the mid of twentieth century, extended the 
application of entropy to social systems by introducing Social Entropy Theory (SET). In the context of 
SET the variables of population, information, spatial area, technology, organization and level of living are 
integrated though the Shannon’s H metric of entropy to a single system’s property that expresses the level 
of equilibrium the system possesses (Bailey, 1990).  
Entropy, finally, can be assessed for a system as the sum of the individual entropies of the system’s 
modules (Bushuyev & Sochnev, 1999). Singh et al. (2003), argue that since a system’s entropy is an 
extensive property, which does not obey to a conservation law, then it can be derived as the sum of 
entropies of the individual modules of the system. 
Having, briefly, described the notion of entropy and some important aspects about its application to 
systems engineering, it can be easily asserted that entropy provides a methodological framework that 
could be used for the quantification of systems resilience as well. This assertion is based on the following 
observations: 
 Resilience is a system’s property that describes the system’s capacity to confront the effects of a 
disruptive event and recover to a predefined performance/quality level. Entropy is also a system’s 
property that describes the level of a system’s disorder due to an internal or external cause. 
 Resilience integrates several dimensions varying from technical and economical to social and 
organizational aspects. Entropy is applicable to a wide range of systems from engineering and 
economics to anthropology and social ones. 
 Resilience is attempted to be quantified with a single metric that should express the total value of the 
resilience of interdependent system modules. The total entropy of a system can be assessed as the sum 
of the individual entropies of the system’s modules. 
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 Resilience is attempted to be quantified in several mathematical frameworks with the probabilistic 
being the dominant one. Entropy can be assessed statistically as well. 
The above observations clearly suggest the appropriateness of the application of entropy theory for 
quantifying systems resilience. The potential advantages and disadvantages of this approach compared to 
the application of current resilience quantification methods are discussed in the next section. 
5. Discussion - Conclusions 
The aim of this research was to provide an insight of resilience quantification methods for 
infrastructure systems, in order to identify strengths and weaknesses and propose a methodological 
framework that could respond effectively to the requirements of resilience measuring. A thorough and 
analytical review of representative methods of different approaches such as the probabilistic, the graph 
theory, and the fuzzy inference approach revealed some very important findings. 
Resilience quantification is largely dependent on concepts and approaches, which emanate from other 
well-established and well-elaborated methodological frameworks that are not consistent to the concept of 
resilience. The reason for that could be twofold: a) while the general definition of resilience could be 
considered succinct, the content of the resilience context and the dimensions it comprises vary among 
researchers and discipline fields, and b) the long use of dominant mathematical approaches, such as the 
probabilistic or the graph theory in systems engineering is difficult to be replaced by other approaches. 
However, these two facts, individually and in combination, constitute an old framework wherefrom new 
solutions are vainly required. The interpretation, for example, of resilience as the system’s reliability or 
robustness inevitably leads to the use of tools (e.g. fragility curves), which, are well-known, yet not well-
fitted to the concept they try to measure. The fact, also, that almost none of the reviewed methods 
measured directly the resilience of a system is another consequence of the same problems. Resilience 
quantification currently is performed by measuring either the system’s variation of performance in time or 
some selected system’s properties that are considered as indicators of the system’s resilience; a direct, 
straightforward measurement of the so-called system’s resilience is not achieved, mainly, because the 
notion is interpreted ad hoc and through traditional, yet not suitable metrics. 
Another critical finding is that most quantification methods are still incomplete and present a very 
narrow field of applications. Indeed there are very few methods that claim to provide a measurement of 
the actual concept of resilience; in most of the cases the incompleteness of the methods is identified by 
the developers themselves. The main reason for that may be the undoubted difficulty of integrating very 
different aspects, such as technical and organizational, in a single metric that could measure resilience. 
This integration is attempted either by selecting measures (e.g. performance) that allegedly comprise 
inherently those aspects or by trying to measure simultaneously those aspects by appropriate metrics and 
provide a set of values that represents the system’s state at a given point in time. However, in both cases it 
is not resilience that is measured but other properties, which are not treated in an integrative manner. 
Furthermore, many of the developed methods are case-dependent or domain-dependent and, therefore, are 
very limited in terms of application. 
A theoretical framework that could overcome many of the weaknesses that current resilience 
quantification methods present is that of entropy theory. Entropy is a system’s property that may be 
considered as synonymous to resilience, since they both describe the system’s disorder at a given point in 
time; while in the context of entropy this measurement is used for indicating the system’s condition, in 
the context of resilience the same measurement can be easily used to identify the system’s potential to 
recover to a desired system’s condition. Entropy though multifaceted is directly and explicitly measurable 
in a single metric. Moreover, it has been applied in those disciplines that are also connected to the concept 
of resilience (e.g. social sciences, environmental sciences, etc.) and, therefore, there are developed 
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entropy metrics that could be applied in a unified context to measure a multifaceted notion such as 
resilience. A final advantage of using entropy for quantifying resilience is that it can be measured both 
statistically and dynamically through well-established mathematical contexts that can provide to the 
researchers both the required security and convenience with regard to the adopted theoretical approaches, 
as well as, the field to develop new methods that will effectively correspond to resilience engineering 
requirements. The development of such methods will enhance the ability to represent systems’ conditions 
in an effective and comprehensive manner and it will provide the ability to decision makers to assess 
systems’ performance, in economic and social terms, and, also, determine systems’ modules, which are of 
prior significance for the sustainability of the systems; the latter would allow for timely and effective 
interventions to the systems structure and operations aiming at the increase of their resilience. 
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