This paper provides some new a priori choice strategy for regularization parameters in order to obtain convergence rates in Tikhonov regularization for solving ill-posed problems Af 0 = g 0 , f 0 ∈ X, g 0 ∈ Y , with a linear operator A mapping in Hilbert spaces X and Y. Our choice requires only that the range of the adjoint operator A * includes a member of some variable Hilbert scale and is, in principle, applicable in the case of general f 0 without source conditions imposed otherwise in the existing papers. For testing our strategies, we apply them to the determination of a wave source, to the Abel integral equation, to a backward heat equation and to the determination of initial temperature by boundary observation.
Introduction
Let X and Y be infinite-dimensional separable Hilbert spaces over R. We consider a bounded injective linear operator A from X to Y and we will discuss the operator equation
(1.1)
We are mainly concerned with the case of a non-closed range R(A) = R(A), and so A −1 : R(A) ⊂ Y → X is not continuous with respect to the norms in X and Y, which describes a general linear ill-posed problem. Then equation (1.1) is unstable and the stable approximate solution of the uniquely determined solution f 0 ∈ X of (1.1) for the exact righthand side g 0 ∈ R(A) requires some regularization technique whenever noisy data g δ ∈ Y with known noise level δ > 0 satisfying the estimate g 0 − g δ Y δ, (1.2) are available instead of g 0 . We discuss the classical Tikhonov regularization
over f ∈ X, (1.3) where α > 0 denotes the regularization parameter and
is the uniquely determined minimizer of (1.3), which is called a regularized solution. In particular, we are concerned with an a priori choice strategy of α realizing an optimal (or quasi-optimal) rate of the convergence lim δ→0 f α,δ = f 0 in the norm of X. There are many articles concerning a priori assumptions on the exact solution f 0 to be reconstructed, which guarantee such a convergence rate: as monographs, see for example, Baumeister [3] , Colton and Kress [5] , Engl, Hanke and Neubauer [6] , Groetsch [9] , Hofmann [11] , Kirsch [16] , Tikhonov and Arsenin [26] , Tikhonov, Goncharsky, Stepanov and Yagola [27] , Vasin and Ageev [28] , and moreover we can refer to Hegland [10] , Hohage [15] , Mair [17] , Mathé and Pereverzev [18, 19] , Neubauer [21, 22] , Tautenhahn [25] as related papers, for instance.
In the majority of books and papers mentioned above, the authors require so-called source conditions in a more or less generalized form which assume that f 0 either belongs to one of the ranges of A * or a fractional power (A * A) γ or belongs to the range of an increasing nonnegative index function ρ applied to the operator A * A. For practical inverse problems for partial differential equations, in general, it is very difficult to characterize such range spaces. Moreover, even though we can characterize R(A * ), R((A * A) γ ) or R(ρ(A * A)), if f 0 is not in those ranges, then the existing strategies do not give any information on convergence rates. Although there are works on adaptation of source conditions (e.g., section 6 in [18] ), the existing a priori choice strategies do not work for actual inverse problems such as the following example.
Example 1 (inverse wave source problem). Let ⊂ R
r be a bounded domain whose boundary ∂ is of C 2 5) where λ ∈ C 1 [0, ∞) is a given function and we assume that λ(0) = 0. Then our inverse wave source problem is the determination of f ∈ L 2 ( ) from the boundary observation
-class. Let u(f ) = u(f )(x, t) ∈ C [0, T ]; H
. This inverse problem is discussed, for example, in Yamamoto [29] .
, and let us define an operator
Then A is injective whenever T > 1 2 sup x,x ∈ |x − x | [29] . Let us discuss the Tikhonov regularization for this inverse problem:
We can prove (e.g., [29] ) that there exists a unique minimizer f α,δ for a given α > 0 and that
Here and henceforth α ∼ δ means that α = O(δ) and δ = O(α).
In this example, we can incidentally give a sufficiently large subset of R(A * ), namely H 1 0 ( ), but it is extremely difficult to do so for R((A * A) γ ), because A is not explicitly described and, for example, the spectral properties of A * A are quite complicated in order to characterize R((A * A) γ ). Furthermore, we have had no information of the convergence rates in the case of f 0 ∈ H 1 0 ( ), which must be considered if we have to reconstruct a characteristic
The purpose of this paper is to give an a priori choice strategy for α under more applicable a priori information of the exact solution f 0 which is preferably described by means of conventional function spaces, so that we can apply it, for example, to the reconstruction of f 0 = χ D .
Remark 1.
Let us consider a different regularization where we choose a regularizing term with stronger norm than in X:
where the embedding Z ⊂ X is continuous (usually compact). If we have a conditional stability estimate f X ω( Af Y ) for any f in a bounded subset of Z, where ω = ω(s) > 0 is a continuous monotone increasing function such that ω(0) = 0, then Cheng and Yamamoto [4] give an a priori choice strategy for α. As for other a priori strategy based on conditional stability, see section 3 of chapter 6 in Baumeister [3] for example. In our strategy (1.3), we take a regularizing term α f 2 X with the same norm as in X, and we do not require any conditional stability with rate function ω.
Main result
Henceforth, · X and (·, ·) X denote the norm and the scalar product in a Hilbert space X, and D(L) is the domain of an operator L.
We set I = {ρ : [0, ∞) −→ R; ρ is continuous and increasing and ρ(0) = 0} and make use of variable Hilbert scales {X ρ (G)} ρ∈I as introduced by Hegland [10] (see also [18] ) which are generated by an injective compact positive self-adjoint linear operator G in X with an orthonormal basis {ϕ j } j ∈N of its eigenvectors and ordered positive eigenvalues
We consider ρ ∈ I as an index function. Then the Hilbert space X ρ (G), ρ ∈ I, is the completion of
Note that we can also write X ρ (G) = R(ρ(G)). Namely, the Hilbert space X ρ (G) contains just those elements of X which belong to the range of the operator ρ(G) defined by
Standing assumption. Throughout this paper we assume there exist ρ 1 , ρ 2 ∈ I such that
is strictly monotone decreasing in 0 < t t 1 ,
= ∞, and there exists a constant C 1 1 such that
In the context of (2.3) we denote by
, where
Moreover, we set
Let us remark that the Hilbert spaces X ρ 1 (G) and X ρ 2 (G) generated by G can be taken rather independently of the forward operator A of equation (1.1) or its spectral properties. In the case where A is compact, for the singular system of A and the eigensystem of G, we require a loose relation (2.1) which is merely an algebraic inclusion. The verification of (2.1) should be done according to a concrete ill-posed problem under consideration. Now we are ready to state. 
and we assume that, for a given δ > 0, at R = R(δ) and α = α(δ), a function in R and α gains the minimum:
. Moreover, we assume that α(δ) > 0, and
If our choice guarantees lim δ→0 0 (δ) = 0, then the conclusion gives a convergence rate of f α,δ to f 0 as δ −→ 0.
Although the choices of ρ 1 and ρ 2 are possible only by detailed study of the original ill-posed problem and such studies are not trivial for concrete ill-posed problems, our main theorem can give a flexible strategy for given a priori information on f 0 :
(1) Find an operator G and ρ 2 ∈ I such that (2.2) is satisfied. (2) Next find ρ 1 ∈ I such that (2.1) and (2.3) are satisfied.
In the case where f 0 is assumed to be in a Sobolev space (that is, we assume some finite smoothness a priori information), in the step (1), we can usually take the inverse operator to − with a suitable boundary condition and ρ 2 (t) = t or t µ with µ > 0 (see theorem 2 and examples 3 and 4 in section 5). Then the choice of ρ 1 in step (2) is an essential and difficult part where we need detailed analysis for (1.1). On the other hand, in the existing papers (e.g., [15, 18] ), we should first pose that f 0 satisfies a condition called a source condition, and it is frequently difficult to adapt when f 0 is given in an arbitrary a priori bounded set. From a strategic viewpoint, we need no such adaptation for f 0 , but the choice of ρ 1 can be done after the choice of ρ 2 for any given f 0 . In contrast, in the existing strategies, the main issue is to first find the adaptation of a source condition for f 0 and after suitable adaptation, the derivation of a concrete convergence rate is automatic. In sections 4 and 5, we will explain the choices of ρ 1 and ρ 2 in four ill-posed problems.
The assertion of theorem 1 is essentially based on lemma 1 which was presented by Baumeister in [3] as theorem 6.8 on pp 97-98. We set
where we recall that Af 0 = g 0 . In other words, f α is the regularized solution for the exact data g 0 . Then, we can formulate the key lemma:
Then,
for all α > 0 and R > 0.
For completeness we will repeat the proof of lemma 1 in the appendix. Some more discussion concerning the distance function d R is presented in [12] .
Proof of theorem 1
First step. First we will estimate d 
Proof of lemma 2. By assumption (2.1), we have
.
In contrast to the closure {·} with respect to the norm in X used in formula (3.1) we denote by {·} X ρ 1 (G) the closure with respect to the norm in X ρ 1 (G). Then by means of Baire's category theorem (e.g., [30] ), there exist w 0 ∈ X ρ 1 (G), ε 0 > 0 and n 0 ∈ N such that
Here since lim n→∞ σ n = 0 and ρ 1 is increasing, we note that To complete the proof of lemma 2, we set
Thus the proof of lemma 2 is complete.
Second step. In this step, we estimate from above the error f 0 − f α X . Since f 0 = 0 implies g 0 = 0, f α = 0 and f 0 − f α X = 0, we can assume here that f 0 = 0. We will separately discuss the two cases:
Case 1. We will estimate from above
Let t ∈ (0, t 1 ) be arbitrarily given. Then, we can determine N ∈ N such that σ N+1 t < σ N < t 1 . We set w = N n=1 (f 0 , ϕ n )ϕ n , where (·, ·) denotes the scalar product in X. Then, by (2.3), we have
Therefore, since ρ 2 is increasing, we obtain
that is,
is decreasing and ρ 2 is increasing in (0, t 1 ], we have
by (3.4) we have
By means of
Hence lemma 2 yields
Thus, by estimate (2.6) of lemma 1, we obtain in this case
Third step. In this step, we will complete the proof of theorem 1. We have f α,δ = (A * A + αI ) −1 A * g δ and by the spectral theory (A
for all λ 0 and α > 0 (cf, e.g., formula (2.48) on p 45 in Engl et al [6] or, for compact A, theorem 4.13 in Colton and Kress [5] ). From (3.5) and (3.6), we then obtain for δ > 0, α > 0 and R R 1
and
3 , 1 . This estimate ensures the assertion of theorem 1 and completes the proof.
In the following sections we will discuss some consequences of theorem 1 with specific choices of ρ 1 and ρ 2 and compare them with the former results in the regularization theory.
Hölder-type index functions
In this section, we consider the case where the index functions in formulae (2.1) and (2.2) of the standing assumption are of the form 
If we denote by f α,δ the Tikhonov-regularized solution (1.4) , then for the a priori regularization parameter choice
with some constant c 0 > 0 we obtain the convergence rate
Proof. Note that (4.2) coincides with (2.1)-(2.2) in the standing assumption. Now we distinguish case 1 with µ < ν, where theorem 2 is a corollary of theorem 1, and case 2 with µ = ν, where the result is well known (see, e.g., corollary 3.1.3 in Groetsch [9] ).
Case 1 (µ < ν).
In this case, the index functions (4.1) satisfy conditions (2.3) with C 1 = 1, since
is strictly monotone decreasing with lim t→0 t µ−ν = ∞. Then, inequality (2.4) attains the form
By equating the first and the second terms in the sum of the right-hand side of formula (4.5), we obtain R = α µ−ν 2ν . This ansatz for R = R(α) need not be optimal, but implies the error estimate
and with a priori choice (4.3) for α = α(δ), we can obtain convergence rate (4.4).
Case 2 (µ = ν).
Here lemma 1 directly applies with d R ≡ 0 for all R > 0. This yields f α − f 0 X √ αR and (4.4) whenever α is chosen by (4.3).
Remark 2.
We should note that theorem 2 can be proven alternatively based on the conclusion
which is, for 0 < µ ν, an immediate consequence of the Heinz-Kato inequality (see, e.g., the corollary of theorem 2.3.3 on p 45 in Tanabe [24] or proposition 8.21 in Engl et al [6] ) taking into account that, for s > 0, the range R(G s ) of the injective compact operator G s and the domain D(G −s ) coincide. Namely, under assumption (4.2) we obtain from (4.6) a source condition
with γ = µ 2ν.
As is well known (see, e.g., corollary 3.1.1 in Groetsch [9] ), condition (4.7) provides for any 0 < γ 1 an error estimate f α − f 0 X Cα γ of Tikhonov regularization with a constant C depending on γ . Similarly, by (3.8), this implies (4.4) if α is chosen according to (4.3). Now, we return to the inverse wave source problem in ⊂ R 2 introduced in example 1 in section 1 and consider (1.5) under the assumption that
Let us recall that we define the linear operator A :
Then the fractional power L s , s > 0, is defined (e.g., [24] ), and (e.g., [7] ). Since theorem 3 in Yamamoto [29] shows that
2) holds here with ν = 
. Thus, our strategy applies to the reconstruction of a source term concentrating in D.
The choice α = c 0 δ 2 1+2µ , with 0 < µ < 1 4 , yields
Another approach (see [20] ) also yielding convergence rate (4.4) for the Tikhonov regularization with f 0 ∈ R(G µ ) and a priori choice (4.3) of the regularization parameter is based on a given degree of ill-posedness ν > 0 for the operator A determined by estimates of the form
ν f X and a fixed constant C > 0. Taking the dual, we see that (4.8) implies R(G ν ) ⊂ R(A * ) such that theorem 2 is applicable for 0 < µ ν. Example 2 below presents such a situation. However, we should note that requirement (4.8) because of the right inequality can be essentially stronger than the purely algebraic inclusion
and let us consider a linear Abel integral operator
Here (ν) is the gamma function, and K = K(t, ξ ) is assumed to satisfy the conditions:
We introduce a Hilbert scale (see [8] )
(4.9)
Then, for our example, we can prove (see theorem 1 in [8] ) an inequality chain of form (4.8) and by taking the dual, theorem 2 is applicable.
Remark 3.
In the context of formula (4.8) for X = L 2 (0, 1) and elements X s (G) as (4.9), Hilbert scales occur if the operator G corresponds with fractional powers J β , β > 0 of the operator (Jf )(t) = t 0 f (ξ) dξ, 0 t 1 (see, e.g., [8] or [14] ). These scales are appropriate for compact integral operators A. In such a case, the exponent µ > 0 in theorem 2 expresses the smoothness of f 0 measured by using a Sobolev scale. On the other hand, a study on non-compact multiplication operators A in section 4 of Hofmann and Fleischer [13] shows that convergence rates of Tikhonov regularization only depend on the smoothing properties of A whenever f 0 ∈ L ∞ (0, 1). For that situation, theorem 2 does not apply.
Strictly convex index function and logarithmic convergence rates
In this section, we consider the case where the index functions in formulae (2.1) and (2.2) of the standing assumption are of the form
, ρ 1 is strictly increasing and is strictly convex in 0 t t 1 σ 1 ,
Then, we have
and (ρ 1 − tρ 1 ) = −tρ 1 < 0 in 0 < t t 1 . Hence
3) is also satisfied. Note that as a consequence of (5.1), the inverse function ρ This case is in particular of interest if A is infinitely smoothing in the sense of [17] , i.e., for severely ill-posed problems (1.1), where the requirements for conventional source conditions f 0 ∈ R((A * A) γ ) for some 0 < γ < 1 are rather hard to satisfy (see also [15] ). Then we can formulate
Theorem 3. Let us hold
By f α,δ we denote the Tikhonov-regularized solution (1.4) , and we set
Then for the a priori regularization parameter choice
with some constant c 1 > 0, we obtain the convergence rate
Proof. This theorem is derived from theorem 1. We equate both terms in the right-hand side of formula (3.7) and have an equation
For this choice, according to (2.4) we can write
We note that (t) and ρ t) ) are strictly increasing index functions. Then the parameter choice (5.5) is well defined for sufficiently small δ > 0 and we easily derive the convergence rate
from formula (5.7). This, however, immediately implies the convergence rate (5.6) to be proven. Namely, we have ρ 
and we easily see that the function
is decreasing for sufficiently small t. Hence the proof of theorem 3 is complete.
It should be mentioned that a convergence rate of form (5.6) is order optimal and is valid (see, e.g., the remarks in Mathé and Pereverzev [19, p 1265] ) if a general source condition
with the concave index function ρ 0 (t) = ρ
The interplay between this fact and theorem 3 would be completely evident if we could prove the implication
for every strictly convex index function ρ 1 . This would be an essential generalization of the Heinz-Kato inequality, and to our best knowledge, (5.10) is an open problem for general index functions ρ 1 .
Example 3 (backward heat equation)
. Let ⊂ R r be a bounded domain whose boundary ∂ is of C 2 -class. We consider
(5.11)
Let T > 0 be arbitrarily fixed and let us discuss the determination of an initial value f 0 (x), x ∈ , by u(x, T ), x ∈ . This is a classical severely ill-posed problem and there are many papers on its analysis and regularization (for example, Ames and Straughan [2] , Baumeister [3, chapter 11] ). Let X = L 2 ( ) be a usual real L 2 -space, and let (·, ·) and · denote the scalar product and the norm in X, respectively. Let us number the eigenvalues of − with the homogeneous Dirichlet boundary condition repeatedly according to their multiplicities:
Let {ϕ n } n∈N be corresponding eigenfunctions such that (ϕ n , ϕ n ) = 1. Then, it is known that {ϕ n } n∈N is an orthonormal basis in X. Moreover, we can represent the solution to (5.11) by
Therefore, our operator A : X −→ X is defined by
Then by theorem 1 we will derive an a priori choice strategy of regularizing parameters in reconstructing f 0 under an a priori condition
We choose G as the inverse of the operator − with the homogeneous Dirichlet boundary condition and set
(5.14)
Then ρ 1 and ρ 2 satisfy conditions (2.3) and (5.1) with
. Moreover, we can easily see that
Note that σ n = 1 λ n , n ∈ N, are all the eigenvalues of G, and the norm f H
First, we will apply theorem 3. Equation (5.5) is equivalent to 16) and so under choice (5.16) of α, we have
by theorem 3. Since (5.16) is not solved in α explicitly, we will consider a quasi-minimum of defined by (2.4). As in the proof of theorem 3 we set
. Without loss of generality, we may assume that α > 0 is small, so that R R 1 . Then,
Let us determine α in the form of
Consequently, we can state one a priori strategy for α:
If α is chosen according to (5.17) for the noise level δ, then
This proposition realizes the convergence shown in the existing papers by means of the source condition (e.g., theorem 5 and proposition 14 in [15] ). In the case where f 0 ∈ H µ 0 ( ) with some µ > 0, we can similarly argue and establish the same convergence rate with the same choice of α. We can expect only the conditional stability of logarithmic type, even if f 0 is a priori assumed to be in a Sobolev space of higher order. Thus, this convergence rate of regularized solutions is acceptable and extremely difficult to be improved for general f 0 ∈ H µ 0 ( ). Moreover, the exponent κ ∈ (0, 2) in the choice of α for the noise level δ does not influence the convergence rate. Here we consider a simple heat equation only for convenience, but our treatment is the same for a general backward parabolic equation with variable coefficients, and for our strategy, we need not know exact values of the eigenvalues λ n (cf section 4 of chapter 11 in Baumeister [3] ).
We note that the parameter choice (5.17) in proposition 1 is completely different from choice (5.5) in more general theorem 3. More precisely, (5.17) oversmooths with respect to (5.5) under assumptions (5.1) and (5.2). On the other hand, choice (5.17) has the advantage that it does not depend on ρ 1 . From our standing assumption, (5.1) and (5.2), we derive
with a priori choice (5.17) of α, formula (5.7) and an inequality 20) which is valid for all ξ > 0 and sufficiently small t > 0 and follows directly from assumption (5.2). Moreover, from (5.19) and (5.20) we obtain the order optimal convergence rate (5.6) also for the a priori choice (5.17). It is well known as an intrinsic advantage of the method of Tikhonov regularization that the a priori parameter choice (5.17) yields order optimal convergence rates for logarithmic source conditions with index functions ρ 0 (t) = (log(1/t)) −η in (5.9) uniformly for all η > 0 (e.g., [18, p 802] and for the special case κ = 1 [15, 17] ). More generally, order optimal convergence rates based on (5.9) and (5.17) occur if the twice differentiable and concave index function ρ 0 satisfies limit conditions lim t→0 ρ 0 (t) t ζ = ∞ for all ζ > 0. Such requirements are just fulfilled whenever ρ 0 (t) = ρ Example 4 (determination of initial temperature by boundary observation). Let ⊂ R r be a bounded domain whose boundary ∂ is of C 2 -class. We consider (5.11). Here ν = ν(x) denotes the unit outward normal vector to ∂ at x and we set ∂u ∂ν = ∇u · ν. We discuss the determination of f 0 (x), x ∈ by boundary observation Then our problem is described by (1.1). By using the operator theory [7, 24] and the trace theorem [1] , we can see that A : X −→ Y is bounded. Now, we will determine A * . We introduce    ∂ t v(x, t) = − v(x, t), x ∈ , 0 < t < T , v(x, t) = g(x, t), x ∈ ∂ , 0 < t < T , u(x, T ) = 0, x ∈ . 
