Correlated mutation analysis (CMA) is a sequence-based approach for ab initio protein contact map prediction. The basis of this approach is the observed correlation between mutations in interacting amino acid residues. These correlations are often estimated by either calculating the Pearson's correlation coefficient (PCC) or the mutual information (MI) between columns in a multiple sequence alignment (MSA) of the protein of interest and its homologs. A major challenge of CMA is to filter out the background noise originating from phylogenetic relatedness between sequences included in the MSA. Recently, a procedure to reduce this background noise was demonstrated to improve an MI-based predictor. Herein, we tested whether a similar approach can also improve the performance of the classical PCC-based method. Indeed, performance improvements were achieved for all four major SCOP classes. Furthermore, the results reveal that the improved PCC-based method is superior to MI-based methods for proteins having MSAs of up to 100 sequences.
Introduction
Ab initio contact map (residue-residue interactions) prediction in proteins is a challenging problem in computational structural biology. Its major aim is to assist in 3D structure prediction (Olmea et al., 1999; Ortiz et al., 1999; Latek and Kolinski, 2008; Miller and Eisenberg, 2008) . Contact map representation is also useful for the identification of structural motifs (Zaki, 2003) and for quantification of structural alignment (Holm and Sander, 1993) . Recently, prediction of intramolecular helixhelix interactions, which was based on predicted contact maps, enabled the design of biologically active peptides that hold therapeutic promise in cancer and inflammation . One of the suggested methods for the ab initio prediction of such physiologically relevant residue-residue interactions in proteins is correlated mutation analysis (CMA; Gobel et al., 1994) , in which pairs of positions are scored for their tendency to coevolve. CMA is based on the hypothesis that structural or functional dependencies between amino acid residues may result in a selective pressure in favor of a mutation at one position in order to compensate for a mutation in another. Such cases are often referred to as the phenomenon of coevolving residues. Indeed, a statistical analysis by Lahn and colleagues revealed that interacting residues tend to coevolve (Choi et al., 2005) and CMA has become one of the most studied methods for sequence-based structure prediction Wollenberg and Atchley, 2000; Kass and Horovitz, 2002; Dekker et al., 2004; Fleishman et al., 2004; Martin et al., 2005; Noivirt et al., 2005; Vicatos et al., 2005; Kundrotas and Alexov, 2006; Perez-Jimenez et al., 2006; Dutheil and Galtier, 2007; Frenkel-Morgenstern et al., 2007; Fuchs et al., 2007; Shackelford and Karplus, 2007; Horner et al., 2008; Ashkenazy et al., 2009) . In 1994, Moult et al. (1995 Moult et al. ( , 2009 ) initiated the critical assessment of techniques for protein structure prediction (CASP) experiments, whose aim is to compare objectively the performances of structure prediction methods on proteins whose structure is not yet publically available. Remarkably, the introduction of a special category for contact prediction in the CASP3 experiment facilitated the development of contact map prediction methods (Ezkurdia et al., 2009) . Notably, several machine-learning-based tools were developed, outperforming the classical CMA methods (Fariselli et al., 2001; Baldi, 2005, 2007; Punta and Rost, 2005; Shackelford and Karplus, 2007; Miller and Eisenberg, 2008; Tegge et al., 2009) . In most of these tools, CMA measures are crucial features. Therefore, it is important to improve the classical CMA methods, as their integration in machine-learning-based tools is expected to further enhance performance.
CMA is based on data derived from a multiple sequence alignment (MSA) of a protein and its homologs. The calculation can be roughly divided into two main, and perhaps intuitive, approaches-using either the Pearson's correlation coefficient (PCC; Gobel et al., 1994; Neher, 1994; Pazos et al., 1997; Pollock and Taylor, 1997; Fodor and Aldrich, 2004) or mutual information (MI; Clarke, 1995; Atchley et al., 2000; Tillier and Lui, 2003; Gloor et al., 2005; Martin et al., 2005) . The pioneering PCC-based method developed by Valencia and colleagues (Gobel et al., 1994; Pazos et al., 1997) is probably the most well known and effective way to analyze correlated mutations. Briefly, the method constructs an exchange matrix for each position in an MSA and calculates the PCC between the matrices of each two positions [Eq. (1)]. The exchange matrix dimensions are equal to the depth of the MSA, and each matrix element is a measure of the similarity between the corresponding amino acids (McLachlan, 1971) in the two homologs. Practically, as the PCC is a measure of the tendency of two positions to coevolve (mutate together), the higher the PCC, the higher is the probability that the residues at those positions interact. An alternative approach, MI, has originated from information theory (Clarke, 1995 Halperin et al., 2006; Dunn et al., 2008) .
Nevertheless, CMA methods suffer from low signalto-noise ratio. Although the low signal is often due to insufficient data, the high noise may originate from several major sources including relatedness between sequences and finite data size. It is conceivable that the surprisingly high frequency of compensatory mutations, which is governed by the need to stabilize the protein (DePristo et al., 2005) , enhances this finite size bias. Furthermore, some of the 'noise' (allegedly false-positive predictions) might originate from residues that are coupled energetically even when they are distant in the 3D space. For example, distant residues may be constrained together to achieve 'negative design' by avoiding interactions that can support competing structures, as exemplified recently by a lattice model (Noivirt-Brik et al., 2009 ). In addition, although the function, interactability (Boehr et al., 2006; Boehr and Wright, 2008; Lange et al., 2008) , and evolvability (Tokuriki and Tawfik, 2009 ) of proteins depend on the existence of an ensemble of conformations which may differ in their intramolecular contacts, contact prediction evaluation typically considers only the single dominant structure, which is only a snapshot of this conformational space. Still, the major source of real noise is probably caused by evolutionary relatedness between sequences in an MSA, and this study focuses on this phylogenetic bias.
Several procedures were suggested in an attempt to reduce the phylogenetic bias that may compromise CMA Dimmic et al., 2005; Dutheil et al., 2005; Gloor et al., 2005; Noivirt et al., 2005; Vicatos et al., 2005; Kundrotas and Alexov, 2006; Dunn et al., 2008) . Although most of these procedures are computationally intensive, Gloor and colleagues have recently suggested a simple estimate of the background noise (Dunn et al., 2008) . Subtracting this estimated background noise from the MI-based method resulted in a higher performance than that of the original MI-based method and that of the classical PCC-based method (Dunn et al., 2008) . Herein, we apply and evaluated this noise reduction scheme on the classical PCC-based method, finding that at least for proteins having MSA of up to 100 sequences, the improved PCC-based method constitutes the new state-of-the-art CMA method.
Methods

Data preparation
Protein structures were obtained from the PDB (Berman et al., 2000) . PDB chains were culled using the PISCES server Dunbrack, 2003, 2005) with the following criteria: (a) X-ray-derived structures only; (b) having resolution of 2 Å or better, (c) R-factor cut-off of 0.25, (d) having at least 100 amino acids and (e) not sharing more than 25% sequence identity with the other PDB chains. The SwissProt (Boeckmann et al., 2003) reference sequences of each of these PDB chains were detected using Blastp (Altschul et al., 1997) . Only proteins where the PDB sequence shares at least 90% sequence identity (of at least 100 residues) with the first Blastp hit in SwissProt were considered.
Constructing MSAs
Homologous sequences for MSA were selected using the 0.5 orthologs þ paralogs procedure as suggested in our previous work (Ashkenazy et al., 2009) . Briefly, PSI-Blast of the protein of interest against the GenBank nr database was performed to collect homologous sequences. MSAs were built using the MAFFT program (Version 6.24; Katoh et al., 2002 Katoh et al., , 2005 Katoh and Toh, 2008) using the L-INS-I procedure. Only proteins with an MSA of at least 20 sequences were considered. This resulted in 127 proteins belonging to the a þ b SCOP class, 228 proteins belonging to the a/b proteins SCOP class, 92 proteins belonging to the all a proteins SCOP class and 85 proteins belonging to the all b proteins SCOP class.
CMA methods
For the PCC-based method, the correlated mutations for each protein were calculated using the program that was generously provided by F. Pazos (Gobel et al., 1994) . For the MI-based analysis, we have implemented the method suggested by Martin et al. (2005) such that it does not ignore positions where one of the sequences contains a gap. In our implementation, the MI is calculated based on all sequences that do not contain a gap in both positions. This step increases the number of predictions, especially when remote homologs are included in the MSA. Both PCC and MI algorithms ignore MSA positions having more than 10% gaps and fully conserved positions.
Performance evaluation
The CSU program was used to determine the interacting residues based on a detailed analysis of inter-atomic contacts and interface complementarity (Sobolev et al., 1999) . We follow CASP assessors and sort the predictions according to their scores (whether MI-APC, PCC, or the improved PCC methods) and calculate the precision [Precision ¼ TP/(TP þ FP)] of the top L best scores (where L is the protein length).
To compare between pairs of methods (as done in Figs 1  and 2) , the difference in the numbers of proteins for which each of the methods achieved better precision was compared with the null hypothesis value of zero, corresponding to an equal probability of each of the methods to outperform the other. This difference was standardized to a Z-score, using the total number of proteins, and the corresponding P-value was computed using the standard normal distribution.
In Supplementary Tables S1 and S2 (Supplementary data are available at PEDS online), paired one-tailed statistical tests were used to estimate whether the differences between the tested methods are significant. When normal distribution could be assumed, Student's t-test was used. Otherwise, Wilcoxon -Mann -Whitney test was used.
Performance was evaluated separately for each of the four major classes of SCOP (release 1.73) (Andreeva et al., 2008) .
Results and discussion
Estimating the background signal in PCC-based methods As was suggested by Valencia and colleagues (Gobel et al., 1994) , the correlation coefficient (r) between any pairs of positions (i,j) in a protein is calculated as follows:
where N is the number of sequences in the MSA, k and l are the indices of sequences in the MSA, S i is an exchange matrix for position i and S i (k,l) is its (k,l)th element and S i and s i are the average and standard deviation of the elements of the exchange matrix, respectively. Gloor and colleagues (Dunn et al., 2008) estimated the background signal for MI-based methods in two ways, the average product correction (APC) and the average sum correction (ASC), defined as (1)] calculated for a given pair of residues results in two new scores: PCC-APC and PCC-ASC. Next, we tested whether these new scores provide a better prediction of interacting amino acid residues compared with the original PCC and the original and improved MI.
Background signal correction of the PCC-based method improves performance
The performance of CMA may vary for different structural folds. Thus, we used the classification made by SCOP, which is largely a manual classification of protein structural domains based on similarities of their amino acid sequences and 3D structures (Andreeva et al., 2008) . We focused on the four major classes, namely: (i) all a, (ii) all b, (iii) a þ b and (iv) a/b. Following CASP assessors, we considered performance per protein as the precision of top scores proportionally to the protein length (Izarzugaza et al., 2007) . As the Reducing phylogenetic bias in CMA signal-to-noise ratio in CMA is low, the main application of contact prediction is to be used as geometrical constraints for 3D structure prediction (Latek and Kolinski, 2008; Miller and Eisenberg, 2008; Vassura et al., 2008) , so it is widely accepted in the field to evaluate performance as precision of the best scores. Considering only the best scores for performance evaluation also solves a potential bias caused by different protein lengths, whereas the number of interactions is in linear relationship with the protein length and the number of possible interactions is in quadratic relationship. This may bias performance evaluation in favor of short proteins.
To evaluate the performance of the contact prediction achieved for each protein, the predictions were sorted according to their scores. Precision was calculated for each protein based on the top L scores (where L is the protein length), according to
where TP are the predicted contacts that exist in the experimental solved structure used for the evaluation and FP are predicted contacts that do not appear in that structure.
The precisions achieved for each protein by the classical method of Valencia and colleagues (PCC) were compared with 'PCC-APC' (Fig. 1) and 'PCC-ASC' (Fig. 2) . Both comparisons reveal that reducing the estimated background signal, in either way, results in a better contact prediction. To test whether these improvements are significant, we performed paired one-tailed statistical tests between the different methods (Supplementary Table S1 , Supplementary data are available at PEDS online). The results are consistent with those presented in Figs 1 and 2 and reveal that for all major SCOP classes, the improvement achieved by both APC PCC and ASC PCC noise reduction procedures are statistically significant when deep MSAs are available.
Interactions between amino acid residues separated by more than 24 residues on the primary sequence are out of the reach of secondary structure prediction. As most of our top prediction belong to this '.24 group', we followed CASP assessors and analyzed their performance separately (Supplementary Table S2 , Supplementary data are available at PEDS online). The conclusions are similar to those obtained when using all contacts, namely both PCC-APC and PCC-ASC perform significantly better than the classical PCC method.
The fact that our implementations of both APC and ASC for PCC-based CMA methods improve performance further emphasizes the generality and correctness of these background estimation as suggested by Gloor and colleagues (Dunn et al., 2008) .
PCC-ASC is the best PCC-based method
To determine which of the suggested methods performs best, all methods were ranked according to the precision of their top L predictions (L ¼ protein length). Figure 3 shows the number of times each method got the different rank. The figure reveals that both PCC-APC and PCC-ASC perform better than the classical PCC. Generally, the differences between the performances of PCC-APC and PCC-ASC are insignificant. This was observed both by observing the number of proteins for which PCC-ASC or PCC-APC was ranked as the best method (Fig. 3) and by estimating the statistical difference between the top L precisions achieved by PCC-ASC and PCC-APC (Supplementary Tables S1 and S2 , Supplementary data are available at PEDS online). However, Fig. 3 also reveals that PCC-ASC was ranked as the worst method fewer times than any of the other methods, and therefore we consider it as the preferred method. Yet, the two other methods, PCC-APC and the classical PCC, achieved higher precision for certain proteins. This happens more often when less than 100 sequences are available for constructing an MSA, a typical case in nowadays' contact prediction. Thus, we suggest that developers of machinelearning-based methods should consider all these measures of CMA.
PCC-ASC is the best CMA method
The results of Gloor and colleagues indicate that MI-APC outperforms other basic CMA methods, including the classical PCC-based method (Dunn et al., 2008) . Herein, we directly compared our MI-APC with our PCC-ASC (Table I) .
As the relationship between the performance of various CMA methods and MSA depth has been shown before Martin et al., 2005; Ashkenazy et al., 2009) , the comparison was performed separately for poor and deep MSAs. In addition, separate comparisons were performed for the four major SCOP classes. Table I reveals that for MSAs comprising of only 20 -100 sequences, PCC-ASC outperforms the MI-PCC method, regardless of the SCOP class. CMA is highly influenced by the number of homologous sequences included in the MSA. This is especially true for MI-based methods when MSAs Fig. 3 . Comparison of the performances achieved by the classical PCC method and the suggested APC and ASC improvements. The number of times each method got the different rank is designated. PCC-ASC gets the last place fewer times than any other method and therefore is our preferred PCC-based method. comprised of less than 100 sequences are available (Tillier and Lui, 2003; Martin et al., 2005) . This is true also for PCC-based methods (Ashkenazy et al., 2009) . Practically, as of today, less than a half of the proteins (216 out of 532 proteins considered in this study) had MSA of more than 100 sequences. Here, we show that when MSAs of less than 100 sequences are considered, both PCC-ASC and PCC-APC outperform MI-APC for all four major SCOP classes. In addition, when using deeper MSAs, comprising of more than 100 sequences, PCC-ASC and MI-APC achieve similar performance in all SCOP classes except for the a/b class, in which MI-APC is better. These conclusions are also supported by the analysis shown in Supplementary Tables S1  and S2 (Supplementary data are available at PEDS online). In summary, PCC-ASC is the new state-of-the-art method for all cases, except for proteins of the a/b class that have deep MSA for which MI-APC should be preferred. Notably, there are proteins for which the classical PCC-or MI-based methods work better than the improved versions. As it currently seems impossible to predict which method will be the most effective for a given protein, we suggest to developers of machine-learning-based classifiers to incorporate all correlated mutation measures as features. We also suggest to include features such as MSA depth and predicted protein fold to ease optimal learning.
Supplementary data
Supplementary data are available at PEDS online.
