We give some sufficient criteria for the existence of certain averages (mean, correlation functions) of generalized higherdimensional automatic sequences and show how to calculate these averages. Then follows an exploration of the nature of necessary and sufficient conditions for the existence of averages. Some of these criteria are applied to averages which play a central role in the determination of the correlation function of an automatic sequence.
Introduction
The motivation of this work is rooted in the mathematical study of crystals and quasicrystals. Before going into the technical details we present a nonrigorous and nontechnical approach to the problem of quasicrystals, for more information about the physical as well as about the mathematical background we refer to [21, 4] .
Usually a collection of infinitely many atoms is modeled by a countable set X ∈ R m such that every sphere contains only finitely many points of X. The goal is to find ways to compute the diffraction pattern of this set X. This is known to be the Fourier transform of the autocorrelation function associated with the set X. As it turns out, computing the correlation function involves the computation of certain limits, which unfortunately need not exist. Thus for a given set one is first faced with the task to guarantee the existence of a unique correlation function for a set X (as a unique limit point of a well-chosen averaging sequence).
Due to the insurmountable difficulties to do so in the general situation, one is forced to restrict the choices of the set X. For example, if X = Z m , then X forms a very regular m-dimensional point lattice (the simplest perfect crystal model) and the correlation function is unique. Moreover, the computation of the correlation function in this case is almost trivial (see, e.g., [3, formula 3.6] , for general regular lattices). Since the m-dimensional lattice Z m is one of the simplest examples of an automatic set (a special type of automatic sequence, see [6] ), it seems natural to consider automatic sets X ⊆ Z m as models for quasicrystals or structures with long range aperiodic order and try to find means of computing the corresponding correlation functions. Since automatic sets are a special case of automatic sequences, there is actually no difference with computing the correlation function of automatic sequences. Automatic sequences have classically been defined as one-dimensional sequences f : N → S, S being a finite symbol set, where the name automaticity originates from the fact that f (n) can be generated by a finite automaton whose input sequence is given by the digit sequence in the number representation of n in a certain base (see e.g. [2] ). Equivalently, these sequences are characterized by the fact that they have a finite number of decimations, i.e. properly defined subsequences, which constitute the so-called kernel of the sequence. Moreover, they are also the image, under a certain projection, of a fixed point of a constant length substitution. Famous prototype examples of automatic sequences with long-range aperiodic order are the Thue-Morse, paperfolding, and Rudin-Shapiro sequences, see e.g. [1] , which have in essence a singular continuous, discrete, and absolute continuous spectrum, respectively. Classical higher-dimensional versions of automatic sequences are obtained by Cartesian product extensions of the one-dimensional case (see, e.g. [2, 20] for more details and further references). The m-dimensional automatic sequences that are under consideration here are sequences f : Z m → C which are obtained by considering similar automata structures as for the classical one-dimensional case, but using number representations of points in Z m instead of in N. See Section 2, [13, 6, 7] for this particular higher-dimensional generalization of the automaticity concept, and [9] for the particular class of binary number systems in Z m . Also for this type of generalized higher-dimensional automatic sequences, the equivalence with the finiteness of a properly defined decimation kernel, and with the fixed point of a proper analog of a constant length substitution (though more complicated in nature than for the classical case, see Section 2), still holds.
The computation of the correlation function relies on the existence of certain averages. Let a : Z m → C be a sequence. Its average is given as the arithmetic mean provided that the limit exists, and where B R (0) is a ball centered at 0 of radius R with respect to a proper metric. The topic of this paper is to establish criteria on automatic sequences that guarantee the existence of such a limit, and to determine it.
Given two sequences a, b : Z m → C then the correlation at k ∈ Z m is the limit, if it exists, 
(x).
In [7] , it was shown how the correlation function gh (k), k ∈ Z m , of any two kernel sequences g, h of an automatic sequence f : Z m → C can be calculated solely from knowledge of 
for all a, b in the kernel of f . Thus, in general, one needs to calculate ab (0). This is the average of the sequence a(x)b(x), and in Section 5 it will be shown that this sequence is automatic itself. In the last mentioned paper [7] , we succeeded to calculate (1) for certain two-dimensional ±1-valued versions of the Thue-Morse, the paperfolding and the Rudin-Shapiro sequences, using particularities of these sequences. In [8] the correlation function and related spectrum for multidimensional versions of the paperfolding and the Rudin-Shapiro sequences were derived, and in [10] for the multidimensional Thue-Morse sequences (basically also considering ±1-valued versions, but by referring to results obtained in Example 1 in this paper the correlation function can also be calculated for other-valued versions of the Rudin-Shapiro and Thue-Morse sequences). For correlation functions and spectra for the "classical" higherdimensional generalizations of the named sequences, see [14, 18, 19] . This present paper aims at establishing criteria for the existence of correlation functions in a more general setting. The paper is organized as follows. In the next section we present the necessary technical prerequisites about the generalized type of higher-dimensional automatic sequences under consideration here. In the third section we present some sufficient conditions for the existence of the average, in the sense of arithmetic mean, of an automatic sequence. Taking certain "geometric" considerations into account it is even possible to establish necessary and sufficient conditions for the existence of the average of one-dimensional and certain higher-dimensional sequences; this is done in Section 4. Finally, Section 5 uses the results of the previous sections in order to establish some sufficient conditions for the existence of a unique correlation function of an automatic sequence.
Preliminaries
We briefly recall the essentials concerning automatic sequences, for more information consult [2, 13] . The notion of an m-dimensional automatic sequence f : Z m → C is based on an expanding m × m-matrix H , i.e. all eigenvalues have absolute value greater than 1, and an associated complete residue set W . This is a set W ⊂ Z m such that for all u, v ∈ W , u = v, it holds that u − v / ∈ H (Z m ), and such that for every x ∈ Z m there exists a u ∈ W such that x − u ∈ H (Z m ). In particular, a complete residue set has cardinality
m has a unique representation
with (x) ∈ Z m and (x) ∈ W . Notice that and depend on both H and W . Since H is expanding, it follows that the iterates n (x) eventually stay in a ball centered at 0 ∈ R m with a radius depending on (H, W ), see [13, 15] . This shows that the sequence ( n (x)) n∈N becomes eventually periodic for all x ∈ Z m . A complete residue set W of H is called a complete digit set if 0 ∈ Z m is the only periodic point of . Clearly this requires 0 ∈ W . Furthermore, if W is a complete digit set for H , then every x ∈ Z m , x = 0, has a unique finite (H, W )-representation
with i ∈ W , and n = 0. In this case, (H, W ) can be considered as a number system for Z m , where W provides the set of digits. For more on number systems we refer to [16, 17] .
In what follows W denotes always a complete residue set of H . Only if necessary, it will be mentioned explicitly that it is a complete digit set.
For w ∈ W , the (H, w)-decimation of a sequence f :
and we simply write j w if H and W are clear from the context. Repeated application of decimations to f leads to
The (H, W )-kernel of f , denoted as ker(f ) = ker H,W (f ) is the set of all sequences obtained by repeated applications of the decimations j w , w ∈ W to f , together with f .
According to Theorem 3.2.2 in [13] , the finiteness of the kernel is independent from the particular residue set W . It is therefore justified to speak of an H -automatic sequence. However, in what follows, we will almost always fix a residue set and, moreover, some of the presented results depend on the residue set W . Therefore, to emphasize this dependence we will speak of (H, W )-automatic sequence.
Before we continue we introduce some notation which will be useful for all what follows. If K is a finite set then C K denotes the C-vector space of functions h : K → C with pointwise addition. The elements A of the vector space C K×K operate from the left on the elements of C K by defining
for k ∈ K. The product AB of two elements A, B ∈ C K×K is an element of C K×K and it is defined as for k, l ∈ K. Note that after introducing a fixed linear order on the elements of the set K, these operations correspond to the common matrix multiplication from the left with a vector and the product of two matrices. In this sense we will use the notion C ker(f ) as a vector whose components correspond to this fixed order of the elements of ker(f ), and C ker(f )×ker(f ) as a corresponding matrix.
The relation between the kernel elements of f is visualized by the so-called kernel-graph. This is a labeled directed graph where the vertices are the sequences in ker(f ), and with a directed edge labeled w ∈ W pointing from vertex g to vertex h if and only if j w (g) = h. This graph can be described also by the decimation matrices A w ∈ {0, 1} ker(f )×ker(f ) , w ∈ W , i.e. matrices whose rows and columns are labeled by the kernel elements of f ,
where a w g,h = 1 if j w (g) = h and a w g,h = 0 otherwise. Note that decimation matrices have precisely a single 1 in each row. As a consequence, products and sums of decimation matrices are non-negative matrices such that every row contains at least one positive entry.
As an example, Fig. 1 displays the kernel-graph and decimation matrices of an (H, {0, w})-automatic sequence with H = 2.
It turns out that an (H, W )-automatic sequence f can also be obtained as a fixed point of a substitution f on the set of sequences F :
for all w ∈ W and all x ∈ Z m , where A w is the corresponding decimation matrix. Then F :
is a fixed point of this substitution, i.e., f (F) = F, see [13, Theorem 2.2.19] . F is a sequence of vectors over Z m . The element of F at x ∈ Z m is the vector whose components correspond to the value of kernel sequences at x, in the given fixed order on ker(f ).
When W is a complete digit set, and only in that case, then, as a consequence of (4) and using the fact that
and that F(0) = A 0 F(0). In this case, the kernel-graph of an (H, W )-automatic sequence f can also be interpreted as a finite automaton that generates f , thus justifying the name "automatic sequence". This goes as follows: the representation x = n j =1 H j −1 j , x = 0, defines a path in the kernel-graph: the path starts in f , follows the arrows labeled 0 , 1 , . . . , n and terminates in an element g ∈ ker(f ). The value of f at x is equal to the value of g at 0, i.e., f (x) = g(0). This is a consequence of (3) with x = 0.
As argued in [7] , in order to define a proper metric defining the ball B R (0) over which averages are taken, we assume that the expanding matrix is such that there exists a matrix P ∈ R m×m such that = P −1 H P is an m × m block diagonal matrix
where the j , | j | > 1, j = 1, . . . , s, correspond to the real eigenvalues of H , and the j , j = 1, . . . , t, are real 2 × 2-matrices of the form 
and one has H (x) c − x for all x ∈ R m and c − = 
We conclude these preliminaries with two technical results which will be used several times throughout the text. Let X be a Banach space, i.e., a real/complex, normed, complete vector space. Furthermore, let A : X → X be a contraction, i.e., there exists 0 < 1 such that
for all x, y ∈ X. Note that, due to Banach's fixed point theorem, there exists a unique x * ∈ X with Ax * = x * . Let f : R n 0 → X be a function which is bounded on every bounded subset of R n 0 and which satisfies where R ⇒ ∞ means that every component of R tends to infinity. [7] 
Theorem 2.2 (Barbé and von Haeseler
and vol(P C(R)) denotes the volume of the cylinder P C(R).
Averages of automatic sequences: sufficient conditions
In this section we state some general sufficient criteria for the existence of the average, in the sense of arithmetic mean, of automatic sequences. For any sequence F : Z m → X with values in a Banach space X, we write
where
F denotes the average of F , i.e.,
Let f be an (H, W )-automatic sequence, then the main theme of this section is the relationship between the average of f (existence as well as value) and the averages of all its kernel sequences g ∈ ker(f ). Or, in other words, between f and F , where F :
. In a certain sense that will become clear soon, F is easier to deal with than f , while the latter is just a component of the first.
A central role in this will be played by the sum decimation matrix S W , given as the sum of the decimation matrices A w , w ∈ W , defining the (H, W )-automatic sequence f , i.e.,
Note that S W is a non-negative matrix in which S W (g, h) represents the number of distinct decimation operations j w , w ∈ W , that bring the kernel sequence g into kernel sequence h. Moreover, the sum over every row in S W equals H . This follows from the fact that each summand A w is a decimation matrix, i.e., each row contains precisely one 1, and from the fact that there are |W | = H summands. This implies that H (= | det H |) is the leading eigenvalue of S W (with eigenvector having all its components equal to 1 ), i.e., every eigenvalue of S W satisfies | | H , see [12] . We remind the reader that a non-negative matrix B ∈ R ker(f )×ker(f ) is called primitive if there exists an n 0 ∈ N such that for every pair g, h ∈ ker(f ) one has B n 0 (g, h) > 0, see [12] .
The first result deals with the case that S W is a primitive matrix. This result is easily extended to the case of an irreducible matrix S W . As an application of the obtained results we give a group theoretic criterion for the existence of the limit F . All these results provide a link between the existence of f and F . Finally, we establish criteria for the existence of m f without reference to the existence of F .
Criteria for the existence of averages based on the sum decimation matrix S W

S W is primitive
The next theorem shows how the average of an automatic sequence is related to the average of a weighted sum of all kernel sequences. 
Moreover, all components of the limit F are equal to / , i.e., all sequences in ker(f ) have the same average.
Proof.
• Only if part of (a): If lim R⇒∞ m F (R) exists, then it is clear that the constants g 0 as stated, and also , exist.
• If part of (a): Let us assume that
exists, with as defined above with proper g , . Due to Lemma 2.3, we have
Since F satisfies Eq. (4), we have
, and therefore
which becomes with
with lim R⇒∞ (R) = 0. Since S W is primitive, there exists an n 0 ∈ N such that S n 0
Let M ∈ C ker(f )×ker(f ) be defined as the matrix with constant rows
and let ∈ C ker(f ) be defined as the vector with all components equal to 1, i.e., (g) = 1 for all g ∈ ker(f ). We rewrite Eq. (15) as
Due to the assumption, one has
Since S W has leading eigenvalue H , it follows that
W has leading eigenvalue 1. Due to the choice of n 0 ,
is a non-negative matrix such that the sum over each row is equal to 1 − / n 0 H , which shows that its leading eigenvalue is equal to 1 − / n 0 (16) is of the form (12), with f(R) = m F (R) and
exists. Moreover, and this proves part (b) of the assertion, Theorem 2.2 also shows that F is the unique solution of the equation
Since (vector with all components equal to 1) is an eigenvector of S n 0 W − M with respect to the leading eigenvalue
is the solution of the above equation. It is a vector with all components equal to / .
The particular meaning of this theorem is that, if S W is primitive, then the average of f exists if and only if the averages of all sequences in ker(f ) exist, and that all these averages are equal.
Remark. As we will see in Example 4, item (4), the condition that g 0 in Theorem 3.1 is necessary. Indeed, that example shows an automatic sequence f for which f does not exist although there exist g < 0 and a sequence = g∈ker(f ) g g for which does exist.
Example 1. Thue-Morse sequence:
Let (H, {0, w}) be a binary number system for Z m [9] such that H is conjugate to a block diagonal matrix, see Eq. (7). Then the decimation matrices
and for x = 0 recursively as
The first component of F, i.e. the sequence t (x), forms an m-dimensional Thue-Morse sequence with ker(t) = {t,t}. Due to the form of the decimation matrices, one sees that F(x) is either equal to (a, b) T or to (b, a) T . This shows that the sequence (x) = t (x) +t(x) is the constant sequence a + b, hence
Since S W = A 0 + A w is a positive matrix, it is primitive and it follows from Theorem 3.1 that
Rudin-Shapiro sequence: Let (H, {0, w}) be a binary number system for Z m . The decimation matrices 
m and therefore = 2a + 2b. Since the matrix S W = A 0 + A w satisfies S 3 W > 0, it is primitive. According to Theorem 3.1 it follows that
for all h ∈ ker(r).
S W is irreducible
We will briefly describe how Theorem 3.1 can be applied also in the case that the matrix S W is irreducible. This means that for every g, h ∈ ker(f ), there exists an n = n(g, h) such that S n W (g, h) > 0, or in terms of decimations: for all g, h ∈ ker(f ) one has that g ∈ ker(h) and h ∈ ker(g). Then it is known, see [12] , that either S W is primitive or that S W can be written as [12] . In terms of the kernel of f , this translates to: there exist mutually disjoint sets
In other words, the decimations of the elements in K i form the set K (i+1) mod p . Note further, due to Theorem 3.2.1 in [13] , that f is H p -automatic. Therefore, one has that the ( 
S W is not irreducible
We will now deal with the case that S W is not irreducible, i.e., there are vertices in the kernel-graph which cannot be reached from other vertices. Let
w we denote the restriction of the decimation matrices A w of f to an invariant set K ⊆ ker(f ). If K is a minimal invariant set, then ker(g) = K for all g ∈ K, and this yields: 
l, be the collection of all minimal invariant sets of ker(f ) and assume that the matrices S (
Proof. We prove that under these conditions, F exists, thus implying the existence of f . There exists
where Q 0 is the restriction of S W on K 0 . Since K 0 does not contain any invariant subset of ker(f ), it follows that there exists an n 0 such that the row sums of Q n 0 0 are less than
Moreover, note that S n 0 W has the same form as S W above, but with the n 0 th power of the blocks on the diagonal instead. 
where ∈ C K 0 is determined by i g i and S n 0 W -matrices, and also lim R⇒∞˜ (R) = 0. Due to the choice of n 0 one has that Q n 0 0 is a non-negative matrix with row sums less than (p(x), g(x), (x), (x) ) T recursively by using
for v ∈ W , and starting from F (0) = (a, a, a, b) T , a, b ∈ C. Then the first component (p(x) ) x∈Z m is a so-called m-dimensional paperfolding sequence, with ker(p) = {p, g, , }. For later reference, note that one finds quickly that premultiplication of F(0) with all possible products of A 0 , A w (see (6) ) shows that F(x) takes a value in { (a, a, a, b) T , (a, b, a, b) T , (b, a, a, b) T , (b, b, a, b) T }.
Since the decimation matrices imply that j v ( ) = and j v ( ) = for v ∈ W , it follows that (x) = a and As Q 0 has eigenvalues 1 and 0, and H = 2, it is clear that setting n 0 = 1 in the previous theorem makes Q n 0 0 /2 n 0 = Q 0 /2 already contracting. As a consequence, (20) becomes
It is plain that the above example in connection with Theorem 3.3 readily generalizes to: if f is an automatic sequence such that all minimal invariant components are formed by constant sequences, then f exists.
Yet another S W -based criterion for the existence of the average F
The next theorem provides a sufficient condition for the existence of the limit F without referring to the primitivity or irreducibility of S W . 
If the limit = lim R⇒∞ m (R) exists, then
Proof. Since the set {F(x) | x ∈ Z m } is a finite set, we may assume uniform convergence, i.e., for every > 0 there exists n 0 such that
with ε n (x) < for all n n 0 and for all x ∈ Z m .
For n 1 we set W n = W + H W + · · · + H n−1 W , then W n is a residue set of H n . Furthermore, set
see Eq. (7) for P . Let n ∈ N and let R = (R 1 , . . . , R s+t ) > n , i.e., all R i > n , i = 1, . . . , s +t. Let ∈ R then (R 1 + , . . . , R s+t + ) is written as R + .
(a) Then one has that
Indeed, if
This means that H n x + v ∈ P C(R) and proves assertion (22).
(b) For n ∈ N let R > n , then due to (22) one has
where C(n, R) are all points in P C(R) ∩ Z m which are not in the first sets. As far as the cardinality of these sets is concerned, we note that
This partition of P C(R) ∩ Z m induces also a split of the sum x∈P C(R)∩Z m F(x), i.e., one has a sum which runs over the first set and a sum which runs over C(n, R). Now observe that the sum over the first set can be split further, namely, for x ∈ P C((R − n )/c n ) ∩ Z m one has the partial sum
which can be written as
Using the property (4) of F this sum becomes
which is the same as S n W F(x). This shows that
(c) We are now prepared to establish that lim R⇒∞ m F (R) = .
Let > 0, then, due to the observed uniformity, there exists an n 0 ∈ N such that Eq. (21) holds. Then Eq. (24) can be written as
F(x).
Division by vol(P C(R)) gives
Note that the first summand converges to as R goes to infinity. It remains to show that the sum of the last two terms, denoted R(R, n 0 ), vanishes when R ⇒ ∞. Using the fact that ε(x) < for all x ∈ Z m and that the sequence F(x) , x ∈ Z m , is bounded, i.e., F(x) M for all x ∈ Z m , one obtains
Now Corollary 3.9 in [7] states that for all R > 0,
This together with (23) allows us to write
Noting that
where m is a positive constant independent from R and i = 1 for i = 1, . . . , s and i = 2 for i = s + 1, . . . , s + t and noting that (see Eq. (11))
the above inequality transforms into
This shows that there exists an R 0 > 0 such that F(x) ) x∈Z m is in each of these cases a constant sequence, and thus has a limit. As will be demonstrated in Example 5, the existence of equal limits lim n→∞ (1/ n H )S n W F(x) for all x is not a necessary condition for the existence of the limit of m F (R).
The next corollary provides a useful extension of Theorem 3.4 which will be used in the next section. A map
is called H -adapted if G is bijective and if there exists a C > 0 such that
holds for all R > 0. If G is H -adapted, then one sees that for every bounded F : Z m → X (where X is any Banach space)
with 
F(G(x)) = (x)
for all x ∈ Z m and such that exists, then
Proof (Sketch). One certainly has a uniform convergence of
F(G(x)) = (x).
The fundamental Eq. (24) reads
F(x).
Since Eq. (25) applies to every G ∈ G a summation of these |G| equalities and a subsequent normalization leads to
F(g(x)) + o C (R).
Using this identity in the fundamental equation and following similar lines of reasoning as in the proof of Theorem 3.4 yields the desired result.
About f without referring to F
This section states results that ensure the existence of f rather than F . We remind first that S n W (g, h) is, after a proper linear ordering of the kernel elements, the entry of the nth power of S W in row g at column h. Proof. First observe that
is the scalar product of the vector (S n W (f, g)) g∈ker(f ) with the vector F(x). Since F(x) has only finitely many values, the convergence of
is uniform in x ∈ Z m . Now the proof is very similar to the proof of Theorem 3.4, using the same notation. In particular, Eq. (24) becomes
Let > 0, then there exists an n 0 such that
with ε(x) < for all x ∈ Z m . Using this and dividing by vol(P C(R)) one obtains
The first sum on the right-hand side converges to as R ⇒ ∞, due to the assumptions on . By arguments similar to those of the proof of Theorem 3.4 and the fact that ε(x) < for all x ∈ Z m , there exists an R 0 > 0 such that
As a consequence of Eq. (26) we also have:
If there exists an n 0 ∈ N such that the sequence
has the limit , then
Proof. Consider Eq. (26) for (x) = 0 and replace (x) by (x), taking the limit R ⇒ ∞ proves the corollary. 
is a constant sequence. Due to Corollary 3.6, p = (a + b)/2, confirming the earlier result. Note further that Corollary 3.7 is not immediately applicable.
Let t be the Thue-Morse sequence, then one has
implying t = (a + b)/2, due to Corollary 3.7.
A group-theoretic criterion for the existence of averages
If f : Z m → C is (H, W )-automatic with decimation matrices A w , w ∈ W , then the set of all possible products of decimation matrices, i.e.,
forms a semigroup under matrix multiplication. As already observed in [6] , properties of this semigroup are related to certain geometric properties of automatic sets. Note that the elements of f,W are elements of {0, 1} ker(f )×ker(f ) and have exactly one 1 in each row, i.e., they have the same characteristics as a decimation matrix. The elements in f,W also have an interpretation for the kernel-graph of f . If
then (g, h) = 1 if and only if the path w 0 , w 1 , . . . , w n which starts in g terminates in h. In terms of decimations this means
Thus there is a natural relation between products of the decimation matrices and the composition of the decimation maps.
As far as the limit F is concerned one has: 
Proof. Since f,W is a group, it follows that the decimation matrices are permutation matrices, i.e., each row and column contains precisely one 1. This is equivalent to the fact that the maps j w : ker(f ) → ker(f ), w ∈ W , are bijective. Consider the sequence defined as
for x ∈ Z m . Since each j w : ker(f ) → ker(f ) is bijective it follows that for all w ∈ W j w ( ) = .
Due to the fact that W is a complete digit set it follows that is the constant sequence with value
As a next step we show that S W is irreducible, i.e., for every pair g, h ∈ ker(f ) there exist n ∈ N and w 0 , . . . , w n ∈ W such that Since f = g, it follows that is not the identity matrix, I , and since f,W is a finite group there exists M 2 such that M = I . This means that M is the identity on ker(f ) and therefore W (g, h) 1. This yields, according to (15) ,
Now, by its very construction, one has that
Both a and b are recurring in (f (k)) k>0 . For k < 0, f (k) = a. Now consider V = {−1, 0, 1} which is a complete digit set for H = 3. Using the fact that f (3x + w) = f (x) for w ∈ {−4, 0, 1} one can compute the kernel of f w.r.t. the complete digit set V . This produces the three kernel elements f , g(x) = f (x + 1) and h(x) = f (x + 2) (we consider this order f, g, h to be the order of the kernel elements) and the decimation matrices a, a, b) , a, b ∈ C (a fixed point of A 0 ), and
Moreover, using the theory of Mahler equations for automatic sequences, it can be shown that every sequence f which satisfies Eq. (27) is H -automatic and therefore possesses a related vector sequence F, see [13, Chapter 5.2] .
Note that f,V is not a group and note further that S V = A −1 + A 0 + A 1 is primitive, as S 2 V is positive. The recursive definition of F leads to F(x) = (a, a, a) T for x < 0, F(3) = (a, a, a) T , and F(17) = (b, b, b) T . This induces 
Necessary and sufficient conditions for the existence of averages for some restricted classes of automatic sequences
So far the existence of the average of an H -automatic sequence was linked to algebraic properties (in the broadest sense) of the sum decimation matrix S W without explicit reference to particularities of the expanding matrix H and the residue set. This shows that the results of Section 3 are "universal". In this section, we establish several necessary and sufficient conditions for the existence of F , and hence of f , for several special cases in which suitable "geometric" properties of H and W play a crucial role. I.e., we put restrictions on the expanding matrices H as well as on the complete digit sets and also on the dimension of Z m .
One-dimensional k-automatic sequences over N
We begin with the "classical case" of k-automatic sequences f : N → C, for which H is the (single element) matrix representing the map H : N → N with H (x) = kx, k 2, and complete digit set W = {0, 1, . . . , k − 1} (the only complete digit set for N). Note that in this case, H = k.
if and only if
for all x ∈ N.
Proof.
If part: If (29) holds for all x ∈ N, then the proof of Theorem 3.4 shows, by replacing the cylinders by
Only if part: Because of the specific form of the complete digit set W for N, it holds that
If (29) holds, the limit as n → ∞ on the left-hand side of this equality is equal to , and the assertion is proved for x = 0. The rest of the proof is by induction on x. Suppose that
is true for x = 0, . . . , N − 1. Now, again as a consequence of the specific form of the complete digit set W , one has for n ∈ N that
Due to the assumption (30), the limit for the left-hand side of this equality for n → ∞ exists and is equal to . This shows that also the limit of the right-hand side exists, and due to the induction hypothesis, the limit form of the previous equation becomes
This yields = lim n→∞ (1/ n H )S n W F(N ). By induction, this holds for all N , as it holds for N = 0. This completes the proof.
Example 4.
(1) The "classical" two-valued one-dimensional Thue-Morse, Rudin-Shapiro, and paperfolding sequences over N, which have the decimation matrices given in the previous examples for the complete digit set W = {0, w} = {0, 1}, provide examples of 2-automatic sequences on N for which the limit F can be obtained via the above theorem, a, a, b) , a, b ∈ C and by setting
for x ∈ N \ {0} and v ∈ W . The first component f of F is a 2-automatic sequence with ker(f ) = {f, g, h} and decimation matrices A 0 and A 1 . Then one computes
T which gives, after observing that (a, a, a) T and lim
Therefore, F exists if and only if a = b, but then all the sequences f , g, and h equal the constant sequence with value a. Note further, that S W is a primitive matrix. Therefore, due to Theorem 3.1, the average f of f does not exist, as long as a = b. Moreover, as a consequence of the same Theorem 3.1, neither do the averages of g and h exist. (3) Consider the sequence f just mentioned under point (2), with a = b, and kernel elements f, g, h. Define the sequence F : N → C as
i.e., does exist and is equal to zero. This illustrates that it is not necessary for F to exist in order for f to exist. The conclusion on the existence of F can also be drawn from applying Corollary 3.7. If the rows and columns of the decimation matrices of F and of S W are labeled by the kernel elements in the order given above, then one computes that for all n 3,
and thus lim R→∞ m F (R) = = 0. (4) Item (2) above in this series of examples allows also to demonstrate the necessity of the condition g 0 in Theorem 3.1. To this end consider the sequence (x) = f (x)−g(x), x ∈ N. Then one easily computes that j 0 ( )(x) = 0 for all x ∈ N, i.e., the constant sequence 0. Moreover, it is not hard to demonstrate that 0 is the only minimal invariant set in ker( 
This shows at least on an intuitive level that the existence of F in nontrivial cases is not "very likely".
One-dimensional k-automatic sequences over Z
We will now consider some sequences over Z. Let k ∈ Z be an odd number and |k| > 1. Let H : Z → Z be defined as H (x) = kx. Then
is a complete digit set for H . 
for all x ∈ Z.
Proof. (a) If part:
Suppose that (33) holds for all x ∈ Z. Since x → x and x → −x are H -adapted, Corollary 3.5 implies the existence of F = .
(b) Only if part: Assume that (32) holds, i.e., that F = . Due to the specific form of the complete digit set, one has that
for all n ∈ N. Taking the limits in this equation gives
This shows that (33) holds for x = 0. Taking into account that Note that f,W , the set of products of decimation matrices, does not form a group, and hence Theorem 3.8 cannot be applied.
The corresponding F-sequence can be obtained for all x ∈ Z from c b c b c a c a c b c a c a d b d a d b d b d a d a d  c b c b c a c a c b c a c b d b d a d b d b d a d a d  b c b c b c a c a c b c b c b d b d b d b d b d a d a  b c b c a c a c a c a c a d a d a d b d b d a d a d a, the boldface values being at position 0. This already shows that S ∞ F(x) differs for different x. Now, it can be shown from (34), using the fact that if the By the specific form of the residue set, one has
for all n ∈ N. Since the limit of the left side exists and since F is bounded it follows that
Now the assertion follows by induction, taking into account that for x > 0 −n ({−x − 1, . . . , x}) = {k n (−x − 1), . . . , 0, . . . , k n x − 1}.
Higher-dimensional (H, W )-automatic sequences with H diagonal
The developments thus far in this section corroborate the expectation that in higher dimensions the existence of a necessary and sufficient condition for the existence of F depends on "geometric" properties of H and the associated residue set (digit set) W .
The following theorem provides an example of a necessary and sufficient condition for the existence of F in two dimensions. It is obvious how to generalize this theorem to higher dimensions and other expanding matrices of diagonal form. One has, with H = 9 in this case, and because of the specific form of the complete digit set, that
Proof. (a) If part: is again based on the H -adaptedness of the maps (x, y)
for all n ∈ N. Taking the limit proves the assertion for (x, y) = (0, 0). Now consider
Taking the already known limits one gets
which proves the assertion for (x, y) = (1, 0) and (−1, 0). In a similar way, by interchanging the role of the first and second coordinates one obtains the result for (x, y) = (0, 1) and (0, −1).
Finally consider
Taking the already known limits into account, one obtains
By induction, the assertion follows for all (x, y) ∈ Z 2 .
Correlations
As already mentioned in the Introduction, the main motivation for considering averages of automatic sequences was the determination of the correlation function of an automatic sequence f , as given by
m , where f denotes the complex conjugate. According to the results in [7] , establishing the existence and calculating the correlation function of f boils down to the problem of determining the correlation function at k = 0, i.e., the averages
for all g, h ∈ ker(f ). Note that, due to the automaticity of f , the sequences gh with g, h ∈ ker(f ) are automatic, too. Having read the previous sections it comes as no surprise that it is difficult, if not impossible, to establish any general criteria for the existence of these limits. In this section we will present two results on the existence of the correlation function of f which are based on Theorems 3.8 and 3.3. Before that, we recapitulate some notions developed in [7] , Section 2.
Let f : Z m → C be (H, W )-automatic and F : Z m → C ker(f ) the usually associated vector sequence defined by
F(x) = (g(x)) g∈ker(f )
. Consider the sequence F ⊗ F : Z m → C ker(f )×ker(f ) , where F ⊗ F(x) is defined as the Kronecker (tensor) product
(F ⊗ F)(x) = F(x) ⊗ F(x).
Recall that, if A = (a i,j ) and B are matrices (vectors) with complex entries, then A ⊗ B is the matrix (vector) obtained by replacing each element a i,j in A by the matrix a i,j × B. I.e., F ⊗ F is the sequence of vectors with components labeled (g, h) and the sequence corresponding to (g, h) is given as gh(x) = g(x)h(x), g, h ∈ ker(f ). Note further that, although it might happen that two components of F ⊗ F may be the same sequence, these components will be treated as different sequences.
For w ∈ W and g, h ∈ ker(f ) one computes j w (gh)(x) = (gh)(H x + w) = g(H x + w)h(H x + w) = j w (g)(x)j w (h)(x), which is again a component of F ⊗ F. Thus we may speak of the decimation matrices A w , w ∈ W of F ⊗ F. Due to Lemma 2.2 in [7] , these matrices are given by
In other words (F ⊗ F)(w + Hx) = A w (F ⊗ F)(x) = (A w ⊗ A w )(F(x) ⊗ F(x)
). Yet another interpretation of the sequence F ⊗ F is helpful. Consider the set K = ker(f ) × ker(f ) as a subset of all maps (sequences) from Z m to C 2 , i.e., (g, h)(x) = (g(x), h(x)) for (g, h) ∈ K. Defining the decimations as j w (g, h) = (j w (g), j w (h)) the above considerations show that A w are the decimation matrices of the decimation invariant set K. With these preparations we are able to state the first result on the existence of gh for all g, h ∈ ker(f ) and, by the results in [7] , of the correlation function of f . We remind the reader that f,W denotes the semigroup of all products of decimation matrices associated with an (H, W )-automatic sequence f . Proof. We shall show that for every pair (g, h) ∈ ker(f ) × ker(f ) the sequence gh defined as (gh)(x) = g(x)h(x) satisfies the condition of Theorem 3.8, i.e., gh,W is a group.
As f,W is a group, it follows that the decimation matrices A w , w ∈ W , are permutation matrices, i.e., they have a single 1 in each row and each column. As a consequence, also the matrices A w are permutation matrices. In the interpretation of F ⊗ F as K = ker(f ) × ker(f ) this is equivalent to j w : K → K is bijective. Moreover, if ker ((g, h) ) ⊂ K denotes the kernel of the pair (g, h) , then the restrictions j w : ker ((g, h) ) → ker ((g, h) ) are bijective, too. Now consider the map : C×C → C defined as (u, v) = uv. For g, h ∈ ker(f ) one has (gh)(x) = (g(x), h(x)), or gh = (g, h) for short. Now note that one has the obvious identity j w (gh) = (j w (g), j w (h)), or, equivalently,
for all g, h ∈ ker(f ). In particular, ker(gh) = (ker ((g, h) )). In order to prove that gh,W is a group it is sufficient to prove that the maps j w : ker(gh) → ker(gh), w ∈ W , are bijective. Since ker(gh) is a finite set, j w is bijective if j w (ker(gh)) = ker(gh). Since : ker((g, h)) → ker(gh) is surjective, one has j w (ker(gh)) = j w ( (ker ((g, h) ))), using Eq. (36) this gives j w ( (ker ((g, h) ))) = (j w (ker ((g, h) ))). Since j w : ker((g, h)) → ker((g, h)) is bijective, one has (j w (ker ((g, h) ))) = (ker ((g, h) )) which is, due to the surjectivity of , equal to ker(gh). Thus, we have shown that j w (ker(g, h)) = ker(gh) which proves the bijectivity of j w : ker(gh) → ker(gh). Therefore, gh,W is a group and since W is a complete digit set, Theorem 3.8 shows that gh exists.
The second result on the existence of a correlation function is related to Theorem 3.3. is also a constant sequence. This also shows that the minimal invariant subsets of ker(gh) correspond to constant sequences. Application of Theorem 3.3 completes the proof.
The existence of the correlation functions of higher-dimensional analogs of the Thue-Morse, the paperfolding, and the Rudin-Shapiro sequences has been established in [7] . The full determination of the correlation function of the last two sequences was done in [8] . The results there were based on particularities of these sequences. As illustrated, the conditions presented in this paper also apply to them, but they can also be used for other automatic sequences described in terms of decimation matrices determined by the underlying automaton, and based on proper (H, W )-number systems in Z m . But this in itself does not guarantee that the conditions that have been discussed here are easily satisfied.
