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Der Einuss sogenannter nutzergenerierter Inhalte imWeb hat in den letzten Jahren stetig zuge-
nommen. Auf Plattformen wie Blogs, sozialen Netzwerken oder Medienportalen werden durch
Anwender kontinuierlich Textnachrichten, Bilder oder Videos publiziert. Auch Inhalte, die aktuelle
gesellschaliche Ereignisse, wie beispielsweise den Euromaidan in Kiew dokumentieren, werden
durch diese Plattformen verbreitet. Nutzergenerierte Inhalte bieten folglich das Potential, zusätzliche
Hintergrundinformationen über Ereignisse direkt vom Ort des Geschehens zu liefern.
Diese Arbeit verfolgt die Vision einer Nachrichtenplattform, die unter Verwendung von Methoden
des Information Retrievals und der Informationsextraktion Nachrichtenereignisse erkennt, diese
automatisiert mit relevanten nutzergenerierten Inhalten anreichert und dem Leser präsentiert.
Zur Suche nutzergenerierter Inhalte kommen in dieser Arbeit maßgeblich geographische Entitäten,
also Ortsbezeichnungen zum Einsatz. Für die Extraktion dieser Entitäten aus gegebenen Nachrich-
tendokumenten stellt die Arbeit verschiedene neueMethoden vor. Die Entitäten werden genutzt, um
zielgerichtete Suchanfragen zu erzeugen. Es wird gezeigt, dass sich eine geounterstützte Suche für
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In den letzten Jahren hat sich das Web zu einem immer dynamischeren und interaktiveren Medi-
um entwickelt. Im Zuge des Web 2.0 gewannen nutzergenerierte Inhalte (engl. „User-Generated
Content“), die durch Nutzer auf verschiedenen Plattformen wie Blogs, sozialen Netzwerken oder
Medienportalen publiziert werden, wachsende Bedeutung. Aufgrund der steigenden Verbreitung
mobiler Endgeräte wie Smartphones oder Tablets in Kombination mit fast allgegenwärtigen Mög-
lichkeiten des mobilen Internetzugangs wird eine täglich wachsende Menge an Textnachrichten,
Bildern und Videos erzeugt und auf einer Vielzahl von Plattformen veröentlicht. Statistiken von
Twitter1 aus dem Jahre 2011 beziern die durchschnittliche Anzahl täglich versendeter Tweets auf
140 Mio. mit Spitzenwerten von fast 7.000 Tweets pro Sekunde2. Auf der Plattform Instagram3
werden aktuell durchschnittlich jeden Tag 55 Mio. Bilder hochgeladen4, auf Flickr5 sind es täglich
über 1,5 Mio.6
Im Zuge der Berichterstattung zu aktuellen Ereignissen können solche Inhalte von großem Interesse
sein, da sie hochaktuelle Informationen aus erster Hand liefern. Abbildung 1.1 zeigt beispielsweise
ein Foto7 auf Instagram, welches unmittelbar nach dem Flugzeugunglück des Asiana Airlines Flug
214 am 6. Juli 2013 auf dem Flughafen in San Francisco aufgenommen wurde.
1 .1 motivation
DieBeteiligung des Bürgers an journalistischer Berichterstattung, auch als „Graswurzel-Journalismus“
oder „partizipativer Journalismus“ bezeichnet, existierte bereits vor der Ära des Internets (S. Allan
undorsen, 2009). Durch dessen zunehmende Verbreitung erlebte die Idee jedoch einen spürbaren
Bedeutungsgewinn (Jurrat, 2011). Einschneidende gesellschaliche und politische Ereignisse in
jüngerer Zeit, wie beispielsweise der arabische Frühling, die Proteste im Gezi-Park in Istanbul oder









Abbildung 1.1: Beispielbild von Instagram, welches den Flugzeugunfall des Asiana Airlines Flugs 214
am 6. Juli 2013 auf dem Flughafen in San Francisco zeigt
Nutzergenerierte Inhalte bieten das Potential, zusätzlich zu der Berichterstattung auf klassischen
Kanälen, einen alternativen Blick aus anderen Perspektiven auf Geschehnisse zu erlauben, der von
oziellen Medien – bewusst oder unbewusst – nicht geliefert werden.
Der wachsende Einuss nutzergenerierter Inhalte macht sich vor allem bei jüngeren Internetnutzern
bemerkbar. Eine aktuelle Studie von Crowdtap (2014) zeigt, dass diese nutzergenerierte Inhalte
vertrauenswürdiger und einprägsamer empnden als Informationen aus klassischen Medien.
WollenAnwender für ein gegebenes Ereignis gezielt nach nutzergenerierten Inhalten suchen, somuss
dies zum Status quo jedoch maßgeblich manuell geschehen. Quellen wie Twitter, Flickr, YouTube
oder Instagram müssen unter Verwendung passender Suchbegrie gezielt nach den gewünschten
Informationen durchsucht werden. Die dort gefundenen Resultate stehen jeweils für sich isoliert
und verteilt über die verschiedenen Plattformen. Die thematische Relevanz der Ergebnisse muss
durch den Anwender selbst erkannt und beurteilt werden.
Nachrichtenquellen wie CNN kombinieren bereits nutzergenerierte Inhalte mit ihrer eigenen Be-
richterstattung. In manchen Artikeln und besonders auf der Unterplattform iReport8 werden Nut-
zerbeiträge von Quellen wie Twitter, YouTube9 oder Flickr zusammengetragen. Die Web-Plattform
Storify10 zielt ausschließlich darauf ab, Nutzern die Möglichkeit zu geben, Inhalte auf verschiedenen
Social-Media-Seiten zu suchen, zu „Stories“ zusammenzufassen und gesammelt zu präsentieren.





auch Nachrichtenagenturen eigene und fremde Inhalte miteinander verknüpfen. Die Seite „Breaking
News“11 ist ein Startup-Projekt innerhalb des NBC Networks, dessen Ziel es ist, eine neuartige
Echtzeitplattform für Nachrichten zu schaen. Diese Plattform wurde zunächst hauptsächlich auf
Basis von Twitter aufgebaut und wird manuell von Journalisten und einer Gruppe ausgewählter
Partner gepegt, die Beiträge beispielsweise in Form von Tweets, Bildern oder Links beisteuern
können. In sämtlichen dieser Beispiele werden die nutzergenerierten Inhalte jedoch auf manuellem
Wege zusammengesucht.
Diese Arbeit setzt sich zum Ziel, unter Verwendung geographischer Entitäten, die aus Nachrich-
tentexten gegebener Ereignisse extrahiert werden, eine zielgerichtete Suche nach multimedialen
nutzergenerierten Inhalten mit hoher Zuverlässigkeit vorzunehmen. Die Vision ist eine Nachrich-
tenplattform, die ähnlich wie Google News12, Columbia NewsBlaster13 (McKeown et al., 2002),
NewsStand14 (Teitler et al., 2008) oder dem Europe Media Monitor15 (Steinberger, Pouliquen und
van der Goot, 2009) Inhalte etablierter Nachrichtenquellen aggregiert. Die aggregierten Nachrichten
sollen jedoch automatisiert um nutzergenerierte Inhalte in Form von Texten, Bildern und Videos
angereichert werden, um Lesern einen Mehrwert durch zusätzliche Hintergrundinformationen
und alternative Sichtweisen auf Ereignisse zu bieten. Für diese Vision liefert die vorliegende Arbeit
essentielle Bausteine.
Der im Journalismus übliche 5W1H-Stil (Flint, 1917) besagt, dass Nachrichtenmeldungen so struktu-
riert sein sollen, dass die sechs Fragen nach dem „Wer“, „Was“, „Wo“, „Wann“, „Warum“ und „Wie“
(engl. „Who“, „What“, „Where“, „When“, „Why“ und „How“) beantwortet werden. Eine Reihe von
Forschungsinitiativen wie die MUC (Message Understanding Conference) und die ACE (Automated
Content Extraction) haben untersucht, wie diese Informationen automatisiert aus Artikeln extrahiert
werden können (Doddington et al., 2004; Grishman und Sundheim, 1996). Ortsbeschreibungen
decken zwar nur eine dieser sechs Fragen ab, ihre Relevanz zeigt jedoch die folgende Betrachtung:
Über den RSS-Feed von CNN16wurden 105 Nachrichtenartikel akquiriert undmittels AlchemyAPI17
Entitäten der Typen „Person“, „Organisation“ und „Lokation“ aus den Texten extrahiert18. Mehrfach-
nennungen innerhalb eines Artikels wurden ignoriert, womit 2.214 Entitäten verblieben. Innerhalb
dieser Menge stellen die Entitäten vom Typ „Lokation“ mit über 45% den deutlich überwiegenden
Anteil dar, Vorkommen vom Typ „Person“ machen nur 32% aus, auf die Kategorie „Organisation“






16 http://rss.cnn.com/rss/edition.rss; Datum der durchgeführten Betrachtung: 30.05.2014
17 http://www.alchemyapi.com/api/entity/
18 Alchemy deckt über hundert, sehr fein strukturierte Entitätentypen ab, die manuell auf die drei genannten Kategorien
abgebildet wurden. Spezielle Typen, wie „Anatomy“, „Automobile“, „Anniversary“ etc., die nur einen geringen Anteil
ausmachen und die in keine der Kategorien passten, wurden verworfen.
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unterschiedliche Ortsbezeichnungen. Die hier vorgestellte Nachrichtenplattform wird deshalb für
die Suche nutzergenerierter Inhalte maßgeblich von geographischer Semantik Gebrauchmachen. Im
Verlauf dieser Arbeit wird exploriert, wie geographische Informationen aus Nachrichten extrahiert
und wie mit diesen Informationen die Suche verbessert werden kann.
1 .2 definitionen
Ereignis In den vorherigen Abschnitten wurdemehrfach der Term „Ereignis“ erwähnt, ohne diesen
bisher näher zu denieren. Die hier verwendete Denition basiert auf jener, die im Bereich Topic
Detection and Tracking (TDT) verwendet wird (J. Allan, 2002). Cieri, Gra, Liberman, Martey und
Strassel (2000) bezeichnen im TDT-Kontext ein Ereignis als eine spezische Sache, die zu einer
spezischen Zeit und an einem spezischen Ort passiert, mitsamt notwendigen Vorbedingungen
und Konsequenzen. Im Falle des eingangs erwähnten Flugzeugunglücks wird beispielsweise die
missglückte Landung und die daraus resultierende Bruchlandung, die Rettungseinsätze und die
Auswirkungen auf die Abfertigung am Flughafen demselben Ereignis zugeordnet.
Diese Arbeit schränkt den Begri ein, indem gefordert wird, dass das jeweilige Ereignis eine sichtbare
Veränderung am Ort des Geschehens auslöst und dabei ein internationales Interesse hervorru.
Diese Kriterien gelten als erfüllt, wenn die unmittelbar mit dem Ereignis zusammenhängenden
Auswirkungen fotograsch dokumentiert und durchMenschenmit dem Ereignis in Zusammenhang
gebracht werden können. Dies ist beispielsweise bei Naturkatastrophen wie Erdbeben oder Unfällen,
Massenprotesten und -aufständen wie dem arabischen Frühling oder bedeutenden organisierten
Veranstaltungen wie der Olympiade der Fall. Nicht als Ereignis betrachtet werden in dieser Ar-
beit hingegen politische oder diplomatische Ansprachen, Vereinbarungen, Verhandlungen und
Interviews, Berichte über polizeiliche Ermittlungen, Entwicklungen auf dem Finanzmarkt oder die
Verabschiedung von Gesetzen, da hier das Kriterium einer „sichtbaren Veränderung“ in der realen
Welt nicht unmittelbar erfüllt ist.
Geographische Entität Sang undMeulder (2003) denieren den Begri „Named Entity“ als Phrase
(innerhalb eines Texts), die Namen von Personen, Organisationen oder Lokationen enthält. Als
„geographische Entitäten“ werden in dieser Arbeit somit Named Entities mit Ortsbezug bezeichnet,
wie beispielsweise „Canberra“, „France“, „Hyde Park“ oder „Bellagio“. Ortsnamen sind jedoch in den
wenigsten Fällen eindeutig, so existieren beispielsweise mehrere Orte mit dem Namen „Hyde Park“
auf der Welt. Das Problem der eindeutigen Referenzierung von Entities wird als Disambiguierung
bezeichnet und im weiteren Verlauf der Arbeit detailliert betrachtet.
1 .3 fokus und abgrenzung
InAbschnitt 1.1 wurde dieVision einerNachrichtenplattformmit nutzergenerierten Inhalten skizziert.
Diese Vision wird innerhalb der Arbeit aus Sicht der Forschungsfelder der Informationsextrakti-
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on und des Information Retrievals adressiert. Eine Reihe von weiteren Fragen und Forschungs-
schwerpunkten entstehen in diesem Zusammenhang auch auf journalistischer, gesellschalicher
und wirtschalicher Ebene, die selbstredend den Rahmen dieser Arbeit sprengen. Auch innerhalb
der beiden fokussierten Felder können jedoch nicht alle potentiellen Fragestellungen beantwortet
werden, weshalb nachfolgend die getroenen Einschränkungen erläutert werden.
Fokus Als wesentliche Eigenscha zur Beschreibung von Nachrichtenereignissen wird in dieser
Arbeit der Aspekt „Ort“ betrachtet. Wie in der Motivation gezeigt wurde, stellen Entitäten des
Typs „Ort“ einen signikanten Bestandteil von Nachrichtenartikeln dar. Ein bedeutender Teil dieser
Arbeit ist deshalb der Extraktion von Lokationsdaten aus Textdokumenten und der Beurteilung des
geographischen Hauptfokus von Textdokumenten gewidmet. Letzterer bezeichnet den repräsen-
tativsten Ort eines Dokuments. Für beide Aspekte werden unterschiedliche Methoden vorgestellt
und miteinander verglichen. Extrahierte Lokationsdaten werden für eine zielgerichtete Suche nach
nutzergenerierten Inhalten verwendet.
Für die Suche wird auf ozielle Schnittstellen der betrachteten Plattformen zurückgegrien, also
kein Crawling oder Scraping vorgenommen. Die beschriebenen Methoden bedienen sich durchweg
des Text Minings. Dies bedeutet, dass visuelle Eigenschaen von Bildern oder Videos in dieser
Arbeit keine Betrachtung nden, sondern ausschließlich Texte, Bild-/Videotitel, Beschreibungen
oder Tags berücksichtigt werden.
Abgrenzung Während das vorliegende Manuskript in deutscher Sprache verfasst ist, wurden die
hier vorgestellten Methoden und Algorithmen für die englische Sprache entwickelt, optimiert und
dementsprechend evaluiert. Ein weiterer – im vorliegenden Umfeld zweifellos bedeutender – Aspekt
ist die Beurteilung der Glaubwürdigkeit berücksichtigter Quellen. Konzepte für eine Glaubwürdig-
keitsbeurteilung betrachteter Inhalte werden im Rahmen dieser Arbeit nicht detailliert. Zu guter
Letzt wird der Aspekt der Benutzerschnittstelle von den Betrachtungen in dieser Arbeit ausgeschlos-
sen. Für die Akzeptanz des beschriebenen Gesamtsystems ist eine intuitive Schnittstelle essentiell,
diese Betrachtung liegt jedoch ebenfalls außerhalb des Fokus.
1 .4 forschungsfragen und hypothesen
Ziel der Arbeit ist die Beantwortung der nachfolgenden vier Forschungsfragen. Aus jeder Forschungs-
frage wird jeweils eine Hypothese abgeleitet, die im Verlauf der Arbeit veriziert wird.
Welche Methoden eignen sich, um aus unstrukturierten Texten geographische Entitäten zu
extrahieren?
Nachrichtentexte enthalten eine Vielzahl geographischer Entitäten, die Informationen über den
oder die Orte des Geschehens liefern. Geographische Entitäten sind mithin wichtige Attribute zur
Beschreibung und Einordnung von Nachrichtenmeldungen.
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Erste Hypothese:Mittels Mechanismen des Machine Learnings kann ein Extraktionsmechanismus
geschaen werden, der geographische Entitäten aus englischen Texten auf Koordinaten abbildet.
Dieser Mechanismus erreicht im Vergleich zu State-of-the-Art-Systemen eine bessere Extraktions-
qualität bezüglich üblicher Standardmaße19 im Forschungsfeld der Informationsextraktion.
Welche Methoden eignen sich, um den geographischen Fokus unstrukturierter Texte zu be-
stimmen?
In Nachrichtentexten nden sich in der Regel mehrere geographische Entitäten, beispielsweise
„Ukraine“, „Moscow“, „Russia“, „Kiew“, „Europe“ „Majdan Nesaleschnosti“20. Der Ort des Gesche-
hens des jeweiligen Ereignisses, also die Frage nach dem „Where“ kann in der Regel durch eine
dieser Entitäten (im erwähnten Beispiel „Majdan Nesaleschnosti“) wiedergegeben werden.
ZweiteHypothese:Die aus einemText extrahierten geographischen Entitäten könnenmittelsMachi-
ne Learning und einer kleinenMenge von Trainingsdaten so gerankt werden, dass der Fokus präziser
bestimmt werden kann als mit heuristischen Regeln. Existierende Verfahren der Textklassikation
zur Fokusbestimmung erzielen nur bei beträchtlichen Mengen von Trainingsdaten, die mehrere
Größenordnungen über den notwendigen Trainingsmengen für das vorgestellte Machine-Learning-
basierte Verfahren liegen, vergleichbare Resultate.
Wie können große Mengen ereignisrelevanter Informationen in Quellen für nutzergenerier-
te Inhalte gefunden werden?
Durch die wachsende Verbreitung von REST-Paradigmen (Representational State Transfer; Fielding,
2000) bietet mittlerweile quasi jede Plattform für nutzergenerierte Inhalte oziell publizierte Schnitt-
stellen an, die eine Suche nach Inhalten unter Verwendung unterschiedlicher Kriterien erlauben. So
können Entwickler beispielsweise über die API21 der Plattform Flickr neben einer reinen Textsuche
auf Facetten wie zeitliche Intervalle oder geographische Koordinaten und Regionen zurückgreifen.
Bei einem gegebenenNachrichtenereignis müssen jedoch passende Suchanfragen verwendet werden,
um einen hohen Recall bei akzeptabler Precision zu erzielen.
Dritte Hypothese: Bei der Verwendung von Anfragen mit lokationsspezischen Bestandteilen (also
Ortsnamen und geographischen Koordinatenpaaren, welche unter Verwendung der vorangehend
beschriebenen Mechanismen extrahiert wurden) kann eine hohe Anzahl von Treern gefunden
werden und eine bessere Precision als bei reiner Suche mit Schlüsselwörtern oder Wortgruppen
erzielt werden.
Wie kann für die gefundenen Informationen eine hohe Precision im Hinblick auf die Rele-
vanz für das Ereignis erreicht werden?
Bei der vorangehend beschriebenen Suche nach nutzergenerierten Inhalten lag das Ziel darin, einen
19 Die genaue Denition der verwendeten Evaluierungsmaße „Precision“ und „Recall“ folgt im Rahmen der Grundlagen in
Abschnitt 2.4.
20 Der „Platz der Unabhängigkeit“ in Kiew, der in den Jahren 2013 und 2014 das Zentrum der Euromaidan-Proteste war.
21 http://www.flickr.com/services/api/
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hohen Recall an Ergebnissen zu erzielen. Die Precision, das heißt die Relevanz der einzelnen Resul-
tate, war hier nur zweitrangig. Aufgrund dessen ist davon auszugehen, dass die Ergebnismengen
insgesamt viele irrelevante Bestandteile enthalten, sodass eine nachträgliche Filterung notwendig ist.
Vierte Hypothese: Durch die Anwendung von Klassikationsmechanismen, die mittels Machine
Learning und Trainingsdaten trainiert wurden, kann der Anteil irrelevanter Inhalte für ein gegebenes
Nachrichtenereignis stark reduziert werden, ohne dabei irrtümlich viele tatsächlich relevante Treer
auszultern.
1 .5 architektur des gesamtsystems
Wie bereits in den Forschungsfragen angedeutet, nutzt das hier vorgestellte Gesamtsystem maßgeb-
lich Mechanismen der geographischen Informationsextraktion, um damit gezielt nach nutzergene-































Abbildung 1.2: Architektur des NewsSeecr-Systemsmit beteiligten Komponenten undVerarbeitungs-
ablauf
Abbildung 1.2 zeigt die Architektur des Gesamtsystems mit relevanten Komponenten und dem
zugehörigen Verarbeitungsuss. Die durch das System verarbeiteten externen Datenquellen teilen
sich in Konventionelle Nachrichtenplattformen und Plattformen für nutzergenerierte Inhalte
auf. Erstere werden mittels Web-Feeds abgefragt, für letztere ndet eine zielgerichtete Suche mit er-
eignisspezischen Anfragen statt. Für die Abfrage der Feed-Quellen (Komponente RSS/Atom Feed
Reader und Inhaltsextraktion) kommen vorhandene Konzepte zum Einsatz, die unter Mitarbeit
des Autors beispielsweise bereits in Reichert et al. (2011) Verwendung fanden. Sie sind Bestandteil der
Sowarebibliothek Palladian (Urbansky, Muthmann, Katz und Reichert, 2012) verfügbar und werden
7
deshalb im Rahmen dieser Arbeit nicht näher thematisiert. Die im Verarbeitungsablauf nächsten
Schritte der Lokationsextraktion und Fokusbestimmung bilden den Schwerpunkt der vorliegen-
den Arbeit. Unter Verwendung der in den Kapiteln 3 und 4 beschriebenen Konzepte werden aus den
aggregierten Nachrichtentexten die in Abschnitt 1.2 denierten geographischen Entitäten extrahiert,
die von nachfolgenden Verarbeitungsschritten genutzt werden. Für diese Verarbeitungsschritte wird
auf geographischesWissen zurückgegrien, welches dem System in Form derGazetteer-Datenbank
bereitgestellt wird.
Aufgabe des Clusterings im nächsten Schritt ist, die aggregierten Nachrichtendokumente im Hin-
blick auf Ereignisse zu gruppieren. Berichten beispielsweise die Quellen CNN, BBC und Reuters
über das Ereignis „Erdbeben auf Bohol“, ist das Ziel, die entsprechenden Berichte zu einem Ereignis-
Cluster zusammenzufügen. Die nachgelagerte Ereigniserkennung ltert jene Inhalte und Cluster,
die nicht der in Abschnitt 1.2 spezizierten Denition eines Ereignisses entsprechen, um unnötige
Anfragen, für die keine der erwünschten Resultate zu erwarten sind, in den späteren Verarbeitungs-
schritten zu vermeiden. Die Komponente Anfragegenerierung erzeugt für ausgewählte Cluster
zielgerichtete Suchanfragen, mit denen eine fokussierte Datenaggregation von Quellen mit nut-
zergenerierten Inhalten, wie YouTube, Twitter, Instagram oder Flickr vorgenommen wird. Die
KomponenteMultifacet REST Searcher bildet dazu die Anfragen auf die spezischen REST-APIs
der betrachteten Quellen ab und nimmt ein Parsing der Ergebnisdaten auf das verwendete interne
Datenformat vor. Die entsprechenden Komponenten für die multifacettierte Suche wurden, mit
durchaus nicht geringem Aufwand, im Zuge dieser Arbeit implementiert und sind innerhalb von
Palladian verfügbar. Da die damit verbundenen Herausforderungen jedoch primär im implementie-
rungsnahen Bereich liegen, werden diese im Rahmen der Arbeit nicht eingehend detailliert.
Die abschließende Relevanzklassikation adressiert das im Zusammenhang mit der vierten For-
schungsfrage erläuterte Problem, dass aggregierte Inhalte viele irrelevante Beiträge enthalten, indem
diese klassiziert und geltert werden. Die Komponenten Clustering, Ereigniserkennung, Anfra-
gegenerierung und Relevanzklassikation werden in Kapitel 5 thematisiert. Die News-Datenbank
enthält die Resultate des hier beschriebenen Arbeitsablaufs. Sie bildet den Anknüpfpunkt für Syste-
me, die auf den vorgestellten Konzepten aufbauen und die aggregierten Daten, beispielsweise in
Form einer Webanwendung oder Smartphone-/Tablet-App, dem Anwender präsentieren.
1 .6 zusammenfassung und aufbau
InKapitel 2 werden relevanteGrundlagen erläutert. Dies umfasst geographischeMaße undDistanzen,
verwendete Methoden des Machine Learnings und Maße zu Evaluierung im Information Retrie-
val. Leser, die bereits über entsprechendes Hintergrundwissen verfügen, können diesen Abschnitt
überspringen. Im weiteren Verlauf der Arbeit werden jeweils Verweise zurück auf die Grundlagen
gegeben.
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Der weitere Aufbau folgt der Struktur der beschriebenen Forschungsfragen undesen. In Kapitel 3
wird das Problem der Lokationsextraktion aus unstrukturierten Texten beschrieben, welches durch
die erste Forschungsfrage motiviert wurde. Nach einem Überblick über State-of-the-Art-Systeme
und Datensets für Evaluierungszwecke werden zwei im Rahmen der Arbeit konzipierte Verfahren
zur Lokationsextraktion vorgestellt. Abschließend erfolgt ein ausführlicher Vergleich mit State-of-
the-Art-Systemen.
Kapitel 4 knüp an dieematik des vorangegangenen Kapitels an und widmet sich der geogra-
phischen Fokusbestimmung von Nachrichten. Hier wird Bezug auf die zweite Forschungsfrage
genommen. Das Kapitel stellt eine Reihe unterschiedlicher Strategien für die Fokusbestimmung vor.
Unter anderem eine Variante, die mittels Machine Learning unterschiedliche Heuristiken miteinan-
der kombiniert. Des Weiteren wird eine neue Methode präsentiert, die State-of-the-Art-Strategien,
welche zur Fokusbestimmung ein Raster verwenden, deutlich verbessert. Die insgesamt zehn vorge-
stellten Strategien werden ausführlich unter Verwendung von Datensets unterschiedlichen Umfangs
evaluiert und verglichen.
Im letzten Kapitel 5 werden die dritte und vierte Forschungsfrage adressiert. Es wird beschrieben, wie
mittels Clustering relevante Nachrichtenereignisse erkannt werden können. Anschließend werden
im Hinblick auf die dritte Forschungsfrage Strategien für die zielgerichtete Suche nutzergenerierter
Inhalte für gegebene Ereignisse vorgestellt. Diese Strategien legen die Priorität auf einen hohen
Recall. Um die Precision der Ergebnisse zu verbessern, wird im Anschluss die vierte Forschungsfrage
thematisiert.
Schlussendlich grei Kapitel 6 die Forschungsfragen dieser Arbeit auf und liefert eine Zusammen-




Dieses Kapitel gibt einen kurzen Überblick über wichtige Konzepte, die in den nachfolgenden
Kapiteln zum Einsatz kommen. Dies umfasst zunächst die Repräsentation von Orten anhand geogra-
phischer Koordinaten und daraus hervorgehende Berechnungsmethoden, die vor allem für Kapitel 3
und 4 relevant sind. In Abschnitt 2.2 werden Repräsentationen für Textdokumente vorgestellt, die aus
dem „Bag-of-Words“-Modell hervorgehen und an verschiedenen Stellen in dieser Arbeit genutzt wer-
den. Klassikationsprobleme im Rahmen dieser Arbeit werden mittels Machine Learning adressiert.
Die hierzu verwendeten Decision Trees und Random Forests werden in Abschnitt 2.3 eingeführt.
Entsprechend der Gepogenheiten im Information Retrieval und der Informationsextraktion erfolgt
eine Bewertung der hier vorgestellten Methoden anhand etablierter Evaluierungsmaße. Die hier
verwendeten Maße werden grundlegend in Abschnitt 2.4 eingeführt und später im Verlauf der
Arbeit genauer auf die individuellen Problemstellungen adaptiert.
Leser ohne Vorkenntnisse, die direkt in dieematik einsteigen wollen, können dieses Kapitel
überspringen und bei Unklarheiten die vorhandenen Verweise auf die entsprechenden Abschnitte
nutzen. Für jene Leser hingegen, die noch tiefer in die hier besprocheneematik einsteigenmöchten,
werden zahlreiche Referenzen auf relevante Grundlagenliteratur gegeben.
2.1 geographische grundlagen
Nachfolgend wird die in dieser Arbeit verwendete Repräsentation für Orte anhand von Längen- und
Breitenkoordinaten, die Ermittlung von Entfernungen zwischen zwei Orten, sowie die Berechnung
von Mittelpunkten erläutert.
2.1 .1 koordinaten
Punkte auf der Erdoberäche können mittels geographischer Koordinaten, bestehend aus Brei-
tengrad (Latitude) und Längengrad (Longitude) angegeben werden. Dazu wird der Erdball in 180
Breiten- und 360 Längengrade geteilt (siehe Abbildung 2.1). Per Denition entspricht die geogra-
phische Breite von 0° dabei dem Äquator. Die Länge von 0°, der sogenannte Nullmeridian, verläu
durch die Königliche Sternwarte in Greenwich bei London.
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(a) Längengrade (b) Breitengrade
Abbildung 2.1: Darstellung der Längen- und Breitengrade der Erde (Pearson Scott Foresman, 2007a,
2007b)
Werden Orte anhand ihrer Koordinaten beschrieben, so wird zuerst der Breiten-, dann der Län-
gengrad angegeben. Der Breitengrad wird dabei entweder mit „Nord“ oder „Süd“ qualiziert bzw.
als positiver (nördliche Breite) oder negativer Wert (südliche Breite) im Bereich von 0° bis 90°
angegeben. Entsprechend wird der Längengrad entweder mit dem Zusatz „West“ oder „Ost“ bzw.
als negativer oder positiver Wert (entsprechend westlicher oder östlicher Länge) von 0° bis 180°
deniert. Verwendet werden auch die Symbole λ für die Länge und ϕ für die Breite.
2.1 .2 distanzen
Die Distanzbestimmung zwischen zwei per Koordinaten angegebenen Orten auf derWeltkugel kann
über den Großkreis erfolgen, bei dem ein Teilstück, eine sogenannte „Orthodrome“, die kürzeste
Strecke zwischen diesen Punkten darstellt. Ein Großkreis ist ein größtmöglicher Kreis auf einer
Kugeloberäche, dessen Mittelpunkt mit dem Kugelmittelpunkt zusammenfällt und der diese somit
in zwei gleich große Halbkugeln teilt. Die in Formel 2.1 abgebildete Haversine-Funktion (Sinnott,
1984) berechnet diese Distanz für die zwei Punkte P1 und P2 mit den Längen λ1 und λ2 und den
Breiten ϕ1 und ϕ2 und einem angenommenen Erdradius r. Für r wird typischerweise ein Wert von
6.371 Kilometern verwendet. Da die Erde keine perfekte Kugel ist, ermittelt die Formel nur eine
Näherung für dieDistanz. DieGenaugkeit derDistanzberechnung reicht jedoch für Anwendungen in
dieser Arbeit völlig aus22. Für die programmatische Berechnung müssen die Koordinaten zusätzlich
vorher vom Grad- ins Bogenmaß umgerechnet werden.
distance(P1, P2) = 2r arcsin⎛⎝
√
sin2 (ϕ1 − ϕ2
2
) + cos(ϕ1) cos(ϕ2) sin2 ( λ2 − λ12 )⎞⎠ (2.1)
22 Eine genauere Berechnung erlaubt die Formel von Vincenty (1975).
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2.1 .3 geographischer mittelpunkt
Die Berechnung des geographischen Mittelpunkts mehrerer Orte kann über den Schwerpunkt
erfolgen. Die Ermittlung einfacher Durchschnittswerte aus Länge und Breite ist hingegen, aufgrund
der „Unterbrechung“ der Längengrade gegenüber dem Nullmeridian, nicht zielführend. Intutitiv
kann diese Vorgehensweise so beschrieben werden: An jedem bei der Schwerpunktbestimmung zu
berücksichtigenden Ort wird ein gleich schweres Gewicht auf einem Globus befestigt. Anschließend
kann dieser Globus so lange frei rotieren, bis der schwerste Punkt nach unten zeigt. Dieser Punkt ist
der geographische Mittelpunkt (GeoMidpoint.com, 2007). Zur Berechnung werden die Koordinaten
aus Längen- und Breitengraden zuerst in dreidimensionale kartesische Koordinaten umgewandelt
(Formel 2.2). (x ,y,z) = (cos(ϕ) cos(λ), cos(ϕ) sin(λ), sin(ϕ)) (2.2)
Anschließend wird der Durchschnitt aus den x-, y- und z-Werten berechnet und die ermittelte
Durchschnittskoordinate zurück in Längen- und Breitengrade transformiert (Formel 2.3).
(ϕ, λ) = (atan2(y, x), atan2(z,√x2 + y2)) (2.3)
2.1 .4 geographischer median
Anders als der Schwerpunkt in Abschnitt 2.1.3 bezeichnet der geographischeMedian jenen Punkt, der
die Summe der Distanzen zu sämtlichen anderen betrachteten Orten minimiert. Er ist ein Spezialfall
des geometrischen Mittelpunkts23, dessen Bestimmung als Fermat–Weber-Problem (Weber, 1909)
bezeichnet wird. Im Gegensatz zur geographischen Mittelpunktbestimmung existiert hierfür keine
einfache Berechnungsvorschri, vielmehr muss die Berechnung iterativ erfolgen. Für die Ermittlung
des geometrischen Medians wird der von GeoMidpoint.com (2007) beschriebene Algorithmus
verwendet, der zunächst jeweils für den Schwerpunkt (Abschnitt 2.1.3) und sämtliche betrachteten
Koordinaten die minimale summierte Distanz berechnet und davon ausgehend schrittweise für
jeweils acht umgebende Punkte mit einer festgelegten Distanz prü, ob diese die summierten Distan-
zen reduzieren. Abbildung 2.2 zeigt zur Verdeutlichung den Schwerpunkt und den geometrischen
Median für eine Menge von drei Koordinaten.
2.2 dokumentmodelle
Um ein Textdokument anhand eines Vektors zu repräsentieren, muss dieses zunächst in Merkmale
überführt werden, die anschließend gewichtet werden können. Dazu kann eine Tokenisierung vorge-
nommen werden, die den Text in Wörter (Tokens) segmentiert. Anschließend können Stoppwörter
entfernt werden, die für sich keine Bedeutung tragen. Mittels Stemming lassen sich Wortvarianten
23 In der Literatur wird der geometrische Median auch als „Zentrum minimaler Distanz“ oder „Medianzentrum“ bzw.
„center of minimum distance“ oder „median center“ bezeichnet.
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Abbildung 2.2: Geographischer Mittelpunt (rot) und geographischer Median (grün) für die gegebe-
nen grauen Koordinaten (Kartenmaterial von MapQuest, 2013)
des selben Wortstamms auf eine gemeinsame Grundform reduzieren (Hooper und Paice, 2005;
Porter, 2001). Um Merkmale mit mehr Kontext zu erhalten, können mehrere Wörter zu Wort-
n-Grammen kombiniert werden. Dabei werden unter Verwendung eines Schiebefensterprinzips
jeweils Sequenzen aus n ≥ 2 Wörtern zu einer Einheit kombiniert. Für den Satz „San Francisco is
nice“ entstehen beispielsweise die 2-Gramme „San Francisco“, „Francisco is“ und „is nice“. Zeichen-
n-Gramme dagegen sind Sequenzen mit jeweils fester Zeichenlänge. Für das genannte Beispiel
entstehen die Zeichen-5-Gramme „San F“, „an Fr“, „n Fra“ etc.
Die einfachste Form zur Merkmalsgewichtung ist das boolesche bzw. „Set-of-Words“-Modell, bei
dem binäre Vektoren die Präsenz von Termen im Dokument anzeigen. Ein „Bag-of-Words“-Modell
dagegen enthält die Vorkommenshäugkeit der einzelnen Terme (Termfrequenz, nachfolgend TF)
im Dokument und geht davon aus, dass häug vorkommende Terme eine hohe Relevanz besitzen.
Um Unterschiede zwischen unterschiedlich langen Dokumenten auszugleichen, ist es üblich, die
Termfrequenzen der Terme t mit der maximalen Termfrequenz im Dokument d zu normalisieren
(siehe Formel 2.4).
tf(t,d) = count(t,d)
max{count(u,d) ∶ u ∈ d} (2.4)
Einen weiteren Indikator für die Wichtigkeit eines Terms liefert die Häugkeit seines Vorkommens
in anderen betrachteten Dokumenten. Terme, die in vielen Dokumenten aureten, sind weniger
charakteristisch als seltener vorkommende Terme. Die in Formel 2.5 abgebildete inverse Doku-
mentfrequenz (nachfolgend IDF) gibt den zur Dämpfung logarithmierten, inversen Anteil von
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Dokumenten innerhalb eines Korpus D an, die einen Term t enthalten.
idf(t,D) = log ∣D ∣∣ {d ∈ D ∶ t ∈ d} ∣ (2.5)
Die Termfrequenz und die inverse Dokumentfrequenz (nachfolgend TF-IDF) können als Produkt
miteinander kombiniert werden (Jones, 1972), womit sich eine Relevanzgewichtung in Abhän-
gigkeit von der Vorkommenshäugkeit im Dokument d und der Häugkeit im Korpus D ergibt
(Formel 2.6).
tdf(t,d ,D) = tf(t,d) idf(t,D) (2.6)
2.3 machine learning zur klassifikation
Mit Machine Learning wird die Fähigkeit eines künstlichen Systems bezeichnet, Wissen aus vorhan-
denen Daten zu generieren. Unterschieden wird in die Kategorien „überwachtes Lernen“ (supervised
learning) und „unüberwachtes Lernen“ (unsupervised learning). In dieser Arbeit sind vor allem
Klassikationsprobleme von Relevanz bei denen eine Zuordnung von Objekten zu Kategorien unter
Zuhilfenahme von Kriterien (Attributen oder Features) vorgenommen wird. Klassikationsproble-
me können mittels überwachtem Lernen adressiert werden. Dazu sind explizite Trainingsbeispiele
notwendig, aus denen mittels Lernalgorithmen eine Hypothese, auch als Modell bezeichnet, kreiert
wird. Mit dieser sollen möglichst korrekte Klassikationsentscheidungen für die Trainingsdaten
und – insbesondere – neue, unbekannte Daten (Testdaten) getroen werden können.
Klassikationsalgorithmen können danach kategorisiert werden, ob sie auf die Trainingsdaten „über-
anpassen“ oder „unteranpassen“. Überanpassung (overtting oder „high variance“) bezeichnet die
Eigenscha, dass eine Hypothese zu stark an die zugrunde liegenden Daten angepasst ist. Dies
bedeutet, dass gute Klassikationsresultate auf den gelernten Daten erzielt werden, die Klassika-
tion jedoch schlecht generalisiert. Somit werden auf ungesehenen Testdaten deutlich schlechtere
Klassikationsergebnisse erzielt. Auf der anderen Seite steht die Unteranpassung (undertting oder
„high bias“). Hierbei gibt die Hypothese nicht ausreichend die Eigenschaen der zugrundeliegenden
Trainingsdaten wieder.
Die nachfolgende Tabelle 2.1 zeigt das „Play Tennis“-Datenset (Quinlan, 1986), ein verbreitetes
Beispieldatenset im Machine-Learning-Bereich, bei dem auf Basis von Wetterbedingungen die
Entscheidung getroen werden soll, ob eine Person Tennis spielen will. Das Datenset besteht aus
vier Features (Outlook, Temperature, Humidity, Windy) und einer binären Klassenzugehörigkeit
(Class), die die negative (N) bzw. positive (P) Entscheidung repräsentiert.
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1 sunny hot high false N
2 sunny hot high true N
3 overcast hot high false P
4 rain mild high false P
5 rain cool normal false P
6 rain cool normal true N
7 overcast cool normal true P
Te
st
8 sunny mild high false N
9 sunny cool normal false P
10 rain mild normal false N
11 sunny mild normal true P
12 overcast mild high true P
13 overcast hot normal false P
14 rain mild high true N
Tabelle 2.1: „Play Tennis“-Dataset (Quinlan, 1986)
Bei Betrachtung der Trainingsdaten in Tabelle 2.1 könnte beispielsweise die nachfolgende Hypothese
zur Klassikation für Klasse „P“ abgeleitet werden:
(Outlook = overcast ∧ Temperature = hot ∧Humidity = high ∧ ¬Windy)∨ (Outlook = rain ∧ Temperature = mild ∧Humidity = high ∧Windy)∨ (Outlook = rain ∧ Temperature = cool ∧Humidity = normal ∧ ¬Windy)∨ (Outlook = overcast ∧ Temperature = cool ∧Humidity = normal ∧Windy)
Diese Hypothese zeigt eine Überanpassung an die betrachteten Daten. Während die Klasse für die
zum „Training“ benutzten Einträge 1 bis 7 mit den gezeigten Regeln durchweg korrekt bestimmt
wird, werden bei den ungesehenen Daten 8 bis 14 die tatsächlich mit „P“ bezeichneten Einträge
irrtümlich als „N“ klassiziert.
Im Gegensatz dazu ist die nachfolgende Hypothese bei Betrachtung der Trainingsbeispiele 1 bis
7 unterangepasst. Hier werden zwei der positiven Einträge (# 3 und # 7) fälschlicherweise als „N“
klassiziert.
Outlook = rain ∧ ¬Windy
DieModelle unterschiedlicher Lernverfahren können zwei Kategorien zugeordnet werden: Generati-
ven und diskriminativen. Vereinfacht gesagt modellieren erstere zur Klassikation die Eigenschaen
der zugrunde liegenden Daten, wohingegen letztere lediglich Kriterien zur Unterscheidung mo-
dellieren. Ein Beispiel24 verdeutlicht dies: Um die Sprache eines Texts zu klassizieren, können




bestimmen (generativ) oder es werden lediglich die charakteristischen Unterschiede in den linguisti-
schen Modellen gelernt (diskriminativ). Ng und Jordan (2002) stellen fest, dass mit diskriminativen
Verfahren in der Regel bessere Klassikationsergebnisse erreicht werden – entgegen der womöglich
naheliegenden Intuition im Hinblick auf die Mächtigkeit generativer Modelle.
Beispiele fürKlassikatorenmit generativenModellen sindNaïve-Bayes-Klassikatoren oderHidden-
Markov-Modelle (HMM). Diskriminative Klassikatoren sind die logistische Regression, Support
Vector Machines (SVM), Conditional Random Fields (CRF), künstliche neuronale Netze oder die
nachfolgend vorgestellten, in dieser Arbeit verwendeten Decision Trees. Einen ausführlichen Über-
blick über unterschiedliche Klassikationsverfahren geben Mitchell (1997) und Manning, Raghavan
und Schütze (2009).
2.3 .1 naïve bayes
Naïve-Bayes-Klasskatoren machen sich das Bayes-eorem (Bayes, 1763) aus Formel 2.7 zunutze.
Mit demeorem kann die bedingte Wahrscheinlichkeit P(A ∣ B) ermittelt werden, die angibt dass
ein EreignisAunter der Bedingung von B eintritt. Sie lässt sich durch dieA-priori-Wahrscheinlichkeit
P(A) für das Ereignis A, die bedingte Wahrscheinlichkeit P(B ∣ A), dass bei gegebenem Ereignis A
das Ereignis B auritt und die A-priori-Wahrscheinlichkeit P(B) für Ereignis B berechnen.
P(A ∣ B) = P(A) ⋅ P(B ∣ A)
P(B) (2.7)
Die Bezeichnung „naïv“ rührt daher, dass für die Klassikation mit mehreren Eigenschaen die
Annahme getroen wird, dass diese voneinander unabhängig sind. Die Grundidee zur Bestimmung
derWahrscheinlichkeit für eine Klasse c bei gegebenen Features F ist in Formel 2.8 dargestellt.
P(c ∣ F) = P(c)∏
f ∈ F P( f ∣ c) (2.8)
Sowohl für die Trainings- als auch für die Klassikationsphase weisen Naïve-Bayes-Klasskatoren ei-
ne lineare Komplexität auf. Zum Training müssen lediglich Wahrscheinlichkeiten berechnet werden.
Aus diesem Grund sind Naïve-Bayes-Klasskatoren bei richtiger Adaption gut für die Textkatego-
risierung geeignet, wo sie bezüglich Klassikationsgüte mit deutlich komplexeren Verfahren wie
SVMs konkurrieren können. Die in dieser Arbeit verwendeten Maßnahmen zur Adaption von
Naïve-Bayes-Klasskatoren auf Textklassikationsprobleme beschreiben Rennie, Shih, Teevan und
Karger (2003).
2.3 .2 decision trees
Decision Trees (zu deutsch „Entscheidungsbäume“) gehören zu den weitverbreitetstenMethoden für
Klassikationsaufgaben und werden auch im Bereich der Informationsextraktion häug eingesetzt.
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Sie teilen komplexe Entscheidungen in einfach verständliche, schrittweise angewendete Regeln
auf und bilden Eingabedaten auf diskrete Zielklassen ab. Abbildung 2.3 zeigt einen Decision Tree
für das Datenset „Play Tennis“ aus Tabelle 2.1. An jedem Feature (repräsentiert durch die Knoten
„Outlook“, „Humidity“ und „Windy“) erfolgt eine Entscheidung auf Basis der in abgerundeten
Rechtecken abgebildeten Zweige (zum Beispiel „sunny“, „overcast“ oder „rain“ auf erster Ebene).
Zur Klassikation von Daten wird der Baum schrittweise von oben nach unten durchlaufen, bis ein










Abbildung 2.3: Decision Tree für das „Play Tennis“-Datenset (siehe Tabelle 2.1, nach Quinlan, 1986)
mit den Features „Outlook“, „Humidity“ und „Windy“ und den Klassen „N“ und „P“
als Ergebnis der Klassikation
Algorithmen zum Lernen von Decision Trees sind der in Breiman, Friedman, Stone und Olshen
(1984) beschriebene CART oder der in Quinlan (1986) beschriebene ID3. Der Nachfolger C4.5
(Quinlan, 1993) verbessert ID3, beispielsweise indem auch kontinuierliche Features unterstützt
werden (also beispielsweise Gradzahlen für die in Tabelle 2.1 angegebene Temperatur) oder mit
fehlenden Attribute umgegangen werden kann. Mittlerweile existiert vom gleichen Autor mit C5.0
eine weiter verbesserte und kommerziell vermarktete Implementierung25.
Die nachfolgenden Erklärungen zum Decision Tree Learning stützen sich auf den ursprünglichen
Algorithmus ID3. Die zentralen und relevanten Aspekte sollen hier wiedergegeben werden. Für
nähere Details sei auf Quinlan (1993) und Mitchell (1997) verwiesen.
ID3 baut einen Entscheidungsbaum rekursiv „top-down“ auf. Dazu wird amWurzelknoten zunächst
für sämtliche Trainingsinstanzen bestimmt, mit welchem der vorhandenen Attribute die beste
Klassenseparation erzielt wird. Diese Quantizierung erfolgt mittels des in Formel 2.9 angegebenen
Information-Gain-Maß. Information Gain bezeichnet die Entropiereduktion, die bei Separation der
Instanzen S unter einem der Attribute aus A stattndet.
IG(S ,A) = H(S) − ∑
v ∈ values(A)
∣ Sv ∣∣ S ∣ H(Sv) (2.9)
25 http://www.rulequest.com/products.html
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Die Entropie wird wie in Formel 2.10 auf Basis der Klassenzugehörigkeit der Instanzen ermittelt. pi
gibt den Anteil von Instanzen, die zu Klasse i gehören, an.
H(S) = c∑
i = 1−pi log2 pi (2.10)
Das Attribut mit dem höchsten Information Gain wird jeweils ausgewählt und mit diesem ein neuer
Knoten erzeugt. Anschließend werden sämtliche Instanzen entsprechend ihrer Attribute auf die
dem Knoten anschließenden Zweige verteilt und das ausgewählte Attribut aus der verbleibenden
Attributmenge entfernt. Die Prozedur wird solange für die jeweils an die Zweige verteilten Instanzen
wiederholt, bis sämtliche Attribute berücksichtigt wurden. Als Blattknoten wird jene Klasse mit
dem höchsten Anteil gewählt. Bendet sich an einem Zweig eine homogene Menge aus einer Klasse,
stoppt die Rekursion für diesen. Der beschriebene Lernalgorithmus ist „greedy“, das heißt, es erfolgt
kein Backtracking, bei dem einmal erzeugte Knoten revidiert werden.
Die Vorteile von Decision Trees im Vergleich zu anderen Klassikatoren, insbesondere SVMs, liegen
einerseits darin, dass die Daten keinen Vorverarbeitungsschritten wie beispielsweise der Normali-
sierung unterworfen werden müssen. Ferner erzielen sie auch bei nicht-optimalen Trainingsdaten,
beispielsweise mit sehr ungleicher Klassenverteilung oder teilweise fehlerhaen Klassenzuweisungen
gute Ergebnisse. Ein weiterer Vorteil besteht darin, dass aufwendige Optimierungsschritte, wie sie
beispielsweise bei SVMs in Bezug auf den verwendeten Kernel und dessen Parameter notwendig sind,
wegfallen (Chen, 2011). Decision Trees sind für den Menschen gut verständlich und die Relevanz
einzelner Attribute kann unmittelbar aus der Position im Baum abgelesen werden.
Als problematisch erweist sich, dass Decision-Tree-Modelle stark overtten. Diese Problematik kann
durch einen nachgelagerten Pruning-Schritt entschär werden. Hierbei wird die Komplexität eines
Decision Trees durch Abschneiden von Zweigen reduziert, um eine bessere Generalisierbarkeit zu
erreichen. Für das „Reduced Error Pruning“ (Elomaa und Kääriäinen, 2001; Quinlan, 1987) wird ein
getrenntes Trainings- und Validierungsset genutzt. Von dem gelernten Baum werden schrittweise
einzelne Zweige entfernt und die Anzahl der Fehlklassikationen mittels Validierungsset überprü.
Dieser Vorgang wird so lange fortgesetzt, wie die Anzahl der Fehlklassikationen abnimmt.
2.3 .3 random forests
Eine weitere Möglichkeit, ein Overtting zu vermeiden, stellen Ensemble-basierte Methoden dar,
bei denen mehrere Modelle gelernt und kombiniert werden. Einen Überblick geben Opitz und
Maclin (1999) und Dietterich (2000). Beim „Bagging“ (Bootstrap Aggregation) werden aus einer
Trainingsmenge mehrere Teilmengen erzeugt, so genannte „Bootstrap Samples“ (Breiman, 1996).
Mit jeder Teilmenge kann anschließend ein Decision Tree trainiert werden.
Die von Breiman (2001) beschriebenen Random Forests kombinieren Bagging mit einer Random-
Subspace-Methode (Ho, 1998), bei der an jedem Knoten nur eine Teilmenge der tatsächlich vor-
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handenen Attribute berücksichtigt werden (bei p Attributen üblicherweise√p oder log2 p). Ein
anschließendes Pruning der Bäume ndet hier nicht statt.
Zur Klassikation werden die Daten mit jedem Decision Tree klassiziert und mittels Mehrheitsent-
scheid die wahrscheinlichste Klasse ermittelt. Die Häugkeiten der vorhergesagten Klassen können
genutzt werden, um Aussagen zur Kondenz der Klassikation zu treen (wenn beispielsweise
sieben von zehn Bäumen eines Random Forests die Klasse „P“ angeben, entspricht dies einer Kon-
denz von 0,7). Die Kondenzwerte können genutzt werden, um bei binären Klassenzugehörigkeiten
eine Polarisierung der Klassikationsergebnisse zu erreichen. So kann anstatt des üblichen Schwell-
werts von 0,5 beispielsweise ein Wert von 0,2 für die Kondenz für „P“ gewählt werden, um – bei
Inkaufnahme von Fehlklassikationen – mehr Daten als „P“ zu klassizieren.
2.3 .4 feature-selektion
Klassikationsaufgaben mittels Machine Learning geht ein Feature Engineering voraus, bei dem
deskriptive Features zur Klassikation beschrieben werden. Nicht immer sind alle Features tat-
sächlich notwendig. Möglicherweise existieren mehrere voneinander abhängige oder irrelevante
Features oder sogar solche, die für die Klassikation kontraproduktiv sind. Mit der Feature-Selektion
soll eine Teilmenge der ursprünglichen Feature-Menge bestimmt werden, mit dem annähernd
gleich gute oder sogar bessere Klassikationsergebnisse erzielt werden (siehe Abschnitt 2.4 für
mögliche Maße). Durch Feature-Selektion kann dem Problem des Overttings vorgebeugt und der
Klassikationsaufwand reduziert werden, da weniger Features berechnet werden müssen.
Guyon und Elissee (2003) geben einen Überblick verschiedener Verfahren. In dieser Arbeit wird
die „Backward Feature Elimination“ angewendet. Diese beginnt mit der vollständigen Menge aus
n Features. Es folgen n Iterationen, wobei in jeder Iteration jedes verbleibende Feature einmal
entfernt, unter Verwendung eines Trainingssets ein Modell trainiert und mittels Validierungsset
getestet wird. Am Ende jeder Iteration wird jenes Feature eliminiert, bei dessen Wegnahme die
besten Klassikationsergebnisse erzielt wurden (im Hinblick auf Accuracy oder F1-Maß, siehe
Abschnitt 2.4).Die Teilmenge kann einerseits aus den Top-k Features bestehen, das heißt, es werden
die zuletzt eliminierten k Features selektiert. Andererseits können, ebenfalls beginnend beim zuletzt
eliminierten Feature, so viele ausgewählt werden, dass eine festgelegte Klassikationsqualität erreicht
wird.
Ähnlich wie eine „Forward Selection“, die jedoch mit einer leeren Feature-Menge startet und schritt-
weise die besten Features selektiert, ist die Backward Feature Elimination ein Greedy-Algorithmus.
Getroene Eliminationsentscheidungen werden in späteren Iterationen nicht revidiert. Die Forward
Selection wählt jedoch unter Umständen ein gutes Feature, für das eine bessere Featurekombination
aus zwei für sich alleine schwächeren Features existiert (Guyon und Elissee, 2003). Bei beiden
Verfahren besteht theoretisch die Gefahr, dass nur lokale Optima bezüglich Featurekombinati-
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on bestimmt werden. Im Gegensatz zu einer „Brute Force“ Feature Selection jedoch, bei der n!
Kombinationen untersucht werden müssen, wird der Suchaufwand auf n (n+1) / 2 reduziert.
2.4 evaluierung im information retrieval
Nachfolgend werden die verwendeten Evaluierungsmaße vorgestellt, die im Information Retrieval
und für Klassikationsaufgaben genutzt werden. Diese umfassen Precision (Präzision), Recall
(Treerquote), F-Maß sowie Accuracy.
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Abbildung 2.4: Dokumentmengen TP (true positive), TN (true negative), FP (false positive), FN
(false negative) und deren Bedeutung
Werden Objekte oder Dokumente klassiziert oder gesucht, so kann eine Evaluierung der Ergebnisse
vorgenommen werden, indem die Gesamtmenge in tatsächlich relevante und als durch das evaluierte
System als relevant klassizierte Elemente gegliedert wird. Durch die Schnittmengen aus relevanten,
irrelevanten und gefundenen bzw. extrahierten Elementen ergeben sich die vier in Abbildung 2.4
dargestellten disjunkten Mengen „true positive“ (nachfolgend TP), „true negative“ (TN), „false
positive“ (FP) und „false negative“ (FN). TP sind dabei jene Elemente, die tatsächlich relevant sind
und durch das System ebenso klassiziert wurden. TN bezeichnet jene Elemente, die nicht relevant
sind und durch das System korrekterweise nicht gefunden bzw. als irrelevant klassiziert wurden.
FP bezeichnet die Menge der Elemente, die durch das System fälschlicherweise als relevant, FN
dementsprechend jene, die durch das System irrtümlicherweise als irrelevant klassiziert oder nicht
gefunden wurden.
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Die Precision gibt den Anteil korrekter klassizierter Resultate innerhalb der Ergebnismenge an
und berechnet sich wie in Formel 2.11 angegeben.
Precision = ∣ relevant ∧ gefunden ∣∣ gefunden ∣ = ∣TP ∣∣TP ∣ + ∣FP ∣ (2.11)
Der Recall ermittelt sich wie in Formel 2.12 gezeigt. Er gibt den Anteil korrekt klassizierter Ergeb-
nisse an den tatsächlich relevanten Elementen an. Die Werte für Precision und Recall liegen im
Intervall [0, 1], wobei höhere Werte als besser anzusehen sind. In dieser Arbeit werden die Maße
prozentual angegeben.
Recall = ∣ relevant ∧ gefunden ∣∣ relevant ∣ = ∣TP ∣∣TP ∣ + ∣FN ∣ (2.12)
Precision und Recall sollten immer gemeinsam betrachtet werden. Insbesondere ist eine hohe
Precision bei einem minimalem Recall oder umgekehrt in der Regel wertlos. Um eine Betrachtung
anhand eines einzigen Werts zu erlauben, wird das F-Maß genutzt, welches das harmonische Mittel
aus Precision und Recall darstellt (Rijsbergen, 1979).
Fβ = (1 + β2) ⋅ Precision ⋅ Recall
β2 ⋅ Precision + Recall (2.13)
Mit β ∈ [0,∞] kann eine Gewichtung von Precision oder Recall vorgenommen werden. Üblicher-
weise wird das F1-Maß mit β = 1 verwendet, bei dem Precision und Recall gleich gewichtet werden.
Somit vereinfacht sich die Formel wie nachfolgend angegeben (Formel 2.14).
F1 = 2 ⋅ Precision ⋅ Recall
Precision + Recall (2.14)
Ein weiteres Evaluierungsmaß, welches hauptsächlich bei Klassikationsaufgaben eingesetzt wird,
ist die Accuracy. Hier wird, wie in Formel 2.15 angegeben, die Anzahl korrekt klassizierter Elemente
in Bezug zur Gesamtmenge gesetzt.
Accuracy = ∣TP ∣ + ∣TN ∣∣FN ∣ + ∣TP ∣ + ∣FP ∣ + ∣TN ∣ (2.15)
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3 lokationsextraktion
Wie in Abschnitt 1.1 motiviert, haben geographische Entitäten eine große Bedeutung bei der Be-
schreibung von Nachrichtentexten. Die Betrachtungen zeigten, dass bei den betrachteten Nach-
richtentexten jeder im Durchschnitt zehn unterschiedliche Ortsreferenzen enthielt. Aber auch in
anderen Domänen sind geographische Entitäten von Bedeutung. Bereits ältere Untersuchungen im
Rahmen von Suchmaschinen zeigten, dass 18,6% der Suchanfragen geographische Terme beinhalten
(Sanderson und Kohler, 2004). Neuere Statistiken gehen sogar davon aus, dass 30 bis 40% der
vorgenommenen Suchanfragen bei Google einen lokalen Bezug haben (Parsons, 2012). Das Problem
der korrekten Extraktion von Ortsnamen und die Ermittlung zugehöriger Orte ist somit nicht nur
im hier betrachteten Nachrichtenumfeld von hoher Relevanz.
Nach einer grundsätzlichen Einordnung und Vorstellung verwandter Arbeiten in Abschnitt 3.2 wer-
den in Abschnitt 3.3 Evaluierungsverfahren für die Lokationsextraktion vorgestellt. In Abschnitt 3.4
folgt ein Überblick über Datensets, welche zur Evaluierung genutzt werden. Die Ergebnisse der dort
durchgeführten Recherche haben gezeigt, dass keine frei verfügbaren Datensets von guter Qualität
für Evaluierungszwecke existieren, weswegen in Abschnitt 3.4.2 ein während dieser Arbeit erstelles
Datenset, welches die Grundlage für spätere Evaluierungen bildet, vorgestellt wird. In Abschnitt 3.5
wird die verwendete Terminologie eingeführt.
Anschließend stellt das Kapitel zwei neue Verfahren für die Lokationsextraktion aus unstrukturier-
ten Texten vor: Einen heuristischen Ansatz in Abschnitt 3.8 und in Abschnitt 3.9 einen Ansatz,
welcher auf Machine Learning zurückgrei. Die Abschnitte 3.7 und 3.10 beschreiben beiden Ansät-
zen gemeinsame Vor- und Nachverarbeitungsschritte. Die Umsetzung der beiden Verfahren und
die vorgenommenen Optimierungen werden in Kapitel 3.11 besprochen. Abschließend erfolgt in
Kapitel 3.12 ein detaillierter Vergleich der hier präsentierten Methoden mit verschiedenen State-of-
the-Art-Mechanismen zur Extraktion von Lokationen.
3.1 problemstellung
Die Lokationsextraktion besteht imWesentlichen aus zwei Schritten wie in Abbildung 3.1 dargestellt.
Im Schritt der Named Entity Recognition werden Lokationsvorkommen, sogenannte Toponyme, wie
im Beispiel „Canberra“ und „Australia“ aus dem Text extrahiert. Je nach Extraktionsansatz können
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diese Kandidaten mit unterschiedlicher Kondenz als Lokationen begrien werden. Die Referenz
zu tatsächlichen Orten im Sinne von Koordinaten oder eideutigen Identikatoren wird im nächsten
Schritt, der Toponymdisambiguierung, hergestellt.
Canberra is the capital of Australia.
Named Entity 
Recognition Canberra is the capital of Australia.








Abbildung 3.1: Schematische Darstellung der Named Entity Recognition und der Toponymdisambi-
guierung
Named Entity Recognition Named Entity Recognition ist ein etablierter Bereich im Natural
Language Processing und der Informationsextraktion. Erste Verfahren wurden zu Beginn der 90er
Jahre entwickelt. Vor allem imUmfeld derMUC (Message Understanding Conference) setzte sich die
Erkenntnis durch, dass zur systematischen Informationsextraktion aus unstrukturierten Texten eine
Dierenzierung in spezische Informationseinheiten wie Personen-, Organisations- und Ortsnamen
oder numerische Fragmente wie Zeit-/Datums-, Geld- oder Prozentangaben vorgenommen werden
muss. Im Laufe der Zeit wurden verschiedene Strategien zur Named Entity Recognition umgesetzt
und evaluiert. Grundsätzlich kann hier eine Evolution von ursprünglich regelbasierten, manuell
kongurierten Systemen zu Ansätzen, welche auf das maschinelle Lernen zurückgreifen, festgestellt
werden. Einen grundsätzlichen Überblick liefern Nadeau und Sekine (2007) und Ratinov und Roth
(2009).
Der Prozess der Named Entity Recognition wird in folgende Schritte unterteilt: „Delimitation“ bzw.
„Recognition“ und „Type Detection“ bzw. „Classication“. In der Delimitation-Phase werden zunächst
Kandidaten aus dem Text extrahiert. Anschließend erfolgt die Klassizierung der extrahierten
Kandidaten, wobei diese entweder denierten Kategorien wie „Person“ oder „Lokation“ zugeordnet
werden oder als Nicht-Entität klassiziert und aus der Kandidatenliste entfernt werden.
Im Kontext der Lokationsextraktion identizieren Amitay, Har’El, Sivan und Soer (2004) das
Problem der „Geo/Non-Geo“-Ambiguitäten. Durch die Named Entity Recognition können einerseits
irrtümlich Entitäten anderen Typs als Lokation erkannt werden (z. B. im Satz „Georgia went to
Australia“ in dem „Georgia“ korrekterweise als „Person“ klassiziert werden müsste). Andererseits
besteht die Möglichkeit, dass fälschlicherweise Nicht-Entitäten als Lokationen extrahiert werden
(z. B. das Land Türkei aus dem Satz „Turkey tastes delicious“).
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Toponymdisambiguierung Während durch die Named Entity Recognition ein Vorkommen wie
„Canberra“ im Text erkannt und als „Lokation“ oder „Stadt“ klassiziert werden kann, dient die
Toponymdisambiguierung –im Englischen auch als „Grounding“ bezeichnet – dazu, mehrdeutige
Lokationsvorkommen auf eine eindeutige Instanz eines Ortes abzubilden. Sollte sich bei der Topo-
nymdisambiguierung zeigen, dass für eine als Ort klassizierte Entität nur unplausible Abbildungen
möglich sind (etwa, weil keine der möglichen Lokationen im Umkreis anderer Lokationen im Text
liegt), kann diese auch im Schritt der Toponymdisambiguierung als Nicht-Lokation verworfen wer-
den. Die Referenzierung der Orte erfolgt Anhand einer Datenbasis mit Orten, einem sogenannten
Gazetteer.
Mehrdeutigkeiten, von Amitay et al. (2004) als „Geo/Geo“-Ambiguitäten bezeichnet, stellen ein
inhärentes Problem bei der Toponymdisambiguierung dar. Smith undCrane (2001) zufolge existieren
für 57,1 % der Ortsnamen in Nord- und Zentralamerika mehrere tatsächliche Orte. Bei Betrachtung
der gesamten Welt kann davon ausgegangen werden, dass diese Zahl noch weitaus höher liegt.
Beispielsweise listet die englischsprachige Wikipedia 26 Lokationen auf, die „Paris“ im Namen
haben26.
3.2 verwandte arbeiten
Der nachfolgende Überblick stellt in Abschnitt 3.2.1 verwandte Arbeiten aus dem wissenschalichen
Umfeld anhandder verwendetenMethoden vor und grenzt die eigene vonden existierendenArbeiten
ab. Abschließend erfolgt in den Abschnitten 3.2.2 und 3.2.3 eine Darstellung von Web-APIs und
Sowarebibliotheken zur Lokationsextraktion.
3.2 .1 methoden zur extraktion und disambiguierung
Dieser Abschnitt gibt einen kompakten Überblick über verschiedene Heuristiken und Methoden,
die zur Lokationsextraktion und -disambiguierung eingesetzt werden.
RäumlicheDistanzen Üblicherweise beziehen sichOrtsnennungen in Texten auf gleiche Regionen,
weshalb räumliche Distanzen (siehe Abschnitt 2.1.2) Hinweise bei der Disambiguierung geben
können. Bei einem Text mit den Toponymen „Cambridge“ und „London“ erscheint zum Beispiel die
Annahme plausibel, dass sich beide auf die Orte in England beziehen, die nur 78 km voneinander
entfernt liegen, wohingegen beispielsweise die Distanz zwischen London in Ontario und Cambridge
in Neuseeland mehrere tausend Kilometer beträgt.
Ausgenutzt wird dies von Smith und Crane (2001), die eine Toponymdisambiguierung für Inhalte
einer digitalen Bibliothek historischer Daten durchführen. Nach der Identikation von Eigennamen
folgt eine Filterung unwahrscheinlicher Lokationskandidaten. Die Kandidatenmenge wird reduziert,
26 http://en.wikipedia.org/wiki/Paris_(disambiguation)
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indem die Zentroidlokation ermittelt und grobe „Ausreißer“ entfernt werden, die überdurchschnitt-
lich weit vom Zentroid entfernt liegen. In Zong, Wu, Sun, Lim und Goh (2005) werden mehrdeutige
Toponymkandidaten disambiguiert, indem jeweils jene Entsprechung mit der geringsten Distanz zu
bereits disambiguierten Kandidaten selektiert wird.
Leidner, Sinclair und Webber (2003) treen für den vorgestellten LSW03-Algorithmus maßgeblich
zwei Annahmen. Einerseits erfolgt die Annahme des „Single Sense per Discourse“ (Gale, Church
und Yarowsky, 1992), andererseits wird eine „Spatial Minimality“-Heuristik angewendet: Für jede
potentielle Disambiguierung, das heißt, jede mögliche Abbildungskombination von Ortsname
auf Lokation, wird ein Flächeninhalt berechnet und jene mit der kleinsten Fläche als Ergebnis
ausgewählt.
Hierarchie Neben räumlichen Distanzen können auch hierarchische Eigenschaen zur Disambi-
guierung ausgenutzt werden. Hiermit sind hierarchische Beziehungen zwischen Orten gemeint, die
Teil-von-Relationen ausdrücken. Wird innerhalb eines Texts beispielsweise der Bundesstaat „Texas“
genannt, so ist dies ein Hinweis dafür, dass der dort erwähnte Ort „Paris“ nicht die Hauptstadt von
Frankreich sondern die Stadt im Osten von Texas bezeichnet.
Li, Srihari, Niu und Li (2002, 2003) verwenden hierarchische Eigenschaen kombiniert mit einem
Optimierungsalgorithmus. Mehrdeutige Toponyme werden in eine Graphstruktur mit ungerich-
teten gewichteten Kanten überführt. Das Kantengewicht determiniert sich durch eine Reihe von
Regeln. Der mittels Kruskal-Algorithmus (Kruskal, 1956) ermittelte MaximumWeight Spanning
Tree repräsentiert das Ergebnis disambiguierter Toponyme.
Buscaldi und Rosso (2008a) greifen auf die WordNet-Ontologie (Miller, 1995) zurück. Die WordNet-
Synsets werden anhand eines „Conceptual Density“-Maßes gerankt, das angibt, wie stark Holonyme
im Umfeld des zu disambiguierenden Worts vertreten sind. Holonyme sind Wörter, die in einer
Teil-von-Beziehung zu anderen Wörtern stehen. Beispielsweise wäre „North America“ ein Holonym
von „USA“. Buscaldi und Rosso (2008a)merken jedoch an, dassWordNet bezüglich der Quantität zur
Verfügung stehender Daten nicht mit anderen Gazetteer-Quellen konkurrieren kann. Beispielsweise
beinhaltet WordNet nach Angaben der Autoren drei Einträge für den Ort „Springeld“, wohingegen
der GNIS-Gazetteer27 129 Einträge liefert. Da das zur Evaluierung verwendete Datenset „GeoSem-
Cor“ (siehe Abschnitt 3.4.1) vorrangig häug vorkommende Orte enthält, ist davon auszugehen, dass
die präsentierten Evaluierungsergebnisse deutlich in positive Richtung verfälscht sind. In Buscaldi
und Rosso (2008b) wird ein Vergleich zu einem Ansatz gezogen, der die Disambiguierung über Di-
stanzen vomMittelpunkt (siehe Abschnitt 2.1.3) vornimmt. Mit demWordNet-basierten Verfahren
werden dabei bessere Erebnisse erzielt (85% F1-Maß). Beide Ansätze sind jedoch einer Baseline, die




Von da Graça Martins (2008) wird der Hierarchielevel von Lokationen ausgewertet. Im Falle von
Mehrdeutigkeiten werden jene Lokationen präferiert, die an oberster Stelle der Hierarchie stehen
und somit größere Regionen repräsentieren. Desweiteren werden dicht besiedelte Orte bevorzugt,
mutmaßlich also solche mit mehr Kindlokationen, allerdings ist die Arbeit an dieser Stelle nicht
explizit.
Einwohnerzahlen Die jeweilige Anzahl von Einwohnern in Orten gleichen Namens liefert einen
möglichen Anhaltspunkt dafür, welcher Ort das plausibelste Disambiguierungsresultat darstellt.
Diese Information wird üblicherweise durch die Gazetteer-Datenbank zur Verfügung gestellt. Ent-
hält ein Text das Toponym „Dresden“, so ist – zumindest unter Ausschluss anderer Indikatoren
– die Wahrscheinlichkeit deutlich höher, dass tatsächlich Dresden in Sachsen mit über 500.000
Einwohnern gemeint ist als das Dorf Dresden in Muskington County, Ohio mit lediglich 1.423
Bewohnern28. Eine Reihe von Arbeiten, beispielsweise Rauch, Bukatin und Baker (2003), werten
daher Einwohnerzahlen während der Disambiguierung aus.
Lokationstypen Verschiedene Typen von Lokationen können bei der Disambiguierung unter-
schiedlich behandelt beziehungsweise bestimmte Typen präferiert werden. Soll beispielsweise ein
Toponym mit dem Namen „China“ disambiguiert werden, so liegt die Annahme nahe, dass hier
tatsächlich das Land und nicht etwa der Ort China in Kennebec County im Bundesstaat Maine der
USA gemeint ist. Leidner et al. (2003) beispielsweise lösen Toponyme grundsätzlich als Land auf,
sofern eine solche Entsprechung existiert. Andogah, Bouma, Nerbonne und Koster (2008) treen die
Annahme, dass innerhalb eines Texts vornehmlich gleiche Arten von Lokationen erwähnt werden.
Kommen unter den bereits disambiguierten Lokationen beispielsweise hauptsächlich Städte vor, so
werden uneindeutige Lokationen ebenfalls auf Kandidaten vom Typ „Stadt“ abgebildet.
Lokale Einschränkung Mit dem Vorwissen, dass ein Nachrichtenartikel beispielsweise von einer
simbabwischen Quelle stammt, kann eine lokale Einschränkung bei der Disambiguierung vorgenom-
men werden, indem sämtliche Ortskandidaten, die gemäß Hierarchie nicht innerhalb von Simbabwe
liegen, ausgeschlossen werden. Diese Annahme nutzen Pouliquen et al. (2006).
Andogah et al. (2008) bestimmen unter Verwendung eines Dokumentindex und Information-
Retrieval-Methoden zuerst einen geographischen Fokus eines Dokuments (siehe Abschnitt 4.1
im nachfolgenden Kapitel), der anhand von Kontinenten, Ländern oder Provinzen repräsentiert
wird. Im Anschluss werden sämtliche Lokationskandidaten eliminiert, die außerhalb des Fokus
liegen.
Kontexte undMuster Ein Termkontext bezeichnet die Menge von Termen, die innerhalb des Texts
im Umfeld des betrachteten Toponyms vorkommen, beispielsweise maximal zwei Terme vor und
hinter dem Toponym. Termkontexte können im Rahmen der Named Entity Recognition omals
28 Quelle: http://de.wikipedia.org/wiki/Dresden_(Ohio)
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Hinweise auf den Typ der betrachteten Entität liefern. Rauch et al. (2003) werten Termkontexte aus,
umGeo/Non-Geo-Ambiguitäten zu erkennen. So ist beispielsweise das Vorkommen „city“ innerhalb
des Termkontexts ein positiver Indikator für eine Lokation, „Mr.“ hingegen ein negativer. Zong
et al. (2005) nutzen Termkontexte für die Typklassizierung. Für mehrdeutige Lokationsnamen
wird versucht, eine regelbasierte Eingrenzung der Kandidatenmenge durch Kontextindikatoren
vorzunehmen. So können beispielsweise bei „state of California“ oder „Rio Grande County“ jeweils
jene Kandidaten eliminiert werden, die nicht vom Typ „State“ oder „County“ sind.
Ähnlich der Termkontexte können Muster eingesetzt werden, die Regeln für die Auösung häu-
ger Sequenzen von Toponymen bestimmten Typs darstellen. Ein gängiges und einfaches Muster
innerhalb von Texten ist eine explizite Disambiguierung eines Stadtnamens, indem nachfolgend
explizit der Bundesstaat angegeben wird, wie beispielsweise bei „Chicago, IL“. Hier werden also
hierarchische Eigenschaen ausgewertet. Eingesetzt wird dies beispielsweise von Smith und Crane
(2001) oder Amitay et al. (2004). Muster können auch weitaus komplexer und spezischer deniert
werden, wie bei da Graça Martins (2008), die Regeln für Aufzählungen wie „cities such as A, B, and
C“ denieren.
Korpora Ergänzend zu Gazetteer-Datenbanken können Textkorpora bei der Disambiguierung
hilfreich sein. Sogenannte „Bootstrapping“-Methoden schlagen beispielsweise Rauch et al. (2003)
vor. Eine großeMenge ungelabelter Trainingsdaten wird genutzt, um den verwendetenMechanismus
zur Kondenzbestimmung vorab zu trainieren. Häug vorkommende Name-Toponym-Auösungen
werden gelernt und bei der Anwendung auf neuen Texten genutzt. Smith undMann (2003) trainieren
unter Verwendung von Textfeatures Klassikatoren mit bereits disambiguierten Trainingsdaten
(also Texten, in denen z. B. „Nashville, Tenn.“ explizit angegeben ist). Hier wird folglich der gesamte
Dokumentinhalt als Kontext betrachtet. Peng, He und Mao (2006) werten Wahrscheinlichkeiten
gemeinsamen Auretens aus. Bei Betrachtung großer Dokumentkollektionen kann auf diese Weise
zum Beispiel festgestellt werden, dass in Dokumenten „Washington, D. C.“ häug auch „President
Bush“ vorkommt. Die notwendigen Trainingsdaten wurden auf automatische Weise unter Beschrän-
kung auf Toponymvorkommen gewonnen, die eindeutig aufgelöst werden können.
Innerhalb des Web-a-Where-Systems adressieren Amitay et al. (2004) die Problematik der Geo/Non-
Geo-Disambiguierung durch Verwendung eines Korpus mit über 1 Mio. Seiten. Lokationsnamen,
die im Korpus entweder selten als groß geschriebene Eigennamen auauchen (wie z. B. „Humble“ in
Texas) oder solche, derenAurittshäugkeit disproportional zur Einwohnerzahl ist, werden als Nicht-
Lokationen betrachtet, sofern nicht explizite gegenteilige Hinweise im Text gegeben sind.
Garbin und Mani (2005) verwenden auf einem Textkorpus gelernte Regeln zur Typklassikation
von Toponymen unter Verwendung des RIPPER-Klassikators (Cohen, 1996). Die Klassikation
erfolgt lediglich in die drei Kategorien „civil“ (Region, Staat oder Land), „ppl“ (Stadt) und „cap“
(Hauptstadt).
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Lieberman, Samet und Sankaranarayanan (2010) kombinieren innerhalb des NewsStand-Systems
(Teitler et al., 2008) eine Reihe vonHeuristikenmit zwei spezischen „Lexicons“. Ein „Global Lexicon“
repräsentiert Toponyme von allgemeiner Bekanntheit, ein „Local Lexicon“ hingegen enthält lokale
Toponyminformationen, die in der Regel nur einer kleinen regionalen Zielgruppe bekannt sind.
Die Verwendung des Local Lexicons bringt eine beachtliche Verbesserung des F1-Maßes bei der
Disambiguierung von 64,5% auf 88,5% bei der Verwendung des stark lokal geprägten LGL-Datensets
(siehe Abschnitt 3.4.1).
Anstelle der Nutzung lokaler Korpora grei das GeoScope-System von Qin, Xiao, Fang, Xie und
Zhang (2010) auf Web-Suchmaschinen zurück, um repräsentative Kontextterme zur Disambiguie-
rung zu ermitteln. Soll beispielsweise ein mehrdeutiges Toponym mit dem Namen „Gary“ aufgelöst
werden, für das Orte in den Bundesstaaten Minnesota und Indiana existieren, werden die Suchanfra-
gen „Gary, MN“ und „Gary, IN“ vorgenommen. Zwischen den Texten der gefundenen Resultate und
den Termkontexten wird die Kosinusähnlichkeit ermittelt und jene Entsprechung mit der höchsten
Ähnlichkeit gewählt.
Verschiedene Arbeiten verwenden Informationen aus der Wikipedia. Overell und Rüger (2008)
erzeugen ein Modell mit Wahrscheinlichkeiten gemeinsamen Auretens von Lokationen, das für
die Disambiguierung genutzt wird. Roberts, Bejan und Harabagiu (2010) nutzen ereignisspezi-
sche Entitäten. Dazu wird eine bestehende Geo-Ontologie mit Entitäten vom Typ „Person“ und
„Organisation“ verknüp, die aus der Wikipedia gewonnen werden.
Kombinationen Eine Zusammenfassung der vorangehend vorgestellten verwandten Arbeiten
ndet sich in Tabelle 3.1. Wie sich zeigt, kombinieren die einzelnen Arbeiten in der Regel jeweils
mehrere der vorgestellten Heuristiken, die in der Regel schrittweise angewendet werden. Vielfach
eingesetzte Methoden zur Disambiguierung bedienen sich räumlicher Distanzen und hierarchischen
Relationen. Teilweise verwenden die Ansätze zusätzliche Vorverarbeitungsregeln, so eliminiert
beispielsweise Pouliquen et al. (2006) zunächst Entitäten, die als Teil von Personennamen im Text
vorkommen und wendet eine Geo-Stoppwortliste an, um typische Falschextraktionen zu vermeiden.
Beispielsweise existiert ein Ort mit dem Namen „And“, der im Iran liegt, die Wahrscheinlichkeit
einer Falsch-Positiv-Extraktion ist hier jedoch hoch, weshalb durch die Stoppwortliste von Pouliquen
et al. (2006) die Extraktion solcher Orte komplett unterbunden wird.
Machine Learning Von der Möglichkeit, verschiedene Heuristiken als Features aufzufassen und
mittels Machine Learning zu kombinieren, machen bisher nur Lieberman und Samet (2012) Ge-
brauch. Deren Arbeit stellt sogenannte „Adaptive Context Features“ vor, die für jedes zu disambi-
guierende Toponym unter Verwendung einer festgelegten „Fenstergröße“ aus dessen Textumfeld
ermittelt werden. Ferner wird für den Kontext eine Tiefe festgelegt, die angibt, wie viele Kandidaten
pro Toponym bei der Disambiguierung betrachtet werden. Durch die Wahl dieser Parameter kann
direkt Einuss auf die Verarbeitungsgeschwindigkeit des Systems Einuss genommen werden. Ins-
gesamt wurden durch Lieberman und Samet (2012) sieben Features extrahiert, wovon sich zwei auf
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den adaptiven Kontext beziehen. Eines wird aus dem „Local Lexicon“ (Lieberman et al., 2010), die
restlichen aus dem Gazetteer extrahiert.
























































Smith und Crane (2001) 3
Li et al. (2002, 2003) 3
Rauch et al. (2003) 3 3 3
Smith und Mann (2003) 3
Leidner et al. (2003) 3 3
Amitay et al. (2004) 3 3 3 3
Zong et al. (2005) 3 3 3 3
Garbin und Mani (2005) 3
Pouliquen et al. (2006) 3 3 3 3
Peng et al. (2006) 3 3 3
Buscaldi und Rosso (2008a) 3
Buscaldi und Rosso (2008b) 3
da Graça Martins (2008) 3 3 3
Overell und Rüger (2008) 3
Andogah et al. (2008) 3 3 3 3 3
Qin et al. (2010) 3 3 3
Roberts et al. (2010) 3 3 3
Lieberman et al. (2010) 3 3 3 3
Lieberman und Samet (2012) 3 3 3 3 3 3
Tabelle 3.1: Überblick über verwendete Methoden verwandter Arbeiten zur Lokationsextraktion
und -disambiguierung (chronologisch sortiert)
3.2 .2 web-apis
Neben den im vorangegangenen Abschnitt vorgestellten akademischen Arbeiten zur Lokationsex-
traktion existieren eine Reihe von State-of-the-Art Web-APIs29, die die Extraktion von Lokationen
entweder als Teil eines Named-Entity-Recognition-Systems vornehmen oder sich ausschließlich
auf die Extraktion von Lokationen beschränken. Die einzelnen APIs werden nachfolgend kurz
vorgestellt und sofern verfügbar in den abschließenden Vergleich einbezogen. Bis auf Unlock sind
sämtliche der erwähnten APIs kommerzielle Lösungen, die als „Black Boxes“ angesehen werden
müssen. Über Interna der verwendeten Algorithmen und Datenbestände machen die Anbieter keine
Angaben.
29 Application Programming Interface
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Yahoo! BOSS Geo Services Yahoo30 bietet mit der PlaceSpotter API einen Dienst zur Lokati-
onsextraktion und -disambiguierung aus unstrukturiertem Text. Der verwendete Gazetteer von
Yahoo umfasst laut eigenen Angaben sechs Millionen Einträge. Neben Englisch wird eine Reihe
weiterer Sprachen unterstützt. Yahoo erlaubt 2.000 unentgeltliche Aufrufe des Dienstes pro Tag für
nicht-kommerzielle Zwecke.
Unlock Unlock31 stellt eine Web-API für den Edinburgh Geoparser32 (Alex und Grover, 2010; Gro-
ver, Tobin, Byrne und Woollard, 2009; Tobin, Grover, Byrne, Reid und Walsh, 2010) zur Verfügung.
Unlock arbeitet asynchron; die zu verarbeitenden Text-Dokumente müssen in einem ersten Schritt
an den Webservice übermittelt werden. Die Verarbeitung nimmt dann einige Zeit in Anspruch; für
ein in den nachfolgenden Abschnitten verwendetes Datenset aus ca. 150 Textdokumenten benötigte
der Dienst rund eine halbe Stunde. Eine Typisierung der extrahierten Entitäten nimmt Unlock nicht
vor.
OpenCalais OpenCalais33 oeriert in seiner Metadata-API einen Allzweck-Named-Entity-Reco-
gnizer, der auch die Lokationstypen „continent“, „city“, „country“, „facility“, „naturalfeature“, „region“
und „provinceorstate“ beinhaltet. Für die meisten der extrahierten Lokationen stellt der Dienst auch
die Koordinaten zur Verfügung.
AlchemyAPI Ähnlich OpenCalais erlaubt die AlchemyAPI34 unter anderem die Extraktion geo-
graphischer Entitäten. Erkannt werden die Lokationstypen „city“, „country“, „facility“, „geographic-
feature“, „region“ und „stateorcounty“. Obwohl die Webseite angibt, Koordinaten für Lokationen zu
extrahieren, waren diese bei durchgeführten Tests nicht vorhanden.
Extractiv Extractiv35 ist ein Service zur Named Entity Recognition in unstrukturiertem Text. Der
Dienst hat mittlerweile oziell seinen Betrieb eingestellt, die API war jedoch zum Zeitpunkt, als
diese Arbeit entstand, weiterhin verfügbar36. Abgedeckt wird ein breites Spektrum von Entitätstypen,
darunter auch 34 Typen mit Lokationsbezug. Nicht alle der extrahierten Lokationen werden in
geographische Koordinaten disambiguiert.
MetaCarta MetaCarta37 bietet mit „GeoTag“ eine Funktion zur Toponymextraktion und -disambi-








36 Seit Anfang 2014 ist die ursprüngliche Webseite nicht mehr erreichbar.
37 http://www.metacarta.com
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zur Verfügung, der Registrierung und anschließende Accountaktivierung funktioniert jedoch nicht.
Folglich wird MetaCarta in der nachfolgenden Evaluierung nicht weiter betrachtet.
3.2 .3 softwarebibliotheken
Neben den vorangehend genannten Web-APIs wurden im Rahmen der Recherche zwei Sowarebi-
bliotheken für die Lokationsextraktion ausndig gemacht.
CLAVIN Berico Technologies38 bietet mit CLAVIN (Cartographic Location And Vicinity INdexer)
ein Java-basiertes Open-Source-Paket für Geotagging und -parsing an. Für die Auösung von
Lokationen werden Kontextinformationen des Texts ausgewertet. Das Paket nutzt den Maximum-
Entropy-basierten Named Entity Recognizer von Apache OpenNLP39 für die Extraktion von Lokati-
onskandidaten und den GeoNames-Gazetteer.
Fieldspring Fieldspring40 ist ein Projekt des Computational Linguistic Labs der University of Texas
zur Disambiguierung von Toponymen in Texten. Eine Dokumentation, die die notwendigen Schritte
zur Inbetriebnahme des Systems erklärt, existiert jedoch nicht. Im Gegensatz zu CLAVIN wird
Fieldspring somit im Rahmen des abschließenden Vergleichs nicht betrachtet.
3.2 .4 zusammenfassung verwandter arbeiten
In den vorhergehendenAbschnitten wurden verwandte Arbeiten aus demwissenschalichenUmfeld
vorgestellt. In Abschnitt 3.2.1 wurde gezeigt, dass eine Reihe bewährter Methoden und Heuristiken
existiert, die bereits auf unterschiedlichste Weise miteinander kombiniert wurden (Tabelle 3.1).
Diese Kombinationen können gewissermaßen als Metaheuristiken angesehen werden. Hier zeigen
sich jedoch auch Grenzen. Leidner (2007) vergleicht seine heuristische LSW03-Methode mit einer
„Maximum Population“-Baseline, die er im Rahmen seiner Evaluierungen qualitativ nicht durchweg
zu übertreen vermag.
Keine der verwandten Arbeiten hat bis dato einen direkten Vergleich zwischen einem heuristisch
und Machine-Learning-getriebenen Ansatz vorgenommen. Diese Arbeit stellt im Nachfolgenden
jeweils einen Vertreter beider Kategorien vor und kann somit einen direkten Vergleich ziehen.
Lieberman und Samet (2012) liefern erste Impule, heuristische Indikatoren zur Lokationsdisam-
biguierung mittels Machine Learning zu kombinieren. Die Autoren beschränken sich jedoch auf
eine vergleichsweise kleine Menge von sieben Features. Im Rahmen des hier konzipierten Machine-







Die nachfolgenden Abschnitte stellen die Evaluierungsmethoden vor, die im weiteren Verlauf die-
ses Kapitels verwendet werden. Die Evaluierung bewertet einerseits die Entity-Erkennung und
-klassikation, andererseits die korrekte Extraktion der Geo-Koordinaten. Beide Bewertungen nut-
zen die in Abschnitt 2.4 vorgestelltenMaße Precision und Recall als Grundlage. DieMittelung erfolgt
nach Micro-Average-Kriterium, das heißt, dass die Werte für Precision und Recall auf Annotations-
basis und nicht auf Dokumentbasis gemittelt werden (Manning et al., 2009).
3.3 .1 evaluierung von named entity recognition
Die Resultate von Named Entity Recognizern werden üblicherweise mit manuell annotierten Refe-
renzdaten verglichen. Der nachfolgende Beispieltext könnte beispielsweise einer manuellen Annota-
tion entspringen (Nadeau, 2007):
Unlike <PER>Robert</PER>, <PER>John Briggs Jr</PER> contacted <ORG>Wonderful
Stockbrockers Inc</ORG> in <LOC>New York</LOC> and instructed them to sell all his
shares in <ORG>Acme</ORG>.
Der gleiche Text, welcher durch ein hypothetisches Named-Entity-Recognition-System annotiert
wurde, sieht folgendermaßen aus:
<LOC>Unlike</LOC> Robert, <ORG>John Briggs Jr</ORG> contacted Wonderful
<ORG>Stockbrockers</ORG> Inc <PER>in New York</PER> and instructed them to sell all his
shares in <ORG>Acme</ORG>.
Durch die Verarbeitungsschritte „Delimitation“ und „Classication“ können jeweils unterschiedliche
Fehler aureten. Bei der Delimitation können einerseits irrtümlich falsche Kandidaten extrahiert
oder tatsächlich korrekte Entitäten übersehen werden. Desweiteren besteht die Möglichkeit, dass die
Start- bzw. Endpunkte der Kandidaten falsch bestimmt werden. In der Classication-Phase kann
Kandidaten der falsche Typ zugeordnet bzw. dieser irrtümlich als Nicht-Entität klassiziert werden.
Tabelle 3.2 zeigt alle möglichen Fehlerfälle anhand des Beispieltexts von oben.
MUC Die in dieser Arbeit verwendete MUC-Methode quantiziert Ergebnisse in den zwei Di-
mensionen „Typ“ und „Text“. Erste gibt an, ob der Typ korrekt klassiziert wurde, zweite, ob die
Start- und Endpositionen korrekt ermittelt wurden. Fehler, die in nur einer Dimension aureten,
werden als „Teilerfolg“ gewertet. Aus den möglichen Kombinationen ergeben sich pro Entität die in
Tabelle 3.2 aufgelisteten sechs mögliche Ergebnistypen.
Sowohl für die Dimension „Typ“ als auch für die Dimension „Text“ wird jeweils die Anzahl korrekter
Resultate (Correct), die Anzahl der vom Named-Entity-Recognition-System zurückgegebenen
Resultate (Actual) und die Anzahl möglicher Entitäten im Ergebnis (Possible) ermittelt. Precision
und Recall werden über beide Dimensionen ermittelt, wobei jeweils die Anzahlen addiert werden.
33
Typ Referenz Ergebnis Beschreibung
– <ORG>Acme</ORG> <ORG>Acme</ORG> Extraktion und Klassikation
korrekt
1 On <LOC>On</LOC> Entität markiert, an der sich tat-
sächlich keine bendet










<ORG>Stockbrockers</ORG> Entität erkannt, Start- und/oder
Endposition falsch




Tabelle 3.2: Fehlerfälle bei Named Entity Recognition (Nadeau, 2007)
Im obigen Beispiel wurde zwei mal der richtige Typ und zwei mal die richtigen Start-/Endpositionen
bestimmt. Somit ergibt sich die nachfolgende Kalkulation:
# Correct = 2 Type + 2 Text = 4
# Actual = 5 Type + 5 Text = 10
# Possible = 5 Type + 5 Text = 10
Die Precision wird aus den Anzahlen für „Correct“ und „Actual“, der Recall aus den Anzahlen für
„Correct“ und „Possible“ ermittelt (siehe Abschnitt 2.4).
Precision = # Correct / # Actual = 40 %
Recall = # Correct / # Possible = 40 %
3.3 .2 evaluierung von geo-extraktion
Die vorangehend beschriebenen Evaluierungsmethoden beziehen sich auf allgemeine Named Entity
Recognizer, nehmen jedoch keinen Bezug zu geographischen Daten. Wie bereits eingangs erläutert,
liegt eine wesentliche Herausforderung in der korrekten Disambiguierung extrahierter Lokationen.
Der nachfolgende Beispielsatz enthält mehrere Lokationen:
Paris, Texas is a city located 98 miles northeast of Dallas in Lamar County, Texas, in
the United States. The Sam Bell Maxey House is a historic house in Paris.
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Trotz korrekter Erkennung und Klassizierung von „Paris“ als Lokation wird die Stadt möglicher-
weise mit der Hauptstadt von Frankreich assoziiert. Zur Evaluierung muss also zusätzlich geprü
werden, ob tatsächlich die korrekte Instanz der Lokation ermittelt wurde. Aufgrund der geogra-
phischen Domäne liegt die Verwendung geographischer Distanzen für die Geo-Extraktion nahe.
Leidner (2007) beispielsweise schlägt die Verwendung einer RMSE41-gewichteten Distanz, genannt
„Root Mean Squard Distance“ vor, um größere Abweichungen stärker zu bestrafen als geringe. Ei-
ne einfachere Variante, wie sie beispielsweise von Lieberman und Samet (2012) verwendet wird,
deniert einen Distanz-Schwellwert, unter dem die Extraktion als korrekt betrachtet wird. Somit
können Precision, Recall und F1-Maß ermittelt werden. Lieberman und Samet (2012) evaluieren
die Disambiguierung jedoch isoliert und ermitteln die Precision nur für bereits korrekt erkannte
Toponyme, was durchweg zu hohen Precision-Werten führt.
Die Verwendung von Distanzen eignet sich für Lokationen, welche sich durch eine geringe Fläche
auszeichnen und gut durch ihren Mittelpunkt repräsentiert werden können. Bei Objekten mit größe-
ren Ausmaßen, wie Ländern, Kontinenten oder anderen geographischen Einheiten wie Flüssen oder
Bergen ist eine Repräsentation als einzelner Punkt jedoch nicht möglich. Sind die Ausprägungen
in den Referenzdaten durch Konturen gegeben, kann geprü werden, ob sich erkannte Punkte
innerhalb denierter Bereiche benden. Solche Datenbestände sind jedoch unüblich. Eine weitere
Variante ist eine rein symbolische Evaluierung, die die Übereinstimmung anhand von Lokationsi-
dentikatoren überprü. Diese Vorgehensweise setzt jedoch einheitliche Datenbestände zwischen
Evaluierungsset und verwendeten Extraktionsmechanismen voraus.
Precision-Geo, Recall-Geo Die Evaluierung in dieser Arbeit ndet distanzbasiertmit Verwendung
eines Schwellwerts statt und ermittelt darauf aufbauend Precision, Recall und F1. Die verwendeten
Evaluierungsmaße werden nachfolgend mit „Precision-Geo“, „Recall-Geo“ und „F1-Geo“ bezeichnet.
Im Gegensatz zu der Vorgehensweise von Lieberman und Samet (2012) werden jedoch sämtliche
annotierten Toponyme in die Evaluierung einbezogen, um realistischere Qualitätsaussagen bezüglich
des Gesamtsystems treen zu können.
Tabelle 3.3 zeigt ein hypothetisches Ergebnis für den anfangs erwähnten Beispielsatz. Erkannt wurden
hier fünf der sechs Lokationen, für die jeweils die Distanz zwischen Referenz- und extrahierter Loka-
tion ermittelt wurde. „Paris“ wurde erkannt, jedoch fälschlicherweise als Hauptstadt von Frankreich
disambiguiert. Für „Texas“ und „United States“ zeigt sich das Problem unterschiedlicher Datenbestän-
de; bei Betrachtung der Distanzen zwischen Ergebnis- und Referenzkoordinate kann zwar von einer
korrekten Extraktion ausgegangen werden, allerdings müssten hier die Schwellwerte entsprechend
hoch gelegt werden, um entsprechende Abweichungen als korrekt zu bewerten. Dieses Problem kann
umgangen werden, indem pro Lokationstyp spezische Schwellwerte deniert werden (für Länder
würde somit ein deutlich höherer Schwellwert gewählt). Da dieWahl geeigneter Schwellwerte jedoch
zusätzlichen Aufwand mit sich bringt und zumindest bei Ländern Ambiguitäten ausgeschlossen
41 Root-mean-square error
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Name Typ Referenz Ergebnis Distanz (km)
Paris CITY 3 (33,6625, –95,5477) (48,8534, 2,3488) 7.782,67
Texas STATE (31, –100) (31,2504, –99,2506) 76,58
Dallas CITY 3 (32,7758, –96,7967) (32,7758, –96,7967) 0
Lamar County UNIT (33,67, –95,57) (33,6668, –95,5836) 1,31
Texas STATE (31, –100) (31,2504, –99,2506) 76,58
United States COUNTRY (39,76, –98,5) (37,0902, –95,7129) 383,46
Sam Bell Maxey House POI 3 (33,6539, –95,555) missed –
Paris CITY 3 (33,6625, –95,5477) (48,8534, 2,3488) 7.782,67
Tabelle 3.3: Beispiel für Geo-basierte Evaluierung (mit 3 gekennzeichnete Einträge werden berück-
sichtigt)
werden können, wird in dieser Arbeit die metrische Evaluierung auf Lokationen vom Typ CITY
und POI beschränkt (eine Denition der Typen folgt in Abschnitt 3.4.2). Falsch gesetzte Start- bzw.
Endpositionen oder inkorrekte Typzuweisungen werden hier nicht als Fehler betrachtet, das heißt
zum Beispiel, dass die extrahierte Lokation <LOCATION>New York</LOCATION> bei einer Referenzan-
notation <CITY>New York City</CITY> als korrekt gewertet wird, soweit die Distanz unter dem
Schwellwert liegt.
Bei einem Distanzschwellwert vonmaxDistance = 100 km ergeben sich die nachfolgenden Mengen
und die angegebenen Werte für Precision-Geo und Recall-Geo:
# Correct = | { Dallas } | = 1
# Actual = | { Paris, Dallas, Paris } | = 3
# Possible = | { Paris, Dallas, Sam Bell Maxey House, Paris } | = 4
Precision-Geo = # Correct / # Actual = 33,33 %
Recall-Geo = # Correct / # Possible = 25 %
3.4 datensets
Nachfolgend werden relevante Datensätze für die Evaluierung der Extraktion geographischer Infor-
mationen aus unstrukturierten Texten vorgestellt. Datensätze, welche für die Evaluierung allgemeiner
Named-Entity-Recognition-Systeme gedacht sind und keine geographischen Daten enthalten, wer-
den hierbei nicht berücksichtigt. Dies schließt beispielsweise das CoNLL 2003-Datenset42 (Sang und
Meulder, 2003) ein, welches lediglich über einen generischen „LOC“-Typ für Lokationen verfügt.
Ferner beschränken sich die hier vorgestellten Datensets auf die englische Sprache. Nicht betrachtet
werden darüberhinaus Datensets wie beispielsweise in Amitay et al. (2004), da hier kein a-priori
annotierter Goldstandard vorlag, sondern Annotationsergebnisse des evaluierten Systems nachträg-
42 Conference on Computational Natural Language Learning
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lich manuell als korrekt/falsch veriziert wurden. Aufgrund dessen ist keine Reproduzierbarkeit der
publizierten Ergebnisse möglich.
3.4.1 existierende datensets
GeoSemCor GeoSemCor, erstmals vorgestellt in Buscaldi und Rosso (2008a), ist ein öentlich
verfügbarer Korpus43. Er basiert auf dem SemCor-Korpus der Princeton Universität, welcher ur-
sprünglich für Evaluierungszwecke vonWordNet geschaen wurde. GeoSemCor fügt diesemKorpus
explizite Annotationen für Toponyme hinzu. Diese Annotationen wurden jedoch auf automatischem
Wege generiert – Wörter im Korpus, welche das Synset „location“ als Hypernym besitzen, wurden
mit einem Geo-Tag versehen. Das Datenset enthält 1.210 Toponyme, von denen 709 mehrdeutig sind.
Die Autoren merken selbst die Unausgewogenheit des Korpus in Richtung der häuger auretenden
Bedeutungen an. Viel mehr muss jedoch der grunsätzliche Sinn des Korpus in Frage gestellt werden
– die vorhandenen geo-Annotationen beziehen sich ausschließlich auf große Städe, Länder und
Bundesstaaten, welche in der WordNet-Datenbank verzeichnet sind. Kleinere Städte, bei denen
uneindeutige Namen deutlich häuger aureten, kommen im Korpus überhaupt nicht vor.
TR-CoNLL Dieser Datensatz besteht aus englischen Nachrichtentexten aus dem CoNLL-Datenset
von Reuters. In Leidner (2006) wird ausführlich die Erstellung des Datensets beschrieben. Enthalten
sind 946 Dokumente mit 6.980 Toponym-Instanzen, davon sind 1.299 unterschiedlich. Ein weiterer
Datensatz des gleichen Autors, „TR-MUC4“, baut auf 100 Dokumenten vonMUC-4 (FourthMessage
Understanding Contest) auf (Leidner, 2007). Tr-CoNLL kann als akademische Lizenz für 550
Dollar direkt vom Urheber erworben werden. Leider hat der Urheber des Datensets nach initialer
Kontaktaufnahme und Zusendung der Lizenzunterlagen auf Mails nicht mehr geantwortet44, sodass
das Datenset zur Evaluierung dieses Kapitels nicht vorlag.
Local-Global Lexicon Das Local-Global Lexicon (LGL) von Lieberman et al. (2010), besteht aus
588 Nachrichtenartikeln, die aus 78 Datenquellen bezogen wurden. Insgesamt soll der Datensatz
4.793 Toponyme enthalten. Die Inhalte stammen von kleineren Zeitungen mit lokaler Zielgruppe.
Es wurden dazu zunächst gezielt kleinere Orte mit hoher Ambiguität ausgewählt (z. B. Paris, Texas;
Paris, Tennessee; Paris, Illinois) und dann von lokalen Zeitungen nahe diesen Orten Artikel bezogen.
Der Datensatz eigenet sich somit sehr gut für die Evaluierung der Toponymdisambiguierung bei
lokal relevanten Inhalten, die Ambiguität entspricht somit jedoch nicht realistischen Gegebenheiten.
Der Datensatz ist nicht frei verfügbar, wurde dem Autor für diese Arbeit jedoch auf persönliche
Anfrage zur Verfügung gestellt. Eine genaue Analyse des Datensets zeigte jedoch eine wenig konse-
43 http://users.dsic.upv.es/grupos/nle/?file=kop4.php
44 Erste E-Mail vom Autor dieser Arbeit an den Urheber des Datensets: 16.04.2013, Eingangsbestätigung des Lizenzvertrags
vom Urheber vom 28.07.2013, Mail mit Bitte um Rechnung für die Lizenzgebühren vom 06.08.2013, danach erfolgte keine
Antwort mehr.
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quente Annotation; viele Toponyme im Text sind nicht mit Markierungen versehen45, bei anderen
Toponymen sind Typ und/oder Markierungen falsch gesetzt46 oder es wurden Entitäten anderen
Typs irrtümlich als Lokationen markiert47. Außerdem wurden Adjektive und Demonyme (Volksbe-
zeichnungen) als Toponyme markiert48. Auch im Text falsch geschriebene Toponyme sind nicht
korrekt annotiert49.
ACE SpatialML Der Datensatz „ACE 2005 English SpatialML Annotations“ von Mani et al. (2009)
besteht aus 428 Dokumenten. Die Dokumente entstammen einem breiten Spektrum unterschiedli-
cher Quellen, angefangen von Nachrichtenagenturen, transkribierten Nachrichtenbeiträgen, über
Blogs bis hin zu Online-Newsgroups. Der Datensatz ist kostenlos für Mitglieder des Linguistic Data
Consortium, für Nicht-Mitglieder kostet er hingegen 500 bzw. 1.000 Dollar50.
TR-CLEF, TR-RNW Andogah (2010) stellt die zwei Korpora „TR-CLEF“ und „TR-RNW“ vor. Ers-
terer basiert auf Daten aus demGeoCLEF-Korpus der CLEF-Initiative51 (Conference and Labs of the
Evaluation Forum). TR-RNW wurde aus Nachrichtenzusammenfassungen von Radio Netherlands
Worldwide52 erzeugt. Lokationen in den Datensätzen wurden durch Annotatoren unter Verwendung
der Geonames-Datenbank Koordinaten zugeordnet. Anfragen per E-Mail an den Autor, mit dem
Ziel das Datenset für die Evaluierung der vorliegenden Arbeit zur Verfügung zu stellen, wurde nicht
beantwortet.
CLIR-WSD „CLIR-WSD“53 ist ein allgemeiner Datensatz fürWord Sense Disambiguation basierend
auf dem GeoCLEF-Korpus, welcher Dokumente aus dem Glasgow Herald und der Los Angeles
Times enthält. Ebenso wie GeoSemCor liegen WordNet-Synsets zugrunde, eine Disambiguierung
erfolgte auf automatischemWege.
Clust „Clust“ von Lieberman und Samet (2011) beinhaltet populäre Nachrichten, die aus den
erzeugten Clustern des NewsStand-Systems (Teitler et al., 2008) gewonnen wurden. Das Datenset
beinhaltet 1.080 Cluster mit insgesamt 13.327 Artikeln. In jedem Cluster wurde genau ein Artikel
zufällig ausgewählt, manuell annotiert und disambiguiert, sodass das Datenset über 1.080 annotierte
45 Beispiel für Inkonsistenz: Dokument 38765806 hat im Datensatz 20 Annotationen, jedoch sind nicht alle Straßennamen
sind annotiert. Bei einer testweisen Annotation des gleichen Dokuments durch den Autor dieser Arbeit wurden 44
Toponyme entdeckt.
46 Beispiel für falschen Typ und Markierung: Für das „Woodstock General Hospital“ in Dokument 38543488 ist nur der
Bestandteil „Woodstock“ als Stadt annotiert. Extraktionsverfahren, die korrekterweise die ganze Entität als Krankenhaus
erkennen, würden dadurch bei der Evaluierung benachteiligt.
47 Beispiel für irrtümlich markierte Entitäten vom Typ „Nicht-Lokation“: „Burgos Monumental“ im Dokument 41432379
(Burgos Monumental ist ein Radfahrteam)
48 Beispiel für markierte Adjektive bzw. Demonyme: „Israeli“ und „Palestinian“ im Dokument 40648857






Texte verfügt. Das Datenset wurde, ebenso wie das oben erwähnte LGL, freundlicherweise von
dessen Urheber zur Verfügung gestellt. Eine Überprüfung des Datensets ergab jedoch, dass die
Annotationsqualität nicht den in dieser Arbeit gestellten Ansprüchen entspricht und auch hier die













Öentlich  # G# # # # # G#
# Dokumente 186 946 588 428 321 556 169.477 1.082
# Toponyme 1.210 6.980 5.088 6.338 5.783 2.338 104.112 11.962
Types #   # # #  
Koordinaten #     #  
Scopes # # # # # # #
Annotation auto. man. man. man. man. semiman. auto. man.
Qualität ? G# ? ? ? ? G#
Basis/Quellen SemCor CoNLL Nachr. gemischt GeoCLEF Nachr. Nachr. Nachr.
Abkürzungen: auto. = automatisch, man. = manuell, semiman. = semimanuell, Nachr. = Nachrichten
 = erfüllt,G# = teilweise erfüllt,# = nicht erfüllt
Tabelle 3.4: Übersicht über Datensets
3.4.2 tud-loc-2013
Aufgrund der vorher beschriebenen Dezite bezüglich Qualität und Verfügbarkeit anderer Daten-
sets wurde mit „TUD-Location 2013“ (nachfolgend „TUD-Loc-2013“) ein neuer Goldstandard für
die Evaluierung deniert. Die Vorgehensweise für die Erstellung des Datensets wird nachfolgend
beschrieben. Neben dem Autor dieser Arbeit waren an der Annotation des Datensatzes zwei weitere
Personen beteiligt. Ziel war, eine diversizierte Sammlung von Texten zu erstellen, welche im Ge-
gensatz zu den oben beschriebenen Datensets nicht nur eine feste Menge von Quellen oder eine
spezische Domäne wie Nachrichtenseiten abdeckt. Die Menge an möglichen Typen wurden initial
deniert und ist in Tabelle 3.5 aufgelistet.
Ziel war hier einerseits, eine gute Unterscheid- und Abbildbarkeit möglicher Lokationstypen zu
bieten, andererseits jedoch einen gewissen Pragmatismus walten zu lassen und die Anzahl überschau-
bar zu halten, um die Annotation einfacher zu gestalten. Beispielsweise abstrahiert der Typ UNIT
administrative Elemente sämtlicher Hierarchieebenen, begonnen von Bundesstaaten bis hinunter
zu Verwaltungsbezirken von Städten. Nicht getaggt wurden Ereignisse wie beispielsweise „Battle of
Waterloo“, welche zwar an einem spezischen Ort stattfanden, die jedoch selbst nicht als Lokations-
39
Typ Beschreibung/Beispiel
CONTINENT Kontinente wie beispielsweise „Asia“
COUNTRY Länder wie beispielsweise „Japan“
CITY Städte wie beispielsweise „Tokyo“
UNIT Politische oder administrative Einheiten wie Bundesstaaten, Grafschaen oder
Stadtbezirke wie beispielsweise „California“, „Bavaria“ oder „Manhattan“.
REGION Gebiete, welche jedoch im Gegensatz zu UNIT keine politische oder admistrative
Bedeutung besitzen oder sich über mehrere UNITs erstrecken.
LANDMARK Geographische Objekte wie Flüsse, Berge, Seen, Schluchten, Ebenen wie bei-
spielsweise „Rocky Mountains“.
POI „Point of Interest“, also Objekte, die im Gegensatz zum Typ LANDMARK vom
Menschen erbaut oder geschaen wurden. Dies beinhaltet Gebäude wie Ho-
tels, Universitäten, Krankenhäuser oder Bauwerke wie Monumente oder Plätze.
Beispiele sind „Stanford University“ oder „Tahrir Square“.
STREET Straßennamen wie zum Beispiel „Madison Avenue“
STREETNR Hausnummern
ZIP Postleitzahlen
UNDETERMINED Entitäten, welche zwar zweifelsfrei als Lokationen identiziert, deren genauer
Typ jedoch nicht eindeutig war oder nicht näher bestimmt werden konnte.
Tabelle 3.5: Verwendete Lokationstypen
typ angesehen werden. Abgeleitete Formen wie Demonyme54 (z. B. „Frenchman“, „Frenchwoman“)
und Adjektive wurden nicht getaggt, da diese keinen direkten Ortsbezug haben (z. B. in „German
Chancellor arrives at airport“). Wurden Ortsnamen als sprachliche Stilmittel verwendet – soge-
nannte Metonyme oder Synekdochen wie z. B. „Moscow criticized Turkey’s plans“, wo „Moscow“
und „Turkey“ für die Regierungen der beiden Länder stehen – so wurden diese annotiert55. Nicht
annotiert wurden ferner Lokationen, die Bestandteil einer Entität anderen Typs sind (z. B. „New
York Times“ oder „Voice of Korea“).
Die Annotation fand im Zeitraum von Dezember 2012 bis April 2013 statt. DieWebseiten, von denen
die annotierten Texte entnommenwurden, wurden teilweisemithilfe von SuchmaschinenwieGoogle
oder Bing und Anfragen nach dem Schema „COUNTRY news“ oder „COUNTRY blog“ gesucht
und teilweise aus Beiträgen der Aggregationsplattform reddit.com56 ausgewählt. Zwei Bedingungen
54 Volksbezeichnungen mit Staatsbezug
55 Eine detaillierte Betrachtung über unterschieldiche Arten von Metonymie bei Ortsnamen und einen Datensatz mit
statistischer Auswertung liefern Markert und Nissim (2002)
56 http://www.reddit.com
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für die Auswahl waren, dass die Seite in englischer Sprache war und dass sich der Inhalt auf ein
spezischesema beschränkte. Startseiten wurden folglich nicht in das Datenset aufgenommen,
sondern ausschließlich Inhalts- und Artikelseiten. Aus jeder so ausgewählten Seite wurde manuell
der Hauptinhalt extrahiert. Als „Hauptinhalt“ wird hier die Überschri und der Fließtext der Seite
bezeichnet, unerwünschte Inhalte sind dagegen Werbebanner, Navigationsbereiche, Header und
Footer, Nutzerkommentare oder Bildunterschrien.
Die anschließende Annotation der Texte erfolgte unter Verwendung von XML-Tags. Eine Beson-
derheit stellt das Attribut role dar – auf diese Weise wurde im Datenset der geographische Fokus
jedes Dokuments gekennzeichnet, welcher für die Evaluierung der Fokusbestimmung eine Rolle
spielt. Pro Dokument wurde maximal eine Lokation mit dem Attributwert main gekennzeichnet,
die Entscheidung, ob ein Dokument eine Haupt-Lokation besitzt, wurde jedoch den Annotatoren
überlassen. Der nachfolgende Absatz zeigt exemplarisch einen Ausschnitt aus dem Datenset:
Tiny <LANDMARK>Heir Island</LANDMARK> - one of the many isles that are scattered across
County <CITY>Cork</CITY>’s <LANDMARK>Roaring Water Bay</LANDMARK> in <COUNTRY
role="main">Ireland</COUNTRY>’s southwest - is one of the country’s go-to gourmet spots.
So you will need to book months in advance to dine at <POI>Island Cottage</POI>, a
restaurant run by the husband-and-wife team John Desmond and Ellmary Fenton. [...]
Das Datenset besteht aus insgesamt 152 Texten, eine Index-Liste enthält zusätzlich die Quell-URLs
der Webseiten sämtlicher enthaltener Texte. Tabelle 3.6 zeigt die Häugkeit der annotierten Lokati-
onstypen.
In einem zweiten Schritt wurden die Annotationen des Datensets manuell mit geographischen
Koordinaten versehen. Mit einer webbasierten Annotationsapplikation wurden den Annotationen
tatsächliche Punkte auf der Weltkarte zugeordnet. Die entsprechenden Koordinaten konnten per
Textsuche in den Datenbanken von Geonames (siehe Abschnitt 3.2.2) und per Google Geocoding
API57 gesucht und anschließend die korrekte Lokation auf einer Weltkarte markiert werden. Um
die Auswahl durch den Nutzer zu erleichtern, wurden zusätzliche Informationen wie Typ und
Einwohnerzahl der aktuell ausgewählten Lokation angezeigt. Annotationen, welche in keiner der
beiden Datenbanken gefunden wurden, wurden als „unmatched“ markiert.
Der Suchbegri konnte per Suchfeld jeweils manuell angepasst und verfeinert werden; beispielsweise
wird für eine Annotation mit demWert „Atlantic“ kein Treer gefunden, da sich aus dem Kontext
des Textes aber zweifelsfrei ergibt, dass der Atlantische Ozean gemeint ist, waren die Annotatoren
dazu angehalten, die Suchanfrage entsprechend zu modizieren und nach „Atlantic Ocean“ zu
suchen.
Von den 3.814 Annotationen im Datenset konnten 90,51% mit Koordinaten versehen werden. 362
Annotationen blieben ohne Koordinatenzuordnung; dies betri zum größten Teil den Annotations-
typ POI, also beispielsweise Lokationenwie Restaurants, welche nicht in den abefragtenDatenbanken
57 https://developers.google.com/maps/documentation/geocoding/
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Gesamt Untersch. Mit. Koord.
Typ # % # % # %
CONTINENT 72 1,89 6 0,43 72 100
COUNTRY 1.486 38,96 147 10,49 1.482 99,73
CITY 1.031 27,03 401 28,62 1.008 97,77
UNIT 242 6,35 131 9,35 233 96,28
REGION 139 3,64 83 5,92 108 77,7
LANDMARK 281 7,37 183 13,06 236 83,99
POI 454 11,9 355 25,34 231 50,88
STREET 55 1,44 45 3,21 38 69,09
STREETNR 37 0,97 33 2,36 28 75,68
ZIP 17 0,45 17 1,21 16 94,12
# Annotationen 3.814 100 1.401 100 3.452 90,51
Tabelle 3.6: Häugkeit der vorkommenden Lokationstypen und Anzahl der mittels Koordinaten
disambiguierten Lokationen in TUD-Loc-2013; die Prozentwerte für „Gesamt“ und
„Untersch.“ beziehen sich jeweils auf die Summe aller Annotationen, bei „Mit Koord.“
hingegen geben die Prozentwerte den Anteil an den in der ersten Spalte aufgelisteten
Anzahl „Gesamt“ an.
verfügbar waren. Tabelle 3.6 zeigt eine Aufschlüsselung nach Typ der mittels Koordinaten disambi-
guierten Lokationen. Das Resultat liegt als separate CSV-Datei58 vor, welche aus Referenzen auf das
jeweilige Dokument (Dateiname, laufender Index und Zeichenoset der Annotation), den geogra-
phischen Koordinaten und quellspezischen Identikatoren (wie z. B. geonames:2963597) besteht.
Abbildung 3.2 zeigt die geographische Verteilung der annotierten Lokationen. Von den 152 Doku-
menten wurden in 129 (84,87%) mittels role="main" der geographische Fokus annotiert.
Im Interesse der Transparenz und Vergleichbarkeit der nachfolgend gezeigten Resultate wird TUD-
Loc-2013 auf der PlattformAreca59 veröentlicht. Die 152 enthaltenenDokumente sind dort bereits in
die drei disjunkten Teilmengen „Traingsset“, „Validierungsset“ und „Testset“ im Verhältnis 40:20:40
aufgeteilt.
3.5 terminologie
Essentielle Begrie, die in den nachfolgenden Abschnitten verwendet werden, sollen nachfolgend
jeweils anhand eines Beispiels erläutert werden. Als Grundlage dient der folgende kurze Text:
Paris is a city located 98 miles northeast of Dallas in Lamar County, Texas, in the U.S.




Abbildung 3.2: Verteilung der Lokationen in TUD-Loc-2013 (Kartenmaterial von OpenStreetMap,
2013)
Annotationen Als Annotationen werden Textsegmente bezeichnet, mit denen Entitäten gekenn-
zeichnet werden, die Kandidaten für Lokationsreferenzen darstellen. Diese werden anhand ihrer
Position (als Zeichenoset vom Beginn des Texts) und dem textuellen Inhalt beschrieben. Für den
obigen Text besteht die Menge der Annotationen A aus den Elementen:
A = {(0,Paris), (46,Dallas), (56,Lamar County), (70,Texas), (84,U.S.),(93,Sam Bell Maxey House), (137,Paris)}
Lokationskandidaten DieMenge vonKandidaten L(an) für eineAnnotation an ∈ A sindmögliche
Interpretationen, die tatsächliche Orte auf der Landkarte repräsentieren. Falls für eine Annotation
keine Entsprechung in der Datenbasis gefunden wurde, entspricht die Kandidatenmenge der leeren
Menge. Die Lokationstupel im angegebenen Beispiel bestehen der Reihe nach aus einem eindeutigen
Identikator, einem Lokationstyp, der Einwohnerzahl und geographischer Breite und Länge. L
entspricht der Menge sämtlicher Lokationen für A. Für die Annotationen a2 = (56,Lamar County)
und a5 = (93,Sam Bell Maxey House) sehen die Kandidatenmengen wie folgt aus:
L((56,Lamar County)) = { (4071676,UNIT,14564,33.75178,-88.11670),(4204869,UNIT,18317,33.06679,-84.14992),(4432922,UNIT,55658,31.23018,-89.45507),(4705086,UNIT,49793,33.66677,-95.58357) }
L((93,Sam Bell Maxey House)) = ∅
Das heißt, dass vier mögliche Orte mit dem Namen „Lamar County“ und kein Ort mit dem Namen
„Sam Bell Maxey House“ gefunden wurde.
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Disambiguierung Während der Disambiguierung wird für jede Annotation a ∈ A ein geeigneter
Lokationskandidat l ∈ L(a) ausgewählt, falls ∣ L(a) ∣ > 0. Das Ergebnis der Disambiguierung für
einen Text ist somit eine Menge D bestehend aus Paaren aus Annotation a und Lokationskandidat l .
Annotationen, welche nicht aufgelöst werden konnten, sind nicht in D enthalten. Gleiches gilt, falls
die Disambiguierungsstrategie sämtliche Lokationskandidaten als unwahrscheinlich verwir.
D = { ((0,Paris), (4717560,CITY,25171,33.66094,-95.55551)),((46,Dallas), (4684888,CITY,1197816,32.78306,-96.80667)),((56,Lamar County), (4705086,UNIT,49793,33.66677,-95.58357)),((70,Texas), (4736286,UNIT,22875689,31.25044,-99.25061)),((84,U.S.), (6252001,COUNTRY,310232863,39.76,-98.5)),((137,Paris), (4717560,CITY,25171,33.66094,-95.55551)) }
Für die Kandidatenmenge einer Annotation a existieren ∣ L(a) ∣ + 1 unterschiedliche mögliche
Interpretationen. Die Anzahl möglicher Disambiguierungen D pro Text ist folglich das Produkt
einzelner möglicher Interpretationen für jede Annotation im Text∏a ∈A∣ L(a) + 1 ∣.
3.6 gazetteer
Die nachfolgend beschriebenen Verfahren nutzen einen Gazetteer, der aus verschiedenen Quellen
aggregiert wurde. Im Gegensatz zu verschiedenen State-of-the-Art-Ansätzen, die vergleichbar kleine
Datenbanken nutzen, soll in dieser Arbeit durch eine große Datenbank ein hoher Recall garantiert
werden. Der Gazetteer stellt die nachfolgenden Informationen bereit:
id Ein eindeutiger Identikator der Lokation
primaryName Der primäre Name der Lokation in lokaler Form, z. B. „München“
alternativeNames Eine Menge alternativer Namen und Varianten in anderen Sprachen, z. B. „Mu-
nich“, „Monaco“ etc.
type Die Art der Lokation, z. B. CITY
longitude, latitude Die geographischen Koordinaten der Lokation, z. B. (48.13743, 11.57549)
population Abhängig vom Typ die Einwohnerzahl der Lokation
hierarchy Eine Hierarchie der Lokation basierend auf administrativen bzw. politischen Gegeben-
heiten, z. B. „München, Landeshauptstadt→ Kreisfreie Stadt München→ Upper Bavaria→
Freistaat Bayern→ Federal Republic of Germany→ Europe→ Earth“
Zum Zeitpunkt der Experimente enthielt die Datenbank genau 9.276.864 Lokationen sowie 7.014.955
Alternativnamen. Die Inhalte stammen aus den nachfolgenden Quellen:
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GeoNames Lokationen von GeoNames60machen mit über 8,5 Mio. Einträgen den Hauptanteil in
der Datenbank aus. GeoNames ist eine unter Creative-Commons-Lizenz61 verfügbare Geo-
Datenbank, welche nach Wiki-Prinzip gepegt wird. Aufgrund der stark unterschiedlichen
Datenbank-Schemata und im Detail unzureichenden Dokumentation, gestaltete sich die
Überführung in die verwendete Datenbank alles andere als trivial.
HotelsBase Eine öentliche Datenbank mit über 500.000 Hotels62.
protectedplanet.net Eine Datenbank mit über 200.000 naturbezogenen Lokationen wie Parks,
Naturschutzgebieten und Denkmälern63.
Wikipedia Mit dem Ziel, zusätzliche Orte wie Universitäten und Freizeitparks abzudecken, die
nicht in GeoNames vorhanden sind, wurden insgesamt 218.428 Lokationen aus der Wikipedia
bezogen. Die Daten werden aus dem englischsprachigen Datenbankdump64 unter Verwen-
dung des MediaWiki-Parsers aus dem Palladian-Toolkit (Urbansky, Muthmann, Katz und
Reichert, 2012) extrahiert. Berücksichtigt wurden ausschließlich Artikel, die einerseits explizit
angegebene Geo-Koordinaten in Form des coord-Tags65 beinhalten, die oben rechts auf der
Artikelseite angezeigt werden, andererseits über eine sogenannte Infobox verfügten. Durch
den Typ der Infobox können Seiten klassiziert werden. So existieren spezische Infoboxen
für eine Vielzahl von Entitätstypen, beispielsweise für Personen, Städte, Kriege etc. Aus den
am häugsten vorkommenden Infobox-Typen wurden letztlich 103 lokationsspezische ausge-
wählt und manuell ein Mapping auf die hier verwendeten Typen (siehe Tabelle 3.5) deniert
(z. B. „settlement“→ CITY, „french commune“→ CITY, „mountain“→ LANDMARK etc.).
Eine weitere frei verfügbare und umfangreiche Geo-Datenbank, welche hier jedoch nicht berück-
sichtigt wurde, existiert mit dem „NGA GEOnet Names Server“66. Sie besteht aus etwas über 9 Mio.
Einträgen. Die „Free World Cities Database“67 enthält ca. 3,2 Mio. Städte. Die GeoPlanet-Daten von
Yahoo!68 umfassen 5,7 Mio. Orte. Stichprobenartige Tests zeigten jedoch, dass eine Erweiterung um
die genannten Datenbanken nicht signikant mehr zusätzliche Orte liefert.
3.7 vorverarbeitung
Die nachfolgenden Abschnitte 3.8 and 3.9 beschreiben zwei Konzepte zur Toponymerkennung





64 http://dumps.wikimedia.org/enwiki/latest/, verwendet wurde die Version vom 04.05.2013




68 https://developer.yahoo.com/geo/geoplanet/data/; momentan nicht mehr oziell verfügbar, jedoch aufgrund der























Abbildung 3.3: Schritte der Vorverarbeitung zur Lokationsextraktion
im Wesentlichen darin besteht, potentielle Entitäten im Text zu erkennen, korrekt zu markieren
und unerwünschte Kandidaten zu ltern. Abbildung 3.3 zeigt den Ablauf der Vorverarbeitung.
Wie nachfolgend beschrieben, sind die hier angewendeten Schritte bewusst einfach und universell
gehalten. Nicht alle in dieser Phase identizierte Kandidaten müssen tatsächlich Lokationen sein,
vielmehr ist die Vorverarbeitung auf einen hohen Recall optimiert und verschiebt im Zweifelsfall
die Entscheidung, Kandidaten als Nicht-Lokationen auszultern in die nachfolgende Disambiguie-
rungsphase.
Annotation Die Extraktion erfolgt regelbasiert unter der Verwendung regulärer Ausdrücke. Da
der Extraktionsmechanismus für die Verwendung englischer Dokumente ausgelegt ist, kann der
Kandidaten-Tagger sämtliche Terme und Termgruppen innerhalb des Eingabetextes, welche mit
Großbuchstaben beginnen, extrahieren. Ferner existiert eine Reihe von Heuristiken, welche spe-
zische Wortgruppen, beispielsweise mit Präpositionen oder besonderen Zeichen, erkennen (z. B.
„United States of America“, „Rue de Rivoli“ oder „Grand Tradition Estate & Gardens“).
Offsetkorrektur und Trennung langer Phrasen Aufgrund der Großschreibung von Wörtern
am Satzanfang enthält die Kandidatenmenge viele Nicht-Eigennamen. Beispielsweise wird aus
dem Satz „is club has a short history of 12 years.“ irrtümlich der Term „is“ als Eigenname
extrahiert. Durch ein sogenanntes „Case Dictionary“ können solche Kandidaten eliminiert werden.
Das Case Dictionary, dessen Konzept bereits von Millan, Sánchez und Moreno (2008) verwendet
wurde, stellt einen Korpus von Termen dar, welcher jeweils Vorkommenshäugkeiten der klein-
und großgeschriebenen Variante enthält (siehe Tabelle 3.7 für ein Beispiel).
Alle Kandidaten, für die uppercaseRatio ≤ 0,5 gilt, werden aus der Kandidatenmenge entfernt. Falsch
gesetzte Startpositionen potentieller Phrasenwerden ebenfallsmittels CaseDictionary korrigiert. Die
Kandidatenextraktion extrahiert beispielsweise groß geschriebene Satzanfänge, denen Eigennamen
folgen als zusammenhängende Einheit. Aus dem Satz „Tiny Heir Island is one of the country’s go-to
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Token # total # uppercase Ratio
arabia 1.396 1.396 1
guide 2.088 800 0,38
saudi 1.315 1.315 1
travel 4.701 202 0,04
tiny 1.116 80 0,07
your 4.324 1.105 0,26
Tabelle 3.7: Beispiel für Case Dictionary
gourmet spots.“ beispielsweise wird durch die hier verwendeten Regeln irrtümlich „Tiny Heir Island“
als Kandidat extrahiert. Durch die Oset-Korrektur wird der Kandidat auf „Heir Island“ verkürzt.
Das verwendete Case Dictionary wurde aus englischen Wikipedia-Artikeln gewonnen und besteht
aus 91.407 Einträgen.
Das Case Dictionary wird ferner dafür genutzt, lange groß geschriebene Phrasen, wie sie mitunter
in Überschrien vorkommen, in kleinere Einheiten zu zerlegen. Sofern Annotationen aus mehr als
drei Tokens bestehen, werden diese zusätzlich in ihre Bestandteile zerlegt. Dazu wird eine Trennung
in Sequenzen aus Tokens vorgenommen, für die t uppercaseRatio > 0,5 gilt. Mit dem in Tabelle 3.7
abgebildeten beispielhaen Case Dictionary würde aus der großgeschriebenen Phrase „Your Saudi
Arabia Travel Guide“, die Sub-Annotation „Saudi Arabia“ extrahiert.
Es zeigt sich, dass sich in der verbleibenden Kandidatenmenge viele irrtümlich extrahierte Personen-
namen benden, die der Precision des Extraktionsergebnisses schaden. In zwei weiteren Schritten
sollen deshalb oensichtliche Personenentitäten (Sicher-Negativ-Kandidaten) direkt entfernt bzw.
potentielle Personennamen (Potentiell-Negativ-Kandidaten) als solche markiert werden.
Eliminierung von Sicher-Negativ-Annotationen Der erste Schritt zur Identikation von Perso-
nennamen erfolgt durch eine manuell gepegte Liste eindeutiger Präxe. Kandidaten mit diesen
Präxen werden unmittelbar aus der Kandidatenmenge eliminiert. Dies schließt auch spätere Repe-
titionen mit ein; so werden bei der Eliminierung des Kandidaten „Mr. John Smith“ auch sämtliche
Vorkommen von „John“ und „Smith“ aus der Kandidatenmenge entfernt. Dies entspricht der An-
nahme „eine Bedeutung pro Diskurs“ (Gale et al., 1992), das heißt, dass davon ausgegangen wird,
dass sämtliche Vorkommen von „John“ sich auf die identizierte Person beziehen. Die verwendete
Liste besteht aus 13 personentypischen Präxen69.
Klassifikation von Potentiell-Positiv- und Potentiell-Negativ-Annotationen Kontexte dienen
dazu, Kandidaten zunächst in die Klassen „Lokation“ bzw. „Nicht-Lokation“ zu klassizieren, ohne
diese sofort aus der Kandidatenmenge zu entfernen. Als Beispiel für eine kontextbasierte Klassi-
kation kann der Satz „Georgia attended the conference“ betrachtet werden. Das nachfolgende
69 Dr, Dr., Lady, Mr, Mr., Mrs, Mrs., Ms, Ms., Prof, Prof., Professor, Sir
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Token „attended“ deutet darauf hin, dass es sich bei der Entität „Georgia“ um eine Person handelt,
wohingegen im Satz „Georgia president concedes election defeat“ das Token „president“ ein star-
kes Anzeichen dafür ist, dass der vorangehende Kandidat eine Lokation ist. Das hier verwendete
Kontextlexikon wurde aus einer großen Menge von personen- und lokationsspezischen Texten
gewonnen. Die Vorgehensweise orientiert sich an der von Etzioni et al. (2005): Auf manuellemWege
wurde eine Saat-Liste mit Personen- und Lokationsentitäten erzeugt (z. B. „Dmitry Medvedev“ oder
„Great Basin Desert“). Dabei wurde darauf geachtet, nur solche Entitäten in die Liste aufzunehmen,
bei denen keine oensichtlichen Typambiguitäten bestehen (wie dies zum Beispiel bei „Georgia“ der
Fall ist).
Verwendet wurden pro Typ 800 Saat-Entitäten, deren Namen jeweils als Saat-Anfragen für Bing70
dienten. Pro Saat-Entität wurden jeweils maximal 100 URLs gesucht. Für den Entitätstyp PERSONwur-
den 29.642HTML-Seiten, für LOCATION 33.454 Seiten heruntergeladen. Von jeder Seite wurdemittels
Inhaltsextraktor aus Palladian (Urbansky, Muthmann, Katz und Reichert, 2012) der Haupt-Textblock
extrahiert, zu kurze Texte unter 100 Zeichen ausgeltert bzw. kurze Fragmente innerhalb der Texte
entfernt und anschließend alle vorkommenden Entitäten im Text markiert (z. B. „<PERSON>Dilma
Rousse</PERSON>, the president of <LOCATION>Brazil</LOCATION> [. . . ]“). Somit entstand ein
Datenset bestehend aus 17.215 Texten mit 126.377 annotierten PERSON- und 23.830 Texten mit 184.841
annotierten LOCATION-Entitäten.
Aus dem so gewonnenen Datenset wurden anschließend für beide Entitätstypen Kontexte auf
unterschiedliche Weise extrahiert: Experimentiert wurde mit unterschiedlichen Kontextgrößen
(n-Gramme mit n = [1 . . . 4] vor/nach der Entität) und einem „Fuzzy Matching“ (Term kommt
innerhalb Fenstergröße n vor). Eine feste Kontextgröße von 1 bewährte sich experimentell am
Besten. Auch hier wurde die Annahme „eine Bedeutung pro Diskurs“ getroen, das heißt, dass
die hier vorgenommene Klassikation an andere Vorkommen mit gleichem Namen weitergegeben
wird.
Die linken und rechten Kontexte wurden separat analysiert und nur solche, welche mit einer Wahr-
scheinlichkeit von über 90% für eine der beiden Klassen „Lokation“ bzw. „Person“ vorkamen, in ein
Kontextlexikon aufgenommen71. Das erzeugte Kontextlexikon besteht aus 318 Präx- und Sux-
Kontexten für die Typen PERSON und LOCATION. Wie bereits eingangs erwähnt, erfolgt keine direkte
Filterung anhand der Kontexte. Die Motivation hinter dieser „Deferred Commitment“-Strategie ist,
dass die Typklassikation nicht perfekt funktioniert und durch gängige, vor allem im journalistischen
Umfeld angewendete, sprachliche Stilmittel wie Metonymie erschwert wird. Beispielsweise würde
die Kontextklassikation im Satz „U. S. says Rwanda aids Congo rebels“ die Entität „U. S.“ aufgrund
des Suxes „says“ als Person klassiziert. Durch die Verlagerung der Entscheidung, ob der jeweilige
Kandidat ausgeltert werden soll oder nicht, kann später auf Informationen aus dem Gazetteer
70 http://www.bing.com
71 Der Schwellwert von 90% wurde bewusst konservativ gewählt; durch Variation können hier eventuell noch bessere
Resultate erzielt werden.
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zurückgegrien werden, um trotz der Klassikation als Nicht-Lokation probate Ausnahmen zu
machen, beispielsweise bei bedeutenden Lokationen wie Ländern oder Hauptstädten.
Gazetteer-Suche Im letzten Schritt der Vorverarbeitungsphase werden die annotierten Kandidaten
im Gazetteer gesucht. Für jede verbleibende, eindeutige Annotation an wird aus der Datenbank
eine Menge Ln von Lokationskandidaten mit passendem Namen abgefragt. Dabei werden die in
Abschnitt 3.6 beschriebenen primären und Alternativnamen berücksichtigt. Um den Recall zu erhö-
hen werden diakritische Zeichen wie Akzente für die Übereinstimmung ignoriert. Die nachfolgend
beschriebenen Strategien zur Toponymdisambiguierung erhalten eine Liste aller Annotationen
A = {a1, . . . ,an} und die aus dem Gazetteer extrahierten Lokationskandidaten L. Pro Annotati-
on an ∈ A wird dann entweder ein Lokationskandidat l ∈ L ausgewählt oder der Kandidat als
Nicht-Lokation ausgeschlossen (siehe Abschnitt 3.5.
3.8 heuristische erkennung und disambiguierung
Dieser Abschnitt beschreibt die konzipierte heuristische Strategie zur Lokationsdisambiguierung.
Diese macht von zwei Mechanismen Gebrauch, die zunächst nur solche Lokationen extrahieren, bei
denen eine hohe Precision garantiert werden kann. Die erste Strategie nutzt dazu sogenannte „Anker-
Lokationen“72. Anker-Lokationen sind bedeutende (z. B. Länder oder Kontinente) oder eindeutig
identizierbare Orte. In dem Fall, dass in einem Text keine Anker-Lokationen extrahiert werden
konnten, wird eine sogenannte „Lasso-Methode“ angewendet. Diese Methode zielt auf stark lokal
geprägte Texte, die ausschließlich kleine, unbekannte und mehrdeutige Lokationen enthalten. Die
nachfolgenden Abschnitte beschreiben zunächst beide Methoden, abschließend wird die komplette
Disambiguierungsstrategie beschrieben.
Anker-Methode Für die Bestimmung von Anker-Lokationen kommen drei einfache Heuristiken
zum Einsatz:
1. Die Lokation hat eine Einwohnerzahl, die über anchorPopulation liegt.
2. Die Lokation ist vom Typ CONTINENT oder COUNTRY.
3. Die Lokation ist eindeutig in der Datenbank und hat einen „markanten“ Namen.
Das zuletzt aufgelistete Kriterium wurde als erfüllt betrachtet, sofern der Name aus einer Minde-
stanzahl von Tokens tokenreshold besteht. Die Lokation „University of Cambridge“ beispielsweise
besteht aus drei Tokens und hat somit einen markanteren Namen als „York“. Zur Erfüllung des
Kriteriums „Eindeutigkeit“ muss der Lokationsname nicht zwingend nur einmal in der Daten-
bank vorkommen, vielmehr wurde die Annahme getroen, dass auch mehrere Lokationen mit
gleichem Namen, die alle sehr nah beieinanderliegen, als Anker dienen können, da sie auf einen
72 Der Terminus „Anchor Locations“ wird in einer Reihe weiterer Arbeiten verwendet, beispielsweise in Rauch et al. (2003)
oder Lieberman et al. (2010), die Denition in dieser Arbeit ist jedoch eine eigenständige.
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eindeutigen Punkt zeigen. Die maximale Distanz, bis zu der Lokationen mit gleichem Namen als
identisch angsehen werden wird durch den Schwellwertparameter sameDistancereshold festgelegt.
largestDistance(g) ermittelt dazu aus der Menge von Lokationen mit identischem Namen g unter




for l in L do // Continents, countries, big locations.
if type(l) ∈ {CONTINENT, COUNTRY} ∨ population(l) ≥ minAnchorPopulation
then Anchors← l ; fi
end
for g in groupByName(L) do // Group locations by names.
if largestDistance(g) ≤ maxDistanceSame // Single location or a cluster.
then
l ∶= getBiggestLocation(g);
if population(l) ≥ minPopulation ∨ ∣ tokenize(name(l)) ∣ ≥ minTokensUnique




Abbildung 3.4: Pseudocode für Anker-Bestimmung
Abbildung 3.5: Beispiel für Anker-Methode; die roten Punkte sind Anker-Lokationen, die grauen
noch nicht disambiguierte Lokationskandidaten für „Hyde Park“ (Kartenmaterial
von OpenStreetMap, 2013).
Abbildung 3.5 zeigt ein Beispiel für einen Text, in demder Lokationskandidat „Hyde Park“ vorkommt.
Der Gazetteer enthält hierfür 83 mögliche Lokationen. Als Ankerlokationen können aus dem Text
die rot abgebildeten Punkte, die denOrten „Darling Harbour“, „Parramatta“, „New SouthWales“ und
„Sydney“ entsprechen, extrahiert werden. Im abschließenden Disambiguierungsschritt wird dieses
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Wissen genutzt, um bei mehrdeutigen Interpretationen näher bei den Ankerlokationen liegende
Kandidaten zu bevorzugen. Im beschriebenen Fall kann aus den 83 Kandidaten somit der Hyde
Park in Sydney statt in London ausgewählt werden.
Lasso-Methode Falls durch die oben beschriebene Anker-Methode keine Referenzlokationen be-
stimmt werden konnten, wird eine schrittweise räumliche Konvergenz vorgenommen. Vergleichbar
mit einem Lasso, welches kontinuierlich zusammengezogen wird, wird hierbei kontinuierlich die
am weitesten entferne Lokation vom Mittelpunkt der Kandidatenmenge (siehe Abschnitt 2.1.3)
entfernt. Die zugrundeliegende Idee stammt von Smith und Crane (2001), allerdings stoppt der in
Abbildung 3.6 angegebene Algorithmus, sobald diemaximale Distanz zwischen jedem Lokationspaar
in der verbleibenden Menge unter dem Schwellwert lassoDistancereshold liegt.
funct getLasso(L,maxLassoDistance) ≡
Lasso← L
while ∣Lasso ∣ > 1 do
mostDistantLocation ∶= null;
highestDistance ∶= 0;
for l in Lasso do // Get most outlying location in set.
distance ∶= distance(midpoint(Lasso), l); // siehe Abschnitt 2.1.3
if distance > highestDistance then




if highestDistance < maxLassoDistance // Below maximum distance, stop.
then break; fi
Lasso ∶= Lasso ∖mostDistantLocation; // Remove most outlying location.
end
if ∣groupByNames(Lasso) ∣ ≤ 1 // Check plausibility of lasso set.
then return ∅;
else return Lasso; fi.
Abbildung 3.6: Pseudocode für Lasso-Bestimmung
Um das Risiko einer Konvergenz in die falsche Richtung zu vermindern, werden die auf diesem
Wege bestimmten Lokationen nur dann verwendet, wenn zumindest zwei Lokationen mit unter-
schiedlichem Namen in der endgültigen Ergebnismenge vorhanden sind. Hiermit ist eine größere
Evidenz als bei nur einer übrigen Lokation gewährleistet.
Der Satz „We went from Salamanca to Cortazar via Villagran“ beispielsweise enthält keine repräsen-
tativen Anker-Lokationen und jeweils mehrere mögliche Interpretationen für die Orte „Salamanca“,
„Cortazar“ und „Villagran“. Unter der Annahme, dass in einem Text genannte Orte vergleichswei-
se nah beieinander liegen, kann durch eine schrittweise Eliminierung weit außerhalb liegender
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Abbildung 3.7: Ablauf der Lasso-Methode für den Satz „We went from Salamanca to Cortazar via
Villagran“ mit schrittweiser Eliminierung der außen liegenden Lokationen (schwar-
ze Punkte), der geographische Mittelpunkt ist jeweils als roter Punkt dargestellt
(Kartenmaterial von OpenStreetMap, 2013).
Lokationskandidaten auf die vermeintlich korrekten Orte geschlossen werden. Der Ablauf ist in
Abbildung 3.7 dargestellt.
Disambiguierung Der komplette Disambiguierungsablauf ist in Abbildung 3.8 dargestellt. Zu-
nächst werden hier jene Annotationen eliminiert, die während der Vorverarbeitung mit dem Typ
PERSON vorklassiziert wurden und die keinen Lokationskandidaten vom Typ CONTINENT oder
COUNTRY enthalten oder bei denen die Bevölkerungsanzahl sämtlicher Lokationskandidaten unter
dem Parameter unlikelyPopulation liegt.
Die Lokationen, welche in den zwei vorangehenden Schritten extrahiert wurden, dienen als Re-
ferenzpunkte, um die verbleibenden, noch nicht disambiguierten Lokationen zu ltern. Konnten
weder durch die Anker- noch die Lasso-Methode Bezugspunkte identiziert werden, wird ersatzwei-
se auf die bevölkerungsmäßig größte Lokation innerhalb der Kandidatenmenge zurückgegrien.
Anschließend werden zwei Kriterien angewendet: Räumliche Entfernungen und hierarchische Be-
ziehungen zwischen Bezugspunkten und nicht disambiguierten Kandidaten. Für jede Annotation a
aus Awerden einerseits Lokationskandidaten in die Vorauswahl Selection genommen, deren Distanz
zu einer Anker-Lokation unter dem SchwellwertmaxAnchorDistance liegt, also beispielsweise die
Stadt Glashütte, deren Distanz 22,38 km von Dresden beträgt. Andererseits werden innerhalb der
Hierarchie Kinder oder Nachfahren einer Ankerlokation vom Typ CITY, UNIT oder COUNTRY, die
einenminPopulation-Schwellwert überschreiten in die Vorauswahl genommen, also beispielsweise
der Münchner Stadtteil Maxvorstadt, sofern München als Ankerlokation erkannt wurde.
Sämtliche Kongurationsparameter der Heuristik sind in Tabelle 3.8 dargestellt. Diese wurden
im Rahmen der Entwicklung zunächst auf Standardwerte festgelegt, die ebenfalls in der Tabelle
dargestellt sind. Ob die hier festgelegten Parameter tatsächlich optimal sind, wird nachfolgend im
Rahmen der Optimierung untersucht.
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funct disambiguate(
A, L // Set of annotations, set of locations.
minPopulationUnlikely,minAnchorPopulation,maxDistanceSame,minPopulation,
minTokensUnique,maxLassoDistance,maxAnchorDistance) ≡
for a in A do // Remove unlikely candidates.
CurrentLocations ∶= getLocations(L, a); // Get locations L(a) for annotation a.
biggestLocation ∶= getBiggestLocation(CurrentLocations);
if getClassification(a) = PERSON ∧ type(biggestLocation) /∈ {COUNTRY,CONTINENT} ∧
population(biggestLocation) ≤ minPopulationUnlikely
then L ∶= L ∖ CurrentLocations;
fi
end
ReferenceLocations ∶= getAnchors(L); // Get anchors (Abb. 3.4).
if ∣ReferenceLocations ∣ = 0
then ReferenceLocations ∶= getLasso(L); fi // Get lasso (Abb. 3.6).
if ∣ReferenceLocations ∣ = 0
then ReferenceLocations ∶= getBiggestLocation(L); fi // Fallback: take biggest location.
D ∶= {}; // Result: the disambiguated annotations.
for a in A do
CurrentLocations ∶= getLocations(L, a);
References ∶= ReferenceLocations ∖ CurrentLocations; // Reference without current locations.
Selection ∶= {};
for l in CurrentLocations do
if l ∈ ReferenceLocations
then Selection← l // Location already in anchors or lasso.
else for anchor in References do
if distance(l , anchor) ≤ maxAnchorDistance
then Selection← l ; break; fi // Close to anchor.
if type(anchor) ∈ {CITY,UNIT,COUNTRY} ∧
isDescendant(l , anchor) ∧ population(l) ≥ minPopulation




if ∣ Selection ∣ > 0 // Found disambiguation.
then D ← {a, getBiggestLocation(Selection)}; fi // Add { annotation, location } to result.
end
return D.
Abbildung 3.8: Pseudocode für heuristische Lokationsextraktion und -disambiguierung
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Parameter Beschreibung Standard
minPopulationUnlikely Minimale Einwohneranzahl, unter der als „unwahrschein-
lich“ klassizierte Lokationen ausgeltert werden.
100.000
minAnchorPopulation Minimale Einwohnerzahl für eine Anker-Lokation. 1.000.000
maxDistanceSame Maximale Distanz zweier Lokationen gleichen Namens,
bis zu der diese als gleiche Lokation betrachtet werden
50 km
minPopulation Minimale Einwohneranzahl für Lokation, sodass diese als
Nachfahre eines Ankers disambiguiert wird
5.000
minTokensUnique Mindestanzahl von Tokens, ab der ein Lokationsname als
„markant“ und somit als Anker berücksichtigt wird
2
maxLassoDistance Maximale Distanz, bei deren Unterschreiten die Lasso-
Konvergenz gestoppt wird
100 km
maxAnchorDistance Maximale Distanz zwischen Anker-Lokation und potenti-
ellem Lokationskandidaten
100 km
Tabelle 3.8: Parameter für heuristische Disambiguierung und die während der Entwicklung festge-
legten Standardwerte
3.9 machine-learning-basierte erkennung und disambi-
guierung
Die Erfahrungen aus dem heuristischen Ansatz zeigen, dass die Aufnahme weiterer Regeln zuneh-
mend kompliziert wird und mit dem Risiko eines Overttings einhergeht (siehe Abschnitt 2.3).
Dieser Abschnitt stellt deshalb eine zweites Verfahren für die Erkennung und Disambiguierung von
Toponymen vor. Die in Abschnitt 3.8 vorgestellten Heuristiken bilden die Grundlage für ein Feature
Engineering, bei dem eine Reihe deskriptiver Attribute beschrieben werden, die anschließend dazu
dienen, einen Klassikator zu trainieren und diesen für die Erkennung und Disambiguierung zu
nutzen.
Ein exemplarisches binäres Feature in diesem Zusammenhang wäre beispielsweise die Eigenscha
„Lokationskandidat ist Kontinent oder Land“. Für den Fall, dass innerhalb der verwendeten Daten
solche Annotationen, die den Namen eines Kontinents oder Landes tragen, tatsächlich immer die
korrekt disambiguierten Lokationen darstellen, wäre dieses Kriterium ein „wertvolles“ Feature für die
Klassikation. Um eine gute Vorhersagegenauigkeit des Klassikators zu erreichen, müssen jedoch
nicht nur „wertvolle“ Features verwendet werden. Guyon und Elissee (2003) beschreiben, dass
auch für sich isoliert „schwache“ Features in Kombination mit anderen zur Klassikationsqualität
beitragen können. Demnach diskutiert der nachfolgende Abschnitt zunächst sämtliche betrachteten
Features, ohne eine Wertung vorzunehmen. Diese erfolgt unter Verwendung realer Datensets im
Rahmen der in Abschnitt 3.11 durchgeführten Optimierung.
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3.9.1 features zur klassifikation
Die nachfolgend vorgestellten Features gliedern sich, abhängig davon, woher die Informationen
extrahiert werden, in fünf Gruppen. Manche der vorgestellten Features sind parametrisierbar, was
durch eine Parameterschreibweise, wie beispielsweise uniqueIn(R) verdeutlicht wird.
Annotationsfeatures Diese intrinsischen Features (McDonald, 1996) beziehen sich jeweils auf den
Textwert der betrachteten Annotation. Sie umfassen die numerischen Features numCharacters und
numTokens, welche die Anzahl an Zeichen und Tokens in der Annotation angeben, sowie ein binäres
Feature, welches ausdrückt, ob es sich bei dem betrachteten Kandidaten um ein Akronym (wie
beispielsweise „U. S.“ oder „UAE“) handelt. Das Feature caseSignature charakterisiert die Kombina-
tion aus Groß- und Kleinbuchstaben einer Annotation (Collins, 2002). Bestimmte Lokationsnamen
verfügen über charakteristische Kombinationen, wie beispielsweise „University of California“ oder
„Isle of Man“ (Case-Signatur AaaAa), wohingegen Kombinationen wie „McDonald“ oder „InterCity“
(Case-Signatur AaAa) Anhaltspunkte für eine Nicht-Lokationen liefern.
Textfeatures Textfeatures sind extrinsische Features (McDonald, 1996), da sie jeweils unter Be-
trachtung des Gesamttexts des jeweiligen Dokuments extrahiert werden. Die hier verwendeten
Features geben die Vorkommenshäugkeit einer Annotation count und die daraus abgeleitete
Frequenz frequency an, welche den Wert von count einer Annotation mit der höchsten Anzahl
für count im Gesamtdokument normalisiert. Die zwei weiteren Features firstOccurrenceAbs
und firstOccurrenceRel geben an, an welcher Stelle im Dokument ein Annotationstext das erste
Mal vorkommt. Die erste Variante gibt die absolute Zeichenanzahl vom Beginn des Texts an, die
zweite Variante den relativen Wert, normalisiert mit der Gesamtlänge des Texts. Mit dem Feature
partialAnnotation wird ausgedrückt, ob die betreende Annotation Teil einer längeren Annota-
tion ist, die unter Verwendung des in Abschnitt 3.7 beschriebenen Case Dictionarys aufgetrennt
wurde.
Korpusfeatures Diese ebenfalls extrinsischen Features werden unter Verwendung im Vorfeld
erzeugter Listen und Textkorpora extrahiert. Die beiden binären Features likelyCandidate und
unlikelyCandidate geben die in Abschnitt 3.7 beschriebene Klassikation „Potentiell-Positiv“
und „Potentiell-Negativ“ wieder, die auf Basis von Termkontexten ermittelt werden. Das binäre
Feature stopword gibt an, ob sich die Annotation in einer Liste mit 590 englischen Stoppwörtern
bendet. Mit containsMarker hingegen wird angezeigt, dass die Annotation einen Token enthält,
der explizit auf eine Lokation hindeutet. Die verwendete Whitelist wurde unter Verwendung der
englischsprachigen Wikipedia generiert und besteht aus 24 Einträgen, die häug innerhalb von
Lokationsnamen vorkommen73.
73 District, Township, Route, Lake, County, State, Highway, River, Mount, Island, Gmina, Municipality, Road, Mountain,
Creek, Hill, City, Park, Peak, Canton, Falls, Province, Olya, Formation
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Datenbankfeatures Während die vorangehend beschriebenen Annotations-, Text- und Korpus-
features pro Annotation im Text ermittelt werden, werden die Datenbankfeatures pro Lokations-
kandidat ermittelt, da sie sich aus sämtlichen zur Annotation gefundenen Einträgen im Gazetteer
ableiten (siehe Abschnitt 3.5). Das nominale Feature locationType gibt den Typ der Lokation
gemäß der in Tabelle 3.5 aufgeführten Klassen an. Mit den Features country, continent und city
wird die Klasse zusätzlich noch als binäres Feature angegeben. Die Einwohnerzahl des jeweiligen
Lokationskandidaten wird angegeben als absoluter Wert population, als dezimale Größenord-
nung populationMagnitude und als populationNormalized, welcher die Einwohnerzahl mit der
höchsten im Dokument vorkommenden normalisiert.
Das numerische Feature indexScore zielt auf das Problem der Geo/Non-Geo-Ambiguität und folgt
dem Gedankengang von Amitay et al. (2004). Die Einwohnerzahl der jeweiligen Lokation wird hier
ins Verhältnis zur Vorkommenshäugkeit des Annotationstexts innerhalb eines großenWeb-Korpus
gesetzt. Eine vergleichsweise geringe Einwohneranzahl bei vielen Vorkommen im Index deutet
darauf hin, dass der entsprechende Term vielfach als Nicht-Lokation auaucht. Das Feature kann
prinzipiell mit jeder Suchmaschine, wie beispielsweise Bing gewonnen werden. Im Rahmen der
durchgeführten Experimente wurde auf den englischen ClueWeb0974-Datensatz („TREC Category
B“-Subset) zurückgegrien, welcher aus 50 Millionen Webseiten besteht.
Ein weiteres numerisches Feature hierarchyDepthmodelliert die hierarchische Tiefe der Lokation,
also die Anzahl der Vorfahren in der Hierarchie (die Lokation „Erde“ hat somit eine Hierarchietiefe
von null, wohingegen sehr spezische, kleine Lokationen eine vergleichsweise hohe Hierarchietiefe
haben). Das binäre Feature leaf gibt an, dass der Lokationskandidat keine Elternlokation mit glei-
chem primären oder Alternativnamen besitzt. Dieses Feature zielt darauf ab, bei der Klassikation
möglichst spezische Lokationen zu selektieren. Beispielsweise enthält die Datenbank für die Bezei-
chung „München“ sowohl Einträge vom Typ CITY, als auch übergeordnete Verwaltungseinheiten
vom Typ UNIT, die „München“ als Alternativnamen ausweisen.
Ferner wird als numerisches Feature nameAmbiguity die Eindeutigkeit einer Lokation als Bruchteil
von eins (1 / ∣ locationsWithSameName ∣) angegeben, da für Lokationen, unter deren Namen sich
mehrere Einträge im Gazetteer nden die Wahrscheinlichkeit einer falschen Auswahl steigt. Das
numerische Feature nameDiversity auf der anderen Seite gibt an, wie viele Alternativnamen für den
aktuellen Lokationskandidaten existieren (1 / ∣namesForLocation ∣). Die Annahme ist, dass relevante
Orte unter mehr Alternativnamen bekannt sind als weniger relevante. Die Features nameAmbiguity
und nameDiversity wurden bereits von Lieberman und Samet (2012) verwendet.
Das Feature geoDiversity drückt aus, wie stark Lokationskandidaten mit dem gleichen Namen
räumlich verteilt sind. Der Gedanke hinter diesem Feature ist, dass die möglichen Fehlerdistanzen
bei einer Fehlklassikation steigen, je weiter die jeweiligen Kandidaten auseinanderliegen. Hingegen
ist das Risiko einer Fehlklassikation bei nah beieinanderliegenden Orten geringer. Die gleiche
74 http://lemurproject.org/clueweb09/
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Motivation steckt hinter den binären Features unique und uniqueAndLong. Diese geben an, ob
die maximale Distanz zwischen sämtlichen Paaren von Lokationskandidaten für eine Annotation
unter einem Schwellwert von 50 km liegt. Für uniqueAndLong wird zusätzlich gefordert, dass der
Text der zugehörigen Annotation aus mindestens drei Tokens besteht (beispielsweise „University of
Cambridge“).
Kombinierte Text- und Datenbankfeatures Die letzte Gruppe von Features wird sowohl aus dem
Gesamttext, insbesondere anderen vorkommenden Lokationskandidaten, als auch aus dem Gazet-
teer bestimmt. Die fünf binären Features contains(p|a|s|c|d) geben an, ob sich für den aktuell
betrachteten Lokationskandidaten Eltern-/Vorfahrens-/Geschwister-/Kind-/Nachfahrenslokationen
aus der Hierarchie benden. Die vier numerischen Features num(a|s|c|d) zählen zustäzlich zu dem
oben beschriebenen Feature die vorkommenden Vorfahrens-/Geschwister-/Kind-/Nachfahrensloka-
tionen. Beide Features zielen unter Verwendung der Hierarchie darauf ab, Kohäsionen zwischen
einzelnen Lokationen im Text aufzudecken, wie sie beispielsweise bei explizit disambiguierten
Phrasen oder Aufzählungen vorkommen. Für die Nennung der Stadtteile „Reinhardtsgrimma and
Dittersdorf “ innerhalb eines Text, die beide zu Glashütte in Sachsen gehören wäre beispielsweise
das Feature contains(s) wahr, für „Houston is a city in Texas“ wäre für den Lokationskandidaten
Houston in Texas das Feature contains(p) wahr. Von Lieberman und Samet (2012) wurde im
Rahmen der „Sibling Features“ eine ähnliche Idee umgesetzt, die sich jedoch ausschließlich auf
Geschwisterrelationen bezog.
Die Ausprägungen des binären Features containedIn(T) ermittelt wie contains(a), ob der aktuelle
Lokationskandidat Nachfahre eines anderen aus dem Text extrahierten Lokationskandidaten ist,
beschränkt dies jedoch auf explizit angegebene Lokationstypen für potentielle Vorfahrenslokatio-
nen. Das Feature wird für die folgenden Ausprägungen von T ermittelt: CONTINENT, COUNTRY, UNIT,
COUNTRY ∨ UNIT und CONTINENT ∨ COUNTRY ∨ UNIT.
primaryName gibt als binäres Feature an, ob der Annotationstext dem primären Namen der Lokation
entspricht. Mit dem Feature alternativeMention wird angegeben, ob der jeweilige Lokationskan-
didat im Text anhand mehrerer alternativer Namen genannt wird (beispielsweise „New York“ und
„Big Apple“), was ein starker Hinweis dafür ist, dass eben jene Lokation gemeint ist und nicht eine
andere gleichen Names, welche nicht über den Alternativnamen verfügt.
Die weiteren Features basieren auf räumlichen Distanzen (siehe Abschnitt 2.1.2) und nutzen den
Umstand, dass in Texten üblicherweise viele nahe beieinander liegende Lokationen vorkommen.
Aufgrund dessen, dass sie parametrisierbar sind und aus dem Kandidatenkontext abgeleitet werden,
werden diese nachfolgend als „parametrisierbare Kontextfeatures“ bezeichnet. Das numerische
Feature numLocIn(R) gibt die Anzahl im Text vorkommender Lokationskandidaten an, die sich in
einer maximalen Entfernung R zu dem gerade betrachteten Lokationskandidaten benden. Das
Feature distLoc(P,S) gibt die minimale Distanz des betrachteten zu sämtlichen weiteren Lokations-
kandidaten im Text mit einer Mindesteinwohnerzahl von P an. Der boolesche Parameter S gibt dabei
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an, ob der aktuell betrachtete Lokationskandidat selbst mitgezählt werden soll oder nicht. Mit dem
numerischen populationIn(R,S) werden die Einwohnerzahlen sämtlicher Lokationskandidaten,
die eine maximale Distanz von R zum betrachteten Kandidaten haben, aufsummiert. Mit dem Para-
meter S wird auch hier angegeben, ob die betrachtete Lokation selbst mitbetrachtet wird. Das binäre
Feature locSentence(R) drückt aus, ob innerhalb für eine andere Annotation im Satz ein Lokations-
kandidat mit einer maximalen Distanz von R zum aktuellen Kandidaten vorkommt. Mit dem binären
Feature uniqueIn(R) wird angezeigt, ob innerhalb eines Radius R um den aktuellen Kandidaten
eine als eindeutig ermittelte Lokation vorkommt (siehe oben unter „Datenbankfeatures“ für eine
Beschreibung des Kriteriums). Das letzte Feature in diesem Zusammenhang ist hasLoc(R,P,S).
Dieses binäre Feature verzeichnet, ob im Text ein Lokationskandidat mit mindestens P Einwohnern
und einer maximalen Entfernung von R auaucht. Für den Parameter S gilt wie oben: Ist dieser wahr,
wird die betrachtete Lokation selbst mitgezählt.
Zusammenfassung Der vorangehende Abschnitt zeigte die Ergebnisse des Feature Engineerings,
bei dem 46 Features vorgestellt wurden. Einen Überblick und Einordnung der präsentierten Features
ndet sich in Tabelle 3.9. Die Features nameAmbiguity, nameDiversity und population wurden
bereits von Lieberman und Samet (2012) genutzt. Hierarchische Geschwisterrelationen wurden von
Lieberman und Samet (2012) vorgestellt, die hier vorgestellten hierarchischen Features umfassen
jedoch deutlich mehr Relationen in unterschiedlichen Ausprägungen.
Die restlichen der hier gezeigten Features sind neu und wurden im Rahmen einerMachine-Learning-
basierten Lokationsextraktion in keiner anderen verwandten Arbeit verwendet. Besonders heraus-
zustellen sind hier die parametrisierbaren Kontextfeatures, von denen sechs vorgestellt wurden, wie
beispielsweise distLoc(P,S). Durch die Verwendung verschiedener Schwellwerte für die einzelnen
Parameter kann hier eine Vielzahl von Features extrahiert und miteinander kombiniert werden.
Während Lieberman und Samet (2012) ihr kontextbasiertes „Proximity Feature“ unter Betrachtung
jedes ermittelten Lokationskandidaten berechnen, kann durch die hier vorgestellte Parametrisierung
der Kontext auf eine kleinere Teilmenge von Kandidaten beschränkt werden, womit analog zu der
in Abschnitt 3.8 Anker-Methode eine höhere Precision im Kontext gewährleistet wird. Im Rahmen
der nachfolgend durchgeführten Optimierungen werden die parametrisierbaren Kontextfeatures in
unterschiedlichen Kongurationen evaluiert.
3.9.2 training des klassifikators
Der Klassikator wird mittels annotierter Texte trainiert, in denen sämtliche Toponyme anno-
tiert und mit Koordinaten versehen sind (siehe Abschnitt 3.4.2). Abbildung 3.9 zeigt den Ablauf
des Trainingsvorgangs. Zunächst werden die annotierten Trainingsdokumente jeweils in ihren
ursprünglichen Text und die enthaltenen Annotationen getrennt, die später dazu dienen, die positi-
ven Trainingsbeispiele zu identizieren. Für jedes Dokument erfolgt anschließend die Extraktion




numCharacters num. Zeichenanzahl der Annotation
numTokens num. Tokenanzahl der Annotation
acronym bin. Annotation ist ein Akronym
caseSignature nom. Upper-/Lowercase-Signatur der Annotation
Textfeatures
count num. Vorkommenshäugkeit der Annotation
frequency num. count normalisiert mit höchstemWert
firstOccurrenceAbs num. Zeichenoset des ersten Auretens
firstOccurrenceRel num. firstOccurrenceAbs normalisiert mit Textlänge
partialAnnotation bin. Annotation ist Teil einer größeren Annotation
Korpusfeatures
unlikelyCandidate bin. Term-Kontext der Annotation deutet auf Nicht-Lokation hin
likelyCandidate bin. Term-Kontext der Annotation deutet auf Lokation hin
stopword bin. Annotation bendet sich auf Stoppwortliste
containsMarker bin. Annotation enthält Whitelist-Marker, z. B. „city“
Datenbankfeatures
locationType nom. Typ der Lokation (siehe Tabelle 3.5)
country bin. Lokation ist vom Typ COUNTRY
continent bin. Lokation ist vom Typ CONTINENT
city bin. Lokation ist vom Typ CITY
population num. Einwohnerzahl der Lokation
populationMagnitude num. Größenordnung von population
populationNorm num. population normalisiert mit höchster Einwohnerzahl
indexScore num. Quotient aus population und Häugkeit im Textindex
hierarchyDepth num. Tiefe in der Hierarchie
leaf bin. Lokation hat keine Nachfahren mit gleichem Namen
nameAmbiguity num. Eindeutigkeit der Lokation bezüglich ihres Namens
nameDiversity num. Vielfältigkeit von Alternativnamen für Lokation
geoDiversity num. Räumliche Streuung gleichnamiger Lokationen
unique bin. Lokation ist im Hinblick auf ihre Position eindeutig
uniqueAndLong bin. unique und Name mit mindestens drei Tokens
Text- und Datenbankfeatures
contains(p|a|s|c|d) bin. Text enthält Eltern-/Vorfahrens-/Geschwister-/Kind-/Nachfahrenskandidat
num(a|s|c|d) bin. Anzahl von Vorfahrens-/Geschwister-/Kind-/Nachfahrenskandidaten im Text
in(T) bin. Lokation ist Nachfahre einer im Text vorkommenden Lokation vom Typ T
primaryName bin. Annotation ist primärer Name im Gazetteer
alternativeMention bin. Lokation wird mit mehreren Namen genannt
numLocIn(R) num. Anzahl von Kandidaten mit maximaler Distanz R
distLoc(P,S) num. Minimale Entfernung zu anderen Kandidaten mit mindestens P Einwohnern; S
gibt an, ob die betrachtete Lokation selbst mitgezählt wird
populationIn(R,S) num. Summierte Einwohnerzahlen im Text vorkommender Lokationen mit einer Ent-
fernung von höchstens R; für S siehe distLoc(P,S)
locSentence(R) bin. Satz enthält Lokation mit maximaler Distanz R
uniqueLocIn(R) bin. Text enthält eindeutige Lokation mit maximaler Distanz R
hasLoc(R,P,S) bin. Text enthält Lokation mit mindestens P Einwohnern und maximaler Distanz R;
für S siehe distLoc(P,S)
Abkürzungen: bin. = binär, nom. = nominal, num. = numerisch
Tabelle 3.9: Features für Machine-Learning-basierte Erkennung und Disambiguierung
59
Schritte. Für jede Annotation werden die Annotations-, Text- und Korpusfeatures extrahiert (siehe
Tabelle 3.9), für jede Kombination aus Annotation und Lokationskandidat aus dem Gazetteer wer-
den anschließend die datenbankspezischen Features extrahiert. Annotationen, für welche keine
Entsprechungen im Gazetteer gefunden wurden, werden hier verworfen.



























Legende: A/C/D/T Features = Annotations-/Korpus-/Datenbank-/Textfeatures,& = Join anhand Annotations-/Lokationsname
Abbildung 3.9: Trainingsablauf des Machine-Learning-basierten Ansatzes
Aus dieser Menge der Lokationskandidaten mitsamt ihrer Features werden im nächsten Schritt
Instanzen erzeugt, wofür die manuell zugewiesenen Trainingsannotationen genutzt werden. Für
jede Kombination aus manuell erzeugter Trainingsannotation und automatisch extrahierter Instanz
werden die nachfolgenden Kriterien geprü. Sind alle erfüllt, dient die Instanz als positives, sonst
als negatives Beispiel. Dieses „Fuzzy“-Zuordnungsverfahren kommt deshalb zum Einsatz, da die
Datenbestände zwischen Trainingsdaten und verwendetem Gazetteer nicht zwangsläug identisch
sind.
1. Der Name oder Alternativname stimmt mit der Trainingsannotation überein.
2. Der Typ stimmt mit dem Typ der Trainingsannotation überein.
3. Die Distanz (siehe Abschnitt 2.1.1) zur Trainingslokation beträgt maximal 50 km.
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Instanzen, die keine Entsprechung innerhalb der Menge der Trainingsannotation haben, werden
ebenfalls als negative Beispiele extrahiert. Dies ist der Fall, wenn irrtümlich Lokationen extrahiert
werden (Geo/Non-Geo-Ambiguitäten). Aus den Trainingsinstanzen wird anschließend ein Klassi-
kationsmodell trainiert. Denkbar ist theoretisch die Verwendung beliebiger Klassikationsverfahren
aus dem überwachten maschinellen Lernen mit der Unterstützung für nominale und numerische
Eingabefeatures. Verwendet werden hier aufgrund der in Abschnitt 2.3.3 beschriebenen Vorteile
gegenüber anderen Klassikatoren Random Forests.
3.9.3 erkennung und disambiguierung mittels klassifikation
Das Modell zur Toponymerkennung und -disambiguierung, welches gemäß der in Abschnitt 3.9.2




l ∈ L(a) classify(l ,+) wenn classify(l ,+) ≥ condencereshold∅ sonst
(3.1)
Die meisten Verarbeitungsschritte, wie die Vorverarbeitung und Featureextraktion, sind mit dem
Trainingsablauf (siehe Abbildung 3.9) identisch. Der Klassikator nutzt dann das vorhandene
Modell, um sämtlichen erzeugten Instanzen einen Wahrscheinlichkeitswert im Intervall [0, 1]
für die positive Klasse zuzuordnen. Wie in Abschnitt 3.5 erläutert, existieren pro Annotation a im
Allgemeinenmehrere Lokationskandidaten L(a). Selektiert wird hier proAnnotation jener Kandidat,
der mit der höchsten positiven Wahrscheinlichkeit classify(l ,+) klassiziert wurde, sofern der
höchste Wahrscheinlichkeitswert mindestenes einen festgelegten Schwellwert condencereshold
annimmt. Auf diese Weise kann jener Kandidat mit der höchsten Kondenz ausgewählt oder
sämtliche Kandidaten verworfen werden (in Formel 3.1 mittels ∅ dargestellt), weil diese nach
Klassikation als Nicht-Lokationen angesehen werden.
Es ist oensichtlich, dass durch die Wahl des Parameters condencereshold = [0, 1] direkt Einuss
auf den Precision-Recall-Tradeo (siehe Abschnitt 2.4) genommen werden kann. Hohe Werte für
condencereshold führen dazu, dass nur wenige Lokationskandidaten, die mit hoher Kondenz
klassiziert wurden, akzeptiert werden, womit eine hohe Precision erzielt werden kann. Bei einem
geringen condencereshold hingegen werden auch Kandidaten mit geringer Kondenz akzeptiert,
was dem Recall zugute kommt. Eine Analyse der Schwellwerte und die Auswirkungen auf die
Klassikationsergebnisse erfolgt im Rahmen der Optimierungen in Abschnitt 3.11.2.
3.10 nachverarbeitung
In der Nachverarbeitungsphase, die sowohl für die Heuristik als auch die Machine-Learning-basierte
Methode angewendet wird, werden Lokationen der Typen STREET, STREETNR und ZIP annotiert,
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die nicht in der Gazetteer-Datenbank vorhanden sind. Aufgrund dessen, dass im News-Bereich
Adressdaten nur in wenigen Ausnahmefällen auauchen, wurde eine Adressextraktion im Rahmen
der Arbeit nur geringe Priorität eingeräumt.
Die umgesetzte Extraktion erfolgt rein regelbasiert. So werden zunächst Straßennamen durch eine
Reihe von Präx- und Suxregeln (wie „*street“, „*road“, „rue *“ etc.) erkannt. Davon ausgehend
werden Zahlen, welche unmittelbar vor oder nach den erkannten Straßennamen stehen als Haus-
nummern annotiert. Ähnlich wird mit Postleitzahlen verfahren, welche sich vor/nach Entitäten, die
als CITY annotiert wurden, benden. Um auch Adressdaten in die oben beschriebenen Disambiguie-
rungsabläufe einzubinden, bieten sich zukünige Erweiterungen des Gazetteers an, beispielsweise
mit dem Datenbestand von OpenStreetMap75.
Als abschließender Schritt der Nachverarbeitung werden mittels regulärer Ausdrücke explizit vor-
kommende Koordinaten extrahiert, wie beispielsweise in „Mast Hill (68° 11′ S 67° 0′W) is a hill 14
metres (46 ) high at the western end of Stonington Island [. . . ]“. Der verwendete reguläre Ausdruck
deckt Nennungen in Dezimal- und DMS-Schreibweise ab (siehe Abschnitt 2.1.1).
3.11 realisierung und optimierung
Die beiden hier vorgestellten Strategien zur Lokationsextraktion wurden innerhalb des Palladian-
Toolkits Urbansky, Muthmann, Katz und Reichert (2012) implementiert. Nachfolgend wird anhand
des in Abschnitt 3.4.2 vorgestellten TUD-Loc-2013-Datensets und teilweise unter Verwendung
der Datensets Clust und LGL (siehe Abschnitt 3.4.1) eine Feinabstimmung der beiden Verfahren
vorgenommen.
Der heuristische Ansatz kann anhand der sieben in Tabelle 3.8 dargestellten Parameter optimiert
werden. Für den Machine-Learning-basierten Ansatz wurde als Ergebnis der Feature Engineerings
in Tabelle 3.9 eine umfangreiche Auswahl potentieller Features für die Klassikation vorgestellt.
Nachfolgend wird untersucht, welche dieser Features tatsächlich nützlich und wie viele Features für
die Klassifkation benötigt werden.DieAuswertung der Ergebnisse erfolgt anhand der inAbschnitt 3.3
besprochenen Evaluierungsmethoden.
3.11 .1 optimierung des heuristischen ansatzes
Die Heuristik wurde unter Verwendung des Trainingssets von TUD-Loc-2013 entwickelt und kann
mit sieben Parametern instanziiert werden. Nachfolgend wird die Auswirkung bei Variation jeweils
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Abbildung 3.10: Einuss der Parameter der heuristischen Erkennung und Disambiguierung unter
Verwendung des Validierungssets von TUD-Loc-2013
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Abbildung 3.10 zeigt die Auswirkungen von Precision, Recall und F1-Maß nach MUC- und Geo-
Schema unter Verwendung des Validierungssets von TUD-Loc-2013. Die Resultate zeigen, dass
mit der Variation vonminAnchorPopulation undmaxAnchorDistancemarkante Einüsse auf die
Extraktion und Disambiguierung genommen werden kann. Der initial gewählte Wert von 2 für
den tokenreshold liefert bereits die besten Ergebnisse, höhere bzw. niedrigere Werte resultieren in
schlechteren F1-Werten. Eine Änderung der restlichen Parameter hat keinen signikanten Einuss.
Dies verdeutlicht einerseits, dass der vorgestellte Ansatz nicht auf das Datenset überangepasst ist und
gut generalisiert, andererseits wird oensichtlich, dass aufwendigere Verfahren zur Parameteropti-
mierung nicht notwendig sind. Insgesamt erzielen die initial, unter Verwendung des Trainingssets
von TUD-Loc-2013, gewählten Standardparameter bereits optimale Resultate im Hinblick auf das
F1-Maß.
Eine Optimierung in Richtung höherer Precision oder höherem Recall erlaubt die maxAnchor-
Distance. Je geringer der Schwellwert zwischen Anker und potentiellen weiteren Kandidaten gewählt
wird, desto höher die erzielte Precision. Durch die Erhöhung der Distanz wird ein besserer Recall
erzielt, der jedoch mit einem vergleichbar starken Verlust bei der Precision einhergeht.
Es fällt auf, dass eine Veränderung des ParametersmaxLassoDistance bei den betrachteten Daten
keine Auswirkung hat. Dies begründet sich darin, dass in dem verwendeten Validierungsset für
jedes Dokument die Anker-Methode angewendet werden kann. Der Werteverlauf für die einzelnen
Parameter wurde ebenfalls unter Verwendung eines Validierungssets für LGL und Clust untersucht,
wobei der Werteverlauf jeweils entsprechend war und die gleichen Optima erzielt wurden. Einzig
bei LGL zeigt die Variation vonmaxLassoDistanceminimale Auswirkungen, als Optimum können
allerdings auch hier die initial gewählten 100 km für diesen Parameter beibehalten werden.
3.11 .2 optimierung des machine-learning-basierten ansatzes
In Tabelle 3.9 wurden 46 Features beschrieben, die für die Machine-Learning-basierte Erkennung
und Disambiguierung verwendet werden können. Sechs davon gehören der Kategorie „parametri-
sierbare Kontextfeatures“ an und können anhand eines oder mehrerer Parameter instanziiert wer-
den. Dies betri die Features numLocIn(R), distLoc(P,S), populationIn(R,S), locSentence(R),
uniqueLocIn(R) und hasLoc(R,P,S). Der Distanzparameter R wurde jeweils auf die Werte 10, 50,
100 und 250 km gesetzt, der Parameter P, der eine Bevölkerungsanzahl angibt wurde für Werte
von 1.000, 10.000, 100.000 und 1 Mio. extrahiert. Ferner wurde der Parameter S jeweils für die
Ausprägung true (Berücksichtigung der Lokationskandidaten der aktuellen Annotation bei der
Featureextraktion) und false (ohne Berücksichtigung der Lokationskandidaten der aktuellen An-
notation) extrahiert. Zur Klassikation wurde die Random-Forest-Implementierung des Decision-
Tree-Klassikators (siehe Abschnitt 2.3.3) QuickDT76 verwendet, die erzeugten Random Forests
bestanden jeweils aus zehn Decision Trees.
76 https://github.com/sanity/quickdt
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Combined-Datenset Um nachfolgend möglichst generelle und datensatzunabhängige Aussagen
treen zu können, wurden das Datenset TUD-Loc-2013 mit LGL und Clust zu einem Gesamtdaten-
set kombiniert, welches nachfolgend mit „Combined“ bezeichnet wird. Für LGL und Clust wurde
entsprechend dem Verhältnis in TUD-Loc-2013 einmalig eine zufällige 40:20:40-Aueilung vorge-
nommen, somit besteht Combined aus 729 Trainings- und 365 Validierungsdokumenten.
Backward Feature Elimination Mittels Backward Feature Elimination (siehe Abschnitt 2.3.4) soll-
te untersucht werden, wie stark die Feature-Menge reduziert werden kann, ohne signikate Einbußen
bei der Klassikationsqualität zu verzeichnen. Mit den 104 Features77 wurden 5.460 Klassikatoren
mittels Combined-Trainingsset trainiert und unter Verwendung des Combined-Validierungssets
getestet. Die erzielten Ergebnisse zeigten, dass eine große Menge der Features entfernt werden kann,
ohne die Klassikationsqualität zu verschlechtern. Ergebnis ist das in Abbildung 3.11 dargestellte
Featureset bestehend aus 15 Features. Das Featureset enthält acht der hier neu vorgestellten parame-
trisierbaren Kontextfeatures. Nur zwei der hier ermittelten Features, nämlich nameAmbiguity und
















Abbildung 3.11: Ausgewählte Features für die Machine-Learning-basierte Disambiguierung nach
Backward Feature Elimination unter Verwendung des Combined-Datensets (TUD-
Loc-2013, LGL und Clust)
Information Gain Wie in Abschnitt 2.3.4 beschrieben, sagt das Ergebnis der Backward Feature
Elimination nichts über den „Wert“ der einzelnen Features aus. Aus diesem Grund wurde für
sämtliche der 105 extrahierten Features78 der Information Gain (siehe Abschnitt 2.3.2) ermittelt.
Beim Vergleich mit der Featuremenge aus Abbildung 3.11 fällt einerseits auf, dass die per Feature-
Eliminierung ermittelten Features über das komplette Information-Gain-Spektrum verteilt sind,
andererseits zeigt sich, dass die ermittelte Featuremenge sowohl starke als auch sehr schwach gerankte
Features umfasst. So ndet sich populationIn(10,true) an vierter Stelle nach Information Gain,
das Feature stopword hingegen an vorletzter. Dies stützt dieese von Guyon und Elissee (2003),
dass auch schwache Features für die Klassikation nützlich sein können.
77 Da sich das Feature indexScore in der verwendeten Implementierung aufgrund der Index-Zugrie einen hohen Berech-
nungsaufwand mit sich brachte, wurde dieses initial eliminiert, um es aus der ermittelten Feature-Menge auszuschließen.
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Abbildung 3.12: Information Gain der vorgestellten Features ermittelt auf dem Combined-Datenset
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Ferner wird deutlich, dass die in Abschnitt 3.9 vorgestellten parametrisierbaren Kontextfeatures
nach Information Gain durchweg hoch gerankt sind. So sind die ersten 16 Features des Rankings
durchweg parametrisierbare Kontextfeatures, die auf räumlichen Distanzen ermittelt werden. Ihnen
folgt das Feature population (die Varianten populationNorm und populationMagnitude folgen
kurz darauf). Die aus hierarchische Beziehungen extrahierten Features contains(p|a|s|c|d),
contains(a|s|c|d) und in(T) sind deutlich tiefer gerankt als die räumlichen Distanzen, was
deutlich macht, dass sich die vorgestellten räumliche Features als aussagekräiger für die Disambi-
guierung erweisen als die hierarchischen.
Schwellwertanalyse Wie in Formel 3.1 angegeben, kann für die Klassikation ein Wahrscheinlich-
keitsschwellwert condencereshold festgelegt werden. Unterschreiten die klassizierten Wahr-
scheinlichkeiten sämtlicher Lokationskandidaten einer Annotation diesen Schwellwert, wird die
Annotation als Nicht-Lokation betrachtet und sämtliche Kandidaten verworfen. Für denn Fall,
dass condencereshold = 0, werden sämtliche in der Vorverarbeitungsphase (siehe Abschnitt 3.7)
extrahierten Annotationen, für die eine Entsprechung in der Gazetteer-Datenbank gefunden wird,
als Lokation betrachtet und disambiguiert, womit der maximal mögliche Recall erzielt wird. Die
Klassikation dient in diesem Fall also nur zum Ranking und nicht zur Filterung potentieller
Nicht-Lokationen.
Bei einer Erhöhung des Schwellwerts werden entsprechend mehr Annotationen verworfen, sofern
für eine Annotation a keine Lokationskandidaten in L(a) existieren, die mit einer Kondenz von
mindestens condencereshold klassiziert wurden. Der Recall sinkt in diesem Fall, wohingegen die
Precision gesteigert werden kann. In Abbildung 3.13 sind die Ergebnisse der Schwellwertanalyse unter
Verwendung des reduzierten Featuresets aus Abbildung 3.11 dargestellt im Hinblick auf Precision,
Recall und F1-Maß nach MUC- und Geo-Schema (siehe Abschnitt 3.3) dargestellt.
Die Abbildung zeigt, dass bereits bei einem Schwellwert von 0 die Precision so hoch liegt, dass
annähernd Bestwerte für die F1-Maße erzielt werden. Die Precision hat hier bereits einen Wert
von 78,44% nach MUC-Methode bzw. 82,61% nach Geo-Methode. Eine Erhöhung des Kondenz-
schwellwerts führt zu steigendenWerten für die Precision, was jedoch früh und überproportional zu
Lasten des Recalls geht. Die Bestwerte imHinblick auf das F1-Maß werden für einen Schwellwert von
0,2 erzielt. Nach MUC-Evaluierung beträgt die Precision hier 83,6% bei einem Recall von 73,93%
und somit einem F1-Wert in Höhe von 78,47%. Die Geo-Evaluierung weist bei diesem Schwellwert
eine Precision von 87,94%, einen Recall von 80,59% und somit ein F1-Wert von 84,11 % aus.
3.12 vergleich
Die zwei hier vorgestellten Verfahren werden abschließend mit den folgenden in den Abschnit-
ten 3.2.2 und 3.2.3 vorgestellten State-of-the-Art-Systemen verglichen: Yahoo! BOSS Geo Services
(nachfolgend „Yahoo“), AlchemyAPI (nachfolgend „Alchemy”), OpenCalais, Extractiv, CLAVIN
und Unlock. Verwendet werden die Testsets von TUD-Loc-2013, LGL und Clust. Als Baseline wird
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Abbildung 3.13: Schwellwertanalyse für die Machine-Learning-basierte Disambiguierung unter Ver-
wendung des Validierungssets von TUD-Loc-2013
außerdem eine „Maximum Population“-Heuristik evaluiert; hier wird jede Annotation sofern mög-
lich entweder als CONTINENT oder COUNTRY disambiguiert oder jener Lokationskandidat mit der
höchsten Bevölkerungsanzahl gewählt.
Nicht alle der verglichenen Systeme führen sowohl eine Toponymerkennung und -klassikation als
auch eine -disambiguierung durch. OpenCalais und Extraktiv geben für einen Teil der erkannten
Lokationsentitäten Koordinaten an, wohingegen Alchemy bei keiner extrahierten Lokation Koordi-
naten mitlieferte. Unlock auf der anderen Seite nimmt keine Typklassikation der Lokationen vor,
weshalb hier nur die Geo-Komponente evaluiert wird79.
Da jedes System auf eine eigene Menge von Entitäts- bzw. Lokationstypen zurückgrei, musste ein
Mapping zwischen den systemspezischen Klassen und den in dieser Arbeit denierten Lokations-
klassen vorgenommen werden. Das Mapping wurde unter Verwendung des Trainingssets soweit
getestet und optimiert, sodass ein fairer Vergleich gewährleistet ist. Die verwendeten Mappings sind
im Anhang A dokumentiert. Die gleiche Vorgehensweise wurde für das Mapping der in LGL und
Clust denierten Lokationstypen angewendet, die dem GeoNames-Typsystem entsprechen (siehe
Tabelle A.1).
Lokationserkennung und -klassifikation Die Evaluierung der Erkennung und Klassikation von
Lokationen wurde anhand der in Abschnitt 3.3.1 erläuterten MUC-Methode vorgenommen. Die
79 Bei der Verarbeitung der Evaluierungsdaten aus TUD-Loc-2013 durch Unlock trat bei einem Dokument der reproduzier-
bare Fehler „geo parser returned an error code 1“ auf. Da die anderen Systeme dieses Dokument problemlos verarbeiten
konnten und der Text weder in Form seines Umfangs noch besonderer Struktur aus dem Rahmen el, wurde dies als
Fehlextraktion bewertet.
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Ergebnisse sind in Tabelle 3.10 und Abbildung 3.15 dargestellt. Im Gegensatz zu Lieberman und
Samet (2012), die ausschließlich die Erkennung von Lokationen im Text evaluieren, wird hier die
Kombination aus Erkennung und Typklassikation überprü, die nach Auassung des Autors
ein wichtiger Bestandteil bei der Lokationsextraktion darstellt. Neben der Erkennung bezieht die
Evaluierung also mit ein, ob die zugewiesenen Lokationstypen korrekt sind (siehe Tabelle 3.6).
Diese Arbeit State-of-the-Art
Daten- Base- Heu- Alch- Open Extrac- CLA-
set line ristik ML Yahoo emy Calais tiv VIN
TUD Pr-MUC 61,69 81,33 81,7 64,69 78,57 86,93 73,38 81,33
Rc-MUC 74,85 72,63 73,74 56,78 69,96 61,43 67,55 42,54
F1-MUC 67,64 76,73 77,52 60,47 74,01 71,99 70,34 55,86
LGL Pr-MUC 39,22 70,04 69,79 67,98 71,19 73,73 71,42 77,83
Rc-MUC 65,91 58,1 63,73 59,39 59,01 40,38 59,75 34,21
F1-MUC 49,18 63,51 66,62 63,4 64,53 52,18 65,06 47,53
Clust Pr-MUC 51,45 80,96 79,71 71,12 80,11 82,95 82,41 83,8
Rc-MUC 73,61 70,48 72,99 61,28 63,81 54,03 72,49 42,85
F1-MUC 60,57 75,36 76,2 65,83 71,03 65,43 77,13 56,7
Abkürzungen: Pr = Precision, Rc = Recall, ML = Machine Learning
Tabelle 3.10: Evaluierungsergebnisse für Lokationserkennung und -klassikation nach MUC; alle
Werte in Prozent, Bestwert jeweils fett hervorgehoben
Auallend ist hier jeweils der hohe Recall der verwendeten Baseline, der bei jedem Datenset die
andere Ansätze übertri . Die höchste Precision auf TUD-Loc-2013 wird von OpenCalais erzielt,
diese beträgt 86,93%. Aufgrund des geringen Recalls in Höhe von 61,43% erreicht OpenCalais
jedoch nur ein F1-Maß von 71,99%. Das beste Ergebnis in Bezug auf das harmonische Mittel F1
in Höhe von 77,52% wird durch den hier vorgestellten Machine-Learning-basierten Ansatz (ML)
erreicht, gefolgt von der Heuristik mit 76,73%. An dritter Stelle liegt Alchemy mit 74,01%.
Für das LGL-Datenset erzielt die hier vorgestellte ML-Strategie die besten Werte hinsichtlich des
F1-Werts (66,62%), gefolgt von Extractiv (65,06%). Für Clust erzielt Extractiv den besten F1-Wert in
Höhe von 77,13% vor ML, womit 76,2% F1 erreicht werden.
Lokationsdisambiguierung Die Evaluierung der Disambiguierung erfolgt anhand der in Ab-
schnitt 3.3.2 beschriebenen Methodik. Die maximal erlaubte Abweichung maxDistance wird auf
100 km festgelegt. Tabelle 3.11 und Abbildung 3.15 zeigen die Resultate. Alchemy und Extractiv sind
hier nicht vertreten, da diese keine Koordinaten extrahieren, statt dessen ist Unlock aufgeführt,
welches keine Typklassikation vornimmt.
Noch stärker als bei der vorangehend betrachteten Erkennung fällt hier die starke Baseline auf, die auf
TUD-Loc-2013 bezüglich F1-Geo sämtliche der verglichenen State-of-the-Art-Systeme übertri . Der
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Diese Arbeit State-of-the-Art
Daten Base- Heu- Open Un- CLA-
set Maß line ristik ML Yahoo Calais lock VIN
TUD Pr-Geo 70,75 86,67 86,64 87,42 55,78 71,79 89,88
Rc-Geo 58,23 62,22 62,09 48,81 34,83 46,81 35,41
F1-Geo 63,88 72,43 72,34 62,64 42,88 56,67 50,8
LGL Pr-Geo 58,43 70,07 82,78 74,51 38,38 58,73 56,84
Rc-Geo 55,48 55,76 71,24 58,13 20,2 42,72 23,74
F1-Geo 56,92 62,1 76,58 65,31 26,47 49,46 33,49
Clust Pr-Geo 77,19 88,61 92,02 93,54 66,31 72,68 75,48
Rc-Geo 74,59 76,1 84,5 72,18 44,61 50,79 33,67
F1-Geo 75,87 81,88 88,1 81,48 53,34 59,79 46,57
Abkürzungen: Pr = Precision, Rc = Recall, ML = Machine Learning
Tabelle 3.11: Evaluierungsergebnisse für Lokationsdisambiguierung nach Geo-Schema; alle Werte in
Prozent, Bestwert jeweils fett hervorgehoben
Grund ist vor allem in dem umfangreichen verwendeten Gazetteer zu suchen. CLAVIN erzielt auf
TUD-Loc-2013 den Bestwert für die Precision in Höhe von 89,88%, der jedoch durch den geringen
Recall 35,41% zunichte gemacht wird. Sowohl die hier vorgestellte Heuristik als auch die ML-
Methode erreichen annähernd gleiche Ergebnisse für F1-Geo in Höhe von 72,34 bzw. 72,34%.
Bei Betrachtung der LGL- und Clust-Datensets tritt eine stärkere Diskrepanz zwischen ML und
Heuristik zu Tage. Hier werden die besten Werte bezüglich F1-Geo im Vergleich zu sämtlichen
anderen Ansätzen jeweils mittels ML erzielt. Bei dem stark lokal geprägten LGL-Datenset, wo dies
besonders zu Tage tritt, zeigt sich, dass mit der hier vorgestellten Variante ML (F1-Geo 76,58%) eine
deutlich bessere Disambiguierung erreicht wird als mit der Heuristik (F1-Geo 62,1 %). Bei Clust ist
dieser Unterschied ebenfalls deutlich vorhanden, wenn auch nicht so stark ausgeprägt wie bei LGL.
Die Machine-Learning-basierte Methode protiert hier von der besseren Anpassungsfähigkeit auf
die lokal geprägten Datensets.
3.13 zusammenfassung
In diesem Kapitel wurden zwei neue Verfahren zur Lokationsextraktion aus englischen Texten vorge-
stellt; ein heuristisches und eines unterVerwendung einesMachine-Learning-basiertenKlassikators.
Im Zuge dessen wurde ein umfangreiches Feature Engineering betrieben und in Abschnitt 3.9 eine
Reihe neuer Features vorgestellt. Besonders hervorzuheben sind die parametrisierbaren Kontextfea-
tures, die in keiner anderen verwandten Arbeit bisher verwendet wurden und deren Eektivität in
Abschnitt 3.11.2 gezeigt wurde.
70
UnterVerwendung von dreiDatensets wurden Lokationserkennung/-klassikation undDisambiguie-
rung mit einer Reihe von State-of-the-Art-Systemen verglichen. Bei der Erkennung/-klassikation
erzielt der ML-basierte Ansatz bei zwei von drei Datensets bessere Ergebnisse bezüglich F1-MUC.
Bei der Disambiguierung werden mittels ML-Ansatz auf allen drei Datensets signikant bessere
Werte für den F1-Geo erzielt. Unter Verwendung von TUD-Loc-2013 wird ein um 9,7 Prozentpunkte
höherer F1-Geo gegenüber dem besten State-of-the-Art-System Yahoo erzielt. Bei LGL und Clust
beträgt der Vorsprung vor Yahoo 11,27 respektive 6,69 Prozentpunkte.
Die erste Hypothese dieser Arbeit, die besagte, dass mit Techniken des Machine Learnings ein
Extraktionsmechanismus für Lokationen und deren Koordinaten geschaen werden kann, der die
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Mit den Methoden aus Kapitel 3 können sämtliche Lokationsvorkommen innerhalb eines Texts
extrahiert werden. Wie in der Vorbetrachtung in Abschnitt 1.1 gezeigt wurde, enthalten Nachrich-
tenartikel jedoch meist ein Vielzahl von Ortsreferenzen. Um im Rahmen der 5W1H-Fragen den
Ort eines Ereignisses bestimmen zu können, muss eine Auswahl für eine repräsentative Lokation
getroen werden. Jene Lokation, welche die Frage nach dem „Wo“ eines Ereignisses beantwortet,
wird nachfolgend als „geographischer Fokus“ bezeichnet.
Geographischer Fokus Im Gegensatz zu der Lokationsextraktion, bei der eine klare Denition des
Problems möglich ist, lässt die Wahl des geographischen Fokus einen größeren Interpretationsspiel-
raum, der auch in verwandten Arbeiten unterschiedlich ausgelegt wird (siehe Abschnitt 4.1). Diese
Arbeit deniert den Begri wie folgt: Der geographische Fokus eines Dokuments wird durch genau
eine Lokation oder Koordinate repräsentiert, die den Inhalt eines Dokuments so allgemein wie
notwendig und so spezisch wie möglich wiedergibt. Anhand eines Beispiels soll dies verdeutlicht
werden: Ein Dokument, in dem Pariser Sehenswürdigkeiten wie „Eiel Tower“, „Place de la Concor-
de“ und „Louvre“ vorkommen, hat als Fokus „Paris“. Einem Dokument mit den Sehenswürdigkeiten
„Eiel Tower“, „Charles Bridge“ und „Parc Güell“ hingegen würde der Fokus „Europe“ zugewie-
sen. Die hier vorgestellten Verfahren können den Kategorien „wissensbasiert“ und „datenbasiert“








Abbildung 4.1: Einordnung der nachfolgend vorgestellten Verfahren zur Fokusbestimmung
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Wissensbasierte Fokusbestimmung Wissensgetriebene Verfahren nutzen wie die im vorangehen-
den Kapitel beschriebenen Datenbankenmit Lokationen für die Fokusbestimmung. Die nachfolgend
vorgestellten Mechanismen setzen jeweils eine Menge bereits extrahierter Lokationen voraus und
nehmen ein Ranking vor, um die repräsentativste Lokation zu bestimmen. Dazu werden verschie-
dene Heuristiken beschrieben (siehe Abschnitt 4.2). Darauf aufbauend wird in Abschnitt 4.3 eine
Machine-Learning-basierte Rankingmethode vorgestellt, welche die einzelnen Heuristiken mit
weiteren Features kombiniert, um die Vorhersagegenauigkeit zu steigern.
Datenbasierte Fokusbestimmung Die im weiteren Verlauf präsentierten Strategien sind daten-
getrieben und bedienen sich der Textklassikation (siehe Abschnitt 4.4). Im Gegensatz zu den
wissensgetriebenen Strategien wählen sie den Fokus nicht aus einer zunächst extrahierten Menge
von Lokationen, sondern verwenden ausschließlich Textfeatures, um unter Verwendung statisti-
scher Methoden eine Koordinate als Fokus zu ermitteln. Die Motivation hinter diesen Ansätzen
rührt daher, dass die in Dokumenten vorkommenden Wörter eine Reihe impliziter Indikatoren
über ihren Standort liefern. Ein Text, welcher häug den Term „gondola“ erwähnt, bezieht sich
statistisch gesehen eher auf den Ort Venedig in Italien, als ein Text, in dem häug die Terme „cable
car“ vorkommen. Die textklassikationsbasierten Stategien nutzen kein Wissen aus einem Gazetteer,
sondern greifen auf ein aus Textdaten trainiertes Modell zurück. Nachfolgend werden drei textklas-
sikationsbasierte Ansätze vorgestellt. Zwei von diesen verwenden ein Dictionary, einer führt eine
k-Nearest-Neighbor-Klassikation durch und ermittelt den Fokus durch Betrachtung ähnlicher
Dokumente, die während des Trainings zur Verfügung gestellt wurden.
4.1 verwandte arbeiten
Eine Reihe verschiedener Arbeiten beschäigt sich mit der geographischen Fokusbestimmung. In
verwandten englischsprachigen Arbeiten wird das Problem omals als „Scope Resolution“, „Scope
Estimation“ oder „Georeferencing“ bezeichnet. Die nachfolgend vorgestellten Arbeiten werden den
vorangehend beschriebenen Kategorien „wissensbasiert“ und „datenbasiert“ zugeordnet.
4.1 .1 wissensbasierte fokusbestimmung
In einer der ältesten Arbeiten zur automatisierten Fokusbestimmungen stellen Ding, Gravano und
Shivakumar (2000) zwei Methoden vor, um die geographische Relevanz vonWebdokumenten zu
bestimmen. Die erste Methode analysiert die geographische Herkun eingehender Hyperlinks. Die
zweite Methode betrachtet die explizite Nennung von Lokationsnamen im Textinhalt der Seiten. Es
werden zwei Hypothesen angewendet: (1) Eine signikante Anzahl von Links bzw. Ortsnennungen
muss in der Ressource vorhanden sein bzw. auf diese verweisen. (2) Links bzw. Ortsnennungen
müssen gleichmäßig über die geographische Fokuslokation verteilt sein. Beiden Methoden liegt eine
feste dreistugeHierarchiemit denUSA alsWurzel sowie Staaten und Städtenamen zugrunde.
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Amitay et al. (2004) führen die Fokusbestimmung im Anschluss an die Lokationsextraktion durch
(siehe Abschnitt 3.2). Maßgebliches Kriterium ist die hierarchische Struktur der extrahierten Loka-
tionen. So werden Scores für die Extraktionen basierend auf der Vorkommenshäugkeit und der
Kondenz aus der Extraktion ermittelt und diese zu einem gewissen Anteil an die Elternlokationen
in der Hierarchie propagiert, die aus einem Gazetteer mit fast 40.000 Orten weltweit stammt. An-
schließend wird eine festgelegte Anzahl von Lokationen, die einen denierten Scoring-Schwellwert
überschreiten, als Fokuslokationen ausgewählt.
Zong et al. (2005) segmentieren Webseiten und bestimmen den geographischen Fokus unter Ver-
wendung hierarchischer Beziehungen. Für ausreichend große Segmente wird ein Teilbaum des
Gazetteers konstruiert, der sämtliche Lokationsvorkommen des Segments und deren Vorfahren
enthält. Für Blattknoten wird anschließend unter Berücksichtigung der Vorkommenshäugkeit
im Segment ein Scoring ermittelt. Innere Knoten des Teilbaums erhalten ein Scoring, welches sich
aus der Summe und Verteilung der Kind-Scorings ermittelt. Lokationen, welche einen festgeleg-
ten Schwellwert überschreiten, werden als Fokus bestimmt. Der Gazetteer ist auf US-Lokationen
beschränkt.
Wang, Xie, Wang, Lu und Ma (2005a, 2005b) schlagen vor, bei Webseiten explizit zwischen den
Typen „Provider Location“, „Content Location“ und „Serving Location“ zu unterscheiden und stellen
Algorithmen zur Bestimmung vor. Während die Provider-Lokation den Ort des Anbieters der
Webseite angibt, bezeichnet die Serving-Lokation den geographischen Bereich der Zielgruppe. Die
Content-Lokation ist der geographische Fokus des Seiteninhalts, wie er auch im Rahmen dieser
Arbeit deniert ist. Die Extraktion der Content-Lokation erfolgt auf Basis von Hyperlinkstrukturen
und hierarchischen Eigenschaen wie in Ding et al. (2000) und Amitay et al. (2004).
Ein Ranking extrahierter Lokationen mittels PageRank-Algorithmus (Page, Brin, Motwani und
Winograd, 1999) nehmen Martins und Silva (2005) vor. Dazu werden aus einem Text extrahierte
Lokationen, die als Knoten repräsentiert werden, nach Aurittshäugkeit gewichtet. Das propagier-
te Gewicht zwischen zwei Knoten wird aus dem Relationstyp der zugrundeliegenden Ontologie
ermittelt. Die experimentellen Ergebnisse zeigen, dass mit PageRank bessere Resultate als mit einer
einfachen „Most Frequent“-Heuristik erzielt werden.
Einen ähnlichenWegwie Zong et al. (2005) gehenCampelo und de Souza Baptista (2008). Extrahierte
Lokationen werden auf einen Baum abgebildet, der sowohl explizit im Text vorhandene und implizit
als Elternlokationen extrahierte Knoten enthält. Für die Gewichtung der Knoten wird hier jedoch
auf Basis der spatialen Verteilung eine geographische Dispersion berechnet.
Andogah et al. (2008) greifen auf einen Dokumentindex für die Fokusbestimmung zurück. Dieser
enthält Dokumente, die Referenzgebiete wie Kontinente, Länder, Provinzen und Regionen reprä-
sentieren. Pro Dokument werden mehrere Datenfelder mit Lokationsnamen unterschiedlicher
Kategorien (z. B. Nachbarn, Hauptstädte, enthaltene Regionen etc.) erfasst. Aus dem zu verarbei-
tenden Dokument werden Lokationsnamen extrahiert und eine Suchanfrage an den Index gestellt.
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Das Suchresultat stellt das Ergebnis mit gerankten Fokusregionen dar. Ein weiteres als „GeoVIPs“
bezeichnetes Konzept (Andogah, 2010) erweitert den Index um länderspezische, charakteristische
Personennamen, beispielsweise von Politikern.Die Fokusbestimmung wird auch zur Lokationsex-
traktion und -disambiguierung eingesetzt.
Alexopoulos und Ruiz (2012) präsentieren eine Lösung für die Lokationsextraktion und Fokusbestim-
mung, die domänenspezische Ontologien nutzt. Die Ontologien beinhalten Nicht-Geo-Entitäten
zu verschiedenen Lokationen, die als Hinweise herangezogen werden, um Lokationsvorkommen
korrekt zu disambiguieren. Die Ontologien müssen jedoch maßgeschneidert für den jeweiligen
Anwendungszweck mit manuellem Aufwand erzeugt werden.
4.1 .2 datenbasierte fokusbestimmung
Serdyukov, Murdock und van Zwol (2009) repräsentieren die Erdoberäche durch Rasterzellen
und wenden ein probabilistisches Sprachmodell an, um Bilder von Flickr anhand der zugeordneten
Tags zu positionieren. Die Rasterzellen enthalten die Wahrscheinlichkeiten für die Tags aus den
Trainingsdaten. GemäßMaximum-Likelihood-Bestimmungwird die höchsteWahrscheinlichkeit für
die betrachtete Tag-Kombination im Hinblick auf jede Zelle ermittelt. Glättungsmethoden, welche
dem Problem dünnbesetzter Rasterzellen vorbeugen, konnten die Genauigkeit bei der Vorhersage
weiter verbessern.
Vorhersagen über den Aufenthaltsort von Twitter-Nutzern durch Analyse der Tweet-Texte tref-
fen Cheng, Caverlee und Lee (2010). Kernstück bildet ein Sprachmodell, welches zur Maximum-
Likelihood-Bestimmung herangezogen wird. Die Autoren identizieren zwei maßgebliche Probleme:
Die Wörter in den Tweets eignen sich unterschiedlich gut für die Vorhersage. Deshalb identiziert
das vorgestellte Verfahren „lokale“ Wörter, die konzentriert an bestimmten Orten vorkommen und
sich im Gegensatz zu stark „verstreuten“ Wörtern besser für die Vorhersage eignen. Das zweite
Problem ist die spärliche Menge vorhandener Terme, die zur Klassikation zur Verfügung stehen.
Die Autoren präsentieren unterschiedliche Glättungsmethoden, die beispielsweise Termvorkommen
von Nachbarlokationenmit berücksichtigen.Wohingegen die damit erzielten Verbesserungen gering
sind, kann durch die Filterung lokaler Terme eine beträchtliche Steigerung derVorhersagegenauigkeit
erzielt werden.
Baba, Ishikawa und Honiden (2010) stellen ein Verfahren zur Fokusbestimmung für Flickr-Bilder
auf Basis von Tags vor. Für jedes einzelne Tag werden zugehörige Orte als zweidimensionale Wahr-
scheinlichkeitsverteilungen repräsentiert und zur Bestimmung des Fokus eineMaximum-Likelihood-
Ermittlung vorgenommen.
Ebenfalls für Flickr ermitteln Laere, Schockaert und Dhoedt (2010b) geographische Koordinaten.
Die Untersuchungen beschränken sich auf eine Auswahl von Bildern aus lediglich 55 europäischen
Städten. Trainingsdaten werden nach Koordinaten geclustert und ein Naïve-Bayes-Klassikator
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trainiert, der anhand zugewiesener Tags die Zugehörigkeit zu den Clustern klassiziert. In Laere,
Schockaert und Dhoedt (2010a) wird die Anzahl der erzeugten Cluster variiert, um eine Vorhersage
in unterschiedlichen Granularitätsstufen zu erlauben und eine Kombination der Vorhersagen aus
den unterschiedlichen Stufen vorgenommen, womit die Genauigkeit gesteigert werden kann. Laere,
Schockaert und Dhoedt (2011) kombinieren das Sprachmodell aus vorherigen Arbeiten mit einer
Ähnlichkeitssuche, welche nach einer groben Klassikation vorgenommen wird und versucht, aus
ähnlichen bekannten Dokumenten auf genaue Koordinaten zu schließen.
In Eisenstein, O’Connor, Smith und Xing (2010) wird ein linguistisches generatives Sprachmodell
vorgestellt, welches unterschiedlicheemen und geographische Regionen beinhaltet. Das kom-
plexe Modell besteht aus einer Vielzahl von Zufallsvariablen. Die Annahme der Autoren ist, dass
sichemen wie „sports“ oder „entertainment“ in verschiedenen Regionen aus unterschiedlichem
Vokabular zusammensetzen. Dies wird unter anderem zur Lokalisierung von Twitter-Nutzern inner-
halb der USA genutzt. Die Autoren stellen den in der Arbeit verwendeten „Geo-tagged Microblog
Corpus“ zur Verfügung80. Mit diesem Datenset erreichen sie unter Verwendung des vorgestellten
Modells eine Abweichung von den Referenzkoordinaten um 494 km nach Median bzw. 900 km nach
arithmetischemMittel.
Wing und Baldridge (2011) beschreiben ein Verfahren zur Fokusbestimmung, welches ebenso wie
Serdyukov et al. (2009) Rasterzellen in Kombination mit Textähnlichkeiten verwendet. Mittels
Kullback-Leibler-Divergenz (Kullback und Leibler, 1951) wird die Ähnlichkeit zwischen den Term-
verteilungen in den einzelnen Rasterzellen und den zu lokalisierenden Dokumenten ermittelt. Für
Wikipedia-Seiten konnte bei der Klassikation eine Medianabweichung von 11,8 km und eine Ab-
weichung nach arithmetischemMittel von 221 km erzielt werden. Bei Twitter unter Verwendung
des Datensets aus Eisenstein et al. (2010) betrug der Median dagegen 479 km, das arithmetische
Mittel 967 km. Wing und Baldridge (2011) stellen das als „TextGrounder“ bezeichnete System unter
Open-Source-Lizenz zur Verfügung. Im Rahmen der Evaluierungen dieser Arbeit war es jedoch
nicht möglich, dieses erfolgreich zu nutzen, da der Importvorgang des Wikipedia-Korpus mit einer
Fehlermeldung abgebrochen wurde.
In Roller, Speriosu, Rallapalli, Wing und Baldridge (2012) wird vorgeschlagen, statt einer festen
Rastergröße wie in Wing und Baldridge (2011) adaptive Raster zu verwenden, bei denen sich die
Zellengröße dynamisch an die Anzahl enthaltener Dokumente anpasst. Realisisiert werden diese
in Form von k-d-Bäumen, bei denen Knoten dann geteilt werden, wenn eine festgelegte Anzahl
enthaltener Dokumente überschritten wird. Durch Verwendung der adaptiven Zellgrößen kann die




4.1 .3 weitere ansätze
Ausschließlich Mechanismen des Scene Matchings aus der Computer Vision nutzen Hays und
Efros (2008), um Bilder anhand visueller Features zu lokalisieren. Für die extrahierten Features
werden mittels k-Nearest-Neighbor-Klassikation visuell ähnliche Bilder aus Trainingsdaten mit
Koordinaten ermittelt, aus denen eine Vorhersage bezüglich geographischer Position getroen wird.
Für die verwendeten Daten, bestehend aus über 6 Mio. Bildern von Flickr, können hier Median-
Fehler von etwas über 3.000 km erreicht werden.
Crandall, Backstrom, Huttenlocher und Kleinberg (2009) klassizieren Fotos in eine feste Auswahl
von vorher trainierten Orten, die initial mittels Clustering bestimmt werden. Die Auswertungen
der Autoren zeigen, dass die Kombination visueller und textueller Features (im vorliegenden Fall
zugewiesene Tags) bei der Klassikation deutlich bessere Resultate erzielt als die ausschließliche
Verwendung nur einer der beiden Featurekategorien.
Hau und Houben (2012) zeigen, dass die Lokalisierung von Flickr-Bildern deutlich verbessert
werden kann, wenn zusätzlich zu intrinsischen Metadaten der Bilder in Form von Tags und Titeln
externe Informationen über die jeweiligen Urheber zur Vorhersage herangezogen werden. So steigt
die Vorhersagegenauigkeit deutlich, wenn von den jeweiligen Nutzern Inhalte von Twitter mit
ausgewertet werden.
Gerade in Bezug auf die Lokalisierung von Twitter-Nutzern sind in jüngster Zeit eine Reihe von
Arbeiten veröentlicht worden, die Variationen der hier bereits aufgeführten Ansätze darstellen
und deshalb hier nicht weiter detailliert werden sollen. Dies umfasst beispielsweise Graham, Hale
und Ganey (2013); Han, Cook und Baldwin (2013); Hong, Ahmed, Gurumurthy, Smola und
Tsioutsiouliklis (2012); Mahmud, Nichols und Drews (2013); Peregrino, Tomás und Llopis (2013);
Priedhorsky, Culotta und Valle (2014).
Im Rahmen des Placing Tasks der MediaEval-Workshops81 werden durch die Teilnehmer seit 2010
verschiedene Strategien für die Koordinatenermittlung von Bild- und Videodaten vorgestellt. Die
angewendeten Methoden reichen von reinem Text Mining wie von Trevisiol, Jégou, Delhumeau und
Gravier (2013) über Methoden aus der Computer Vision wie beispielsweise von Penatti, Li, Almeida
und da S. Torres (2012) hin zu hybriden Ansätzen wie von Kelm, Schmiedeke und Sikora (2011),
welche Text und visuelle Features für die Vorhersage kombinieren.
4.1 .4 zusammenfassung verwandter arbeiten
Tabelle 4.1 gibt einen Überblick über die relevanten verwandten Arbeiten und die jeweils angewende-
ten Methoden zur Fokusbestimmung. Methoden, welche auf der Computer Vision aufbauen, liegen
außerhalb des Fokus dieser Arbeit. Der Überblick zeigt jedoch, dass auch zur Lokalisierung von
81 http://www.multimediaeval.org
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Bilddaten in verwandten Arbeiten hauptsächlich auf Methoden der Textanalyse zurückgegrien
wird. Während die älteren Arbeiten bis 2008 die Fokusbestimmung wissensbasiert vornahmen,
arbeiten die neueren Arbeiten maßgeblich datenbasiert. Ein direkter Vergleich zwischen diesen
Methoden wurde in der Literatur bisher jedoch nicht gezogen. Nachfolgend werden aus beiden
Bereichen neue Strategien zur Fokusbestimmung vorgestellt und eine direkte Gegenüberstellung
unter Verwendung mehrerer Datensätze vorgenommen.
Domäne Kategorie Methoden

































































Ding et al. (2000) 3 3 3
Amitay et al. (2004) 3 3 3
Zong et al. (2005) 3 3 3
Martins und Silva (2005) 3 3 3
Campelo und de S. B. (2008) 3 3 3
Andogah et al. (2008) 3 3 3
Hays und Efros (2008) 3 3 3
Serdyukov et al. (2009) 3 3 3 3
Crandall et al. (2009) 3 3 3 3 3
Eisenstein et al. (2010) 3 3 3
Cheng et al. (2010) 3 3 3
Baba et al. (2010) 3 3 3
Laere et al. (2010a, 2010b, 2011) 3 3 3
Wing und Baldridge (2011) 3 3 3 3
Roller et al. (2012) 3 3 3 3
Alexopoulos und Ruiz (2012) 3 3 3
Hau und Houben (2012) 3 3 3 3 3
Tabelle 4.1: Überblick über verwandte Arbeiten zur Fokusbestimmung (chronologisch sortiert)
4.2 ranking mittels heuristiken
Die nachfolgend vorgestellten Ranking-basierten Verfahren können als Funktionen focus(L) be-
trachtet werden, die aus einer nichtleeren Menge von extrahierten und disambiguierten Lokationen
L, welche mittels der in Kapitel 3 beschriebenen Lokationsextraktion ermittelt wurden, genau eine
Lokation l ∈ L als Fokus auswählen. Dies geschieht nach den nachfolgend beschriebenen Kriteri-
en.
Position Die erste im Text auretende Lokation wird, wie in Formel 4.1 angegeben, als Hauptlo-
kation betrachet. Diese Strategie nutzt aus, dass in vielen Texten, vor allem bei Nachrichten, der
relevante Ort als erster im Text genannt wird.
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focusposition(L) = argmin
l ∈ L oset(l) (4.1)
Einwohnerzahl Es wird gemäß Formel 4.2 jene Lokation mit der höchsten Einwohnerzahl oder
das erste Vorkommen im Text vom Typ CONTINENT oder COUNTRY als Hauptlokation ausgewählt.
Der zugrunde liegende Gedanke ist, dass große Orte die Hauptlokation eines Dokuments besser
wiedergeben als kleine, mustmaßlich weniger bekannte Orte.
focuspopulation(L) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
argmin
l ∈ L oset(l) wenn type(l) ∈ {CONTINENT, COUNTRY}
argmax
l ∈ L population(l) sonst (4.2)
Frequenz Wie in Formel 4.3 angegeben wird die am häugsten im Text auretende Lokation als
Hauptlokation betrachtet. Die Annahme dabei ist, dass relevante Orte im Text mehrfach genannt
und wiederholt werden.
focusfrequency(L) = argmax
l ∈ L count(l) (4.3)
Mittelpunkt Für sämtliche im Text vorkommende Lokationen L wird der geographische Mittel-
punkt midpoint(L) bestimmt. Als Hauptlokation wird jene bestimmt, die die geringste Distanz zum
Mittelpunkt hat (siehe Formel 4.4 und Abschnitt 2.1.3). Der zugrunde liegende Gedanke bei dieser
Strategie ist, dass bei der Nennung mehrerer Lokationen im Text ein zentral liegender Punkt den
geographischen Fokus gut wiedergeben kann.
focusmidpoint(L) = argmin
l ∈ L distance(l , midpoint(L)) (4.4)
Minimale Distanz Hier wird, wie in Formel 4.5 angegeben, die Lokation mit der minimalen
Distanz zu allen anderen Lokationen als Hauptlokation bestimmt. Die Vorgehensweise ähnelt der in
Abschnitt 2.1.4 beschriebenen Methodik zur Ermittlung des geometrischen Medians, jedoch wird
hier kein beliebiger Punkt berechnet, sondern jene aus gegebenen Lokationen L ausgewählt, der
die Minimalitätsbedingung erfüllt. Im Gegensatz zur zuvor beschriebenen Heuristik „Mittelpunkt“
werden hier einzelne „Ausreißer“, die möglicherweise von einer Gruppe nah beieinander liegender
Lokationen weit entfernt sind, weniger stark berücksichtigt.
focusminimumDistance(L) = argmin
l ∈ L ∑m ∈ L distance(l ,m) (4.5)
Trust Bei der Klassikation durch die Machine-Learning-basierte Lokationsextraktion wurden
Wahrscheinlichkeiten ermittelt, die das „Vertrauen“ des Klassikators bezüglich korrekter Klassi-
zierung angeben (siehe Abschnitt 3.9). Bei der Strategie „Trust“ wird jene Lokation ausgewählt, der
bei der Klassikation die höchste Wahrscheinlichkeit zugewiesen wurde (siehe Formel 4.6).
focusmaximumTrust(L) = argmax
l ∈ L trust(l) (4.6)
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4.3 ranking mittels machine learning
Diese Strategie baut auf den vorgestellten Heuristiken (Abschnitt 4.2) auf und verwendet diese als
numerische Features. Desweiteren werden eine Reihe weiterer Features extrahiert, die aus hierarchi-
schen Eigenschaen der Lokationen (descendantCount, ancestorCount, descendantPercentage,
ancestorPercentage), den Positionen im Text (offsetFirst, offsetLast und offsetSpread),
sowie einer Reihe von Distanzstatistiken zu anderen Lokationen ermittelt werden. Tabelle 4.2 gibt
einen detaillierten Überblick über die insgesamt 27 (mit einer Ausnahme durchweg numerischen)
Features. Wie die Analyse der verwandten Arbeiten zeigte (siehe Abschnitt 4.1 und Tabelle 4.1),
existiert bisher kein vergleichbares Verfahren zur Bestimmung des geographischen Fokus.
Ein trainierter, binärer Klassikator (Formel 4.7) klassiziert dieWahrscheinlichkeit jedes Toponyms
für die Klasse „Hauptlokation“. Jenes Toponym mit dem höchsten Kondenzwert für die Klasse
„Hauptlokation“ wird als Fokus extrahiert.
focusclassier(L) = argmax
l ∈ L classify(l) (4.7)
Zum Training wird jenes Toponym mit der minimalen Distanz zur tatsächlichen Fokuslokation
ermittelt. Unterschreitet die Distanz einen festgelegten Schwellwert82, wird ein positives Trainings-
beispiel generiert, ansonsten ein negatives. Für sämtliche verbleibenden Toponyme wird ebenfalls
ein negatives Trainingsbeispiel erzeugt. Während im Normallfall die annotierte Fokuslokation und
eine der extrahierten Toponyme identisch sind, wird durch den Distanzschwellwert erreicht, dass
auch ein positives Trainingsbeispiel generiert werden kann, wenn die annotierte Fokuslokation nicht
extrahiert wurde, jedoch eine räumlich naheliegende Lokation in L existiert.
4.4 textklassifikation zur fokusbestimmung
Die nachfolgenden zwei vorgestellten Verfahren adressieren die Fokusbestimmung als Textklassi-
kationsproblem. Im Gegensatz zu den vorangehend beschriebenen Strategien, welche ein Ranking
extrahierter Lokationen vornehmen, verarbeiten die nachfolgend vorgestellten Verfahren direkt
einen Dokumenttext D. Die notwendigen Modelle werden hier ebenfalls direkt aus Texten generiert,
die über Koordinaten verfügen, die den geographischen Fokus ausdrücken.
4.4.1 dictionary-basierte strategie
Die Dictionary-basierte Strategie baut aus den Trainingsdokumenten ein Wörterbuch auf, welches
die Vorkommenshäugkeiten der einzelnen Merkmale pro Zelle count(t, cell) erfasst. Um zwischen
den kategorialenWerten desKlassikators und den spatialenWerten derGeokoordinaten abzubilden,





populationNorm num. Einwohnerzahl normiert mit höchster Einwohnerzahl
populationMagnitude num. Größenordnung der Einwohnerzahl
locationType nom. Typ der Lokation
Distanzfeatures
midpointDistance num. Distanz vom geographischen Mittelpunkt aller Lokationen
midpointDistanceNorm num. midpointDistance normalisiert mit höchstemWert
centerpointDistance num. Distanz vom geographischen Median aller Lokationen
centerpointDistanceNorm num. centerpointDistance normalisiert mit höchstemWert
minDistanceToOthers num. Minimale Distanz zu anderen Lokationen
maxDistanceToOthers num. Maximale Distanz zu anderen Lokationen
meanDistanceToOthers num. Arithmetisches Mittel der Distanzen zu anderen Lokationen
medianDistanceToOthers num. Median der Distanzen zu anderen Lokationen
minDistanceToOthersNorm num. ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦






descendantCount num. Anzahl vorkommender Nachfahrenslokationen
descendantPercentage num. Anteil vorkommender Nachfahrenslokationen
ancestorCount num. Anzahl vorkommender Vorfahrenslokationen
ancestorPercentage num. Anteil vorkommender Vorfahrenslokationen
hierarchyDepth num. Tiefe in der Hierarchie
hierarchyDepthNorm num. hierarchyDepth normalisiert mit höchster Tiefe
Textfeatures
occurrenceCount num. Vorkommenshäugkeit der Lokation
occurrenceFrequency num. occurrenceCount normalisiert mit Gesamtanzahl der Lokationen
offsetFirst num. Zeichenposition des ersten Auretens normalisiert mit Gesamtlänge
offsetLast num. Zeichenposition des letzten Auretens normalisiert mit Gesamtlänge
offsetSpread num. Normalisierte Dierenz zwischen erstem und letztem Aureten
Sonstige Features
disambiguationTrust num. Wahrscheinlichkeitswert aus Disambiguierung (siehe Abschnitt 3.9)
Abkürzungen: nom. = nominal, num. = numerisch
Tabelle 4.2: Features für Machine-Learning-basierte Fokusbestimmung
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wird ein Raster verwendet, welches die Erde konzeptionell in Zellen teilt, die in horizontaler und
vertikaler Richtung jeweils einen Bereich von d° umspannen. Die Zellen sind folglich am Äquator
annähernd quadratisch und werden in Richtung der Pole schmaler83. Die einzelnen Zellen werden
mittels Tupel aus x- und y-Identikator bezeichnet, beispielsweise „(05, 12)“.
Tabelle 4.3 zeigt ein beispielhaes Dictionary bestehend aus zehn unterschiedlichen Termen und
vier Rasterzellen. Im Gegensatz zu gewöhnlichen Textklassikationsproblemen muss hier jedoch
zwischen einer exorbitanten Anzahl trainierter Rasterzellen unterschieden werden. Bei einer Größe
von 0,1° beträgt die theoretische Anzahl an Zellen beispielsweise 6,48 Mio. (in der Praxis sind viele
dieser Zellen jedoch leer, wie später gezeigt wird).
cell ∈ Cells
t ∈ Terms (05, 12) (11, 13) (26, 11) (32, 05) count(t)
american 53 18 3 1 75
bay 45 18 3 7 73
canadian 1 77 1 79
county 97 82 3 3 185
indian 4 6 72 82
municipality 43 17 2 62
pacic 55 3 6 64
scotia 86 86
valley 43 9 5 12 69
victoria 7 1 83 91
termCount(cell) 298 349 105 114 866
docCount(cell) 163 151 208 133 655
Tabelle 4.3: Beispielausschnitt für die Term-Zell-Matrix eines Dictionarys mit vier Zellen und
zehn Termen und der dazugehörigen count(t, cell), sowie der Anzahl der obser-
vierten Zellen count(cell) während des Trainings für die Bestimmung der A-priori-
Wahrscheinlichkeiten
Die Merkmalsextraktion, nachfolgend mit preprocess(D) bezeichnet, extrahiert komplette Terme
oder wort- bzw. zeichenbasierte n-Gramme (siehe Abschnitt 2.2). Es werden zwei Klassikationsfunk-
tionen vorgestellt, die die Wahrscheinlichkeit p(cell ∣D) ermitteln, die angibt, dass ein Dokument D
einer Zelle cell angehört. Die einfachere Variante (Formel 4.8 und Urbansky, Muthmann, Katz und
Reichert (2012)) addiert für jede Zelle cell und für jeden im Dokument D vorkommenden Term t
die Wahrscheinlichkeiten, dass der Term in der jeweiligen Zelle vorkommt. Abschließend wird, wie
in Formel 4.9 gezeigt, mit focus(D) jene Zelle mit der höchsten Wahrscheinlichkeit als Vorhersage
gewählt.
83 Für eine Zellgröße von 0,1° beispielsweise beträgt die Seitenlänge am Äquator ca. 11,13 km.
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focus(D) = arg max
cell ∈Cellsp(cell ∣D) (4.9)
Die zweite hier verwendete Klassikationsfunktion basiert auf einem Naïve-Bayes-Klassikator
(siehe Abschnitt 2.3.1), bei dem die von Rennie et al. (2003) vorgeschlagene Maßnahme der „kom-
plementären Klassen“ umgesetzt wurde. Hierbei wird das Scoring bei jeder Klasse nicht durch die
Wahrscheinlichkeitswerte in der Klasse selbst, sondern durch die übrigen Wahrscheinlichkeits-
werte ermittelt wie in Formel 4.10 dargestellt. Sinngemäß wird hier also nicht die Kategorie mit
der höchsten Wahrscheinlichkeit als Klassikationsergebnis bestimmt, sondern jene, bei der die
komplementäre Wahrscheinlichkeit p(¬ cell ∣D) am geringsten ist (Formel 4.11). Hiermit wird im
Hinblick auf jede Zelle eine stärkere Gleichverteilung der verwendeten Trainingsdaten erzielt, was
nach Rennie et al. (2003) die Klassikationsgenauigkeit steigert. count(t,¬ cell) gibt hier an, wie
häug t in sämtlichen Zellen außer cell vorkommt. Das Scoring beinhaltet ein Laplace-Smoothing
(Annahme, dass jeder Term einmal mehr als tatsächlich vorkam) und die einzelnen Terme werden
mittels TF-IDF (siehe Abschnitt 2.2) gewichtet.
p(¬ cell ∣D) = ∑
t ∈ preprocess(D) tdf(t) log count(t,¬ cell) + 1termCount(¬ cell) + ∣Terms ∣ (4.10)
focus(D) = arg max
cell ∈Cells log p(cell) − p(¬ cell ∣D) (4.11)
Die A-priori-Wahrscheinlichkeit für eine Zelle ermittelt sich aus der letzten Zeile des Dictionarys in
Tabelle 4.3 gemäß Formel 4.12.
p(cell) = docCount(cell)∑
c ∈CellsdocCount(c) (4.12)
Zur Rücktransformation der Zellidentikatoren zu geographischen Koordinaten könnte jeweils
der Mittelpunkt der Zelle bestimmt werden. Je gröber das Raster, desto stärker sind jedoch die
Abweichungen einer Koordinate nach Hin- und Rücktransformation. Bei nicht gleich verteilten
Koordinaten innerhalb einer Zelle (beispielsweise, weil die Zelle eine Küstenlinie mit sowohl Land
als auch Meer beinhaltet), sind die Abweichungen, die bei Wahl des Zellmittelpunkts entstehen,
vergleichbar stark. Aufgrund dessen wird während der Trainingsphase aus den tatsächlich vorkom-
menden Koordinaten in jeder Zelle der geometrische Median (siehe Abschnitt 2.1.4) bestimmt und
jener für die Rücktransformation von Zellidentikator zu Geokoordinate verwendet. Damit werden
die räumlichen Abweichungen zwischen repräsentativer Zellkoordinate und den tatsächlich in den
Zellen vorkommenden Koordinaten verringert.
Intuitiv steigt die mögliche Vorhersagegenauigkeit, je feiner das Raster gewählt wird. Bei konstanter
Dokumentmenge entsteht jedoch mit zunehmend feiner gewähltem Raster das Problem, dass die
einzelnen Zellen nur noch wenige Dokumente und somit eine geringe Anzahl von Features enthalten.
Durch die dünnbesetzten Featuremengen einzelner Zellen entsteht letztlich genau der gegenteilige
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Eekt und die Genauigkeit bei der Fokusbestimmung sinkt, da räumlich nah beieinander liegende
Features auf verschiedene Zellen verteilt sind und somit die Wahrscheinlichkeit steigt, dass falsche
Zellen klassiziert werden. Diesem Problem kann mit einer Vergrößerung der Dokumentmenge
zum Training begegnet werden. Eine andere Strategie, die mit gleicher Trainingsmenge auskommt,
wird nachfolgend vorgestellt.
4.4.2 mehrstufige dictionary-basierte strategie
Diemehrstuge Strategie zur Fokusbestimmung baut auf der vorangehend beschriebenenDictionary-
basierten Strategie (Abschnitt 4.4.1) auf. Hier werden zur Klassikation jedoch mehrere Raster
S = {s1, . . . , sn} eingesetzt, deren Zellgröße während der Klassikation sukzessive verringert wird.
Auf diese Weise soll verhindert werden, dass die Fokusvorhersage in die falsche Richtung läu. Die
groben Rasterzellen enthalten vergleichsweise viele Daten (entsprechend der Summe einer Spalte in
Tabelle 4.3), womit eine akkurate, jedoch unpräzise Vorhersage getroen werden kann. Das heißt,
es werden tendenziell zwar meist die korrekten Zellen klassiziert, aufgrund der groben Raster-
größe weicht jedoch der vorhergesagte Punkt stark von der tatsächlich korrekten Fokuskoordinate
ab.
Die fein aufgelösten Zellen hingegen erlauben eine präzisere Prädiktion, enthalten jedoch jeweils
weniger Daten und die Wahrscheinlichkeit, eine falsche Zelle auszuwählen, die weit von der tat-
sächlich korrekten Koordinate entfernt liegt, ist höher. Die hier vorgestellte Strategie nimmt, wie

















Abbildung 4.2: Schematische Darstellung des zweistugen Rasters für m = 5
in Abbildung 4.2 dargestellt, zunächst eine vergleichsweise grobe Vorhersage vor, die schrittweise
präzisiert wird. Nachfolgende Klassikationsschritte beschränken sich jeweils auf die im vorangegan-
genen Schritt klassizierte Region. Der algorithmische Ablauf der Klassikation ist in Abbildung 4.3
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dargestellt. Um zu garantieren, dass eine feinere Rasterzelle jeweils in genau einer gröberen liegt,
wird vorausgesetzt, dass gilt sk ≥ m ⋅ sk+1 mit m ∈ N ∧m ≥ 2.
Mit der erläuterten Problematik setzen sich bereits verwandte Arbeiten auseinander, die hier be-
schriebene Idee stellt jedoch eine erheblich einfachere Lösung für das Problem dar. So müssen nach
der von Laere et al. (2010a) beschriebenen Vorgehensweise mehrere Clusterings unterschiedlicher
Granularitäten vorgenommen und dann jeweils Klassikatoren trainiert werden. Roller et al. (2012)
schlägt vor, adaptive Raster zu verwenden, bei denen Zellen je nach Anzahl darin vorhandener
Traingsdokumente aufgeteilt werden.
Der hier vorgestellte Ansatz benötigt nur ein einziges Dictionary als Modell, welches nach der
feinsten vorgegebenen Zellgröße aus smin = min(S) trainiert wird. Die Dictionarys nach gröberem
Raster können, sofern die oben genannte Bedingung erfüllt ist, während der Klassikationsphase
durch das feinere Raster simuliert werden, indem die Vorkommenshäugkeiten der feineren Zellen
(großes schwarzes Quadrat in Abbildung 4.2) jeweils zusammenaddiert werden. Dies geschieht in
Abbildung 4.3 mittels simulateGridSize(Dictionary, s). Im Gegensatz zu Roller et al. (2012) steht
hier also initial ein vollständiges feines Dictionary zur Verfügung, aus dem nondestruktiv gröbere
Varianten mit vielfacher Rasterzellengröße simuliert werden können.
funct getFocusMultistep(D, S,Dictionary) ≡
cell ∶= null;
for s in S do // Begin with coarse, go to ne.
currentDictionary ∶= simulateGridSize(Dictionary, s);
CellsByProbability ∶= classifyCells(D, currentDictionary);
if cell = null
then cell ∶= CellsByProbability[0]; // First iteration, accept cell with highest probability.
else
for c in CellsByProbability do // Iterate cells ordered by descending probability.
if c ∈ cell // Accept only cells within cell from previous iteration.
then cell ∶= c; break; fi
end
fi
end(ϕ, λ) ∶= transformCellToCoordinate(cell); // Create latitude/longitude pair from cell.
return (ϕ, λ).
Abbildung 4.3: Pseudocode für die mehrstuge Dictionary-basierte Strategie
4.4.3 k-nn-basierte strategie
Diese Stategie verwendet einen k-NN-Klassikator (k-Nearest-Neighbor). k-NN-Klassikation
gehört zu der Kategorie des „Lazy Learnings“. Hierbei wird während des Trainings kein deskriptives
oder generatives Modell im Sinne klassischer Machine-Learning-Verfahren (siehe Abschnitt 2.3)
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erzeugt, sondern es werden die Featurevektoren sämtlicher Trainingsdokumente und deren Geoko-
ordinaten in einemModell gespeichert. Zur Klassikation eines Textdokuments D werden wie in
Formel 4.13 dargestellt die k ähnlichsten Dokumente im Modell Index bestimmt und als Fokuslo-
kation der geometrische Median (siehe Abschnitt 2.1.4) aus den zu den Dokumenten zugehörigen
Fokuskoordinaten ermittelt.
focusk-NN(D) = geoMedian(ndSimilarDocuments(k,D, Index)) (4.13)
Zur Ermittlung der ähnlichsten Dokumente bietet sich beispielsweise, wie bei k-NN-Klassikation
meist üblich, die Euklidsche Distanz, d(D1,D2) = ∥D1 − D2 ∥2, ermittelt über die Frequenzen
der Features an. Im Gegensatz zu den vorangehend beschriebenen Strategien muss hier keine
Transformation der Koordinaten in ein Raster vorgenommen werden, da die Geo-Koordinaten
direkt mit den Dokumenten im Index gespeichert und später bei der Prädiktion mittels Geo-Median-
Aggregationsfunktion zur vorhergesagten Fokuslokation kombiniert werden.
4.5 realisierung und optimierung
Nachfolgend werden verschiedene der vorgestellten Strategien zur Fokusbestimmung optimiert.
Für die Ranking-basierten Strategien (Abschnitt 4.2 und 4.3) wird der in Abschnitt 3.9 vorge-
stellte Machine-Learning-basierte Extraktor verwendet. Als Datenset wird TUD-Loc-2013 (siehe
Abschnitt 3.4.2 und Abschnitt 3.11) verwendet, als zweites Datenset kommen 40.576 Artikel aus
der englischsprachigen Wikipedia zum Einsatz. Dazu wurden zufällige Wikipedia-Artikel84 via
MediaWiki-API85 und Palladian-MediaWiki-Parser (Urbansky, Muthmann, Katz und Reichert, 2012)
abgerufen und jene gesammelt, die über ein coord-Tag mit dem display-Attribut title oder t
verfügen (siehe Abschnitt 3.6). Solche Koordinaten werden auf der entsprechenden Wikipedia-Seite
im oberen rechten Rand angezeigt. Ignoriert wurden solche Artikel, deren Titel mit „List of “ beginnt,
da dies Auistungen mehrerer Entitäten sind, die in der Regel über keinen klaren lokalen Fokus
verfügen, auch wenn eine Koordinate vorhanden ist86. Das coord-Tag drückt den geographischen Fo-
kus eines Artikels aus, somit eignet sich das zusätzliche Datenset sehr gut, um die Fokusbestimmung
in größerem Rahmen zu evaluieren als dies mit den 152 Dokumenten in TUD-Loc-2013 möglich
wäre.
Aus den Texten der Wikipedia wurde der gesamte MediaWiki-Markup87 entfernt, sodass diese
jeweils imWesentlichen dem Artikelinhalt entsprechen, der beim Aufruf imWebbrowser dargestellt
wird. Elemente wie Tabellen, Bildunterschrien und Referenzen wurden komplett entfernt. Der
Wikipedia-Datensatz wurde ebenfalls im 40:20:40-Verhältnis in disjunkte Trainings-, Validierungs-
und Testsets aufgeteilt (zweimal 16.231, einmal 8.114 Dokumente).
84 http://en.wikipedia.org/wiki/Wikipedia:Random
85 http://www.mediawiki.org/wiki/API:Main_page




4.5 .1 optimierung der machine-learning-basierten strategie
Training und Feintuning der featurebasierten Fokusbestimmung fand mit Trainings- und Validie-
rungssets aus TUD-Loc-2013 statt. Zur Lokationsextraktion wurde die in Abschnitt 3.9 beschriebene
Machine-Learning-basierte Extraktionsmethode verwendet. Experimente zeigten, dass mit einem
geringerenreshold als den Abschnitt 3.13 ermittelten 0,2 bei der Fokusbestimmung bessere
Ergebnisse erzielt werden. Dies liegt daran, dass sich hier ein höherer Recall zur Extraktion von
Fokuskandidaten vorteilhaer als eine hohe Precision erweist, da falsche Extraktionen aus dem
vorangehenden Verarbeitungsschritt hier nach wie vor noch eliminiert werden können. Dement-
sprechend wurde für die nachfolgenden Betrachtungen der Wahrscheinlichkeitsschwellwert auf
Null gesetzt, um für die Extraktion einen maximalen Recall zu erreichen.
Verwendet wurde wie bereits für die Disambiguierung ein mittels QuickDT trainierter Random-
Forest-Klassikator (siehe Abschnitt 2.3.3). Auch hier wurde eine Backward Feature Elminination
(siehe Abschnitt 2.3.4) vorgenommen und die Featurekombinationmit dembesten F1-Wert bestimmt.















Abbildung 4.4: Ausgewählte Features für die Machine-Learning-basierte Strategie nach Backward
Feature Elimination unter Verwendung des Trainings- und Validierungssets von
TUD-Loc-2013
Mit dem Ziel, die Aussagekra der einzelnen Features isoliert zu quantizieren, wurde unter Ver-
wendung des Trainings- und Validierungssets auch der Information Gain ermittelt. Das Ranking der
einzelnen Features dazu zeigt Abbildung 4.5. Als „gute“ Features für die Klassikation zeigen sich
hier an der ersten Stelle die Aurittshäugkeit occurrenceFrequency, gefolgt von den Positionsfea-
tures offsetFirst und offsetSpread, die das erste Vorkommen bzw. den Abstand zwischen erstem
und letztem Vorkommen im Text ausdrücken. Die Features, die die Distanzen vom Mittelpunkt
sämtlicher Lokationen L nden sich an vierter und füner Stelle. An sechster Position rangiert
das Feature occurrenceCount, welches die Vorkommenshäugkeit der jeweiligen Lokation im Text
angibt. Eine Reihe der vorgestellten Features haben für die Klassikation keinen Wert, diese weisen
in der Abbildung einen Information Gain von Null auf. Bei genauer Betrachtung fällt auf, dass das
mit Null gerankte Feature ancestorPercentage in der mittels Backward Feature Elimination be-
stimmten Featuremenge (siehe Abbildung 4.4) vorhanden ist. Die Ursache ist darin zu suchen, dass
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Abbildung 4.5: Information Gain der vorgestellten Features ermittelt auf dem TUD-Loc-2013
Trainings- und Validierungsset
4.5 .2 optimierung der dictionary-basierten strategien
Die auf Textklassikation basierenden Strategien benötigen zum Aufbau des notwendigen Dictiona-
rys eine große Menge an Trainingsdaten. Das Datenset TUD-Loc-2013 stellt davon nicht genügend
zur Verfügung, weshalb die Optimierung der nachfolgenden Strategien auf dem Subset der Wikipe-
dia erfolgt. Für die Optimierung wird das arithmetische Mittel (nachfolgend mit d abgekürzt) und
der Median88 (nachfolgend mit d̃ abgekürzt) der Fehlerdistanzen jedes Dokuments, also die Abwei-
chung zwischen Referenzkoordinate und durch die Strategien ermittelte Koordinate in Kilometern
bestimmt.
Die Realisierung der Dictionary-basierten Strategien (siehe Abschnitte 4.4.1 und 4.4.2) erfolgte
auf Basis des Textklassikators aus dem Palladian-Toolkit (Urbansky, Muthmann, Katz und Rei-
chert, 2012). Der vorhandene Textklassikator wurde für die Anforderungen der Fokusbestimmung
an vielen Stellen grundlegend erweitert. Zusätzlich zu der bereits vorhandenen Scoring-Formel
(beschrieben in Formel 4.8 und 4.9) wurden die beschriebenen Konzepte des komplementären
Naïve-Bayes-Scorings (Formel 4.10 und 4.11) implementiert. Da der Textklassikator bis dato nicht
auf große Trainingsmengen (in Bezug auf die Anzahl der Dokumente und der Klassen) optimiert
war, mussten außerdem Speicheroptimierungen in den Datenstrukturen des Dictionarys vorgenom-
88 Da hier Distanzen summiert werden, ist der Median im eigentliche Sinne gemeint, nicht der in Abschnitt 2.1.4 eingeführte
geographische Median.
91
men werden. Die vorhandene Implementierung auf Basis von Hashtabellen wurde im Zuge dessen
auf eine Trie-Struktur (de la Briandais, 1959) umgestellt und in weiteren Details optimiert, womit
der Speicherverbrauch in der Praxis auf ungefähr 10% im Vergleich zur Ausgangsbasis reduziert
werden konnte (bzw. damit einhergehend die Größe der möglichen Trainingsmengen bei gleichem
Speicher auf circa das Zehnfache steigt). Tries erweisen sich im vorliegenden Anwendungsfall als
deutlich speicherezienter im Vergleich zu Hashtabellen, da so identische Präxe mehrerer Terme
(beispielsweise für die Terme „the“, „theme“, „theater“) als gemeinsamer Zweig repräsentiert werden
können.
Nachfolgend wird betrachtet, wie sich einerseits unterschiedliche Featurekongurationen, anderer-
seits verschiedene Rastergrößen auf das Klassikationsergebnis auswirken. Außerdem wurden so
genannte Lernkurven ermittelt (Abschnitt 4.5.4), die angeben, wie sich eine jeweils zunehmende
Menge an Trainingsdaten auf die Klassikationsqualität auswirkt. Insgesamt waren hierfür mehrere
Hundert Trainings- und Validierungsläufe mit dem Wikipedia-Datenset notwendig, was einen
beträchtlichen Zeitaufwand mit sich bringt. Um die Optimierung der Parameter zu beschleunigen,
wurde die in Abschnitt 4.4.1 in Formel 4.8 und 4.9 beschriebene, einfache Variante des Scorings
verwendet. Diese hat einen beträchtlich geringeren Berechnungsaufwand, da deutlich weniger Itera-
tionen zum Scoring notwendig sind. Das Scoring mittels komplementärem Naïve Bayes (Formel 4.10
und 4.11) ist weitaus rechenaufwendiger, weil durch das Laplace-Smoothing auch Term-Kategorie-
Einträgemit einemWert vonNull (die durch die Glättung inkrementiert wird) in die Berechnungmit
einießen. Die imVorfeld gewonnenen Erfahrungen haben gezeigt, dass für beide Scoring-Verfahren
jeweils die Optimalwerte mit identischen Featurekongurationen erzielt werden. In der abschließen-
den Evaluierung, in der die einzelnen hier vorgestellten Strategien miteinander verglichen werden,
wird das aufwendigere Scoring verwendet.
Ermittlung der optimalen Featurekombination Der Textklassikator erlaubt unterschiedliche
Kongurationen für die Featureextraktion. Experimentiert wurde mit zeichen- und wortbasierten n-
Grammen und Kombinationen unterschiedlicher Länge. Zeichenbasierte n-Gramme wurden für das
Intervall n = [1, 10] extrahiert, wortbasierte n-Gramme für die Längen n = [1, 5]. Außerdemwurden
jeweils Kombinationen der Länge [n,m], also der Vereinigungsmenge aus n- bis m-Grammen,
generiert. Unter Verwendung der Scoring-Funktion aus Formel 4.8 und 4.9, einer initial festgelegten
Rastergröße von 5° und des Trainings- und Validierungssets aus der Wikipedia wurde aus 70
möglichen Featurekombinationen die beste Zusammenstellung ermittelt. Die besten Ergebnisse
wurden mit zeichenbasierten 6-9-Grammen erzielt, der Fehler im Validierungsset beträgt nach
arithmetischemMittel hier 1.022,72 km, der Median 180,78 km. Die Ergebnisse sind detailliert in den
Tabellen B.1 und B.2 zu nden. Die nachfolgenden Betrachtungen bezüglich der Dictionary-basierten
Fokusbestimmung nutzen durchweg diese Featurekombination.
Betrachtung unterschiedlicher Rastergrößen Imnächsten Schritt wurde der Fehler nachMedian
und arithmetischem Mittel im Hinblick auf die unterschiedliche Zellgrößen s untersucht. Eine
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Startgröße von 180° wurde dazu mit jedem Schritt halbiert, womit sich die Anzahl der Zellen
jeweils vervierfacht. Der geringste Fehler nach arithmetischem Mittel mit 1.028,78 km wird mit
einer Zellgröße von 5,63° erreicht, der Median-Fehler beträgt hier 199,19 km. Nach Median hingegen
wird die geringste Fehlerdistanz mit 61,52 km mit einer Zellgröße von 0,7° erzielt, wobei hier das
arithmetische Mittel für den Fehler bei 1.694,26 km liegt. Die Ergebnisse sind in Abbildung 4.6
dargestellt, eine ausführliche Auistung der Werte ndet sich in Tabelle B.3. Sie verdeutlichen die in
Abschnitt 4.4.2 erläuterte Problematik. Bei einem vergleichsweise groben Raster werden insgesamt
akkuratere Ergebnisse erzielt, was sich in geringeren Fehlerdistanzen nach arithmetischemMittel
manifestiert. Auf der anderen Seite wird mit einem feineren Raster eher eine höhere Präzision
erzielt, welche sich in geringeren Fehlerdistanzen beimMedian niederschlägt. Die hier erläuterte




























Abbildung 4.6: Arithmetisches Mittel und Median der Fehlerdistanzen in Kilometern bei schrittwei-
se halbierten Zellgrößen mit Dictionary-basierter Strategie und Wikipedia-Datenset
(x- und y-Achse sind jeweils logarithmisch skaliert)
Betrachtung von Kombinationen von Rastergrößen Der vorangehende Abschnitt hat gezeigt,
dass die erzielten Optima bezüglich Fehlerabweichungen für das arithmetische Mittel und den
Median bei unterschiedlichen Größen für die jeweils gewählten Raster liegen (siehe Abbildung 4.6).
Während bei dem verwendeten Datenset nach Median der minimale Fehler bei einer Rastergröße
von 0,7° erreicht wird, wird der geringste Fehler nach arithmetischem Mittel bei einer Rastergröße
von 5,63° erzielt. Dieser Abschnitt betrachtet, ob und inwieweit unter Verwendung der mehrstugen
Dictionary-basierten Strategie (siehe Abschnitt 4.3) zur Fokusbestimmung diese Ausgangswerte
verbessert werden können. Getestet wurden jeweils Kombinationen aus Grob- und Feinraster (sodass
die generische mehrstuge Strategie hier konkret zweistug instanziiert wurde) beginnend bei 180°,
welches entsprechend der vorhergegangenen Betrachtung, jeweils bis hin zu 180 ⋅ 2−14 ≈ 0,01°
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halbiert wurde. Somit wurden insgesamt (142 ) = 91 Kombinationen aus grobem und feinem Raster
evaluiert.
Als intuitive Wahl für eine Rasterkombination mag bei Betrachtung der Daten aus der vorherge-
henden Untersuchung S = {5,63°, 0,7°} erscheinen, also die Kombination der Zellgrößen, die bei
einstuger Strategie nach arithmetischemMittel und Median den geringsten Fehler produzieren.
Diese Kombination verursacht nach Median eine Abweichung von 57,25 km, nach arithmetischem
Mittel eine Abweichung von 948,62 km. Wie Tabelle B.4 zu entnehmen, die die einzelnen Ergeb-
nisse im Detail zeigt, kann aber noch eine weitere Verbesserung erzielt werden. Der minimale
Fehler nach Median (46,65 km) wird mit der Kombination S = {2,81°, 0,35°}, der geringste Feh-
ler nach arithmetischemMittel (869,38 km) mit S = {11.25°, 1.41°} erreicht. Tabelle 4.4 zeigt die




Dictionary (min. d; s = 5,63°) 1.028,78 199,19
Dictionary (min. d̃; s = 0,7°) 1.694,26 61,52
Dictionary mehrst. (S = {5,63°, 0,7°}) 948,62 57,25
Dictionary mehrst. (S = {2,81°, 0,35°}) 1.084,65 46,65
Dictionary mehrst. (S = {11,25°, 1,41°}) 869,38 72,18
Tabelle 4.4: Vergleich für Fehler nach arithmetischem Mittel d und Median-Fehler d̃ zwischen
Dictionary-basierter und mehrstuger Dictionary-basierter Strategie
4.5 .3 optimierung der k-nn-basierten strategie
Die k-NN-basierte Strategie (siehe Abschnitt 4.4.3) nutzt Apache Lucene89 als technologische
Grundlage. Während der Trainingsphase werden sämtliche Dokumente in einem Lucene-Index
gespeichert. Die in Formel 4.13 dargestellte Funktion findSimilarDocuments(k,D) wird durch
eine MoreLikeThis-Suche90 realisiert, welche zu dem gegebenen Dokument D eine gerankte Lis-
te mit ähnlichen Dokumenten im Index ndet. Als Ähnlichkeitsmaß wird die standardmäßige





92 Die verwendete Implementierung nutzt eine Reihe weiterer Faktoren, sodass hier streng genommen keine Euklidsche
Distanz vorliegt, wie in Abschnitt 4.4.3 vorgeschlagen. Experimente haben aber gezeigt, dass in diesem Fall die Lucene-
Implementierung der Euklidschen Distanz überlegen ist.
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Ermittlung der optimalen Featurekombination Zur Bestimmung der optimalen Featurekombi-
nation für die k-NN-basierte Strategie (siehe Abschnitt 4.4.3) wurde analog vorgegangen wie in
Abschnitt 4.5.2 beschrieben. k (also die Anzahl ähnlicher Dokumente, die zur Koordinatenermitt-
lung berücksichtigt werden) wurde zunächst auf 1 festgelegt, die Betrachtung unterschiedlicher
Werte für k erfolgt im nächsten Schritt. Von den 70 betrachteten Featurekombinationen wurde mit
wortbasierten 1-Grammen sowohl im Hinblick auf das arithmetische Mittel als auch den Median-
Fehler das beste Ergebnis erzielt. Ersterer betrug 1.226,6 km, letzterer 101,65 km. Die Ergebnisse sind
aufgeschlüsselt für jede evaluierte Featurekombination in Tabelle B.5 und B.6 zu nden.
Betrachtung des Parameters k In Abbildung 4.7 ist die Entwicklung des Fehlers nachMedian und
arithmetischemMittel bei Werten für k = [1, 10] dargestellt. Während die Werte für den Median bei
Erhöhung von k vergleichsweise konstant bleibt, sinkt der Fehler nach arithmetischemMittel bei
Erhöhung von k deutlich. Bemerkenswert ist die Tatsache, dass die stärkste Reduktion im Hinblick
auf d beim Schritt von k = 2 zu k = 3 erzielt wird. Dies liegt an der Aggregationsmethode der
ermittelten Koordinaten: Der geometrische Median (siehe Abschnitt 2.1.4), mit dem das Zentrum
minimaler Distanz ermittelt wird, entspricht bei k = 2 Dokumenten (und somit Koordinatenpaaren)
dem einfachen räumlichen Mittelpunkt (Abschnitt 2.1.3). Für k ≥ 3 hingegen ändert sich das
Verhalten des geometrischen Medians dahingehend, dass bei Mengen mit Koordinatenpaaren
Ausreißer „eliminiert“ werden: Bei drei Koordinatenpaaren beispielsweise, von denen zwei relativ
nahe beieinander und eines deutlich entfernt liegt, bendet sich das Zentrumminimaler Distanz bei
den beiden beieinanderliegenden Koordinaten (siehe Abbildung 2.2). Übertragen auf die vorliegende
k-NN-Strategie bedeutet dies, dass etwaige Fehlprädiktionen gut korrigiert werden können. Der
minimale Median-Fehler mit 101,41 km wird bei den abgebildeten Daten bei k = 1, der minimale
Fehler nach arithmetischem Mittel in Höhe von 963,48 km bei k = 6 erzielt. Für den nachfolgenden
Vergleich wird k = 5 festgelegt, da für größere Werte von k der Fehler nach arithmetischemMittel
weniger stark fällt, der Fehler nach Median jedoch stetig zunimmt.
4.5 .4 einfluss der grösse des trainingssets
Nachfolgend wird untersucht, wie sich die Menge an Trainingsdaten auf die Qualität der Fokus-
bestimmung auswirkt. Dazu wurden die Dictionary- und die k-NN-basierte Strategie mit jeweils
zunehmender Menge an Trianingsdokumenten trainiert und mit dem Validierungsset getestet. Die
Menge wurde, beginnend mit einem Dokument, jeweils schrittweise verdoppelt bis jeweils die ge-
samte Trainingsmenge von 16.231 Dokumenten ausgeschöp war (der letzte Schritt entspricht somit
nicht ganz einer Verdopplung). Insgesamt wurde die beschriebene Prozedur zehnmal mit zufällig
ausgewählten Teilmenge zum Training wiederholt, um statistische Schwankungen auszugleichen.
Die dargestellten Werte stellen somit den gemittelten Wert aus den zehn Durchläufen dar.
Die in Abbildung 4.8 und 4.9 dargestellten Resultate zeigen, dass sowohl bei der k-NN-basierten als
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Abbildung 4.7: Arithmetisches Mittel und Median der Fehlerdistanzen in Kilometern bei k-NN-
basierter Strategie und Wikipedia-Datenset mit variierten Werten für k
bessere Resultate bezüglich der Abweichung nach arithmetischemMittel und Median erzielt werden.
Im Verlauf acht die durch Verdopplung der Daten erzielte Verbesserung im Median etwas ab, das
arithmetische Mittel fällt jedoch im Hinblick auf den Median noch vergleichbar stark. Die Resultate
zeigen, dass auch bei einer weiteren Vergrößerung des Trainingssets über die 16.231 Dokumente
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Abbildung 4.8: Entwicklung des arithmetischen Mittels und Medians der Fehlerdistanzen in Kilo-
metern bei Dictionary-basierter Strategie und Wikipedia-Datenset bei Verdopplung
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Abbildung 4.9: Entwicklung des arithmetischen Mittels und Medians der Fehlerdistanzen in Kilo-
metern bei k-NN-basierter Strategie und Wikipedia-Datenset bei Verdopplung der
Trainingsmenge mit jedem Schritt
4.6 vergleich
Dieses Kapitel vergleicht die vorgestellten Strategien zur Fokusbestimmung miteinander. Diese
nutzen jeweils die im vorherigen Abschnitt 4.5 ermittelten Optimalkongurationen. Zusätzlich zu
den vorangehend bereits ermittelten Fehlerdistanzen, für die entsprechend der Vorgehensweise in
Abschnitt 4.5.2 das arithmetische Mittel und der Median in Kilometern ermittelt wird, wird nachfol-
gend noch die Wahrscheinlichkeit mit Fehlern von höchstens x Kilometern p(d ≤ x) für die Werte
von x ∈ {1, 10, 100, 1.000} angegeben. Damit wird ein Überblick über die jeweiligen Fehlerintervalle
erleichtert, indem abgelesen werden kann, wie viel Prozent der Dokumente beispielsweise mit einem
Fehler von höchsten 100 km lokalisiert wurden. Dokumente im Datenset TUD-Loc-2013, in jeweils
denen keine Referenz-Fokuslokation vorhanden ist, werden übersprungen. Im Falle, dass eines
der hier vorgestellten Verfahren keine Fokus-Lokation bzw. dazugehörige Koordinaten extrahiert,
wird ein maximaler Fehler von 20.037,58 km angenommen (entsprechend der maximal möglichen
Entfernung zweier Punkte auf der Erdoberäche ausgehend von einem maximalen Erdumfang von
40.075,16 km am Äquator).
Diese Bewertung ist bewusst streng gewählt, um Extraktionen, bei denen kein Ergebnis erzielt
wurde, stark zu bestrafen. In diesem Fall hat der maximal angenommene Fehler von 20.037,58 km
einen starken Einuss auf den ermittelten Fehler nach arithmetischem Mittel. Die hier verwendeten
Strategien könnten die erzielten Ergebnisse beispielsweise schönen, indem in jenen Fällen, in denen
per Algorithmus keine Fokuslokation bestimmt werden kann, einfach eine Koordinate per Zufalls-
prinzip (oder jene mit höchster A-priori-Wahrscheinlicheit) bestimmt wird, womit in solchen Fällen
der Fehler im Durchschnitt auf die Häle des maximal angenommenen reduziert werden könnte.
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Dies widerspricht jedoch den hier zugrunde gelegten Prinzipien eines fairen Vergleichs und wird
nicht angewendet.
p(d ≤ x), x in km Fehler in km
1 10 100 1.000 d d̃
Position 54 54 60 74 2.273,89 0,15
Einwohnerzahl 12 12 20 40 3.170,43 1.386,38
Frequenz 48 50 62 76 1.676,84 6,69
Mittelpunkt 12 12 16 58 1.692,95 840,85
Min. Distanz 26 28 44 80 1.213,39 137,08
Trust 24 26 30 60 1.855,64 385,98
Machine Learning 60 64 74 90 835,03 0
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Abbildung 4.10: Kumulierte Fehlerwahrscheinlichkeiten der Ranking-basierten Algorithmen für
Fokusbestimmung auf TUD-Loc-2013-Testset
TUD-Loc-2013 Für das Datenset TUD-Loc-2013 wurde keine Evaluierung der Textklassikations-
basierten Methoden vorgenommen, da das Datenset mit insgesamt 152 Dokumenten zu klein ist
und hier nicht ausreichend Trainingsdaten zur Verfügung stehen. Die Machine-Learning-basierte
Strategie wurdemit demTrainingsset vonTUD-Loc-2013 trainiert. Tabelle 4.5 zeigt die Ergebnisse für
die Fokusbestimmung für TUD-Loc-2013. DieMachine-Learning-basierte Strategie schneidet hier in
sämtlichen Belangen am besten ab. DerMedian-Fehler beträgt 0 km, der Fehler nach arithmetischem
Mittel 835,03 km. In Bezug auf den Fehler nach arithmetischem Mittel liegt die Strategie „Minimale
Distanz“ mit 1.213,39 km an zweiter Stelle. Nach Median-Fehler hingegen ist die Strategie „Position“
mit 0,15 km zweitplatziert. Abbildung 4.10 stellt die Verteilungen der Fehler dar.
Wikipedia-Datenset In Tabelle 4.6 sind die entsprechenden Ergebnisse für das Wikipedia-Da-
tenset dargestellt. Hier wurden zusätzlich die Strategien mit Textklassikation evaluiert (unter
Verwendung des komplementäre Naïve-Bayes-Scorings in Formel 4.10 und 4.11). Die Ergebnisse
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p(d ≤ x), x in km Fehler in km
1 10 100 1.000 d d̃
Position 46,34 62,82 74,23 84,29 1.112,38 1,51
Einwohnerzahl 0,35 3,01 18,4 70,08 1.682,43 358,8
Frequenz 25,33 42,44 60,67 81,73 1.305,28 27,7
Mittelpunkt 9,8 21,84 49,13 83,17 794,32 105,52
Min. Distanz 27,18 51,81 76,66 91,6 542,42 8,7
Trust 6,35 16,31 38,48 82,14 1.002,44 172,79
Machine Learning 50,59 72,4 87,26 95,01 345,49 0,95
Dictionary (s = 0,7°) 1,12 13,64 61,82 82,79 1.153,8 50,4
Dictionary mehrst. (S = {5,63°, 0,7°}) 1,12 13,84 63,2 91,74 590,43 50,61
k-NN (k = 5) 1,5 13,49 48,86 81,9 1.009,94 107,49
Tabelle 4.6: Evaluierungsergebnisse für Fokusbestimmung auf Wikipedia-Testset
spiegeln zunächst die Erkenntnisse, welche auch für das TUD-Loc-2013-Datenset gewonnen wurden
wieder: Die Machine-Learning-basierte Fokusbestimmung liefert durchweg bessere Resultate als
die Heuristiken. Der Fehler nach arithmetischemMittel liegt hier bei 345,49 km, der Median bei
0,95 km. Die Heuristik „Minimale Distanz“ erzielt den zweitgeringsten Fehler nach arithmetischem
Mittel (542,42 km), mit „Position“ wird der zweitbeste Median in Höhe von 1,51 km erreicht.
Vergleichsweise stark abgeschlagen zur Strategie „Machine Learning“ liegen die hier zusätzlich
evaluierten Verfahren, die Textklassikation zur Fokusbestimmung nutzen. Dies mag zunächst zu
dem Schluss führen, dass jene Verfahren über keinen praktischen Wert verfügen. Diesen Schluss
gilt es allerdings in zweierlei Hinsicht zu relativieren: Die textklassikationsbasierten Verfahren
benötigen keine vorgelagerte Lokationsextraktion und somit keinen Gazetteer im Hintergrund, in
dem potentielle Lokationen nachgeschlagen werden müssen. Für einen Beispielsatz wie „We had
a ride in the cable cars and went to the bay“ könnte mit den Ranking-basierten Verfahren keine
Aussage über den lokalen Fokus getroen werden, da der Satz keine expliziten Ortsangaben wie
„San Francisco“ enthält, welche durch die Lokationsextraktion extrahiert werden können. Die hier
vorgestellten Verfahren auf Basis von Textklassikation können in solchen Situationen ihre Stärken
ausspielen, sofern trainierte regionsspezische Merkmale erkannt werden.
Desweiterenmuss bedachtwerden, dass die hier verwendete Trainingsmenge von 16.231Dokumenten
immer noch vergleichsweise gering ist. Bei der hier für denDictionary-basiertenAnsatz verwendeten
Rastergröße von s = 0,7° entstehen 5.653 nichtleere Zellen, zwischen denen der Textklassikator
unterscheiden muss. Dies entspricht im Durchschnitt also gerade einmal 2,87 Dokumenten pro
Rasterzelle, die für das Training zur Verfügung stehen. Dass hier mehr Trainingsdokumente die
Resultate weiter verbessern können, wurde bereits in Abschnitt 4.5.4 deutlich. Nachfolgend wird aus
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Abbildung 4.11: Kumulierte Fehlerwahrscheinlichkeiten für Fokusbestimmung auf Wikipedia-
Datenset
Abbildung 4.11 zeigt die Verteilung der einzelnen Fehlerwahrscheinlichkeiten für das Wikipedia-
Datenset. Deutlich wird hier das Phänomen, dass die Genauigkeit unter 1 bzw. 10 km bei den
Strategien mit Textklassikation im Vergleich zu den anderen (vor allem der Strategie „Machine
Learning“) extrem zurücksteht. Hier protieren die Ranking-basierten Verfahren von demGazetteer,
der genaue Koordinatendaten liefern kann.
Wikipedia komplett Abschließend wurde die Fokusbestimmung mittels Textklassikation auf
der gesamten englischsprachigen Wikipedia evaluiert. Hiermit sind Vergleiche mit der Arbeit von
Wing und Baldridge (2011) möglich, deren Experimente ebenfalls auf einemWikipedia-Dump vorge-
nommen wurden. Verwendet wird der Dump der englischsprachigen Wikipedia vom 3.Mai 201393.
Es galten die gleichen Kriterien wie auch bereits für das in Abschnitt 4.5 beschriebene Wikipedia-
Datenset: Betrachtet werden sämtliche Artikel aus dem Haupt-Namespace94, die über ein coord-Tag
verfügten welches ein display-Attribut mit demWert title oder t hatten. Seiten, deren Namen
mit „List of “ begann, wurden hier ebenfalls ignoriert.
Um den Wikipedia-Dump im vorhandenen Evaluierungsframework verarbeiten zu können, wurde
das Palladian-Toolkit (Urbansky, Muthmann, Katz und Reichert, 2012) um einen entsprechenden
Parser erweitert, der eine direkte Verarbeitung der komprimierten XML-Daten erlaubt, ohne diese
dekomprimieren zu müssen (die komprimierte Datei im bzip2-Format ist über 9,8 GB groß). Die
Aueilung in Trainings- und Testset geschieht hier auf Basis der eindeutigen Seiten-IDs imVerhältnis
90:10. Seiten, bei denen die IDs ohne Rest durch zehn teilbar sind, wurden als Test-, die anderen
als Trainingsdokumente verwendet. Nach den oben genannten Kriterien standen somit insgesamt
93 http://dumps.wikimedia.org/backup-index.html
94 Das heißt, nur Wikipedia-Artikel im eigentlichen Sinne ohne beispielsweise Diskussionsseiten; innerhalb des Dumps
haben die Artikelseiten den Namespace-Identikator 0, siehe http://en.wikipedia.org/wiki/Wikipedia:Namespace
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560.300 Dokumente mit Koordinaten zur Verfügung, wovon 504.630 auf das Trainings- und 55.670
auf das Testset entelen.
Abbildung 4.12: Belegung der Rasterzellen für Dictionary, welches aus 90% der Wikipedia-Artikel
trainiert wurde; ein schwarzer Punkt entspricht einem vorhandenen Trainingsdo-
kument an der entsprechenden Stelle
In Abbildung 4.12 ist die räumliche Verteilung der Trainingsdokumente visualisiert. Schwarze
Punkte in der Abbildung repräsentieren Zellen, in denen Trainingsdokumente vorhanden sind,
weiße Flächen hingegen sind unbelegte Zellen. Das Dictionary wurde analog zuWing und Baldridge
(2011) mit einer Rastergröße von 0,1° trainiert und enthält über 35 Mio. unterschiedliche n-Gramme
der Länge 6 bis 9. Von den bei der Rastergröße von 0,1° theoretisch möglichen 6,48 Mio. Zellen sind
172.034 nichtleer, was einem Anteil von 2,65% entspricht. Insgesamt sind in der Term-Kategorie-
Matrix des Dictionarys über 267 Mio. Einträge nichtleer. Die durchgeführten Evaluierungen liefen
insgesamt über mehrere Tage und es war notwendig, der verwendeten Java-VM einen maximalen
Heap-Speicher von 12GB zuzuweisen.
In Tabelle 4.7 sind die Ergebnisse der Evaluierungen dargestellt. Im Vergleich mit den Ergebnissen,
die mit dem kleinen Trainingsset der Wikipedia erzielt wurden (siehe Tabelle 4.6), ist hier durch die
große Datenmenge eine enorme Verbesserung der Ergebnisse zu verzeichnen. Die besseren Resultate
erzielt die mehrstuge Dictionary-basierte Variante, die einen Median-Fehler von 13,24 km und
einen Fehler nach arithmetischemMittel von 219,21 km produziert. Die k-NN-Strategie verursacht
einen minimal höheren Fehler nach Median (14,08 km), jedoch ein deutlich höheres arithmetisches
Mittel bezüglich des Fehlers in Höhe von 329,58 km. Die Resultate entsprechen somit weitestgehend
denen vonWing und Baldridge (2011), die einen Fehler nach arithmetischemMittel von 221 km und
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einen Median von 11,8 km angeben95. Die Angaben zu den kumulierten Fehlerabweichungen fehlen
in der Tabelle, da die Autoren dazu leider keine Angaben machen.
p(d ≤ x), x in km Fehler in km
1 10 100 1.000 d d̃
Dictionary mehrst. (s = 0,1°) 4,55 42,49 84,94 97,22 219,21 13,24
k-NN (k = 5) 8,62 43,4 77,52 93,94 329,58 14,08
Wing und Baldridge (2011) ? ? ? ? 221 11,8
Tabelle 4.7: Evaluierungsergebnisse für Fokusbestimmung auf Wikipedia-Dump, zum groben Ver-
gleich Wing und Baldridge (2011), die keine kumulierten Fehlerabweichungen angeben
(hier mit ? ausgewiesene Einträge).
Dictionary mehrst.#
               (s = 0,1°)
k-NN (k = 5)
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Abbildung 4.13: Kumulierte Fehlerwahrscheinlichkeiten für Fokusbestimmung auf komplettem
Wikipedia-Dump
Die Ergebnisse oenbaren außerdem, dass selbst mit der enormen Trainingsmenge die erzielten
Vorhersagen weniger akkurat sind, als jene, welche sich mittels Machine-Learning-basiertem Ran-
king erzielen lassen. Im Vergleich mit den Ergebnissen in Tabelle 4.6, in der beispielsweise die
Wahrscheinlichkeit p(d ≤ x) für einen Fehler x = 10 km 72,4% beträgt, liegt diese hier bei deutlich
geringeren 42,49% bzw. 43,4%. Werden maximale Fehlerdistanzen von x = 1 km gefordert, wird
dies mittels Machine-Learning-Methode in 50,59% der Fälle erreicht, mittels Textklassikation
nur in 4,55% bzw. 8,62% der Fälle. Hier oenbaren sich also die Vorteile der genauen Lokationsin-
formationen, welche im Rahmen der Lokationsextraktion aus dem Gazetteer gewonnen werden
können.
Trotz alledem haben die hier vorgestellten Verfahren der Textklassikation ihre Daseinsberechtigung,
gerade im Zusammenhang mit Texten minderer Qualität oder solchen, denen explizite Ortsangaben
fehlen. Für zukünige Untersuchungen erscheinen hier insbesondere kombinierte Verfahren, die
die Textklassikation als Fallback und/oder zusätzliches Feature im Rahmen das Machine-Learning-
basierten Rankings nutzen, vielversprechend.
95 Wing und Baldridge (2011) verwendeten einen anderen Datenbestand der Wikipedia vom 4. September 2010, der mittler-
weile nicht mehr verfügbar ist. Außerdem werden die Wikipedia-Seiten anders geparst, und beispielsweise Daten aus
Infoboxen verarbeitet. Die angegebenen Werte dienen damit nur als grober Richtwert zum Vergleich.
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4.7 zusammenfassung
In diesem Kapitel wurden mehrere Methoden vorgestellt, um den geographischen Fokus von Text-
dokumenten zu ermitteln. Die einzelnen Strategien gehören den beiden Gruppen „Ranking-basiert“
(Abschnitt 4.2 und 4.3) und „textklassikationsbasiert“ (Abschnitt 4.4) an. Innerhalb der ersten
Gruppe wurden mehrere einfache Heuristiken vorgestellt. Im Zuge der Related-Work-Recherche
wurden keine Arbeiten gefunden, die die Fokusbestimmung mittels Machine-Learning-basierter
Klassikation und einer Reihe von lokations- und textspezischen Features wie sie in Abschnitt 4.3
vorgestellt wurde, durchführen.
Im Rahmen der textklassikationsbasierten Verfahren wurde eine Dictionary-basierte Strategie
diskutiert, welche Koordinaten mittels Raster auf Kategorien abbildet. Diese Strategie ähnelt im
Grundsatz der von Wing und Baldridge (2011) präsentierten. Eine deutliche Verbesserung konn-
te durch die darauf aufbauende, in Abschnitt 4.4.2 vorgestellte, mehrstuge Weiterentwicklung
präsentiert werden. Bei mittelgroßen Trainingsmengen kann hiermit der Fehler im Vergleich zur
Dictionary-basierten Strategie bei gleichen Trainingsdaten deutlich reduziert werden. In den Re-
sultaten in Tabelle 4.6 beispielsweise reduziert sich der Fehler d nach arithmetischemMittel von
1.153,8 km auf 590,43 km bei quasi gleichbleibendem Median d̃, was einer Verringerung um 48,83%
entspricht. Desweiteren wurde eine k-NN-Strategie vorgestellt, welche die Fokusbestimmung eben-
falls mittels Textklassikation, jedoch ohne Rastertransformation vornimmt. Letztere erzielt aber
keine bessere Vorhersagegenauigkeit als die mehrstuge Dictionary-basierte Variante.
Die Auswirkungen einzelner Kongurationsparameter wurden detailliert untersucht und die insge-
samt zehn vorgestellten Verfahren mit drei verschiedenen Datensets unterschiedlichen Umfangs
evaluiert. Ein Vergleich dieses Umfangs wurde nach aktuellem Stand bisher in keiner verwandten
Arbeit vorgenommen.
Die zweite Hypothese dieser Arbeit (siehe Abschnitt 1.4), welche besagt, dass bei Verwendung
kleiner Trainingsmengen und eines Machine-Learning-basierten Klassikators zum Ranking der
geographische Fokus von Texten besser bestimmt werden kann als mittels Textklassikation, wurde
unter Verwendung des Datensets „TUD-Loc-2013“ und des Wikipedia-Datensets bestätigt. Die
erreichten Resultate können per Textklassikation nur annähernd erzielt werden, wenn Trainings-
daten in beträchtlich höherem Umfang zur Verfügung stehen, wie hier mittels Training aus dem





In den vorangehenden Kapitel wurde gezeigt, wie einzelne Lokationen und der geographische Fokus
aus Nachrichtentexten extrahiert werden kann. In diesem Kapitel werden diese Informationen
genutzt, um eine automatisierte Aggregation nutzergenerierter Inhalte für Nachrichtenereignisse
vorzunehmen und somit die dritte und vierte Forschungsfrage dieser Arbeit zu adressieren.
Das Kapitel zeigt, wie Nachrichtenereignisse (siehe Abschnitt 1.2) durch eine kontinuierliche Über-
wachung von konventionellen Nachrichtenquellen wie beispielsweise CNN, Reuters oder BBC und
ein Clustering der akquirierten Beiträge erkannt werden. Erkannte Ereignisse induzieren eine ziel-
gerichtete Aggregation auf Quellen für nutzergenerierte Inhalte. Wird beispielsweise das Ereignis
„Proteste auf demMajdan Nesaleschnosti in Kiew“ erkannt, ist das Ziel, passende Suchanfragen zu
generieren, mit denen Texte, Bilder und Videos auf Instagram, Twitter, YouTube oder Flickr gefun-
den werden können, welche die Proteste aus Sicht von Augenzeugen portraitieren. Hiermit werden
die Voraussetzungen für die in Abschnitt 1.1 skizzierte Vision einer Social-Media-unterstützten
Nachrichtenplattform, die nachfolgend als „NewsSeecr“ bezeichnet wird, geschaen.
Im Kapitelverlauf werden verschiedene Anfragestrategien vorgestellt, mit denen ein hoher Recall
bei der Aggregation ereignisrelevanter Inhalte erzielt werden soll. Um innerhalb der Ergebnisse eine
hohe Precision zu erreichen, also irrelevante Resultate auszultern, die durch die Recall-priorisierten
Aggregationsstrategie gesammelt wurden, werden Klassikationsmethoden eingesetzt.
5.1 verwandte arbeiten
Motiviert durch die ursprüngliche Topic-Detection-and-Tracking-Initiative (J. Allan, 2002) entstan-
den eine Reihe von Arbeiten, die die dort vorgestellten Konzepte auf nutzergenerierte Inhalte und
Social-Media-Plattformen übertrugen.
Ikeda, Fujiki und Okumura (2006) präsentieren eine Methode, um Nachrichtenartikel mit Blogbei-
trägen zu verlinken. Sie siedeln das Problem im Bereich „Cross Database Retrieval“ an, extrahieren
repräsentative Termvektoren aus den jeweiligen Dokumenten und ermitteln Ähnlichkeiten auf Basis
dieser Vektoren.
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Das NewsStand-System (Teitler et al., 2008) ähnelt in Teilen dem hier vorgestellten NewsSeecr-
Konzept. Beiträge von Nachrichtenplattformen werden mittels Web-Feeds aggregiert und geclustert,
um diese ereignisbasiert zusammenzufassen. Auch hier wird eine Extraktion von Geo-Daten vorge-
nommen, die jedoch ausschließlich dazu dient, dem Anwender die Nachrichtenereignisse auf einer
Landkarte zu visualisieren. Nutzergenerierte Inhalte werden in NewsStand nicht berücksichtigt.
Mit PhotoStand (Samet, Adelo, Fruin, Lieberman und Sankaranarayanan, 2013) wird ein System
vorgestellt, das auf NewsStand aufbaut und Fotos aus den Artikelseiten extrahiert.
TwitterStand von Sankaranarayanan, Samet, Teitler, Lieberman und Sperling (2009) zielt darauf
ab, auf Twitter Nachrichtenereignisse zu identizieren, indem sie Clusteringverfahren auf Tweet-
Nachrichtenströme anwenden. Das gleiche Ziel verfolgt Becker, Naaman und Gravano (2011), die
eventspezische Features vorstellt und diese zur Klassikation verwendet. Watanabe, Ochi, Okabe
und Onai (2011) extrahiert Lokationsinformationen aus Tweets, um lokale Ereignisse zu erkennen.
Andere Twitter-zentrierte Arbeiten konzentrieren sich auf die Betrachtung bestimmter Naturkata-
strophen, wie beispielsweise Waldbrände (Longueville, Smith und Luraschi, 2009), Überutungen
(Starbird, Palen, Hughes und Vieweg, 2010) oder Erdbeben (Sakaki, Okazaki und Matsuo, 2010).
Benson, Haghighi und Barzilay (2011) hingegen extrahieren Beschreibungen von Konzertereignissen
aus Tweets, während Nichols, Mahmud und Drews (2012) Sportereignisse anhand von Twitter-
Inhalten zusammenfassen. Marcus et al. (2011) stellt einen Visualisierungsansatz vor, der Ereignisse
auf Twitter anhand ihrer Aktivitäten darstellt. Die hier genannten Vertreter repräsentieren nur einen
kleinen Bruchteil der Arbeiten aus dem Twitter-Umfeld. Die Recherche ergab jedoch, dass keine
Arbeiten existieren, die neben Twitter noch andere Quellen in die Aggregation miteinbeziehen
und eine quellenübergreifende Betrachtung vorzunehmen, wie es das Ziel der vorliegenden Arbeit
ist.
Mit dem Prototyp „Vox Civitas“ stellen Diakopoulos, Naaman und Kivran-Swaine (2010) ein Werk-
zeug für Journalisten vor, das diese bei der Analyse nutzergenerierter Inhalte für Ereignisse unter-
stützen soll. Die Arbeit konzentriert sich jedoch auf die Konzeption und Evaluierung des Systems
aus Nutzersicht und stellt keine Methoden zur Inhaltsaggregation vor.
Tsagkias, de Rijke und Weerkamp (2011) suchen gezielt nach textuellen Social-Media-Inhalten, um
diese in Verbindung mit Nachrichtenereignissen zu bringen. Allerdings wird in der Arbeit von
einer simulierten „Laborumgebung“ mit lokalem Datenbestand ausgegangen, der es den Autoren
gestattet, ausgefeilte Anfrage- und Rankingmodelle für die Suche zu adaptieren. Das hier vorgestellte
NewsSeecr-System hingegen wird im Hinblick auf den Praxiseinsatz konzipiert, bei dem die betrach-
teten Quellen „Black Boxes“ sind und somit auf das Ranking keinen Einuss genommen werden
kann. Tsagkias et al. (2011) setzen verschiedene Anfragemodelle um, die aus Texten der betrachteten
Artikel und Social-Media-Referenzinhalten unter Ausnutzung explizit vorhandener Links erzeugt
werden. Um die gerankten Resultatlisten einzelner Anfragen zu kombinieren, werden die von He
und Wu (2008) vorgeschlagenen Methoden der „Late Data Fusion“ angewendet.
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Psallidas, Becker, Naaman undGravano (2013) stellen Verfahren zur Erkennung von Ereignissen und
zur Aggregation zugehöriger Inhalte auf Social-Media-Plattformen vor. Sie unterscheiden zwischen
bekannten Ereignissen, wie beispielsweise dem amerikanischen Super Bowl und unbekannten
Ereignissen, die der Denition in dieser Arbeit entsprechen (siehe Abschnitt 1.2). Für das erste
Szenario müssen die Autoren auf vorhandenes Wissen über die Ereignisse zurückgreifen, welches
aus Kalendern von Event-Plattformen bereitgestellt wird und aus dem Suchanfragen generiert
werden, mit denen die gewünschten Inhalte gesucht werden. Für das zweite Szenario zur Erkennung
unbekannter Ereignisse schlagen die Autoren ein Clusteringverfahren vor.
Von Assaf, Senart und Troncy (2013) wird mit SNARC ein System zur kontextbasierten Aggregation
von Social-Media-Inhalten vorgestellt. Das System ist als Browsererweiterung realisiert und grei auf
verschiedene Standard-Web-APIs zu. Die Darstellung beschränkt sich jedoch auf Architekturaspekte,
eine Evaluierung aus der Information-Retrieval-Perspektive erfolgt nicht.
Der von der grundlegenden Idee ähnlichste Ansatz zu NewsSeecr ist jener von Tsagkias et al. (2011),
in dem ebenfalls eine zielgerichtete Suche nach nutzergenerierten Inhalten vorgenommen wird.
Allerdings beschränkt sich erwähnte Arbeit auf textorientierte Daten und es werden keine dedizier-
ten Geo-Anfragen verwendet. Die Autoren konnten die Suche genau auf ihren Anwendungszweck
abzustimmen, was im Szenario dieser Arbeit nicht möglich ist. NewsSeecr verwendet vergleichsweise
einfache Anfragen, die einen hohen Recall erzielen sollen und wendet anschließend Klassikations-
methoden an, um die Relevanz der gefundenen Ergebnisse zu gewährleisten. Ähnlich Psallidas et al.
(2013) wird innerhalb von NewsSeecr ein Clustering vorgenommen, um Ereignisse zu erkennen.
Dies geschieht jedoch nicht mit nutzergenerierten Inhalten, sondern mit aggregierten Nachrichten
von konventionellen Nachrichtenplattformen. Erst im Anschluss werden auf Basis erkannter Ereig-
nisse Suchanfragen generiert und an Quellen mit nutzergenerierten Inhalten gestellt. Durch diese
Methode ergibt sich folgender Vorteil: Die Erkennung von Ereignissen kann durch Beobachtung
vertrauenswürdiger Nachrichtenquellen zuverlässiger und mit geringerem Aufwand erfolgen als
dies beispielsweise anhand der Nachrichtenströme von Twitter möglich wäre, da hier nur wenig
Textinformation aber viel „Rauschen“ in Form irrelevanter Tweets vorhanden ist.
5.2 datenquellen
Wie im Rahmen der in Abschnitt 1.5 vorgestellten Architektur beschrieben, unterscheidet NewsSeecr
zwischen konventionellen Nachrichtenplattformen und Plattformen für nutzergenerierte Inhalte.
Für beide Arten von Datenquellen werden unterschiedliche Zugrismethoden verwendet.
Konventionelle Nachrichtenplattformen Web-Feeds im RSS-96 und Atom-Standard97 erlauben
es Computerprogrammen, Webseiten auf Änderungen und neue Inhalte zu überwachen. Im Ge-




die eine automatisierte Verarbeitung vereinfachen. Praktisch jede Nachrichtenseite bietet einen
Web-Feed an, der mittels regelmäßigem Polling auf neue Inhalte geprü werden kann. Innerhalb
der NewsSeecr-Architektur kommt der Feed Reader aus Palladian (Urbansky, Muthmann, Katz und
Reichert, 2012) zum Einsatz, der auf Basis der Arbeiten von Urbansky (2012) und Reichert (2012)
optimale Abfrageintervalle für einzelne Web-Feeds aus den tatsächlichen Aktualisierungsintervallen
ermittelt und somit ein ezientes Polling gestattet. Der verwendete Prototyp von NewsSeecr nutzt
eine manuell zusammengestellte Auswahl von 46 international relevanten Nachrichtenfeeds, die
zusammen täglich deutlich über 2.000 Beiträge publizieren.
Plattformen für nutzergenerierte Inhalte Wie in Kapitel 1 dargestellt, werden zu Spitzenzeiten
auf Twitter aktuell bis zu 7.000 Nachrichten pro Sekunde versendet. Eine kontinuierliche Auswer-
tung sämtlicher Daten dieser Plattformen stellt sich somit bereits aufgrund der schieren Masse als
schwierig dar. Desweiteren stellen die betrachteten Quellen in der Regel keine bzw. keine freien
Möglichkeiten bereit, den kompletten Nachrichtenstrom „mitzuschneiden“98. Andererseits gehen
Untersuchungen davon aus, dass nachrichtenbezogene Inhalte auf Twitter lediglich 8% der ausge-
tauschten Gesamt-Tweets ausmachen (Dann, 2010). Aus diesem Grund wird eine Aggregationsstrate-
gie verfolgt, bei der zielgerichtete Suchanfragen an die jeweiligen Quellen gestellt werden. Ermöglicht
wird dies dank der in den vergangenen Jahren gewachsenen Popularität von REST-Paradigmen
(Fielding, 2000) und die Bestrebungen verbreiteter Web-Plattformen, gut dokumentierte REST-APIs
für externe Entwickler und Anwendungen zur Verfügung zu stellen99.
5.3 clustering und ereigniserkennung
Die Erkennung von Ereignissen in NewsSeecr gemäß der Denition in Abschnitt 1.2 wird mittels
Clustering und einer nachfolgender Klassikation realisiert. Die umgesetzten Verfahren ähneln
durch den Einsatz eines Single-Pass-Clusterings den Konzepten der „New Event Detection“ (J. Allan,
Papka und Lavrenko, 1998) im Topic Detection and Tracking (J. Allan, 2002).
Als problematisch erweist sich der Umstand, dass die betrachteten Nachrichtenquellen nicht aus-
schließlich über aktuelle Ereignisse wie zum Beispiel „Dozens dead as magnitude-7.1 earthquake hits
the Philippines“100 berichten, sondern auch eigene redaktionelle Beiträge wie zeitliche Rückblenden
(z. B. „Retro Report:e Clone Named Dolly“101), allgemeine Reportagen (z. B. „Why Malala’s bra-
very inspires us“102), Essays oder Kolumnen enthalten, die jeweils keinen direkten zeitlichen Bezug
zu einem aktuellen Ereignis gemäß der verwendeten Denition haben.
98 Twitter beispielsweise gewährt mittlerweile nur noch über externe Dienstleister einen Zugri auf den sogenannten
„Garden Hose“





Durch das thematische Clustering wird ein erster Schritt unternommen, um ereignisrelevante
emen zu identizieren. Wichtige Ereignisse von internationalem Interesse, wie das oben erwähnte
Beispiel zum Erdbeben auf den Philippinen, nden innerhalb kürzester Zeit Beachtung in der
Berichterstattung mehrerer Nachrichtenquellen und sollen somit große Cluster generieren, die
sämtliche Nachrichten zum Ereignis enthalten. Sehr spezische Ereignisse von ausschließlich lokaler
Relevanz oder die oben charakterisierten redaktionellen Beiträge hingegen werden in der Regel nur
von einer einzigen oder wenigen Quellen publiziert und erzeugen somit ein- oder wenigelementige
Cluster. Durch die Betrachtung der Clustergröße können Ereigniscluster gut von anderen separiert
werden.
Ein weiterer Vorteil, der aus dem Clustering mehrerer Nachrichtenbeiträge gezogen wird, ist die
Redundanz für die Informationsextraktion. Obwohl die hier konzipierten Verfahren zur Lokations-
extraktion bessere Resultate liefern als vergleichbare Ansätze, sind diese nicht perfekt. Durch die
Kombination der Extraktionsergebnisse mehrerer Dokumente pro Ereignis können Fehler ausgegli-
chen werden.
5.3 .1 clustering
Bei statischen Dokumentmengen bieten sich zum Clustering Methoden wie k-Means (MacQueen,
1967; Steinhaus, 1957) an, bei denen eine feste Anzahl gewünschter Cluster im Vorfeld festgelegt
werden muss. Die hier betrachteten kontinuierlichen Nachrichtenströme hingegen verlangen nach
einer dynamischeren Methodik. Entsprechend ähnlicher Arbeiten zur Ereigniserkennung (J. Allan
et al., 1998) wird hier auf ein Single-Pass-Prinzip (Frakes und Baeza-Yates, 1992) zurückgegrien,
bei dem eingehende Nachrichtenbeiträge jeweils mit bereits bestehenden Clustern verglichen und
bei Überschreiten eines festgelegten Schwellwerts dem ähnlichsten Cluster zugewiesen werden.
Falls der Schwellwert nicht überschritten wird, wird ein neues Cluster erzeugt. Die Anzahl der
tatsächlich erzeugten Cluster ergibt sich also aus der Wahl des Schwellwerts. Höhere Schwellwerte
führen intuitiv zu einer größeren Menge kleiner Cluster, wohingegen geringe Schwellwerte in einer
kleinen Anzahl vergleichsweise großer Cluster münden.
Der Ablauf des verwendeten Cluster-Algorithmus ist in Abbildung 5.1 dargestellt. Das zu verarbei-
tende Dokument wird mit d bezeichnet, C gibt die Menge sämtlicher Cluster an, der Ähnlichkeits-
schwellwert wird mit similarityreshold bezeichnet. Mittels similarity(d ,c) wird die Ähnlichkeit
zwischen den Dokumenten d und c bestimmt. Konkrete Ähnlichkeitsmaße werden nachfolgend
vorgestellt. Um zu verhindern, dass ähnliche Dokumente, welche den festgelegten Ähnlichkeits-
schwellwert knapp unterschreiten auf zwei Cluster separiert und die Clusterstruktur somit im
Zeitverlauf zu stark fragmentiert, wird nach jeder Änderung eines vorhandenen Clusters überprü,
ob das veränderte Cluster den Ähnlichkeitsschwellwert zu einem anderen Cluster unterschreitet.
Tri dies zu, werden beide Cluster mitenander verschmolzen. Diese Idee wurde bereits erfolgreich
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funct clusterDocument(d ,C , similarityreshold) ≡
bestCluster ∶= null;
bestSimilarity ∶= 0;
for c in C do // Determine most similar cluster.
similarity ∶= similarity(d ,c);





if bestCluster ≠ null ∧ bestSimilarity ≥ similarityreshold
then
bestCluster ← d; // Add document to existing cluster.
for otherCluster in (C ∖ bestCluster) // Try to merge cluster into existing one.
if similarity(bestCluster, otherCluster) ≥ similarityreshold
then
otherCluster ∶= otherCluster ∪ bestCluster;




else C ← newCluster(d); // Create new cluster with document.
fi.
Abbildung 5.1: Pseudocode für Single-Pass-Clustering
von Sankaranarayanan et al. (2009) eingesetzt. Zur Ähnlichkeitsbestimmung zwischen zwei Clustern
kommt die gleiche Ähnlichkeitsfunktion wie zwischen zwei Dokumenten zum Einsatz.
Aufgrund dessen, dass die betrachteten Nachrichtendokumente jeweils eine starke zeitliche Abhän-
gigkeit vom zugehörigen Ereignis haben, können regelmäßig ältere, inaktive Cluster, denen keine
neuen Inhalte mehr hinzugefügt wurden, aus der betrachteten Clustermenge C entfernt werden.
Somit können Ressourcen im Hinblick auf Laufzeit und Speicher eingespart werden. Im Rahmen
des konzipierten Systems geschieht dies durch die Festlegung einer Maximalmenge von aktiven
Clustern. Wird diese Menge überschritten, wird der älteste Cluster aus C entfernt.
5.3 .2 ähnlichkeitsfunktionen
Zum Clustering wird eine geeignete Funktion similarity(d ,c) benötigt, mit der die Ähnlichkeit
zwischen Dokumenten bestimmt wird. Nachfolgend werden drei mögliche Ähnlichkeitsfunktionen
und eine Kombination vorgestellt.
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Textähnlichkeit Für die Textähnlichkeit wird ein Bag-of-Words-Modell genutzt, bei dem die einzel-
nenWörter mittels TF-IDF gewichtet werden (siehe Abschnitt 2.2). Im Rahmen der Vorverarbeitung
wird der Text in Kleinbuchstaben umgewandelt, anschließend werden jene Wörter entfernt, die
nicht aus alphanumerischen Zeichen bestehen, sich auf einer Stoppwortliste mit 590 englischen
Stoppwörtern benden oder kürzer als zwei Zeichen sind. Für Cluster werden die Texte sämtlicher
enthaltener Dokumente konkateniert.
Die IDF-Berechnung erfolgt auf Basis eines aus der englischsprachigenWikipedia generierten Doku-
mentkorpusmit 642.607 Einträgen. Eswurde außerdemmit zeichen- undwortbasierten n-Grammen
und einer Gewichtungen nach TF und IDF experimentiert, die besten Resultate wurden jedoch mit
der vorangehend beschriebenen Vorgehensweise erzielt. Die Ähnlichkeitsbestimmung in Formel 5.1
geschieht mittels Kosinus-Ähnlichkeit (Formel 5.2), die auf ein Intervall [0, 1] abbildet.
similaritytext(d , c) = cos(preprocess(d), preprocess(c)) (5.1)
cos(a, b) = a ⋅ b∥a∥∥b∥ (5.2)
Zeitliche Ähnlichkeit Der Faktor Zeit stellt ein weiteres Merkmal dar, um zu beurteilen, ob sich
zwei Nachrichtenbeiträge auf das selbe Ereignis beziehen. Je näher die Veröentlichungszeitpunkte
zweier Beiträge beieinander liegen, desto höher ist hierfür die Wahrscheinlichkeit. Zur Gewichtung
der zeitlichen Dierenz in Stunden wird eine Hill-Funktion (Hill, 1910) eingesetzt. Die Hill-Funktion
hat einen Wertebereich von [0, 1] und kann als logarithmische Variante einer Sigmoid-Funktion
betrachtet werden. Nachfolgend für angenommen, dass gilt λ = 1 und h = 72. Bei einem zeitlichen
Abstand von beispielsweise drei Tagen beträgt die Ähnlichkeit somit 0,5. Cluster, die aus mehreren
Dokumenten bestehen, werden anhand des Durchschnitts aus den Veröentlichungszeitpunkten
sämtlicher enthaltener Dokumente repräsentiert.
similaritytime(d , c) = 1 − hill(hoursDierence(d , c)) (5.3)
hill(x) = xλ
hλ + xλ (5.4)
Räumliche Ähnlichkeit Als drittes Ähnlichkeitsmaß wird die in Formel 5.5 angegebene räumliche
Nähe zwischen zwei Dokumenten bestimmt. Verwendet wird die in Kapitel 4 beschriebene Fokus-
bestimmung, die aus jedem Dokument die Hauptlokation extrahiert. Die Distanz in Kilometern
zwischen den Hauptlokationen wird anhand Formel 2.1.2 berechnet. Die Koordinaten von Clustern
werden aus dem geometrischen Median (Formel 2.1.4) der Koordinaten der enthaltenen Dokumente
ermittelt. Entsprechend der zeitlichen Ähnlichkeit wird auch hier eine Gewichtung mit der Hill-
Funktion (Formel 5.4) vorgenommen. Die Parameter der Hill-Funktion wurde wie folgt festgelegt:
λ = 1 und h = 100. Für den Fall, dass ein Dokument bzw. Cluster keine Lokation enthält, wird eine
Ähnlichkeit von 0 angenommen.
similaritygeo(d , c) = 1 − hill(distance(focus(d), focus(c))) (5.5)
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Kombinierte Ähnlichkeiten Die drei vorgestellten Ähnlichkeiten könnenmiteinander kombiniert
werden. Hierfür bietet sich eine Multiplikation der Einzelwahrscheinlichkeiten wie in Formel 5.6
beispielha für die Kombination aus Textähnlichkeit und zeitlicher Ähnlichlichkeit angegeben
an.
similaritytext ⋅ time(d , c) = similaritytext(d , c) ⋅ similaritytime(d , c) (5.6)
5.3 .3 datenset
Die Evaluierung von Clusteringverfahren erweist sich als schwierig. Für den hier betrachteten
Anwendungsfall existieren keine Referenzdatensets, die für einen Vergleich verwendet werden könn-
ten. Auf der anderen Seite bringt die manuelle Erzeugung eines umfassenden und repräsentativen
Datensets einen erheblichen Aufwand mit sich, da hier jede denkbare Dokument-Cluster-Paarung
manuell bewertet werden müsste. In der Praxis erweist sich eine solche Vorgehensweise als unprakti-
kabel.
Um trotzdem tendenzielle Aussagen über die vorgestellten Ähnlichkeitsfunktionen treen und eine
Optimierung der Algorithmen vornehmen zu können, wurde auf automatischemWege ein Datenset
von der NachrichtenplattformWikinews103 erzeugt. Wikinews gehört ebenso wie dieWikipedia zum
Wikimedia-Projekt104 und ist eine Wiki-basierte Plattform, auf der jeder Nutzer Artikel schreiben
und bearbeiten kann. Die Artikel auf Wikinews zeichnen sich dadurch aus, dass sie neben dem
eigentlichen Nachrichtentext zumeist noch über eine Sektion „Sources“ mit einer Liste von Links
auf externe Nachrichtenartikel zum jeweiligenema, die Hintergrundinformationen liefern und
Primärquellen darstellen. Abbildung 5.2 zeigt beispielsweise die Quellen für den Artikel „Iran to
reduce nuclear enrichment in exchange for sanctions reduction“105.
Abbildung 5.2: Quellen innerhalb des englischen Wikinews-Artikels „Iran to reduce nuclear enrich-
ment in exchange for sanctions reduction“
Es wurde die Annahme getroen, dass jeder Wikinews-Artikel innerhalb des zu erzeugenden





Dokumente repräsentieren. Erstellt wurde das Datenset unter Zuhilfenahme der MediaWiki-API106
und des MediaWiki-Parsers aus Palladian (Urbansky, Muthmann, Katz und Reichert, 2012). Für
den Zeitraum vom 1. Januar 2010 bis zum 31. Dezember 2012 wurden von der englischsprachigen
Seite sämtliche Wikinews-Artikel bezogen. Aus den resultierenden 3.299 Artikeln wurden jene
entfernt, die den Bestandteil „Wikinews Shorts“ im Titel enthielten, da dies zusammengefasste
Kurznachrichten mit unterschiedlichenemen sind107.
Aus den verbleibenden Artikeln wurden die Links aus der „Sources“-Sektion extrahiert, die auf
externe Seiten verwiesen und die folgenden Bereinigungsschritte vorgenommen: Kurze URLs, die
lediglich auf Startseiten verwiesen, wurden ausgeltert, außerdemwurden Links auf YouTube-Videos
und PDF-Dateien entfernt. Ignoriert wurden ferner sämtliche Links zu Artikeln von „e New
York Times“ und „e Times“108, da diese nur bei vorhandenem Abonnement aufgerufen werden
können. Aus den Webseiten der übrigen URLs wurde mittels Inhaltsextraktor aus Palladian der
Hauptinhalt extrahiert. Nicht mehr erreichbare Seiten, deren Aufruf in einem HTTP-Status-Code≥ 400 resultierten, wurden ignoriert.
Das erstellte Datenset besteht aus 2.957 Referenzclustern mit 8.511 Dokumenten. Die Veröentli-
chungszeitpunkte der Dokumente wurden aus den Datumsangaben der zugehörigen Wikinews-
Artikel extrahiert (siehe Abbildung 5.2). Es zeigte sich, dass die Anzahl der publizierten Wikinews-
Artikel über den betrachteten Zeitraum nicht gleichverteilt ist und über die drei Jahre jeweils
abgenommen hat. Das Jahr 2010 umfasst 1.637 Wikinews-Artikel mit 4.190 dazugehörigen Nachrich-
tendokumenten, Jahr 2011 besteht aus 824 Artikeln mit 2.446 Dokumenten, im Jahr 2012 sind 496
Artikel mit 1.875 Dokumenten vorhanden. Das Trainings- und Validierungsset wird deshalb durch
das Jahr 2010 repräsentiert, das Testset zusammen durch die Jahre 2011 und 2012.
5.3 .4 experimente und optimierung
Unter Verwendung des Trainings-/Validierungssets wird nachfolgend der optimale Ähnlichkeits-
schwellwert für die einzelnen Ähnlichkeitsmaße bestimmt, außerdem wird evaluiert, mit welcher
Ähnlichkeitsfunktion sich die besten Clustering-Ergebnisse erzielen lassen. Betrachtet werden die
einzelnen in Abschnitt 5.3.2 beschriebenen Ähnlichkeitsmaße und mögliche Kombinationen.
BCubed-Metrik Zur Evaluierung kommt die BCubed-Metrik (Bagga und Baldwin, 1998) zum Ein-
satz. Verglichen wird jeweils zwischen demReferenzclustering des Datensets und denmittels der hier
beschriebenen Verfahren erzeugten Clusterings. Amigó, Gonzalo, Artiles und Verdejo (2009), die in
einer umfangreichen Untersuchung verschiedene Evaluierungsmaße für Clusteringverfahren unter-
sucht haben, zeigen, dass BCubed die einzigeMetrik ist, die sämtliche der vier Qualitätsbedingungen
Homogenität, Vollständigkeit, „Rag Bag“ (wird einem bereits unsauberen Cluster ein unpassendes
106 http://www.mediawiki.org/wiki/API:Main_page
107 Beispiel: http://en.wikinews.org/wiki/Wikinews_Shorts:_May_5,_2012
108 http://www.nytimes.com, http://www.timesonline.co.uk, http://www.thetimes.co.uk
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Dokument hinzugefügt, wird dies weniger bestra als wenn dies bei einem sauberen Cluster pas-
siert), sowie Größe-Quantität-Tradeo (ein geringer Fehler in einem großen Cluster ist einer großen
Anzahl Fehlern in kleinen Clustern vorzuziehen) berücksichtigt. BCubed ermittelt zunächst für jedes
Dokument d im Datenset D die BCubed-Precision (siehe Formel 5.7) und Recall (entsprechend der
Precision unter Vertauschung der Reference- und Result-Mengen). cluster(S , d) bezeichnet hierbei
das Cluster aus Menge S, welches das Dokument d enthält (Carpenter, 2011).
b3Precision(d ,Reference,Result) = ∣ cluster(Result, d) ∩ cluster(Reference, d) ∣∣ cluster(Result, d) ∣ (5.7)
Anschließend werden aus BCubed-Precision und -Recall die Durchschnittswerte für das gesamte
Clustering ermittelt. Nachfolgend geschieht dies dokumentweise gemäß Formel 5.8 (analog für den
Recall). Aus BCubed-Precision und -Recall wird das kombinierte BCubed-F1-Maß als harmonisches
Mittel wie in Abschnitt 2.4 beschrieben berechnet.
b3Precision(Reference,Result) = ∑
d ∈D
b3Precision(d ,Reference,Result)∣D ∣ (5.8)
Optimale Schwellwerte und Evaluierungsergebnisse Für die Bestimmung des optimalen Ähn-
lichkeitsschwellwerts similarityreshold wurde dieser für jede Ähnlichkeitsfunktion im Intervall[0, 1] in Schritten von 0,05 erhöht und der bestmögliche BCubed-F1-Wert bestimmt. In Tabelle 5.1
sind die Ergebnisse dargestellt. „Baseline“ repräsentiert ein „triviales“ Clustering, bei dem für jedes
Dokument ein einelementiges Cluster erzeugt wird, die BCubed-Precision beträgt somit 100% bei
einem Recall von 41,68% und somit einem B-Cubed-F1 von 58,84%. Außerdem sind in Tabelle 5.1
die erzielten Resultate für den jeweils identischen Schwellwert auf dem ungesehenen Testset zu
sehen.
Im Hinblick auf das BCubed-F1-Maß wird auf dem verwendeten Datenset das beste Clustering
mit der kombinierten Ähnlichkeit „text ⋅ time“ erzielt. Auf dem Trainings-/Validierungsset erzielt
diese Kombination einen BCubed-F1-Wert von 84,19%. Von den Einzelähnlichkeiten wird mit „text“
der höchste F1-Wert von 73,65% erreicht. Die Hinzunahme des Faktors Zeit bringt somit, wie zu
erwarten, eine deutliche Verbesserung. Überraschenderweise kann mit den Geo-Kombinationen
„text ⋅ time ⋅ geo“ keine weitere Verbesserung erzielt werden, der F1-Wert liegt hier mit 80,05% unter
jenem für „text ⋅ time“. Die Ähnlichkeiten „time“ und „geo“ alleine schneiden mit 34,69 bzw. 40,93%
schlechter ab als die Baseline. Auch auf dem Testset wird mittels „text ⋅ time“ das beste Ergebnis
erreicht, die Werte sind hier insgesamt jedoch schlechter, was sich bereits anhand der Baseline zeigt,
die im BCubed-F1 über zehn Prozentpunkte unter dem Trainings-/Validierungsset liegt.
Fazit Aufgrund der hier dargestellten Ergebnisse liegt die Annahme nahe, dass die Einbeziehung
des Faktors „Räumliche Ähnlichkeit“ für das Clustering keine Vorteile bringt. Dies widerspricht
jedoch den praktischen Erfahrungen, die im Rahmen des NewsSeecr-Prototyps gewonnen wurden.
Wie in Abschnitt 5.2 dargestellt, werden durch das NewsSeecr-System täglich über 2.000 Nach-
richtenbeiträge aggregiert. Mit dem vorangehend verwendeten Datenset zur Evaluierung kann
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Training/Valdierung Test
Ähnlichkeit t B3-Pr. B3-Rc. B3-F1 B3-Pr. B3-Rc. B3-F1
Baseline 100 41,68 58,84 100 32,15 48,66
text 0,5 79,07 68,93 73,65 75,86 60,7 67,44
time 0,85 22,16 69,9 34,69 36,39 65,62 46,81
geo 0,95 30,66 61,54 40,93 27,87 51,01 36,05
text ⋅ time 0,25 90,91 78,4 84,19 91,38 70,27 79,45
text ⋅ geo 0,35 77,91 64,98 70,86 76,4 54,23 63,43
time ⋅ geo 0,6 80,52 66,16 72,64 82,7 54,23 65,5
text ⋅ time ⋅ geo 0,1 87,14 74,03 80,05 87,17 65,55 74,83
Abkürzungen: t = Ähnlichkeitsschwellwert,
B3-Pr./-Rc./-F1 = BCubed-Precision/-Recall/-F1-Maß
Tabelle 5.1: Resultate beim Clustering mit höchstem F1-Maß auf dem Trainingsset und die dazugehö-
rigen Schwellwerte sowie die Ergebnisse auf dem Testset; alle Werte in Prozent, Bestwert
für F1-Maß jeweils fett hervorgehoben
dieses Nachrichtenaufkommen nicht adäquat simuliert werden, da hier pro Tag gerade einmal 8
Nachrichtenbeiträge in durchschnittlich 2,7 Clustern vorhanden sind.
Die deutlich stärkere Steuung von Quellen innerhalb des realen NewsSeecr-Systems führt dazu,
dass häug innerhalb eines gemeinsamen Zeitraums Nachrichtenmeldungen gleichen Typs aggre-
giert werden, die sich jedoch auf unterschiedliche tatsächliche Ereignisse beziehen (beispielsweise
Meldungen zumema „Autounfall“, die sich auf verschiedene Orte beziehen jedoch identisches
Vokabular wie „crash“, „car“, „driver“ enthalten). Werden hier nur die Ähnlichkeitsfaktoren Text
und Zeit berücksichtigt, entstehen häug Cluster, die Beiträge verschiedener Ereignisse ähnlichen
Typs an unterschiedlichen Orten umfassen.
In der Praxis hat sich gezeigt, dass durch die Verwendung der Kombination „text ⋅ time ⋅ geo“ die-
sem Problem wirkungsvoll vorgebeugt werden kann. Eine Evaluierung ist jedoch aufgrund der in
Abschnitt 5.3.3 beschriebenen Einschränkungen schwierig.
5.3 .5 ereigniserkennung
Im Anschluss werden die einzelnen Cluster in die Kategorien „Ereignis“ bzw. „Nicht-Ereignis“
klassiziert. Hier sollen jene Cluster für nachfolgende Verarbeitungsschritte ausgeltert werden, die
keinen Ereignisbezug gemäß der Denition in Abschnitt 1.2 aufweisen. Die Ereigniserkennung wird
als Textklassikationsproblem adressiert. Dies begründet sich in der Tatsache, dass Nachrichten, die
der verwendeten Denition genügen, o eindeutige Terme enthalten, wie beispielsweise „protests“
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oder „earth quake“, wohingegen Terme wie „announce“ oder „proposal“ negative Indikatoren
sind.
Um den Textklassikator zu trainieren und Aussagen bezüglich der erzielten Genauigkeit treen zu
können, wurden aus dem NewsSeecr-Datenbestand aus einem Zeitraum von über sechs Monaten
2.939 Cluster ausgewählt, deren Größe zehn Nachrichten überschritt. Aus jedem Cluster wurde
zufällig eine Nachricht als Repräsentant ausgewählt und manuell einer der Kategorien „Ereignis“,
„Nicht-Ereignis“ oder „unklar“ zugeordnet. Auf die erste Kategorie entelen 693 Einträge (23,58%),
auf die zweite 1.835 (62,44%), als unklar wurden 411 Einträge (13,98%) bewertet.
Die Liste wurde chronologisch in zwei gleichgroße und disjunkte Mengen zum Training bzw. zum
unbesehenen Testen aufgeteilt. Jene Dokumente, die im Rahmen der manuellen Annotation mit
„unklar“ klassiziert wurden, wurden entfernt. Andererseits wurde die Dokumentmenge so erweitert,
dass sämtliche Dokumente, die sich im gleichen Cluster eines annotierten Dokuments befanden in
die Trainings- und Testmengen aufgenommen wurden. Somit umfasste das Traingsset 28.455, das
Testset 28.177.
Verwendet wird der Dictionary-basierte Textklassikator aus dem Palladian-Toolkit (Urbansky,
Muthmann, Katz und Reichert, 2012), der bereits im Rahmen der geographischen Fokusbestimmung
in Abschnitt 4.4.1 zum Einsatz kam. Unter Verwendung des Traingssets wurden ähnlich der Vorge-
hensweise in Abschnitt 4.5.2 unterschiedliche Einstellungen zur Feature-Extraktion evaluiert (Wort-
und Zeichen-basierte n-Gramme und Kombinationen). Die optimalen Ergebnisse wurden mittels
dem in Abschnitt 4.4.1 beschriebenen komplementären Naïve-Bayes-Scorings und der Featurekombi-
nation mit zeichenbasierten 3-4-Grammen erzielt. Diese Konguration erzielt bei der Klassikation
des ungesehenen Testsets eine Accuracy (siehe Abschnitt 2.4) von 86,95%. Im Vergleich zur trivialen
Baseline, die die häugste Klasse im Testset vorhersagt („Nicht-Ereignis“) und damit eine Accuracy
von 70,86% erzielt, entspricht dies einer Verbesserung um 16,09 Prozentpunkte.
5.4 anfragegenerierung und suche
Die Anfragegenerierung ermittelt in regelmäßigen Zeitintervallen, ob durch die vorangegangenen
Verarbeitungsschritte neue Ereigniscluster erkannt wurden. Ist dies der Fall, werden auf jene Cluster,
die eine festgelegte Mindestgröße überschreiten, eine Reihe von Informationsextraktionsschritten
angewendet, die die Eingabedaten für die zu erzeugenden Suchanfragen liefern. Der Ablauf ist in
Abbildung 5.3 dargestellt. Die dargestellte „Relevanzlterung“ im vorletzten Verarbeitungsschritt
wird im letzten Abschnitt dieses Kapitels besprochen.
5.4.1 informationsextraktion
Der folgendeAblauf extrahiert in drei Schritten Lokationsinformationen, deskriptive Schlüsselwörter
















Abbildung 5.3: Ablauf der Anfragegenerierung und Suche
Lokationsextraktion Für diesen Schritt wird auf die in Kapitel 3 vorgestellte Lokationsextraktion
und die in Kapitel 4 beschriebene Fokusbestimmung zurückgegrien. Der Text aller Nachrichtendo-
kumente des betrachteten Clusters wird dazu konkateniert und unter Verwendung des vorgestellten
Machine-Learning-basierten Verfahren Lokationsvorkommen L extrahiert. Anschließend wird
mittels Fokusbestimmung die Hauptlokation focus(L) extrahiert109.
Um Fehlextraktionen zu eliminieren, werden aus L jene Lokationen entfernt, die in weniger als 25%
der Dokumente des betrachteten Clusters vorkommen. Außerdem werden solche Lokationen ausge-
schlossen, die über 500 km von der ermittelten Hauptlokation focus(L) des Clusters entfernt liegen.
Die Menge wird ferner auf maximal zehn Lokationen, sortiert nach Aurittswahrscheinlichkeit
reduziert. Anschließend werden aus L zwei Mengen erzeugt, die Menge C mit Koordinaten und die
Menge P mit Ortsnamen.
Die Menge C enthält die Koordinaten sämtlicher punktbasierter Lokationen, für die eine Koordina-
tensuche vorgenommen wird. Gemäß der hier verwendeten Lokationstypen (siehe Abschnitt 3.4.2)
sind dies CITY und POI. Bei Lokationen anderen Typs, beispielsweise CONTINENT oder COUNTRY
mit großen räumlichen Ausmaßen ist eine koordinatengetriebene Suche hingegen nicht sinnvoll.
Um später unnötige Suchanfragen zu vermeiden, werden Koordinaten in C, die weniger als 1 km
voneinander entfernt sind, auf einen Punkt reduziert.
In P hingegen werden die Namen sämtlicher extrahierter Lokationen aus L aufgenommen. Ver-
wendet wird der primäre Name aus dem Gazetteer (siehe Abschnitt 3.6). Namen von Ländern,
die innerhalb der Datenbank anhand ihrer oziellen Bezeichnung aufgeführt sind (z. B. „Swiss
Confederation“) werden mittels Heuristik auf den kürzesten und somit gebräuchlichsten englischen
Alternativnamen reduziert (z. B. „Switzerland“).
Phrasenextraktion Ziel der Phrasenextraktion ist, deskriptive n-Gramme aus demClusterinhalt zu
extrahieren.Dazuwird der gesamte Text sämtlicher enthaltenerNachrichtendokumente konkateniert
und die folgenden Ablaufschritte angewendet:
109 Die nachfolgenden Experimente nutzen noch die einfache Heuristik „Frequenz“, die in Abschnitt 4.2 vorgestellt wurde.
Die Machine-Learning-basierte Fokusbestimmung, die im Rahmen dieser Arbeit als beste der verglichenen Strategien
ermittelt wurde, war zum Zeitpunkt der Experimente noch in der Entwicklung.
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1. Tokenisierung des Texts
2. Filterung von Tokens auf Stoppwortliste, die kürzer als zwei Zeichen sind oder nicht aus-
schließlich aus alphanumerischen Zeichen bestehen
3. Stemming der Tokens mit Snowball-Stemmer (Porter, 2001) und Aufbewahrung der ursprüng-
lichen Version, um diese wieder zurücktransformieren zu können
4. Filterung von Tokens mit TF-IDF < 0,5, um allgemeine, aussagelose Bestandteile wie „presi-
dent“ zu entfernen, einzigartige Terme wie „phailin“ und „cyclone“ jedoch zu erhalten110
5. Erzeugung von Phrasen aus n-Grammen direkt aufeinanderfolgender Tokens
6. Scoring der Phrasen nach Termfrequenz innerhalb des Dokuments multipliziert mit Anzahl
der Tokens: score(t,d) = tf(t,d) ∣ tokenize(t) ∣
7. Eliminierung von Teilphrasen, die in längeren Phrasen mit gleicher Aurittshäugkeit im
Dokument vorkommen
8. Zurücktransformation der gestemmten Tokens
Phrasen, die bereits in den Resultaten der vorangehenden Lokationsextraktion waren, werden ver-
worfen. Pro Cluster werden jeweils maximal zehn Phrasen sortiert nach Scoring für jede n-Gramm-
Länge im Intervall [1, 5] ermittelt. Um zu verhindern, dass zu generelle Phrasen als Suchbegrie
extrahiert werden, wurde ferner ein Schwellwert von 0,25 als Mindestscore festgelegt.
Zeitextraktion Der Zeitpunkt eines Ereignisses wird näherungsweise durch die Publikationsdaten
der imCluster enthaltenenNachrichtendokumente determiniert. Ermittelt wird derMedianzeitpunkt
über sämtliche Dokumente. Relevant ist dieser Extraktionsschritt nur, wenn Anfragen für ältere
Cluster generiert werden, wie es beispielsweise in der nachfolgenden Evaluierung der Fall war. Im
normalen Betrieb von NewsSeecr wird hingegen immer mit dem momentanen Zeitpunkt gearbeitet,
da hier ausschließlich Inhalte für aktuelle Ereignisse gesucht werden. Da die Zeit nur dazu dient,
ein Intervall zur Einschränkung der durchgeführten Suchanfragen zu bestimmen, ist eine genauere
Bestimmung des tatsächlichen Ereigniszeitpunkts nicht notwendig.
5.4.2 anfragegenerierung
Auf Grundlage der im vorangegangenen Schritt extrahierten Informationen werden multifacettierte
Suchanfragen generiert. Die hier verwendeten Suchanfragen genügen der folgenden EBNF111 und
sind jeweils und-verknüp:
MultifacetQuery = PhrasePlace, ∧, TimePeriod ;
PhrasePlace = Phrase | Place | Phrase, ∧, Place ;
Phrase = OneGram | TwoGram | ThreeGram | FourGram | FiveGram ;
110 Für die Bestimmung der IDF wird die gleiche Vorgehensweise angewendet wie in Abschnitt 5.3.2 beschrieben.
111 Extended Backus–Naur Form
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Place = PlaceName | PointRadius ;
TimePeriod = StartTime, ∧, EndTime ;
PointRadius = Coordinate, ∧, Radius ;
Die Komponente timePeriod ist nur als ergänzender Bestandteil für die Suche sinnvoll und wird
nicht alleinstehend genutzt. Durch explizite Beschränkung auf einen angegebenen Zeitraum kann
eine signikate Einschränkung der gelieferten Suchresultate erzielt werden. Da die hier gesuchten
ereignisbezogenen Inhalte in unmittelbarem zeitlichen Zusammenhang zu dem zugehörigen Er-
eignis stehen müssen, wird durch diese Beschränkung eine signikante Menge irrelevanter Inhalte
ignoriert. Die Startzeit wird nachfolgend auf drei Tage vor den im vorangegangenen Schritt extra-
hierten Zeitpunkt festgelegt, die Endzeit entsprechend drei Tage nach dem Zeitpunkt, sodass das
zeitliche Intervall jeweils sechs Tage umfasst. Entsprechend muss bei Koordinaten im Rahmen des
Anfragebestandteils PointRadius ein räumlicher Suchradius Radius angegeben werden. Dieser
wird auf 10 km um die zugehörige Koordinate Coordinate gesetzt. Mit dem Ziel, bei der Suche einen
hohen Recall zu erreichen, sind beide dieser Werte bewusst hoch angesetzt.
Basierend auf dem vorangehend dargestellten Schema können die folgenden Kombinationen gene-
riert werden:
• n-G+T: n-Gramm-Phrase und Zeitraum
• P+T: Ortsname und Zeitraum
• n-G+P+T: n-Gramm-Phrase, Ortsname und Zeitraum
• C+T: Koordinate mit Radius und Zeitraum
• n-G+C+T: n-Gramm-Phrase, Koordinate mit Radius und Zeitraum
Für das Ereignis „Erdbeben auf Bohol, Philippinen“ im Oktober 2013 sehen drei beispielhae
Instanziierungen für Suchanfragen der Kategorien 3-G+T, P+T und C+T wie folgt aus:
query1 = text:"7.2 magnitude earthquake" ∧ after:2013-10-12 ∧ before:2013-10-18
query2 = text:"Cebu City" ∧ after:2013-10-12 ∧ before:2013-10-18
query3 = coordinate:9.82,124.19 ∧ radius:10 ∧ after:2013-10-12 ∧ before:2013-10-18
Die Anfragegenerierung kombiniert sämtliche möglichen Suchkombinationen auf Basis der extra-
hierten Informationen. Die Suchanfragen an die betrachteten Quellen für nutzergenerierte Inhalte
werden durch individuelle Implementierungen auf die spezischen REST-Aufrufe abgebildet und
die erhaltenen Ergebnisse wiederum in ein einheitliches systeminternes Datenformat übersetzt. Als
Grundlage wurden die WebSearcher aus dem Palladian-Toolkit (Urbansky, Muthmann, Katz und
Reichert, 2012) verwendet, die jedoch ursprünglich nur eine textbasierte Suche erlaubten. Basierend
auf den hier beschriebenen Anforderungen wurde deshalb innerhalb des Toolkits das Konzept
„Multifacet REST Searcher“ umgesetzt. Hiermit werden Klassen von Such-API-Adaptern abstrahiert,
die neben einer reinen textbasierten Suche unterschiedliche miteinander kombinierbare Facetten,
wie die hier verwendeten Zeiträume und Koordinaten unterstützen.
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5.5 auswertung der anfragen und suche
Ziel der Betrachtungen in diesemAbschnitt ist, die Qualität der vorgestellten Anfragekombinationen
zu untersuchen. Konkret werden nachfolgend Aussagen zu er Ergiebigkeit und der Precision der
einzelnen Anfragetypen auf verschiedenen Quellen getroen.
Für die durchgeführten Untersuchungen wurden 54 Ereigniscluster auf der NewsSeecr-Datenbank
im Zeitraum von Februar 2013 bis Februar 2014 als Benchmarkdatenset ausgewählt, die jeweils
mehr als 50 Nachrichtenbeiträgen enthielten. Anhand der im vorherigen Abschnitt beschriebenen
Vorgehensweise wurden für sämtliche Cluster 5.843 Suchanfragen in den beschriebenen Kombi-
nationen generiert. Betrachtet werden die folgenden Quellen für nutzergenerierte Inhalte: Flickr,
YouTube, Topsy112 und Instagram. Topsy ist eine Suchmaschine, die Tweets im Gegensatz zu Twitter
selbst über einen längeren Zeitraum archiviert113. Twitter hingegen bietet, wie sich herausstellte, per
Suche lediglich Zugri auf die letzten Monate und deckt somit nicht sämtliche der hier betrachteten
Ereignisse ab. Leider gibt Topsy keine Auskun, nach welchen Kriterien Tweets archiviert werden
und wie hoch der Prozentsatz tatsächlich archivierter Tweets ist. Durchgeführte Analysen legen nahe,
dass sich Topsy auf eine Auswahl stark populärer Twitter-Accounts und -Tweets beschränkt, weshalb
die hier präsentierten Ergebnisse nur als grobe Simulation einer echten Twitter-Suche betrachtet
werden sollten.
Bei der Suche nach Tweets über Topsy werden für die jeweilige Anfrage gegebenenfalls auch Retweets
gefunden, also die Weiterverbreitung eines Tweets unter dem eigenen Nutzernamen. Da dies zu
einer erheblichen Menge inhaltlicher Duplikate führte, wurden Retweets weitestgehend regelbasiert
ausgelter. Dazu wird die Twitter-Konvention genutzt, dass Retweets mittels „RT @nutzername“
gekennzeichnet werden. Da dies jedoch nicht verpichtend ist, enthalten die Daten von Topsy trotz
Filterung einen gewissen Anteil an Duplikaten.
Von den betrachteten Quellen unterstützt nur Flickr sämtliche der beschriebenen Anfragekombina-
tionen. Topsy erlaubt keine koordinatenbasierte Suche, bei YouTube ist eine Suche mittels Koordina-
ten nicht in Kombination mit einem Zeitintervall möglich114. Instagram hingegen unterstützt von
den verwendeten Kombinationen ausschließlich C+T und keine Textsuche, Vergleiche zwischen
unterschiedlichen Anfragestrategien können hier also nicht durchgeführt werden. Gleichwohl kann
ein Vergleich der koordinatenbasierten Suche zur Quelle Flickr gezogen werden.
Die einzelnen Quellen erlauben ein Blättern („Paging“) in den Suchresultaten. Somit besteht theo-
retisch die Möglichkeit, sämtliche vorhandenen Ergebnisse für eine Suchanfrage zu beziehen. Da
112 http://topsy.com
113 Der kostenlose API-Zugri wurde Mitte April 2014 eingestellt, die hier beschriebenen Experimente wurden vor diesem
Zeitpunkt durchgeführt.
114 Version 2.0 der YouTube-API erlaubt eine Suche auf Basis von Koordinaten, unterstützt jedoch nicht die Angabe eines
Zeitintervalls, wohingegen Version 3.0 die Beschränkung auf ein Zeitintervall gestattet, jedoch nicht die Verwendung von
Geokoordinaten; https://code.google.com/p/gdata-issues/issues/detail?id=4234
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die einzelnen Quellen jedoch in der Regel Nutzungskontingente für API-Zugrie festlegen115, die
die Anzahl von Anfragen innerhalb eines Zeitraums limitieren, muss hier eine sinnvolle Grenze
festgelegt werden. Es wird davon ausgegangen, dass die relevanten Treer jeweils an den vorderen
Positionen in den Ergebnislisten rangieren. Eine Untersuchung dieser Annahme anhand der hier
betrachteten Daten wird nachfolgend vorgenommen. Pro durchgeführter Suchanfrage wird die
Anzahl maximal akquirierter Ergebnisse zunächst auf 100 festgelegt.
5.5 .1 ausbeute
Die hier verwendeten Quellen stellen „Black Boxes“ dar. Angaben darüber, wie viele tatsächlich
relevante Ergebnisse für eine Suchanfrage in der Quelle vorhanden sind, können nicht gemacht
werden. Mithin ist eine Bestimmung des Recalls (siehe Abschnitt 2.4) nicht möglich.
Der hier verwendete Term „Ausbeute“ quantiziert die Ergiebigkeit des Typs einer Suchanfrage,
indem die mittlere Anzahl erzielter Resultate pro Suchanfrage ermittelt wird. Da pro Anfrage
maximal 100 Resultate bezogen wurden, stellt eine Ausbeute von 100 das erzielbare Maximum dar.
In Tabelle 5.2 sind die Anzahlen der erzielten Treer für die einzelnen Anfragetypen aufgeschlüsselt.
Die Anzahlen der angegebenen Ergebnisse zählen Duplikate mit, die innerhalb des angegebenen
Typs mit unterschiedlichen konkreten Suchanfragen gefunden wurden.
Mit dem Anfragetyp 1-G+T (also der Kombination aus 1-Gramm und Zeit) wird auf jeder der
betrachteten Quellen mit Werten zwischen 95,04 und 100% jeweils die höchste Ausbeute erzielt.
Die zweithöchste Ausbeute auf Flickr erzielt mit 79,71 % die Kombination P+T (Ortsname und Zeit),
wohingegen auf YouTube und Topsy mit 2-Grammen und Zeit (2-G+T) die zweithöchste Ausbeute
von 92,55 bzw. 96,2% erzielt wird. An dritter Stelle rangiert bei Flickr die Kombination C+T aus
Koordinate und Zeit, bei YouTube und Topsy die bereits genannte Kombination P+T. Instagram
liefert bei der einzig unterstützten Suchanfrage vom Typ C+T 822 Resultate, was einer Ausbeute von
6,18% entspricht.
Spezischere Anfragen mit längeren n-Grammen führen, wie zu erwarten, zu geringerer Ausbeute.
Ebenso sinkt, wenig überraschend, bei der Hinzunahme des Ortsnamens die Ausbeute im Vergleich
zu den Anfragen ohne dieses Kriterium (n-G+T versus n-G+P+T). Besonders stark im Vergleich
zu den anderen beiden Quellen zeigt sich dies bei der Quelle Topsy. Die Kombinationen mit n-
Grammen und Koordinaten, welche bei den betrachteten Quellen nur von Flickr unterstützt wurden,
liefern durchweg eine geringe Ausbeute.
Eine hohe Ausbeute bedingt jedoch keine hohe Precision. Gerade allgemeine Anfragen, die eine
hohe Ausbeute liefern, beinhalten im Allgemeinen viele irrelevante Resultate. Dieser Aspekt wird
nachfolgend untersucht.
115 Flickr beispielsweise gestattet 3.600 HTTP-Anfragen pro Stunde.
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Anfragen Flickr YouTube Topsy Instagram
Typ # # R. A. # R. A. # R. A. # R. A.
1-G+T 407 38.683 95,04 40.600 99,75 40.700 100 – –
2-G+T 157 6.536 41,63 14.530 92,55 15.103 96,2 – –
3-G+T 96 1.403 14,61 5.710 59,48 5.949 61,97 – –
4-G+T 41 208 5,07 1.458 35,56 2.383 58,12 – –
5-G+T 12 36 3 231 19,25 412 34,33 – –
P+T 265 21.123 79,71 24.099 90,94 24.533 92,58 – –
1-G+P+T 1.871 73.853 39,47 157.207 84,02 14.302 7,64 – –
2-G+P+T 660 13.072 19,81 46.222 70,03 2.833 4,29 – –
3-G+P+T 432 3.335 7,72 15.573 36,05 496 1,15 – –
4-G+P+T 171 471 2,75 3.395 19,85 5 0 – –
5-G+P+T 41 79 1,93 701 17,1 0 0 – –
C+T 133 6.902 51,89 – – – – 822 6,18
1-G+C+T 906 6.813 7,52 – – – – – –
2-G+C+T 330 828 2,51 – – – – – –
3-G+C+T 215 246 1,14 – – – – – –
4-G+C+T 87 1 0,01 – – – – – –
5-G+C+T 19 0 0 – – – – – –
Gesamt 5.843 173.589 29,71 309.726 74,58 106.716 25,7 822 6,18
Abkürzungen: R. = Resultate, A. =Ausbeute
Tabelle 5.2: Statistiken zu Suchanfragen und Anzahl der erzielten Ergebnisse sowie Ausbeute auf
Benchmarkdatenset mit 54 Clustern
5.5 .2 precision
Zur Ermittlung der Precision wurden repräsentativ 11.088 Resultate aus dem Benchmarkdatenset
ausgewählt. Ziel war, so viele Ergebnisse zu annotieren, dass die Precision pro Anfragetyp mit einem
Kondenzintervall (Witten, Frank und Hall, 2011) von unter 5% bei einem Kondenzlevel von 90%
angegeben werden kann. Für einzelne Anfragetypen, die nur eine geringe Ausbeute lieferten und bei
denen sich Resultate aus den betreenden Anfragen auf einige wenige Cluster beschränkten, stellt
das gewonnene Datenset nicht genügend Resultate zur Verfügung, weshalb hier keine ausreichend
verlässlichen Angaben zur Precision möglich sind (das Kondenzintervall liegt somit deutlich über
5%).
Annotation Pro Kombination aus Nachrichtencluster, Anfragetyp und Quelle wurden maximal
zehn Einträge nach Zufallsprinzip zur manuellen Annotation bestimmt. Ziel der Annotation war
die Bewertung, ob das jeweilige Suchresultat relevante Informationen bezüglich des betrachteten
Nachrichtenclusters enthält. Es galten die folgenden Annotationsrichtlinien:
122
• Bilder müssen das jeweilige Ereignis vor Ort dokumentieren, um als relevant bewertet zu
werden. Dieses Kriterium ist nicht erfüllt, wenn Bilder Reaktionen auf Ereignisse an einem
anderen Ort darstellen, beispielsweise Solidaritätskundgebungen in New York für Proteste in
Kiew.
• Für Videos gilt grundsätzlich Gleiches wie für Bilder. Es wurden Videos als relevant angenom-
men, die zumindest zu einem Drittel der Spielzeit das zugehörige Ereignis portraitieren. Diese
Entscheidung rührt daher, dass viele der Videos, besonders jene, die von Fernsehsendern
eingestellt werden, Vor-Ort-Berichte mit Studiomoderation kombinieren.
• Textdokumente (hier Tweets) müssen Informationen über das jeweilige Ereignis beinhalten
oder auf solche verlinken (wie beispielsweise in „US senators urge Egypt to release ousted
president Mohammed Morsi and other political prisoners http://fb.me/2N8Itm5A8“116).
Nicht sämtliche 11.088 der Resultate wurden zweifelsfrei als „relevant“ bzw. „irrelevant“ annotiert.
Teilweise konnte der Inhalt der Resultate nicht verstanden werden, da dieser in einer fremden
Sprache war. Dies traf vor allem bei Inhalten von YouTube zu, von denen aufgrund dessen 311
Resultate (8,3%) als „unklar“ markiert wurden und somit in den nachfolgenden Betrachtungen
ignoriert werden. Von den Inhalten von Flickr traf dies auf 120 (2,96%), bei Topsy auf 109 (3,34%)
der Ergebnisse zu. Manche der Resultate waren zum Zeitpunkt der Annotation nicht mehr auf
den jeweiligen Plattformen verfügbar, entweder, weil die Inhalte durch die Nutzer selbst oder den
jeweiligen Plattformbetreiber entfernt wurden (vor allem bei YouTube geschieht dies häug bei
Urheberrechtsverletzungen). Dies betraf bei YouTube 43 Resultate (1,19%), bei Flickr 153 (3,77%)
und bei Topsy 10 (0,31 %) Resultate. Diese sind nachfolgend ebenfalls nicht berücksichtigt. Annotiert
wurden 3.783 Resultate von Flickr, 3.391 von YouTube, 3.148 von Topsy und 209 von Instagram.
Die Ergebnisse der manuellen Annotation und die daraus ermittelten Werte für die Precision sind
in Tabelle 5.3 und Abbildung 5.4 dargestellt. Die nachfolgenden Interpretationen der Ergebnisse
berücksichtigen jeweils nur solche Anfrage-Quellen-Kombinationen, bei denen die Precision mit
einem Kondenzintervall von höchstens 5% ermittelt werden konnte.
Flickr Bei der Quelle Flickr wird die höchste Precision von 72,7% mit dem Anfragetyp 2-G+P+T
erzielt. Grundsätzlich steigert die Hinzunahme eines der Kriterien „Ortsname“ oder „Koordinate“
die Precision jeweils deutlich. Die Kombination 1-G+T bespielsweise erzielt eine Precision von
lediglich 10,38%, die bei Hinzunahme der Ortsnamen (1-G+P+T) auf 41,06%, bei Hinzunahme der
Koordinaten (1-G+C+T) auf 55,12% gesteigert wird. Die 2-Gramm-basierte Anfrage 2-G+T, welche
eine Precision von 41,57% erzielt, kann durch die Erweiterung um Ortsnamen (2-G+P+T) auf
72,7% gesteigert werden. Insgesamt erzielen bei Flickr Anfragekombinationen mit Koordinaten eine
höhere Precision als jene mit Ortsnamen. Die Ursache kann darin gesucht werden, dass Ortsnamen
mehrdeutig sind. Die Anfrage P+Tmit Ortsname und Zeit übertri mit einer Precision von 24,66%
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Abbildung 5.4: Precision der einzelnen Suchanfragen für Flickr, YouTube, Topsy und Instagram auf
manuell annotiertem Benchmarkdatenset (Kondenzintervall für ein Kondenzlevel
von 90%)
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Flickr YouTube Topsy Instagram
Anfragetyp Pr. ± Pr. ± Pr. ± Pr. ±
1-G+T 10,38 3,61 23,76 3,66 51,22 3,57 – –
2-G+T 41,57 4,01 64,81 3,96 89,53 3,8 – –
3-G+T 70,09 5,62 78,22 4,4 95,42 4,15 – –
4-G+T 77,59 10,8 74,32 6,76 99,01 5,79 – –
5-G+T 86,67 21,24 74,29 13,9 98,57 9,83 – –
P+T 24,66 3,64 45,1 3,72 74,62 3,59 – –
1-G+P+T 41,06 3,71 55,58 3,77 87,37 3,68 – –
2-G+P+T 72,7 4,1 73,54 3,98 95,6 4,31 – –
3-G+P+T 80 5,97 79,14 4,4 100 8,58 – –
4-G+P+T 77,78 11,19 77,3 6,93 100 36,78 – –
5-G+P+T 86,67 21,24 76,92 13,17 – – – –
C+T 21,16 3,97 – – – – 31,10 5,69
1-G+C+T 55,12 4,73 – – – – – –
2-G+C+T 87,5 7,51 – – – – – –
3-G+C+T 97,22 13,71 – – – – – –
4-G+C+T 100 82,25 – – – – – –
5-G+C+T – – – – – – – –
Mittel 43,97 1,34 59,69 1,41 82,81 1,47 31,10 5,69
Abkürzungen: Pr. = Precision, ±=Kondenzintervall für ein Kondenzlevel von 90%
Tabelle 5.3: Statistiken zur Precision der einzelnen Suchanfragen auf manuell annotiertem Bench-
markdatenset; fett sind jene Precision-Werte die im Kondenzintervall ≤ 5 angegeben
werden können, die gemittelten Precision-Werte ergeben sich durch Gleichgewichtung
der einzelnen Anfragetypen
YouTube Bei der Quelle YouTube liefert der Anfragetyp 3-G+P+Tmit 79,14% die höchste Precision,
die jedoch nur geringfügig höher liegt als das Pendant 3-G+T ohne Ortsname, welches eine Precision
von 78,22% erreicht. Bei den Anfragekombinationen mit kürzeren n-Grammen ist der Gewinn
an Precision durch die Hinzunahme des Kriteriums „Ort“ höher; bei 1-Grammen steigt diese von
23,76% auf 55,58%, bei 2-Grammen von 64,81% auf 73,54%.
Topsy Es fällt auf, dass bei Tweets von Topsy durchweg eine deutlich höhere Precision als bei
Flickr und YouTube erzielt wird. Dies lässt sich teilweise dadurch erklären, dass Topsy auf Twitter-
spezische Popularitätsindikatorenwie Retweets undNutzer-Follower für das Ranking zurückgreifen
kann und deshalbmutmaßlich ein Ranking erzielt, das Nachrichtenereignisse gut abzubilden vermag.
Ferner ist dies ein Anzeichen für die im zu Beginn geäußerte Vermutung, dass Topsy nur einen
kleinen Anteil populärer Tweets abdeckt. Auch hier wird mit dem zusätzlichen Kriterium „Ort“
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durchweg eine höhere Precision erzielt als für die Anfragen, die nur aus n-Gramm und Zeit bestehen.
Ferner zeigt sich bei Topsy, dass mit der Kombination P+T im Vergleich zu den anderen Quellen
eine relativ hohe Precision von 74,62% erzielt wird.
Instagram Bei Instagram beträgt die Precision für die einzig unterstützte Anfrage vom Typ C+T
31,1 % (65 von 209 annotierten Resultaten wurden mit „relevant“ bewertet, das Kondenzintervall
beträgt somit 5,69%).
5.5 .3 schätzung der anzahl korrekter resultate
Wie bereits einleitend dargestellt, können keine Angaben zum Recall gemacht werden, da die Anzahl
der tatsächlich in den jeweiligen Quellen vorhandenen Resultate unbekannt ist, womit insbesondere
auch kein F1-Maß ermittelt werden kann, welches einen konsolidierten Vergleich der einzelnen
Anfragetypen gestatten würde. Stattdessen wird nachfolgend eine Schätzung der absoluten Anzahl
korrekter Resultate pro Anfragetyp vorgenommen. Diese Anzahl ermittelt sich wie in Formel 5.9
durch Multiplikation der auf dem manuell annotierten Subset ermittelten Precision und der Anzahl
der insgesamt gefundenen eindeutigen Resultate im jeweiligen Subset.
numEstimatedCorrect = SubsetPrecision ⋅ ∣Results ∣ (5.9)
Die Anzahl der geschätzten korrekt extrahierten Resultate stellt Abbildung 5.5 dar. Die Ergebnisse zei-
gen bei denQuellen Flickr und YouTube, dassmit den Anfragevarianten n-G+P+T jeweils signikant
mehr korrekte Resultate gefunden werden als mit den Varianten n-G+T ohne Ortskomponente. Die
koordinatenbasierten Anfragen, die nur von Flickr unterstützt werden, liefern absolut gesehen weni-
ger korrekte Resultate als die entsprechenden anderen Anfragen. Dies ist der Tatsache geschuldet,
dass nur vergleichbar wenige Bilder auf Flickr mit expliziten Geo-Tags versehen sind. Im Gegen-
satz zu Flickr und YouTube werden bei der Quelle Topsy mit den n-Gramm-Orts-Kombinationen
schlechtere Resultate als die Varianten ohne Ortskomponenten erzielt.
5.5 .4 rankingschwellwert
Eingangs wurde bereits angegeben, dass zur Erstellung des Benchmarkdatensets pro Suchanfrage
maximal 100 Resultate akquiriert wurden. Dieser Wert wurde bewusst hoch gewählt. Um zu be-
stimmen, ob dieser Schwellwert auch geringer gewählt werden kann, kann ermittelt werden, wie
hoch der kumulierte Anteil relevanter Resultate an einem bestimmten Rank ist. Abbildung 5.6 stellt
diesen Zusammenhang auf Grundlage des manuell annotierten Benchmarkdatensets dar.
Die durchgezogenen Linien entsprechen dem kumulierten Anteil an Rankingposition R relevanter
Ergebnisse im Hinblick auf sämtliche relevanten Einträge an Position R = 99. Sie werden mit TP@R
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Abbildung 5.5: Geschätzte Anzahl korrekter Resultate für Flickr, YouTube, Topsy und Instagram
unter Verwendung des manuell annotierten Benchmarkdatensets
127
Precision@R an, sie zeigt, wie hoch an einer Rankingposition R der Anteil relevanter Resultate an
den Gesamtresultaten an gleicher Position ist.
50 21 1 2790 1196 90,47 % 42,87 % 20 7 2660 1586 86,48 % 59,62 % 25 20 2223 1833 72,71 % 82,46 % 1 1 189 55 85,94 % 29,10 %
51 20 1 2810 1197 90,54 % 42,60 % 23 12 2683 1598 87,13 % 59,56 % 13 12 2236 1845 73,19 % 82,51 % 1 0 190 55 85,94 % 28,95 %
52 15 4 2825 1201 90,85 % 42,51 % 23 6 2706 1604 87,46 % 59,28 % 23 15 2259 1860 73,78 % 82,34 % 0 0 190 55 85,94 % 28,95 %
53 20 0 2845 1201 90,85 % 42,21 % 25 7 2731 1611 87,84 % 58,99 % 17 14 2276 1874 74,34 % 82,34 % 0 0 190 55 85,94 % 28,95 %
54 19 5 2864 1206 91,23 % 42,11 % 18 5 2749 1616 88,11 % 58,79 % 30 27 2306 1901 75,41 % 82,44 % 1 1 191 56 87,50 % 29,32 %
55 17 3 2881 1209 91,45 % 41,96 % 20 9 2769 1625 88,60 % 58,69 % 24 17 2330 1918 76,08 % 82,32 % 0 0 191 56 87,50 % 29,32 %
56 16 3 2897 1212 91,68 % 41,84 % 17 9 2786 1634 89,09 % 58,65 % 25 20 2355 1938 76,87 % 82,29 % 1 1 192 57 89,06 % 29,69 %
57 17 2 2914 1214 91,83 % 41,66 % 28 8 2814 1642 89,53 % 58,35 % 23 17 2378 1955 77,55 % 82,21 % 0 0 192 57 89,06 % 29,69 %
58 18 2 2932 1216 91,98 % 41,47 % 15 6 2829 1648 89,86 % 58,25 % 27 21 2405 1976 78,38 % 82,16 % 0 0 192 57 89,06 % 29,69 %
59 9 1 2941 1217 92,06 % 41,38 % 21 8 2850 1656 90,29 % 58,11 % 18 15 2423 1991 78,98 % 82,17 % 1 1 193 58 90,63 % 30,05 %
60 12 2 2953 1219 92,21 % 41,28 % 24 7 2874 1663 90,68 % 57,86 % 20 14 2443 2005 79,53 % 82,07 % 1 1 194 59 92,19 % 30,41 %
61 15 4 2968 1223 92,51 % 41,21 % 24 4 2898 1667 90,89 % 57,52 % 25 18 2468 2023 80,25 % 81,97 % 0 0 194 59 92,19 % 30,41 %
62 19 5 2987 1228 92,89 % 41,11 % 13 3 2911 1670 91,06 % 57,37 % 26 21 2494 2044 81,08 % 81,96 % 0 0 194 59 92,19 % 30,41 %
63 11 4 2998 1232 93,19 % 41,09 % 16 7 2927 1677 91,44 % 57,29 % 26 13 2520 2057 81,59 % 81,63 % 0 0 194 59 92,19 % 30,41 %
64 18 2 3016 1234 93,34 % 40,92 % 16 5 2943 1682 91,71 % 57,15 % 22 19 2542 2076 82,35 % 81,67 % 0 0 194 59 92,19 % 30,41 %
65 10 2 3026 1236 93,49 % 40,85 % 15 4 2958 1686 91,93 % 57,00 % 26 18 2568 2094 83,06 % 81,54 % 0 0 194 59 92,19 % 30,41 %
66 16 5 3042 1241 93,87 % 40,80 % 23 9 2981 1695 92,42 % 56,86 % 19 14 2587 2108 83,62 % 81,48 % 0 0 194 59 92,19 % 30,41 %
67 24 6 3066 1247 94,33 % 40,67 % 16 7 2997 1702 92,80 % 56,79 % 23 18 2610 2126 84,33 % 81,46 % 1 1 195 60 93,75 % 30,77 %
68 16 2 3082 1249 94,48 % 40,53 % 19 6 3016 1708 93,13 % 56,63 % 25 20 2635 2146 85,12 % 81,44 % 0 0 195 60 93,75 % 30,77 %
69 15 0 3097 1249 94,48 % 40,33 % 16 9 3032 1717 93,62 % 56,63 % 21 15 2656 2161 85,72 % 81,36 % 0 0 195 60 93,75 % 30,77 %
70 18 4 3115 1253 94,78 % 40,22 % 17 4 3049 1721 93,84 % 56,44 % 17 15 2673 2176 86,31 % 81,41 % 0 0 195 60 93,75 % 30,77 %
71 14 1 3129 1254 94,86 % 40,08 % 19 3 3068 1724 94,00 % 56,19 % 15 7 2688 2183 86,59 % 81,21 % 0 0 195 60 93,75 % 30,77 %
72 13 2 3142 1256 95,01 % 39,97 % 26 11 3094 1735 94,60 % 56,08 % 21 12 2709 2195 87,07 % 81,03 % 0 0 195 60 93,75 % 30,77 %
73 15 4 3157 1260 95,31 % 39,91 % 20 10 3114 1745 95,15 % 56,04 % 15 10 2724 2205 87,47 % 80,95 % 0 0 195 60 93,75 % 30,77 %
74 19 1 3176 1261 95,39 % 39,70 % 20 4 3134 1749 95,37 % 55,81 % 14 10 2738 2215 87,86 % 80,90 % 0 0 195 60 93,75 % 30,77 %
75 18 4 3194 1265 95,69 % 39,61 % 21 7 3155 1756 95,75 % 55,66 % 14 10 2752 2225 88,26 % 80,85 % 0 0 195 60 93,75 % 30,77 %
76 13 2 3207 1267 95,84 % 39,51 % 17 8 3172 1764 96,18 % 55,61 % 18 15 2770 2240 88,85 % 80,87 % 1 1 196 61 95,31 % 31,12 %
77 12 1 3219 1268 95,92 % 39,39 % 14 3 3186 1767 96,35 % 55,46 % 19 12 2789 2252 89,33 % 80,75 % 0 0 196 61 95,31 % 31,12 %
78 18 1 3237 1269 95,99 % 39,20 % 14 1 3200 1768 96,40 % 55,25 % 24 12 2813 2264 89,81 % 80,48 % 0 0 196 61 95,31 % 31,12 %
79 18 4 3255 1273 96,29 % 39,11 % 19 6 3219 1774 96,73 % 55,11 % 19 13 2832 2277 90,32 % 80,40 % 0 0 196 61 95,31 % 31,12 %
80 22 4 3277 1277 96,60 % 38,97 % 11 1 3230 1775 96,78 % 54,95 % 20 12 2852 2289 90,80 % 80,26 % 0 0 196 61 95,31 % 31,12 %
81 17 2 3294 1279 96,75 % 38,83 % 15 5 3245 1780 97,06 % 54,85 % 20 14 2872 2303 91,35 % 80,19 % 0 0 196 61 95,31 % 31,12 %
82 14 1 3308 1280 96,82 % 38,69 % 14 6 3259 1786 97,38 % 54,80 % 20 18 2892 2321 92,07 % 80,26 % 1 1 197 62 96,88 % 31,47 %
83 14 3 3322 1283 97,05 % 38,62 % 12 2 3271 1788 97,49 % 54,66 % 13 11 2905 2332 92,50 % 80,28 % 0 0 197 62 96,88 % 31,47 %
84 11 2 3333 1285 97,20 % 38,55 % 8 2 3279 1790 97,60 % 54,59 % 24 13 2929 2345 93,02 % 80,06 % 0 0 197 62 96,88 % 31,47 %
85 11 2 3344 1287 97,35 % 38,49 % 14 1 3293 1791 97,66 % 54,39 % 18 15 2947 2360 93,61 % 80,08 % 0 0 197 62 96,88 % 31,47 %
86 10 3 3354 1290 97,58 % 38,46 % 22 4 3315 1795 97,87 % 54,15 % 16 13 2963 2373 94,13 % 80,09 % 0 0 197 62 96,88 % 31,47 %
87 13 3 3367 1293 97,81 % 38,40 % 12 2 3327 1797 97,98 % 54,01 % 9 7 2972 2380 94,41 % 80,08 % 0 0 197 62 96,88 % 31,47 %
88 14 2 3381 1295 97,96 % 38,30 % 14 5 3341 1802 98,26 % 53,94 % 14 9 2986 2389 94,76 % 80,01 % 0 0 197 62 96,88 % 31,47 %
89 15 4 3396 1299 98,26 % 38,25 % 10 0 3351 1802 98,26 % 53,77 % 21 12 3007 2401 95,24 % 79,85 % 0 0 197 62 96,88 % 31,47 %
90 8 0 3404 1299 98,26 % 38,16 % 16 3 3367 1805 98,42 % 53,61 % 27 18 3034 2419 95,95 % 79,73 % 0 0 197 62 96,88 % 31,47 %
91 19 2 3423 1301 98,41 % 38,01 % 13 2 3380 1807 98,53 % 53,46 % 12 10 3046 2429 96,35 % 79,74 % 0 0 197 62 96,88 % 31,47 %
92 14 2 3437 1303 98,56 % 37,91 % 14 3 3394 1810 98,69 % 53,33 % 19 16 3065 2445 96,99 % 79,77 % 0 0 197 62 96,88 % 31,47 %
93 12 3 3449 1306 98,79 % 37,87 % 8 4 3402 1814 98,91 % 53,32 % 15 10 3080 2455 97,38 % 79,71 % 0 0 197 62 96,88 % 31,47 %
94 13 2 3462 1308 98,94 % 37,78 % 15 4 3417 1818 99,13 % 53,20 % 15 8 3095 2463 97,70 % 79,58 % 0 0 197 62 96,88 % 31,47 %
95 23 4 3485 1312 99,24 % 37,65 % 7 3 3424 1821 99,29 % 53,18 % 16 13 3111 2476 98,21 % 79,59 % 0 0 197 62 96,88 % 31,47 %
96 10 0 3495 1312 99,24 % 37,54 % 17 6 3441 1827 99,62 % 53,10 % 19 13 3130 2489 98,73 % 79,52 % 1 1 198 63 98,44 % 31,82 %
97 16 4 3511 1316 99,55 % 37,48 % 9 2 3450 1829 99,73 % 53,01 % 13 7 3143 2496 99,01 % 79,41 % 0 0 198 63 98,44 % 31,82 %
98 19 3 3530 1319 99,77 % 37,37 % 10 2 3460 1831 99,84 % 52,92 % 15 10 3158 2506 99,40 % 79,35 % 1 1 199 64 100,00 % 32,16 %
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Abbildung 5.6: Verteilung der Resultate auf die Rankingpositionen R = [0, 99]
Die Stufen für dieWerte von Instagram rühren daher, dass hier deutlichwenigerDaten zurVerfügung
standen als bei den anderen Quellen (siehe Tabelle 5.2). Da identische Resultate in der Regel durch
verschiedene Anfragen und somit auch mit unterschiedlichen Ranks gefunden werden, wurde für
mehrfach vorhandene Resultate für diese Analyse jeweils der höchste (also zahlenmäßig geringste)
Rank angenommen.
Der Verlauf der kumulierten relevanten Resultate zeigt ein beschränktes Wachsum, bei der der
Anteil zusätzlich gewonnener relevanter Ergebnisse mit steigendem Rank abnimmt. Mit dem Ziel,
beispielsweise 85% der ursprünglich relevanten Ergebnisse zu erhalten, kann bei Flickr die Anzahl
der Resultate pro Suchanfrage auf 35, bei Instagram auf 50, bei YouTube auf 47 und bei Topsy auf 68
reduziert werden. Dadurch kann die Anzahl notwendiger API-Aufrufe verringert werden. Auf der
anderen Seite zeigt der Kurvenverlauf der Precision@R für Flickr, YouTube und Topsy, dass sich bei
Reduzierung des Rankingschwellwerts die Precision innerhalb der Ergebnisse erhöht. Bei Flickr
beispielsweise beträgt bei einem Schwellwert von 35 die erzielte Precision 45,77% im Gegensatz zur
Precision@99 von 37,29%.
Bei Topsy ist der Anstieg von TP@R deutlich weniger ausgeprägt als bei den anderen Quellen.
Dies manifestiert sich auch im Verlauf der Precision@R, die mit steigendem Rankingschwellwert
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weniger abnimmt als bei Flickr und YouTube. Bei Instagram hingegen ist ein leichter Ansteig der
Precision@R zu verzeichnen, der auf die nur geringe hier betrachtete Datenmenge zurückzuführen
ist.
5.6 relevanzfilterung
In Abschnitt 5.5.2 wurde die Precision der unterschiedlichen Suchanfragen auf den betrachteten
Quellen untersucht. Bei Gleichgewichtung der einzelnen Anfragen betrug diese 31,1 % für Instagram,
43,97% für Flickr, 59,69% für YouTube und 82,81% für Topsy (siehe Tabelle 5.3). Abgesehen von
Topsy sind diese Werte vergleichsweise schlecht und würden in realen Einsatzszenarien an fehlender
Nutzerakzeptanz scheitern. Wie in Abbildung 5.4 gezeigt, sind die Unterschiede zwischen den ein-
zelnen Anfragetypen beträchtlich. Eine Möglichkeit, die Gesamtprecision zu steigern, wäre folglich
eine Beschränkung auf eine ausgewählte Teilmenge von Anfragetypen, die eine hohe Precision
erzielen. Wie in Abbildung 5.5 dargestellt, geht dies jedoch deutlich zu Lasten der Absolutanzahl
gefundener Resultate. Eine weitere Möglichkeit, die Ergebnisse akkurater zu machen, besteht, wie im
vorhergenden Abschnitt 5.5.4 gezeigt, darin, den Rankingschwellwert so zu justieren, dass weniger,
aber dafür prozentual mehr relevante Resultate akquiriert werden.
Eine dritte Möglichkeit zur Steigerung der Precision wird nachfolgend vorgestellt. Die Relevanz-
lterung wird hier als Klassikationsproblem betrachtet und mittels Machine Learning adressiert.
In diesem Zuge werden nachfolgend eine Reihe von Features für die Relevanzklassikation vor-
gestellt. Mittels gelerntem Random-Forest-Klassikator werden akquirierte Inhalte in Bezug auf
Ereigniscluster als „relevant“ oder „irrelevant“ klassiziert.
Die nachfolgenden Betrachtungen werden mit den manuell annotierten Daten durchgeführt, die
bereits in Abschnitt 5.5.2 Verwendung fanden. Nach Konsolidierung identischer Ergebnisse, die
von mehreren Anfragetypen geliefert wurden, stehen 3.391 Resultate von Flickr und 3.177 von
YouTube, 3.087 von Topsy und 211 von Instagram für die Experimente zur Verfügung. Die Datensets
werden jeweils auf Ereignisbasis in zwei annährend gleich große disjunkte Trainings- und Testsets
aufgeteilt.
5.6.1 features
Die hier verwendeten Features beziehen sich einerseits auf die verwendeten Suchanfragen (nachfol-
gend als „Anfragespezische Features“ bezeichnet), andererseits kommen eine Reihe verschiedener
Ähnlichkeitsmaße zwischen dem zu klassizierenden Inhalt und dem Bezugscluster zum Tragen
(nachfolgend „Ähnlichkeitsfeatures zwischen Cluster und Resultat“). In Tabelle 5.4 ndet sich die




numQueries num. Anzahl der Anfragen, mit denen das Resultat gefunden wurde
numQueryTypes num. Anzahl der Anfragetypen, mit denen das Resultat gefunden wurde
foundWith(C) bin. Resultat wurde mit Anfragebestandteil C gefunden (z. B. „1-G“)
minRank num. Minimaler Rank des Resultats
maxRank num. Maximaler Rank des Resultats
Ähnlichkeitsfeatures zwischen Cluster und Resultat
nGramOverlap(n) num. Overlap-Koezient aus Zeichen-n-Grammen
tokenOverlap num. Overlap-Koezient aus Tokens
minTimeDistance num. Minimaler zeitlicher Abstand
maxTimeDistance num. Maximaler zeitlicher Abstand
medianTimeDistance num. Median der zeitlichen Abstände
meanTimeDistance num. Arithmetisches Mittel der zeitlichen Abstände
mainGeoDistance num. Geographische Distanz zur Hauptlokation
minGeoDistance num. Minimale geographische Distanz
maxGeoDistance num. Maximale geographische Distanz
medianGeoDistance num. Median der geographischen Distanzen
meanGeoDistance num. Arithmetisches Mittel der geographischen Distanzen
Abkürzungen: bin. = binär, num. = numerisch
Tabelle 5.4: Features für die Klassikation zur Relevanzbestimmung
Anfragespezifische Features Die anfragespezischen Features werden aus den Suchanfragen er-
mittelt, mit denen ein Resultat gefunden wurde. Resultate können durchmehrere Anfragen gefunden
werden. Dies wird einerseits durch das Feature numQueries ausgedrückt, welches angibt, wie viele
Anfragen zu dem betreenden Resultat geführt haben. Hingegen gibt numQueryTypes die Anzahl
unterschiedlicher Anfragetypen an, die das Resultat gefunden haben (für ein Ergebnis, das mit den
Typen 2-G+T und P+T gefunden wurde, ist der Featurewert somit 2). Das Feature foundWith(C)
gibt an, ob das Resultat mit einer Anfragekomponente C gefunden wurde (ein Resultat, das mit dem
Anfragetyp 2-G+T gefunden wurde, verfügt folglich die beiden binären Features foundWith(2-G)
und foundWith(T)). Der minimale und maximale Rank eines Resultats in sämtlichen akquirierten
Ergebnislisten wird anhand von minRank und maxRank angegeben.
Ähnlichkeitsfeatures zwischen Cluster und Resultat Die zweite Gruppe der extrahierten Featu-
res bildet die Ähnlichkeit zwischen dem betrachteten Ereigniscluster und dem den entsprechenden
Resultat ab. Es wird die Textähnlichkeit zwischen dem Nachrichtentext des Clusters, in Form der
Konkatenation sämtlicher enthaltener Nachrichtendokumente und dem Text des Resultats ermit-
telt, der aus der Verknüpfung der Felder „Titel“, „Beschreibung“ und „Tags“ repräsentiert wird.
Es wurde mit unterschiedlichen Ähnlichkeitsmetriken experimentiert. Neben dem ausgewählten
Overlap-Koezienten (siehe Formel 5.10) wurden auch die Jaccard- (Jaccard, 1901), Sørensen–Dice-
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Koezienten (Dice, 1945; Sørensen, 1948) evaluiert. Aufgrund der signikanten Unterschiede der
Textlängen wurden mit dem Overlap-Koezienten, der die Größe der Schnittmenge zweier Mengen
durch die Größe der kleineren Menge teilt, die besten Ergebnisse erzielt.
overlap(A, B) = ∣A ∩ B ∣
min(∣A ∣, ∣B ∣) (5.10)
Für die Bestimmung der Textähnlichkeit anhand des Overlap-Koezienten werden zeichenbasierte
n-Gramme für n = [3, 8] sowie einfache Tokens extrahiert.
Die zeitliche Entfernung zwischen einem Resultat und dem Ereigniscluster wird durch die vier
Features minTimeDistance, maxTimeDistance, medianTimeDistance und meanTimeDistance aus-
gedrückt. Für diese wird jeweils der Absolutwert der Zeitdierenz in Stunden zwischen dem Veröf-
fentlichungsdatum des Resultats und den Veröentlichungsdaten sämtlicher Clusterinhalte betrach-
tet.
Die geographische Distanz in Kilometern wird in Form des Abstands zwischen der ermittelten
Fokuslokation des Clusters und den Koordinaten des Resultats in Form von mainGeoDistance ermit-
telt (siehe Abschnitt 2.1.2). Außerdem werden die vier Features minGeoDistance, maxGeoDistance,
medianGeoDistance und meanGeoDistance bestimmt, für die sämtliche Clusterlokationen gemäß
der Kriterien in Abschnitt 5.4.1 berücksichtigt werden. Für den Fall, dass das betrachtete Resultat
keine Koordinatenangaben enthält, wird eine maximale Distanz von 20.037,58 km angenommen
(siehe Abschnitt 4.6). Zukünig bietet es sich hier an, auch auf die Texte der akquirierten Inhalte die
hier beschriebenen Lokationsextraktionsmethoden anzuwenden.
5.6.2 evaluierung der features
Durch Instanziierung entstehen insgesamt 27 Features. Das Ranking gemäß Information Gain (siehe
Abschnitt 2.3.2) ist in Abbildung 5.7 zu sehen.
Als deskriptive Features erweisen sich hier vor allem die textbasierten Ähnlichkeiten, die die ersten
sechs Positionen innerhalb des Information-Gain-Rankings einnehmen. Ebenfalls durchgeführt
wurde eine Backward Feature Elimination (siehe Abschnitt 2.3.4), um die Featuremenge ohne nega-
tive Auswirkungen auf die Accuracy so weit wie möglich zu reduzieren. Selektiert wurden zehn der
27 Features, die in Abbildung 5.8 aufgelistet sind. Analog zu den anderen Klassikationsaufgaben in
dieser Arbeit kam auch hier ein Random-Forest-Klassikator (siehe Abschnitt 2.3.3) zum Einsatz,
mit dem 100 Decision Trees erzeugt wurden. Entsprechend der Beobachtungen aus den vorangehen-
den Kapiteln zeigt sich auch hier wieder, dass die selektierten Features über das gesamte Spektrum





























































































































































































































































































































Abbildung 5.8: Selektierte Features für die Relevanzklassikation nach Backward Feature Eliminati-
on
5.6.3 evaluierung der klassifikation
Der aus den Trainingsdaten und mit den zehn ausgewählten Features trainierte Klassikator wurde
zur Relevanzklassikation des bis hierhin noch ungesehenen Testsets verwendet. Tabelle 5.5 zeigt die
Resultate aufgeschlüsselt auf die vier betrachtetenQuellen jeweils imVergleich zurAusgangssituation
ohne Filterung. Der angegebene Recall bezieht sich hier auf die Gesamtmenge des Testsets und
ist in der angegebenen Ausgangssituation mithin 100%, die Accuracy entspricht im Ausgangsfall
der Precision. Die minimalen Abweichungen im Vergleich zu den in Tabelle 5.3 unter „Mittel“
aufgeführten Werte für die Precision erklären sich dadurch, dass diese Mengen hier jeweils in
Trainings- und Testmenge aufgeteilt und die Werte hier für die Testmenge ermittelt wurden.
Für alle vier Quellen konnte durch die Relevanzklassikation die Precision in der Ergebnismenge
gesteigert werden, ohne überdurchschnittlich den Recall zu beeinträchtigen, was sich in dem je-
weils gesteigerten F1-Maß manifestiert. Gerade bei den Quellen Flickr und YouTube mit geringer
Ausgangsprecision fällt das Delta in Anbetracht des F1-Maßes in Höhe von 26,57 bzw. 13,65%
deutlich aus. Bei Topsy hingegen, wo bereits in der Ausgangssituation eine vergleichsweise hohe
Precision erreicht wird, fällt der Zugewinn in Hinsicht auf den F1-Wert geringer aus. Eine weitere
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Ausgangspunkt Klassikator
Quelle Pr. Rc. F1 Acc. Pr. Rc. F1 Acc. ∆ F1
Flickr 39,74 100 56,88 39,74 78,70 88,81 83,45 86 +26,57
YouTube 58,47 100 73,79 58,49 74,66 90,55 81,84 76,5 +8,05
Topsy 82,05 100 90,14 82,05 94,24 93,79 94,01 90,2 +3,87
Instagram 31,48 100 47,89 31,48 88,89 47,06 61,54 81,48 +13,65
Abkürzungen: Pr. = Precision, Rc. = Recall, Acc. =Accuracy, ∆ =Verbesserung in Bezug zur Ausgangsbasis
Tabelle 5.5: Klassikationsergebnisse zur Relevanzbestimmung im Vergleich mit der Baseline, sowie
erzielte Verbesserung im F1-Maß
Verbesserung wäre hier denkbar, indem für jede Quelle ein separater Klassikator trainiert wird.
Experimentell zeigte sich jedoch, dass die weiteren Verbesserungen vergleichsweise gering auselen.
Desweiteren steht diese Vorgehensweise der Idee einer exiblen zukünigen Skalierung des Systems
durch Hinzunahme weiterer Quellen im Wege, da hier zunächst Trainingsdaten erzeugt werden
müssten.
5.6.4 schwellwertanalyse
Die in Tabelle 5.5 gezeigte Auswertung der Klassikation zeigt nur die Momentanaufnahme, die bei
Wahl des Klassikationsschwellwerts von 0,5 erzielt wird. Durch Verschiebung dieses Schwellwerts
können die Ergebnisse mehr in Richtung Precision oder Recall optimiert werden. In Abbildung 5.9
ist die Entwicklung von Precision, Recall und F1-Maß auf dem kombinierten Datenset mit den vier
Quellen Flickr, YouTube, Topsy und Instagram dargestellt. Ein Schwellwert von 0 entspricht dem
Ausgangspunkt, das heißt, es wird keine Filterung nach Relevanz vorgenommen, was, bezogen auf
das betrachtete Datenset, ein Recall von 100% bedeutet.
Während das Optimum für das F1-Maß für einen Schwellwert von 0,5 erreicht wird, kann unter
Verlust an Recall durch Erhöhung des Schwellwerts die Precision gesteigert werden. Beispielsweise
wird durch die Wahl eines Schwellwerts von 0,8 eine Precision von über 90% bei einem Recall
von 56,61% erzielt. Damit wird zwar ein beträchtlicher Anteil relevanter Inhalte „geopfert“, jedoch
liegt innerhalb des NewsSeecr-Systems die Priorität auf Korrektheit anstatt hoher Quantitäten an
Ergebnissen. Angesichts der großen Mengen verfügbarer nutzergenerierter Inhalte sind Abstriche
in Hinblick auf den Recall zu verschmerzen.
5.7 zusammenfassung
In diesem Kapitel wurde gezeigt, wie Nachrichtenereignisse durch das NewsSeecr-System automati-
siert erkannt werden können. Es wurde beschrieben, wie Suchanfragen für nutzergenerierte Inhalte
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0,52 79,27 % 87,91 % 83,37 % 86,06 % 75,44 % 89,93 % 82,05 % 76,99 % 94,39 % 92,33 % 93,35 % 89,21 % 93,75 % 44,12 % 60,00 % 81,48 % 83,61 % 89,50 % 86,46 % 83,54 %
0,53 79,81 % 87,31 % 83,39 % 86,18 % 76,08 % 89,51 % 82,25 % 77,41 % 94,44 % 91,77 % 93,08 % 88,81 % 93,33 % 41,18 % 57,14 % 80,56 % 83,82 % 88,95 % 86,31 % 83,44 %
0,54 79,75 % 87,02 % 83,23 % 86,06 % 76,34 % 88,47 % 81,96 % 77,23 % 94,48 % 91,12 % 92,77 % 88,34 % 93,33 % 41,18 % 57,14 % 80,56 % 84,24 % 88,64 % 86,39 % 83,60 %
0,55 80,34 % 85,97 % 83,06 % 86,06 % 76,36 % 87,23 % 81,44 % 76,75 % 94,77 % 90,64 % 92,66 % 88,21 % 93,33 % 41,18 % 57,14 % 80,56 % 84,74 % 87,92 % 86,30 % 83,62 %
0,56 80,85 % 85,08 % 82,91 % 86,06 % 76,54 % 86,71 % 81,31 % 76,69 % 95,22 % 90,07 % 92,58 % 88,15 % 92,31 % 35,29 % 51,06 % 78,70 % 85,03 % 86,99 % 86,00 % 83,38 %
0,57 81,12 % 84,03 % 82,55 % 85,88 % 76,82 % 85,67 % 81,00 % 76,50 % 95,36 % 89,51 % 92,34 % 87,82 % 91,67 % 32,35 % 47,83 % 77,78 % 85,30 % 86,24 % 85,76 % 83,20 %
0,58 81,49 % 83,43 % 82,45 % 85,88 % 77,37 % 84,84 % 80,93 % 76,62 % 95,49 % 88,86 % 92,06 % 87,42 % 91,67 % 32,35 % 47,83 % 77,78 % 85,65 % 85,20 % 85,42 % 82,93 %
0,59 81,86 % 81,49 % 81,68 % 85,47 % 77,59 % 84,11 % 80,72 % 76,50 % 95,53 % 87,97 % 91,60 % 86,76 % 90,91 % 29,41 % 44,44 % 76,85 % 85,75 % 84,48 % 85,11 % 82,65 %
0,6 81,90 % 79,70 % 80,79 % 84,94 % 78,31 % 83,59 % 80,86 % 76,87 % 95,58 % 87,25 % 91,22 % 86,23 % 90,00 % 26,47 % 40,91 % 75,93 % 86,02 % 83,83 % 84,91 % 82,51 %
0,61 82,60 % 78,66 % 80,58 % 84,94 % 78,29 % 82,76 % 80,46 % 76,50 % 95,55 % 86,60 % 90,86 % 85,70 % 90,00 % 26,47 % 40,91 % 75,93 % 86,33 % 83,24 % 84,76 % 82,43 %
0,62 83,07 % 76,87 % 79,85 % 84,58 % 78,27 % 81,93 % 80,06 % 76,14 % 95,70 % 86,12 % 90,65 % 85,43 % 90,00 % 26,47 % 40,91 % 75,93 % 86,69 % 82,45 % 84,52 % 82,27 %
0,63 82,64 % 73,88 % 78,01 % 83,45 % 78,63 % 81,00 % 79,80 % 76,02 % 95,94 % 85,71 % 90,54 % 85,30 % 90,00 % 26,47 % 40,91 % 75,93 % 86,83 % 81,01 % 83,82 % 81,64 %
0,64 83,36 % 72,54 % 77,57 % 83,33 % 78,90 % 79,23 % 79,07 % 75,47 % 95,89 % 84,83 % 90,02 % 84,57 % 90,00 % 26,47 % 40,91 % 75,93 % 87,00 % 80,11 % 83,41 % 81,30 %
0,65 83,13 % 71,34 % 76,79 % 82,86 % 79,09 % 77,78 % 78,43 % 74,99 % 96,20 % 83,86 % 89,61 % 84,04 % 90,00 % 26,47 % 40,91 % 75,93 % 87,22 % 79,11 % 82,97 % 80,93 %
0,66 83,99 % 70,45 % 76,62 % 82,92 % 79,12 % 76,32 % 77,70 % 74,38 % 96,36 % 83,37 % 89,40 % 83,78 % 88,89 % 23,53 % 37,21 % 75,00 % 87,41 % 77,63 % 82,23 % 80,31 %
0,67 84,83 % 69,25 % 76,25 % 82,86 % 79,04 % 75,18 % 77,06 % 73,83 % 96,30 % 81,92 % 88,53 % 82,58 % 88,89 % 23,53 % 37,21 % 75,00 % 87,79 % 76,19 % 81,58 % 79,80 %
0,68 85,61 % 67,46 % 75,46 % 82,56 % 79,40 % 74,46 % 76,85 % 73,77 % 96,35 % 80,87 % 87,93 % 81,79 % 88,89 % 23,53 % 37,21 % 75,00 % 88,20 % 74,85 % 80,98 % 79,36 %
0,69 86,43 % 66,57 % 75,21 % 82,56 % 79,51 % 73,31 % 76,28 % 73,35 % 96,29 % 79,66 % 87,19 % 80,80 % 87,50 % 20,59 % 33,33 % 74,07 % 88,52 % 74,02 % 80,62 % 79,12 %
0,7 86,73 % 65,37 % 74,55 % 82,27 % 79,63 % 72,27 % 75,78 % 72,98 % 96,32 % 78,21 % 86,33 % 79,67 % 83,33 % 14,71 % 25,00 % 72,22 % 88,65 % 72,54 % 79,79 % 78,43 %
0,71 87,35 % 63,88 % 73,79 % 81,97 % 79,77 % 70,41 % 74,79 % 72,25 % 96,38 % 77,32 % 85,80 % 79,01 % 83,33 % 14,71 % 25,00 % 72,22 % 88,72 % 71,16 % 78,98 % 77,76 %
0,72 87,68 % 62,69 % 73,11 % 81,67 % 79,81 % 68,54 % 73,74 % 71,46 % 96,54 % 76,51 % 85,37 % 78,48 % 80,00 % ,77 % 20,51 % 71,30 % 88,89 % 69,65 % 78,10 % 77,08 %
0,73 88,57 % 60,15 % 71,64 % 81,08 % 80,42 % 66,98 % 73,09 % 71,16 % 96,59 % 75,55 % 84,78 % 77,75 % 80,00 % ,77 % 20,51 % 71,30 % 89,06 % 68,38 % 77,36 % 76,51 %
0,74 89,19 % 59,10 % 71,10 % 80,90 % 80,31 % 65,21 % 71,98 % 70,31 % 97,06 % 74,50 % 84,29 % 77,22 % 80,00 % ,77 % 20,51 % 71,30 % 89,15 % 66,76 % 76,35 % 75,72 %
0,75 89,54 % 57,46 % 70,00 % 80,43 % 80,05 % 62,93 % 70,47 % 69,16 % 97,22 % 73,29 % 83,57 % 76,36 % 80,00 % ,77 % 20,51 % 71,30 % 89,19 % 65,04 % 75,22 % 74,85 %
0,76 90,05 % 56,72 % 69,60 % 80,31 % 80,11 % 61,48 % 69,57 % 68,55 % 97,39 % 72,32 % 83,00 % 75,70 % 100,00 % 8,82 % 16,22 % 71,30 % 89,38 % 63,46 % 74,22 % 74,13 %
0,77 90,00 % 53,73 % 67,29 % 79,24 % 80,44 % 60,23 % 68,88 % 68,19 % 97,56 % 70,94 % 82,15 % 74,70 % 100,00 % 8,82 % 16,22 % 71,30 % 89,95 % 61,87 % 73,31 % 73,56 %
0,78 89,64 % 51,64 % 65,53 % 78,41 % 80,35 % 57,74 % 67,19 % 67,03 % 97,59 % 68,68 % 80,63 % 72,91 % 100,00 % 8,82 % 16,22 % 71,30 % 90,04 % 60,01 % 72,02 % 72,63 %
0,79 89,72 % 48,21 % 62,72 % 77,22 % 80,69 % 55,97 % 66,09 % 66,42 % 97,66 % 67,23 % 79,64 % 71,79 % 100,00 % 5,88 % ,11 % 70,37 % 90,24 % 58,22 % 70,78 % 71,78 %
0,8 90,06 % 45,97 % 60,87 % 76,51 % 80,74 % 54,41 % 65,01 % 65,76 % 97,73 % 66,02 % 78,81 % 70,86 % 100,00 % 5,88 % ,11 % 70,37 % 90,29 % 56,61 % 69,59 % 70,96 %
0,81 89,46 % 41,79 % 56,97 % 74,91 % 81,63 % 53,06 % 64,32 % 65,57 % 97,79 % 64,41 % 77,66 % 69,60 % 100,00 % 2,94 % 5,71 % 69,44 % 90,65 % 54,68 % 68,21 % 70,09 %
0,82 89,53 % 37,02 % 52,38 % 73,25 % 81,80 % 50,88 % 62,74 % 64,66 % 97,83 % 61,99 % 75,89 % 67,68 % 100,00 % 2,94 % 5,71 % 69,44 % 90,83 % 53,17 % 67,07 % 69,36 %
0,83 89,80 % 34,18 % 49,51 % 72,30 % 81,98 % 49,12 % 61,43 % 63,93 % 97,90 % 60,21 % 74,56 % 66,29 % 100,00 % 2,94 % 5,71 % 69,44 % 91,27 % 50,72 % 65,21 % 68,23 %
0,84 90,39 % 30,90 % 46,05 % 71,23 % 81,62 % 46,11 % 58,93 % 62,42 % 97,93 % 57,30 % 72,30 % 63,97 % 100,00 % 2,94 % 5,71 % 69,44 % 91,47 % 48,31 % 63,23 % 67,02 %
0,85 90,82 % 28,06 % 42,87 % 70,29 % 82,87 % 43,72 % 57,24 % 61,81 % 98,28 % 55,29 % 70,76 % 62,52 % 100,00 % 2,94 % 5,71 % 69,44 % 91,97 % 45,70 % 61,06 % 65,79 %
0,86 90,32 % 25,08 % 39,25 % 69,16 % 83,51 % 41,02 % 55,01 % 60,78 % 98,49 % 52,79 % 68,73 % 60,60 % 100,00 % 2,94 % 5,71 % 69,44 % 91,85 % 42,26 % 57,88 % 63,91 %
0,87 91,36 % 22,09 % 35,58 % 68,21 % 83,79 % 38,11 % 52,39 % 59,50 % 98,55 % 49,31 % 65,73 % 57,82 % 100,00 % 2,94 % 5,71 % 69,44 % 92,07 % 39,54 % 55,32 % 62,51 %
0,88 90,97 % 19,55 % 32,19 % 67,26 % 85,09 % 34,37 % 48,96 % 58,11 % 98,79 % 46,17 % 62,93 % 55,36 % 92,66 % 36,51 % 52,38 % 61,04 %
0,89 92,44 % 16,42 % 27,88 % 66,25 % 84,46 % 29,91 % 44,17 % 55,80 % 98,87 % 42,37 % 59,32 % 52,32 % 92,97 % 33,21 % 48,94 % 59,32 %
0,9 92,31 % 12,54 % 22,08 % 64,83 % 85,42 % 25,55 % 39,33 % 53,92 % 98,76 % 38,58 % 55,49 % 49,21 % 93,08 % 28,70 % 43,87 % 56,90 %
0,91 92,75 % 9,55 % 17,32 % 63,76 % 85,15 % 20,25 % 32,72 % 51,31 % 99,06 % 33,98 % 50,60 % 45,56 % 92,83 % 24,95 % 39,33 % 54,82 %
0,92 92,31 % 5,37 % 10,16 % 62,22 % 86,71 % 15,58 % 26,41 % 49,24 % 98,88 % 28,57 % 44,33 % 41,13 % 93,51 % 20,34 % 33,41 % 52,41 %
0,93 95,00 % 2,84 % 5,51 % 61,33 % 90,91 % ,42 % 20,30 % 47,54 % 98,97 % 23,33 % 37,75 % 36,89 % 94,49 % 16,52 % 28,12 % 50,43 %
0,94 91,67 % 1,64 % 3,23 % 60,85 % 92,31 % 6,23 % ,67 % 44,87 % 99,54 % 17,35 % 29,55 % 32,12 % 95,39 % 12,80 % 22,57 % 48,46 %
0,95 100,00 % 0,90 % 1,78 % 60,62 % 100,00 % 2,08 % 4,07 % 42,74 % 99,38 % 12,83 % 22,73 % 28,41 % 97,33 % 8,78 % 16,10 % 46,31 %
0,96 100,00 % 0,94 % 1,85 % 42,08 % 100,00 % 5,89 % ,13 % 22,78 % 97,37 % 5,09 % 9,68 % 44,21 %
0,97 100,00 % 0,89 % 1,76 % 18,68 % 98,28 % 1,96 % 3,85 % 42,44 %
0,98 100,00 % 0,17 % 0,34 % 41,41 %
0,99 100,00 % 0,17 % 0,34 % 41,41 %
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Abbildung 5.9: Precision, Recall und F1-Maß für Schwellwerte im Intervall [0,1] bei der Klassikati-
on
erzeugt werden, um relevante Beiträge für Nachrichtenereignisse zu aggregieren. Entsprechend des
Schwerpunktes dieser Arbeit wurden verschiedene geobasierte Anfragetypen vorgestellt. Die relevan-
ten Komponenten des Gesamtsystems wurden mittels Standardmaßen des Information Retrievals
und realistischen Datensets evaluiert.
Die dritte Hypothese dieser Arbeit, die besagte, dass mittels lokationsbasierter Suchanfragen bei der
Aggregation ereignisrelevanter nutzergenerierter Inhalte eine höhere Anzahl von Ergebnissen und
eine bessere Precision erzielt werden kann, wurde in Abschnitt 5.5 untersucht. Die Ergebnisse, die an-
hand eines umfangreichen manuell annotierten Datensets über 54 Nachrichtenereignisse gewonnen
wurden, zeigten, dass die erzielte Precision durch Suchanfragen mit Lokationsbestandteilen durch-
weg deutlich über jener liegt, die durch Suchanfragen ohne Lokationsbestandteile erzielt werden.
Die absolute Anzahl jeweils gefundener korrekter Resultate ist bei Verwendung lokationsspezischer
Anfragen im direkten Vergleich bei zwei von drei Quellen deutlich höher als bei Anfragen ohne
Lokationskomponenten. Verdeutlicht werden soll dies anhand des folgenden Beispiels: Mit den
Anfragetypen 3-G+T bzw. 2-G+P+T wird auf Flickr eine Precision von 70,09 bzw. 72,7% erzielt. Die
geschätzte Anzahl gefundener Resultate für das betrachtete Szenario beträgt in erstem Fall jedoch
nur 853, wohingegen mit der lokationsbasierten Anfrage 4.005 Ergebnisse gefunden werden. Bei der
Quelle Topsy sind hingegen keine Vorteile durch die geobasierten Suchanfragen im Hinblick auf
die geschätzte Anzahl korrekter Resultate zu erkennen. Gründe hierfür wurden in Abschnitt 5.5
erläutert.
Mit dem Ziel, die Precision der Suchergebnisse zu steigern, wurde innerhalb von Abschnitt 5.6 eine
Machine-Learning-basierte Relevanzlterung vorgestellt. Unter Verwendung anfrage- und ähnlich-
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keitsspezischer Features und Trainingsdaten wurde ein Klassikator trainiert, mit dem die Precision
der Resultate deutlich verbessert wurde und nur ein vergleichbar geringer Verlust an Recall in Kauf
genommen werden musste, was sich in dem gesteigerten F1-Maß im Vergleich zur ungelterten




Dieses Kapitel schließt die vorliegende Arbeit ab. Es wird zunächst eine zusammenfassende Retro-
spektive über die zentralen Kapitel gegeben. Die in Abschnitt 1.4 vorgestellten Forschungsfragen,
welche in dieser Arbeit beantwortet wurden, werden nachfolgend noch einmal aufgegrien. Neben
den Antworten auf die Forschungsfragen werden die Kernbeiträge der Arbeit besprochen und
abschließend ein Ausblick mit oenen Problemen gegeben, der mögliche Impulse für zukünige
Forschungsbestrebungen geben soll.
6.1 zusammenfassung
In Kapitel 1 wurde zunächst die Motivation hinter der vorliegenden Arbeit dargelegt. Der Aspekt
„User Generated Content“ im Nachrichtenumfeld bildete den Rahmen für die Arbeit. Mit der
gegebenen Denition für den Begri „Ereignis“ und den Forschungsfragen und Hypothesen wurde
der Weg in Richtung geographischer Informationsextraktion geebnet. Das Kapitel schloss mit einer
Architekturübersicht über das angestrebte NewsSeecr-Gesamtsystem.
Kapitel 2 gab eine Einführung in die notwendigen Grundlagen und Methoden, die in dieser Arbeit
zum Einsatz kamen. Es wurden verwendete geographische Konzepte, Konzepte des Information
Retrievals und verwendeteMechanismen desMachine Learnings beschrieben. Abschließend erfolgte
eine grundlegende Vorstellung von Evaluierungsmethoden, die für die gesamte Arbeit von Relevanz
sind.
Kapitel 3 nahm Bezug auf den geographischen Fokus dieser Arbeit und widmete sich der Extraktion
von Lokationen aus unstrukturierten englischen Textdokumenten. Es wurden verwandte Arbeiten
und in der Arbeit genutzte Evaluierungsansätze vorgestellt. Der nachfolgende Überblick und die
Auswertung ergab, dass die in den verwandten Arbeiten verwendeten Datensets entweder nicht
frei verfügbar oder von unzureichender Qualität sind. Aus diesem Grund wurde die Erstellung und
die Eigenschaen des Datensets „TUD-Loc-2013“ ausführlich diskutiert. Das Kapitel stellte zwei im
Rahmen der Arbeit konzipierte Verfahren zur Lokationsextraktion vor; eines, welches auf einer Reihe
vonHeuristiken basiert und eines, welches das Problem der Erkennung undDisambiguierungmittels
Machine Learning adressiert. In einem abschließenden Vergleich wurden die beiden Verfahren
gegen eine Reihe von State-of-the-Art-Systemen evaluiert.
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Das daran anschließende Kapitel 4 thematisiert die sogenannte „Fokusbestimmung“. Nach einer
Diskussion der verwandten Arbeiten wurden insgesamt zehn Strategien zur Fokusbestimmung
vorgestellt. Dies umfasst zunächst eine Reihe einfacher Heuristiken, welche bereits in verschiedenen
verwandten Arbeiten verwendet wurden. Anschließend wurde eine Machine-Learning-basierte
Strategie präsentiert, welche auf einer Reihe konzipierter Features aufbaut. Eine andere Herangehens-
weise an das Problem wenden die anschließend vorgestellten textklassikationsbasierten Verfahren
zur Fokusbestimmung an. Die erste Strategie ähnelt State-of-the-Art-Ansätzen. Dort identizier-
te Schwächen wurden im Rahmen der konzipierten mehrstugen dictionary-basierten Strategie
adressiert. Ein neuer Ansatz ist ferner die vorgestellte k-NN-basierte Strategie. Die Realisierung
und Optimierung der vorgestellten Strategien wurde detailliert beschrieben. Anschließend erfolg-
te eine Evaluierung der zehn Verfahren unter Verwendung von drei Datensets unterschiedlichen
Ausmaßes.
Kapitel 5 grei die geschaenen Konzepte aus den vorangehenden Kapiteln auf und integriert diese
in das NewsSeecr-Gesamtsystem. Zunächst werden die Aspekte des Nachrichtenclusterings, mit
dem Ziel, relevante Nachrichtenereignisse zu erkennen behandelt. Das Clustering wurde unter
Verwendung eines Datensets evaluiert. Daran schließt die Beschreibung der fokussierten Suche
nach nutzergenerierten Inhalten an. Es wird beschrieben, wie die verwendeten Anfragen generiert
und die dafür notwendigen Informationen extrahiert werden. Für eine exemplarische Auswahl von
Nachrichtenclustern wurde ein Datenset erzeugt und manuell annotiert, um die erzielten Resultate
zu quantizieren. Da, wie zu erwarten, die Precision der Ergebnisse vergleichsweise schlecht war,
wurde im Anschluss diskutiert, wie mittels per Machine Learning trainierter Klassikation bei
moderaten Einbußen des Recalls die Gesamtprecision deutlich erhöht werden kann.
6.2 beantwortung der forschungsfragen
Einleitend wurden vier Forschungsfragen formuliert und daraus Hypothesen abgeleitet. Im Rah-
men der Arbeit wurden Konzepte entwickelt und evaluiert, um diese Hypothesen zu verizieren.
Nachfolgend wird auf die einzelnen Forschungsfragen eingegangen.
Welche Methoden eignen sich, um aus unstrukturierten Texten geographische Entitäten zu
extrahieren?
Die aus dieser Frage abgeleiteteese besagt, dass mittels Machine Learning ein Mechanismus zur
Lokationsextraktion aus unstrukturierten englischen Texten geschaen werden kann, der eine besse-
re Extraktionsqualität als vergleichbare Systeme erreicht. In Kapitel 3 wurde dieser Mechanismus
vorgestellt und unter Verwendung von drei Datensets gegen sechs andere Dienste bzw. Systeme
zur Extraktion geographischer Entitäten evaluiert. Die Resultate zeigen, dass die in dieser Arbeit
vorgestellte Machine-Learning-basierte Lokationsextraktion State-of-the-Art-Ansätze bezüglich
der Erkennung und der Disambiguierung insgesamt deutlich übertri . Bei dem in dieser Arbeit
vorgestellten TUD-Loc-2013-Datensatz wird bei der Erkennung ein F1-Wert von 77,52% erzielt.
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Dies übertri den zweitbesten Ansatz von Alchemy, welcher ein F1-Maß von 74,01% erzielt. Bei
der Lokationsdisambiguierung wird durch das hier vorgestellte Verfahren ein F1-Wert von 72,43%
erreicht, was deutlich über den 62,64% liegt, die von der Yahoo API erreicht werden.
Welche Methoden eignen sich, um für unstrukturierte Texte den geographischen Fokus zu
bestimmen?
Dieese, dass mittels Machine Learning ein Ranking extrahierter Lokationen vorgenommen
werden kann, um den geographischen Fokus zu bestimmen wurde im Rahmen von Kapitel 4 evalu-
iert. Die Ergebnisse, welche unter Verwendung des TUD-Loc-2013- und des Wikipedia-Datensets
ermittelt wurden, bestätigen dieseese. Im Hinblick auf den Median- und den Durchschnitts-
fehler wurden mit dem vorgestellten Machine-Learning-basierten Ranking die besten Resultate
erzielt.
Wie können mit hohem Recall ereignisrelevante Informationen in Quellen für nutzergene-
rierte Inhalte gefunden werden?
Aus dieser Forschungsfrage wurde dieese abgeleitet, dass Suchanfragen mit lokationsspezischen
Bestandteilen bei der Aggregation nachrichtenrelevanter nutzergenerierter Inhalte eine höhere
Ausbeute und bessere Precision liefern als Anfragen ohne jene Bestandteile. In Kapitel 5 wurden
dazu verschiedene Anfragetypen vorgestellt und für die Suche nach User Generated Content für
eine Auswahl an 54 Referenzclustern in den vier Quellen Flickr, YouTube, Topsy und Instagram
genutzt. Die Ergebnisse wurden in einem aufwendigen manuellen Annotationsprozess bezüglich
ihrer Relevanz für das jeweilige Cluster-ema bewertet. Eine der betrachteten Quellen (Instagram)
unterstützt im Rahmen der dargestellten Bedingungen ausschließlich die Suche mit Koordinaten,
weshalb dieese implizit erfüllt ist. Bei den Quellen Flickr und YouTube wurden mit geobasierten
Anfragen deutlich mehr Resultate gefunden. Bei Topsy war dies nicht der Fall, die Ursachen dafür
wurden diskutiert. Die Hypothese ist somit nicht vollumfänglich erfüllt, trotzdem zeigen die Ergeb-
nisse, dass lokationsspezische Suchanfragen signikante Verbesserungen bezüglich der Anzahl
gefundener Resultate und der erzielten Precision erlauben.
Wie kann für die gefundenen Informationen eine hohe Precision im Hinblick auf die Rele-
vanz für das Ereignis erreicht werden?
Die aus der vorangehend untersuchten Forschungsfrage gewonnenen Resultate zeigen, dass die
Gesamtprecision, die bei der Suche nach ereignisrelevanten nutzergenerierten Inhalten in den be-
trachteten Quellen erzielt wurde, vergleichsweise gering ist. Die im Vorfeld aufgestellte Hypothese
besagte, dass diese niedrige Precision durch mittels Machine Learning trainierten Klassikationsme-
chanismen verbessert werden kann, ohne dabei zu viele tatsächlich relevante Inhalte zu „opfern“.
Die Methodik zur Klassikation und das vorangegangene Feature Mining sind in Abschnitt 5.6




Neben den grundlegenden Kernaspekten dieser Arbeit, die sich in Antworten auf die aufgestellten
Forschungsfragen nden, wurde eine Reihe weiterer wissenschalicher und praktischer Beiträge
geschaen, die nachfolgend vorgestellt werden.
Geographische Fokusbestimmung In Kapitel 4 wurden zehn Strategien zur geographischen Fokus-
bestimmung für Textdokumente vorgestellt. Während die beschriebenen Heuristiken und die
Dictionary-basierte Strategie imWesentlichen auf State-of-the-Art-Ansätzen beruhen, wur-
den hier drei neue oder deutlich verbesserte Strategien vorgestellt. Es wurde gezeigt, dass mit
der mehrstugen Dictionary-basierten Fokusbestimmung (Abschnitt 4.4.2) bei Trainingssets
mittlerer Größe eine signikante Verbesserung im Vergleich zu einem State-of-the-Art-Ansatz
mit einfachem Raster erzielt werden kann. In keiner anderen bisherigen Arbeit wurde bis
dato eine umfangreiche Gesamtevaluierung durchgeführt, die unterschiedliche Strategien
unter Verwendung verschiedener Datensets miteinander vergleicht.
Palladian Ein Großteil der hier beschriebenen Methoden und Algorithmen wurde innerhalb des
Palladian Toolkits implementiert (Urbansky, Muthmann, Katz und Reichert, 2012). Palladian
ist eine für die Forschung frei nutzbare Java-basierte Soware-Bibliothek117, die mit dem Ziel
entwickelt wurde, Algorithmen des TextMinings, Machine Learnings, der Informationsextrak-
tion und der Suche der Forschung verfügbar zu machen. Die Beiträge und Verbesserungen,
die während der Dissertation geschaen wurden, umfassen vor allem die beschriebenen geo-
basierten Extraktionsmechanismen, die Textklassikation und den Zugri auf verschiedene
Web-APIs zur Suche. Die Qualität und Stabilität der Implementierung geht dabei weit über
die üblichen wissenschalichen Prototypen hinaus, sodass eine unmittelbare Nachnutzung
der hier präsentierten Algorithmen möglich wird und somit zukünige Forschungen unter
Verwendung von Palladian auf einem deutlich höheren Niveau als zuvor beginnen können.
Palladian KNIME Nodes Mit dem Ziel, die Funktionalitäten aus Palladian einer breiteren Nutzer-
gruppe – insbesondere Nicht-Entwicklern – zugänglich zu machen, wurden durch den Autor
dieser Arbeit die Palladian KNIME Nodes entwickelt118. KNIME (Berthold et al., 2007) ist ein
workowbasiertes, grasches Werkzeug für Data Mining und Analyse, welches ursprünglich
hauptsächlich im Bio- und Life-Science-Bereich eingesetzt wurde, aber mittlerweile auch in
anderen Domänen Fuß fasst. Die Palladian KNIME Nodes bieten eine Reihe relevanter Funk-
tionen von Palladian über eine nutzerfreundliche Oberäche an und erfreuen sich wachsender
Beliebtheit119. Seit nunmehr über drei Jahren ndet ein stetiger Kontakt und Austausch mit





TUD-Loc-2013 Wie die Recherche in Abschnitt 3.4 ergab, existierten keine frei verfügbaren Daten-
sets guter Qualität zur Evaluierung von Lokationsextraktionsverfahren. Mit TUD-Loc-2013,
dessen Erstellung in Abschnitt 3.4.2 ausführlich beschrieben ist, wird diese Lücke geschlossen.
Das Datenset wurde mit beträchtlichem Aufwand komplett manuell annotiert und ist über
die Open-Research-Plattform Areca frei verfügbar120, womit zukünige Arbeiten auf diesem
Bereich mit den hier präsentierten Ergebnissen verglichen werden können.
NewsSeecr-API Funktionalitäten des hier vorgestellten Systems NewsSeecr sind mittels REST-
API121 nutzbar. Dies umfasst die vorgestellte Lokationsextraktion und Fokusbestimmung
(Kapitel 3 und 4). Außerdem bietet die API Zugri auf aggregierte Nachrichtenereignisse und
Inhalte wie in Kapitel 5 beschrieben.
6.4 ausblick
Die mit dieser Arbeit verbundene Forschung hat eine Reihe von Fragen aufgeworfen, die außerhalb
des Fokus lagen und deshalb hier nicht beantwortet werden konnten. Diese Fragen liefern jedoch
wertvolle Impulse für zukünige Forschungsbestrebungen und sollen deshalb nachfolgend diskutiert
werden.
Die Frage nach der Glaubwürdigkeit der betrachteten Informationen wurde von Beginn an aus-
gespart. Wohlwissend, dass gerade aufgrund der wachsenden Popularität von nutzergenerierten
Inhalten neue Möglichkeiten der gezielten Beeinussung und der bewussten Streuung von Falschin-
formationen entstehen, müssen zukünige Arbeiten deshalb untersuchen, wie die Glaubwürdigkeit
von Quellen, Nutzern und einzelnen Inhalten ermittelt und bewertet werden kann.
Bei bestimmten Arten von Nachrichtenereignissen kann eine Betrachtung der zugrundeliegenden
Dynamik hochinteressante Einblicke liefern. Die vorgestellten Konzepte zur Extraktion von Loka-
tionen können in Kombination mit einer stärkeren Berücksichtigung des zeitlichen Aspekts die
Grundlage liefern, um Entwicklungen von Ereignissen genauer auszuwerten. Beispielsweise könnte
analysiert werden, welche Regionen zu welchem Zeitpunkt von Naturkatastrophen wie Bränden oder
Erdbeben betroen sind und wie diese sich ausbreiten. Zukünige Entwicklungen im Bereich der
Computer Vision können in diesem Zusammenhang herangezogen werden, um Inhalte von Bildern
und Videos einzuordnen, ohne dass dafür Textinformationen vorhanden sein müssen.
Auch wenn die hier vorgenommenen Betrachtungen primär mit dem Fokus auf die Domäne „Nach-
richten“ erfolgten, sind die grundlegenden Konzepte auf andere Domänen übertragbar. Lokationsex-
traktion und die zielgerichtete Aggregation nutzergenerierter Inhalte ist nicht nur für den Nachrich-
tenbereich interessant. Gerade im Social-Media-nahen Umfeld werden Quellen und Plattformen für
nutzergenerierte Inhalte durch Nutzer früh adaptiert und intensiv genutzt. Im Veranstaltungsbe-




und veröentlicht wurden, aggregiert und für eine (semi)automatisierte Berichterstattung genutzt
werden.
Die Flut an nutzergenerierten Inhalten wird auch in Zukun weiter wachsen. Gleichzeitig zeigen
aktuelle Trends, dass sich nach der Ära Facebook gerade jüngere Nutzer zunehmend spezialisierten
sozialen Netzwerken zuwenden (Matthews, 2014). Im Zuge der steigenden Informationsmenge und
der gleichzeitigen Fluktuation und Streuung von Inhalten auf unterschiedliche Plattformen wird der
semantischen Verknüpfung von Informationen in den kommenden Jahren eine große Bedeutung
zukommen.
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Tabelle A.5: Typabbildungen für Extractiv
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B optimierung der fokusbestimmung
Features Modell- p(d ≤ x), x in km Fehler in km
größe 1 10 100 1.000 d d̃
1-W 180.091 0,07 1,49 21,32 73,26 1.964,82 221,86
1. . . 2-W 563.350 0,09 1,45 22,06 74,83 1.772,06 214,74
1. . . 3-W 857.033 0,09 1,4 22,01 74,23 1.779,51 218,12
1. . . 4-W 1.064.272 0,09 1,39 21,6 73,54 1.824,1 223,76
1. . . 5-W 1.209.646 0,09 1,39 21,3 72,96 1.853,3 229,32
2-W 841.046 0,09 1,5 22,33 75,45 1.750,86 214,35
2. . . 3-W 1.464.377 0,09 1,32 21,79 74,7 1.751,86 218,48
2. . . 4-W 1.929.966 0,09 1,28 21,33 74,03 1.784,39 227,37
2. . . 5-W 2.275.668 0,09 1,28 20,94 73,44 1.814,88 232,41
3-W 1.244.195 0,09 1,31 21,72 74,45 1.754,96 222,99
3. . . 4-W 1.958.037 0,09 1,21 20,74 72,98 1.828,83 236,3
3. . . 5-W 2.439.405 0,09 1,2 20,27 72,07 1.885,44 242,9
4-W 1.344.824 0,1 1,37 21,26 73,79 1.789,32 228,57
4. . . 5-W 2.055.026 0,1 1,29 20,32 71,88 1.891,03 242,54
5-W 1.275.745 0,1 1,43 21,36 74,34 1.759,87 227,73
Tabelle B.1: Evaluierung der wortbasierten Featurekombinationen für Dictionary-basierte Strategie
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Features Modell- p(d ≤ x), x in km Fehler in km
größe 1 10 100 1.000 d d̃
3-C 58.154 0,04 0,32 7,67 37,81 4.469,62 3.729,6
3. . . 4-C 227.348 0,06 0,78 14,6 55,11 3.410,66 463,01
3. . . 5-C 576.290 0,09 1,38 21,74 73,51 2.124,4 219,56
3. . . 6-C 1.037.169 0,11 1,74 24,88 82,11 1.463,64 193,58
3. . . 7-C 1.512.621 0,14 1,87 25,93 85,53 1.218,99 187,27
3. . . 8-C 1.982.922 0,12 1,98 26,08 85,91 1.123,16 186,28
3. . . 9-C 2.439.505 0,12 1,89 25,19 84,51 1.189,76 191,17
3. . . 10-C 2.884.298 0,14 1,82 24,32 83,26 1.266,74 197,31
4-C 228.756 0,07 0,78 14,33 54,77 3.370,02 491,1
4. . . 5-C 645.433 0,09 1,29 21,19 72,33 2.176,29 225,21
4. . . 6-C 1.181.752 0,1 1,68 25,03 82,09 1.421,73 193,65
4. . . 7-C 1.720.275 0,14 1,93 26,14 85,59 1.205,97 185,45
4. . . 8-C 2.216.405 0,12 1,95 26,34 86,64 1.074,22 183,56
4. . . 9-C 2.688.631 0,12 1,97 26,07 86,02 1.100,55 185,47
4. . . 10-C 3.136.940 0,12 1,86 25,07 84,45 1.181,81 191,91
5-C 632.308 0,09 1,21 19,61 67,73 2.443,12 248,65
5. . . 6-C 1.305.814 0,09 1,65 24,24 80,15 1.560,46 197,44
5. . . 7-C 1.936.342 0,12 1,87 26,12 85,19 1.147,3 184,95
5. . . 8-C 2.492.256 0,14 1,97 26,71 86,99 1.046,04 181,14
5. . . 9-C 2.971.503 0,12 1,92 26,41 86,75 1.031,98 183,06
5. . . 10-C 3.418.146 0,12 1,95 25,87 85,63 1.085,43 187,01
6-C 1.228.392 0,1 1,47 22,13 74,43 1.914,57 214,4
6. . . 7-C 2.066.330 0,1 1,77 25,59 83,39 1.277,84 189,52
6. . . 8-C 2.722.183 0,12 1,91 26,58 85,91 1.077,04 182,17
6. . . 9-C 3.260.990 0,12 2 26,84 86,97 1.022,72 180,78
6. . . 10-C 3.697.156 0,11 1,95 26,4 86,26 1.035,11 183,77
7-C 1.884.737 0,11 1,68 23,58 77,73 1.624,68 203,76
7. . . 8-C 2.827.513 0,11 1,9 26,25 84,63 1.145,03 185,47
7. . . 9-C 3.482.155 0,12 1,92 26,66 86 1.059,58 182,68
7. . . 10-C 3.980.710 0,12 1,96 26,57 86,3 1.051,98 182,69
8-C 2.550.083 0,11 1,74 24,16 79,28 1.504,88 201,07
8. . . 9-C 3.570.958 0,11 1,89 26,23 84,63 1.119,99 186,81
8. . . 10-C 4.199.038 0,11 1,89 26,45 85,43 1.077,18 184,42
9-C 3.217.793 0,11 1,74 24,45 80,1 1.407,98 199,06
9. . . 10-C 4.274.135 0,11 1,9 25,92 84,24 1.144,45 188,94
10-C 3.847.557 0,11 1,74 24,29 80,85 1.351,23 199,39
Tabelle B.2: Evaluierung der zeichenbasierten Featurekombinationen für Dictionary-basierte Strate-
gie
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Grid- Belegte p(d ≤ x), x in km Fehler in km
größe Zellen 1 10 100 1.000 d d̃
180 2 0 0 0,36 32,18 3.815,53 1.939,72
90 8 0 0,01 1,38 35,88 2.859,13 1.384,23
45 32 0 0,04 4,31 60,85 1.464,5 748,95
22,5 111 0,02 0,22 5,11 75,34 1.289,58 530,51
11,25 293 0,02 0,54 13,25 87,54 1.032,22 317,12
5,63 709 0,12 1,96 22,78 86,85 1.028,78 199,19
2,81 1.599 0,22 4,52 45,38 84,36 1.116,44 112,8
1,41 3.179 0,59 8,91 58,48 79,36 1.415,46 72,26
0,7 5.653 0,92 12,78 55,92 75,43 1.694,26 61,52
0,35 8.704 1,38 16,28 51,4 71,73 1.953,99 85,35
0,18 11.652 1,87 18,24 46,86 68,83 2.160,67 138,87
0,09 13.660 2 17,43 43,05 66,26 2.357,45 197,65
0,04 14.814 1,9 15,89 40,57 64,6 2.473,7 242,83
0,02 15.483 1,89 15,02 39,57 63,83 2.530,6 258,46
0,01 15.860 1,75 14,72 39,28 63,56 2.551,27 265,93
Tabelle B.3: Evaluierungsergebnisse für Fokusbestimmung mit Wikipedia-Datenset und Dictionary-
basierter Strategie bei schrittweise halbierten Grid-Größen
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Gridgröße p(d ≤ x), x in km Fehler in km
Grob Fein 1 10 100 1.000 d d̃
22,5 11,25 0 0 0,12 0,84 1.109,31 334,74
22,5 5,63 0 0,02 0,21 0,84 1.023,01 211,64
11,25 5,63 0 0,02 0,22 0,88 939,14 202,03
22,5 2,81 0 0,04 0,43 0,84 975,2 121,3
11,25 2,81 0 0,04 0,44 0,88 883,52 116,47
5,63 2,81 0 0,04 0,43 0,87 975,78 121,3
22,5 1,41 0,01 0,08 0,57 0,84 972,59 76,55
11,25 1,41 0,01 0,09 0,59 0,88 869,38 72,18
5,63 1,41 0,01 0,09 0,58 0,87 954,2 75
2,81 1,41 0,01 0,09 0,6 0,84 1.094,41 69,9
22,5 0,7 0,01 0,12 0,57 0,83 982,95 62,34
11,25 0,7 0,01 0,13 0,59 0,87 870,1 55,15
5,63 0,7 0,01 0,13 0,6 0,87 948,62 57,25
2,81 0,7 0,01 0,13 0,62 0,84 1.086,16 50,44
1,41 0,7 0,01 0,13 0,6 0,79 1.407,31 52,05
22,5 0,35 0,01 0,16 0,54 0,83 995,14 70,48
11,25 0,35 0,01 0,17 0,58 0,87 875,71 56,45
5,63 0,35 0,01 0,17 0,58 0,87 950,54 56,26
2,81 0,35 0,01 0,18 0,62 0,84 1.084,65 46,65
1,41 0,35 0,01 0,18 0,6 0,79 1.404,85 47,23
0,7 0,35 0,01 0,17 0,56 0,75 1.691,8 56,6
22,5 0,18 0,02 0,19 0,51 0,82 1.009,62 88,29
11,25 0,18 0,02 0,2 0,55 0,87 882,72 67,16
5,63 0,18 0,02 0,2 0,57 0,87 954,06 63,61
2,81 0,18 0,02 0,22 0,61 0,84 1.084,57 49,2
1,41 0,18 0,02 0,21 0,6 0,79 1.404,47 48,84
0,7 0,18 0,02 0,21 0,56 0,75 1.691 56,82
0,35 0,18 0,02 0,2 0,51 0,72 1.953,16 84,75
22,5 0,09 0,02 0,19 0,49 0,82 1.021,05 106,95
11,25 0,09 0,02 0,2 0,54 0,87 889,44 77,03
5,63 0,09 0,02 0,2 0,55 0,87 956,74 70,67
2,81 0,09 0,03 0,22 0,61 0,84 1.085,72 52,2
1,41 0,09 0,02 0,22 0,6 0,79 1.404,52 49,83
0,7 0,09 0,02 0,22 0,56 0,75 1.690,85 56,55
0,35 0,09 0,02 0,21 0,51 0,72 1.953,07 85,11
0,18 0,09 0,02 0,19 0,47 0,69 2.160,58 138,87
Tabelle B.4: Evaluierungsergebnisse für zweistuge Fokusbestimmung mit Wikipedia-Datenset für
Kombinationen von s im Intervall [22,5°, 0,09°]
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Features p(d ≤ x), x in km Fehler in km
1 10 100 1.000 d d̃
1-W 2,01 16 49,83 79,36 1.226,6 101,65
1. . . 2-W 1,81 15,9 49,12 77,06 1.369,5 106,27
1. . . 3-W 1,69 15,2 46,45 73,9 1.650,97 130,25
1. . . 4-W 1,65 14,79 45,18 71,63 1.821,68 148,7
1. . . 5-W 1,75 15,09 45,11 71,33 1.844,53 148,12
2-W 1,76 14,1 45,19 74,56 1.570,21 140,58
2. . . 3-W 1,45 13,59 42,52 70,59 1.939,83 176,26
2. . . 4-W 1,38 13,51 41,29 67,97 2.115,64 200,15
2. . . 5-W 1,4 13,5 40,89 67,67 2.132,38 214,47
3-W 1,39 12,76 40,45 68,72 2.059,86 211,03
3. . . 4-W 1,16 12,63 38,98 66 2.273,43 245,08
3. . . 5-W 1,22 12,56 38,58 64,99 2.343,85 256,57
4-W 1,15 11,98 38,02 65,69 2.266,12 252,4
4. . . 5-W 1,02 11,84 37,36 64 2.413,76 272,55
5-W 0,94 11,23 36,25 62,88 2.683,88 302,92
Tabelle B.5: Evaluierung der wortbasierten Featurekombinationen für k-NN-basierte Strategie
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Features p(d ≤ x), x in km Fehler in km
1 10 100 1.000 d d̃
3-C 1,4 13,38 41,25 70,54 1.904,73 192
3. . . 4-C 1,5 13,91 40,95 68,08 2.132,64 208,24
3. . . 5-C 1,48 13,94 39,07 64,41 2.401,33 267,49
3. . . 6-C 1,31 13,29 36,33 60,91 2.713,13 358,42
3. . . 7-C 1,38 13,36 35,97 60,86 2.746,35 353,21
3. . . 8-C 1,28 12,53 35,75 60,35 2.837,07 367,29
3. . . 9-C 1,27 12,53 35,2 59,66 2.851,07 388,65
3. . . 10-C 1,12 12,39 35,01 59,72 2.802,76 391,3
4-C 1,7 15,31 45,17 73,18 1.753,53 143,95
4. . . 5-C 1,63 14,52 41,19 66,63 2.233,36 211,68
4. . . 6-C 1,57 14,06 38,25 63,04 2.528,53 298,56
4. . . 7-C 1,26 13,54 36,52 61,34 2.710,31 344,86
4. . . 8-C 1,28 13,22 36,07 61,22 2.728,01 345,85
4. . . 9-C 1,24 12,73 35,7 60,51 2.794,52 355,38
4. . . 10-C 1,27 12,64 35,24 60,18 2.815,7 382,23
5-C 1,82 15,81 46,28 72,66 1.809,15 136,37
5. . . 6-C 1,52 14,33 41,26 66,23 2.263,04 213,65
5. . . 7-C 1,5 14,3 38,56 62,82 2.515,48 288,63
5. . . 8-C 1,24 13,35 36,27 61,41 2.741,36 344,14
5. . . 9-C 1,34 13,32 36,39 61,38 2.713,67 336,38
5. . . 10-C 1,33 12,85 36,22 61,51 2.725,18 339,97
6-C 1,8 15,66 45,74 71,64 1.895,25 143,67
6. . . 7-C 1,39 14 40,71 65,2 2.373,85 233,54
6. . . 8-C 1,44 13,82 38,67 62,51 2.537,02 283,46
6. . . 9-C 1,33 13,53 37,48 62,35 2.666,82 310,48
6. . . 10-C 1,44 13,48 37,42 62,08 2.685,85 316,68
7-C 1,79 15,27 45,05 70,16 1.978,18 151,67
7. . . 8-C 1,43 13,75 40,29 64,94 2.388,45 238,42
7. . . 9-C 1,42 13,64 38,67 62,55 2.603,15 278,81
7. . . 10-C 1,33 13,42 38,22 62,41 2.630,98 292,86
8-C 1,58 14,74 43,55 69,47 2.023,99 171,41
8. . . 9-C 1,4 13,54 40,35 64,69 2.445,28 243,07
8. . . 10-C 1,32 13,45 38,8 62,77 2.578,72 278,34
9-C 1,47 14,22 42,27 68,14 2.137,72 191,93
9. . . 10-C 1,37 13,32 39,65 64,81 2.410,19 250,27
10-C 1,33 13,68 41,2 67,17 2.211,95 213,22
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