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Abstract
For time-periodic dissipative and irreducible type-K competitive Kolmogorov systems, it is
proved that there is a canonically deﬁned countable family F of unordered, disjoint invariant
sets with the property that, for every persistent trajectory whose -limit set is not a cycle, there
exists a unique trajectory in some element of F such that these two trajectories are asymptotic
and the corresponding points in these two trajectories are K-related.
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1. Introduction
Consider a community of n interacting species modeled by the Kolmogorov
equations
x˙i = xifi(t, x), xi  0, 1 i n,
x = (x1, x2, . . . , xn), (1.1)
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where f (t, x) = (f1, . . . , fn) is deﬁned and continuous, together with its ﬁrst and
second derivatives with respect to x, for (t, x) ∈ R×U , where U is an open subset of
Rn containing C = {x : xi  0 for all i}. Here xi is the density and fi(t, x) is the per
capita growth rate of species i. Note that fi not only depends on the densities of the
interacting populations, but also ﬂuctuates with time. The interpretation requires us to
restrict our attention to the closed positive cone C. System (1.1) is called competitive
if all off-diagonal elements of the Jacobian matrix Dxf (t, x) are non-positive at each
(t, x) ∈ R× C [14].
If f is independent of time, the well-known construction of Smale [27] showed that,
contrary to the popular belief in early 1970s, mathematical models of competition be-
tween species could lead to differential equations with extremely complicated dynamics.
This in turn led to a famous series of papers by Hirsch [7–10] who showed that the
dynamics of competitive systems can be no worse than that of completely general
systems of one less dimension. One of the most exciting fallouts of these results was
to the study of n-dimensional dissipative competitive systems. More precisely, under
the assumptions of competition, dissipation and irreducibility, Hirsch [9] proved that
there is a canonically deﬁned countable family of unordered, disjoint Lipschitz open
(n − 1)-cells such that every non-convergent persistent trajectory is asymptotic to a
trajectory in one of the cells. In particular, if the origin is a repeller and the commu-
nity matrices are strictly negative, then there exists a balanced attractor, called carrying
simplex (see [11,43]), attracting all nontrivial orbits. Recently, by appealing to Takácˇ’s
invariant order decomposition methods (see [36,37]), Wang and Jiang [41,42] have gen-
eralized this well-known result of Hirsch’s to Kolmogorov competitive mappings and
the time-periodic competitive system (1.1). Of course, the system is called time-periodic
of period  if
fi(t + , x) = fi(t, x) for all (t, x) ∈ R× C, i = 1, . . . , n. (1.2)
Smith [29] developed Hirsch’s theory on competitive and monotone systems and
introduced the so-called type-K monotone Kolmogorov systems. System (1.1) is called
type-K monotone if there exists an integer k satisfying 1 k < n such that, at each
(t, x) ∈ R× C, the Jacobian matrix Dxf (t, x) of f has the structure
(
A −B
−C D
)
, (1.3)
where A is a k × k matrix, D is a (n − k) × (n − k) matrix, B,C 0, and each
off-diagonal element of A and D is nonnegative. Of course, each matrix A,B,C,D
depends on (t, x). As a matter of fact, the system (1.1) being type-K monotone implies
that it is monotone with respect to an order on C. To see this, let K be the closed cone
{x ∈ Rn : xi  0, 1 i k; xj  0, k + 1 j  n}, Smith [29] introduced an order in
C such that
xKy ⇔ y − x ∈ K,
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x K y ⇔ y − x ∈ IntK,
x <K y ⇔ y − x ∈ K and y = x,
and proved that the system is type-K monotone in the sense that 1K(K,<K)2
implies (t, s, 1)K(K,<K)(t, s, 2) for t  s, where (t, s, ) is the unique so-
lution of (1.1) satisfying the initial value (s, s, ) = . For the autonomous case,
Smith [29] established the uniform persistence of all species. Thereafter, the coexis-
tence, extinction and global attractivity of the autonomous and time-periodic type-K
monotone Kolmogorov systems have been the target of extensive investigations (see
[16,17,33,39]).
System (1.1) is called type-K competitive if at each (t, x) ∈ R×C, −Dxf (t, x) has
the form (1.3). Many mathematical models such as the growth of phytoplankton in a
chemostat [34], some predator–prey models [5], models of the signaling systems of
the slime mold [4,32], the Field–Noyes models of Zhabotinski reaction (see, Murray
[22]), and all kinds of competitor–competitor-mutualist models (see [24,35,44,45,2]) are
type-K competitive according to our deﬁnition.
Recently, Liang and Jiang [18] have investigated the large-time behavior of the au-
tonomous type-K competitive Kolmogorov system (1.1). Under the additional assump-
tions of dissipation and irreducibility, they proved that there is a canonically deﬁned
countable family of disjoint invariant (n−1) cells which attract all non-convergent per-
sistent trajectories. Note that this result is absolutely not a direct corollary of Hirsch’s
result in [9] because of the special structure of the type-K competitive Kolmogorov
system. The key approaches in [18] are the -limit dichotomy of the type-K competi-
tive Kolmogorov system and the construction of two very special (n− 1)-dimensional
invariant sets, V−(∞) and V+(∞).
Our focus in this paper is on time-periodic type-K competitive Kolmogorov systems
(1.1)–(1.2). The discrete-time dynamics of the Poincaré map T associated with (1.1)–
(1.2) will be studied. We shall generalize the results of [18] to the n-dimensional time-
periodic type-K competitive systems (1.1)–(1.2). More precisely, under the assumptions
of dissipation and irreducibility, we shall prove that there is a canonically deﬁned
countable family F of unordered, disjoint invariant sets with the property that, for
every persistent trajectory, whose -limit set is not a cycle, there exists a unique
trajectory in some element of F such that these two trajectories are asymptotic and
the corresponding points in these two trajectories are K-related. Note that in the time-
periodic case the -limit dichotomy does not hold any more. Moreover, to the best
of our knowledge, the uniqueness of the asymptotic phase in this case is for the ﬁrst
time considered in the present paper. The approach in this work, which is totally
different from that of Liang and Jiang’s, is due to the second author’s earlier joint
work [41,42] with Jiang, but it is more difﬁcult to construct the family F and one
needs more techniques and tools to prove that the -limit sets are in some element of
such a family. The proof of the uniqueness of the asymptotic phase is mainly based
on exponential separation (cf. [20, Appendix]) and Pesin’s Theory.
The paper is organized as follows. In Section 2, we agree on some notations, give
important deﬁnitions and state some fundamental results which will be important to
our proofs. The main result and its proof are given in Section 3.
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2. Notations and fundamental results
Let C = {x ∈ Rn : x 0} be the usual nonnegative orthant. The interior of C is
Co = {x ∈ Rn : x  0} and the boundary of C is C. Given an integer 1 k < n,
deﬁne a cone K in Rn as K = {x ∈ Rn : xi  0, 1 i k; xj  0, k + 1 j ≤ n},
we write xKy if y − x ∈ K , x <K y if y − x ∈ K and y = x, and x K y if
y − x ∈ IntK , the interior of K. Given ∅ = I ⊂ N := {1, 2, . . . , n}, let HI = {x ∈
Rn : xj = 0 for j /∈ I }. We also let H+I = C ∩ HI and H˙+I = {x ∈ H+I : xi >
0 for i ∈ I }. For sets A,B ⊂ C we write A K (≺K,≺≺K)B if given any a ∈ A,
there exists some b ∈ B such that aK(<K,K)b and given any y ∈ B there is
some x ∈ A such that xK(<K,K)y. Related notations such as xKy, A K B,
etc., have the natural meanings. For any points x K y in Rn we deﬁne the open
order interval [[x, y]]K = {z ∈ Rn : x K z K y} and the closed order interval
[x, y]K = {z ∈ Rn : xKzKy}. We also let [[x, y]K = {z ∈ Rn : x K zKy} and
[x,+∞)K = {y ∈ C : yKx}, and related notations such as (−∞, x]K , [x, y]]K and
[[x,∞), etc., have the natural meanings. A set in Rn is order convex if it contains the
order closed intervals deﬁned by each pair of its elements. A subset Y of X is called
lower closed if (−∞, b]K ⊂ Y whenever b ∈ Y ; and upper closed if [a,+∞)K ⊂ Y
whenever a ∈ Y . A point z is in the lower boundary −S of a set S ⊂ Rn provided
there is a sequence {yn} in S converging to z with yn K z(denoted by yn ↓ z),
but no sequence {xn} in S converging to z with xn K z(denoted by xn ↑ z). The
upper boundary +S is deﬁned analogously. An open k-cell in a space X is a subset
homeomorphic to Rk . A closed k-cell is a subset homeomorphic to the closed unit ball
in Rk . Suppose that X is a metrizable topological vector space together with a closed
convex cone V+. Then (X, V+) is called strongly ordered if Int V+ = ∅. A pair of
(A,B) of subsets A,B of a strongly ordered topological vector space X is called an
invariant order decomposition of X if it has the following properties: (i) A = ∅ and
B = ∅; (ii) A and B are closed; (iii) A is lower closed and B is upper closed; (iv)
A ∪ B = X; (v) Int(A ∩ B) = ∅ and (vi) TA ⊂ A, T (B) ⊂ B. It is easy to see that
H = A ∩ B never contains two distinct points x, y such that y − x ∈ Int V+. If A is
a subset of topological space X, A denotes the closure of A in X. The boundary of A
relative to X is denoted by XA, or A if X = C.
We write (t, s, x0) for the solution map of (1.1), that is, (·, s, x0) is the unique
solution of (1.1) satisfying (s, s, x0) = x0. We will assume without further mentioning
that the domain of (t, s, x0) includes [s,+∞) in case x0 ∈ C. In particular, when
s = 0, we suppose that (lx0 ,+∞) is the maximal existence interval of the solution
(t, 0, x0) in case x0 ∈ C.
It is convenient to deﬁne the fundamental object of study in this paper, namely the
Poincaré map for the -periodic system (1.1)–(1.2). Let
T (x) = (, 0, x)
for x ∈ C. It is known that T is a C1-diffeomorphism onto T (C) which is orientation
preserving. The set A ⊂ C is called invariant (resp. positively invariant) if TA = A
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(resp. TA ⊂ A). Let x ∈ C. Then either there exists some N ∈ N such that T −nx ∈ T C
for 0 nN but T −(N+1)x /∈ T C, or T −nx ∈ T C for any n ∈ N. In the ﬁrst case,
we say that such an x does not have a full backward orbit. The orbit of any x ∈ C
in C is deﬁned by O(x) = {T mx : T mx 0 and m ∈ Z}, where Z denotes the set
of integers. Obviously, O(x) is positively invariant. The -limit set of x is deﬁned
by (x) = {y ∈ C : T nkx → y(k → ∞) for some sequence nk → +∞ inZ} and the
-limit set of x by (x) = {y ∈ C : T −nkx → y(k → ∞) for some sequence nk →
+∞ inZ}. Note that if O(x) is compact in C, then -limit set of x is nonempty and
invariant. Furthermore, the -limit set of x is nonempty and invariant provided x has
a full backward orbit and O(x) is compact in C. Given any x ∈ Co, x is called have
a persistent orbit if there exists some  > 0 such that lim infn→+∞ T ni (x)  for all
i = 1, 2, . . . , n.
A point p is called an (m−) periodic point of T if T mp = p and T lp = p for
0 < l < m. We call O(p) a cycle, or an m-cycle. If Tp = p, then we say p is a ﬁxed
point. We also denote by Per(T ) the set of periodic points of T in C and Fix(T ) the set
of ﬁxed points of T in C. Given an m-cycle O(p), we denote 1(p) = (DT −m(p)),
where (DT −m(p)) is the spectral radius of the linear mapping DT −m(p). If 1(p) 1,
we call O(p) is a linearly stable cycle of T −1.
The Kolmogorov system (1.1) is called a type-K competitive if the Jacobian matrix
−Dxf (t, x) satisﬁes (1.3) for each (t, x) ∈ R×C. The Poincaré map T associated with
time-periodic type-K competitive Kolmogorov system (1.1)–(1.2) satisﬁes
(A1) If x, y ∈ C and T x <K Ty, then x <K y (we call such a map T type-K
competitive).
(A1′) If x1, x2 ∈ C and T x1 = y1, T x2 = y2 with y1 <K y2, then [y1, y2]K ⊆
T [x1, x2]K .
Conditions (A1) and (A1′) are essentially due to Smith [28] with a change of the
cone K. Since T is the Poincaré map associated with the ODE system (1.1)–(1.2), it is
not difﬁcult to show that (A1) implies (A1′) and we refer this to Smith [28]. By the
well-known Kamke–Müller Theorem (see, [1,31]), we can also obtain that T has the
following property (S). If T x K Ty, then x K y.
We call system (1.1) irreducible in each face if, for each I ⊂ N, I = ∅, the
matrix (Dxf (t, x))I×I is irreducible at each (t, x) ∈ R × H+I . Recall that a matrix
A is irreducible if there is no permutation matrix R such that R−1AR =
(
A1 0
B A2
)
with square matrices A1, A2. Suppose that the periodic system (1.1)–(1.2) is type-K
competitive and irreducible in each face, then the Poincaré map T satisﬁes
(A2) For each I ⊂ N, I = ∅ and x, y ∈ H+I , if T x <K Ty and either x or y is in
H˙+I , then xi < yi for all i ∈ I ∩{1, 2, . . . , k} and xj > yj for all j ∈ I \ {1, 2, . . . , k}.
From point of view of applications to the real ecosystems, it is also reasonable to
assume that the Poincaré map T is Dissipative, i.e.,
(A3) There is a compact invariant set 	, called the fundamental attractor, which
uniformly attracts each compact set of the initial values.
Note that f (t, x) = (f1, . . . , fn) is continuous, together with its ﬁrst and second
derivatives with respect to x, for (t, x) ∈ R × U , where U is an open subset of Rn
containing C. Then the Poincaré map T has the following smoothness:
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(A4) T is an injective C2-diffeomorphism onto T (U).
Now we state several known results which will be important in the proof of the
main result.
Proposition 2.1 (Wang and Jiang). Let (X,K) be a strongly ordered metrizable topo-
logical space. Let T : X → X be a continuous type-K competitive map satisfying
(S). Assume that G is a non-empty, unordered with respect to K , invariant sub-
set of X. Then there exists an invariant order decomposition (Y, Z) of X such that
G ⊂ H = Y ∩ Z.
Proposition 2.2. Let V ⊂ Rn be an open (n− 1)-cell which is unordered with respect
to K . Then for any u K 0 the map h : V × R→ Rn deﬁned by (x, ) → x + u
is a homeomorphism onto an open n-cell.
Proposition 2.3 (Non-ordering of limit-sets). Any - or - limit set L ⊂ Co cannot
contain two points related by <K .
Proposition 2.4. Suppose that x <K y and x, y have full backward orbits. Then
(x) K (y).
Proposition 2.1 can be found in [40]. The deﬁnition of invariant order decomposi-
tion are due to Takácˇ [36,37]. Proposition 2.2 is essentially due to Hirsch [9, Proposition
2.7]. Propositions 2.3 and 2.4 can be found in [28] and [36,37],
respectively.
The proof of the uniqueness of the asymptotic phase requires measure-theoretic
methods. Hence, before closing this section, we review some deﬁnitions and theorems
from ergodic theory. Given a Borel probability measure 
 on an invariant set S, the
support of 
, denoted supp(
), is the smallest closed set whose complement has measure
0. A Borel probability measure 
 is called invariant for the map T, provided that

(B) = 
(T −1B) for every Borel set B ⊂ S. An invariant measure 
 is called ergodic
provided that 
(B) = 0 or 1 for any invariant Borel set B ⊂ S. Let Merg(S) denote
the subset of ergodic measures with support in S.
Fix a 
 ∈Merg(S), we recall the Oseledec’s Multiplicative Ergodic Theorem [15,19]:
there exists a ﬁnite set of real numbers L ⊂ R and an invariant Borel set O ⊂ supp(
)
with 
(O) = 1 such that for each x ∈ O there is a splitting V =⊕∈L E(x) satisfying
DT (x)E(x) = E(T x) and limn→±∞ 1n log ‖DT n(x)v‖ =  for all v ∈ E(x) \ {0}.
The set L is the set of Lyapunov exponents for 
 and the set O is called the set of
Oseledec regular points for 
.
Because of hypothesis (A4), we can use Pesin’s Theory. In the sequel we
will need the following fact: For 
 as above, there is an invariant Borel set
Q ⊂ O, 
(Q) = 1 (x ∈ Q is called a P-regular point), with the property that for
any x ∈ Q and any k ∈ {1, . . . , l} for which k < 0 (resp. k > 0) there ex-
ists a C1 immersed disc D tangent at x to
⊕k
j=1 Ej (x)(resp.
⊕l
j=k Ej (x)) such
that ‖T nx − T ny‖ → 0 (resp. ∥∥T −nx − T −ny∥∥ → 0) as n → ∞, for all y ∈ D
(see [25]).
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3. The main result and its proof
Our main result is as follows
Theorem A. Let T : C → C be the Poincaré map associated with system (1.1)–(1.2).
Assume that hypotheses (A1)–(A4) hold. Then there is a family F = {Mi}i∈N of disjoint
positively invariant sets in C having the following properties:
(a) Each Mi(i 2) is invariant, while M0,M1 is weakly invariant, i.e., Ml is posi-
tively invariant and if x ∈ Ml ∩ T (C), then T −1x ∈ Ml for l = 0, 1.
(b) Each Mi is the union of ﬁnitely many disjoint open (n− 1)-cells and each open
(n− 1)-cell is a Lipschitz submanifold.
(c) For every Mi in F , no two points of Mi are related by K and no two points
of Mi ∩ Co are related by <K .
(d) Given any Mi ∈ F , there is an invariant order decomposition(Y, Z) of C such
that Mi ⊂ H = Y∩Z. Furthermore, H is an (n−1)-dimensional Lipschitz submanifold.
(e) Every persistent orbit which is not convergent to a cycle is asymptotic to a
unique orbit in some Mi such that the corresponding points on these two orbits are
K-related. More precisely, suppose that the orbit of x does not converge to a cycle and
(x) ⊂ Co, then (x) ⊂ Mi for some i. If x /∈ Mi , then there exists some l ∈ N such
that for such l, there is a unique yl ∈ Mi ∩Co with
∥∥T n+lx − T nyl∥∥→ 0 as n→∞
and either T n+lx K T nyl or T n+lx K T nyl for all n ∈ N. In particular, if i 2,
then l = 0.
Remark 3.1. Theorem A generalizes Theorems 3.4 and 3.9 in [18] for n-dimensional
competitive autonomous systems to the n-dimensional competitive -periodic systems
and describes explicitly where the positive -limit sets lie and gives more topological
and structural information of the invariant sets constituting the family F . Theorem A
is also, to the best of our knowledge, the ﬁrst one which shows the uniqueness of the
asymptotic phase in this case. Moreover, even the proof of the existence of the family
F (not including the proof of the uniqueness of the asymptotic phase) in Theorem A is
still absolutely NOT a direct corollary of Theorem 3.1 in [41]. An examination of the
proofs of Theorem 3.1 in [41] suggests that they strongly depend on the compatibility
of the normal order relation ≤ with the phase space C, i.e., in [41], we can deﬁne the
set (x)+ = {y ∈ 	 : y z for some z ∈ (x)}(y z means y − z ∈ C), which is
order-convex, compact and belongs to Co. Therefore the well-known Terešcˇák’s result
(cf. [38]) on (x)+ can be used as a key to the proof of Theorem 3.1 in [41]. In
contrast, in our Theorem A, we cannot deﬁne (x)+ similarly as (x)+ = {y ∈ 	 :
yKz for some z ∈ (x)}. The main reason is that (x)+ does not belong to Co
anymore, and therefore Terešcˇák’s result is invalid in this case. As a consequence, we
need new methods to solve this problem.
Hereafter, we always assume that hypotheses (A1)–(A4) hold for the Poincaré map T
of the time-periodic system (1.1)–(1.2). The proof of Theorem A is conveniently broken
into several propositions. We begin with some deﬁnitions which are very useful.
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Suppose that p is an m-periodic point. Let O(p) = {p0, p1, . . . , pm−1} be an m-cycle
with T ipj = p(i+j)modm and p0 = p. For i ∈ {0, 1, . . . , m− 1}, we deﬁne
M(pi) = {x ∈ C : T −nmx → pi as n→+∞},
M−(pi) = {x ∈ M(pi) : T −nmx K pi for sufﬁciently large n ∈ N},
M+(pi) = {x ∈ M(pi) : T −nmx K pi for sufﬁciently large n ∈ N},
V−(pi) = −(M−(pi)), V+(pi) = +(M+(pi))
and
M(O(p)) =
m−1⋃
i=0
M(pi),
M−(O(p)) =
m−1⋃
i=0
M−(pi), M+(O(p)) =
m−1⋃
i=0
M+(pi),
V−(O(p)) =
m−1⋃
i=0
V−(pi), V+(O(p)) =
m−1⋃
i=0
V+(pi).
We then have the following proposition.
Proposition 3.2. Let p, q ∈ Per(T ) ∩ Co and O(p) = O(q). Then we have
(a) M(O(p)), M−(O(p)), M+(O(p)), V−(O(p)) and V+(O(p)) are invariant;
(b) M(O(p)), M−(O(p)) and M+(O(p)) are order convex; M−(O(p)) and M+(O(p))
is an open set in C;
(c) M−(O(p)) ∩M−(O(q)) = ∅ and V−(O(p)) ∩ V−(O(q)) = ∅;
(d) V−(O(p)) is unordered with respect to K , and V−(O(p)) ∩ Co is unordered
with respect to <K ;
(e) there is an invariant order decomposition (Y, Z) of C such that V−(O(p)) ⊂
H = Y ∩ Z, where H is an (n− 1)-dimensional Lipschitz submanifold;
(f) if M−(O(p)) = ∅, then M−(O(p)) is the union of ﬁnite disjoint open n-cells
and V−(O(p)) is the union of ﬁnite disjoint open (n− 1)-cells;
(g) results analogous to (c)–(f) hold for M+(O(p)) and V+(O(p)).
The proof of Proposition 3.2 is completely similar to the proof of Proposition 3.3 in
[41]. We omit it here.
Now, we focus on the fundamental attractor 	. Obviously, the fundamental attractor
	 of T is the fundamental repellor of T −1. In terms of T −1, 	 is characterized as the
set of points with bounded orbits, while x ∈ C \ 	 if and only if either x does not
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have a full backward orbit, or
∣∣T −nx∣∣ → +∞ as n → +∞. Therefore, it is easy to
see that 	 is order convex. Hereafter, we also assume that 	∩Co = ∅, since we shall
discuss the persistent orbits below.
Deﬁne
R(∞) = C \ 	,
Rˆ−(∞) = {x ∈ Co ∩ R(∞) : sup
t∈(lx ,0]
i (t, 0, x) < +∞ for i = k + 1, . . . , n},
Rˆ+(∞) = {x ∈ Co ∩ R(∞) : sup
t∈(lx ,0]
i (t, 0, x) < +∞ for i = 1, . . . , k},
R−(∞) = the interior of Rˆ−(∞) in Rn,
R+(∞) = the interior of Rˆ+(∞) in Rn,
V−(∞) = −R−(∞) ∩ Co,
V+(∞) = +R+(∞) ∩ Co.
The following proposition states the fundamental properties of the sets deﬁned above.
Proposition 3.3. We have
(1) Rˆ−(∞) is non-empty, order convex, upper closed in Co and weakly invariant in
the sense of (a) T Rˆ−(∞) ⊂ Rˆ−(∞) and (b) T −1x ∈ Rˆ−(∞) if x ∈ Rˆ−(∞) ∩ T (C);
(2) R−(∞) is a non-empty, order convex, upper closed in Co and weakly invariant
open n-cell;
(3) V−(∞), which is closed in C, is a weakly invariant open (n − 1)-cell and no
two points of V−(∞) are related by <K ;
(4) results analogous to (1)–(3) hold for Rˆ+(∞), R+(∞) and V+(∞).
Proof. We prove only (1)–(3). The proof of (4) is similar. (1): Fix an x ∈ Co ∩ 	.
Since 	 is compact, [[x,+∞)K ∩ R(∞) = ∅. Let y ∈ [[x,+∞)K ∩ R(∞) ∩ Co, then
(t, 0, x) K (t, 0, y) for all t ∈ (ly, 0], which implies that supt∈(ly ,0] i (t, 0, y) <
+∞ for all i = k + 1, . . . , n. Hence, y ∈ Rˆ−(∞) = ∅. Now let x ∈ Rˆ−(∞) and
x <K y, y ∈ Co. Suppose that y ∈ 	, then lim supt→−∞ i (t, 0, y) < +∞ for all
i ∈ N = {1, . . . , n}. On the other hand, there is an i ∈ K = {1, . . . , k} such that
supt∈(lx ,0] i (t, 0, x) = +∞. For such i, supt∈(lx ,0] i (t, 0, y) = +∞, a contradiction.
Hence, y /∈ 	. Moreover, it is also easy to see that ly  lx for a similar reason. Then
sup
t∈(ly ,0]
i (t, 0, y) sup
t∈(ly ,0]
i (t, 0, x) sup
t∈(lx ,0]
i (t, 0, x) < +∞,
for all i ∈ N \ K . Thus, y ∈ Rˆ−(∞), which implies that Rˆ−(∞) is upper closed.
Similarly, we can obtain that Rˆ−(∞) is order convex. Now, let x ∈ Rˆ−(∞), then
M. Gyllenberg, Y. Wang / J. Differential Equations 205 (2004) 50–76 59
T x /∈ 	. Note that T x = (, 0, x), then it follows from (1.2) that
sup
t∈(−+lx ,0]
i (t, 0, T x) = sup
t∈(lx ,0]
i (t, 0, x) < +∞,
for all i ∈ N \K , which implies (a). Similarly, (b) also holds.
(2) From (1), it is easy to obtain that R−(∞) is non-empty, order convex and upper
closed in Co. Fix an x ∈ R−(∞), then there is a neighborhood U of x such that
U ⊂ Rˆ−(∞). By (a) in (1), T U ⊂ Rˆ−(∞). Since T is a homeomorphism, TU is a
neighborhood of Tx, which implies that T x ∈ R−(∞). Furthermore, by the continuous
dependence on the initial value, we can also choose U sufﬁciently small such that
U ∈ T (C) provided x ∈ T (C). Then, by (b) in (1), T −1U ∈ Rˆ−(∞), which implies
that T −1x ∈ R−(∞).
(3) Fix x ∈ V−(∞) ∩ T (C), then there is a sequence xn ∈ R−(∞) with xn K x
and xn → x. By the continuous dependence on the initial value, T −1xn exists for n
sufﬁciently large. Hence, T −1xn K T −1x, T −1xn ∈ R−(∞) and T −1xn → T −1x. On
the other hand, we assert that there exist no yn ∈ R−(∞) such that yn K T −1x and
yn → T −1x. If not, [[yn, T −1xn]]K ⊂ R−(∞), which implies that T −1x ∈ R−(∞).
Hence, x ∈ R−(∞), a contradiction. Thus, we have proved T −1x ∈ V−(∞) if x ∈
V−(∞) ∩ T (C).
Let x ∈ V−(∞). There is a sequence xl ↑ x, xl ∈ R−(∞). As R−(∞) is upper closed,⋃∞
l=1[x,+∞)K = [[x,+∞)K ⊂ R−(∞). Take a sequence ym ↑ T x such that T −1ym
exists. By (S), T −1ym K x, that is, T −1ym ∈ [[x,+∞)K . Hence ym = T (T −1ym) ⊂
T R−(∞) ⊂ R−(∞). Furthermore, if there exist xn K T x, xn ∈ R−(∞) with xn →
T x. Then T −1xn exists for all n sufﬁciently large. Hence, T −1xn K x, T −1xn ∈
R−(∞) with T −1xn → x, contradicting that x ∈ V−(∞). Thus, T x ∈ V−(∞).
As to the non-ordering of V−(∞), we ﬁrst show that no two points on V−(∞) are
related by K . Suppose that x K y and x, y ∈ V−(∞). Then there exist xn, yn ∈
R−(∞), xn K x, yn K y such that xn → x, yn → y. Hence, y ∈ [[xn, yn]]K ∈
R−(∞) for n sufﬁciently large, which contradicts y ∈ V−(∞).
Next, we remark that the sets Rˆ−(∞), R−(∞) and V−(∞) can also deﬁned with
respect to the mapping T := (+ , , ·) for each  ∈ [0, ). We denote the resulting
sets by Rˆ−(∞), R−(∞) and V −(∞), respectively. Obviously, Rˆ−(∞), R−(∞) and
V −(∞) have the same properties that were proved above. Especially, we have that no
two points on V −(∞) are related by K . Now, suppose that x <K y and x, y ∈
V−(∞) ⊂ Co. Then there is a small t0 ∈ (−, 0) such that  := (t0, 0, x) K
(t0, 0, y) := . Since (1.1) is -periodic, we have (t + , t0 + , ) = (t, t0, ) =
(t, 0, x). Let  = t0 +  ∈ (0, ). Then we claim that  ∈ V −(∞). Indeed, let
xn ↓ x with xn ∈ R−(∞), then from the continuous dependence on the initial value,
we can deﬁne n := (t0, 0, xn), hence n ↓ . It is not difﬁcult to see that n ∈
R−(∞). Suppose that there exists a sequence n ↑  with  ∈ R−(∞). Then, by the
order-convexity of R−(∞), we have  ∈ R−(∞), which implies that x ∈ R−(∞), a
contradiction. Thus  ∈ V −(∞). Similarly, we obtain  ∈ V −(∞). Since  K ,
it contradicts the fact that V −(∞) is unordered with respect to K . Thus, we have
proved that no two points on V−(∞) are related by <K .
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Finally, the proofs that R−(∞) is an open n-cell, and V−(∞) is an open (n − 1)-
cell and closed in C can be adapted from Proposition 3.3 in [18]. We omit them
here. 
Now, let L ⊂ Co be an - or -set of some v ∈ Co which is not a cycle. We deﬁne
	− = {x ∈ 	 ∩ Co : [[x,+∞)K ∩ 	 = ∅},
	+ = {x ∈ 	 ∩ Co : (−∞, x]]K ∩ 	 = ∅},
L− = 	− ∩ L and L+ = 	+ ∩ L.
Lemma 3.4. Suppose that x ∈ L− = ∅. Then there is a y ∈ 	 with x K y, such that
(z) = x for all z ∈ [[x, y]K . Moreover, the corresponding result holds for x ∈ L+ = ∅.
Proof. Since x ∈ L− = ∅, we can choose a y ∈ 	 ∩ Co such that x K y. Note
that 	 is order-convex, [x, y]K ⊂ 	. Suppose that there exists some z ∈ [[x, y]K
such that (z) = x. Then, by the results contained in Mierczyn´ski [21, Sections 1 and
2], there is a weakly invariant, totally ordered by K one-dimensional submanifold
W, homeomorphic to the interval [0, 1), tangent at x to the principal eigenvector of
DT −1(x), and such that either (i) T −1w K w for all w ∈ W \{x}, or (ii) T −1w K w
for all w ∈ W \ {x}, or else (iii) there is a sequence xk ↓ x, xk ∈ W ∩ Fix(T ). Case
(iii) is impossible, since then xk0 K z for some k0, and xk0 = (x) K x = (z).
Similarly, in case (ii) there is w ∈ W with x K w K T −1w K z, consequently
(w) = u with u K w, which contradicts x = (x) = (z). So, case (i) holds,
and we can assume without loss of generality, by replacing z if necessary with any
w ∈ W,w = x, that T −1z K z. Deﬁne N = {w ∈ L : wKz}. Obviously, N = ∅.
Suppose that N = {x}, which is a ﬁxed point. Since L is not a cycle, L \ {x} = ∅.
Therefore, it follows from x K z and the deﬁnition of N that N = {x} is a proper,
isolated and invariant set of L. On the other hand, it is known that T |L is chain
transitive (see [12]) and this implies that L cannot have a proper, isolated and invariant
subset. Thus we have induced a contradiction and obtained that N \ {x} = ∅. Fix a
w ∈ N \ {x}. Since z ∈ Co, by (A2), we can assume that w K z. Noticing that
w ∈ L is a non-wandering point of T −1, hence there exist ni → +∞ and wi → w
such that T −niwi → w as i → +∞. Then we choose wi K z for all i sufﬁciently
large, which implies that T −niwi K T −ni z, let i tend to the inﬁnity, we obtain that
wKx. Since w ∈ N \ {x}, w <K x, which contradicts Proposition 2.3. We have
completed the lemma.
Lemma 3.5. Suppose that x ∈ L− = ∅. Then there exist two sequences {zn},{pn} in
	 satisfying zn ↓ x, pn ∈ (zn) such that pn ↓ p for some pKx. Moreover, the
corresponding result holds for x ∈ L+ = ∅.
Proof. By Lemma 3.4, we obtain some y ∈ 	 such that (z) = x for any z ∈
[[x, y]K . Choose some sequence {zn} ⊂ [[x, y]K such that zn ↓ x. Since x ∈ L ⊂ Co
is a non-wandering point of T −1, we can choose yk → x and nk → +∞ such that
T −nkyk → x as k →+∞.
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For z1 K x, there exists a k0 ∈ N such that z1 K yk for any k k0. Therefore,
T −nk z1 K T −nkyk by (A2). Choose a subsequence {n1k} of {nk} such that T −n1k z1 →
p1 ∈ (z1). So p1Kx. For z2 K x, we can choose a subsequence {n2k} of {n1k}
such that T −n2k z2 → p2 ∈ (z2) with p1Kp2Kx. Now by the diagonal process,
we obtain a sequence {pk} satisfying p1K · · · Kpk K · · · Kx and pk ∈ (zk).
Let p = limk pk . Obviously, pKx. This completes the proof. 
In the situation of Lemma 3.5, we know that pKx. We will discuss the cases
(A) p = x,
(B) p >K x,
respectively.
We ﬁrst introduce some important deﬁnitions which are due to Takácˇ [36,37]. A
continuous mapping T is called -compact in a subset Y of C if O(x) is relatively
compact for each x ∈ Y , and also ∪x∈Y (x) is relatively compact in C. Obviously, T
is -compact in 	. If x ∈ 	− ⊂ Co, we deﬁne the upper -limit set of x as
+(x) =
⋂
y∈	
yKx
( ⋃
z∈	
x<KzKy
(z)
)
.
Observe that +(x) is a nonempty, compact and invariant subset of 	. Furthermore,
the following three properties hold (cf. [37, Proposition 3.1 and Corollary 3.2].):
(P1) if zn ↓ x for some sequence zn ∈ 	, then +(x) =⋂∞k=1 (⋃∞n=k (zn)).
(P2) no two points of +(x) are related by K , and no two points of +(x) ∩ Co
are related by <K .
(P3) (y) K −(x) K (x) K +(x) K (z) for all y, z ∈ 	 satisfying
y <K x <K z.
Similarly, we can also deﬁne the lower -limit set −(x) of x if x ∈ 	+ ⊂ Co.
We say that x is upper (resp. lower) -stable if +(x) = (x) (resp. −(x) = (x)).
Otherwise x is upper (resp. lower) -unstable. The set of all upper (resp. lower) -stable
points is denoted by S+(S−). The set of all upper (resp. lower) -unstable points is
denoted by U+(U−). We also let S = S+ ∩ S− and U = U+ ∪ U−.
Lemma 3.6. Suppose that x ∈ L− = ∅. Assume that case (A) holds. Then x ∈ +(x) =
(x) ⊂ L ⊂ Co. Furthermore, we can choose y ∈ 	 in Lemma 3.4 so close to x that
(z) ⊂ Co for all z ∈ [x, y]K .
Proof. Since (A) holds, it follows from property (P1) that x = p ∈ +(x). Hence,
(x) ⊂ +(x). Suppose that there is a z ∈ +(x) \ (x). Then, by (P3), we can
ﬁnd a w ∈ (x) ⊂ L ⊂ Co such that w <K z. Hence, T −1w K T −1z, which
contradicts (P2). So, we have x ∈ +(x) = (x) ⊂ Co. Now, suppose that the last
statement of this lemma is false. Then there exist two sequences {zn} and {wn} such
that zn ↓ x and wn ∈ (zn) ∩ C. By the -compactness, we assume without loss
of generality that wn → w ∈ C. On the other hand, note that w ∈ +(x) ⊂ Co, a
contradiction. 
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Now, we choose a compact arc J simply ordered by K with endpoints x and y.
By Lemma 3.6, we can choose y so close to x that (z) ⊂ Co for all z ∈ J and one
of the following three alternatives must occur:
(Alta) (x) = (y),
(Altb) (x) = (y) and J \ {x} ⊂ S,
(Altc) (x) = (y) and J \ {x} ⊂ S.
The proofs of the following three lemmas are adaptations of several arguments in [42].
However, in many places here, they can be proved more simply and directly. Hence,
for the reader’s convenience we supply the proofs.
Lemma 3.7. Suppose that the condition in Lemma 3.6 holds. Suppose also that (Alta)
holds. Then x is a linearly stable periodic point of T −1.
Proof. Since x ∈ (x) = (y) and x K y, there is some m ∈ N such that
T −my K y. Hence, by (A2) and the convergence criterion in [37, Proposition2.1],
(y) is a cycle. Thus, x is an m-periodic point. Assume without loss of generality that m
is the prime period of x. Suppose that x is not linearly stable with respect to T −1. Then
(DT −m(x)) > 1. By Theorem 2.1 in [30], there exists a unique invariant curve (s)
satisfying (0) = x,(s1)K (s2) for 0 s1 < s2. Since x ∈ L−, (s) is well deﬁned
on [0,+∞) and lims→+∞ (s) = x2 where T mx2 = x2 and T −mkz→ x2 as k →+∞
for all z ∈ [x, x2]K \ {x}. Then, obviously, (z) = O(x2) for all z ∈ [x, x2]K \ {x}. In
particular, we choose l ∈ N sufﬁciently large such that T −ly ∈ [x, x2]K , which implies
that O(x) = (x) = (y) = (T −ly) = O(x2), a contradiction. 
Lemma 3.8. Suppose that the condition in Lemma 3.6 holds. Suppose also that (Altb)
holds. Then the following statements hold true:
(1) every strictly increasing sequence in N contains a subsequence n1 < n2 < · · ·
such that for every z ∈ J we have
T −nk z→  as nk →+∞, for some  = (z).
Furthermore,  : J → 	 is increasing (i.e., x1Kx2 implies (x1)K(x2)) and
continuous. In particular, the image of  is either a simply ordered, closed arc or else
a singleton.
(2) x is a linearly stable periodic point of T −1.
Proof. Statement (1) is essentially due to Takácˇ and can be adapted from [37]. We
focus on statement (2). First note that x ∈ (x) ⊂ Co, then it is easy to see that x /∈ (y)
by (Altb) (Otherwise, x ∈ (y) ∩ (x) ⊂ Co. By Proposition 2.4, (x) K (y), and
hence there exists z ∈ (y) such that x <K z. Note that x, z ∈ (y), a contradiction
to Proposition 2.3). Now, choose a sequence nk → +∞ such that T −nkx → x and
T −nky → w as k →+∞. Hence, x <K w. Then, by (A2), we can assume that x K
w without loss of generality. Choose some positive integer m such that T −mxKw
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and deﬁne
P = {z ∈ J : {x, T −mx} K w for some w ∈ (z)}.
Obviously, P = ∅(y ∈ P). Let z0 = inf P . Then there exists {zn} ⊂ J, zn ↓ z0 ∈ J and
{x, T −mx} K wn for some wn ∈ (zn). By -compactness of T in 	 we can assume
that wn → w0. Then w0 ∈ +(z0). Note that z0 ∈ J and (Altb), we have w0 ∈ (z0)
and
{x, , T −mx} K w0. (3.1)
Then z0 ∈ P . From (3.1), we have either
(a) x = w0 or T −mx = w0,
or else
(b) x <K w0 and T −mx <K w0.
Suppose that (a) holds. Then T −mxKx or T −mxKx. Hence (x) is a cycle, which
implies that x is a periodic point.
Suppose that (b) holds. We claim that z0 = x. Suppose that z0 K x. From (b) and
(A2), we obtain T −1x K T −1w0 and T −m−1x K T −1w0. Since T −1w0 ∈ (z0),
there exists a sequence nk → +∞ such that T −nk z0 → T −1w0 as nk → +∞. Then,
by statement (1) in this Lemma, we can choose a subsequence, still denoted by {nk},
such that T −nk z → (z) for all z ∈ J . Obviously, (z0) = T −1w0. Because  is
continuous in J, then there is some z′ ∈ J satisfying z′ K z0 such that T −1x K w′
and T −m−1x K w′, where w′ = (z′) ∈ (z′). Hence T −nx K T −n+1w′ and
T −m−nx K T −n+1w′ for all n 1. Now choose a sequence {nl} such that T −nl x →
x and T −nl+1w′ → w′′ ∈ (z′). Therefore, xKw′′, T −mxKw′′ and w′′ ∈ (z′).
Because z′ K z0, this contradicts the minimal property of z0. We have now proved
the claim that z0 = x. Now, by (b), we have x <K w0 and T −mx <K w0 for some
w0 ∈ (x). By Proposition 2.3, we obtain that x = w0 = T −mx, which implies that x
is an m-periodic point.
Finally, we prove that x is a linearly stable m-periodic point with respect to T −1.
If not, then (1(x)) > 1. By Theorem 2.1 in [30], there exists a unique invariant
curve y(s) satisfying y(0) = x, y(s1)K y(s2) for 0 s1 < s2. Since x ∈ L−, y(s) is
well deﬁned on [0,+∞) and lims→+∞ y(s) = x2 where T mx2 = x2 and T −nmy →
x2 as n → +∞ for all y ∈ [x, x2]K \ {x}. Then, obviously, (y) = O(x2) for all
y ∈ [x, x2]K \ {x}. Thus +(x) = O(x2). Hence, (x) = O(x) = O(x2) = +(x),
contradicting Lemma 3.6. 
Lemma 3.9. Suppose that the condition in Lemma 3.6 holds. Suppose also that (Altc)
holds. Then x is a linearly stable periodic point of T −1.
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Proof. Since (Altc) holds, there exists a sequence zn ∈ J ∩ U such that zn ↓ x.
Assume that zn ∈ U− without loss of generality. Then we have the following:
Claim. For each zn, there exists a yn ∈ J satisfying yn K zn such that (y) = −(zn)
for all y ∈ J ∩ [yn, zn]]K . Furthermore, −(zn) is a linearly stable cycle of T −1.
Before giving the proof we show how this claim implies Lemma 3.9. Let yn ∈ J ,
yn ↓ x and (yn) a kn-cycle be as in the claim. Then for any z ∈ (x), there exist
qn ∈ (yn) such that qn ↓ z.
Indeed, by Proposition 2.4, we have (x) K (yn). Then for any z ∈ (x), we choose
qn ∈ (yn) such that zKqn. Furthermore, by Proposition 2.4, (yn+1) K (yn) we
can choose qn decreasing with respect to “K". Note, by Lemma 3.6, that (yn) ⊂ Co
for all n ∈ N. Then, by passing to a subsequence if necessary, we can further assume
that {qn} decreasing with respect to “K". (Otherwise, qn = qn+1 for all n sufﬁciently
large. Since (yn) are cycles and qn ∈ (yn), then (yn) = (yn+1) for all n sufﬁciently
large. Note that yn+1 K zn+1 K yn, then (yn) = (z) = (yn+1), which contradicts
z ∈ U−.) Thus we can assume that qn ↓ z˜ ∈ +(x) = (x). By Proposition 2.3, we
have z = z˜, thus qn ↓ z.
Since assumption (A) holds, by property (P1) and Lemma 3.6, we obtain that (x) =
+(x) = ∩k 1(∪n kO(qn)), where O(qn) is a linearly stable kn-cycle of T −1 in Co.
Note that (x) ⊂ Co and T satisﬁes the fundamental assumption (A2). By Lemma 4.1,
followed by some important arguments, in Hess and Polácˇik [6], we conclude that (x)
contains a linearly stable cycle O(z) of T −1, where z ∈ (x). Also by Lemma 4.2
and Proposition 4.3 in [6], we have lim infn kn = k < +∞, where kn is the period of
O(qn). That is to say, there exists a subsequence {knj } ⊂ {kn} such that limj knj = k.
Since knj ∈ N, we obtain that knj ≡ k for j sufﬁciently large. Note that x ∈ (x), then
x is a k-periodic point and O(x) = (x) = O(z) is a linearly stable k-cycle of T −1 in
Co. So, it remains to prove the claim.
Proof of the Claim. It follows from Proposition 2.1 and (P2) for any ﬁxed n, there
exists an invariant order decomposition (A,B) of C such that −(zn) ⊂ H = A ∩ B.
Since −(zn) K (zn), one has (zn) ⊂ B. We assert that zn ∈ IntB. Suppose that
zn ∈ A. Then (zn) ⊂ A, which implies that (zn) ⊂ H = A∩B. Since zn ∈ U−, there
are some y ∈ (zn) and some v ∈ −(zn) such that v <K y. It follows from Lemma
3.6 that (zn) ⊂ Co. Hence, we can assume that v K y, which contradicts the fact
that H is unordered with respect to K .
Now we obtain that zn ∈ IntB. Then we can choose yn so close to zn that yn ∈
(J ∩ IntB) \ {x}. Then (y) ⊂ B for any y ∈ [yn, zn]]K . On the other hand, for
such y, (y) K −(zn) by (P3), then (y) ⊂ A. Hence, (y) ⊂ H = A ∩ B for
all y ∈ [yn, zn]]K . Note that −(zn) ⊂ H and −(zn) ⊂ Co, then it is easy to see
that (y) = −(zn) for all y ∈ [yn, zn]]K , which is exactly the ﬁrst statement of the
Claim.
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Finally, we shall show that −(zn) is a linearly stable cycle of T −1. Since −(zn) =
(zn) and −(zn), (zn) ⊂ Co, there exist p ∈ −(zn) \ (zn) and q ∈ (zn) such that
p K q.
Now, we deﬁne Y0 = {y ∈ Co : p <K y <K q}. Obviously, Y0 = ∅. Let y ∈ Y0,
then, by Proposition 2.4, (p) K (y) K (q), (p) ⊂ −(zn) ⊂ Co and (q) ⊂
(zn) ⊂ Co. By Proposition 2.1, we can ﬁnd an invariant decomposition (A,B) of C
such that (y) ⊂ H = A ∩ B. Then
(p) ⊂ A and (q) ⊂ B. (3.2)
Suppose that zn ∈ A. Then (q) ⊂ (zn) ⊂ A. Thus (q) ⊂ H = A ∩ B. Hence,
(y) = (q) by the non-ordering of H. Therefore,
(y) = (q) ⊂ (zn). (3.3)
From (A2), we have T −1p K T −1y K T −1q. Now we choose some m ∈ N such
that T −1y K T −mzn. Hence, by the continuity of T −1, there exists some a∗ K zn
such that T −1y K T −mw for all w ∈ [a∗, zn]]K . Then (y) K (w) K (zn) for
all w ∈ [a∗, zn]]K . By (3.3), we obtain that (w) = (y) = (zn) for all w ∈ [a∗, zn]]K .
By the deﬁnition of −(zn), we have −(zn) = (w) = (zn). But p ∈ −(zn) \ (zn),
a contradiction. Thus, zn ∈ IntB.
Now, we can ﬁnd some z K zn such that z ∈ B ∩ J . Let v = max{yn, z}, where
yn is obtained in the Claim’s ﬁrst statement. Then we have
(u) = −(zn) ⊂ B for any u ∈ [v, zn]]K. (3.4)
Thus (p) ⊂ −(zn) ⊂ B. By (3.2), we obtain (p) ⊂ H = A∩B. Hence (p), (y) ⊂
H, (p) K (y) and (p) ⊂ Co. Then we can prove that (p) = (y), which implies
that
(y) ⊂ −(zn). (3.5)
Since T −1p ∈ −(zn), by property (P1), we choose vk ∈ J, vk ↑ zn and pk ∈ (vk)
such that pk → T −1p as k → +∞. Then we can ﬁnd some k0 ∈ N such that
pk0 K T −1y and v K vk0 K zn. We can also choose some m0 ∈ N such that
T −m0vk0 K T −1y. Then, by (3.4) and Proposition 2.4,
−(zn) = (vk0) K (y). (3.6)
It follows from (3.5) and (3.6) that (y) = −(zn). Notice that p ∈ −(zn), then
p ∈ (y). Since p <K y <K q, by copying the reasoning in the proof of Lemma 3.7,
(y) is a linearly stable periodic point of T −1. That is, −(zn) is a linearly stable cycle
of T −1. This completes the proof. 
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Proposition 3.10. Suppose that x ∈ L− = ∅. Then there exist a periodic point p with
L ≺≺K O(p) and a sequence zn ↓ x such that (zn) = O(p) for all n sufﬁciently
large. Moreover, the corresponding result holds for x ∈ L+ = ∅.
Proof. Since x ∈ L− = ∅, it follows from Lemma 3.5 that there exist two sequences
{zn}, {pn} in 	 satisfying zn ↓ x, pn ∈ (zn) such that pn ↓ p and pKx.
We claim that only case (B), i.e., p >K x, holds. Indeed, suppose that p = x. Then,
by Lemmas 3.7–3.9, we obtain that x is a positive and linearly stable m-periodic point
of T −1 and (x) = O(x). That is, (DT −m(x)) 1. It follows from Proposition 3.5 in
[23] that there is a neighborhood V of x such that for any y ∈ V , either T −mny → x
as n → +∞ or there is some n0 0 such that T −mn0y and T −mx(= x) are related
by the order K . Since L is not a cycle, we obtain that (V ∩ L) \ {x} = ∅. Then for
any y ∈ (V ∩ L) \ {x}, by Proposition 2.3, we have T −mny → x as n → +∞. Then
x ∈ V ∩L is a proper attractor of T −m in L. On the other hand, it is known that L is
a chain transitive set of T −m(cf. [12]), a contradiction. We have proved the claim.
From (A2) we have T −1p K T −1x. Hence, there is some l0 ∈ N such that
T −1zl K T −1p for all l l0. Thus we get
T −1zl K T −1p <K T −1pl for all l l0. (3.7)
Note that pl ∈ (zl), then by the convergence criterion in [37, Proposition 2.1], (zl) is
a cycle and pl is a periodic point. Furthermore, by (3.7), we obtain that (zl) = (p)
for all l l0. Suppose that (p) is an m-cycle. Then pl(l l0) is an m-periodic point,
which implies that p is also an m-periodic point and p = pl for all l l0. Thus we
can assume that
(zl) = O(p) for all l 0. (3.8)
Without loss of generality, we can assume that L = (v) for some v ∈ Co and x K p.
Then there exist nk →+∞ such that T nkv K p for nk sufﬁciently large. Given any
y ∈ L. Then we can ﬁnd li →+∞ such that T li v → y as i →+∞. For each li , we
choose nki ∈ {nk} such that nki  li and nki = li + (li), where (li) 0. Thus T li v =
T −(li )(T nki v) K T −(li )p for i sufﬁciently large. Furthermore, we have −(li) =
m(li) + (li), where 0 (li)m − 1. Then T li v K T (li )(T m(li )p) = T (li )p for
i sufﬁciently large. Let i →+∞, and assume that (li)→ j ∈ {0, 1, . . . , m− 1}, then
yKT jp. Since x K p, p /∈ L. Then y <K T jp. Therefore, by the arbitrariness
of y, we conclude that L ≺K O(p). Note that L ⊂ Co, then we have L ≺≺K O(p)
by (A2).
The proof of the case x ∈ L+ = ∅ is similar. 
From Proposition 3.10, we obtain that for any x ∈ L− = ∅, there exists a periodic
point px such that L ≺≺K O(px). Deﬁne
G = {px : x ∈ L−, L ≺≺K O(px) and O(px) is a cycle}.
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Lemma 3.11. Suppose that L− = ∅. Then G endowed with the “K" ordering pos-
sesses a minimal element. The corresponding result holds for L+ = ∅.
Proof. By Zorn’s Lemma, it is sufﬁcient to prove: For any sequence {pn} ⊂ G which
is totally ordered, i.e., p1Kp2 k · · · KpnK · · ·, {pn} has a lower bound in G.
To end this, noticing that G ⊂ 	, let pn → p as n → +∞. We shall prove that
p ∈ G.
First, it follows from the compactness of L that there is a w ∈ L ⊂ Co such that
wKp. In Then we can ﬁnd an index set J satisfying {1, 2, . . . , k} ⊂ J ⊂ N such
that p ∈ H˙+J . Since pnKp, pn ∈ H+J . Then pn ∈ H˙+J for all n sufﬁciently large.
Hence, we can assume that pn ∈ H˙+J for all n 1, which implies that O(pn) ⊂ H˙+J
for all n 1. Now we restrict system (1.1)–(1.2) on the invariant face H+J . It is easy
to see that T also satisﬁes assumptions (A1)–(A4) on H+J . We will still use the same
notations as in C.
Let M = ∩k 1(∪n kO(pn)). It is easy to see that M is a compact, invariant set in
H+J unordered with K . Furthermore, p ∈ M ⊂ +(p). We assert that p ∈ (p). If
not, then it follows from (p) K +(p) that there is a z ∈ (p) such that z <K p.
Note that p ∈ H˙+J , then T −1z K T −1p. Since p ∈ +(p), we have (p) ⊂ +(p).
So +(p) contains two points related by K , a contradiction. Therefore, p ∈ (p) ⊂
M ⊂ +(p).
Now, we claim that (p) ⊂ H˙+J . Indeed, note that (p) K (pn) = O(pn) and
O(pn) ⊂ H˙+J , then ((p))j > 0 for all j ∈ J \ {1, 2, . . . , k}. Suppose that (p) ⊂ H˙+J ,
then there exists I ⊂ {1, 2, . . . , k} such that Q := (p) ∩H+(J\{1,2,...,k})∪I = ∅. Let
Q+ = {y ∈ 	 : yKz for some z ∈ Q}.
Then it is easy to see that Q+ is a compact non-empty set (Q ⊂ Q+) which is
positively invariant to the mapping T −1. Hence, it follows from the positive invariance
of Q+ that O(qn)(= O(pn)) are contained in Q+. Hence M ⊂ Q+. Note that p ∈ M ,
then there is a z ∈ Q such that pKz. Since p ∈ H˙+J , we have p >K z which implies
that T −1p K T −1z. Thus, (p) contains two pints related by K , a contradiction
to Proposition 2.3. We have proved the claim.
We have obtain that p ∈ (p) ⊂ M ⊂ +(p) and (p) ⊂ H˙+J . Then we can use
the similar method in Lemma 3.6 to get p ∈ (p) = M = +(p) ⊂ H˙+J . Suppose
on the contrary that O(p) is not a linearly stable cycle of T −1. As (p) ⊂ H˙+J , an
application of Theorem 4.1 in [23] to the restriction of system (1.1) to H˙+J gives the
existence of  > 0 such that lim supl→∞
∥∥T −lv − T −ly∥∥   for any vKp with
v ∈ H˙+J . Since p ∈ (p), there is a sequence {lm} such that T −lmp → p as m→∞.
Fix for the moment pn. By passing to a subsequence, if necessary, we can assume
that T −lmpn → rn ∈ O(pn). We have ‖p − rn‖ ≥  and rnKp. Take a subsequence
{rnj } such that rnj → r as j → ∞. Observe that ‖p − r‖   and r Kp, which
yields r >K p. As both p and r are in M = (p), this contradicts Proposition 2.3
applied to system (1.1) restricted to H˙+J . (Of course, in order for Theorem 4.1 in [23]
68 M. Gyllenberg, Y. Wang / J. Differential Equations 205 (2004) 50–76
to work one has to assume that pn >K p for all n. But this can be done by taking a
subsequence of {pn}). Thus p is a linearly stable k-periodic point and (p) = O(p).
It remain to prove L ≺≺K O(p). On the one hand, given any x ∈ L, there exist
qn ∈ O(pn) such that xKqn. Let qn → q ∈ M = (p) = O(p), then xKq ∈
O(p). Suppose that x = q, then O(p) ⊂ L. Since L is not a cycle, we can choose
a y ∈ L \ O(p), we can do as above to obtain a q ′ ∈ O(p) such that y <K q ′,
contradicting Proposition 2.3. Hence, we have x <K q. Note that L ⊂ Co, we can
get x K q without loss of generality. On the other hand, for any q ∈ O(p), there
are qn ∈ O(pn) such that qn ↓ q. Since L ≺≺K O(pn), there exist zn ∈ L such that
zn K qn. We can assume that zn → z ∈ L. So zKq. For the same reason above,
we obtain zK q. We have completed the proof. 
Proposition 3.12. Suppose that L− = ∅. Then there exists a periodic point p such that
L ⊂ V−(O(p)). The corresponding result holds if L+ = ∅.
Proof. We only prove the case L− = ∅. For any x ∈ L−, by Proposition 3.10, there
exist a cycle O(px) with L ≺≺K O(px) and a sequence zn ↓ x such that (3.8), i.e.,
(zn) = O(px) for all n 0, (3.9)
holds. By Lemma 3.11, choose p being a minimal element of G. Then, L ≺≺K O(p).
Therefore, there is a q ∈ O(p) such that x K q, and hence, zn K q for all n
sufﬁciently large. By (3.9) and Proposition 2.4, we have O(px) = (zn) K (q) =
O(p). So, for p, we can ﬁnd a qx ∈ O(px) with qx Kp such that O(qx) = O(px) is
a cycle and L ≺≺K O(qx). Then it follows from the minimality of p in G that qx = p,
and hence, O(p) = O(qx) = O(px). Therefore, (zn) = O(p) for all n 0.
To show x ∈ V−(O(p)), it sufﬁces to prove that there is no sequence {yl} with
yl ↑ x and (yl) = O(p). Indeed, if such {yl} exists, then (x) = O(p) ⊂ L. However,
L ≺≺K O(p), a contradiction to Proposition 2.3. By the arbitrariness of x, we obtain
L ⊂ V−(O(p)), which completes the proof. 
Now, we can obtain the following classiﬁcation Theorem
Theorem 3.13. Let L ⊂ Co be an - or -limit set which is not a cycle. Then one of
the following alternatives must occur:
(i) there are p, q ∈ Per(T ) such that L ⊂ V−(O(p)) ∩ V+(O(q));
(ii) there is a p ∈ Per(T ) such that L ⊂ V−(O(p)) ∩ V+(∞);
(iii) there is a q ∈ Per(T ) such that L ⊂ V−(∞) ∩ V+(O(p));
(iv) L ⊂ V−(∞) ∩ V+(∞).
Proof. By Proposition 3.12, it is sufﬁcient to consider the case L− = ∅. Similar
result holds for L+ = ∅. Suppose that L− = ∅, then we claim that L ⊂ V−(∞).
Indeed, given any y ∈ L. Choose a sequence zn K y with zn → y. Since L− = ∅,
then zn ∈ R(∞)∩Co. Since zn K y, it follows that supt∈(lzn ,0] i (t, 0, zn) < +∞ for
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all i ∈ N \K , which implies that zn ∈ Rˆ−(∞). It is also easy to see that zn ∈ R−(∞).
Hence, y ∈ V−(∞). To summarize: L− ∩ L+ = ∅ implies (i); L− = ∅ and L+ = ∅
implies (ii); L+ = ∅ and L− = ∅ implies (iii); and L− ∪ L+ = ∅ implies (iv). 
Now we deﬁne the family F = {M0,M1}⋃{Mi : i ∈ } of sets , where Mi =
V−(O(p)) = ∅ for some m-cycle O(p), M0 = V−(∞) and M1 = V+(∞). By Propo-
sition 3.2, the elements of F are pairwise disjoint in C. It is also easy to see that the
index set  is at most countable. Therefore, we denote F = {M0,M1;M2,M3 · · ·}.
Proposition 3.14. Let Mi be an element of F . Suppose x ∈ Co \ Mi is such that
(x) ⊂ Mi ∩Co. Then there exists some l ∈ N such that for such l, there is a unique
yl ∈ H ∩ Co with
∥∥T n+lx − T nyl∥∥ → 0 as n → ∞ and either T n+lx K T nyl or
T n+lx K T nyl for all n ∈ N. In particular, if i 2, then l = 0.
Proof. Let us ﬁrst consider the existence of l ∈ N and yl ∈ Mi ∩ Co. For the
cases i 2. Choose z ∈ (x) ⊂ Mi ∩ Co. Then, by Proposition 2.2, there exists a
neighborhood N such that every point in N \Mi is related by K or K to some
point in Mi . Thus, by the invariance of Mi(i 2) which was obtained in Proposition
3.2, we can repeat the proof in [41, Proposition 3.6] step by step to get l = 0 ∈ N
and yl ∈ H ∩ Co respectively.
For the cases i = 0, 1. Note that M0 or M1 is only weakly invariant according to
Proposition 3.3. We have to prove it separately. Let i = 0. The M0 = V−(∞). The
case i = 1 is similar. For n ∈ N, we deﬁne A+(T nx) = [T nx,+∞)K ∩ V−(∞) and
A−(T nx) = (−∞, T nx]K ∩ V−(∞). It is easy to see that A+(T nx) ∩ A−(T nx) = ∅.
Since (x) ⊂ Co ∩ V−(∞), it follows from Proposition 2.2 that either A+(T nx)
or A−(T nx) is not empty for all n sufﬁciently large. By the continuous dependence
on the initial value, there is a compact neighborhood V of (x) such that T −1y
exists for every y ∈ V . We can also choose V smaller so that there is a positive
integer l such that
⋃
n l{A+(T nx) ∪ A−(T nx)} ⊂ V . Otherwise, we can ﬁnd another
compact neighborhood W of (x) with V ⊂W and two sequences nk →+∞, ynk ∈
A+(T nkx) ∪ A−(T nkx) such that ynk ∈ (W \ V) ∩ V−(∞). Without loss of generality,
we can assume that ynk K T nkx(k 0), ynk → y ∈ V−(∞) and T nkx → v ∈ (x) ⊂
V−(∞) ∩ Int V . Therefore, y >K v, which contradicts Proposition 3.3(3).
Now suppose that A+(T lx) = ∅. Then we claim that A+(T n+lx) = ∅ for all
n 0. Suppose that there is an m 1 such that A+(T n+lx) = ∅ for 0 ≤ nm but
A−(T m+1+lx) = ∅. Then we can ﬁnd a y ∈ V−(∞) such that T m+1+lx K y. Since
y ∈ V , T −1y exists and hence T m+lx K T −1y, contradicting A+(T m+lx) = ∅. We
have proved the claim.
Indeed, from the proof in the previous paragraph, we can also obtain that T −nA+
(T n+lx) = ∅ for all n 0. Now, deﬁne A = ⋂n 0 T −nA+(T l+nx) which is not an
empty set. Choose yl ∈ A, then T nyl KT l+nx for all n 0. Since x /∈ V−(∞),
T nyl >K T
l+nx for all n ∈ N. Since T satisﬁes Assumption (A2), T nyl K T l+nx
for all n ∈ N. Suppose that ∥∥T l+nx − T nyl∥∥0 as n → ∞. Then we can choose a
subsequence ni such that T l+ni x → a ∈ (x) ⊂ V−(∞)∩Co and T ni yl → b ∈ V−(∞).
Then a <K b, which contradicts Proposition 3.3(3).
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In preparation for the proof of the uniqueness of yl , some simple notations will
be ﬁrst introduced. Let V be the n-dimensional real vector space. Let M ⊂ Rn, the
tangent bundle TM of M is M × V . The type-K cone P, with nonempty interior Po,
in V is the set of all v in V such that vi  0 for all i ∈ {1, 2, . . . , k} and vj  0 for all
j ∈ N \ {1, 2, . . . , k}.
Now we turn to prove the uniqueness of yl . Without loss of generality, we set l = 0.
Since (x) ⊂ Co and T is strongly type-K competitive in Co, we have the following
lemma:
Lemma 3.15. Let (x) ⊂ Co. Then there exists a compact neighborhood O of (x),
0 <  < 1 and M > 0 such that there exists a one-dimensional invariant subbundle S
of (O+(x) ∩ O) × V , with its supplementary subbundle T (not necessarily invariant)
having the following properties:
(i) S|z ⊂ Po ∪ (−Po) ∪ {0} for each z ∈ O+(x) ∩O;
(ii) T |z ∩ P = {0} for each z ∈ O+(x) ∩O;
(iii) let 1(z) (resp. 2(z)) be the projection of V onto S|z along T |z (resp. onto T |z
along S|z). Then
∥∥DT k(z)v∥∥∥∥2DT k(z)w∥∥ M
k ‖v‖
‖w‖ (3.10)
for each z ∈ O ∩O+(x), v ∈ S|z, 0 = w ∈ T |z and each k = 1, 2, · · ·;
(iv) in particular, (x)×V = S|(x)⊕ T |(x) is an invariant Whitney sum decompo-
sition and satisﬁes the exponential separation, i.e.,
∥∥DT k(z)v∥∥∥∥DT k(z)w∥∥ Mk
‖v‖
‖w‖ (3.11)
for each z ∈ (x), v ∈ S|z, 0 = w ∈ T |z and each k = 1, 2, · · ·.
Proof. Our proof is very similar to that of Proposition 3.2 in Ruelle [26]. In our case,
O+(x) is only positively invariant, not invariant, so we cannot obtain our lemma directly
from [26, Proposition 3.2]. However, since O+(x) is positively invariant, we can repeat
Ruelle’s proof to obtain the one-dimensional invariant subbundle S = span(bz), ‖bz‖ =
1, z ∈ O+(x) with property (i).
Let V ∗ be the dual of V and let (DT −1)∗ be the adjoint bundle map of DT −1.
Note that (x) ⊂ Co is invariant and T is strongly type-K competitive in Co, then,
by repeating Ruelle’s proof, one can ﬁnd an invariant subbundle F ∗ = span(b∗z ) over
(x) (here we follow Ruelle’s notation). Now choose a small compact neighborhood
O(⊂ Co) of (x) and deﬁne bˆ∗z on O such that
∥∥∥bˆ∗z
∥∥∥ = 1, the map z )→ bˆ∗z is
continuous on O and bˆ∗z = b∗z for z ∈ (x). Since b∗z ∈ Int P ∗ for all z ∈ (x) (see
[26, p. 73]), where P ∗ = { ∈ V ∗ : 〈, 〉 0 for all  ∈ P }, one can make O smaller,
if necessary, such that bˆ∗z ∈ Int P ∗ for all z ∈ O. Then there is ε > 0 independent of
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z ∈ O such that the ball of radius ε centered at bˆ∗z is contained in P ∗. Furthermore,
we get the one-dimensional subbundle Fˆ ∗ over O (not necessarily invariant) such that
Fˆ ∗|(x) = F ∗, which is invariant. Let T be the (n − 1)-dimensional subbundle of
(O+(x) ∩O)× V orthogonal to Fˆ ∗. Then almost same as in Ruelle [26], we deﬁne
Kˆ(z) = { ∈ V : 〈bˆ∗z , 〉 = 0 and bz +  ∈ P } ⊂ T |z
and
T ′′ = 2DT −1(z)/
∥∥∥DT −1(z)bz
∥∥∥
if  ∈ V and z ∈ O ∩O+(x). Then, as in Ruelle’s proof (see [26, formula (3.2)]), we
ﬁnd that there is 0 <  < 1 such that
T ′′Kˆ(z) ⊂ Kˆ(T −1z)
for all z ∈ O ∩ O+(x). Hereafter, we exactly repeat Ruelle’s proof step by step and
obtain that
∥∥2DT −k(z)w∥∥∥∥DT −k(z)v∥∥ Mk
‖w‖
‖v‖ (3.12)
for each z ∈ O ∩O+(x) with z, T −1z, . . . , T −kz ∈ O, 0 = v ∈ S|z, 0 = w ∈ T |z and
each k = 1, 2, · · ·.
Now, we will prove (3.10). Since O is a neighborhood of (x), it is easy to see
that O ∩ O+(x) is positively invariant. Furthermore, we can also prove that  =
2DT −k(2DT k) for every  ∈ T and k ∈ N. In fact, for every  ∈ T , one has
 = DT −k(DT k) = DT −k(1DT k)+DT −k(2DT k),
since S is invariant, 2DT −k(1DT k) = 0, which implies that  = 2 = 2DT −k
(2DT k). Hence, given any z ∈ O ∩O+(x), 0 = v ∈ S|z, 0 = w ∈ T |z and k ∈ N.
Let z˜ = T kz, v˜ = DT k(z)v and w˜ = 2DT k(z)w. then by (3.12),
∥∥2DT −k(z˜)w˜∥∥∥∥DT −k(z˜)v˜∥∥ Mk
‖w˜‖
‖v˜‖ ,
and hence,
∥∥DT k(z)v∥∥∥∥2DT k(z)w∥∥ M
k ‖v‖
‖w‖ .
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Thus we obtained (3.10). In particular, (3.11) holds on (x). We have completed the
proof of Lemma 3.15.
Now we return to the proof of the uniqueness of yl . It follows from Lemma 3.15(iv)
that (x)×V = S|(x)⊕ T |(x) is an invariant Whitney sum decomposition and satis-
ﬁes the condition of exponential separation. By Mierczyn´ski [20, Appendix, Proposition
A.3], for each ergodic invariant probability measure m on (x), its Lyapunov exponents
1(m), . . . , l (m) satisfy 1(m) ≤ j (m)− , j = 2, . . . , l.
Inspired by Jiang et al. [46] we claim that 1(m)−. Suppose not, then j (m) > 0
for all j = 2, . . . , l. By the Poincaré Recurrent Theorem [19, Theorem 2.3], the set of
recurrent points for T −1|(x) has full m-measure. Since the set of P-regular points also
has full m-measure, we can choose z to be a P-regular point in (x) with z ∈ (z),
which implies that there exists a sequence nk → +∞ such that T −nk z → z. By
Pesin’s theory, there is a C1 immersed (n− 1)-dimensional submanifold D tangent at
z to T (z) and such that ∥∥T −nu− T −nz∥∥ → 0 as n → ∞ for every u ∈ D. Since
the orthogonal projection of (x) along some K-positive vector e K 0 is Lipschitz
continuous with a Lipschitz continuous inverse and D is transverse to e, the projection
of D on S along e is a Lipschitz homeomorphism onto its image with a Lipschitz
inverse. Consequently, there is a k0 so large that T −nk0 z = u + e for some u ∈ D.
Put p := nk0 . Assume for deﬁniteness that  0. We have T −nk (T −pz) → T −pz as
k →∞. Since T −pzKu and
∥∥T −nku− T −nk z∥∥→ 0 as k →∞, one has T −pzKz.
But (x) is unordered with respect to K , hence z = T −pz and z is a periodic point.
Without loss of generality, we assume that p is the prime period of z. Furthermore,
we can choose some  > 0 sufﬁciently small such that limn→∞ T −pnz′ = z for any
z′ ∈ (x) with ∥∥z′ − z∥∥ <  (In fact, we only need to replace T −pz by z′ in the
above proof). Therefore, (x) has a nonempty proper attractor O(z) in terms of T −p.
By the chain transitivity of (x) (see [12]), O(z) = (x), which is a cycle, and we
have a contradiction. Thus, we have proved the claim, i.e., 1(m) − for all ergodic
invariant measures m on (x).
Therefore, it is easy to see that there exists a constant c > 0 such that
∥∥∥DT k(z)bz
∥∥∥  ck
for each z ∈ (x) and each k = 1, 2, · · ·. Using the similar technique in Hirsch and
Pugh [13], we can renorm V as |·| such that the new norm |·| is adapted to (x)× V
(cf. [3]), i.e., there exists a constant 0 <  < 1 such that |DT (z)bz| <  |bz| for all
z ∈ (x). Then, by the continuity of bz and DT (z) on O ∩O+(x), one can make O
smaller again, if necessary, such that |DT (z)bz| <  |bz| for all z ∈ O∩O+(x), which
implies that there is a constant c′ such that
∥∥DT k(z)bz∥∥  c′k ‖bz‖ = c′k for each
z ∈ O ∩O+(x) and each k = 1, 2, · · · . Therefore,∥∥∥DT k(z)v∥∥∥  c′k ‖v‖ (3.13)
for each z ∈ O ∩ O+(x), v ∈ S|z and each k = 1, 2, · · · . Since (3.10) and (3.13), it
follows from [3, Theorems 1–3] that there exists a family of one-dimensional compact
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strongly stable invariant C2-manifolds Wss(z), z ∈ O ∩ O+(x). The manifold Wss(z)
is tangent to S|z at z.
In the ﬁrst part of the proof of Proposition 3.14, we have obtained that there exists
a y0 ∈ Mi ∩ Co such that ‖T nx − T ny0‖ → 0 as n → ∞ and either T nx K T ny0
or T nx K T ny0 for all n ∈ N. Assume for deﬁniteness that T nx K T ny0 for all
n ∈ N. Moreover, we set xn := T nx and yn := T ny0 for simplicity. We claim that the
directions of (xn−yn)/ ‖xn − yn‖ tend, as n→+∞, to the direction of S. Otherwise,
suppose that there exists a subsequence nk and some z ∈ (x) such that xnk → z,
ynk → z and (xnk − ynk )/
∥∥xnk − ynk∥∥→ u as k →+∞, where u /∈ S|z with ‖u‖ = 1.
Then, for each j = 1, 2, . . . ,
xj+nk − yj+nk∥∥xj+nk − yj+nk∥∥ =
∫ 1
0 DT ((s, j − 1))ds · · ·
∫ 1
0 DT ((s, 0))ds(xnk − ynk )∥∥∥∫ 10 DT ((s, j − 1))ds · · · ∫ 10 DT ((s, 0))ds(xnk − ynk )
∥∥∥ ,
where (s, i) = sxi+nk + (1− s)yi+nk for i = 0, . . . , j − 1. Hence,
xj+nk − yj+nk∥∥xj+nk − yj+nk∥∥ →
DT j (z)u∥∥DT j (z)u∥∥ (3.14)
as k →+∞. Since u /∈ S|z, we write u = u1 + u2, u1 ∈ S|z, u2 ∈ T |z and u2 = 0. It
follows from (3.11) that
DT j (z)u∥∥DT j (z)u∥∥ =
DT j (z)u2
(
1+ DT
j (z)u1
DT j (z)u2
)
∥∥∥∥DT j (z)u2
(
1+ DT
j (z)u1
DT j (z)u2
)∥∥∥∥
∼ DT
j (z)u2∥∥DT j (z)u2∥∥ ,
as j → +∞. Here f (j) ∼ g(j) means limj→+∞ f (j)/g(j) = 1. Then, by Lemma
3.15(ii) and the invariance of T on (x), one has DT
j (z)u∥∥DT j (z)u∥∥ /∈ P for all j suf-
ﬁciently large. On the other hand, based on our assumption, it is easy to see that
xj+nk − yj+nk∥∥xj+nk − yj+nk∥∥ ∈ P for all j, nk ∈ N, a contradiction to (3.14). Thus, we have
proved the claim, which implies that yn ∈ Mi ∩Wss(xn) for all n sufﬁciently large.
Suppose that there exists another y′ ∈ Mi ∩ Co such that
∥∥T nx − T ny′0∥∥ → 0 as
n→∞ and either T nx K T ny′0 or T nx K T ny′0 for all n ∈ N. Then, by repeating
the proof above, one has yn, y′n ∈ Mi ∩ Wss(xn) for all n sufﬁciently large. Since
Wss(xn) is tangent to S|xn at xn, it follows from Lemma 3.15(i) that Wss(xn) is
totally ordered with respect to K in some neighborhood of xn. Then yn, y′n(= T ny′0)
is related by K for all n sufﬁciently large. Note that yn, y′n ∈ Mi , which contradicts
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the non-ordering of Mi (see Proposition 3.2(d) and Proposition 3.3(3)). Thus we have
proved Proposition 3.14.
Proof of Theorem A. We take F to be the family as deﬁned before Proposition 3.14.
The properties of the elements of F listed in parts (a)–(d) of Theorem A have been
proved in Propositions 3.2 and 3.3.
We now prove (e). Let the trajectory passing through x ∈ Co be a persistent one
which does not converge to a cycle. It follows from Theorem 3.13 that (x) ⊂
Mi, for some Mi ∈ F . If x ∈ Mi , then set y = x which fulﬁlls the requirements.
If x /∈ Mi , then, by Proposition 3.14, we can ﬁnd some non-negative integer l such that
for such l there exists a unique y ∈ Mi such that the forward orbits of y and T lx are
asymptotic, that is,
∥∥T n+lx − T ny∥∥→ 0 as n → +∞. We have completed the proof
of Theorem A.
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