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Abstract A class of Langevin stochastic differential equations is shown to converge in the
small-mass limit under very weak assumptions on the coefficients defining the equation. The
convergence result is applied to three physically realizable examples where the coefficients
defining the Langevin equation for these examples grow unboundedly either at a boundary,
such as a wall, and/or at the point at infinity. This unboundedness violates the assumptions
of previous limit theorems in the literature. The main result of this paper proves convergence
for such examples.
Keywords Small-mass limit · Smoluchowski–Kramers approximation · Locally Lipschitz
coefficients
1 Introduction
Let X ⊂ Rn be non-empty, open. We study the following stochastic differential equation
dxm(t) = vm(t) dt
m dvm(t) = [F(xm(t)) − γ (xm(t))vm(t)] dt + σ(xm(t)) dB(t) (1)
where F : X → Rn , γ : X → Rn×n , σ : X → Rn×k , m > 0 is a constant and
B(t) = (B1(t), . . . , Bk(t))T is a k-dimensional Brownian motion defined on a probability
space (,F,P). Relation (1) is the standard form of Newton’s equation for the position
B Scott Hottovy
shottovy@math.wisc.edu
1 Department of Mathematics, Iowa State University, Ames, IA 50011, USA
2 Department of Mathematics, University of Wisconsin-Madison, Madison, WI 53706, USA
3 Soft Matter Lab, Department of Physics, Bilkent University, 06800 Ankara, Turkey
4 UNAM-Institute ofMaterial Science andNanotechnology, Bilkent University, 06800Ankara, Turkey
123
660 D. P. Herzog et al.
xm(t) of a particle of mass m subject to thermal fluctuations (σ(xm(t)) dBt ), friction (
−γ (xm(t))vm(t) dt), and a force (F(xm(t)) dt).
The goal of this note is to strengthen the main result in [7] concerning the small-mass
limit of the position xm(t). In essence, provided the friction matrix γ (x) is positive-definite
for each x ∈ X , our main result shows that we can still extract convergence of xm(t) as
m → 0 pathwise on bounded time intervals in probability, without making strong bound-
edness assumptions on the coefficients F, γ, σ and their derivatives. These boundedness
requirements were made and employed critically in previous works [2,3,7,16]. From a phys-
ical standpoint, however, there are many natural model equations that do not satisfy these
strong boundedness requirements and therefore the use of the small-mass approximation of
the dynamics above is in question. Such an approximation has been instrumental in estimat-
ing chemical reaction rates [10,17], simplifying computations of escape times from potential
wells [5,21], and answering ergodicity questions [5,21].
To see the utility of our general result, we will apply it to three examples describing
physically realizable dynamics, including the situation discussed in [19] (see Sect. 3). In each
of these examples, there is a confining force which grows unboundedly near the boundary of
X (if it is non-empty) and/or near the point at infinity. This unbounded force translates to,
at the very least, unboundedness of some of the coefficients in the model equations (1). Due
to this unboundedness, existing arguments establishing convergence [2,3,7,16] cannot be
easily adapted to establish convergence in these three examples. See Remark 1 for a further
discussion of this point. Making use of our main theoretical result, we will be able to establish
convergence in each of these physical examples.
Compared with the existing results in the literature [2,3,7,16], the hypotheses of our
main result are extraordinarily weak. Specifically, we only assume nominal regularity of the
coefficients F , γ , σ and that the believed limiting dynamics does not leave the set X in finite
time. It is worth emphasizing that we do not assume that the pair process defined by (1) also
remains in the natural state space X × Rn for all finite times. This makes our result more





X×Rn denotes the first exit time of (xm(t), vm(t)) from X × Rn , it is
more straightforward to control the exit time τX of the limiting dynamics from X . Another
benefit of structuring the hypotheses in this way is that, as a consequence of our result, we
gain control of the exit times τmX×Rn form > 0 small, in the sense we show that τ
m
X×Rn → ∞
in probability as m → 0.
The organization of this paper is as follows. In Sect. 2, we state our main theoretical result
(Theorem 1). Section 3 gives a few physical, motivating examples for this work. In each
example, we will verify that the hypotheses of Theorem 1 are satisfied using the appropriate
Lyapunov methods. As a consequence of Theorem 1, we will therefore obtain the desired
convergence as m → 0 in each physical example studied. In Sect. 4, we prove Theorem 1.
2 Main Results
The limiting dynamics x(t) will satisfy the Itô stochastic differential equation
dx(t) = [γ −1(x(t))F(x(t)) + S(x(t))] dt + γ −1(x(t))σ (x(t)) dB(t) (2)
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and the matrix J solves the Lyapunov equation
Jγ T + γ J = σσ T .
To understand on some level how the Eq. (2) could possibly define the limiting dynamics,
we can try and formally set m = 0 in Eq. (1), and solve for v0(t) dt = dx0(t) using the
second part of this equation. This leads us to the following guess for the limiting equation
dx0(t) = γ −1(x0(t))F(x0(t)) dt + γ −1(x0(t))σ (x0(t)) dB(t),
where there is some ambiguity in how γ −1(x0(t))σ (x0(t)) dBt should be interpreted using
the various conventions of stochastic integrals, e.g. Itô, Stratonovich, Anti-Itô [8,13]. The
different conventions of the stochastic integral do not coincide because, even assuming σ, γ
are sufficiently smooth, as opposed to σ(xm(t)) for m > 0, γ −1(x0(t))σ (x0(t)) does not
vary smoothly in t . While one might suspect that the drift term S(x(t)) in Eq. (2) tells one
how to interpret γ −1(x0(t))σ (x0(t)) dBt , this is not quite the case because there can be no
relation between the type of stochastic integral and this drift in the most general case [3].
Nevertheless this heuristic, first employed by Smoluchowski in [17] and later by Kramers
in [10], serves as a good first step in understanding how some parts of (2) arise. See [7] for
further, more specific details in how the noise-induced drift term, i.e. S(x(t)), in Eq. (2) is
produced.
Throughout the paper, we will make the following assumptions:
Assumption 1 (Regularity, Positive-Definite Friction) F ∈ C1(X : Rn), γ ∈ C2(X :
Rn×n) and σ ∈ C1(X : Rn×k). Moreover, for each x ∈ X the matrix γ (x) is positive-
definite; that is, for each x ∈ X and each y ∈ Rn=0 we have that
(γ (x)y, y) > 0.
Assumption 2 (Non-explosivity of x(t)) The first exit time τX of x(t) from X is P-almost
surely infinite for all initial conditions x0 = x ∈ X ; that is, for all x ∈ X
Px {τX < ∞} = 0.
The regularity part of Assumption 1 assures that all equations in question make sense
locally in time. Critical to our main result is the positive-definite assumption made on the
friction matrix γ . This can be seen by taking a glance at equation (2), for if the matrix γ is
simply non-negative we expect to get different behavior as m → 0. See [4] for an example
of the small-mass limit when γ vanishes on a set. Assumption 2 assures that the presumed
limiting dynamics x(t) remains in its domain of definition X for all finite times t ≥ 0 almost
surely. Different from the previous references [2,7,16], we will not assume that the solution
of (1) is non-explosive or, more importantly, that either x(t) is contained in a compact subset
of X or the coefficients F, γ, σ are bounded on X . We do, however, need control over an
additional derivative of γ . Nevertheless, this should not be seen as an additional hypothesis,
for this is a typical minimalist assumption needed to make sense of the pathwise solution
of (2) locally in time (see, for example, [9,15]). An additional difference between our result
and previous results is that we need not assume that γ is uniformly positive definite on X .
In some sense, however, the size of the smallest positive eigenvalue of γ is controlled by
non-explosivity (Assumption 2) of the solution of the limiting equation.
Because we will not assume that the process {(xmt , vmt )}t≥0, m > 0, remains in X × Rn
for all finite times, we will extend this process for times t ≥ τmX×Rn where τmX×Rn is the first
exit time of (xmt , v
m
t ) from X × Rn . In particular, letting  be some point not in Rn , we set
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xmt = vmt =  for all times t ≥ τmX×Rn . To measure convergence of xmt on the enlarged state
space X ∪ {}, let d∞ : X ∪ {} × X ∪ {} → [0,∞] be given by
d∞(x, y) =
{
|x − y| if x, y ∈ X
∞ if x =  or y =  .
Observe that d∞ is not quite a metric since d∞(,) = ∞; however, d∞ satisfies the
remaining properties of a metric. As wewill see, it will serve us well as a slight generalization
of a distance.
We are now prepared to state our main results:
Theorem 1 Suppose that Assumption 1 and Assumption 2 are satisfied. If the process
{x(t)}t≥0 and the extended processes {xm(t)}t≥0 have the same initial condition x ∈ X





d∞(xm(t), x(t)) > ε
}
→ 0 as m → 0.
Remark 1 Previous arguments giving the existence of a small-mass limit hinge on the strong
boundedness assumptions on the coefficients defining the equation [2,3,7]. In particular in
[2,3], the authors use a clever application of integration by parts and Gronwall’s inequality
to obtain convergence in L2 on the space of continuous paths on bounded time intervals. In
[7], convergence results on stochastic integrals, as outlined in Section A of [7], are employed
to obtain the desired result when γ is position dependent. The crucial bounds obtained using
eithermethod heavily employ boundedness of the coefficients defining the equations.Because
in our general setting one has to additionally control the motion of the processes near the
boundary and/or the point at infinity, neither one of these paths can be followed to obtain
convergence as the bounds obtained in will not be satisfied.
Remark 2 To emphasize a remark made earlier, an aspect of the theorem that is particularly
striking is that we make no explicit assumptions about the exit times {τmX×Rn }m>0 yet we
still obtain pathwise convergence on compact time intervals in probability in d∞. As we will
see, not making this assumption about the exit times {τmX×Rn }m>0 is convenient because it
is often easier to simply control τX . Another interesting aspect of the result is that d∞ was
constructed so that it penalizes the process {(xmt , vmt )}t≥0 infinitely if it has exited X × Rn .
In particular, as a corollary of the proof of the theorem above, by having control over τX we
can obtain control over τmX×Rn for m > 0, small.




X×Rn ≤ T } = 0.
In other words, τmX×Rn → ∞ in probability as m → 0.
Remark 3 Under the appropriate moment bounds and non-explosivity of the pair process
(xm(t), vm(t)), one can apply Theorem 1 to obtain stronger forms of convergence, e.g.
convergence in L p for p ≥ 1.
3 Examples of Newtonian Dynamics with Unbounded Potentials
In this section, we apply Theorem 1 to physical examples realizable in a laboratory. In the
following, x(t) will denote the position of one or more mesoscopic particles in a liquid at
123
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a well-defined temperature T (e.g. a Brownian particle coupled to a heat bath provided by
the liquid, such as the ones experimentally studied in [11,19]). The particle is influenced by
a force F , friction γ , and noise coefficient σ . For such a Brownian particle, the fluctuation-
dissipation relation holds:
γ (x) ∝ σ(x)σ T (x). (3)
Although in each example there is a confining potential force which grows rapidly near
the boundary ∂X and/or the point at infinity, it will be clear that Assumption 1 is satisfied.
Therefore, we will only need to see that Assumption 2 is satisfied by showing that first
exit time τX of the limiting process x(t) is almost surely infinite for all initial conditions
x ∈ X . To show that τX is almost surely infinite, we will use, by now standard, Lyapunov
methods [9,12,15]. In particular, in each example we will exhibit a certain type of function
V ∈ C2(X : [0,∞)), called a Lyapunov function, which guarantees that
Px {τX < ∞} = 0 (4)
for all initial conditions x ∈ X . To be more precise, define a sequence of open subsets Xk ,
k ∈ N, of X by
Xk =
{
{x ∈ X : distance(x, ∂X ) > k−1 and |x | < k} if ∂X = ∅
{x ∈ Rn : |x | < k} if ∂X = ∅
and observe that, if ∂X = ∅, then X = Rn as X is non-empty and both open and closed. In
each example we will exhibit a function V ∈ C2(X : [0,∞)) satisfying the following two
properties:
(p1) There exists a sequence of positive constants satisfying Ck → ∞ as k → ∞ and
V (x) ≥ Ck for x ∈ X \ Xk .
(p2) There exist positive constants C, D such that for all x ∈ X
LV (x) ≤ CV (x) + D,
where L denotes the infinitesimal generator of the Markov process x(t).
It follows that the existence of a function V ∈ C2(X : [0,∞)) satisfying (p1) and (p2) above
gives that Px {τX < ∞} = 0 for all x ∈ X (See, for example, [12, Theorem 2.1]).
3.1 Gravity and Electrostatics
We first prove convergence for the experimental example in [19] which originally motivated
this work. In [19], a Brownian particle is in a vertical cylinder of finite height b − a filled
with water and the horizontal motion of the particle is assumed to be independent from
its vertical motion. Therefore, x(t) denotes the (one-dimensional) vertical position of the
particle at time t and the natural state spaceX of x(t) is given by the open interval (a, b)with
0 ≤ a < b < ∞. The conservative forces acting on the particle are given by the potential
function




e−κ(b−x) + Geff x + e
−λ(x−a)
(x − a) +
e−λ(b−x)
(b − x) . (5)
The first two terms are due to double layer particle-wall forces, with κ−1 the Debye length
and B > 0 a prefactor depending on the surface charge densities. The third term accounts
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for the effective gravitational contribution Geff = 43πR3(ρp − ρs)g, with g the gravitational
acceleration constant, R the radius of the particle, ρp the density of the particle and ρs the
density of the fluid. Note that the the value of the first three terms of the potential at x = a, b
is finite but very large (as the prefactor B is on the order of thousands of kBT ); thus, to assure
that the particle remains in the cylinder, the last two terms model “soft walls” at x = a and
b and are fast-decaying away from the boundary with λ  κ . The forces are given by
F(x) = −U ′(x)
and the friction coefficient is
γ (x) = kBT
D(x)
,
where D(x) is a hydrodynamic diffusion coefficient due to effects of particlewall interactions.
The exact form of D is an infinite sum and can be found in [6]. For our analysis, it is enough to
know D(x) ∈ C2([a, b] : (0,∞))with D(a) = D(b) = 0, D′(x) > 0 for x ∈ [a, (a+b)/2),
D′(x) < 0 for x ∈ ((a + b)/2, b], and D′((a + b)/2) = 0. Using the fluctuation-dissipation
relation, the inertial system is given by
















dt + D′(x(t))dt + √D(x(t)) dB(t). (6)
To prove convergence of xm(t) to x(t) in the sense described in Theorem 1, all we must show
is that Px (τ(a,b) = ∞) = 1 for all x ∈ (a, b). To do so, we find the appropriate Lyapunov
function as described at the beginning of this section. We define our candidate Lyapunov
function to be the potential functionU and note thatU ∈ C2((a, b) : [0,∞)) and, moreover,











D(x) +U ′(x)D′(x), (7)
where we have replaced the force by F(x) = −U ′(x). Because x → LU (x) is bounded on
every compact interval [c, d] with a < c and d < b, to produce the required estimate we
focus on the behavior of this function near the endpoints x = a, b. First fix c ∈ (a, (a+b)/2).
Using the fact that D(a) = 0, we can apply the mean value theorem to see that there exist



























(x − a)3 +
c2
(x − b)4 − c3,
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where ξx,a is some point in [a, c]. By fixing d ∈ ((a + b)/2, b) and adjusting the positive



























(x − a)3 +
c2
(x − b)4 − c3,
where ηx,b is some point in [d, b], which is satisfied for x ∈ [d, b). Additionally, since D′ is
bounded on [a, b], there exists C1,C2 > 0 such that
|U ′(x)D′(x)| ≤ C1
(x − a)2 +
C2
(x − b)2
for all x ∈ [a, b]. Putting these estimates together we find that x → LU (x) is bounded on
(a, b). The bound in p2) then follows immediately.
3.2 1D Interacting Particles
We consider two close Brownian particles suspended in a fluid. If the separation between
particles, denoted by d , is large enough that the Debye-Hückel linearization approximation
can be made in the electrostatic potential of a system of ions in an electrolyte, then the DLVO
theory [1,18] gives the potential between colloidal spheres as




where the positive constants c and l depend on various properties of the two particles and d
is the separation distance of the particles. The diffusion coefficient D = D(d) satisfies the
following: d → D(d) ∈ C2([0,∞) : [0,∞)), D(0) = 0, D(d) → DSE < ∞ as d → ∞,
D′(d) > 0 and D′′(d) < 0 for all 0 ≤ d < ∞. Additionally, the two particles are contained
in a (common) shallow harmonic potential, kx2, where k is small compared to the constants
in (8). The particles’ positions are described in one dimension using the potential function
U (x1, x2) = k
2
(x21 + x22 ) +UDLVO(x2 − x1). (9)
Defining dm(t) = xm2 (t) − xm1 (t), the system is described by
dxmi (t) = vmi (t)dt
m dvmi (t) =
[










where i = 1, 2, B1(t), B2(t) are two standard, one-dimensional, independent Brownian
motions. The corresponding limiting equation is
dxi (t) =
[





dt + √2D(d(t)) dBi (t).
Here, the natural domain of definition for these processes is X × R2 and X , respectively,
where
X = {(x1, x2) ∈ R2 : x1 < x2}.
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To apply Theorem 1, we again need to see that Px {τX = ∞} = 1 for all initial conditions
x = (x1, x2) ∈ X . We define our candidate Lyapunov function to be the potential U (x1, x2)
as in (9) and now check to see that (p1) and (p2) are satisfied. One can readily check that
(p1) is satisfied. To see (p2), apply the generator to U to see that
LU (x1, x2) =
(
−[(∂x1U (x1, x2))
2 + ∂x2U (x1, x2))2]
kBT






(∂x1 + ∂x2 )U (x1, x2)
]
D′(x2 − x1).
The partial derivatives above are given by





















(∂x1 + ∂x2)U (x1, x2) = k(x1 + x2).
Using the mean value theorem and the fact that D(0) = 0, there exist constants ci > 0 and
ξx1,x2 ≥ 0 such that
( [(∂x1U (x1, x2))2 + ∂x2U (x1, x2))2]
kBT




( [(∂x1U (x1, x2))2 + ∂x2U (x1, x2))2]
kBT
− (∂2x1 + ∂2x2)U (x1, x2)
)
D′(ξx1,x2)(x2 − x1)
≥ −c1(x21 + x22 ) − c2
for all (x1, x2) ∈ X . In the estimate above, we have used the facts that
sup
ξ≥0
D′(ξ) ∈ (0,∞) and inf
ξ∈[0,c] D
′(ξ) ∈ (0,∞)
for all c > 0, as D′′(ξ) < 0 for ξ ≥ 0. Combining the above estimate with the bound
|(∂x1 + ∂x2)U (x1, x2)D′(ξ)| ≤ kD′min(|x1| + |x2|),
which is satisfied for all ξ ∈ [0,∞) and all (x1, x2) ∈ X , produces the required estimate p2).
3.3 Non-conservative Forces
In the previous two examples, one can easily adapt the arguments given there to show that
the pair process (xm(t), vm(t)) never leaves X × Rn for each m > 0 by simply taking
U (x) + 12mv2 to be our candidate Lyapunov function. In this example, we introduce non-
conservative forces in a 2D system where finding a Lyapunov function for the system when
m > 0 is difficult. This is because there is no potential function for all of the external forces.
Adding the rotational force field to the Langevin equations for the Brownian motion of a
particle in the (x1, x2)-plane, the corresponding non-conservative forces are:
{
F̂x1(x1, x2) = −γx2
F̂x2(x1, x2) = +γx1
(11)
123
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The terms −γx2 and +γx1 introduce a coupling between the equations, which becomes
apparent in the fact that the cross-correlation is non-zero. This can in fact be realized experi-
mentally by, for example, using transfer of orbital angular momentum to an optically trapped
particle [20]. In addition to the non-conservative forces, the particle is confined to a pore,
i.e. a well with radius C centered at (x1, x2) = (0, 0). We now define the radially symmetric
potential U (x1, x2) and the diffusion gradient. We assume that U (x1, x2) = U(r2(x1, x2))




for r ∈ [0,C2). The diffusion gradient is such that for r ∈ [0,C), D(r) = D(r2) where
D ∈ C2([0,C2] : [0,∞)) satisfies D(C2) = 0 and D(r) < DSE, −∞ < D′(r) < 0,
D′′(r) < 0 for 0 ≤ r ≤ C2. Define rm(t)2 = xm1 (t)2 + xm2 (t)2. The full system then
becomes
{
dxmi (t) = vmi (t) dt
m dvmi (t) =
[





D(rm (t)) dBi (t),
i = 1, 2, j = i , and where Bi (t) are two standard, one-dimensional, independent Brownian












A suitable choice of a Lyapunov function for the dynamics (12) is the potential function
U (x1, x2). This choice works intuitively because the non-conservative forces are bounded
inside the pore and are dominated by the potential function near the boundary. To see that
this intuition is indeed true, note that p1) is clearly satisfied. To see p2), apply the generator
of the process (x1(t), x2(t)) to U (x1, x2) to find that




+ 4 (r2U ′′(r2) + U ′(r2))D(r2) (13)
− 4x1x2U ′(r2) + 4r2U ′(r2)D′(r2).
By assumption D(C2) = 0, and D(r), D′(r) are bounded on [0,C2]. Moreover, D′(r) < 0


















(C2 − r2)3 − c2.
Additionally since D′ is bounded on [0,C2], there exists C1,C2 > 0 such that
∣
∣−2x1x2U ′(r2) + 4r2U ′(r2)D′(r2)
∣
∣ ≤ C1
(C2 − r2)2 + C2.
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Putting these estimates together we find that x → LU (x) is bounded on X . Property (p2)
now follows easily.
4 Proof of Main Result
In this section we prove Theorem 1 and Corollary 1. The idea underlying the proof of both
results is quite natural. First we will see that due to the structure of Eq. (1), for each m > 0
the first exit time τmX of x
m(t) from X coincides with τmX×Rn . In other words if the process
(xm(t), vm(t)) exits the domain X × Rn , then xm(t) must have exited X . Once we have
control of the stopping times in this way, the goal is to then construct processes {xk(t)}t≥0
and {xmk (t)}t≥0, m > 0 and k ∈ N, on (,F,P) satisfying the following properties:
1. {xmk (t)}t≥0 ⊆ Rn and {xk(t)}t≥0 ⊆ Rn , i.e., all processes live in the ambient space Rn
(as opposed to X ) for all finite times t ≥ 0.




{x ∈ X : distance(x, ∂X ) > k−1 or |x | < k} if ∂X = ∅
{x ∈ X = Rn : |x | < k} if ∂X = ∅
and τmXk , τXk denote the first exit times of, respectively, x
m(t) and x(t) from Xk :
xmk (t) ≡ xm(t) for 0 ≤ t < τmXk and xk(t) ≡ x(t) for 0 ≤ t < τXk P − almost surely.
In the definition of Xk above, we note that if ∂X = ∅ then X = Rn , as X is non-empty
and both open and closed.






|xmk (t) − xk(t)| > ε
}
= 0.
The processes {xmk (t)}t≥0 and {xk(t)}t≥0 should be thought of as localizations (in time) of our
original processes {xm(t)}t≥0 and {x(t)}t≥0 which satisfy the desired convergence asm → 0
for each k ∈ N. Formally taking k → ∞ and exchanging the order of limits in (4) above
we may expect on an intuitive level the convergence to hold. However, performing such an
exchange is nontrivial. Nevertheless, due to the way the set X is stratified by {Xk}k∈N, we
will see at the end of this section that this intuition is indeed correct; that is, we can extract
convergence given the existence of such approximate processes. Corollary 1 will be an easy
consequence of the proof of Theorem 1.
We begin the section by showing τmX = τmX×Rn almost surely for all m > 0 and by
constructing the approximate processes satisfying (1)-(4) above. Afterwards, we will prove
Theorem 1 and Corollary 1.
Lemma 1 Suppose that Assumption 1 is satisfied. Then for each m > 0 and each initial
condition (x, v) ∈ X × Rn
P{τmX = τmX×Rn } = 1.
Moreover, there exist processes {xmk (t)}t≥0 and {xk(t)}t≥0, k ∈ N and m > 0, on the proba-
bility space (,F,P) satisfying properties (1)-(4) above.
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Proof of Lemma 1 We will start by constructing the desired family of processes {xmk (t)}t≥0
and {xk(t)}t≥0. The conclusion τmX = τmX×Rn P-almost surely will be shown in the process
of constructing these approximations.




1 if x ∈ X k
0 if x ∈ Rn \ Xk+1 .
Let F̂ : Rn → Rn , σ̂ : Rn → Rn×k be C∞ and have bounded derivatives of all orders,
and let γ̂ = c Idn×n where Idn×n is the n × n identity matrix and c > 0 is a fixed, arbitrary
constant. For each k ∈ N, define Fk, σk, γk on Rn by
Fk = gk F + (1 − gk)F̂, σk = gkσ + (1 − gk)σ̂ , γk = gkγ + (1 − gk)γ̂ .







we note that ck > 0 as X k+1 is compact. Moreover, γk ∈ C2(Rn : Rn×n) is uniformly
positive definite on Rn since
(γk(x)y, y) = gk(x)(γ (x)y, y) + (1 − gk(x))c|y|2
≥ gk(x)ck |y|2 + (1 − gk(x))c|y|2
≥ min{ck, c}|y|2.
Now consider the family of Rn × Rn-valued SDEs
dxmk (t) = vmk (t) dt
m dvmk (t) = [Fk(xmk (t)) − γk(xmk (t))vmk (t)] dt + σk(xmk (t)) dBt (14)
indexed by the parameters k ∈ N and m > 0 and the family of Rn-valued SDEs given by
dxk(t) = [γ −1k (xk(t))Fk(xk(t)) − Sk(xk(t))] dt + γ −1k (xk(t))σk(xk(t)) dBt ,
where Sk is the noise-induced drift term determined by γk, σk .
We now show that {(xmk (t), vmk (t))}t≥0 ⊂ Rn × Rn . By construction, we saw that the
coefficients Fk, γk, σk are bounded and globally Lipschitz on Rn . However, the SDE (14)
has only locally Lipschitz coefficients as the term γk(x)v is a locally Lipschitz function on
Rn ×Rn . Therefore to see that {(xmk (t), vmk (t))}t≥0 ⊂ Rn ×Rn , we construct the appropriate
Lyapunov functions. Pick h ∈ C∞(Rn : [0,∞)) to satisfy the following two properties:
(a) h(x) → ∞ as |x | → ∞.
(b) For each j = 1, . . . , n, ∂x j h is a bounded function on Rn .
Define (x, v) = h(x) + |v|2 and let Lmk denote the infinitesimal generator of the Markov
process defined by (14). By construction and uniform positivity of the matrix γk , it is not
hard to check that for each m > 0, k ∈ N fixed
(x, v) → Lmk (x, v)
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is bounded onRn ×Rn . It now follows easily by the standard Lyapunov function theory (see,
for example, [15]): for each fixedm > 0, k ∈ Nwe have that {(xmk (t), vmk (t))}t≥0 ⊂ Rn×Rn
almost surely.
Before verifying that the remaining properties in (1)-(4) are satisfied, let us take a moment
to see that P{τmX = τmX×Rn } = 1 for all m > 0 and all initial conditions (x, v) ∈ X × Rn .
Trivially, τmX×Rn ≤ τmX almost surely. Next we prove the opposite inequality. Let ξml =
inf{t > 0 : |vm(t)| ≥ l}. Then for all j, l ∈ N and all m > 0, we have the almost sure
inequality
τmX j ∧ ξml ≤ τmX×Rn .




X j ∧ ξml = τmX j ≤ τmX×Rn (15)
almost surely. Taking j → ∞ in the expression above will then establish the desired con-
clusion. By construction and pathwise uniqueness, if (xmk (0), v
m
k (0)) = (xm(0), vm(0)) =





|(xmk (t), vmk (t)) − (xm(t), vm(t))| = 0
}
= 1
as the coefficients defining both pair processes agree on Xk × Rn . In particular, we have
established (15) as vmk (t), hence v
m(t), has yet to exit Rn before time τmXk .
Now we turn our attention to showing the remaining properties in the list (1)-(4). To see
that property (1) is satisfied, we have already seen, using the Lyapunov function (x, v),
that {xmk (t)}t≥0 ⊆ Rn for all m > 0 and k ∈ N. To see that {xk(t)}t≥0 ⊆ Rn for all k ∈ N,
by construction, we will now see that the coefficients of the equation defining xk are globally
Lipschitz on Rn . We will first show that γ −1k Fk and γ
−1
k σk are globally Lipschitz functions
on Rn . Since Fk and σk are bounded and have bounded first-order partial derivatives and
the inverse matrix γ −1k is bounded, it is enough to show that the inverse matrix γ
−1
k has
bounded first-order partial derivatives. Observe that by applying the product rule to the
relation γkγ
−1
k = Id, where Id is the identity matrix, we find that
∂γ −1k
∂xl




Since eachmatrix in the righthand side above is bounded, it now follows that γ −1k has bounded
first-order partial derivatives. One can also use this formula to show that γ −1k has bounded
second-order partial derivatives. Lastly, to see that Sk is globally Lipschitz, note that the




exp(−tγk(x))σk(x)σ Tk (x) exp(−tγ Tk (x)) dt.
Since γk is a positive matrix which is bounded and has bounded first and second-order partial
derivatives, this formula implies that Sk is globally Lipschitz. By the standard pathwise
existence and uniqueness theorem for solutions of SDEs, we now see that {xk(t)}t≥0 ⊆ Rn .
Properties (2) and (3) follow immediately by construction. To obtain property (4), apply
[7, Theorem 1].
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We now have all of the tools necessary to prove Theorem 1 and Corollary 1.

















d∞(xm(t), x(t)) > ε, τmX×Rn > T
}




|xm(t) − x(t)| > ε, τmX×Rn > T
}
since x(t) ∈ X for all finite times t ≥ 0 almost surely and, on the event {τmX×Rn ≤ T },
sup
t∈[0,T ]
d∞(xm(t), x(t)) = ∞.





d∞(xm(t), x(t)) > ε
}




|xm(t) − x(t)| > ε, τmX > T
}




|xm(t) − x(t)| > ε, τmXk ∧ τXk > T
}




|xmk (t) − xmk (t)| > ε
}
(16)
where the first inequality was obtained by partitioning each event A in question as
A = (A ∩ {τmXk ∧ τXk ≤ T }) ∪ (A ∩ {τmXk ∧ τXk > T })
and estimating their associated probabilities by containment. By property (4), for each ε > 0





|xmk (t) − xk(t)| > ε
}
→ 0 as m → 0
so we turn to bounding P
{





τmXk ∧ τXk ≤ T
} ≤ P
{
τmXk ∧ τXk ≤ T, sup
t∈[0,T ]






|xmk+1(t) − xk+1(t)| > ε
}
. (17)
Because we have control of the latter term on the last line above as m → 0, the crucial
observation is that for all ε ∈ (0, 1/2), k ≥ 2
{
τmXk ∧ τXk ≤ T, sup
t∈[0,T ]
|xmk+1(t) − xk+1(t)| ≤ ε
}
⊂ {τXN (ε,k) ≤ T } (18)
for some integer N (ε, k) ≥ 1 satisfying limk→∞ N (ε, k) = N (ε) ∈ N ∪ {∞} and, if
N (ε) < ∞, limε→∞ N (ε) = ∞. Using inequalities (16) and (17), we obtain the following
estimate for all m, T > 0, all ε ∈ (0, 1/2), k ≥ 2,
123





d∞(xm(t), x(t)) > ε
}








τmXk ∧ τXk ≤ T, sup
t∈[0,T ]












|xmk (t) − xk(t)| > ε
}










|xmk (t) − xk(t)| > ε
}
.







d∞(xm(t), x(t)) > ε
}
≤ 2P{τXN (ε,k) ≤ T }.











2P{τXN (ε) ≤ T } if N (ε) ∈ N
0 otherwise
for all ε ∈ (0, 1/2). In particular, the result is proven in the case when N (ε) = ∞. If







d∞(xm(t), x(t)) > ε
}
≤ 2P{τXN (δ) ≤ T }.
Taking δ ↓ 0, using the fact that N (δ) → ∞ and the fact that τX = ∞ almost surely, we
obtain the result. 





d∞(xm(t), x(t)) > ε
}
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