I Introduction
Recently, the topic of extracting vocals from audio mixtures such as commercial pop songs has received much attention. This has numerous applications including automatically creating karaoke tracks, automatic melody transcription, singer identification, automatic alignment of lyrics to music, remixing and sampling for use in new compositions.
A wide variety of approaches have been used to try to extract vocals, including factorisation-based approaches [1, 2] where training material was required to distinguish between vocal basis functions and non-vocal basis functions, allowing the vocals to be separated. Other approaches made use of a predominant melody estimation algorithm to detect the vocal melody, which was then used to enable separation of the vocal in conjunction with techniques which identified vocal and non-vocal regions of the mixture signal [3, 4] . A median filtering-based approach to vocal separation was described in [5] , which made use of the fact that vocals appear as pitched instrument-like harmonics at low frequency resolution, while appearing as broadband noise at higher frequency resolutions.
This technique also made use of various matrix factorisation algorithms as post-processing steps in order to further improve the results.
More recently, approaches have been proposed based on the idea of repetition in audio signals [6, 7] . The underlying idea here is that many recordings of popular music can be viewed as having a repeating musical structure in the background accompaniment. Over this, the vocal signal occurs without any immediate repeating structure, though obviously repetition of vocal melodies and lyrics can occur, but at a much larger timescale than that of the background music. Further, it was also assumed that the vocal was sparse in the time-frequency domain, and so the number of time-frequency bins in which the vocal is active are very much less than the total number of bins.
In [7] , a beat spectrogram was calculated to estimate a local periodicity for the spectrogram of the mixture signal. Once this period had been identified, frames at integer multiples of this period around the current frame being processed were collected together, as it was assumed that these frames would be similar in nature due to the local repetition of the background music. The median value of these frames at each frequency bin was then taken as the estimate of the background music for the current frame. The motivation for using the median filter lies in the observation that when vocal energy occurs it will not follow the repeating pattern of the background music, and so bins with significant vocal energy will appear as outliers, which median filtering is particularly suited to removing [8] . The resulting background music spectrogram was then used to create a mask which was applied to the original complex-valued spectrogram before inversion to the time domain. This approach was demonstrated to give separation quality comparable to that in [5] , but at a much reduced computational cost. This paper describes a vocal separation technique inspired by the above repetition based approach. The proposed algorithm is described in section 2, while section 3 describes the use of the technique on a number of real-world examples. Section 4 then contains evaluation of the technique proposed on a test set of real world recordings. Finally, section 5 contains conclusions and areas for future research.
II Vocal separation algorithm
The vocal separation technique proposed in this paper initially takes the input mixture signal and obtains a magnitude spectrogram by performing a short-time Fourier transform on the signal. Instead of assuming local periodicity as was done in [7] , we here make the assumption that the local periodicity is not necessary. Instead we focus on finding the most similar frames to the current frame being analysed using a suitable distance metric. This is because the closest frames to any given frame may not occur within a short distance of that frame, instead it may occur in another verse or chorus of the song, and so calculating distances globally in the spectrogram as opposed to locally should give an advantage when attempting to estimate the background music.
Assuming that the vocal signal is sparse and is non-repeating, then the effects of the background music will predominate when calculating the distance between frames, as there will only be a small number of bins in which vocal energy is present, in comparison to the total number of bins at any given frame. This means that the distance measure should chiefly calculate the distance between the background music occurring in any pair of frames in the mixture magnitude spectrogram.
The distance metric chosen here is the squared Euclidean distance between the frames, given by:
Here X is the mixture magnitude spectrogram of size n × m where n is the number of frequency bins and m is the number of time frames. X k denotes the kth spectrogram frame of the magnitude spectrogram, D k,l denotes the squared euclidean distance between frames k and l, and summation occurs over all n frequency bins.
Calculating the distance between all frames results in a symmetric matrix D of size n × n. This matrix is then sorted in ascending order, and the frame indices obtained of the p nearest neighbours to the current (kth) frame. These frames are then extracted from the magnitude spectrogram and stored in a n × p matrix P. The background music estimate for the kth frame is then estimated as:
where Y k is the kth frame of the estimated background music spectrogram Y, and where M denotes the median operator. In line with [7] we assume that the background music cannot have a greater energy at a given timefrequency bin than that of the mixture signal and so further processing is carried out on Y to eliminate any values which are greater than those of the original mixture:
where f denotes the f th frequency bin and k the kth time frame. A binary mask could then be obtained for separating the background music from the vocal signal by comparing the values in X with those in Y. For time-frequency bins where there is no vocal energy present, if the model of the background music is correct then X f,k ≈ Y f,k and for bins with significant vocal energy X f,k Y f,k . Therefore, a suitably chosen threshold should be able to discriminate between bins containing vocal energy from those containing background music. However, the use of binary masking can often introduce audible artifacts in the resynthesis, and so we chose to follow the soft masking approach used by Liutkus et al in [7] , which forms a mask based on a Gaussian radial basis function approach:
where W is a soft mask to be applied to the original complex-valued spectrogram and λ is a tolerance parameter which can be used to control the weights obtained in the mask. The complex-valued background music spectrogram B can then be estimated as:
where R denotes the original complex-valued mixture spectrogram and ⊗ denotes elementwise multiplication. The background music signal can then
where all operations are carried out elementwise. Again, the vocal signal can then be recovered using the inverse short-time Fourier transform. A simple post-processing step which typically improves the results further is a low pass filtering approach which removes all frequencies below 100 Hz from the vocal signal and to add these frequencies back into the background track as was done in [5] . The effects of doing this will be evaluated later in section 4.
The technique described is a very simple approach which can be implemented in a computationally efficient manner. This means that is is capable of running considerably faster than other approaches such as those described in [5] .
III Separation Examples
We now present the use of the example on a realworld example, from "Wouldn't it be nice" by the Beach Boys. Figure 1 shows the mixture spectrogram from a piece of music containing vocals and multiple instruments, both pitched and percussive. Figure 2 shows the original unmixed vocal spectrogram, while figure 3 then shows the original unmixed instrumental spectrogram. Figure 4 then shows the separated vocal as obtained using the nearest neighbour median filtering approach, while figure 5 shows the separated backing track spectrogram. It should be noted that low pass filtering was not used in this example. The test signal had a sampling rate of 44.1 kHz, and an fft/window size of 4096 samples and a hopsize of 1024 samples was used. The number of nearest neighbours was set to p = 80, with λ = 1. It can be seen that the separated vocal spectrogram obtained using the nearest neighbour median filtering algorithm has successfully captured the main characteristics of the original vocal spectrogram, though there are still some traces of the other instruments in the separated spectrogram. Similarly, the separated instrumental spectrogram has captured the main characteristics of the original instrumental spectrogram though close inspection will reveal the presence of traces of the vocals. On listening to the separated sources, the vocals clearly predominate in the vocal signal, though there is some audible interference from the other instruments. Similarly in the separated instrumental signal, the vocals can still be heard, though at a greatly reduced amplitude. This demonstrates that the technique is capable of working on real-world signals. Audio examples can be found at http://eleceng.dit.ie/derryfitzgerald/ index.php?uid=489&menu_id=65.
IV Separation Results
Having demonstrated the use of the nearest neighbour median filtering approach on a real world sig- nal, we now evaluate its performance on a set of 10 real-world audio examples. The test set used was that used to evaluate the algorithms in [5] , and consisted of mixtures made from separated backing tracks and vocal tracks available in [10, 11] . The mixes were made at 3 different levels to see how the algorithm would perform under a range of circumstances. The first set dropped the level of the vocal tracks by 6dB to allow the intrumental track to predominate, the second set were mixed with no level changes to the signal, while the third increased the level of the vocals by 6dB to model cases where the vocal signal predominates.
Quantitative evaluation of the separation performance of these mixtures was carried out using the metrics defined in [12] , and were evaluated using the toolbox available at [13] . The metrics are the Signal to Distortion ratio (SDR), which measures the overall separation quality, Signal to Interference ratio (SIR), which measures the amount of interference due to the presence of other sources in the separated signal, and Signal to Artifacts ratio (SAR), which measures the artifacts present in the signal due to the separation algorithm and the SIR SAR ISR -6dB V - resynthesis technique used. Evaluation was carried out on both the separated vocal and instrumental tracks, and the parameters of the algorithm were as described for the example given in section 3. Table 1 shows the best results obtained from the various techniques described in [5] , to provide a baseline against which to measure the performance of the algorithm. Table 2 then shows the results obtained using the nearest neighbour median filtering approach described in the paper, while table 3 then shows the results obtained when using low pass filtering as a post-processing stage.
It can be seen that the techniques proposed here give better vocal separation than those in [5] in all cases, with the low pass filtering post-processing improving the results obtained using nearest neighbour median filtering algorithm. In the case of the separations for the instrumental tracks, the results are still good, but are worse for both the 0dB and 6dB cases. Nevertheless, it should be pointed out that these results were obtained at a much lower computational load, and that applying the matrix factorisation-based post-processing approaches detailed in [5] would further improve the results obtained, though at the expense of considerably increased computational load.
Overall, the results show that the proposed algorithm is more than competitive when separating vocals and at a much reduced computational load. In fact the algorithm runs approximately 8 times faster than the reference implementation described in [5] . This demonstrates the efficacy of the simple approach to separating vocals detailed in this paper.
V Conclusions
Having outlined previous approaches to vocal separation, we described a novel approach to vocal separation inspired by recent repetition based ap- Table 3 : Performance Evaluation of Nearest Neighbour-Median Filtering algorithm plus low pass filtering. Legend is as per Table 1 proaches to vocal separation. The approach finds the nearest neighbours to any given frame in the mixture spectrogram, and uses the median of these frames to identify the background musical accompaniment at the current frame. This estimate of the background music spectrogram was then used to generate masks to apply to the original complexvalued spectrogram to allow resynthesis of the separated sources. The described approach is simple and can be implemented in a computationally efficient manner. The effectiveness of the approach was then demonstrated on a set of real world examples, and the algorithm was found to outperform another recent vocal separation algorithm for the purposes of vocal separation. Future work will concentrate on improving the separation performance by incorporating various matrix factorisation-based techniques as post-processing to improve on the results obtained.
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