Abstract-In this paper, multi-objective optimization for hybrid flow shop scheduling problem has been studied. The delivery time penalty and the load imbalance penalty are taken as the evaluation metrics. We describe the optimization framework for this hybrid flow shop problem, and design an improved NSGA-II algorithm for solution searching. Specifically, a multi-objective dynamic adaptive differential evolution algorithm (MODADE) is proposed to enhance the searching efficiency of the general differential evolution operations. MODADE calculates the similarity between different individuals based on their Hamming distance, and dynamically generates the high-similarity individuals for the population. We compare MODADE compared with the state-of-the-art algorithms, and the numerical result shows that the proposed MODADE algorithm outperforms others in terms of the algorithm convergence, the number and distribution of Pareto solutions.
Multiple processing stages and work stations are the key components in the hybrid flow shop problem (HFSP), in which multiple paralleled work stations exist in at-least one stage. Because different work station processes the same tasks using different time and the multiple tasks can be assigned on different work stations as long as the tasks are processed on all necessary stages, it is important to schedule the tasks in a smart way to achieve the required system goals. The hybrid flow shop scheduling problem has been proved to be more complex than the general assignment problems [1] .
For the practical production scheduling, multiple optimization goals needs to be considered in the same framework, such as the total task delivery time, load balancing, work station utilization, etc. Otherwise, if only one objective is considered, the chosen goal can be optimized whereas other objectives could be quite unreasonable in many cases. Because hybrid flow shop scheduling problem is an NP problem, the multi-objective hybrid flow shop scheduling problem is very challenging and is NP-hard [2] . In other words, the computational complexity for the multi-objective HFSP increases exponentially with the problem scale.
Starting from HFSP description in 1971 presented by Arthanari and Ramaurthy [3] for the first time, researchers made tremendous efforts towards this topic. For instance, an effective task scheduling method was presented in [4] as to optimize the production cost for HFSP. Fattahi, et al. studied the HFSP with assembly operations using branch and bound algorithm [5] . The hybrid flowshop scheduling problem with preventive maintenance activities was investigated in [6] , and the authors proposed an efficient solution based on particle swarm optimization principles. In [7] , component altering times were considered for the general HFSP for the practical scenario, and the authors proposed a compact genetic algorithm with Nash equilibrium machine assignment scheme for minimizing the makespan. The potentials of using imperialist competitive algorithm was investigated in [8] for HFSP to speed up the convergence of the genetic algorithm and improve the solution quality. The non-dominated sorting genetic algorithm (NSGA-II) was proposed in [9] for HFSP to minimize the makespan and maximize the tardiness. From a practical aspect, the math model and an efficient approach have been proposed for the HFSP with the finite buffer considerations [10] .
In this paper, we investigate the HFSP from a different perspective, and consider two typical optimization goals, delivery time penalty and load balancing. For achieving multiple optimization objectives in HFSP, we analyze the existing NSGA-II algorithm and find that its inadequacy on solving multi-objective HFSP comes from the following two steps. (1) After the optimal solution set has been updated, NSGA-II's operation continues and thus the calculation time increases. (2) During the searching procedure, similar individuals increase which decreases both the evolutionary activities and the population diversity.
We propose a multi-objective dynamic adaptive differential evolution algorithm (MODADE) with the improvements from many aspects. Firstly, the major search engine for the optimal solution is differential evolution algorithm [11] which has been proved to be more efficient for various scheduling systems. In addition, the parameters of the evolution process of MODADE are designed to be adjusted adaptively. For example, MODADE can determine the number of iterations of the algorithm according to the updates from the optimal solution set. Furthermore, in order to increase the evolutionary robustness and diversity of the optimal solution set, MODADE algorithm updates the individuals with high similarity by evaluating their Hamming 
where i and i are the system preference parameters.
The use of ET f means we consider not only the completion time but also the early time penalty as the design goal. This is because in the practical system, if a task is finished too early, the storage and arrangement of the finished task may also cost some system resource. The design target is optimal if the finishing time is exactly the same as the required time. Both early and late completion can result in extra system resource consumption.
Thus, the optimization goal of the delivery time penalty is to minimize ET f . . (4) , , i j k At needs to meet the condition:
where
Ts represents the sum of the processing times of the assigned workpiece at work station
Thus, the average time of the task assigned to a workpiece can be represented by
And NLB as shown in Eq. (7) represents the load imbalance penalty for m stages,
Then, the normalized NLB can be calculated by Other than the load imbalance, the work station's waiting time should also be minimized to achieve the goal for balancing the work load. Specifically, the waiting time across all the stations is calculated by
and the normalized Twt is calculated by In practical systems, both the load imbalance and station waiting time should be minimized. Thus, we define the load balance penalty considering both those two factors, and it is a weighted sum which is defined by 1 2
where 1 and 2 are the weights that satisfy the condition 1 2 1 .
Thus, the optimization goal of the delivery time penalty is to minimize ER f .
III. ALGORITHM DESIGN
In this section, we develop an improved NSGA-II algorithm, the multi-objective dynamic adaptive differential evolution algorithm (MODAE), for searching the global optimal solution. The improvement comes from several perspectives. Firstly, the algorithm uses the differential evolution instead of the genetic algorithm to realize the evolutionary process for searching optimal solutions. In addition, the differential evolution parameter adaptively is considered in the design. Also, in the population, the individuals are updated dynamically based on the individuals' similarity in order to increase the population diversity. Specifically, the degree of similarity between individuals is calculated based on Hamming distance, and the distance is the number of different genes between the two individuals [10] . The hamming distance obtaining procedure is summarized as follows.
Step 1: Sort all individuals in the population according to their fitness values.
Step 2: Calculate the individual similarity one by one in the sorted set, based on the following equations, , , 
The similarity SI of the other individuals to the individual will be calculated. The two individuals are called similar individuals if the SI is greater than the threshold Rt . Then, a temporary population is created with the similar individuals.
Step 3: The similarity between a new individual and the individuals in the population will be calculated. If the similarity between a new individual and any existing individual is greater than the threshold, the new individual will be discarded, and then another individual will be regenerated.
The processing procedure of MODADE is summarized as follows.
Step1: Set the initialized evolution parameters as well as the iteration number with the value 0 gen . Step2: Check whether the current iteration index is greater than the maximum evolution iteration number. If it is, the current best solution is recorded as the optimal solution; otherwise, the evolution continues.
Step3 Step6: Construct the optimal non-dominated solution set using the Banker algorithm.
Step7: Check whether the optimal non-dominated solution set is changed. If there is no change, StopGen is set to be zero, and the evolution process continues;
otherwise, increase the value of StopGen by one, and start the self-adaptive operation of the differential evolution algorithm.
Step8: Increase gen by one, and then go to Step2.
IV. SIMULATION ANALYSIS OF MODADE ALGORITHM FOR HYBRID FLOW SHOP PROBLEM

A. Simulation data
The following is the description of the test data. Consider the practical problem for processing six buses. Two processing goals are (1) to minimize the delivery time penalty and (2) to balance the work load of the work stations, respectively. Specifically, each of the six buses 1 2 3 4 5 6 , , , , , J J J J J J needs to be processed on four stages which are "Cleaning", "Painting", "Polishing", and "Painting make-up" denoted by 1 2 3 4 , , ,
OP OP OP OP . Those four stages contain 3, 3, 2, and 2 parallel work stations, respectively. The processing time of the different buses on different work stations is as shown in Table 1 . 
B. Simulation schemes
In order to verify the performance of the MODADE algorithm, three schemes are compared and analyzed. Scheme 1: Standard NSGA-II algorithm; Scheme 2: NSDE, which is an improved NSGA-II algorithm with differential evolution as the search engine; Scheme 3: The proposed MODADE algorithm that aims to solving the multi-objective problem using adaptive methodology.
C. Fitness function selection
In order to facilitate the visualization of the optimization effect of the algorithm, the two optimization goals, delivery time penalty and load balance, are selected by using the NSGA-II algorithm and the MODADE algorithm for the optimization of HFSP.
D. Initial population Construction
For all the schemes to be compared, we use the same initial population. And the initial population is generated on a random basis.
E. Simulation parameters
The design is implemented using XAML, and C# under the framework of Windows Presentation Foundation (WPF). The algorithms run on a PC with Core2 P8600 and 2G memory.
The initial population size NP is 30. The maximum evolution iteration number max Gen is 1000. For genetic algorithm, we set the crossover probability c P to be 0.7, and mutation probability m P to be 0.8. For differential evolution algorithm, the variance factor F and the cross factor CR are set to be 0.9 and 0.7. The evolution iteration index threshold for dynamic updating process of MODADE is 300, and the similarity threshold Rt is 0.5.
F. Evaluation metrics
The two evaluation metrics are (1) multi-objective value weighted sum OVS and (2) 
G. Simulation results
We compare the three schemes and operate the simulation for 20 times, and the statistical results are listed in Table 2 .
From Table 2 , we can see that MODADE algorithm can achieve better performance in terms of the number of Pareto solutions, OVS and SP in the sense of either the best value, worst value or average value. Notice that MODADE costs up to 4% more time for the average calculation time. Since this is a very small number, it would not hurt the application for the hybrid flow show scheduling. Fig.2 shows the optimal Pareto frontier as the function of iteration number. As shown, the curves of all the three schemes converge toward the optimal Pareto frontier. Scheme 1 is set as the baseline for the comparison. Scheme 2 performs better than the Scheme 1, and this is mainly because of the adaptation of differential evolution algorithm as the search engine. Scheme 3, our proposed MODADE converges earlier than the other two schemes and the final OVS result is also the best among the three. This verifies the effectiveness of our design. As for the detailed Gantt graph of HFSP result using MODADE algorithm, it is illustrated in Fig. 3 . The SP curves for the three schemes are shown in Fig.   4 . None of the curves can converge continuously as the iteration number increases. Specifically, in the first 600 generations, SP fluctuates sharply for all the three schemes. This is mainly due to the fact that the test data are integers with discrete values. Although the improvement is not significantly, solution distribution of the non-domination solutions slightly improves as the iteration continues. Among the three schemes, the MODADE achieves the best value eventually.
V. CONCLUSION Multi-objective scheduling problem in the hybrid flow shop is complex and challenging. To solve the multi-objective scheduling problem in HFSP, this paper describes a hybrid flow shop mathematical model with two optimization goals of minimizing the delivery time penalty and minimizing the load imbalance penalty. We propose MODADE algorithm as the searching tool for the optimal solution. Through numerical simulation, we show that MODADE algorithm works better than other heuristic algorithms, such as NSGA-II algorithm and NSDE algorithm in terms of algorithm convergence, the number
