Abstract. xsmle is a new command for spatial analysis using Stata. We consider the quasi-maximum likelihood estimation of a wide set of both fixed-and randomeffects spatial models for balanced panel data. Of special note is that xsmle allows to handle unbalanced panels thanks to its full compatibility with the mi suite of commands, to use spatial weight matrices in the form of both Stata matrices and spmat objects, to compute direct, indirect and total marginal effects and related standard errors for linear (in variables) specifications, and to exploit a wide range of postestimation features, extending to the panel data case the predictors proposed by Kelejian and Prucha (2007) . Moreover, it also allows the use of margins to compute total marginal effects in presence of nonlinear specifications obtained using factor variables. This paper describes the command and all its functionalities using both simulated and real data.
Introduction
It is widely recognized that sample data collected from geographically close entities are not independent, but spatially correlated, which means that observations of closer units tend to be more similar than further ones (Tobler 1970) .
1 Spatial clustering or geographic-based correlation is often observed for economic and socio-demographic variables such as unemployment, crime rates, house prices, per-capita health expenditures and the alike (Sollé Ollé 2003; Moscone and Knapp 2005; Revelli 2005; Sollé Ollé 2005; Kostov 2009; Elhorst and Freret 2009; Elhorst et al. 2010; Moscone et al. 2012 ). Theoretical models usually recognize the existence of spatial spillovers which decline as distance between units increases; empirically, spatial panel data models have become a popular tool for measuring such spillovers.
To the best of our knowledge, while both R and Matlab offer large suite of functions for the estimation of spatial panel data models (Millo and Piras 2012; LeSage and Pace 2009) , with the notable exemption represented by the accompanying code of Kapoor et al. (2007) , Stata's capabilities include a wide set of commands which are designed to deal only with cross-sectional data (Drukker et al. 2013a,c,b) . We developed the xsmle command to fill this gap, providing the possibility to estimate a wide range of spatial panel data models using Stata. In particular, xsmle allows to estimate both fixed-and random-effects spatial autoregressive, spatial Durbin and spatial error models, fixedeffects spatial autocorrelation models and generalized spatial random-effects models. For spatial autoregressive and spatial Durbin models with fixed-effects xsmle also allows a dynamic specification by implementing the bias corrected maximum likelihood approach described in Yu et al. (2008) . Among other interesting features described in the paper, of special note is that xsmle allows to i) use spatial weight matrices created through the Drukker et al. (2013a) 's spmat command; ii) compute direct, indirect and total marginal effects; iii) compute both clustered and Driscoll-Kraay standard errors; iv) test whether a fixed-or random-effects model is appropriate using a robust Hausman test; v) exploit a wide range of predictors, extending to the panel data case the estimators proposed by Kelejian and Prucha (2007) .
The rest of this paper is organized as follows. In Section 2 we present a brief review of spatial panel data models estimable using the new command. Section 3 documents xsmle syntax and its main options while Section 4 illustrates its main features using simulated and real datasets. The last section offers some conclusions.
Spatial panel data models
In this section we give a brief overview of spatial panel data models focusing on those that can be estimated using xsmle. It is worth emphasizing that xsmle is primarily designed to deal with balanced panel data in which n units are observed for exactly T periods. We will turn to unbalanced panels in Section 4.1, where we show how to handle this case by exploiting the official mi suite of commands.
In what follows we denote, for each period t = 1, . . . , T , by y t the n × 1 column vector of the dependent variable and by X t the n × k matrix of regressors. For each cross-section, W is the n × n matrix describing the spatial arrangement of the n units and each entry w ij ∈ W represents the spatial weight associated to units i and j.
2 In order to exclude self-neighbors, the diagonal elements w ii are conventionally set equal to zero. It is worth emphasizing that xsmle allows the use of two different formats for the weight matrix, that is W can be a Stata matrix or a spmat object. This feature allows the user to leverage the capabilities of other Stata commands which allow the creation and management of weight matrices like spmat, Pisati (2010)'s spatwmat or Jeanty (2010)'s spwmatrix. Furthermore, the command automatically takes care of the 2. Two sources of locational information are generally exploited. First, the location in Cartesian space (e.g latitude and longitude) is used to compute distances among units. Second, the knowledge of the size and shape of observational units allows the definition of contiguity measures, e.g., one can determine which units are neighbors in the sense that they share common borders. Thus, the former source points towards the construction of spatial distance matrices while the latter is used to build spatial contiguity matrices. It is worth noting that the aforementioned sources of locational information are not necessarily different. For instance, a spatial contiguity matrix can be constructed by defining units as contiguous when they lie within a certain distance; on the other hand by computing the coordinates of the centroid of each observational unit, approximated spatial distance matrices can be obtained using the distances between centroids. More details are available in LeSage and Pace (2009). longitudinal nature of the data, hence users only need to provide the cross-sectional n × n weight matrix in order to estimate a specific model. xsmle allows to fit the following models: SAR) Spatial autoregressive model. The basic equation for the SAR model is y t = ρW y t + X t β + µ + t t = 1 . . . , T,
It is assumed that µ ∼ N (0, σ 2 µ ) in the random-effects case, while the µ is a vector of parameters to be estimated in the fixed-effects variant. The standard assumptions that it ∼ N (0, σ 2 ) and E( it js ) = 0 for i = j and/or t = s apply in this case; SDM) Spatial Durbin model. This model is a generalization of the SAR model which also includes spatially weighted independent variables as explanatory variables y t = ρW y t + X t β + W Z t θ + µ + t .
The model can be generalized by using different spatial weights for the spatially lagged dependent variable (W y) and the spatially weighted regressors (W Z) or by using Z t = X t ; SAC) Spatial Autocorrelation Model. This model (alternatively referred to as the spatial autoregressive with spatially autocorrelated errors, SARAR) combines the SAR with a spatial autoregressive error
where M is a matrix of spatial weights which may or may not be equal to W . The literature focuses on the fixed-effects variant of this specification as the randomeffects variant can be written as a special case of the SAR specification; SEM) Spatial error model. The spatial error model focuses on spatial auto-correlation in the error term as in
It is clear that this is a special case of the SAC model but it can also be shown that it is a special case of the SDM.
GSPRE) Generalized spatial random-effects model. This model can be represented as
This is a generalization of the spatial error model in which the panel effects, represented by the vector µ, are spatially correlated. The vectors µ and t are assumed to be independently normally-distributed errors, so the model is necessarily a random-effects specification with µ = (I − φW ) −1 η and ν t = (I − λW )
t . There are various special cases of the general specification with (a) λ = φ = 0, (b)
In addition to the distinction between the fixed-and random-effects, there is a separate distinction between static and dynamic specifications. The aforementioned models are all static in that they involve contemporaneous values of the dependent and independent variables. xsmle also allows the estimation of SAR and SDM models like
where the lagged (in time) dependent variable and/or the lagged (in both time and space) dependent variable can be included in the specification.
Estimation
Various methods of estimating spatial panel models have been proposed. Broadly, they fall into two categories: i) Generalized Method of Moments (GMM) and ii) QuasiMaximum Likelihood (QML) estimators. All the models that can be estimated using xsmle fall into the second category. A synopsis guide with all estimable models and their features is reported in Table 1 . 3 The gain from programming gradients is large, so v1 evaluators are used for all but one of the specifications. The exception is the randomeffects SEM, whose likelihood function involves a transformation using the Cholesky factors of a rather complicated matrix containing the parameters to be estimated, so that the matrix differentiation is extremely messy.
For dynamic models, i.e. those including a time-lagged dependent variable, a time and space-lagged dependent variable or both of them, xsmle implements only the fixedeffects variant of the SAR and SDM models using the bias corrected QML approach described by Yu et al. (2008) , which is consistent when both n → ∞ and T → ∞. The command starts by constructing ML estimates treating the lagged dependent variables as exogenous regressors. Then bias corrections are computed for each of the coefficients and used to adjust the initial ML estimates.
For each model, the default asymptotic variance-covariance matrix of the coefficients is obtained from the observed information matrix. 4 Angrist and Pischke (2009) emphasize the potential dangers of this approach for datasets for which there may be unknown serial correlation in the errors within each panel unit. To our knowledge, there are no 3. Elhorst (2009) suggests that the computation time required to carry out full maximum likelihood estimation can be reduced by transforming variables in a way that permits the likelihood function to be concentrated, so that the estimation can be carried out in two steps. In translating his routines to Mata, we found that the use of a concentrated likelihood tended to increase both the number of iterations and the time required to estimate the models. 4. A variant obtained from the outer product of the gradients is also available specifying vce(opg).
established methods of computing robust standard errors for spatial panel data models.
Mimicking the derivation of robust standard errors for non-spatial panel models, xsmle implements two different approaches: i) one-way clustered standard errors, ii) Driscoll and Kraay (1998) standard errors. As in other panel data official Stata commands, specifying vce(robust) is equivalent here to specify vce(cluster panelvar), where panelvar is the variable that identifies the panels. As for the Driscoll-Kraay standard errors, the xsmle implementation is based on Hoechle (2007)'s xtscc command. The Driscoll-Kraay approach provides a specific variant of the Newey-West robust covariance estimator computed using the Bartlett kernel and a time series of scores' cross-sectional averages.
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In our test runs the differences between the asymptotic and robust standard errors are usually small, but we have not focused on cases with small values of n and T . In principle, it would be useful to include also a bootstrap estimator for the variancecovariance matrix. Unfortunately, there is a major barrier to the application of standard bootstrap methods in this case. The crucial assumption for resampling is that the errors for the observations or units from which each sample is drawn should be independent. For panel or clustered data this means that the resampling is based on panel units or clusters. For spatial panels our base model assumes that the observations for different panel units are correlated over space for any given period t. It follows that resampling based on panel units cannot be reconciled with the hypothesis of spatial interactions in the relationship(s) of interest. As an alternative, we could use time periods as the resampling unit but this will only be valid if there is no serial correlation within panels. Further, for many applications of spatial panel estimation the value of T is considerably smaller than n, so that the large sample assumptions of bootstrap statistics do not apply. Statisticians have developed bootstrap methods for spatial data but at the cost of imposing substantial restrictions on the extent of spatial interactions that can be examined. The methods have tended to focus on regular lattices but they can be applied to spatial data for fairly small economic units such as counties and labour market areas.
Direct, indirect, total marginal effects
Since spatial regression models exploit the complicated dependence structure between units, the effect of an explanatory variable's change for a specific unit will affect the unit itself and, potentially, all other units indirectly. This implies the existence of direct, indirect and total marginal effects. With the exception of the SEM and the GSPRE models, and only if the effects option is specified, these effects are computed using the formulas reported in Table 2 . The command automatically distinguish also between short-and long-run marginal effects when a dynamic spatial model is estimated.
It is important to highlight that the analytical results reported in Table 2 are only valid for linear (in variables) specifications. Thus, by default, a "factor variables" specification will block the computation of these effects.
6 Nonetheless, in these cases xsmle 5. The bandwidth for the kernel is specified with a default value of floor 4(T /100) 2 9 if no value is specified.
6. We thank an anonymous referee for bringing this point to our attention. It is worth noting that, allows for the use of margins to at least compute total marginal effects. As described in section 4.1 xsmle also computes marginal effect's standard errors using Monte Carlo simulation (the default) or Delta Method.
Robust Hausman test
A classical question in panel data empirical analyses refers to the choice between fixedand random-effects variants (when both can be estimated). An answer to this question can be given using the Hausman (1978) statistiĉ
whereδ = (β F E −β RE ) is the difference between the fixed-and random-effects estimates and V 0 is an estimate of the variance-covariance matrix ofδ. The asymptotic distribution of (11) under the null hypothesis of no systematic difference between the two set of estimates is χ 2 with c degrees of freedom, with c being usually the size of the estimated parameter vector. This test can be easily implemented in Stata using the official hausman command. However, one of the common issues with spatial panel data models is that the Hausman specification test often fails to meet its asymptotic assumptions, especially in small samples. This is due to the fact that, under the alternative hypothesis, V 0 = V F E − V RE is not ensured to be positive definite. xsmle allows to overcome this issue since it directly takes into account the Cov(
In particular, xsmle estimates V 0 through D W 0 D , where D = (I c , −I c ) and I c denotes the identity matrix of size c. The joint variance-covariance matrix W 0 is consistently estimated using the following sandwich formula
with
where
RE are the cluster-robust variancecovariance matrices ofβ F E andβ RE , where the cluster is represented by the panel unit. Note that the hausman option is only allowed for static models.
as is for other Stata estimation commands, xsmle is unable to recognize non-linear specifications not based on factor variables, e.g. user defined second order terms or interactions.
The xsmle command
The xsmle command is written using the optimize() suite of functions, the optimization engine used by ml, and shares the same features of all Stata estimation commands. Version 10.1 is the earliest version of Stata that can be used to run xsmle. Only analytic weights (aweight) are allowed but the declared weights variable must be constant within each unit of the panel. xsmle supports the mi prefix while it does not support the svy prefix. Factor variables are allowed if version 11 (or later) is used to run the command.
There is one major prerequisite for using the command, which concerns the construction of the n × n matrix of spatial weights. This matrix can be a Stata matrix or a spmat object and it may follow any spatial weighting scheme, though it is usual to normalize spatial weights so that either the row or column sums are equal to 1.
7 xsmle does not allow the use of time-varying weight matrices. This means that the weights matrix is forced to be the same for each cross-section and xsmle will automatically replicate it for all time periods. This could be a limitation especially in long panels, so a possible extension to xsmle may provide the option to read multiple (time-varying) weight matrices. It is worth noting that the maximum dimension of a single Stata matrix depends on Stata's flavor: 40 × 40 (Small) 800 × 800 and 11, 000 × 11, 000 (SE or MP). In order to overcome this limitation, bigger matrices have to be specified as spmat objects. A second requirement for xsmle is that the data must be tsset or xtset by the panel and time variables before the command is executed.
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The basic xsmle syntax is the following
The default is the random-effects SAR model. A description of the main estimation and postestimation options is provided below. A full description of all available options is provided in the xsmle help file.
Main options for xsmle
Options common to all spatial models model(name) specifies the spatial model to be estimated. May be sar for the SpatialAutoRegressive model, sdm for the Spatial Durbin Model, sem for the Spatial-Error Model, sac for the spatial-autoregressive with spatially autocorrelated errors model, 7. It is not assumed that W is symmetric but (I −ρW ) must be non-singular. This implies conditions on the eigenvalues of W that are discussed extensively in the literature (e.g., see LeSage and Pace (2009) , chapter 3).
8. This avoids the necessity of adding syntax to specify the panel and time variables. However, there is a corollary that should be noted. The natural way of organizing spatial panel data for estimation purposes is to stack each panel unit for period t = 1 followed by panel units for t = 2 and so on. For this reason, xsmle internally sorts the dataset by time and panel unit but restores the original sorting on exit.
gspre for the generalised spatial random effects model. Default is model(sar).
re use the random effects estimator; the default. This option cannot be specified when model(sac).
fe use the fixed effects estimator. This option cannot be specified when model(gspre).
type(type options [, leeyu]) specifies fixed-effects type; only for fe estimators. May be ind for spatial fixed effects, time for time fixed effects or both for both spatial and time fixed effects. Suboption leeyu allows to transform the data according to Lee and Yu (2010) approach and can be used only when type(ind).
noconstant suppresses the constant term in the model. Only for re estimators.
effects computes direct, indirect and total effects and adds them to e(b).
vceeffetcs(vcee type [, nsim(#)] ) sets how the standard errors for the direct, indirect and total effects are computed. May be dm for Delta Method , none for no standard errors or sim[,nsim(#)] for for Monte Carlo standard errors (the default), using # replications.
constraints(constraints list) applies specified linear constraints.
from(init specs) specifies initial values for the coefficients.
level(#) sets confidence level for confidence intervals; default is level(95).
postscore save observation-by-observation scores in the estimation results list.
posthessian save the Hessian corresponding to the full set of coefficients in the estimation results list.
Variance estimation
This section describes the arguments of the vce(vcetype) option. vce(vcetype) specifies how to estimate the variance-covariance matrix (VCE) corresponding to the parameter estimates. The standard errors reported in the estimation result's table are the square root of the variances (diagonal elements) of the VCE. See help vcetype for more detail.
oim observed information matrix.
opg outer product of the gradients.
robust synonym for clustered sandwich estimator where the clustvar is the panelvar.
cluster clustvar clustered sandwich estimator.
dkraay(#) Driscoll-Kraay robust estimator. # is the maximum lag used in the calculation.
SAR model
wmatrix(name) specifies the weight matrix for the spatial-autoregressive term. name can be a Stata matrix or a spmat object. This matrix can be standardized or not.
dlag(#) defines the structure of the spatio-temporal model. When # is equal to 1, only time lagged dependent variable is included; when # is equal to 2, only space-time lagged dependent variable is included; when # is equal to 3, both time lagged and space-time lagged dependent variable are included.
hausman performs a robust version of the Hausman test. Allowed only for static models.
SDM model
dmatrix(name) specifies the weight matrix for the spatially lagged regressors; default is to use the matrix specified in wmat(name). name can be a Stata matrix or a spmat object. This matrix can be standardized or not.
durbin(dvarlist) specifies the regressors that have to be spatially lagged; default is to lag all independent variables specified in varlist.
hausman performs a robust version of the Hausman test. Allowed only for static models SEM model ematrix(name) specifies the weight matrix for the spatial-autocorrelated error term. name can be a Stata matrix or a spmat object. This matrix can be standardized or not.
hausman performs a robust version of the Hausman test.
SAC model
ematrix(name) specifies the weight matrix for the spatial-autocorrelated error term. name can be a Stata matrix or a spmat object. This matrix can be standardized or not.
GSPRE model
wmatrix(name) specifies the weight matrix for the spatial-autocorrelated random-effects. name can be a Stata matrix or a spmat object. This matrix can be standardized or not.
error(#) defines the structure of the model. When # is equal to 1, λ = φ = 0; when # is equal to 2, λ = 0; when # is equal to 3, φ = 0; when # is equal to 4, λ = φ.
Postestimation command after xsmle
After an xsmle estimation, the predict command can be used to compute predicted values. Moreover, the latter allows the postestimation of fixed or random-effects. The methods implemented in this command are the panel data extension of those available in Kelejian and Prucha (2007) and Drukker et al. (2013c) . See Section 4.1 for details. 
full predicted values based on the full information set. This option is available only when model(sac).
limited predicted values based on the limited information set. This option is available only when model(sac).
naive predicted values based on the observed values of y it = ρW y it + x it β + α i .
xb calculates the linear prediction including the fixed or random effect x it β + α i .
a estimates α i , the fixed or random-effect. In the case of fixed-effects models, this statistic is allowed only when type(ind).
noie the estimated α i , the fixed or random-effect, are excluded from the prediction.
Examples 4.1 Simulated data
In this section, we use simulated data to illustrate xsmle estimation capabilities focusing on model selection, prediction and estimation in presence of missing data. 9 In particular, we consider the following fixed-effects SDM model
where the nuisance parameters (µ i ) are drawn from an i.i.d. standard Gaussian random variable. To allow for dependence between the unit-specific effects and the regressors, we generate the latter as follows
where z kit is standard Gaussian with k = 1, 2, 3. The sample size is set to 940 (n = 188 and T = 5) observations.
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Let us begin by importing a first-order spatial contiguity matrix of the italian local health authorities using the spmat command . use ASL_contiguity_mat_ns.dta, clear . spmat dta W W*, replace
The spmat dta command allows to store in the Stata memory a spmat object called W. Notice that, in order to estimate a model using xsmle, the spatial weight matrix must be available as Stata matrix or spmat object. The following spmat entry allows to easily summarize the W object 9. We report the code used for each example in the sj examples simdata.do accompanying file. 10. The chosen cross-sectional dimension (n = 188) depends on the dimension of the used weight matrix, a contiguity matrix of the italian local health authorities.
As can be seen, the imported spatial matrix consists of 188 cross-sectional units with at least one neighbor, with about 4.8 contiguous units on average. Since xsmle does not make this transformation automatically, the next step consists in the row-normalization of the W object. This task can be easily performed using the following . spmat dta W W*, replace normalize(row)
We have now all the ingredients to estimate a spatial panel data model using xsmle. In particular, the syntax for estimating a fixed-effects SDM is When the option fe is specified, xsmle fits a model with unit-specific fixed-effects. This means that, in the example above, we might omit the option type(ind).
11 The 11. The option nolog is seldom used and allows to omit the display of the log-likelihood function iteration log. xsmle allows to use all maximize options available for ml estimation commands (see help maximize) plus the additional options postscore and posthessian which report the score and the hessian as an e() matrix. Notice that the usual limit for matrix dimension do apply in this case.
latter allows to specify alternative forms for the fixed-effects: type(time) allows for time fixed-effects while type(both) specifies both time and unit fixed-effects. Of special note is that, in the case of SDMs, xsmle also allows to specify a different set of spatially lagged explanatory variables through the option durbin(varlist). As the warning message reports, the default is to lag all independent variables in varlist.
In order to simplify the task of producing publication quality tables, xsmle reports labeled estimation results. The Main equation contains the β vector, the Wx equation reports (only for SDM) the θ vector, the Spatial equation reports the spatial coefficients (in this case ρ) and the Variance equation reports ancillary parameters as the variance of the error (σ 2 in this case).
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Even if we already know that in this example the fixed-effects SDM is correctly specified, we might be interested in testing the appropriateness of a random-effects variant using the official hausman command Ho: difference in coeffs not systematic chi2(7) = 91.10 Prob>=chi2 = 0.0000
As expected, in this case we strongly reject the null hypothesis, with a χ 2 test statistic equal to 91.10 and a p-value lower than one percent. It is worth noting that, if specified, the hausman option automatically detects which is the alternative model, in our example the random-effects one.
Another common task routinely undertaken by spatial practitioners is model selection. Following the strategy described in LeSage and Pace (2009) and Elhorst (2010) , investigators should start with the SDM as a general specification and test for the alternatives. That is, we estimate a SDM but we would like to know if it is the best model for the data at hand. This kind of procedure can be easily implemented using xsmle. For instance, one may be interested in testing for SAR or SEM specifications. Since the SDM may be easily derived starting from a SEM, it is easily shown that if θ = 0 and ρ = 0 the model is a SAR, while if θ = −βρ the model is a SEM. After the estimation of the SDM, these tests can be performed by exploiting the xsmle "equation-labeled" vector of estimated coefficients and the official test and testnl commands as follows As expected, in this case all tests point towards a fixed-effects SDM. Finally, one may be interested in the post-estimation of fixed-effects and/or predicted values of the outcome variable. Section 4.1 gives a brief overview of the spatial predictors implemented in xsmle. They are the panel data extension of those discussed in Kelejian and Prucha (2007) , which range from the suboptimal naive predictor to the efficient minimum mean square error full information predictor. Here, we just give some example on the xsmle post-estimation syntax. For instance, to post-estimate the fixed-effects once a fixedeffects spatial model has been estimated, the syntax is . est restore sdm_fe (results sdm_fe are active now) . predict alphahat, a
Now, in order to immediately visualize the deviation between the true (simulated) and the estimated µ i 's, we may plot them using . tw (kdensity alpha,lp(dot) lw(*2)) (kdensity alphahat, lp(dash)), /// > legend(row(1) lab(1 "True") lab(2 "Estimated"))
The resulting plot is shown in Figure 1 . Similarly, we can obtain a reduced form and naive prediction of the outcome variable using (the resulting plot is shown in Figure 2) . predict yhat_rform (option rform assumed)
. predict yhat_naive, naive . . tw (kdensity y,lp(dot) lw(*2)) (kdensity yhat_rform, lp(dash)) /// > (kdensity yhat_naive), legend(row(1) lab(1 "True") /// > lab(2 "Reduced form") lab(3 "Naive"))
Post-estimation
In this section, we briefly discuss the predictors available in xsmle and replicate the Kelejian and Prucha (2007) Monte Carlo study extending it to the case of panel data. Let us consider the following spatial autoregressive with spatially autocorrelated errors model
for which we use the same notation discussed in Section 2. In this model y it is determined as
where, for t = 1, . . . , T , w i. and m i. are the i-th rows of W and M , x it is the i-th row of X t , ν it and it are the i-th elements of ν t and t , µ i is the i-th element of µ, and w i. y t and m i. ν t denote the i-th elements of the spatial lags W y t and M ν t with w i. y t that does not include y it . By making the same assumptions of Kelejian and Prucha (2007) , we have that (see Kelejian and Prucha 2007 , for more details on model assumptions)
We consider three information sets
where Λ 3 is the full information set containing all n − 1 observations on y t ; Λ 1 and Λ 2 are both subsets of Λ 3 . We consider the following four predictors of y it (denoted as y (p) it with p = 1 . . . , 4)
In the above expressions, (I − ρW ) and Σ νt respectively, while S t,−i is the n − 1 × n selector matrix which is identical to the n × n identity matrix I except that the i-th row of I is deleted.
We now turn to the comparison of the above predictors in terms of predictive efficiencies, extending the Kelejian and Prucha (2007) Monte Carlo design to fixed-effects models like the one reported in equations (15)-(16). In particular, we consider the following fixed-effects SAC model
where the nuisance parameters µ i are drawn from an i.i.d. standard Gaussian random variable while the x 1it regressor is generated according to (14). The simulation is based on what Kelejian and Prucha (2007) describe as "two ahead and two behind" weight matrix in which each unit is directly related to the two units which are immediately after it and immediately before it in the ordering. The matrix is row normalized and all of its nonzero elements are equal to 1/4.
14 As in Kelejian and Prucha (2007) , we report results for 25 combinations of ρ, λ = −0.9, −0.4, 0, 0.4, 0.9 and set σ 2 = 1. The sample size is set to 500 (n = 100 and T = 5) observations. Notice that when ρ = 0 results refer to the SEM.
Simulation results in terms of sample averages over i = 1, . . . , 100 and t = 1, . . . , 5 for M SE(y (p) it ) for p = 2, . . . , 4 are given in Table 3 .
15 As expected, even in the panel data case, numerical results are fully consistent with the theoretical notions reported in Kelejian and Prucha (2007) : the biased naive predictor is the worst especially when ρ = λ = 0.9 while the full information predictor is always the best.
On marginal effects
As already mentioned in Section 2.1, a peculiar feature of spatial regression models is the feedback process among spatially correlated units which leads to the distinction between direct, indirect and total marginal effects. In order to show how to compute these effects using xsmle, let us consider the data generating process of the following dynamic fixed-effects SDM model
where, as for the d.g.p. reported in equation (13), the nuisance parameters are drawn from an i.i.d. standard Gaussian random variable and the correlation between unit-specific effects and regressors is obtained according to equation (14) . The sample size is set to 1960 observations (n = 196 and T = 10) and τ = ψ = 0.3.
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As documented in Section 3.1, xsmle allows the estimation of model (27) by specifying the option dlag(3).
17 By adding the effects option xsmle will also compute direct, indirect and total effects . xsmle y x1 x2 x3, wmat(Wspmat) model(sdm) fe dlag(3) effects nolog Warning: All regressors will be spatially lagged 14. See Kelejian and Prucha (2007) for more details on the structure of this weight matrix. Clearly, the results reported here depend on the structure of this matrix. 15. Since it has by far the worst performance, we do not report results for the reduced form predictor. 16. We thank Jihai Yu for sharing his Matlab code for creating the rook spatial weights matrix used in this example. The original code has been translated into mata for our purposes (see the sj examples simdata.do accompanying file for details). 17. dlag(1) allows the estimation of model (27) in which ψ = 0, while dlag(2) the case in which τ = 0. Notice that, when the effects option is specified, the marginal effects will be both displayed and added to the estimated vector e(b). Given its dynamic nature, model (27) implies both short-and long-run effects (see Table 2 ). In these cases, short-run effects are reported under the three equations labeled SR Direct, SR Indirect and SR Total while long-run effects are reported under LR Direct, LR Indirect and LR Total.
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Equivalently, short-run total effects can be obtained through margins using the following syntax In order to ensure that margins works, the noie's xsmle postestimation option has been added through the predict()'s option of margins. As can be noted the two procedures produce slightly different results. This is due to the fact that xsmle, by default, uses the Monte Carlo procedure outlined in LeSage and Pace (2009) Since the analytical formulas for direct, indirect and total effects reported in Table 2 imply a linear (in variables) specification, xsmle suppresses the computation of these effects when factor variables are specified, as shown in the example below . xsmle y c.x1##c.x1 c.x1#c.x2 c.x2 c.x3, wmat(Wspmat) model(sdm) fe dlag(3) /// > effects nolog Warning: All regressors will be spatially lagged Warning: direct and indirect effects cannot be computed if factor variables are specified option -effects-ignored. Notice that total effects can be obtained using -margins- xsmle also offers the opportunity to compute standard errors using the Delta Method through the vceeffetcs(dm) option 20 .
. xsmle y x1 x2 x3, wmat(Wspmat) model(sdm) fe dlag (3) 
Unbalanced panels
Missing data can pose major problems when estimating econometric models since it is generally unlikely that missing values are missing completely at random. Most important here is that, in general, xsmle cannot handle unbalanced panels. A strategy to address this issue without relying on more complex econometric approaches is represented by multiple imputation, that is the process of replacing missing values by multiple sets of plausible values. This section provides a simple example in which xsmle is used together with mi, the Stata's suite of commands dealing with multiple data imputation, to overcome the hurdle. Let us consider the same data generating process reported in equation (13). The following syntax allows to randomly assign 5 percent missing values to the x 1it covariate
21
. set seed 12345
21. As usual, a good practice to obtain reproducible results is to set the seed of the Stata's pseudo random number generator using the command set seed #, where # is any number between between 0 and 2 3 1-1.
. replace x1 = . if uniform()<0.05 (49 real changes made, 49 to missing)
The first step is to declare the dataset as a mi dataset. The command mi set is the appropriate one. Indeed, data must be mi set before other mi commands can be used. In this example, we choose the wide style. The second step is to register (declare) the variables with missing values using the mi register command . mi set wide . mi register imputed x1 . mi impute regress x1 = z, add (50) (complete + incomplete = total; imputed is the minimum across m of the number of filled-in observations.)
Then, the command mi impute regress x1 = z, add (50) rseed (12345) is used here to fill in x1's missing values using the linear regression method and the z covariate as predictor.
22 The option add(50) specifies the number of imputations to be added (currently, the total number of imputations cannot exceed 1, 000). After the command mi impute has been executed, fifty new variables # x1 (with # = 1, . . . , 50) will be added to the dataset, each representing an imputed version of x1. Finally, the command . mi estimate, dots post: xsmle y x1 x2 x3, wmat(W) model(sdm) fe type(ind) nolog Imputations (50) allows to exploit xsmle to estimate the fixed-effects SDM using the fifty imputed versions of the x1 variable. In this way, both the coefficients and the standard errors will be adjusted for the between-imputations variability according to the combination rules given in Rubin (1987) . We replicated the same exercise by assigning (at random) a higher percentage (10 and 20 percent) of missing values to the x1 covariate. In order to offer an example in which the multiple imputation strategy directly affects the ρ parameter value, we used the same strategy assigning 5, 10 and 20 percent missing values to the dependent variable.
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The upper panel of Table 4 reports the results for the case in which x1 is the missing variable. As expected, the bias affecting the β 1 parameter increases when the number of imputed values grows. The same is true for the ρ parameter when the missing values are in the dependent variable (lower panel of Table 4 ). It is worth noting that, even if these are not the results of a Monte Carlo simulation, it looks like that the effect of missing values is stronger on ρ than on β 1 .
Real data
As an example of the use of spatial panel models with real data, we make use of a dataset on electricity usage at state level in the United States. The data covers the 48 states in the continental United States plus the district of Columbia for the period 1990-2010. It is drawn from the Electric Power Annual compiled by the Department of Energy's Energy Information Agency together with general economic, demographic and weather information from other US statistical agencies including the Bureau of Labor Statistics and the Census Bureau.
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The analysis focuses on the response of residential electricity demand to prices and weather/climate conditions. The spatial dimension arises in at least two ways:
• Relative prices in neighboring states may influence decisions about the location 23. The interested reader can find the related Stata code in the accompanying sj examples simdata.do file. 24. The interested reader can find the Stata code and data used for this application in the accompanying sj empirical application.do, wstate rook.spmat and state spatial dbf.dta files.
of economic activities and subsequently of the residence. Electricity prices in California are high by comparison with prices in the North West and also by comparison with prices in parts of the Mid West, but one would expect that location decisions and, thus, electricity demand will be more strongly influenced by prices in the North West than in the Mid West. In modeling terms, this behavior may be manifested as a significant coefficient on spatially weighted prices or on the spatially lagged dependent variable.
• Both weather and climate variables may serve as proxies for short and long term regional influences on the location of economic activity, the energy efficiency of buildings, and other determinants of electricity use. Given the physical capital stock, annual variations in weather will affect electricity demand for air conditioning or heating. Hence, it is interesting to determine whether local or regional weather variables have a statistically distinct influence on electricity demand.
Note that the logic which suggests a role for spatial influences on electricity demand in each state, do not imply direct spatial interactions for the dependent variable as in cases where it is argued that policy decisions in one state, for example, taxes on property, are influenced by decisions made by neighboring states. Instead, the arguments reflect a combination of omitted variables that may be spatially correlated plus the spatially distributed influence of variables that would be included in any model of electricity demand.
Tables from 5 to 7 summarize the results obtained when fixed-effects models are used to examine residential demand for electricity using the log of residential consumption per person as the dependent variable. Elhorst and others argue that fixed-effects models are more appropriate for such data because the sample represents the complete population of US continental states rather than a random sample drawn from that population. This claim is supported by the evidence given in the last two lines of Table 5 where all the static random-effects specifications are strongly rejected by the Hausman test. The models do not provide a comprehensive analysis of factors which may influence demand but they have been refined to focus on key variables which explain changes in electricity demand over the last two decades. For residential consumption, the large differences between the within and between R 2 statistics, other than for the models which include the lagged (in time) dependent variable, confirm the importance of state fixed-effects associated with variables that are not included in the analysis or which cannot be identified in this specification. Nonetheless, the within R 2 statistics, at least equal to 0.82, show that the models can account for a large proportion of variation over time in electricity consumption for residential usage by state. Weather variables, both heating and cooling degree days, have an important influence on residential consumption and so does the size of the housing stock.
25 Table 5 shows that there are strong spatial interactions in residential consumption. The coefficients of the spatially lagged dependent variable (ρ) and of the spatially 25. We test for alternative measures of income and the best indicator seems to be personal disposable income adjusted for differences in the cost of living across states (using the ACCRA cost of living index) and for changes in the CPI over time.
weighted price are highly significant and appear to have quite separate influences on consumption. Spatial Durbin variables with coefficients that are not significantly different from zero have been dropped from the model. The results in Table 6 reinforce recommendations from LeSage & Pace and Elhorst that investigators should start with the SDM as a general specification and test for the exclusion of variables for nested models using LR tests while, for the SAC model, we adopted the modified AIC criterion as in Burnham (2004) . The positive ρ coefficient is consistent with omitted regional factors that vary over time and affect residential consumption. The positive coefficient on the spatially weighted average price in neighboring states indicates a clear displacement effect by which an increase in electricity prices in one state encourages a shift in demand from that state to neighboring states. That is an important constraint on the impact of state programs to promote renewable energy or reduce CO2 emissions. The coefficients on the lagged dependent variable are both highly significant in columns (3) and (5) of Table 5 . The within panel time series are too short to carry out reliable tests, but the coefficient on the lagged dependent variable is so far from 1 that it is unlikely that the equations have a unit root. The λ coefficient in the SEM, column (6), is highly significant but this specification is dominated by the SAC model in column (7). The inclusion of the spatially lagged dependent variables reduces the estimate of λ from 0.39 to about 0.02 so that it is no longer significantly different from zero. Overall, the results in Table 5 together with the test reported in Table 6 suggest that the dynamic SDM (column 5) provides the best specification.
One of the reasons for studying such models is to estimate the price elasticities of demand. In the non-spatial specification the elasticity is simply the coefficient of the log price. As discussed in Section 2, the marginal effect of price on electricity demand may differ across states as a result of spatial interactions. The key difference between the direct and total impacts is that the direct impact measures the impact of a unit change in variable x k in state i on demand in state i averaged over all states. In contrast, the total impact measures the impact of the same unit change in variable x k in all states on demand in state i, again averaged over all states. xsmle displays values for the direct, indirect and total impact of changes in each of the independent variables. Differently from the values reported in Table 5, Table 7 reports elasticities taking into account spatial feedbacks. Moreover, for the SAR and SDM dynamic specifications, Table 7 also distinguishes between short-and long-run marginal effects. It is worth noting that marginal effects in static models have been labeled as long-run but they should be compared with short-run effects from dynamic models (see Table 2 ). These additional results are consistent across all spatial specifications, with the controls being significant and with the expected signs. It should be noted that the inclusion of the time-lagged dependent variable makes the coefficient for the real personal income not significant anymore and greatly reduces the elasticity of residential consumption with respect to the other controls.
Conclusions
In this paper we describe the new Stata command xsmle, which can be used to estimate an extensive array of spatial models for panel data. Of special note is that the command supports weight matrices in the form of both Stata matrices and spmat objects, allows the computation of direct, indirect and total effects and related standard errors, and provides various post-estimation features for obtaining predictions, including the use of margins. Furthermore, xsmle is fully compatible with the mi Stata suite of commands. We use simulated data to illustrate xsmle estimation capabilities focusing on model selection, prediction and estimation in presence of missing data, and provide an empirical application based on electricity usage data at state level in the United States. Elhorst (2014) . Note: The superscriptd denotes the operator that calculates the mean diagonal element of a matrix and the superscript rsum denotes the operator that calculates the mean row sum of the non-diagonal elements. 
