Abstract. Recently, Bouvel and Pergola initiated the study of a special class of permutations, minimal permutations with a given number of descents, which arise from the whole genome duplication-random loss model of genome rearrangement. In this paper, we show that the number of minimal permutations of length 2d − 1 with d descents is given by 2 d−3 (d − 1)c d , where c d is the d-th Catalan number. We also derive a recurrence relation on the generating functions for the number of minimal permutations π of length n with respect to the number of descents, and the values of the first and second elements of π. Furthermore, we show that given d ≥ 1 there exists a constant a d such that the number of minimal permutations of length n with n − d descents is asymptotically equivalent to a d d n , as n → ∞.
Introduction
Bouvel and Pergola [3] initiated the study of a special class of permutations, minimal permutations with d descents, arising form the combinatorial analysis of the whole genome duplication-random loss model of genome rearrangement. In the last decades, the genome rearrangement has been extensively studied in computational biology, see [2, 6, 12 ].
The tandem duplication -random loss model for genome rearrangement
In the tandem duplication -random loss model, or simply the duplication-loss model, a genome is considered as a permutation of the integers from 1 to n, see [5] for the original biological motivations. One step of tandem duplication-random loss, or simply duplication-loss consists in (i) a fragment of consecutive elements of the permutation is duplicated, and the duplicated fragment is inserted immediately after the original copy, and (ii) one copy of every duplicated element is lost. The width of a duplication-loss step is defined to be the number of elements duplicated. For instance, a duplicationloss step of width 3 is shown as follows:
12 345 6 12 345 345 6 123453456 124356.
Various duplication-loss models can be defined depending on the cost function c ∈ R N that is chosen. Usually, the cost c(k) of a duplication-loss step is assumed to be dependent only on the width k of this step. For instance, Chaudhuri, Chen, Mihaescu and Rao [5] defined the cost of a duplication-loss step of width k as c(k) = α k with α ≥ 1. In [4] , Bouvel and Rossin considered the cost function c(k) = 1 if k ≤ K, and c(k) = ∞ otherwise, for a parameter K ∈ N ∪ {∞}\{0, 1}. In [3] , Bouvel and Pergola studies the model with a very simple cost function, namely c(k) = 1, for all k ∈ N. This particular model is called the whole genome duplication -random loss model. The permutations obtainable form the identity permutation 12 . . . n after a certain number p of duplication-loss steps in this model were characterized as follows: Theorem 1.1 (see [4, 5] ) The permutations that can be obtained in at most p steps in the whole genome duplication -random loss model are exactly those whose number of descents is at most 2 p − 1.
Basic concepts and previous results
Let S n denote the set of permutations of [n] = {1, 2, . . . , n}, also called permutations of length n, written in one-line notation. We say that a subsequence of π has type σ whenever it has all of the same pairwise comparisons as σ. For example, the subsequence 2968 of the permutation 214539768 ∈ S 9 has type 1423. We say that the permutation π ∈ S n avoids τ ∈ S k if there is no subsequence of π that has type τ , otherwise we say that π contains τ . In this context, τ is called a pattern. For example, the permutation 214539768 ∈ S 9 avoids 4321 and contains 2143. We write τ ≺ π to denote that π contains τ . We denote the class of all permutations (of all lengths including the empty permutation) avoiding the patterns
In a permutation π = π 1 π 2 · · · π n ∈ S n , a descent is a position i such that π i > π i+1 , and an ascent is a position i where π i < π i+1 . For example, the permutation 12537648 ∈ S 8 has three descents (see the positions 3, 5 and 6) and has four ascents (see the positions 1, 2, 4 and 7). A permutation π is a minimal permutation with d descents if π has exactly d descents and it is minimal in the sense of ≺, i.e., there exists no permutation σ with exactly d descents such that σ ≺ π. Denote by B d the set of minimal permutations with d descents. The length of a minimal permutation with d descents is at least d + 1 and at most 2d [3] . Thus, the set B d is finite. When d = 2 p , B d is the basis of the class of permutations obtainable in at most p steps in the whole genome duplication -random loss model. [4] and for explicit proof see [3] ) The class of permutations obtainable in at most p steps in the whole genome duplication -random loss model is a class of pattern-avoiding permutations whose basis is finite and composed of the minimal permutations with 2 p descents.
Theorem 1.2 (for implicit proof see
In [3] , Bouvel and Pergola gave a local characterization of the permutations of B d as follows:
any permutation of length n. Then π is a minimal permutation with d descents if and only if π is a permutation with d descents such that
• it starts and ends with a descent;
• if π i π i+1 is an ascent, then i ∈ {2, 3, . . . , n − 2} and π i−1 π i π i+1 π i+2 has type either 2143 or 3142.
Let f d (n) be the number of minimal permutations of length n with d descents. Clearly, f d (n) = 0 for all d ≤ 0 or n ≤ d, and f d (d + 1) = 1 for all d ≥ 1. Bouvel and Pergola [3] found that the number of minimal permutations with d descents in S 2d is given by the d-th Catalan number c d , that is,
Also, they showed that the number of minimal permutations with d descents in S d+2 is given by
Outline of our results
In this paper, we extend the above results. In Section 2, we aim at finding combinatorially a formula for the number of of minimal permutations of length 2d − 1 with d descents.
In Section 3, our goal is to find a recurrence relation on the generating functions for the number of minimal permutations π of length n with respect to the number of descents, and the values of the first and second elements of π. Denote by f d (n; i, j) the number of minimal permutations π = π 1 π 2 · · · π n ∈ S n with d descents such that π 1 = i and π 2 = j. Let
be the generating function for the number f d (n; i, j). Since a minimal permutation of length n with
From this we can deduce that the generating function F (n; v, w, q) is a finite polynomial on v, w, q. Theorem 1.5 The polynomial F (n; v, w, q) on v, w, q satisfies the following recurrence relation
with the initial conditions F (2; v, w, q) = vq and F (3; v, w, q) = v 2 wq 2 .
This recurrence relation derives the known formula for f d (2d).
In Section 4, we obtain a recurrence relation for the generating function G d (t, v, w) for minimal permutations π of length n with n − d descents with respect to the length, and the values of the first and second elements of π. Using the recurrence relation, we get an explicit formula for the generating function G d (t, 1, 1) for d = 2, 3, 4, 5. Finally, based on the recurrence relation for G d (t, v, w), we find the asymptotic behavior for the number f n−d (n) as n → ∞. 2 Minimal permutations of length 2d − 1 with d descents
The maximum length of a minimal permutation with d descents is 2d. Bouvel and Pergola [3] proved that the number of minimal permutations of length 2d with d descents is equal to the Catalan number c d . In this section, we aim at getting an explicit formula for the number of minimal permutations of length 2d − 1 with d descents. The case for d = 1 is very trivial since there is no minimal permutation of length one with one descent. For our convenience, let d = n + 1 for d ≥ 2 and we come to study minimal permutations of length 2n + 1 with n + 1 descents for n ≥ 1.
Recall that a matching on a set [2n] = {1, 2, . . . , 2n} is a partition of [2n] in which every block contains exactly two elements. In this paper, we identify a matching as a graph on the 2n points on a horizontal line in the increasing order in which every edge (i, j), i < j, is drawn as an arc between the nodes i and j above the horizontal line. Let e = (i, j) and e ′ = (i ′ , j ′ ) be two edges of a matching M , we say that e nests e ′ if i < i ′ < j ′ < j. In this case, the pair of edges e and e ′ is called a nesting of the matching. Otherwise, e and e ′ are said to be nonnesting. For example, in a matching on the set [6] with edges (1, 4)(2, 6)(3, 5), the pair of edges (2, 6) and (3, 5) is a nesting, while the pair of edges (1, 4) and (2, 6) is nonnesting. A matching is said to be nonnesting if and only if there are no two edges that are nesting [10] .
Let π = π 1 π 2 . . . π 2n+1 be a minimal permutation of length 2n + 1 with n + 1 descents. Then there are only two consecutive descents in π and the other descents are separated by ascents. Suppose that π p−1 π p and π p π p+1 are the consecutive descents. It is convenient to identify the minimal permutation π with a graph G(π). By convention, the 2n+1 vertices are numbered from 1 to 2n+1 and represented in this order on a horizontal line. In the graph, an edge connecting the nodes i and j is drawn as an arc above the line if ji is a descent left to π p in π and as an arc below the line, if ji is a descent right to π p . We denote such an edge e by a pair (i, j) with i < j, and say that the node i is the left endpoint of e and the node j is the right endpoint of e. An illustration is given in Figure 1 , where the horizontal line is drawn by a dotted line and edges are drawn by solid lines. Denote by G + (π) (resp. 
consisting of all the edges above (resp. below) the line. We claim that G(π) is a graph with n + 1 edges, where (a). the last left endpoint of the subgraph G + (π) and the first right endpoint of the subgraph G − (π) coincide; (b). each node other than π p has degree one, and the node π p has degree two; (c). both the subgraph G + (π) and the subgraph G − (π) are nonnesting matchings.
Since there is only two consecutive descents in π. Hence, if π i−1 π i is a descent of π for i < 2n + 1 and i = p, then π i π i+1 is an ascent. Recall that ( see Theorem 1.3) if π i π i+1 is an ascent in π, then π i−1 π i π i+1 π i+2 has type either 3142 or 2143, which implies that π i+1 π i+2 is also a descent of π, and π i < π i+2 and π i−1 < π i+1 . Therefore, the edges of G + (π) are (π 2 , π 1 ), (π 4 , π 3 ), . . . , (π p , π p−1 ) such that π 1 < π 3 < . . . < π p−1 and π 2 < π 4 < . . . < π p , which implies that G + (π) is a nonnesting matching. Also, the edges of G − (π) are (π p+1 , π p ), (π p+3 , π p+2 ), . . . , (π 2n+1 , π 2n ) such that π p < π p+2 < . . . < π 2n and π p+1 < π p+3 < . . . < π 2n+1 , which implies that G − (π) is also a nonnesting matching. It is trivial to check that the node π p is both the last left endpoint of the subgraph G + (π) and the first right endpoint of the subgraph G − (π). Furthermore, each node other than π p has degree one, and the node π p has degree two. It is easy to check that we can retrieve a minimal permutation π from its corresponding graph G(π).
There is a well known bijection between the set of nonnesting matchings on [2n] and the set of Dyck paths of length 2n [15] . Recall that a Dyck path of length 2n is a lattice path on the plane from (0, 0) to (2n, 0) that does not go below the x-axis and consists of up steps U = (1, 1) and down steps D = (1, −1). Here we give a brief description of this bijection. Given a nonnesting matching M , read M from left to right, for each left endpoint, we adjoin an up step and for each right endpoint, we adjoin a down step. A matching is said to be with a heading of length m if there are exactly m left endpoints left to the first right endpoint. Similarly, A matching is said to be with a tail of length m if there are exactly m right endpoints right to the last left endpoint. It is clear that the corresponding Dyck path of a nonnesting matching with a heading (resp. tail) of length m is starting (resp. ending) with m consecutive up (resp. down) steps. A nonnesting matching with 5 edges with a heading of length 4 and a tail of length 3 and its corresponding Dyck path of length 10 starting with 4 consecutive up steps and ending with 3 consecutive down steps are shown in Figure 2 . Dyck paths of length 2n starting (resp. ending) with m consecutive up (resp. down) steps are counted by Given a graph G(π) with n + 1 edges of a minimal permutation π of length 2n + 1 with n + 1 descents, suppose that G(π) satisfies the following conditions:
(1). a node p is both the last left endpoint of the subgraph G + (π) and the first right endpoint of the subgraph G − (π); (2) . each node other than the node p has degree one, and the node p has degree two; (3). the subgraph G + (π) is a nonnesting matching with i edges and with a tail of length k and the subgraph G − (π) is a nonnnesting matching with n + 1 − i edges and with a heading of length j.
It is clear that p = 2i − k + j. Denote by S(n, i, j, k) the set of all such graphs. For example, Figure  1 is an illustration of a graph with 6 edges in which p = 6, i = 3, k = 2 and j = 2. In order to get a graph G ∈ S(n, i, j, k), we should first choose 2i − k − 1 nodes from the nodes 1, 2, . . . , p − 1 and choose k nodes from the nodes p + 1, p + 2, . . . , 2n + 1 to be the endpoints of G + . The number of ways to choose these 2i − 1 nodes is equal to
The number of nonnesting matchings on the 2i − 1 chosen nodes together with the node p ending with a tail of length k is equal to
When i ranges from 1 to n, k from 1 to i and j from 1 to n + 1 − i, we get the graphs of all minimal permutations of length 2n + 1 with n + 1 descents. Hence, minimal permutations of length 2n + 1 with n + 1 descents are counted by
where the Vandermonde convolution formula [13] is given by
Let n = d − 1, then we get Theorem 1.4. Note that the binomial 2n+1 n−1 counts the number of ways to draw n − 1 noncrossing diagonals in a convex (n + 3)-gon [11] and also counts the number of standard Young tableaux of shape (n, n, 1) [14] . It would be interesting to find a bijective proof of the formula for f n+1 (2n + 1).
Minimal permutations of length n with d descents
In this section, we aim at getting a recurrence relation for the generating function F (n; v, w, q). Based on the recurrence relation, we recover the enumeration of minimal permutations of length 2d with d descents.
Proof of Theorem 1.5
In order to prove our theorem we need the following notations. Denote by f d (n; i 1 , i 2 , . . . , i s ) the number of minimal permutations π = π 1 π 2 · · · π n ∈ S n with d descents such that π j = i j for all j = 1, 2, . . . , s. We denote the corresponding generating function by f (n; i 1 , i 2 , . . . , i s ; q), that is,
(i) For all 1 ≤ i < j ≤ n, f (n; i, j; q) = 0.
(ii) For all 1 ≤ j < k < i ≤ n − 1 , f (n; i, j, k; q) = 0.
(iii) For all 1 ≤ k < j < i ≤ n − 1, f (n; i, j, k; q) = qf (n − 1; j, k; q).
Proof. Immediately, Theorem 1.3 gives (i). Since there is no minimal permutation π = ijkπ ′ of length n that satisfies 1 ≤ j < k < i ≤ n − 1, (ii) holds.
Let π = π 1 π 2 · · · π n be a minimal permutation in S n such that π 1 > π 2 > π 3 . Denote by π ′ the permutation in S n−1 obtained from π 2 π 3 · · · π n by replacing each π j by π j − 1 if π j > π i for j = 2, 3, . . . , n. Clearly, the first two elements of π ′ are π 2 and π 3 . Then π is a minimal permutation with d descents if and only if the permutation π ′ is a minimal permutation of length n − 1 with d − 1 descents. Thus, f d (n; i, j, k) = f d−1 (n − 1; j, k) for all d. Multiplying this recurrence by q d and summing over d ≥ 1, we obtain (iii).
Let us write an equation for R = n h=i+1 f (n; i, j, h; q). Let π = π 1 π 2 · · · π n be a minimal permutation in S n such that π 3 > π 1 = i > π 2 = j. From Theorem 1.3 we have that n ≥ 4 and either (1) π 3 > π 1 > π 4 > π 2 or (2) π 3 > π 4 > π 1 > π 2 holds. Denote by π ′′ the permutation in S n−2 obtained from π 3 π 4 · · · π n by replacing each π j by π j − 2 if π j > π 1 and by π j − 1 if π 2 < π j < π 1 for j = 3, 4, . . . , n. In both cases, π is a minimal permutation with d descents if and only if the permutation π ′′ ∈ S n−2 is a minimal permutation with d − 1 descents. Clearly, the first two values of π ′′ are π 3 − 2 and π 4 − 1 in the former case and π 3 − 2 and π 4 − 2 in the latter case. Thus, the former case contributes
to f (n; i, j, q), while the latter case contributes
to f (n; i, j, q). Combining the above two cases, we get that R = R 1 + R 2 as claimed in (iv). Now let us write a recurrence relation for the polynomials F (n; v, w, q). Let 1 ≤ j < i ≤ n − 1 and n ≥ 4. From the definitions we have that f (n; i, j; q) = Note that, when i = n > j ≥ 1, the generating function for the number of all minimal permutations π 1 π 2 · · · π n ∈ S n with d descents such that π 1 = n is given by
Thus, multiplying (3.1) by v i−1 w j−1 and summing over all i, j, n ≥ i > j ≥ 1, by using Lemma 3.1(i)-(ii), we obtain that
. Now let us express Expressions (a) and (b) in the above equation in terms of the polynomials F (n; v, w, q). Expression (a) can be written as
and Expression (b) as
Rewriting the internal sum as
we get that Expression (b) is given by
Combining the above results, (3.3) and (3.4), with substituting in (3.2), we get Recurrence (1.1). Theorem 1.5 performs an algorithm for finding M n (q) = F (n; 1, 1, q), where the algorithm implements in Maple as follows: By applying the above algorithm for m = 17 and extracting the coefficients of q k , we obtain Table 1 .
Minimal permutations of length 2d with d descents
In this section we recover the enumeration of the number of minimal permutations of length 2d with d descents. Using the fact that each minimal permutation π = π 1 π 2 · · · π 2d of length 2d with d descents satisfies that π 2 = 1, yields that
Since a minimal permutation never has two consecutive ascents, we have that the minimal degree of q in the polynomial F (n; v, w, q) is ⌈n/2⌉. Hence, if we denote the coefficient of q ⌈n/2⌉ in the polynomial Table 1 : The number f n−d (n) of minimal permutations of length n with n − d descents, where d ≥ 1 and n = 1, 2, . . . , 17.
F (n; v, w, q) by Q(n; v, w), then (1.1) gives that
Note that since the minimal degree of q in the polynomial F (2d; v, w, q) is d, we obtain that the minimal degree of q in the generating function
is d + 1, thus the term R in (1.1) does not contribute to the generating function Q(2d; v, w).
Substituting w = 0 and using (3.5) we obtain that
Let Q(t, v) = n≥1 Q(2n; v, 1)t n . Multiplying the above equation by t d , summing over d ≥ 2 and using the initial condition Q(2; v, 1) = v, we get that
This type of functional equation can be solved systematically using the kernel method (see [1, 9] ). In this case, if we assume that v = C(t) =
, where v = C(t) satisfies the equation 1 + v 2 t 1−v = 0, then we obtain that Q(t, 1) = C(t) − 1 which implies the following result. 
Minimal permutations of length n with n − d descents
Let us define the polynomials
namely G d (n; v, w) is the generating function for the number of minimal permutations π of length n with n−d descents according to the values of the first and second elements of π. Clearly, G d (n; v, w) = 0 for all n ≤ d. We denote by G d (t, v, w) the corresponding generating function, with respect to the length, that is,
The main goal of this section is to find a recurrence relation for G d (t, v, w).
Recurrence relation for
Finding the coefficient of q m in (1.1), we obtain that
for all m ≥ 2. Substituting m = n − d and using the definition of G d (n; v, w) we get that
, for all d ≥ 1 and n ≥ d + 1. Note that there is only one minimal permutation of length n with n − 1 descents, namely n(n − 1) · · · 1. Hence, we get that G 1 (n; v, w) = v n−1 w n−2 for all n ≥ 2. Thus, multiplying the above equation by t n and summing over all n ≥ d + 1 we have the following result.
Theorem 4.1 The generating function
where
with the initial condition G 1 (t, v, w) = Since the recurrence relation or the expression of G d (t, v, w) are long to present in this paper for d = 3, 4, 5, we present only the final answer by applying the following steps (the case d = 2 is discussed with more details):
• Assume that G d−1 (t, v, w) is given.
• Hence, the following expression is defined:
(1−w)(1−vw) (G d−1 (t, 1, 1 ) − G d−1 (t, 1, vw)) + • At the end, by (4.2) for w = 1 and using the generating function G d (t, 1, 1) we get a formula for the generating function G d (t, v, 1).
• Using the expressions of the generating functions G d (t, v, 1) and G d (t, 1, 1), we get from (4.2) an explicit formula for G d (t, v, w).
Below we present several explicit calculations. If we substitute w = 1, then
Again, this type of functional equation can be solved systematically using the kernel method (see [1, 9] ). In this case, if we assume that v = v 0 = 1/(1 + t), then G 2 (t/(1 + t), 1, 1) = 2t 4 /(1 + t), which G d (t, 1, 1), for any given d, see 
Note that the above conjecture shows that the smallest simple pole of the generating function G d (t, 1, 1) is t = 1/d, which implies Theorem 4.4.
