An important cornerstone of both wavelet and sampling theory is shift-invariant spaces, that is, spaces spanned by a Riesz basis of integer-translates of a single function. Under some mild differentiability and decay assumptions on the Fourier transform of this function, we show that also is generated by a function with Fourier transform
Introduction
A shift-invariant space is a space ⊂ 2 (ℝ) spanned by a Riesz basis of integertranslates of a single function. One important question is under what conditions on this generating function and for what sequences of sampling points any ∈ is uniquely determined by its samples ( ( )) ∈ℤ .
When this is the case, two additional questions arise: Is there a fast, efficient and numerically stable algorithm for computing the reconstruction and can we compute useful error estimates for any truncations or other approximations involved in such an algorithm? For such algorithms and further references, we refer, for example, to Feichtinger, Gröchenig and Strohmer [14] for the case of bandlimited (that is, with the Fourier transform of the generating function having compact support) and to Gröchenig, Schwab and Sun in [19, 26] for a fast local reconstruction algorithm for compactly supported generating functions.
In this paper we focus on the first question, the existence of a numerically stable reconstruction formula that reconstructs any ∈ from samples ( ( )) ∈ℤ and knowledge of the sampling points . We do this for perturbed integer samples ≈ . Under some mild differentiability and decay assumptions on the Fourier transform of the generating function, we show in Section 3.1 that there is a so-called interpolating basis ( ( − )) ∈ℤ for withˆ = [− , ] * and ∫ ( ) = 1. In Section 3.2, using this natural deconvolution, we adapt and further develop analysis techniques proposed in [12] into new sampling theorems with as a "design parameter". Finally, we demonstrate the resulting theorems on a few different (classes of) shift-invariant spaces in Section 4.
Notation
The notation will be mainly as in the closely related papers [11, 12] 
Preliminaries
A frame for a Hilbert space ℋ with frame bounds 0 < < < ∞ is a sequence ( ) in ℋ for which ∥ ∥ 2 ≤ ∑ |⟨ , ⟩| 2 ≤ ∥ ∥ 2 for all ∈ ℋ. A Riesz basis for ℋ is a frame ( ) for ℋ that ceases to be a frame whenever an element is removed, or equivalently, a basis for ℋ such that for all finite-length sequences = ( ) , ∥ ∥ To every frame ( ) for ℋ corresponds a dual frame (˜ ) with frame bounds 1 , 1 , such that = ∑ ⟨ ,˜ ⟩ = ∑ ⟨ , ⟩˜ for all ∈ ℋ. If ( ) is a Riesz basis, then the dual Riesz basis and the series expansion coefficients are unique. 2
For a Riesz basis ( (⋅ − )) for a shift-invariant space , the defining inequalities take the form [9, 30] 
The dual Riesz basis consists of integer-shifts of a dual generating function˜ ∈ (this follows from the fact that the so-called frame operator commutes with integer shifts, as in, for example, [ 
For such ,
so that we can choose to be continuous. In addition, we will assume that
so that ∈ 2 (ℝ) by Tonelli's theorem and the point evaluation functional is bounded since Secondly, by the Riesz representation theorem, for each ∈ ℝ there is a unique reproducing kernel such that ⟨ , ⟩ = ( ) for all ∈ . For such ,
Hence, if there are in ℝ such that ( ) is a frame for with frame bounds , and dual frame (˜ ), then
We will consider a frame ( ) not being a Riesz basis only in Theorem 1. For Riesz bases ( ) and ( ) with bounds , and pert , pert , respectively, suppose that you 3 receive the samples ( ) only knowing that ≈ . By the above inequalities, the 2 error of the approximate reconstruction est
There is no such stability if ( ) not is a frame. On the contrary, then for any > 0 there is a set of sampling points with jitter error bound less than sup ∈ℤ | | for which
Hence the frame property is of utmost importance.
Analysis methods
There are several different approaches for analyzing under what conditions ( ) is a Riesz basis [1-4, 7, 12, 18, 21, 27, 28, 32] , often based on the fact that ( ) is a Riesz basis for if and only if there is a bounded bijective operator : → such that ˜ = [8, 17, 31] . For perturbed integer sampling points ≈ , it can be particularly useful [12, 19, 25, 26] to analyze the corresponding coefficient operator Φ = −1 * −1 : 2 → 2 defined, as in [12] , such that, with doubly infinite matrix notation,
This makes Φ a well-defined bounded bijective operator if and only if
for some bounded bijective operator Λ : 2 → 2 and the identity operator I. As in [12] , we will evaluate (5b) by using the Schur interpolation estimate [6, 24] , now for satisfying (2) and for perturbed integer sampling points
Regular sampling ( = ) For regular sampling, that is when = , Φ is a "convolution type" operator on 2 , so that for convolution operator Λ, the operator norm in (5b) can be estimated using the following lemma. Lemma 1. For ( ) ∈ 2 we can define the convolution operator :
Proof. For ( ) ∈ 2 , both and ∈ 2 (ℝ) are well-defined. If ∈ 2 for all ∈ 2 , then we can apply Parseval's formula and the fact that the Fourier coefficients of a product is the convolution of the Fourier coefficients of its factors:
For all < ∥ ∥ ∞ ≤ ∞ there is a set of positive measure where > . If is the Fourier coefficients of , then ∥ ∥
Hence the inequality in (7) is sharp and (6) follows for operators : 2 → 2 .
It remains to consider the case when ∕ ∈ 2 for some ∈ 2 , so that ∥ ∥ = ∞. Then also ∥ ∥ ∞ must be infinite, because otherwise the last line of (7) would give that 2 ] ) and thus has 2 Fourier coefficients , which contradicts our initial assumption. This completes the proof of (6). 
The last statement follows from the Poisson summation formula, with ∑ ∈ℤ ( ) − converging both in 2 and almost everywhere for symmetrical partial sums, whereas ∑ ∈ℤˆ ( − 2 ) converges in 1 and unconditionally pointwise. Bothˆ ∈ 1 and uniform convergence of ∑ ∈ℤˆ ( − 2 ) follows for all spaces studied in this paper via the convolution property (2a) leading to the decay conditionˆ ∈ ( , 1 ) in (11a) below.
, it is not sufficient that is an interpolating generating function for which (2b) and (2c) holds. In fact, ifˆ (2 ) To check that (2b) holds, note for = 2
Fix ∈ (0, 1) and set = ⌊ log 2
and it is not difficult to check that separate treatments of the sums
so that (2b) holds.
Perturbed integer sampling ( ≈ )
As long as ( ) ∈ℤ is a Riesz basis, thus providing the stable reconstruction (4) from integer samples, the same holds true also for some > 0 in (5d) [12, Theorem 3.2] . It always holds that < 1/2, as shown for the Franklin scaling function in [21] and for arbitrary ∈ 2 here:
with reproducing kernels , then there are such that sup | | = 1/2 and ( + ) ∈ℤ not is a frame for .
Proof. Set = −1/2 if ≤ 0, = 1/2 for > 0 and assume that ( + ) is a frame for . This would imply that the sequence (
) (obtained by adding the element 1 2 to ( + )) is a frame, but not a Riesz basis, for . However, it follows from [12,
) is frame, then it is, in fact, a Riesz basis. Thus our initial assumption is wrong and the theorem follows.
One space, different generators
It follows from our construction (2a) that for integers , ( ) = 0, . This prevents shifts of the generating function, just like in wavelet multiresolution analysis (MRA), where a noninteger shift 0 of the scaling function would require dilations around 0 instead of from dilations around 0. However, a natural and equivalent generalization of (5d) is to reconstruct from samples ( 0 + + ). Then, a sufficient condition for the reconstruction (4) to be possible with jitter error bound [12 
This together with the continuity of suggests choosing 0 so that is large near 0 and small near 0 + for nonzero integers . The importance of this choice was investigated in [11] , where for 95 different Daubechies, Symmlet and B-spline wavelets, we computed the value of 0 that gives the Hilbert-adjoint Φ * of Φ the "simplest possible" structure in the sense that it minimizes the operator norm error of 7 different low complexity (near diagonal) approximations of Φ In this paper, however, we exploit that for a large class of shift-invariant spaces , instead of fine-tuning 0 , we can choose a generating function for such that ( ) = 0, . Then (9) suggests that for 0 = 0 (at least unless is highly asymmetric), analysis of this particular is likely to provide larger then analysis of other generators for the same space. In Section 4.5 we show for some B-spline spaces that this choice of actually does result in larger bounds and that one particular trick in our main theorem further improves this bound.
Remark 2. Points 0 for which all ∈ satisfy ( ) = ∑ ( 0 + ) ( − ) for some frame ( ( − )) are called regular points and investigated closer in [27] . One further generalization of (5d) is to reconstruct from samples (ℒ )( + ) for a linear time-invariant filter ℒ [15] , with sampling points = 0 + + corresponding to a filter with impulse response (⋅ + 0 ).
Main results
Our main theorems follow in Section 3.2, where we use the setup and estimates in (2), (5), Lemma 1 and Lemma 2 to compute sufficient conditions for the Riesz basis reconstructions (4) to hold. This setup and these estimates are the same as in [12] , except that we make use of the deconvolutionˆ = [− , ] * in (2a). This is much less restrictive than it might seem, since we show in Theorem 2 that under some differentiability and decay restrictions onˆ , a characteristic property of the basis (˜ ) is exactly that it allows a deconvolutionˆ = [− , ] * with ∫ ℝ ( ) = 1.
Properties of the interpolating basis (˜ )
For satisfying (2a) and (2b), the integer shifts generates a shift-invariant space with reproducing kernels = ∑ ( )˜ , for which we know from Lemma 2 that if 0 
is the unique element in with the characterizing property˜ ( ) = 0, for integers . The function˜ and basis (˜ ) are usually referred to as interpolating. Instead of computing˜ from (10), the following theorem shows that the construction (2a) actually gives = 1 and =˜ :
Theorem 2. The following are equivalent:
In both these cases, it follows that ∈ ( , 2 ) and that ( ) is a Riesz basis for the closure of its span with reproducing kernel dual basis ( ).
, then is the scaling function of a multiresolution analysis (MRA).
It will be clear from the proof of Theorem 2 that condition (11a) is sufficient for showing thatˆ = [− , ] * with ∈ 1,loc , so for the implication ii ⇒ i, (11b) and the interpolation property are needed only for obtaining that ∫ ℝ ( ) = 1. It may seem difficult to check if the condition (11) holds, for example, in situations when only a non-interpolating basis ( ) for is known. Therefore we present some simplified and sufficient conditions for (11) to hold in Theorem 3 before continuing with some examples and finally the proofs of Theorems 2 and 3.
Theorem 3. Suppose that ( ) is a Riesz basis for a shift-invariant space and that satisfies the boundedness condition (8). Setˆ =ˆ / . A sufficient condition for (11a) to hold is that
andˆ is absolutely continuous, (11a ′′ ) then (11a) and (11b) hold with becoming a finite sum
with notation ⌊ ⌋ for the largest integer ≤ . 
Then the computation (13) withˆ =ˆ 2 shows that contrary to˜ , is orthogonal, but in general not interpolating. However, from its construction follows an oversampled reconstruction formula
Proof of Theorem 2.
ii ⇒i : Since
with convergence almost everywhere. Hence for absolutely continuousˆ ∈ ( , 1 ),
If, in addition,
i ⇒ii and ∈ ( , 2 ): With notationˇ for the inverse Fourier transform of ,
so that ∈ ( , 2 ) and is interpolating.
(We leave the second last inequality unproven since it just is an artefact of choosing a non-unitary normalization of the Fourier transform.) Finally, as in the first lines 9 of this proof, the fact thatˆ ′ ∈ 1 (ℝ) implies almost everywhere convergence of the series
Now suppose that i and ii hold. Then we claim that ( ) is a Riesz basis for the closure of its span, or equivalently, that the function def = ∑ |ˆ ( + 2 )| 2 satisfies the double inequality (1). The right-hand inequalities in (1) as well as uniform convergence to a continuous function follows from the facts thatˆ is continuous, ∥ˆ ∥ ∞ ≤ ∥ ∥ 1 < ∞ and
Moreover, the left-hand inequalities in (1) hold, because is continuous and
Thus every ∈ has the series expansion = ∑ ∈ℤ , for which the interpolation property of gives that = ( ). Since ∈ ( , 2 ), (2b) holds and implies (3), that is, that is equipped with reproducing kernels with the characterizing property ⟨ , ⟩ = ( ) = . Thus ( ) is the dual Riesz basis of ( ). Proof of Theorem 3. Suppose first that (8) and (11a ′ ) hold. Then by uniform convergence of ∑ ˆ ′ ( + 2 ) on compact sets,ˆ =ˆ / is differentiable on ℝ and
, where we used (8) and the fact that
Thus (11a) follows. By differentiability everywhere and uniform convergence on compact sets, it follows also that
Hence, if
and similarly but simpler,
Hence (8) 
so that supp ⊆ [ + , − ] and the series in (11b) reduces to the sum in (11b ′′ ). Hence, ifˆ is absolutely continuous, then so is and thus alsoˆ , because
) .
Consequently,ˆ ∈ ( , 1 ) andˆ ′ ∈ 1 (ℝ) so that also ∈ 1 (ℝ). Hence (8) and (11a ′′ ) imply (11a), (11b) and (11b ′′ ). By Theorem 1, < 1/2. It can be a very difficult task to find good estimates of from below. Our main result in this section is Theorem 5, where we under an additional mild decay assumption on the inverse Fourier transformˇ of derive the invertibility condition (19) , which we thereafter use in Section 4 for computing jitter bounds . We present our main results first and then end this section with the proofs.
The sampling theorem
As outlined in Section 2, our approach is to study the coefficient mapping with doubly infinite matrix representation
More precisely, for different interpolating ( ) = 2 ˇ ( ) sinc( ), we aim to find such that the invertibility condition ∥Φ Λ − I∥ < 1 holds with Λ chosen in a way that seems likely to make ∥ΦΛ − ∥ smaller than ∥Φ − ∥. We choose Λ to be the 2 → 2 operator with diagonal matrix-representation
where the last inequalities make Λ bounded and bijective. Hence (ΦΛ) , = 1 and
Thus there is a diagonal matrix Λ d , a convolution matrix A and a perturbation operator B such that
Separate estimates of Λ d , A and B give the following theorem:
Theorem 4. Let , Φ, A and B be defined by (2a), (15) and (16) with ∫ ℝ ( ) = 1. Then Φ is a bounded bijective mapping of 2 onto 2 (thus with bounded inverse) if
Moreover, for the 2 -periodization
Next we use a simplified version of (17c) to obtain more easily computed, albeit possibly smaller jitter bounds : Corollary 1. For A, Φ and as in Theorem 4, define
Then, with ∥A∥ given in (17b), Φ is a bounded bijective mapping of 2 onto 2 if
Finally, under a mild decay assumption onˇ , we get our main sampling theorem: 
Consequently is the cyclic convolution
so that (17b) follows from the fact ∥ ∥ ∞ = ∥ (−⋅)∥ ∞ and the Hölder inequality.
Next, for the operator B defined in (16) , the first and second factors in the Schur interpolation theorem (5c) are
respectively, from which (17c) follows. Finally, a direct evaluation of the inverse Fourier transform gives the last equality in (17d).
Proof of Corollary 1. Since < 1/2, we get upper bounds for the factors in (17c) from
,
Hence (19) implies (17a) so that Theorem 4 completes our proof. 
ˇ ( ) . 14
It is not very difficult to construct a that satisfies this condition as well as the conditions
] ( ) with = 0.1 and = 0.2.
Examples
We will now demonstrate a few different kinds of applications of our main theorems to different spaces, in all cases by computing ∈ (0, 1/2) satisfying equation (19) , using different estimates of sup | |≤ | /ˇ ( )|, ∥B∥ or ( , ) when necessary.
We begin with the classical example ( ) = sinc( ) in Section 4.1. In Section 4.2 we demonstrate how to use our results for computing joint jitter error bounds for whole classes of spaces with having bounded variation and compact support, including all Meyer scaling functions. In Section 4.3 and 4.4 we compute bounds for two particular choices of for which we know of no previously published bounds. Finally, in Section 4.5, we improve some previously known bounds for B-spline wavelets.
Shannon ( = Dirac measure)
Until now we have always assumed to be a function but the results that are crucial for computing jitter bounds hold also if is the Dirac measure, that is, ifˆ = [− , ] and ( ) = sin( ) = sinc( ), for which (2b) guarantees the existence of reproducing kernels . As in Theorem 2, is interpolating and (1) holds, so ( ) is a Riesz basis for the closure of its span and˜ = . Moreover,ˇ ( ) = 1/(2 ), so that (17b) via (20) gives that
Further, ( , ) = 2 , reducing the invertibility condition (19) to
A numerical solution of ( ) = 1 and rounding down gives ≈ 0.2463, which is smaller than the well-known largest possible upper bound = 1/4 (see Example 1.1 and further references in [12] ). Under the additional restriction that all = − we get the bound = 1/4 by noting in the proof of Corollary 1 that the sum ∑ 1 ( − ) then should be replaced with
, which we rewrite as follows and identify the partial fraction expansion of cot:
Compactly supported with bounded variation
Let (ˆ =)ˆ = [− , ] * with having total variation , ∫ ( ) = 1 and supp ⊂ (− , ). Via Example 1, this includes all Meyer scaling functions as defined in [23, pp. 22-23] . It follows thatˇ is differentiable,
Hence the first factor in (19) satisfies
For such , insertion of the estimates (17b) and (21) in (19) gives
(Hence the right-hand side is larger than 1 unless
.) We will estimate ( , ) using the three different estimates (23) below for ( , ). First, from (17d) we get for | | ≤ that
This estimate does not satisfy the bound ( , ) = ( 1− ) that we used in the proof of Theorem 5. Thus we will also use the estimate that we get from integration by parts and use of the bounded variation in the first integral:
for all | | ≤ . In the integration by parts, if we instead integrate only − then we do instead have to calculate the total variation of ( (
We will use the estimates (22)- (23) in the following two ways:
1. The estimates (23a) and (23b) combined give
Hence partial sums with (1/ ) terms give error ( ) in (22) . For nonnegative , ∥ ∥ 1 = ∫ ( ) = 1, so that (22) and (24a) depend only on , and . Note also 16 (22) and (24) .
For some such and , we have plotted the resulting jitter error bounds in Figure 1 (a) Since the ( ) obtained from (22) and (24a) is an increasing 2 function of ∥ ∥ 1 , the plotted bounds are better than the corresponding bounds obtained from not being nonnegative. 2. In addition to the above, if is increasing on (− , ] and decreasing on [ , ), then its variation will be = 2 ( ) = 2 ∥ ∥ ∞ , so that (23) gives Remark 5. We got our basic estimate (22) from the inequalities (17b) and (21), which both can be expected to be good estimates for well localized . In fact, for being ("close to a Dirac"), (17b) should be a good estimate andˇ should be slowly varying, so we can expect to haveˇ ( ) ≈ 1/(2 ) for small , as in (21) for small .
( ) = sinc( )
, so the same also holds for any dilation
2 A jitter bound should of course not depend on a normalization of or . This is the case in Theorem 4: Replacing with for some ∈ ℝ would not change the left-hand side of (17a) and is therefore uninteresting. The same holds for the other estimates here, which is clear if you note that the first right-hand side denominator in (21) actually is
which also satisfies the conditions (2) sincě
Thus Theorem 5 applies. As in (17b), ∥A∥ = ∥ ∥ ∞ with
.
Hence for A and the first factor in (17a) we get A numerical solution is shown in Figure 2 . To estimate ( , ) we Taylor expandˇ ( + ) around = 0 i.e.,
A first order expansion gives that for some ∈ [0, ],
For small | | and | | ≤ it is reasonable to estimateˇ ′ by its global maximum:
. For larger | |, a more promising estimate is
) withSimilarly, the second order expansion gives the bound
Higher degree approximations can also be used, but we settle for these. Insertion in (19) gives
where the estimate est ( , ) is the minimum of
and
The solution as a function of is plotted in Figure 2 (b).
B-splines
There are two primary reasons why Theorem 4 improves previously known bounds. Table 1 shows that the resulting jitter bounds are better than those in [12, 27] for the B-spline spaces generated by 4 -8 , even though the bounds in [12] were computed by more carefully using a more precise knowledge of the exact shape of = than we have 20 about˜ , so the interpolating property must be the reason for obtaining better bounds from analysis of˜ . The rightmost column in Table 1 shows that for 2 and 3 the split into operators A + B does not give a larger , but for the spaces generated by 4 -8 it gives a clear improvement. This splitting was also necessary for the Shannon example in Section 4.1, for which the series in (27) does not converge, since the terms decay as | | −1 , whereas after the splitting into operators A + B, the corresponding terms in (17c) are proportional to | | −2 . Our understanding of Table 1 is that similar faster decay in (17c) is the reason why Theorem 4 gives the best bounds for = 4 -8 .
For 1 , the full theory in this paper does not apply, sinceˇ is discontinuous in ±1, but it is easy to check that in this case and withˇ (±1) def = 0, it follows that A = 0 and the method of Theorem 4 coincides with the one in [12] , thus giving the same bounds. Table 1 The B-spline examples = are different from the previous ones in the sense that for > 1, we can only compute˜ numerically.
Computing the bounds in
For 
. Consequently, can be computed with exponential rate of convergence as an iterated convolution of the Fourier series coefficients of 1 −
1
. Thus we can easily compute˜ with high enough precision for correct positioning of its zero-crossings, which is important for avoiding problems with singularities at the integers inˇ =˜ 2 sinc . Moreover, is in ∞ , just like /ˇ ( ) and ( , )/|( + ) | for 0 < | | < 1/2. From this and the and the fact that we also easily can compute the derivatives˜ ′ ,˜ ′′ and of course sinc ′ , sinc ′′ , there are no numerical problems involved in computing all the suprema in Theorem 4, thus retrieving the bounds in Table 1 .
From [27] From [12] (17b) with = 0 and (27) Computed from (17) Table 1 : B-spline jitter error bounds rounded down to four digits. Boldface print indicates the largest bound of those obtained from in [12, 27] and those obtained from˜ via Theorem 4 with or without the splitting into two operators A and B in (16) .
