Abstract. We prove an implicit function theorem and an inverse function theorem for free noncommutative functions over operator spaces and on the set of nilpotent matrices.
Introduction and Statements of the Results

Free NC functions.
A free noncommutative (nc) function is a mapping defined on the set of matrices of all sizes which respects direct sums and similarities, or equivalently, respects intertwinings. Examples include but are not limited to nc polynomials, power series, and matrix-valued rational expressions. The theory of free nc functions was first introduced in the articles of Joseph L. Taylor [21, 22] . It was further developed by D.-V. Voiculescu [23, 24] for the needs of free probability. Various aspects of nc functions (1) have been studied by Helton [5] , Helton, Klep, and McCullough [6, 7] , Helton and McCullough [8] , Helton and Putinar [9] , Popescu [18, 19] , Muhly and Solel [14] , Agler and McCarthy [1, 2] , Agler and Young [3] , the second author and Vinnikov [10, 12] , and others.
In the book of the second author and Victor Vinnikov [11] , the theory has been put on a systematic foundation. The nc difference-differential calculus has been developed for studying various questions of nc analysis; in particular, the classical (commutative) theory of analytic functions was extended to a nc setting. It has been established that very mild assumptions of local boundedness of nc functions imply analyticity.
We provide the reader with some basic definitions from [11] . Let R be a unital commutative ring. For a module M over R, we define the nc space over M,
A subset Ω ⊆ M nc is called a nc set if it is closed under direct sums; that is, denoting Ω n = Ω ∩ M n×n , we have
Matrices over R act from the right and from the left on matrices over M by the standard rules of matrix multiplication: if T ∈ R r×p and S ∈ R p×s , then for X ∈ M p×p we have T X ∈ M r×p , XS ∈ M p×s .
In the special case where M = R d , we identify matrices over M with d-tuples of matrices over R :
Under this identification, for d-tuples X = (X 1 , . . . ,
, their direct sum has the form
and for a d-tuple X = (X 1 , . . . , X d ) ∈ (R p×p ) d and matrices T ∈ R r×p , S ∈ R p×s ,
that is, T and S act on d-tuples of matrices componentwise. Let M and N be modules over R, and let Ω ⊆ M nc be a nc set. A mapping
with the property that f (Ω n ) ⊆ N n×n , n = 1, 2, . . ., is called a nc function if f satisfies the following two conditions:
f respects direct sums:
(1.4) f respects similarities: if X ∈ Ω n and S ∈ R n×n is invertible with SXS −1 ∈ Ω n , then f (SXS −1 ) = Sf (X)S −1 , or, equivalently, satisfies the single condition:
(1.5) f respects intertwinings : if X ∈ Ω n , Y ∈ Ω m , and T ∈ R n×m are such that XT = T Y, then f (X)T = T f (Y ).
We will say that a nc set Ω ⊆ M nc is right admissible if for all X ∈ Ω n , Y ∈ Ω m , and all Z ∈ M n×m there exists an invertible r ∈ R such that X rZ 0 Y ∈ Ω n+m .
Next we define the right nc difference-differential operator ∆ R . Let a nc set Ω be right admissible, and let f be a nc function on Ω, then for every X ∈ Ω n , Y ∈ Ω m , and Z ∈ M n×m , and for an invertible r ∈ R such that [ X rZ
n×m is a linear mapping. Analogously, one can define the left nc difference-differential operator ∆ L via evaluations of nc functions on block lower triangular matrices. For our purposes, it suffices to consider only the "right" version of the theory.
By [11, Theorem 2.11] , if f : Ω → N nc is a nc function on a right admissible nc set Ω, then for all n, m ∈ N, arbitrary X ∈ Ω n , Y ∈ Ω m , and S ∈ R n×m we have
In particular [11, Theorem 2.10]), if m = n, S = I n , then
Thus ∆ R plays the role of a nc finite difference operator of the first order. When R is a field, M n×n and N n×n for n = 1, 2, . . . are topological vector spaces, and f is continuous, we have that ∆ R f (Y, Y ) is the differential of f at Y.
By [11, Propositions 2.15, 2.17, 3.2], ∆ R f (X, Y )(·) as a function of X and Y respects direct sums and similarities, or equivalently, respects intertwinings. That is, if f : Ω → N nc is a nc function on a right admissible nc set Ω ⊆ M nc , then
, with block entries of appropriate sizes, and if either n ′′ or m ′′ is 0, then the corresponding block entries are void;
for n,ñ, m,m ∈ N, X ∈ Ω n ,X ∈ Ωñ, Y ∈ Ω m ,Ỹ ∈ Ωm, Z ∈ M n×m , and T ∈ Rñ ×n , S ∈ R m×m . Thus, for a nc function f : Ω → N nc where Ω ⊆ M nc , ∆ R f (X, Y )(·) is a function of two arguments X and Y (for all n, m ∈ N) with values linear mappings M n×m → N n×m that respects direct sums and similarities. For M 0 , M 1 , N 0 , N 1 modules over a unital commutative ring R, and Ω 0 ⊆ M 0,nc , Ω 1 ⊆ M 1,nc nc sets, we define a nc function of order 1 to be a function on
is a linear mapping, and that f respects direct sums and similarities in each argument. This class of nc functions of order 1 is denoted by T 1 (Ω (0) , Ω (1) ; N 0,nc , N 1,nc ). We also denote by T 0 (Ω; N nc ) the class of nc functions (of order 0) f : Ω → N nc . It turns out that for f ∈ T 0 (Ω; N nc ), one has ∆ R f ∈ T 1 (Ω, Ω; N nc , M nc ). More generally, one can define nc functions of order k.
is a k-linear mapping, and that f respects direct sums and similarities in each argument in a way similar to (1.9) -(1.11). This class of nc functions of order k is denoted as
. . , N k,nc ). One extends ∆ R to an operator from T k to T k+1 for all k. Similarly to the case k = 0, it is done by evaluating a nc function of order k(> 0) on a (k + 1)-tuple of square matrices with one of the arguments block upper triangular. We have therefore
for k = 0, 1, . . . . Iterating this operator ℓ times, we obtain the ℓ-th order nc difference-differential operator 
extends to a ℓ-linear mapping in Z 1 , . . . , Z ℓ . The following theorem [11, Theorem 4.1]) derives an nc analogue of the Taylor formula, which is called the Taylor-Taylor (TT) formula after Brook Taylor and Joseph L. Taylor. Theorem 1.1 (The Taylor-Taylor Formula). Let f ∈ T 0 (Ω; N nc ) with Ω ⊆ M nc a right admissible nc set, n ∈ N, and Y ∈ Ω s . Then for each N ∈ N, and X ∈ Ω s ,
The setting of operator spaces. Next we give the definition of an operator space; see [4] , [17] , [16] , and [20] . Let F be a field, F = C or F = R. A vector space W over F is called an operator space if a sequence of Banach-space norms · n on W n×n , n = 1, 2, . . . , is defined so that the following two conditions hold:
1. For every n, m ∈ N, X ∈ W n×n , and Y ∈ W m×m ,
2. For every n ∈ N, X ∈ W n×n , and S, T ∈ F n×n ,
where · denotes the (2, 2) operator norm on F n×n .
Let W be an operator space. For Y ∈ W s×s and r > 0, define a nc ball centered at Y of radius r as
where We will use the following notations. By ⊙ s we denote the multiplication of matrices over the tensor algebra
where M is a module over a unital commutative ring R. That is, if
then we have
We will identify multilinear forms g : (M s×s ) ℓ → N s×s with linear mappings g : (M s×s ) ⊗ℓ → N s×s , and write (
In particular, the terms in the TT series centered at Y ∈ M s×s are written as
where X ∈ M sm×sm ; see [11, Chapter 4] for details. Then
ℓ+1 times holds, with the TT series convergent absolutely and uniformly on every nc ball B nc (Y, r) with r < δ. Moreover,
Let V and W be operator spaces. For an operator A : V → W we set A (n) = id n ⊗ A, where id n : F n×n → F n×n is the identity operator, i.e., id n X = X, so that A (n) can be identified with an operator from V n×n to W n×n as follows
We say that A is completely bounded if A (n) ≤ C for all n ∈ N, and a constant C is independent of n.
The space of completely bounded operators A from V to W is denoted by L cb (V, W), where the norm of A is given by A L cb (V,W) = sup n∈N A (n) . Our main results in the setting of operator spaces are the following two theorems. 1.
is invertible and
Then: I. There exist α, β > 0 such that for every m ∈ N,
II. There exists a nc function f :
III. For every X ∈ B nc (X 0 , α), the operator δ X F (X, f (X)) has a completely bounded inverse, and
Theorem 1.4 (Inverse function theorem)
. Let X and Y be operator spaces, and for every X ∈ Γ.
1.3. The setting of nilpotent matrices. Let M be a module over a unital commutative ring R. For n, κ ∈ N, we denote by Nilp(M; n, κ) the set of n × n matrices X over M which are nilpotent of rank at most κ, i.e., X ⊙ℓ = 0 for all ℓ ≥ κ. Here ⊙ = ⊙ 1 . The set of all nilpotent n × n matrices over M is denoted by Nilp(M; n) = 
where the sum has finitely many nonzero terms.
It follows from [11, Theorem 5.6] 
Our main results in the setting of nilpotent matrices are the following two theorems. Theorem 1.6 (Implicit function theorem). Let M, N , and O be modules over a commutative ring R, and
nc be a nc function satisfying the following conditions:
Then:
I. There exists a nc function f :
) is invertible, and 
1.4.
Remarks. Similar theorems have been proved by Pascoe [15] and by Agler and McCarthy [2] . In [15] , an inverse function theorem has been established for a nc function g on a general nc set Ω closed under similarities under the assumption that ∆ R g is invertible everywhere on Ω. In [2] , implicit/inverse function theorems similar to our Theorems 1.3 and 1.4 have been proved in the setting of the finitedimensional operator space C d ; we note that the proof uses an essentially finitedimensional argument. Finally, other versions of implicit/inverse function theorems in different nc settings appear in [22] and [24] .
Proofs
Proof of Theorem 1.3. Let
By [11, Corollary 7 .28] there exists δ > 0 such that F is uniformly analytic on
It is obvious that for a fixed m, and X ∈ B nc (X 0 , δ) sm , the function g X is defined for every Y ∈ B nc (Y 0 , δ) sm . Here
Clearly, Y X is a fixed point of g X if and only if F (X, Y X ) = 0. We will show that there exists a positive number γ < δ such that for any X ∈ B nc (X 0 , γ) the mapping g X of the ball B nc (Y 0 , γ) smX into Y smX ×smX is contractive with the coefficient not exceeding 
We rewrite the last expression as
We have
.
We notice that
Now using (2.2) and (2.3), we obtain
. From now on, we assume that
so that (2.4) holds. Next, using (2.4) and the mean value theorem for functions in Banach spaces [13] , for any m ∈ N, X ∈ B nc (X 0 , γ) sm and any
Thus, by (2.4), we derive
Here we used the convexity of B nc (Y 0 , γ) sm , so that the segment (Y 1 , Y 2 ) lies in B nc (Y 0 , γ) sm . Hence the mapping g X of the ball B nc (Y 0 , γ) sm into Y sm×sm is contractive with the coefficient 1 2 for any X ∈ B nc (X 0 , γ) sm . However, g X may fail to map B nc (Y 0 , γ) sm into itself. The next step is to find a subset of B nc (Y 0 , γ) sm that is a complete metric space mapped by g X into itself for an appropriate choice of X. In fact, we will show that for any β, 0 < β < γ, there exists a positive α < γ such that for any X ∈ B nc (X 0 , α), g X maps the closed ball B nc (Y 0 , β) smX into itself. The ball B nc (Y 0 , β) smX as a closed subset of a Banach space Y smX ×smX is complete. By assumption 1 of the theorem,
By (2.6), we can write
By assumption 2 of the theorem, F is continuous at (X 0 , Y 0 ).That is, for any positive β < γ, there exists a positive α < γ such that for any X ∈ B nc (X 0 , α) one has (2.10)
Then by (2.2), (2.9) and (2.10),
Thus if X ∈ B nc (X 0 , α) smX and Y ∈ B nc (Y 0 , β) smX , it follows from (2.7), (2.8), and (2.11) that
In fact, we obtained that
By the classical contraction mapping principle, it follows that for any X ∈ B nc (X 0 , α), there exists a unique Y = Y X := f (X) ∈ B nc (Y 0 , β) smX that is a fixed point of the mapping
Conclusions I and IIa follow immediately. We only need to show that f is a nc function, i.e., respects direct sums and similarities.
First we prove that f respects direct sums, i.e., for
Now, by the definition of g X ,
Since the fixed point is unique, it follows from (2.13) and (2.14)
Now we show that f respects similarities. Let X ∈ B nc (X 0 , α) and let S ∈ F smX ×smX be invertible and such that X ′ := SXS −1 ∈ B nc (X 0 , α). Then for any c ∈ F, we have
c , where
by the part proved earlier, we must have
or equivalently,
The left-hand side is equal to
By [11, Corollary 7 .28], f is bounded on B nc (X 0 , α) if and only if f is uniformly analytic on B nc (X 0 , α). Next we prove conclusion III. We have that F (X, f (X)) = 0 for every X ∈ B nc (X 0 , α). By [11, Theorem 7 .51 and Theorem 7.53], the derivatives of F exist and moreover they are continuous on
In particular, δ Y F and δ X F are continuous,
Using the chain rule we obtain
Making β (and hence the corresponding α) smaller if necessary, we can make
, with a completely bounded inverse. Then
as required.
Proof of Theorem 1.4. Let
Consider the function F :
. Thus all the assumptions of Theorem 1.3 hold for F , and we obtain the following conclusions:
• There exist α > 0, β > 0 such that for any m ∈ N,
• There exists a nc function f :
• f is uniformly analytic on B nc (X 0 , α) with
We now prove that f is the inverse function for g, and that δf (X) = δg(f (X))
Next, we have
Clearly, f : Γ → ∆ is a surjection. Since g(f (X)) = X for every X ∈ Γ, f is also an injection. And since f is uniformly analytic, f is continuous. We also have that f −1 = g| ∆ is continuous. Thus g| ∆ : ∆ → Γ is a homeomorphism, and ∆ is a uniformly open nc set.
Lemma 2.1. In the assumptions of Theorem 1.6, for any (
Proof. First we observe that for any (
where
The linear operator N is nilpotent, i.e., N γ = 0 for some γ ∈ N. Therefore the operator id + N is invertible. Thus the operator ∆
Proof of Theorem 1.6. For every m, κ ∈ N and X ∈ Nilp(M, X 0 ; sm, κ), we define the set
We also define the mapping
We now show that g X is defined correctly, i.e., g
Using the TT formula
we obtain
for every word w in two letters g 1 , g 2 of length κ ′ or greater. Here for w = g i1 . . . g i k we define
The TT formula also implies that
. Now we prove that for every m, κ ∈ N and X ∈ Nilp(M, X 0 ; sm, κ), there exists Y ∈ Υ X such that F (X, Y ) = 0. We define a sequence
and claim that
where f k+1 ∈ Hom((M s×s ) ⊗k+1 , N s×s ), and is extended to 
Let (2.16) be true for all powers 0, 1, . . . , k − 1, where k ∈ N. Using (2.15) and the TT formula for F (X, Y
[k] ), we obtain
Note that all the sums have finitely many nonzero terms. It follows from (2.16) that
Next we show that the solution of
By Lemma 2.1, the operator ∆
We prove now that f : is invertible, we obtain that Sf (X) − f (X)S = 0, i.e., f respects intertwinings. Thus we have proved conclusion I.
Finally, we prove conclusion II. If X ∈ Nilp(M, X 0 ; sm, κ), then (X, f (X)) ∈ Nilp(M × N , (X 0 , Y 0 ); sm, κ). We also observe that [ X Z 0 X ] ∈ Nilp(M, X 0 ; 2sm, κ + 1) for an arbitrary Z ∈ M sm×sm . Hence
By part I,
= ∆ R F (X, f (X)), (X, f (X)) Z, ∆ R f (X, X)(Z) = ∆ X R F (X, f (X)), (X, f (X)) (Z)+∆ Y R F (X, f (X)), (X, f (X)) (∆ R f (X, X)(Z)). Thus all the assumptions of Theorem 1.6 hold, and we obtain the following conclusions:
• The proof is complete.
