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EMBEDDING OF THE OPERATOR SPACE OH AND THE
LOGARITHMIC ‘LITTLE GROTHENDIECK INEQUALITY’
MARIUS JUNGE†
Abstract. Using free random varaibles we find an embedding of the operator space OH in the
predual of a von Neumann algebra. The properties of this embedding allow us to determined
the projection constant of OHn, i.e. there exists a projection P : B(ℓ2)→ OHn such that
1
96
√
n
1 + lnn
≤ ‖P‖cb ≤ 144π
√
n
1 + lnn
.
According to recent results of Pisier/Shlyahtenko, the lower bound holds for every projection.
Improving a previous estimate of order (1+ lnn) of the author, Pisier/Shlyahtenko obtained the
following ‘logarithmic little Grothendieck inequality’(
n∑
k=1
‖u(xk)‖2
) 1
2
≤ 96
√
1 + lnn ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
.
which holds for all linear maps u : B(ℓ2) → OH and vectors x1, ..., xn. We find a second proof
of this inequality which explains why the factor
√
1 + lnn is indeed necessary. In particular
the operator space version of the ‘little Grothendieck inequality’ fails to hold. This ‘logarithmic
little Grothendieck’ inequality characterizes C∗-algebras with the weak expectation property of
Lance.
Plan:
0. Introduction and Notation.
1. Preliminaries.
2. A logarithmic characterization of C∗-algebras with WEP.
3. Pusz/Woronowicz’ formula and the operator space OH.
4. The projection constant of the operator space OHn.
5. Norm calculations in a quotient space.
6. K-functionals associated to a states and conditional expectations.
7. Sums of free mean zero variables.
8. Appendix: Concrete realization of OH as functionals.
†Junge is partially supported by the National Science Foundation DMS-0301116.
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1. Introduction and Notation
Probabilistic techniques and concepts play an important role in the theory of Banach spaces
and operator algebras. For example Khintchine’s inequality and its application to absolutely sum-
ming sequences in Lp spaces, the Grothendieck inequality and the ‘little Grothendieck inequality’
are classical, fundamental tools in the theory of Banach spaces. An analogue of Grothendieck’s
work in the context of operator algebras and operator spaces, the so-called ‘Grothendieck pro-
gram’, inspired important results in operator algebras and motivates new research in opera-
tor spaces. Let us mention Connes’ [C1] characterization of injective von Neumann algebras,
Pisier/Haagerup’s noncommutative version of Grothendiek’s inequality (see e.g. [Ps1]), a non-
commutative Grothendieck inequality for exact operator spaces in [JP] and very recently Pisier
and Shlyakhtenko’s [PS] Grothendieck theorem for operator spaces. In our context Effros/Ruan’s
[ER1] notion of 1-summing maps in operator spaces is a further important example of this con-
cept.
In this paper, we show that the operator space OH introduced by Pisier also admits a proba-
bilistic realization in the predual of a von Neumann algebra. The classical gaussian random vari-
ables and semicircular random variables in a tracial probability space are too commutative and
have to be replaced by linear combinations of free semicircular random variables in a non-tracial
setting. Indeed, after the first draft of this paper circulated Pisier [Ps7] shows the surprising
fact that OH does embed in the predual of tracial probability spaces. Using the non-tracial
embedding, we follow the Banach space approach and are then able to determine the projection
constant of the operator space OHn by calculating the norm of a canonical tensor in the oper-
ator space projective tensor product. This is intimately connected to the ‘little Grothendieck
inequality’ for operator spaces and we can determine the right order for both inequalities.
The ‘little Grothendieck inequality’ can be derived from Grothendieck’s inequality but also
admits a very simple probabilistic proof, whose roots might already been known to Orlicz. Indeed,
by duality it is sufficient to consider a linear map u : ℓn2 → L1[0, 1]. Using Rademacher variables
(εi), we deduce for vectors x1, ..., xm ∈ ℓn2 that
∥∥∥∥∥∥
(
m∑
i=1
|u(xi)|2
) 1
2
∥∥∥∥∥∥
1
≤
√
π
2
E
∥∥∥∥∥
m∑
i=1
εiu(xi)
∥∥∥∥∥
1
≤
√
π
2
‖u‖E
∥∥∥∥∥
m∑
i=1
εixi
∥∥∥∥∥
2
≤
√
π
2
‖u‖
(
m∑
i=1
‖xi‖22
) 1
2
.
(0.1)
Then duality yields the ‘little Grothendieck inequality’ (for Banach spaces). This proof inspired
our approach to the operator space version of the ‘little Grothendieck inequality’. The strategy
suggested by this approach is to find a good embedding of OHn ⊂ L1(N) (using noncommutative
gaussian random variables) and then compare the norm of matrices in OHn⊗OHn ⊂ L1(N⊗N)
with the norm in ℓn22 . Following the commutative philosophy a good embedding (with ‘gaussian’
variables) will automatically provide the ‘little Grothendieck inequality’.
Let us recall basic operator space notations in order to make these statements more precise.
An operator space F comes either with a concrete isometric embedding ι : F → B(H) or with a
sequence (‖ ‖m) of matrix norms on (Mm(F )) derived from this embedding such that
‖[xij ]‖Mm(F ) = ‖[ι(xij)]‖B(Hm) .
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Ruan’s axioms tell us that whenever we have a sequence (‖ ‖m) on (Mm(F ))
∥∥∥∥
[
x 0
0 y
]∥∥∥∥
n+m
= max{‖x‖n , ‖y‖m} and
∥∥∥∥∥∥[
∑
k,l
ailxklblj]
∥∥∥∥∥∥
m
≤ ‖a‖ ‖x‖m ‖b‖
then this can be obtained from some concrete embedding ι : F → B(H). Since a C∗-algebra A
admits a representation as operators on a Hilbert space and the norms of the C∗-algebra Mm(A)
are uniquely determined by this embedding, it carries a natural operator space structure. In the
theory of operator spaces, hilbertian operator spaces are of particular interest. For example the
column and row spaces of matrices
Hc = B(C,H) ⊂ B(H) and Hr = B(H,C) ⊂ B(H)
play a fundamental roˆle. Pisier discovered that the sequence of norms on Mm ⊗ ℓ2 obtained by
the complex interpolation method
Mm(OH) = [Mm(ℓ
c
2),Mm(ℓ
r
2)] 1
2
defines a sequence of matrix norms on Mm ⊗ ℓ2 satisfying Ruan’s axioms. By Ruan’s theorem
these interpolation norms are induced by a sequence of operators (Tk) ⊂ B(ℓ2) satisfying∥∥∥∥∥
∞∑
k=1
ak ⊗ Tk
∥∥∥∥∥
Mm(B(ℓ2))
=
∥∥∥∥∥
∞∑
k=1
ak ⊗ a¯k
∥∥∥∥∥
1
2
Mm⊗Mm
= sup
‖a‖2,‖b‖2≤1
( ∞∑
k=1
tr(axkbx
∗
k)
) 1
2
for all sequences (ak) ∈Mm. The operator Hilbert space OH is defined to be the span of the (Tk)’s.
It is still unclear how to construct ‘concrete’ operators (Tk) satisfying this equality, but it is our
aim to shed some light on this question. In view of the Khintchine’s inequality, it maybe more
natural to expect OH as a subspace of a noncommutative L1 spaces, rather than finding directly
the appropriate embedding in a noncommutative L∞ space. Since operator spaces are closed
under taking dual spaces, noncommutative L1 spaces carry a natural operator space structure
which we now recall. The morphisms in the category of operator space are completely bounded
maps u : E → F where
‖u‖cb = sup
m
‖idMm ⊗ u :Mm(E)→Mm(F )‖ .
The space of completely bounded maps is denoted by CB(E,F ). Then the standard dual E∗ of
an operator space E is given by the matrix norms on Mm(E
∗) by
Mm(E
∗) = CB(E,Mm) isometrically.
Indeed, a matrix of functionals [x∗ij ] induces a natural operator u : E → Mm defined by u(e) =
[x∗(e)]ij . Note that OH is the only selfdual operator space, this means the mapping id : OH →
OH∗, id(ek) = e∗k has cb-norm 1. Here, (ek) (e
∗
k) denotes the sequence of the standard unit
vector basis and their biorthogonal functionals, i.e. e∗k(ej) = δkj (see [Ps4]). Motivated by the
commutative approach we could show in preliminary version of this paper that there is a linear
map u : OHn → A∗ such that
1
C (1 + log n)
‖x‖Mm(OHn) ≤ ‖(idMm ⊗ u)(x)‖Mm(A∗) ≤ C(1 + log n) ‖x‖Mm(OHn) .
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Moreover, for every u : B(H)→ OH(
n∑
k=1
‖u(xk)‖2
) 1
2
≤ C(1 + lnn) ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
.(0.2)
for all x1, ..., xn ∈ B(H). Pisier/ Shlyakhtenko’s [PS] Grothendieck theorem for operator space
implies that a map u : B(H) → OH is completely bounded if and only if there exists a state φ
and a constant C such that
‖u(x)‖ ≤ C [φ(x∗x)φ(xx∗)] 14(0.3)
for all x ∈ B(H). This can be understood as an the interpolation inequality with respect to real
interpolation method and index (12 , 1). By a well-known application of the Grothendieck-Pietsch
factorization technique [Ps5], the operator space ‘little Grothendieck inequality’ provides an
interpolation inequality with respect to the complex method with index 12 . Pisier/ Shlyakhtenko’s
Grothendieck [PS] derived from (0.3) a logarithmic version(
n∑
k=1
‖u(xk)‖2
) 1
2
≤ C √1 + lnn ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
.(0.4)
In this paper, we will provide a second proof of (0.4) and an embedding of OH. A key new
ingredient (compared to our preliminary version) is a formula of Pusz/Woronowicz (and its new
dual version) for the root of sesquilinear forms, see [PW]. We refer to section 3 for more details
on this formula, but we will indicate here its consequences for OH. Following Pusz/Woronowicz
we use the the probability measure dµ(t) = dt
π
√
t(1−t) on [0, 1] and the two measures dν1(t) =
t−1dµ(t), dν2(t) = (1− t)−1dµ(t). Then the direct sum
E = Lc2(ν1; ℓ2)⊕ Lr2(ν2; ℓ2)
is an operator space. On E, we define the map Q : E → L0(µ; ℓ2) by
Q(x1, x2)(t) = x1(t) + x2(t) ∈ ℓ2 .
Using Ruan’s theorem, we know that operator spaces are closed by taking quotients. Indeed, the
matrix norm on the operator space quotient E/S is given by
Mm(E/S) = Mm(E)/Mm(S)
which is easily seen to satisfy Ruan’s axioms. Therefore, we obtain an operator space
G = E/kerQ .
Then, we may consider the subspace F ⊂ G of equivalence classes (x1, x2) = kerQ such that
x1 + x2 is a µ-a.e. a constant element in ℓ2.
Theorem 1. F is 2 completely isomorphic to OH.
Using Voiculescu’s concept of free probability and an operator valued extension of Voiculescu’s
inequality for sums of independent random variables [Vo], we obtain free noncommutative gauss-
ian variables in a non-tracial situation and an embedding of G in the predual of a von Neumann
algebra. In the appendix we provide a concrete realization of the underlying von Neumann alge-
bra N , a type III1 factor with a free quasi-free state in the sense of Shlyakhtenko [S1] obtained
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from µ, ν1 and ν2. This concrete realization provides linear combinations of semi-circular ran-
dom variables representing OH when restricted to N . They are obtained from a central limit
procedure which justifies the term free non-tracial free gaussian variables. For our applications
to the projection constant, we also have to know that the underlying von Neumann algebra is
QWEP. Let us recall that a C∗-algebra has the weak expectation property (WEP) if there exists
a complete contraction P : B(H) → A∗∗ such that P |A = idA. A C∗-algebra is QWEP if it is
the quotient A = B/I of a C∗-algebra with WEP by a two-sided ideal. It is an open problem
whether every C∗-algebra is QWEP, see [Ki2].
Theorem 2. G completely isomorphic to a complemented complemented subspace of the predual
of von Neumann algebra with QWEP.
Since OH is completely isomorphic to a subspace of G, we immediately obtain the non-
commutative analogue of the gaussian embedding of ℓ2.
Corollary 3. OH completely embeds into the predual of a von Neumann algebra N with QWEP.
In view of the discussion after (0.1), we should expect that a ‘good’ embedding of OH provides
the ‘little Grothendieck inequality’. At this point the analogy breaks down, or more precisely
produces different norms than in the classical case. Indeed, the norm of matrices on OHn⊗OHn
viewed as a subspace of L1(N ⊗N) turns out to be too big. This can be expressed using basic
operator space tensor norms. The injective tensor norm between tow operator spaces E ⊂ B(H),
F ⊂ B(K) is defined by
E ⊗min F ⊂ B(H ⊗K) .
Note that for finite dimensional operator spaces E or F we have E∗ ⊗min F = CB(E,F ). The
projective tensor norm E
∧⊗ F is defined such that
(E
∧⊗ F )∗ = CB(E,F ∗) ∼= CB(F,E∗)
holds isometrically. The operator 1-summing norm of a linear map u : E → F is defined as
πo1(u) =
∥∥∥∥id⊗ u : K∗ ⊗min E → K∗ ∧⊗ F
∥∥∥∥ .
In this definition Effros and Ruan followed Grothendieck’s approach replacing the space c0 by
the quantized analogue K, the compact operators on ℓ2.
Theorem 4. Let (fi) the canonical unit vector basis in F . Let u : OH → OH be a linear map
represented by the matrix [aij], then
1
C
πo1(u) ≤
∥∥∥∥∥∥
∑
ij
aijfi ⊗ fj
∥∥∥∥∥∥
G
∧⊗G
≤ C πo1(u) .
The proof of Theorem 4 uses the complementation from Theorem 2, an embedding of G
∧⊗ G
in M∗
∧⊗ M∗ and the QWEP property of M∗. The final punch line are norm calculations in
G
∧⊗ G, the quotient of (four) classical Banach spaces, see section 5.
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Proposition 5. Let n ∈ IN, then
1
8π
√
n(1 + lnn) ≤
∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
G
∧⊗G
≤ 16
√
n(1 + lnn) .
A classical application of trace duality relates the ‘little Grothendieck inequality’ to the pro-
jection constant of OHn.
Theorem 6. There exists a constant C ≥ 1 such that for all n ∈ IN, there is a projection
P : B(ℓ2)→ OHn such that
1
96
√
n
1 + lnn
≤ ‖P‖cb ≤ 144π
√
2n
1 + lnn
.
A lower estimate for the cb-norm of this order for any projection P follows from the logarithmic
’little Grothendieck inequality’ (0.4).
Corollary 7. The logarithmic order
√
1 + lnn in (0.4) is best possible.
Finally, let us discuss the class of C∗-algebras which admits the logarithmic ‘little Grothendieck
inequality’. C. le Merdy observed that it can not hold for the C∗-algebra generated by the left
regular representation of the free groups in countably many generators. Using a (unfortunately
unpublished) result of Haagerup, see [Ha], we obtain the following characterization.
Theorem 8. A C∗ algebra A satisfies the logarithmic ‘little Grothendieck inequality (0.2) or
(0.4) if and only if A is WEP.
The paper is organized as follows. Preliminary facts, including the operator space structure on
L1(N), are presented in section 1. In section 2, we prove Theorem 8. modulo (0.4). We investigate
the Pusz/Woronowicz’s formula and its consequences assuming Theorem 2 in section 3. In
section 4, we use Theorem 2 and Theorem 4 in showing that the logarithmic ‘little Grothendieck
inequality’ is optimal. The norm estimates for the upper and lower bound of Proposition 5 can
be found in section 5. K-functionals and quotients similar as G are a central object in our paper
and are discussed in detail in section 6. We provide the probabilistic tools from free probability in
section 7. In the appendix, section 8, we show how the central limit procedure leads to a concrete
representation. In the forthcoming paper [J4], we will use different but similar probabilistic tools
in showing that OH embeds into the predual of a hyperfinite von Neumann algebra.
We would like to thank U. Haagerup on collaboration on Proposition 7.4 and R. Speicher for
stressing the consequences of his central limit theorem in this context.
1. Preliminaries
We use standard notation in operator algebras as in [Ta, KR]. In particular, for C∗-algebras
A ⊂ B(H), B ⊂ B(K), we will denote by A ⊗min B ⊂ B(H ⊗2 K) the induced minimal C∗-
norm. Here (and in the following) H⊗2K ∼= S2(H,K) = HS(H,K) stands for the unique tensor
product making H ⊗ K a Hilbert space (often called the Hilbert-Schmidt norm). If N,M are
von Neumann algebras, we denote by N⊗¯M the closure of N⊗M in the weak operator topology
in B(H ⊗2 K) (assuming the inclusions are normal). For a C∗-algebra A, we denote by Aop the
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C∗-algebra defined on the same underlying Banach space but with the reversed multiplication
x ◦ y = yx. By A¯, we denote the C∗-algebra obtained by changing the complex multiplication
λ.x = λ¯x on A. Thus A and A¯ coincide as real Banach algebras. Then, we see that the map
j : Aop → A¯ given by j(x) = x∗ is C∗-isomorphism.
We will use the notation ⊗ε, ⊗π for smallest, biggest tensor norm on Banach spaces, respec-
tively. Thus for a Hilbert space H ⊗π H = S1(H) corresponds to the trace class operators and
S∞(H) = K(H) = H⊗εH is used for the compact operators on H. We note the trivial inclusions
H ⊗π K ⊂ H ⊗2 K ⊂ H ⊗ε K .(1.1)
We also assume the reader to be familiar with standard operator space terminology and refer
to [ER2, Ps6] for more details. We will need some basic facts about the column Hilbert space
Hc = B(C,H) and the row Hilbert space Hr = B(H,C) of a given Hilbert space H. Given an
element x = [xij ] ∈Mm(Hc), we observe that
‖x‖Mm(Hc) = ‖x‖B(ℓm2 ,ℓm2 (H)) = ‖x
∗x‖
1
2
B(ℓm2 )
=
∥∥∥∥∥[
∑
k
(xki, xkj)]ij
∥∥∥∥∥
1
2
Mm
.(1.2)
Here (x, y) denotes the scalar product of x and y in H. In this paper, we will assume the scalar
product to be antilinear in the first component. Similarly, we have
‖x‖Mm(Hr) =
∥∥∥∥∥[
∑
k
(xik, xjk)]ij
∥∥∥∥∥
1
2
Mm
.(1.3)
We refer to [Ps4] for more details on the operator Hilbert space Hoh = [Hc,Hr] 1
2
and interpo-
lation norms. In particular, let us consider H = ℓ2 and denote by (ek) the natural unit vector
basis. Then for all sequences (xk) ⊂ B(H) with associated linear map u : OH → B(H) defined
by u(ek) = xk we have
‖u : OH → Im(u)‖cb = ‖u‖cb =
∥∥∥∥∥
∑
k
xk ⊗ x¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
.(1.4)
Hc, Hr and Hoh are homogeneous hilbertian operator space, i.e. for s ∈ {c, r, oh} and every
bounded linear map u : Hs → Hs, we have
‖u‖cb = ‖u‖ .
In terms of general operator space notation, let us recall that a complete contraction u : E → F
is given by a completely bounded map with ‖u‖cb ≤ 1. As usual if G = E/F is a quotient
operator space (i.e. Mm(G) = MM (E)/Mm(F ) isometrically) and T : E → X is a complete
contraction which vanishes on F , then T induces a unique map Tˆ : E/F → X which is still
a complete contraction and defined by Tˆ (x + F ) = T (x). We refer to the introduction for the
definition of the projective and injective operator space tensor products. The operator space
projective tensor product is projective, i.e. E/F
∧⊗ X is a quotient of E ∧⊗ X/F ∧⊗ X. However,
if N is an injective von Neumann algebra, we also have an isometric inclusion
N∗
∧⊗ E1 ⊂ N∗
∧⊗ E2(1.5)
whenever E1 ⊂ E2 (completely isometrically). (This can easily be deduced from Wittstock’s
extension theorem and using (N∗
∧⊗ E)∗ = CB(E,N).)
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As for Banach spaces, we have direct sums E⊕pF of given operator spaces E and F . However,
we should be careful in defining the operator space structure. Indeed, for p = ∞ and a matrix
[xkl] with xkl = (ekl, fkl), we have
‖[xkl]‖Mm[E⊕∞F ] = max{‖[ekl]‖Mm(E) , ‖[fkl]‖Mm(E)} .
The operator space E⊕1 F is defined by its canonical inclusion in (E∗⊕∞ F ∗)∗. For 1 ≤ p ≤ ∞,
we define the operator space structure by complex interpolation
E ⊕p F = [E ⊕∞ F,E ⊕1 F ] 1
p
.
We will recall some basic facts about Haagerup’s Lp spaces and refer to [H1, H2] and [Te] for
references on operator valued weights and basic properties of the Haagerup Lp spaces. Let φ be
a normal, semifinite faithful weight on N with modular automorphism group σφt . The crossed
product N ⋊
σ
φ
t
R is the von Neumann algebra generated in B(L2(R,H)) by π(N), (λ(t))t∈R
where
λ(s)ξ(t) = ξ(t− s) and π(x)ξ(t) = σφ−t(x)ξ(t) .
Then the modular automorphism group satisfies
π(σt(x)) = λ(t)π(x)λ(t)
∗
for all t ∈ R and x ∈M . The dual action θ : N ⋊
σ
φ
t
R→ N ⋊
σ
φ
t
R is given by
θs(x) = W (t)xW (t)
∗ where W (s)(ξ)(t) = e−istξ(s)
is the unitary implemented by the Fourier transformation. Then N appears as the fixpoint
algebra with respect to the action θ
π(N) = {x ∈M ⋊R | θs(x) = x for all s ∈ R} .
A crucial ingredient in the Haagerup Lp space is the operator valued weight T : N ⋊σφt
R → N
given by
T (x) =
∫
R
θs(x)ds .
It turns out that σφ◦Tt is implemented by the unitary λ(t) and therefore (see [PT]) there exists
a normal semifinite faithful trace τ on N ⋊
σ
φ
t
R and a positive selfadjoint operator h affiliated
with N ⋊
σ
φ
t
R such that
φ ◦ T (x) = τ(hx)
for all x ∈ N⋊
σ
φ
t
R and hit = λ(t). Let us note that τ is the uniquely determined trace satisfying
θs ◦ τ = e−sτ . Following Haagerup, we recall the following definition
Lp(N) = Lp(N,φ) = {x | x τ -measurable and θs(x) = exp(−s
p
)x} .
The (quasi-) norm on Lp(N,φ) is given by
‖x‖p = tr(|x|p)
1
2 .
It is shown in [Te] that Lp(N,φ) and Lp(N,ψ) are isomorphic whenever φ and ψ are normal,
faithful, semifinite weights. Let us note that Ho¨lder’s inequality
x ∈ Lp(N) , y ∈ Lq(N) ⇒ xy ∈ Lr(N) 1
r
=
1
p
+
1
q
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holds in the context of Haagerup Lp spaces:
‖xy‖r ≤ ‖x‖p ‖y‖q .
For p = 2, we obtain a Hilbert space L2(N) with scalar product (x, y) = tr(x
∗y). We will use
the notation Ls2(N) instead of L2(N)
s for s ∈ {c, r, oh}.
In the theory of operator spaces it is customary to use the duality
〈[x∗ij ], [xij ]〉 =
n∑
i,j=1
x∗ij(xij)
between matrices [x∗ij ] ∈ Sn1
∧⊗ X∗ and [xij ] ∈Mn(X). Unfortunately this is not consistent with
the trace tr on n× n-matrices, which correspond to
< 〈[x∗ij ], [xij ]〉 > =
n∑
i,j=1
x∗ij(xji) .
This forces us to define the operator space structure on L1(N) by its action on N
op. Since N
and Nop coincides as Banach spaces, we may consider ι : L1(N)→ (Nop)∗ defined by
ι(d)(y) = tr(dy) = φd(y) .
Here φd is the linear functional associated to the density d in L1(N). Clearly, ι(L1(N)) ⊂ Nop∗ .
If φ is a normal semifinite weight then φn = tr ⊗ φ is a normal semifinite weight on Mn(N).
Moreover, tr⊗τ is the unique trace satisfying tr⊗τ ◦θs = e−str⊗τ and trn⊗tr : L1(Mn(N), tr⊗
φ)→ C still yields the evaluation at 1. Therefore, we get
‖[ι(xij)]‖
Sn1
∧⊗Nop∗
= sup
‖[yij ]‖Mn(Nop)≤1
∣∣∣∣∣∣
n∑
ij=1
ι(xij)(yij)
∣∣∣∣∣∣
= sup
‖[yij ]‖Mn(N)≤1
∣∣∣∣∣∣
n∑
ij=1
tr(yjixij)
∣∣∣∣∣∣
= sup
‖[yij ]‖Mn(N)≤1
|trn ⊗ tr([yij ][xij ])|
= ‖[xij ]‖L1(Mn⊗N,tr⊗τ) .
Therefore, the use of Nop enables us to ‘untwist’ the duality bracket and we have
Sn1
∧⊗ L1(N,φ) = L1(Mn ⊗N, trn ⊗ φ)(1.6)
Here we distinguish between the predual Nop∗ and the ‘concrete’ realization of this space as space
of operators in L1(N,φ). If N happens to be semifinite, we have a canonical map ip : Lp(N, τ)→
LHaagerupp (N, τ) (see [Te] for the connection in this case) such that
tr(ip(x)ip′(y)) = τ(xy) .
In particular, for p = 1 the map ιi1 : L1(N, τ)→ Nop∗ is given by
ιi1(x)(y) = τ(xy) .
Thus
Sn1
∧⊗ L1(N, τ) = L1(Mn ⊗N, trn ⊗ τ)
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remains true if we read L1(N, τ) and L1(Mn ⊗ N, trn ⊗ τ) according to their definition for
semifinite von Neumann algebras (see e.g. [Ta]). This also applies for N = Mn and thus the
mapping In : S
n
1 → L1(Mn, τn) given by In(x) = nx and yields a complete isometry.
In harmonic analysis it is often more convenient to use the anti-linear duality bracket
〈〈y, x〉〉 = τ(y∗x) .
This corresponds to an embedding ι¯ : L1(N,φ)→ N¯∗. The map ι¯ : L1(N, τ)→ N¯∗ given by
ι¯(x)(y) = tr(y∗x)(1.7)
is a complete isometry onto N¯∗. Indeed, this follows immediately from the fact that J : N¯ → Nop
defined by J(x) = x∗ is an normal ∗-isomorphism.
An important result of Effros and Ruan [ER2] shows that the projective tensor is compatible
with von Neumann algebras. Indeed, given von Neumann algebras N and M then
(N∗
∧⊗M∗)∗ = N⊗¯M .(1.8)
Using the opposite algebras this also provides a natural isomorphism
L1(M ⊗N) ∼= L1(M)
∧⊗ L1(N) .(1.9)
Note again, that this remains true for semifinite von Neumann algebras. We will conclude these
preliminaries by collecting further facts about the operator space projective tensor product in
connection with L1 spaces. First, we note that in the category of L1 spaces the row Hilbert space
can be represented by columns and vice versa: Namely, let (ej) be the standard vector basis on
ℓ2, then for a finite sequence (xj) ∈ L1(N)∥∥∥∥∥∥
∑
j
xj ⊗ ej
∥∥∥∥∥∥
L1(N)
∧⊗ℓr2
=
∥∥∥∥∥∥(
∑
j
x∗jxj)
1
2
∥∥∥∥∥∥
L1(N)
.(1.10)
Indeed, by duality we have
(L1(N)
∧⊗ ℓr2)∗ = CB(ℓr2, L1(N)∗) = CB(ℓr2, Nop) .
Thus, we deduce from (1.7) that∥∥∥∥∥∥
∑
j
xj ⊗ ej
∥∥∥∥∥∥
L1(N)
∧⊗ℓr2
= sup
‖u:ℓr2→Nop‖cb≤1
∣∣∣∣∣∣
∑
j
〈ι(xj), u(ej)〉
∣∣∣∣∣∣
= sup∥∥∥∥∥∑j y∗j yj
∥∥∥∥∥
Nop
≤1
∣∣∣∣∣∣
∑
j
tr(yjxj)
∣∣∣∣∣∣ = sup∥∥∥∥∥∑j yjy∗j
∥∥∥∥∥
N
≤1
∣∣∣∣∣∣
∑
j
tr(yjxj)
∣∣∣∣∣∣
=
∥∥∥∥∥∥(
∑
j
x∗jxj)
1
2
∥∥∥∥∥∥
L1(N)
.
Note that on the level of L1(N)-spaces the tensor product with respect to ℓ
r
2, ℓ
c
2 corresponds to
the columns, rows in L1(N ⊗B(ℓ2)), L1(N ⊗B(ℓ2)), respectively. This ‘switch’ is a well-known
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phenomenon for operator spaces on the level of matrices. As an application, we obtain formulas
for norms in Hc and Hr. Let x ∈ L1(N)
∧⊗ Hr, y ∈ L1(N)
∧⊗ Hc, then
‖x‖
L1(N)
∧⊗Hr
= ‖(x∗, x)‖
1
2
1
2
and ‖x‖
L1(N)
∧⊗Hc
= ‖(x, x∗)‖
1
2
1
2
(1.11)
Indeed, let (ei) be an orthonormal basis of H. By density, we may assume x =
∑
i xi ⊗ ei.
Then, we apply (1.10) and deduce
‖x‖
L1(N)
∧⊗Hr
=
∥∥∥∥∥
(∑
i
x∗ixi
) 1
2
∥∥∥∥∥
L1(N)
=
∥∥∥∥∑
i
x∗ixi
∥∥∥∥
1
2
L 1
2
(N)
.
On the other hand, we may define the bilinear map
( , ) : L1(N)
∧⊗ Hr × L1(N)
∧⊗ Hr → L 1
2
(N)
on elementary tensors as (a⊗ h, b⊗ k) = (h, k)a∗b. For finite sums x =∑i xi ⊗ ei, we have
(1.12) (x, y) =
∑
i
x∗i yi and
∥∥∥∥∥
∑
i
x∗i yi
∥∥∥∥∥
1
2
≤
∥∥∥∥∥
∑
i
x∗i xi
∥∥∥∥∥
1
2
1
2
∥∥∥∥∥
∑
i
y∗i yi
∥∥∥∥∥
1
2
1
2
.
Hence continuity implies (1.11). In the sequel, we will also the cb-norm of the the multiplication
maps Rb : L2(N)→ L1(N) and Lb : L2(N)→ L1(N) for b ∈ L2(N):
‖Rb : Lr2(N)→ L1(N)‖cb = ‖b‖2 = ‖Lb : Lc2(N)→ L1(N)‖cb .(1.13)
Indeed, we first note that (Sm1
∧⊗ Hr)∗ =Mm(Hc) and (1.12) implies
(1.14) |
∑
ij
(yij , xij)| ≤ ‖[yij ]‖Mm(Hc) ‖[xij ]‖Sm1 ∧⊗Hr
.
Let [xij ] ⊂ Lr2(N) be a matrix. Then, we deduce from (1.7) and (1.14) that
‖[xijb]‖
Sm1
∧⊗L1(N)
= sup
‖[yij ]‖Mn(N)≤1
∣∣∣∣∣∣
∑
ij
tr(y∗ijxijb)
∣∣∣∣∣∣ = sup‖[yij ]‖Mn(N)≤1
∣∣∣∣∣∣
∑
ij
(yijb
∗, xij)
∣∣∣∣∣∣
≤ ‖[yijb∗]‖Mm(Lc2(N)) ‖[xij ]‖Sm1 ∧⊗Lr2(N)
.
However, let φ be the positive functional φ(y) = tr(yb∗b). Then, we deduce from the fact that
φ : N → C is completely bounded that
‖[yijb∗]‖2Mm(Lc2(N)) =
∥∥∥∥∥[
∑
k
tr(by∗kiykjb
∗)
]∥∥∥∥∥
Mm
=
∥∥∥∥∥[
∑
k
φ(y∗kiykj)
]∥∥∥∥∥
Mm
≤ φ(1) ‖y∗y‖Mm(N) ≤ ‖b‖22 ‖y∗y‖Mm(N) .(1.15)
The estimate from below follows from ‖Rb(b∗)‖1 = ‖b∗b‖1 = ‖b‖22. The proof for the left multi-
plication is identical.
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2. A logarithmic characterization of C∗-algebras with WEP
We will show that the ‘logarithmic little Grothendieck’ inequality (0.4) (or even (0.2)) only
holds for C∗-algebras with WEP. We will assume (0.4) for the C∗-algebra B(H), see [PS] (or
section 4 for an independent proof).
Lemma 2.1. Let A be a C∗-algebra with WEP and u : A→ OH. Then(
n∑
k=1
‖u(xk)‖2
) 1
2
≤ C(1 + lnn) 12 ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
holds for all x1, ..., xn ∈ A.
Proof: Let A ⊂ A∗∗ ⊂ B(H) and P : B(H) → A∗∗ be a contraction such that P |A = idA. Let
j : A∗ → A∗∗ be the canonical embedding, then the contraction E = j∗P ∗∗ : B(H)∗∗ → A∗∗
satisfies EA∗∗ = idA∗∗ . Hence E is a conditional expectation by Sakai’s theorem, see [Ta], and
in particular completely contractive. The restriction of E to B(H) coincides with P and in
particular P is a complete contraction. Then v = u∗∗P : B(H)→ OHn satisfies
‖v‖cb ≤ ‖P‖cb ‖u∗∗‖cb ≤ ‖u‖cb .
We can apply (0.4) to v and deduce the assertion from the injectivity of the minimal tensor
norm, see (1.4).
Lemma 2.2. Let N be a von Neumann algebra with a faithful, normal semifinite weight φ. Let
and a, b ∈ L4(N), then the map Mab : N → Loh2 (N) defined by
Mab(x) = axb
satisfies ∥∥∥Mab : N → Loh2 (N)∥∥∥
cb
≤ ‖a‖4 ‖b‖4 .
Proof: By homgeneity we can assume ‖a‖4 = ‖b‖4 = 1. Using the left and right action of N
and polar decomposition, we can assume that a, b are positive. Let e and f be the support
projections of a, b respectively. We consider M2(N) and the canonical matrix units e11, e12, e21
and e22. Then the support s(φ) and the density D of the state φ(x) = tr(a
4e11xe11+ b
4e22xe22),
x ∈M2(N), is given by
s(φ) =
(
e 0
0 f
)
, D =
(
a4 0
0 b4
)
.
By the invariance of D4itM2(N)D
−4it ⊂ s(φ)M2(N)s(φ), we deduce that aitxb−it ∈ N for every
x ∈ eNf . Let x ∈Mm(eNf). We have to show that
‖idMm ⊗ v(x)‖Mm(Loh2 (N)) ≤ ‖x‖Mm(N) .
We define the complex function f : {0 ≤ Rez ≤ 1} →Mm ⊗ L2(eNf) by
f(z) = (1⊗ a2z)x(1⊗ b2(1−z)) .
Observe that for z = a+ ib and xkl ∈ eNf
a2zxklb
2(1−z) = a2aa2ibxklb−2ibb2−2a ∈ L2(N) .
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It follows from [Te] that z 7→ a2zxklb2(1−z) is complex differentiable in the measure topology of
N˜ = N ⋊σt R. Moreover, using spectral projections en = 1[ 1
n
,n](a) and fn = 1[ 1
n
,n](b), we see
that en(a log a) and (b log b)fn are bounded and hence ena
2zxklb
2(1−z)fn is even differentiable
in L2,∞(N˜) in the interior of the strip. By approximation z 7→ a2zxklb2(1−z) is analytic with
values in L2,∞(N˜ ). Since, the topology of L2(N) is induced by its embedding into L2,∞(N˜ ),
we see that f is analytic in the interior of the strip. We note that the functional φb : N → C,
φb(x) = tr(xb
4) induces a contractive functional, hence a scalar valued completely contractive
map. Since x 7→ a2itxb−2it is a contraction on L2(eNf) and thus by homogeneity this map is
also a complete contraction on Lc2(eNf). We deduce from (1.15)
‖f(it)‖Mm(Lc2(N)) =
∥∥[a2itxklb2b−2it]∥∥Mm(Lc2(N)) ≤ ∥∥[xklb2]∥∥Mm(Lc2(N))
≤ tr(b4) ‖[xkl]‖Mm(N) ≤ ‖x‖Mm(N) .
Similarly, we have
‖f(1 + it)‖Mm(Lr2(N)) ≤
∥∥a4∥∥
4
‖x‖Mm(N) ≤ ‖x‖Mm(N) .
The three line lemma implies
‖(1⊗ a)x(1 ⊗ b)‖Mm(Loh2 (N)) ≤ ‖x‖Mm(N) .
Proof of Theorem 8: According to Lemma 2.1 every C∗-algebra with WEP satisfies the ‘little
Grothen- dieck inequality’ with factor c
√
1 + lnn. Conversely, we assume that A is a C∗-algebra
such that for some C > 0 and α > 0
(
n∑
k=1
‖u(xk)‖2
) 1
2
≤ C(1 + lnn)α ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
A⊗minA¯
(2.1)
holds for all n ∈ IN and x1, ..., xn ∈ A and all u : A → OH. Let us consider the von Neumann
algebra N = A∗∗. Recall that N is in standard form on L2(N), in particular N acts on L2(N) by
left multiplication π(x)h = xh and J(h) = h∗ is an anti-linear isometry J such that N ′ = JNJ ,
see [Te]. Let x1, ..., xn ∈ A and h ∈ L2(N) be a unit vector. Then, we can find a, b ∈ L4(N)
of norm 1 such that h = ab. According to Lemma 2.1, the maps Ma∗a : N → Loh2 (N) and
Mbb∗ : N → Loh2 (N) are complete contractions and therefore we deduce from (2.1) that
(h,
n∑
j=1
xiJxiJh) = (h,
n∑
j=1
xihx
∗
i ) =
n∑
i=1
tr(h∗xihx∗i )
=
n∑
i=1
tr(a∗xiabx∗i b
∗)
≤
(
n∑
i=1
‖a∗xia‖22
) 1
2
(
n∑
i=1
‖bxib∗‖22
) 1
2
≤ c2(1 + log n)2α
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
A⊗minA¯
.
(2.2)
14 MARIUS JUNGE
In order to eliminate the log-term, we use Haagerup’s trick and consider the positive operator
[(
n∑
i=1
xiJxiJ)
∗(
n∑
i=1
xiJxiJ)]
m
=
n∑
i1,...,i2m=1
x∗i1(Jx
∗
i1
J)xi2(Jxi2J) · · · · · · x∗i2m−1(Jx∗i2m−1J)xi2m(Jxi2m−1J)
=
n∑
i1,...,i2m=1
x∗i1xi2 · · · x∗i2m−1xi2m(Jx∗i1xi2 · · · x∗i2m−1xi2mJ)
We apply (2.2) for the finite family xi1,....,i2m = x
∗
i1
xi2 · · · x∗i2m−1xi2m and deduce∥∥∥∥∥(
n∑
i=1
xiJxiJ)]
m(h)
∥∥∥∥∥
2
=
n∑
i1,...,i2m=1
(h, x∗i1xi2 · · · x∗i2m−1xi2mJx∗i1xi2 · · · x∗i2m−1xi2mJh)
≤ c2(1 + lnn2m)α
∥∥∥∥∥∥
n∑
i1,....,i2m=1
xi1,....,i2m ⊗ x¯i1,....,i2m
∥∥∥∥∥∥
A⊗minA¯
= c2(1 + lnn2m)α
∥∥∥∥∥[(
n∑
i=1
xi ⊗ x¯i)∗(
n∑
i=1
xi ⊗ x¯i)]m
∥∥∥∥∥
A⊗minA¯
= c2(1 + 2m lnn)α
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
2m
A⊗minA¯
.
Taking the supremum over ‖h‖ ≤ 1, we get∥∥∥∥∥
n∑
i=1
xiJxiJ
∥∥∥∥∥ ≤ c 1m (1 + 2m) α2m (1 + lnn) αm
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
A⊗minA¯
.
Taking the limit for m→∞, we obtain (in the language of [Ps2]) that∥∥∥∥∥
n∑
i=1
LxiRx∗i
∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
xiJxiJ
∥∥∥∥∥ ≤
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
A⊗minA¯
=
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
B(H)⊗minB¯(H)
≤
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
B(H)⊗maxB¯(H)
.
(Note that the last inequality is indeed an equality). Let us recall an equality proved by Pisier
[Ps2, Theorem 2.1] (and [Ha, Theorem 2.9] in the non-semifinite case)∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
A⊗maxA¯
= ‖(x1, ..., xn)‖2[Rn(A),Cn(A)] 1
2
=
∥∥∥∥∥
n∑
i=1
LxiRx∗i
∥∥∥∥∥ .(2.3)
This implies∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
A⊗maxA¯
=
∥∥∥∥∥
n∑
i=1
LxiRx∗i
∥∥∥∥∥ ≤
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
B(H)⊗maxB¯(H)
.
According to [Ha, Theorem 3.7] A has WEP.
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Remark 2.3. In case of a von Neumann algebra A = N , we deduce from Pisier’s characterization
[Ps4, Theorem 2.9] that N is injective if and only if
‖(x1, ..., xn)‖[Cn(N),Rn(N)] 1
2
≤
∥∥∥∥∥
n∑
i=1
xi ⊗ x¯i
∥∥∥∥∥
1
2
N⊗minN¯
.
holds for all x1, ..., xn ∈ N . In [Ps4] Pisier proved this for semifinite von Neumann algebras,
for the general case we refer to [Ps2] that this characterization remains true for arbitrary von
Neumann algebras. Thus modulo the results in [Ps2], the argument above provides a complete
proof for the fact that the logarithmic ‘little Grothendieck’ characterizes injective von Neumann
algebras without appealing to the deep results of Haagerup in [Ha].
3. Pusz/Woronowicz’ formula and the operator space OH
We will recall the Pusz/Woronowicz formula for square roots of sesquilinear forms and derive
a dual version. This is the key element in identifying OH as a subspace of a quotient of Lc2⊕Lr2.
Given two sesquilinear forms
α(x, x) = (Ax, x) and β(x, x) = (Bx, x)
for positive commuting operators A,B on a Hilbert space H, then according to [PW]
((AB)
1
2x, x) = inf
x=a(t)+b(t)
1∫
0
α(a(t), a(t))
t
+
α(b(t), b(t))
1− t
dt
π
√
t(1− t) .(3.1)
Here the infimum is taken over piecewise constant functions in H, see [PW, Appendix] for a
proof. Pusz/Woronowicz use the symbol√
αβ(x, x) = ((AB)
1
2x, x)
and show (in a sense which is not obvious from our presentation) that the symbol
√
αβ is
independent of the ‘representation’ of α, β by A, B, respectively. Let us denote by H√αβ the
Hilbert space H equipped with the scalar product
√
αβ. In the following, we will use the symbol
µ for the probability measure
dµ(t) =
dt
π
√
t(1− t) .
Let us rewrite equality (3.1) in terms of subspaces and quotients of Hilbert spaces. We define
(3.2) dν1(t) = t
−1dµ(t) and dν2(t) = (1− t)−1dµ(t)
and the Hilbert space H1 = L2(ν1,Hα), where ‖x‖Hα = α(x, x)
1
2 . Similarly, H2 = L2(ν2,Hβ)
with ‖x‖β = β(x, x)
1
2 . If A and B are invertible, the canonical inclusion map Hα ⊂ H and
Hβ ⊂ H are continuous and we may define the linear map Q : H1 ⊕2 H2 → L0(µ;H) by
Q(f, g)(t) = f(t) + g(t) ∈ H. We denote by
K = H1 ⊕2 H2/kerQ
the quotient space and
E = {(f, g) + kerQ | Q(f, g) constant a.e.}
In this terminology the Pusz/Woronowicz formula reads as follows.
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Lemma 3.1. If A and B are invertible, then H√αβ is isometricaly isomorphic to the subspace
E ⊂ K.
Using the Hahn-Banach theorem, we will derive a second formula for the square root
√
αβ.
We will first characterize the linear functionals on E.
Lemma 3.2. Let A and B be boounded and invertible. Linear functionals φ : E → C are given
by a pair (f, g) ∈ H1 ⊕H2 such that
(3.3)
Af(t)
t
=
Bg(t)
1− t µa.e. and φ(x) =
1∫
0
(A
f(t)
t
, x) dµ(t) .
Moreover,
‖φ‖ = inf(‖f‖2H1 + ‖g‖2H2)
1
2 ,
where the infimum is taken over all pairs satisfying (3.3).
Proof: By the Hahn-Banach’s theorem, the norm one functionals on E are in one to one corre-
spondence with the restrictions of φˆ|E of norm one functionals φˆ : K → C. Moreover,∥∥∥φˆ∥∥∥ = ∥∥∥φˆQ : H1 ⊕2 H2 → C∥∥∥ .
Therefore, norm a norm one functional φ : E → C is given by by a pair (f, g) ∈ H1 ⊕2 H2 such
that
1∫
0
α(f(t), f(t))
dµ(t)
t
+
1∫
0
β(g(t), g(t))
dµ(t)
1 − t =
∥∥∥φˆ∥∥∥2 = ‖φ‖2 = 1(3.4)
and
φˆQ(h1, h2) =
1∫
0
α(f(t), h1(t))
dµ(t)
t
+
1∫
0
β(f(t), h2(t))
dµ(t)
1 − t .
Since Q vanishes on all pairs (h,−h), we deduce
0 =
1∫
0
α(f(t), h(t))
dµ(t)
t
+
1∫
0
β(g(t),−h(t))dµ(t)
1 − t
=
1∫
0
(Af(t), h(t))
dµ(t)
t
+
1∫
0
(Bg(t),−h(t))dµ(t)
1 − t
=
1∫
0
(Af(t)
t
− Bg(t)
1− t , h(t)
)
dµ(t) .
Since Hα = Hβ = H as Banach spaces, this implies
Af(t)
t
=
Bg(t)
1− t µ a.e.(3.5)
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We will now calculate how φ acts on E. Indeed, let x ∈ H and note that x = √tx+ (1−√t)x.
It is easily checked that a(t) =
√
t, b(t) = 1 − √t are elements in L2(ν1), L2(ν2), respectively.
Thus, we deduce from (3.5) that
φ(x) = φˆQ(x
√
t, x(1 −√t)) =
1∫
0
(
A
f(t)
t
,
√
tx
)
dµ(t) +
1∫
0
(
B
g(t)
1− t , (1−
√
t)x
)
dµ(t)
=
1∫
0
(
A
f(t)
t
, x
)
dµ(t) .(3.6)
Conversely, any pair (f, g) satisfying (3.5) induces a state φˆ which vanishes on kerQ. The
restriction of φˆ to E is given by (3.6).
Lemma 3.3. Let A,A−1, B,B−1 be bounded. Let y ∈ H, then
((AB)
1
2 y, y) = inf
1∫
0
(Af(t), f(t))
t
dµ(t) +
1∫
0
(Bg(t), g(t))
1− t dµ(t) ,
where the infimum is taken over all tuples (f, g) of H-valued measurable functions satisfying
Af(t)
t
= Bg(t)1−t µ a.e. and
B
1
2 y =
1∫
0
A
1
2 f(t)
t
dµ(t) .
Proof: Since
√
αβ is a positive sesquilinear form, we have
‖y‖H√αβ = ((AB)
1
2 y, y)
1
2 = sup√
αβ(x,x)≤1
|((AB) 12 y, x)| .
Thus the norm of y in H√αβ coincides with the norm of the linear functional
φy(x) = ((AB)
1
2 y, x) .
According to Lemma 3.2, we can find (f, g) such that
((AB)
1
2 y, x) =
( 1∫
0
Af(t)
t
dµ(t), x
)
,(3.7)
and
((AB)
1
2 y, y) = ‖φy‖2 =
1∫
0
(Af(t), f(t))
dµ(t)
t
+
1∫
0
(Bg(t), g(t))
dµ(t)
1 − t .
and Af(t)
t
= B g(t)1−t µ a.e. According to Using (3.7) we get
B
1
2 y =
1∫
0
A
1
2 f(t)
t
dµ(t) .
Conversely, any pair satisfying these conditions induces the functional φy and thus provides an
upper estimate for the norm of y. The assertion is proved.
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Motivated by these formulae, we introduce the following operator space Fn (n ∈ IN∪ {∞}) as
a subspace of the quotient of Lc2(ν1, ℓ
n
2 )⊕1 Lr2(ν2, ℓn2 ). Indeed, let
Gn = L
c
2(ν1, ℓ
n
2 )⊕1 Lr2(ν2, ℓn2 )/kerQ ,
where Q : L2(ν1, ℓ
n
2 )⊕1 L2(ν2, ℓn2 )→ L0(µ; ℓn2 ) is given by
Q(f, g)(t) = f(t) + g(t) ∈ ℓn2 .
Then Fn consists of the equivalence classes (f, g) + kerQ ∈ Gn such that Q(f, g) is µ-almost
everywhere a constant element in ℓn2 . Let us denote by f1, .., fn the canonical unit vector basis
in Fn given by fk = (
√
tek, (1 −
√
t)ek) + kerQ. Here e1, .., en is the standard unit vector basis
in ℓn2 . For n = ∞, we read ℓ∞2 = ℓ2 and denote the outcome by G and F , respectively. The
following lemma is proved using the polar decomposition and the density of invertible matrices.
Lemma 3.4. Let x1, ..., xn ∈Mm, then
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
Mm⊗minMm
≤ sup
‖a‖4≤1,‖b‖4≤1,a>0,b>0
(
n∑
k=1
‖bxka‖22
) 1
2
.
Here a > 0 means that a ≥ 0 and a is invertible.
Lemma 3.5. The natural inclusion map id : Fn → OHn has cb-norm less
√
2.
Proof: Let x1, ..., xn ∈Mm and assume ‖
∑n
k=1 xk ⊗ fk‖Mm(Fn) < 1. Then, there are elements
f ∈Mm(Lc2(ν1; ℓn2 )) and g ∈Mm(Lr2(ν1; ℓn2 )) such that
xk = fk(t) + gk(t) µ a.e.
and
max


∥∥∥∥∥∥
1∫
0
n∑
k=1
fk(t)
∗fk(t)
dµ(t)
t
∥∥∥∥∥∥
1
2
Mm
,
∥∥∥∥∥∥
1∫
0
n∑
k=1
gk(t)gk(t)
∗ dµ(t)
1− t
∥∥∥∥∥∥
1
2
Mm

 ≤ 1 .
Let a, b be positive, invertible norm one elements in Sm4 . On the Hilbert space H = ℓ
n
2 (S
m
2 ) with
scalar product
((xk), (yk)) =
n∑
k=1
tr(x∗kyk)
we define A(xk) = (xka
4) and B(xk) = (b
4xk). Clearly, these operators commute and we deduce
from (3.1) that
n∑
k=1
‖bxka‖22 =
n∑
k=1
tr(a∗x∗kb
∗bxka) =
n∑
k=1
tr(a2x∗kb
2xk) = ((AB)
1
2 (xk), (xk))
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≤
1∫
0
(A(fk(t)), (fk))
dµ(t)
t
+
1∫
0
(B(gk(t)), (gk))
dµ(t)
1 − t
=
1∫
0
n∑
k=1
tr(a4f∗k (t)fk(t))
dµ(t)
t
+
1∫
0
n∑
k=1
tr(gk(t)
∗b4gk(t))
dµ(t)
1− t
= tr
(
a4
1∫
0
n∑
k=1
f∗k (t)fk(t)
dµ(t)
t
)
+ tr
(
b4
1∫
0
n∑
k=1
gk(t)gk(t)
∗ dµ(t)
1− t
)
≤ ∥∥a4∥∥
1
∥∥∥∥∥∥
1∫
0
n∑
k=1
f∗k (t)fk(t))
dµ(t)
t
∥∥∥∥∥∥
Mm
+
∥∥b4∥∥
∥∥∥∥∥∥
1∫
0
n∑
k=1
gk(t)gk(t)
∗)
dµ(t)
1 − t
∥∥∥∥∥∥
Mm
≤ 2 .
According to Lemma 3.4, we deduce
‖id : Fn → OHn‖cb ≤
√
2 .
Lemma 3.6. The natural inclusion map id : F ∗n → OHn has cb-norm less than
√
2.
Proof: We have to consider a norm one element z ∈ Mm(F ∗n) = CB(Fn,Mm). Let us denote
by uz : Fn →Mm be the corresponding complete contraction. Then we obtain coefficients zk =
uz(fk) ∈ Mm of z with respect to the natural dual basis f∗1 , ...f∗n ∈ F ∗n satisfying f∗k (fj) = δkj.
According to Wittstock’s theorem there exists a completely contraction v : Gn →Mm. Since Gn
is a quotient space vQ : Lc2(ν1, ℓ
n
2 )⊕1 Lr2(ν2, ℓn2 )→Mm is a complete contraction. Thus there are
x ∈Mm(Lr2(ν1, ℓn2 )) and y ∈Mm(Lc2(ν2, ℓn2 )) of norm less than 1 such that
vQ(h1, h2) =
1∫
0
n∑
k=1
xk(t)h
1
k(t)
dµ(t)
t
+
1∫
0
n∑
k=1
yk(t)h
2
k(t)
dµ(t)
1− t
for all h1 ∈ L2(ν1, ℓn2 ), h2 ∈ L2(ν2, ℓn2 ). Again, we can use the fact that v vanishes on kerQ and
get
xk(t)
t
=
yk(t)
1− t µ a.e.
for all k = 1, ..., n. In order to identify our original map uz, we compute
zk = uz(xk) = vQ(ek
√
t, ek(1−
√
t)) =
1∫
0
√
txk(t)
dµ(t)
t
+
1∫
0
(1−√t)yk(t) dµ(t)
1− t
=
1∫
0
xk(t)
dµ(t)
t
.
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Now, let us consider invertible positive elements a, b ∈ Sm4 . As above, we define A(zk)nk=1 =
(zka
4)nk=1 and B(zk)
n
k=1 = (b
4zk)
n
k=1 and x˜k(t) = b
2xk(t)a
−2. Then, we get
B
1
2 ((zk)
n
k=1) = (b
2zk)
n
k=1 =
1∫
0
(b2xk(t))
n
k=1
dµ(t)
t
=
1∫
0
(b2zk(t)a
−2)nk=1a
2 dµ(t)
t
=
1∫
0
A
1
2 ((x˜k(t))
n
k=1)
dµ(t)
t
.
On the other hand for x˜ = (x˜k)
n
k=1, we deduce
1∫
0
(Ax˜(t), x˜(t))
dµ(t)
t
=
1∫
0
(x˜(t)), Ax˜(t))
dµ(t)
t
=
1∫
0
n∑
k=1
tr(x˜∗k(t)x˜k(t)a
4)
dµ(t)
t
=
1∫
0
n∑
k=1
tr(a−2x∗k(t)b
2b2xk(t)a
−2a4)
dµ(t)
t
= tr
(
b4
1∫
0
n∑
k=1
xk(t)x
∗
k(t)
dµ(t)
t
)
≤ ∥∥b4∥∥
1
∥∥∥∥∥∥
1∫
0
n∑
k=1
xk(t)x
∗
k(t)
dµ(t)
t
∥∥∥∥∥∥
Mm
≤ ‖x‖2Mm(Lr2(ν1,ℓn2 )) ≤ 1 .
Similarly, we define y˜k(t) = b
−2yk(t)a2, y˜(t) = (y˜k(t))nk=1 and get
A((x˜k(t))
n
k=1)
t
=
(b2xk(t)a
2)nk=1
t
=
(b2yk(t)a
2)nk=1
1− t =
B((y˜k(t))
n
k=1)
1− t µ-a.e. .
As above we deduce
1∫
0
(By˜(t), (y˜(t))
dµ(t)
1 − t =
1∫
0
(y˜(t)), By˜(t))
dµ(t)
1 − t =
1∫
0
n∑
k=1
tr(y˜∗k(t)b
4y˜k(t))
dµ(t)
1 − t
=
1∫
0
n∑
k=1
tr(a2y∗k(t)b
−2b4b−2yk(t)a2)
dµ(t)
1− t
= tr
(
a4
1∫
0
n∑
k=1
y∗k(t)yk(t)
dµ(t)
1− t
)
≤ ∥∥a4∥∥
1
∥∥∥∥∥∥
1∫
0
n∑
k=1
y∗k(t)yk(t)
dµ(t)
1− t
∥∥∥∥∥∥
Mm
≤ ‖y‖2Mm(Lc2(ν1,ℓn2 )) ≤ 1 .
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Therefore Lemma 3.3 implies
n∑
k=1
‖bzka‖22 =
∥∥∥(√AB(xk))∥∥∥2
2
≤
1∫
0
(Ax˜(t), x˜(t))
dµ(t)
t
+
1∫
0
(By˜(t), y˜(t))
dµ(t)
1− t ≤ 2 .
Since, a, b is arbitrary, we deduce from Lemma 3.4 that∥∥∥∥∥
n∑
k=1
zk ⊗ z¯k
∥∥∥∥∥
1
2
≤
√
2
∥∥∥∥∥
n∑
k=1
zk ⊗ f∗k
∥∥∥∥∥
Mm(F ∗n)
.
This completes the proof.
Corollary 3.7. Fn is 2 completely isomorphic to OHn.
Proof: Since OHn is selfdual, see [Ps4], it suffices to observe that by Lemma 3.1 and Lemma
3.3
‖id : Fn → OHn‖cb ‖id : OHn → Fn‖cb = ‖id : Fn → OHn‖cb ‖id : F ∗n → OHn‖cb ≤ 2 .
Remark 3.8. A similar result holds in the context of Lp spaces. Let us recall the operator spaces
Hcp = [Hc,Hr] 1
p
and Hrp = [Hr,Hc] 1
p
. Let 2 ≤ p ≤ ∞ and p′ ≤ q ≤ p and 1
r
+ 12p = 1. We
consider the quotient space Gn = L
cp
2 (ν1; ℓ
n
2 ) ⊕q Lrp2 (ν2; ℓn2 )/kerQ and F pn = Q−1({constants})
the subspaces corresponding to constant functions. Using∥∥∥∥∥
n∑
k=1
ak ⊗ ek
∥∥∥∥∥
Smp [OHn]
= sup
‖a‖2r≤1,‖b‖2r≤1
(
n∑
k=1
‖bxka‖22
)1
2
we deduce as in in Lemma 3.5 and in Lemma 3.6 that
‖id : F pn → OHn‖cb ≤ 2
1
2
− 1
p , ‖id : (F pn)∗ → OHn‖cb ≤ 2
1
2
− 1
p .
This yields
dcb(F
p
n , OHn) ≤ 21−
2
p .
This is a concrete embedding of OH as a subspace of a quotient of Sp = Lp(B(ℓ2), tr) (with
q = p) and of Sp′ (with q = p
′ and using Hcp = Hrp′ ). For less concrete realizations of such
embedings we refer to [Ps6].
Remark 3.9. A slight modification of this approach yields the space Cp = [C,R] 1
p
. Indeed, let
α = 1− 1
p
. Using u = t−1 − 1, we have
1∫
0
1
(1− t) + tB
dt
tα(1− t)1−α =
∞∫
0
1
u+B
du
u1−α
=
c(α)
B1−α
.
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Following [PW], we find for arbitrary commuting operators A, B that
(x,A1−αBαx) = inf
x=f(t)+g(t)
1∫
0
(f(t), Af(t))
t
dt
c(α)tα(1− t)1−α +
1∫
0
(g(t), Bg(t))
1− t
dt
c(α)tα(1− t)1−α .
Similar as in Lemma 3.5, it then easily follows that the space Eα of constants in the natural
quotient of Lc2(t
−1µα) ⊕1 Lr2((1 − t)−1µα) satisfies
∥∥∥id : Eα → [C,R] 1
p
∥∥∥
cb
≤ √2. The analogue
Lemma 3.6 is slightly more involved. The dual Pusz/Woronowicz formula has to be used for
A(xk) = (a
γ1
0 xkb
β1
0 ) and B(xk) = (a
γ2
0 xkb
β2
0 ). The appropriate powers γ1, γ2 and β1, β2 are
obtained by solving solving linear equations. We leave the details to the interested reader.
Assuming Theorem 2, we can now obtain an embedding of OH.
Theorem 3.10. OH embeds into the predual of a von Neumann algebra with QWEP.
Proof: Since
⋃
nOHn is dense in OH, we deduce that the subspace
F ⊂ Lc2(ν1; ℓ2)⊕1 Lr2(ν2; ℓ2)/kerQ = G
of all equivalence classes (f, g) + kerQ such that Q(f, g) is µ-almost everywhere constant is
cb-isomorphic to OH. Theorem 2 implies the assertion.
Remark 3.11. We refer to [J4] for an embedding in the predual of the hyperfinite III1 factor.
Corollary 3.12. There exists a constant C > 0 such that for all n ∈ IN, there is an injective
linear map u : OHn → Sm1 such that
‖u‖cb
∥∥u−1 : u(OHn)→ OHn∥∥cb ≤ C .
Proof: This is an immediate consequence of the strong principle of local reflexivity in [EJR] and
the fact that N is QWEP.
4. The projection constant of the operator space OHn
In this section, we will provide the prove of Theorem 4 modulo the probabilistic result Propo-
sition 4.6 (see section 7 for the proof). The main tool used in this section is the trace duality
relation between 1-summing norms and maps factorizing though B(H). Let us recall that for a
linear map v : F → E this factorization norm is defined as
Γ∞(v) = inf ‖α‖cb ‖β‖cb ,
where the infimum is taken over all ιEv = αβ, β : F → B(H) and α : B(H) → E∗∗. Here
ιE : E → E∗∗ is the natural inclusion map. For finite rank maps v : F → E, we also define
γ∞(v) = inf ‖α‖cb ‖β‖cb ,
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where the infimum is taken over all m ∈ IN, β : F → Mm and α : Mm → E such that v = αβ.
The γ∞ norm is related to the 1-summing norm via trace duality.
Lemma 4.1. Let u : E → F , then
πo1(u) = sup{tr(vu) | γ∞(v) ≤ 1} .
Proof: Indeed, we have
πo1(u) = sup
{
|〈id⊗ u(x), y〉| | ‖x‖Sm1 ⊗minE ≤ 1 , ‖y‖Mm(F ∗) ≤ 1
}
= sup
{|tr(T ∗y uTx)| | ‖Ty :M∗m → F ∗‖cb ≤ 1 , ‖Tx :Mm → E‖cb ≤ 1}
= sup {|tr(vu)| | γ∞(v) ≤ 1} .
The following results from [EJR] turns out to be quite useful in our context.
Lemma 4.2 (EJR). Let E and F be finite dimensional operator spaces and v : F → E, then
γ∞(v) = Γ∞(v) .
For subspaces of L1 the one summing norm is closely related to operator spaces projective
norm and this connection is useful for concrete estimates. For a finite dimensional operator space
we define
dSL1(E) = inf
w:E→E1⊂Sm1
‖w‖cb
∥∥w−1∥∥
cb
,
We extend this to infinite dimensional spaces by
dSL1(Y ) = sup
E⊂Y
dSL1(E) ,
where the supremum is taken over all finite dimensional subspaces. The following fact follows
immediately from the definition.
Lemma 4.3. Let x ∈ X ⊗ Y and ε > 0, then then there exist finite dimensional spaces E ⊂ X
and F ⊂ Y such that
‖x‖
E
∧⊗F
≤ (1 + ε) ‖x‖
X
∧⊗Y
.
Lemma 4.4. Let X and Y be operator spaces, E ⊂ X and F ⊂ Y be finite dimensional subspaces.
Let x ∈ E ⊗ F be a tensor with associated linear map Tx : E∗ → Y , then
πo1(Tx) ≤ dSL1(Y ) ‖x‖
X
∧⊗Y
.
Proof: Let w : F → F1 ⊂ Sn1 be a linear map and w−1 : F1 → E be completely contractive
inverse. Let β : F → Mm and α : Mm → E∗ be complete contractions. By Wittstock’s
extension theorem, there is a complete contraction βˆ : Sn1 →Mm such that βˆ|F1 = βw−1. Then
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αβˆ corresponds to an element z ∈ E∗ ⊗min Mn of norm less than one. The injectivity of the
projective tensor product on Sn1 yields
|tr(Txαβ)| = |tr(αβTx)| = |tr(αβˆwTx)| = |〈z, id ⊗w(x)〉|
≤ ‖z‖E∗⊗minMn ‖idE ⊗ w(x)‖E∧⊗Sm1
= ‖z‖E∗⊗minMn ‖idX ⊗ w(x)‖X∧⊗Sn1
≤ ‖w‖cb ‖x‖
X
∧⊗F
.
Taking the infimum over all w, we may replace ‖w‖cb by dSL1(F ). Since F ⊂ Y is arbitrary, we
deduce the assertion from Lemma 4.3.
We have a partial converse to this observation using the tools from [EJR, J2].
Lemma 4.5. Let M and N be von Neumann algebras such that N is QWEP. Let X and Y be
operator spaces and w : Y →M∗ be a complete contraction. Let E be a finite dimension subspace
of X and x ∈ E ⊗ Y with associated linear map Tx : E∗ → Y and u : E → N∗ be a complete
contraction, then
πo1(Tx : E
∗ → Y ) ≥ ‖u⊗ w(x)‖
N∗
∧⊗M∗
.
Proof: We will follow the ultraproduct approach from [J2]. Let N ⊂ B(H) be an embedding
and E∗ : N∗ → B(H)∗ be a complete contraction such E∗(φ)(x) = φ(x) for every functional
φ ∈ N∗ and x ∈ N . Using the strong principle of local reflexivity we can find for every subset
E1 ⊂ N∗ and F∞ ⊂ N a map vE1,F∞ : E1 → S1 such that ‖vE1,F∞‖cb ≤ 1 + (dim(E))−1 and
vE1,F∞(φ)(x) = φ(x)
for all φ ∈ E1 and x ∈ F∞. Let U be an ultrafilter refining the natural filtration by inclusion.
Then, we define v : N∗ →
∏
U S1 and v(x) = (vE1,F∞(x))(E,F ) whenever x ∈ E1 and obtain a
complete contraction. Let π : M⊗¯N → ∏M ⊗ B(ℓ2) be the diagonal embedding. Let φ ∈ N∗
and ψ ∈M∗. Let x ∈ N⊗¯M and Tx :M∗ → N be the associated linear map, then we have
〈id⊗ v(ψ ⊗ φ), π(x)〉 = lim
E1,F∞
〈ψ ⊗ vE1,F∞(φ), x〉
= lim
φ∈E1,Tx(φ)∈F∞
vE1,F∞(φ)(Tx(ψ)) = φ(Tx(ψ))
= 〈ψ ⊗ φ, x〉 .
Hence, π∗(idM∗⊗v) coincides with the natural embedding ofM∗
∧⊗ N∗ = (M⊗¯N)∗ into its bidual
(M⊗¯N)∗. Therefore id⊗ v : N∗
∧⊗ M∗ →
∏
S1
∧⊗M∗ is (completely) isometric. Let us consider
the finite dimensional subspace E1 = u(F ). Given ε > 0, we can find an index (E
′
1, F∞) with
E1 ⊂ E′1 and a map v = vE′1,F∞ such that
‖u⊗ w(x)‖
N∗
∧⊗M∗
≤ (1 + ε) ‖vu⊗ w(x)‖
S1
∧⊗M∗
.
Hence, we can find a norm one element y ∈ B(ℓ2)⊗¯M such that
(1 + ε)|〈y, vu ⊗ w(x)〉| ≥ ‖vu⊗ w(x)‖
S1
∧⊗M∗
.
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However, by [ER2], we can associate to y a linear complete contraction Ty : M∗ → B(ℓ2) such
that Ty(φ)(a) = 〈y, φ⊗ a〉. By testing with rank one tensors is easy to see that
〈y, vu ⊗ w(x)〉 = tr((vu)∗TywTx) .
Thus with Lemma 4.2 we conclude that
|〈y, vu⊗ w(x)〉| = |tr((vu)∗TywTx)| ≤ γ∞((vu)∗Tyw|Im(Tx))πo1(Tx)
≤ Γ∞((vu)∗Tyw)πo1(Tx) ≤ ‖v‖cb ‖u‖cb ‖Ty‖cb ‖w‖cb πo1(Tx) .
Since u, w and Ty are complete contractions and ε > 0 is arbitrary, we deduce the assertion.
Using free probability we will be provide an embedding theorem for G = Lc2(ν1; ℓ2) ⊕1
Lr2(ν2; ℓ2)/kerQ into the predual of von Neumann algebra (see section 7).
Proposition 4.6. There exists a von Neumann algebra N with QWEP and a von Neumann
algebra M and contractions u : G→ N∗ and w : G→M∗ such that for all x ∈ G⊗G
‖u⊗ w(x)‖
N∗
∧⊗M∗
≥ 1
9
‖x‖
G
∧⊗G
for all x ∈ G⊗G. Moreover, ∥∥u−1 : u(G)→ G∥∥
cb
≤ 3.
Corollary 4.7. Let E ⊂ G and F ⊂ G be finite dimensional subspaces and x ∈ E ⊗ F , then
1
9
‖x‖
G
∧⊗G
≤ πo1(Tx : E∗ → G) ≤ 3 ‖x‖
G
∧⊗G
Proof: Since G is 3-cb isomorphic to a subspace of N∗ and N is QWEP, the strong principle of
local reflexivity in [EJR] implies dSL1(G) ≤ 3 and thus by Lemma 4.4
πo1(Tx : E
∗ → G) ≤ 3 ‖x‖
G
∧⊗G
.
Conversely, Lemma 4.5 applies due to Proposition 4.6 and hence
‖x‖
G
∧⊗G
≤ 9 ‖u⊗ w(x)‖
N∗
∧⊗M∗
≤ 9 πo1(Tx : E∗ → F ) .
The proof is complete.
We are now well-prepared for the proof of Theorem 4.
Proof of Theorem 4: Let Fn → G be the subspace constructed in section 3 and u : OHn →
OHn be a linear map with matrix (aij), then we deduce from Lemma 3.5 and Lemma 3.6 that
πo1(u : OHn → OHn) = πo1(u : OH∗n → OHn) ≤ 2 πo1(u : F ∗n → Fn)
≤ 6
∥∥∥∥∥∥
n∑
i,j=1
aijfi ⊗ fj
∥∥∥∥∥∥
G
∧⊗G
.
Conversely,∥∥∥∥∥∥
n∑
i,j=1
aijfi ⊗ fj
∥∥∥∥∥∥
G
∧⊗G
≤ 9 πo1(u : F ∗n → Fn) ≤ 18 πo1(u : OHn → OHn) .
The assertion is proved.
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The following norm calculations in Gn
∧⊗ Gn will be postponed to the next section.
Proposition 4.8. Let [aij ] be a n× n matrix. Then∥∥∥∥∥∥
n∑
i,j=1
aijfi ⊗ fj
∥∥∥∥∥∥
Gn
∧⊗Gn
≤ 16 √1 + lnn

 n∑
i,j=1
|aij |2


1
2
.
Moreover ∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
Gn
∧⊗Gn
≥ (8π)−1
√
n(1 + lnn) .
As an application, we derive an independent proof of (0.5).
Corollary 4.9. Let u : B(H)→ OH be a completely bounded map or rank at most n, then(
n∑
k=1
‖u(xk)‖22
) 1
2
≤ 96 √1 + lnn ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
.
Proof: We may assume that u(x1), ..., u(xn) are contained in an n-dimensional subspace K ⊂
OH. Since OH is homogeneous, it suffices to consider Pu, where P is the orthogonal projection
on K. Choosing an orthonormal basis, we may as well assume K = OHn and u : B(H)→ OHn.
We define w : OHn → B(H) by w(ek) = xk. Therefore, we deduce from Lemma 4.2 and (1.4)
that v = uw : OHn → OHn satisfies
γ∞(v) = Γ∞(uw) ≤ ‖u‖cb ‖w‖cb = ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
.
Then we find (aij) ∈ ℓn22 of norm one such that(
n∑
k=1
‖u(xk)‖22
)1
2
=
∑
k,l
akl(el, uw(ek)) = tr(auw) .
Hence, we get(
n∑
k=1
‖u(xk)‖2
)1
2
= |tr(av)| ≤ πo1(a)γ∞(v)
≤ 6 16 √1 + lnn ‖a‖2 ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
≤ 96 √1 + lnn ‖u‖cb
∥∥∥∥∥
n∑
k=1
xk ⊗ x¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
.
Now, we apply a typical trace duality argument.
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Corollary 4.10. Let n ∈ IN. Then
γ∞(idOHn) ≤ 144π
√
n
1 + lnn
.
Proof: Let n ≥ 4. According to Lemma 4.1, Theorem 4. and Proposition 4.8, we can find
v : OHn → OHn such that γ∞(v) ≤ 1 and
(8π)−1
√
n(1 + lnn) ≤
∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
G
∧⊗G
≤ 18 πo1(id) = 18 |tr(v)| .
Let Un be the unitary group in C
n with normalized Haar measure σ. Then, we consider
w =
∫
Un
u∗vudσn(u) =
tr(v)
n
id .
By homogeneity, we deduce
|tr(v)|
n
γ∞(id) = γ∞(w) ≤
∫
Un
γ∞(u∗vu)dσn(u) ≤ γ∞(v) ≤ 1 .
Therefore, we obtain the assertion
γ∞(id) = n|tr(v)|−1γ∞(w) ≤ n 8π√
n(1 + lnn)
18 = 144π
√
n
1 + lnn
.
Corollary 4.11. Let OHn ⊂ B(ℓ2), then there exists a projection P : B(ℓ2)→ OHn such that
‖P‖cb ≤ 144π
√
n
1 + lnn
.
Proof: It suffices to assume n ≥ 4. Write idOHn = vw, with w : OHn → B(H) and v : B(H)→
OHn, and
‖v‖cb ‖w‖cb ≤ 144π
√
n
1 + lnn
.
According to Wittstock’s extension theorem, we can find a lifting wˆ : B(ℓ2) → B(H) with the
same cb-norm as w. Then P = vwˆ is the corresponding projection.
Corollary 4.12. The order
√
(1 + lnn) is best possible in (0.4)
Proof: Let ι : OHn → B(ℓ2) be a completely isometric embedding and xk = ι(ek). According
to Corollary 4.11, we can find a projection P : B(ℓ2)→ OHn of cb-norm
‖P‖cb ≤ C
√
n
1 + lnn
,
where C = 96. We define
cn = sup


(
n∑
k=1
‖u(yk)‖22
) 1
2
∣∣∣∣∣ ‖u‖cb ≤ 1 ,
∥∥∥∥∥
n∑
k=1
yk ⊗ y¯k
∥∥∥∥∥
1
2
B(H)⊗minB¯(H)
≤ 1

 .
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Let us consider the complete contraction u = P‖P‖cb . Since ι is a contraction, we deduce from
(1.4) that
√
n =
(
n∑
k=1
‖ek‖22
) 1
2
=
(
n∑
k=1
‖Pι(ek)‖22
) 1
2
= ‖P‖cb
(
n∑
k=1
‖u(xk)‖22
) 1
2
≤ C
√
n
1 + lnn
cn .
Thus, we have
√
1 + lnn ≤ Ccn and the assertion is proved.
5. Norm calculations in a quotient space
We will now provide the norm calculations in Gn
∧⊗ Gn used in the previous section.
Lemma 5.1. Gn
∧⊗ Gn is isometrically isomorphic the to quotient space of
L2(ν1 ⊗ ν1, ℓn22 )⊕1 L2(ν1, ℓn2 )⊗π L2(ν2, ℓn2 )⊕1 L2(ν2, ℓn2 )⊗π L2(ν1, ℓn2 )⊕1 L2(ν2 ⊗ ν2, ℓn
2
2 )
with respect to
S = {(f, g, h, k) | f(t, s) + g(t, s) + h(t, s) + k(t, s) = 0 µ⊗ µ a.e.} .
Proof: By the properties of the projective operator space tensor product, we have
Gn
∧⊗ Gn = (Lc2(ν1; ℓn2 )⊕1 Lr2(ν1; ℓn2 ))
∧⊗ (Lc2(ν1; ℓn2 )⊕1 Lr2(ν1; ℓn2 ))/ker(Q⊗Q) .
We note that Hc
∧⊗ Kc = H ⊗2 K = Hr
∧⊗ Kr and Hc ∧⊗ Kr = H ⊗π K = Hr
∧⊗ Kc.
Therefore the properties of ⊕1 and
∧⊗ imply that
(Lc2(ν1; ℓ
n
2 )⊕1 Lr2(ν1; ℓn2 ))
∧⊗ (Lc2(ν1; ℓn2 )⊕1 Lr2(ν1; ℓn2 ))
= (Lc2(ν1; ℓ
n
2 )
∧⊗ Lc2(ν1; ℓn2 ))⊕1 (Lc2(ν1; ℓn2 )
∧⊗ Lr2(ν2; ℓn2 ))
⊕1(Lr2(ν2; ℓn2 )
∧⊗ Lc2(ν1; ℓn2 ))⊕1 (Lr2(ν2; ℓn2 )
∧⊗ Lr2(ν2; ℓn2 ))
= L2(ν1 ⊗ ν1; ℓn22 )⊕1 (L2(ν1; ℓn2 )⊗π L2(ν2; ℓn2 ))
⊕1(L2(ν2; ℓn2 )⊗π L2(ν1; ℓn2 ))⊕1 Lr2(ν2 ⊗ ν2; ℓn
2
2 ) .
Using (1.1), we observe that all the four components can be represented by µ ⊗ µ measurable
functions. Applying Q⊗Q yields the assertion.
Corollary 5.2. Let a = [aij ] be a n× n-matrix, then∥∥∥∥∥∥
n∑
i,j=1
aijfi ⊗ fj
∥∥∥∥∥∥
Gn
∧⊗Gn
≥ |tr(a)|√
n
sup
∣∣∣∣
∫
f(t, s)
dµ(t)
t
dµ(s)
s
∣∣∣∣ ,
where the supremum is taken over all measurable functions (f, g, h, k) such that
f(t, s)
ts
=
g(t, s)
(1− t)(1− s) =
h(t, s)
t(1− s) =
k(t, s)
(1− t)s µ⊗ µ a.e.
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and
max{‖f‖L2(ν1⊗ν1), ‖g‖L2(ν2⊗ν2)} ≤ 1 ,(5.1)
max{‖h‖L2(ν1)⊗εL2(ν2) , ‖k‖L2(ν2)⊗εL2(ν1)} ≤
√
n .(5.2)
Proof: Let (f, g, h, k) be given as above. Consider a decomposition of a in matrix valued func-
tions a = a1(t) + a2(t) + a3(t) + a4(t) such that∥∥a1∥∥
L2(ν1⊗ν1;ℓn22 )
+
∥∥a2∥∥
L2(ν2⊗ν2;ℓn22 )
+
∥∥a3∥∥
L2(ν1;ℓn2 )⊗piL2(ν2;ℓn2 ) +
∥∥a4∥∥
L2(ν2;ℓn2 )⊗piL2(ν1;ℓn2 ) ≤ (1 + ε)
∥∥∥∥∥∥
n∑
i,j=1
aijfi ⊗ fj
∥∥∥∥∥∥
G
∧⊗G
Then the Cauchy Schwartz inequality implies∣∣∣∣∣
∫ n∑
i=1
a1ii(t, s)f(t, s)
dµ(t)
t
dµ(s)
s
∣∣∣∣∣
≤
(∫ n∑
i=1
|a1ii(t, s)|2
dµ(t)
t
dµ(s)
s
) 1
2
(∫ n∑
i=1
|f(t, s)|2dµ(t)
t
dµ(s)
s
) 1
2
≤ ∥∥a1∥∥
L2(ν1⊗ν1;ℓn22 )
√
n ‖f‖
L2(ν1⊗ν1;ℓn22 )
≤ √n ∥∥a1∥∥
2
.
Similarly, ∣∣∣∣∣
∫ n∑
i=1
a2ii(t, s)g(t, s)
dµ(t)
1 − t
dµ(s)
1− s
∣∣∣∣∣ ≤ √n ∥∥a2∥∥ .
For every operator h : L2 → L2, we recall
∥∥h⊗ idℓn2 ∥∥ = ‖h‖. Hence, we deduce from trace duality
and (5.2)∣∣∣∣∣
∫ n∑
i=1
a3ii(t, s)h(t, s)
dµ(t)
t
dµ(s)
1− s
∣∣∣∣∣ ≤
∥∥h⊗ idℓn2 ∥∥L2(ν1;ℓn2 )⊗εL2(ν2;ℓn2 )
∥∥a3∥∥
L2(ν1;ℓn2 )⊗piL2(ν2;ℓn2 )
≤ ‖h‖L2(ν1)⊗εL2(ν1) ‖a3‖ ≤
√
n
∥∥a3∥∥ .
Similarly, ∣∣∣∣∣
∫ n∑
i=1
a4ii(t, s)k(t, s)
dµ(t)
1 − t
dµ(s)
s
∣∣∣∣∣ ≤ ‖k‖
∥∥a4∥∥ ≤ √n ∥∥a4∥∥ .
Therefore, we get∣∣∣∣∣
∫ n∑
i=1
aiif(t, s)
dµ(t)
t
dµ(s)
s
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ n∑
i=1
a1iif(t, s)
dµ(t)
t
dµ(s)
s
∣∣∣∣∣+
∣∣∣∣∣
∫ n∑
i=1
a2iig(t, s)
dµ(t)
1 − t
dµ(s)
1− s
∣∣∣∣∣
+
∣∣∣∣∣
∫ n∑
i=1
a3iih(t, s)
dµ(t)
t
dµ(s)
1− s
∣∣∣∣∣+
∣∣∣∣∣
∫ n∑
i=1
a4iig(t, s)
dµ(t)
1 − t
dµ(s)
s
∣∣∣∣∣
≤ √n(1 + ε)
∥∥∥∥∥∥
n∑
i,j=1
aijfi ⊗ fj
∥∥∥∥∥∥
G
∧⊗G
.
The assertion follows by letting ε→ 0.
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Given a measure ν and positive measurable densities g, h, we denote by
L2(gν) +p L2(hν) = L2(gν)⊕p L2(hν)/kerQ
where Q(f1, f2) = f1+ f2. Given a measurable function k, we define the norm of k in L2(gν) +p
L2(hν) as the norm of the equivalence class (k, 0) + kerQ. For p = 2, this is a again a Hilbert
space and we can find an explicit formula.
Lemma 5.3. Let ν be a measure and g, h strictly positive measurable functions. For a measurable
function k the norm of in L2(gν) +2 L2(hν) is given by
‖k‖L2(gν)+2L2(hν) =
(∫ |k|2
(g−1 + h−1)
dν
) 1
2
.
Proof: By the Hahn-Banach theorem (see the proof of Lemma 3.3), we have
‖k‖L2(gν)+L2(hν) = sup |
∫
kf1gdν|
where the supremum is taken over (f1, f2) with
f1g = f2h and
∫
|f1|2gν +
∫
|f2|2hdν ≤ 1 .
We introduce v = f1g and find f1 = g
−1v, f2 = h−2v and thus
‖k‖L2(gν)+L2(hν) = sup∫ |v|2g−1dν+∫ |v|2h−1dν≤1
∣∣∣∣
∫
kvdν
∣∣∣∣
= sup∫ |w|2dν≤1
∣∣∣∣∣
∫
k
w
(g−1 + h−1)
1
2
dν
∣∣∣∣∣ =
(∫
k2
g−1 + h−1
dν
) 1
2
.
The last equality is the equality case in Ho¨lder’s inequality.
Corollary 5.4. Let 0 < δ < 12 , then∥∥∥1[δ, 1
2
] ⊗ 1[ 1
2
,1−δ]
∥∥∥
L2(ν1⊗ν1)+1L2(ν2⊗ν2)
≤ 4
√
2π−1(− ln δ) 12(5.3) ∥∥∥1[ 1
2
,1−δ] ⊗ 1[δ, 1
2
]
∥∥∥
L2(ν1⊗ν1)+1L2(ν2⊗ν2)
≤ 4
√
2π−1(− ln δ) 12(5.4) ∥∥∥1[0, 1
2
] ⊗ 1[0, 1
2
]
∥∥∥
L2(ν1⊗ν1)+1L2(ν2⊗ν2)
≤ 2
√
2(5.5) ∥∥∥1[ 1
2
,1] ⊗ 1[ 1
2
,1]
∥∥∥
L2(ν1⊗ν1)+1L2(ν2⊗ν2)
≤ 2
√
2 .(5.6)
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Proof: Recall that dν1(t) =
1
t
dµ(t) and dν2(t) =
1
1−tdµ(t) and dµ(t) =
dt
π
√
t
√
1−t . Applying
Lemma 5.3, we get∥∥∥1[δ, 1
2
] ⊗ 1[ 1
2
,1−δ]
∥∥∥
L2(ν1⊗ν1)+1L2(ν2⊗ν2)
≤
√
2


1
2∫
δ
1−δ∫
1
2
1
ts+ (1− t)(1− s)dµ(t)dµ(s)


1
2
=
√
2


1
2∫
δ
1
2∫
δ
1
t(1− s) + (1− t)sdµ(t)dµ(s)


1
2
≤ 2


1
2∫
δ
1
2∫
δ
min(
1
t
,
1
s
)dµ(t)dµ(s)


1
2
≤ 2

 4
π2
1
2∫
δ
t∫
δ
ds√
s
dt
t
√
t


1
2
≤ 2

 8
π2
1
2∫
δ
√
t
dt
t
√
t


1
2
≤ 4
√
2π−1(− ln δ) 12 .
By symmetry, we deduce (5.2). Equation (5.3) and (5.4) follow from
1
2∫
0
1
2∫
0
1
ts+ (1− t)(1− s)dµ(t)dµ(s) ≤ 4
1∫
0
1∫
0
dµ(t)dµ(s) = 4 .
The next estimate yields the upper estimate in the logarithmic ‘little Grothendieck inequality’.
Lemma 5.5. Let a be a n× n matrix, then∥∥∥∥∥∥
n∑
ij=1
aijfi ⊗ fj
∥∥∥∥∥∥
Gn
∧⊗Gn
≤ 16
√
1 + lnn ‖a‖2 .
Proof: Given a ∈ ℓn22 and 0 < δ < 12 , we decompose
a = a1(t, s) + a2(t, s) ,
where
a1(t, s) = a⊗
(
1[0, 1
2
](t)1[0, 1
2
](s) + 1[δ, 1
2
](t)1[ 1
2
,1−δ](s)
+1[ 1
2
,1−δ](t)1[δ, 1
2
](s) + 1[ 1
2
,1](t)1[ 1
2
,1](s)
)
and
a2(t, s) = a⊗ 1− a1(t, s) .
According to Corollary 5.4, we get∥∥a1∥∥
L2(ν1⊗ν1;ℓn22 )+1L2(ν2⊗ν2;ℓn
2
2 )
≤ (4
√
2 + 8
√
2π−1(− ln δ) 12 ) ‖a‖2 .
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In order to estimate a2, we note that
‖1[0,δ] ⊗ 1[ 1
2
,1]‖L2(ν2)⊗piL2(ν1) = ‖1[0,δ]‖L2(ν2)‖1[ 1
2
,1]‖L2(ν1) ≤
2
5
4 δ
1
4√
π
2
1
2 .
Similarly, we get
max{‖1[δ, 1
2
] ⊗ 1[1−δ,1]‖L2(ν2)⊗piL2(ν1), ‖1[ 1
2
,1] ⊗ 1[0,δ]‖L2(ν1)⊗piL2(ν2),
‖1[1−δ,1] ⊗ 1[δ, 1
2
]‖L2(ν1)⊗piL2(ν2)} ≤
2 2
3
4√
π
δ
1
4 .
Using L2(ℓ
n
2 )⊗π L2(ℓn2 ) = (Lc2
∧⊗ Lr2)
∧⊗ ((ℓn2 )c
∧⊗ (ℓn2 )r), we get
‖a2‖L2(ν1;ℓn2 )⊗piL2(ν2;ℓn2 )+L2(ν2;ℓn2 )⊗piL2(ν1;ℓn2 ) ≤
8 2
3
4√
π
δ
1
4 ‖a‖1 ≤
8 2
3
4√
π
δ
1
4
√
n ‖a‖2 .
We can choose δ = 1
e2n2
and deduce the assertion.
Although this decomposition seems to be of technical nature, it turns out to be essentially
optimal for the identity matrix.
Lemma 5.6. ∥∥∥∥∥
n∑
i=1
fi ⊗ fi
∥∥∥∥∥
Gn
∧⊗Gn
≥ 1
8π
√
n(1 + lnn)
holds for all n ∈ IN.
Proof: Let δ > 0 to be determined later. We consider the interval I = [δ, 12 ]× [12 , 1− δ] and the
function
v(t, s) =
1
ts+ (1− t)(1− s) 1I .
We are looking for functions (f, g, h, k) as in Corollary 5.2. We define f(t, s) = tsv(t, s) and
g(t, s) = (1− t)(1− s)v(t, s) and observe∫
I
f(t, s)2
dµ(t)
t
dµ(s)
s
+
∫
I
g(t, s)2
dµ(t)
1− t
dµ(s)
1− s =
∫
I
v(t, s)2[ts+ (1− t)(1 − s)]dµ(t)dµ(s)
=
∫
I
1
ts+ (1− t)(1− s)dµ(t)dµ(s)
≤ 4π−2
1
2∫
δ
1−δ∫
1
2
min(t−1, (1 − s)−1) dt√
t
ds√
1− s
≤ 4π−2
1
2∫
δ
1
2∫
δ
min(t−1, s−1)
dt√
t
ds√
s
= 8π−2
1
2∫
δ
t∫
δ
ds√
s
dt
t
√
t
≤ 16π−2
1
2∫
δ
√
t
dt
t
√
t
≤ 16π−2(− ln δ) .
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In order to estimate the norm for h(t, s) = t(1 − s)v(t, s), we use (1.1) and hence it suffices to
estimate the L2-norm:
‖h‖2L2(ν1⊗ν2) ≤ 4
∫
I
min(t−2, (1− s)−2) t2(1− s)2 dν1(t)dν2(s)
≤ 8π−2
1
2∫
δ
1
2∫
δ
min(t−2, s−2)ts
dt√
t
ds√
s
= 16π−2
1
2∫
δ
t∫
δ
√
sds
dt
t
√
t
≤ 32
3π2
1
2∫
δ
t
3
2
dt
t
√
t
=
16
3π2
.
Finally, we need the L2-norm estimate of k(t, s) = (1− t)sv(t, s).
‖k‖2L2(ν2⊗ν1) ≤ 4
∫
I
min(t−2, (1− s)−2) (1− t)2s2 dµ(t)
(1− t)
dµ(s)
s
≤ 8π−2
1
2∫
δ
1
2∫
δ
min(t−2, s−2)
dt√
t
ds√
s
≤ 16π−2
1
2∫
δ
t∫
δ
ds√
s
dt
t2
√
t
≤ 32π−2
1
2∫
δ
√
t
dt
t2
√
t
≤ 32π−2δ−1 .
We note that
∫
I
f(t, s)
dµ(t)
t
dµ(s)
s
=
1
2∫
δ
1−δ∫
1
2
1
ts+ (1− t)(1− s)dµ(t)dµ(s)
≥ 1
2π2
1
2∫
δ
1
2∫
δ
min(t−1, s−1)
dt√
t
ds√
s
=
2
π2
1
2∫
δ
(
√
t−
√
δ)
dt
t
√
t
≥ 1
π2
1
2∫
4δ
dt
t
=
(− ln 8δ)
π2
.
We define δ = 18ne , C =
4
π
and f˜ = f
C
√− ln δ . Then (5.1) and (5.2) are satisfied for corresponding
quadrupel (f˜ , g˜, k˜, h˜) and the assertion follows from ln 8 ≤ 3 which implies √− ln δ ≤ 2√1 + lnn
and thus (− ln 8δ)
π2C
√
ln(−δ) ≥
√
1+lnn
8π .
Proof of Proposition 4.8: Combine Lemma 5.5 and Lemma 5.6.
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6. K-functionals associated to states and conditional expectations
In this section, we will clarify certain basic properties of quotient spaces K(N, d), IKt(N, d)
and IKn(M, E). These spaces play an important role in our investigation and provide a link
between the space G considered in the previous sections and the free probability techniques in
the following sections. It is possible to define these K-functionals in the more general context of
Haagerup’s Lp spaces, but semifinite von Neumann algebras are sufficient for our applications.
Therefore in the following, we will assume that τ is a normal, faithful, semifinite trace on a von
Neumann algebra N . We denote by L0(N, τ) the space τ -measurable operators affiliated to N .
Given a positive density d ∈ L0(N, τ) we define Q : Lc2(N, τ)⊕1 Lr2(N, τ)→ L0(N, τ) by
Q(x, y) = dx+ yd .
On the vector space Im(Q) ⊂ L0(N, τ) we define the operator space structure of the quotient
K(N, d) ∼= Lc2(N, τ)⊕1 Lr2(N, τ)/kerQ .
Note that kerQ is closed by continuity of the left and right multiplication in L0(N, τ) and the
continuity of the inclusion L2(N, τ) ⊂ L0(N, τ).
Lemma 6.1. Let (eλ) be an increasing family of projection converging strongly to 1 and such
that
eλd = eλdeλ = deλ .
Then K(eλNeλ, eλdeλ) is completely complemented in K(N, d) and K(N, d) is a direct limit of
the K(eλNeλ, eλdeλ)’s.
Proof: Let Nλ = eλNeλ and dλ = eλdeλ and Qλ : L
c
2(Nλ)⊕1Lr2(Nλ)→ K(Nλ, dλ) be the corre-
sponding quotient map. By homogeneity, we see that Tλ : L
c
2(N)⊕1Lr2(N)→ Lc2(Nλ)⊕1Lr2(Nλ)
given by Tλ(x1, x2) = (eλx1eλ, eλx2eλ) is a complete contraction. Moreover, QλTλ vanishes on
kerQ and thus induces a complete contraction Tˆλ : K(N, d)→ K(Nλ, dλ). Let ιλ : Lc2(Nλ, τ)⊕1
Lr2(Nλ, τ)→ Lc2(N, τ)⊕1 Lr2(N, τ) be the canonical inclusion map. Then Qιλ vanishes on kerQλ
and thus induces a complete contraction ιˆλ : K(Nλ, dλ) → K(N, d). It is easily checked that
Pˆλ ιˆλ = id and this completes the proof of the first assertion. Since eλ → 1 strongly, we see that⋃
L2(eλNeλ, τ) is norm dense in L2(N, τ). By continuity of Q this implies that
⋃
λ Im(Qιλ) is
dense in K(N, d). Moreover, if eλ ≤ eλ′ we have Im(Qιλ) ⊂ Im(Qιλ′). Hence K(N, d) is a direct
limit of the K(Nλ, dλ)’s.
The next technical lemma will allow us to use approximation arguments. Let us say that a
density d is in Lap2 (N, τ) if d is τ measurable and there exists an increasing net eα such that
eαd = deα and eαd ∈ L2(N, τ) ∩N , (eαd)−1 a bounded element in eαNeα.
Lemma 6.2. Let N be a von Neumann algebra with normal faithful trace τ and d a positive
density in Lap2 (N, τ) and Nd be the subspace of elements n ∈ N such that τ(d2(n∗n+nn∗)) <∞.
Then n ∈ N¯d defines a continuous functional φn by
φn((a, b) + kerQ)) = τ(n
∗(da+ bd)) .(6.1)
For every von Neumann algebra M ⊗ N¯d is weak∗ dense in the unit ball of M ⊗minK(N, d)∗. If
in addition d, d−1 are bounded and d in L2(N, τ), then N = Nd and M ⊗ N¯ is norm dense in
the unit ball B of M ⊗min K(N, d)∗.
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Proof: According to our assumption and Lemma 6.1, we know that
⋃
λK(eλNeλ, eλd) is norm
dense in K(N, d). In view of M ⊗min K(N, d)∗ ⊂ (M∗
∧⊗ K(N, d))∗, it therefore suffices to show
the second assertion under the additional assumption that d ∈ N ∩L2(N, τ) and d−1 is bounded.
By approximation it suffices to consider a finite rank tensor x =
∑n
j=1mj ⊗ γj of norm less
than one in M ⊗min K(N, d)∗. By changing the mj’s and γj’s, we may assume that the (mj)’s
are part of a biorthogonal basis, i.e. there are functionals (mi)
∗
i=1,...n such that m
∗
i (mj) = δij
and ‖m∗i ‖ = ‖mj‖ = 1 for all 1 ≤ i, j ≤ n. Using the anti-linear duality τ(x∗y), we have
L2(N, τ)
∗
= L2(N, τ). Therefore, we may assume that the functional γj ∈ K(N, d)∗ is given by
elements (xj , yj) such that
γj((a, b) + kerQ)) = τ(x
∗
ja) + τ(y
∗
j b) .
Since γj vanished on kerQ, we deduce from da + bd = 0 that γj((a, b) + kerQ) = 0. Given
z ∈ L2(N, τ) we define a = zd, b = −dz and obtain
0 = τ(x∗jzd)− τ(y∗jdz) = τ((dx∗j − y∗j d)z) .
Since z is arbitrary, we deduce
(6.2) xjd = dyj .
for all j = 1, .., n. Since K(N, d) = Lc2(N, τ) ⊕1 Lr2(N, τ) is a quotient space, it follows from the
definition and H∗c = Hr, H∗r = Hc that
‖x‖M⊗minK(N,d)∗ = max


∥∥∥∥∥∥
∑
j
mj ⊗ xj
∥∥∥∥∥∥
M⊗minLr2(N,τ)
,
∥∥∥∥∥∥
∑
j
mj ⊗ yj
∥∥∥∥∥∥
M⊗minLc2(N,τ)

 .(6.3)
Now, we define wj = d
−1xj = yjd−1 (see (6.2)). Given ε > 0, we can find elements vj ∈ N such
that ‖vj − wj‖2 ≤ εn‖d‖∞ for j = 1, .., n. Let us define
γˆj(a, b) = τ(v
∗
j da) + τ(dv
∗
j b) = τ(v
∗
j (da+ bd)) .(6.4)
Clearly, γj vanishes on kerQ and moreover,∥∥∥∥∥∥
n∑
j=1
mj ⊗ (γj − γˆj)
∥∥∥∥∥∥
M⊗minK(N,d)∗
≤
n∑
j=1
‖mj‖max{
∥∥x∗j − v∗j d∥∥2 ,∥∥y∗j − dv∗j∥∥2}
≤
n∑
j=1
max{∥∥w∗jd− v∗jd∥∥2 ,∥∥dw∗j − dv∗j∥∥2} ≤ ε .
Thus (1− ε)−1
n∑
j=1
mj ⊗ γˆj is a good approximation in M ⊗min N¯ .
Remark 6.3. Obviously, M ⊗min K(N, d)∗ is a subspace of
(M∗
∧⊗ K(N, d))∗ = CB(M∗,K(N, d)∗) .
If moreover, M is finite dimensional these spaces coincide. Let B be the unit ball of the space
CB(M∗,K(N, d)∗). For general M , it is still true that M ⊗K(N, d)∗ ∩ 3B is weak∗ dense in B.
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Indeed, by the results in section 7, K(N, d) is 3 completely complemented in M∗ for some von
Neumann algebraM and thus CB(M∗,K(N, d)∗) is 3 complemented inM⊗¯M. By Kaplansky’s
density theorem (see [EJR] for this type of application), the unit ball of M ⊗minM is strongly
dense in the unit ball of M⊗¯M. Using the complementation, the assertion follows.
Lemma 6.4. Let N be a hyperfinite, semifinite von Neumann with normal semifinite trace τ
and d ∈ Lap2 (N, τ). Then K(N, d) is completely contractively complemented in∏
α,U K(Aα, dα)
where Aα are finite dimensional algebras. If moreover, N is given as N = L∞(Ω, µ;Mn) and
(Ω, µ) is a σ-finite measure space, then every density d ∈ L0(N, τ) is in Lap2 and one can choose
Aα’s of the form ℓ
mα∞ (Mn).
Proof: Again it suffices to prove the assertion under the assumption that d is an invertible
bounded element with d ∈ L2(N, τ). Let Eα be a family of conditional expectations onto finite
dimensional subalgebras Aα ⊂ N . Then, we define dα = Eα(d) and denote by Qα the corre-
sponding quotient map. Let U be an ultrafilter refining the natural order given by inclusion. We
define
v : L2(N, τ)⊕1 L2(N, τ)→
∏
α,U K(Aα, d)
by
v(x, y)(α) = Qα(Eα(x), Eα(y)) = dαEα(x) + Eα(y)dα .
Since x is in L2(N, τ), we have norm convergence of Eα(x), Eα(y), Eα(d) to x, y, d respectively.
Thus, we get
‖dx+ yd‖1 = limα ‖dαEα(x) + Eα(y)dα‖1 .
This yields kerv = kerQ and v induces a map
vˆ : K(N, d)→
∏
α,U K(Aα, dα) .
By construction it is clear that v and vˆ are complete contractions. By density, it suffices to
construct a map T : N¯ →→ ∏αK(Aα, dα)∗ such that
〈v(a, b), T (γ)〉 = γ(Q(a, b)) .
We define
T (n)α((a, b) + kerQα) = τ(n
∗(dαa+ bdα))
Obviously, γα vanishes on kerQα and thus is a linear functional on K(Aα, dα). Given a matrix
wkl ∈Mm(N¯), we deduce from (6.3) that the functionals
γα([akl], [bkl]) =
∑
kl
τ(w∗kl(dαakl + bkldα)) γ([akl], [bkl]) =
∑
kl
τ(w∗kl(dαakl + bkldα))
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satisfy
lim
α
‖γα‖Mm(K(Aα,dα)∗)
= lim
α
max


∥∥∥∥∥
∑
kl
ekl ⊗ dαwkl
∥∥∥∥∥
Mm(Lr2(N))
,
∥∥∥∥∥
∑
kl
ekl ⊗wkldα
∥∥∥∥∥
Mm(Lc2(N))


= max


∥∥∥∥∥
∑
kl
ekl ⊗ dwkl
∥∥∥∥∥
Mm(Lr2(N))
,
∥∥∥∥∥
∑
kl
ekl ⊗ wkld
∥∥∥∥∥
Mm(Lc2(N))


= ‖γ‖Mm(K(N,d)∗) .
In the last line, we use the norm convergence of dα to d in L2. Hence, T = (Tα) : N¯ →∏
αK(Aα, dα)
∗ is a complete contraction satisfying
〈v(a, b), T (γ)〉 = lim
α
τ(w∗(dαa+ bdα)) = τ(w∗da) + τ(bdw∗) = γ(a, b) .
Since N¯ is norm dense, we can extend T to K(N, d)∗ and the first assertion is proved. We will
now assume that N = L∞(Ω, µ;Mn) and (Ω, µ) is σ-finite. Let (Ak) be in increasing sequence of
measurable set of finite measure and fk = 1Ak the corresponding projections in the center of N .
Given d ∈ L0(N), we may consider the spectral projections of el,k = 1[ 1
l
,l](fkdfk) = 1[ 1
l
,l](d)fk
and observe that el,kd is in N ∩ L2(N) and invertible in el,kNel,k. Thus d ∈ Lap2 . In order to
show the last assertion, we may choose a family sequence Σα of subalgebras with finitely many
atoms Ω such that
⋃
αΣα = Σ. Then, we may use the conditional expectations Eα : N →
L∞(Ω,Σα;µ;Mn) such that Eα(x) converges to x strongly. This provides the particular form of
Aα ∼= ℓmα(Mn) given by the number of atoms mα in Σα.
The space G used to identify a copy of OH involves two densities. Therefore, given two
τ -measurable positive operators d1 and d2 we define
K(N, d1, d2) ∼= Lc2(N, τ)⊕1 Lr2(N, τ)/kerQd1,d2
where
Qd1,d2(x, y) = d1x+ yd2 .
Again, we may think of the vector space K(N, d1, d2) as a subspace of L0(N, τ).
Lemma 6.5. Let d =
(
d1 0
0 d2
)
∈ L0(M2(N), tr ⊗ τ). Then K(N, d1, d2) is completely iso-
metrically complemented in K(M2(N), d).
Proof: Let P : L2(M2(N), tr⊗ τ)→ L2(N, τ) be the projection onto the right upper corner, i.e.
P
(
x11 x12
x12 x22
)
= x12 .
Then
(P,P ) : Lc2(M2(N), tr ⊗ τ)⊕1 Lc2(M2(N), tr ⊗ τ)→ Lc2(N, τ)⊕1 Lr2(N, τ)
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defined by (P,P )(x, y) = (P (x), P (y)) is a complete contraction such that Qd1d2P vanished on
kerQd. Here Qd denotes the quotient map induced by d. Indeed,
d
(
x11 x12
x12 x22
)
+
(
y11 y12
y12 y22
)
d = 0
implies d1x12 + y12d2 = 0. Let Pˆ : K(M2(N), d) → K(N, d1, d2) be the induced contraction.
Similarly, we have a completely isometric embedding ι : Lc2(N, τ)⊕1 Lr2(N, τ)→ Lc2(M2(N), tr⊗
τ)⊕1 Lr2(M2(N), tr ⊗ τ) given by
ι(x, y) =
((
0 x
0 0
)
,
(
0 y
0 0
))
.
Then Qd ι vanishes on kerQd1d2 . The induced contraction ιˆ : K(N, d1, d2) → K(N, d) satisfies
Pˆ ιˆ = id and the assertion is proved.
We should warn the reader that the definition of K(N, d1, d2) involves a slightly different
identification then the one used for G. However, this can be adjusted by a change of density as
follows.
Lemma 6.6. Let N = ℓ∞(L∞([0, 1], µ)) equipped with the normal, semifinite faithful trace τ(x) =∑
n∈IN
∫
xn(t)dµ(t). Let d1(t, n) =
√
t and d2(t, n) =
√
1− t. Then G is completely isometrically
isomorphic to K(N, d1, d2).
Proof: Let I1 : L2(ν1; ℓ2) → L2(µ; ℓ2) by the isometry I1(f)(t) = f(t)t− 12 and I2 : L2(ν2; ℓ2) →
L2(µ; ℓ2) be given by I2(f) = f(t)(1− t)− 12 . Then, we note that
Qd1d2(I1(x), I2(y)) = 0
if and only if xn = yn µ almost everywhere for all n ∈ IN. Thus Qd1d1(I1, I2) induces a complete
contraction ̂Qd1d1(I1, I2) : G → K(N, d1, d2). The inverse is given by the map ̂Q(I−11 , I−12 )
induced by Q(I−11 , I
−1
2 ), where Q : L
c
2(ν1; ℓ2)⊕1Lr2(ν1; ℓ2)→ G is the canonical quotient map.
Voiculescu’s inequality for sums of free independent random variables involves three terms.
Therefore, we investigate these modified spaces and the matrix-valued analogues. Given a posi-
tive τ -measurable operator d ∈ L2(N, τ) and t > 0, we define
IKt(N, d) = L1(N, τ)⊕1 Lc2(N, τ)⊕1 Lr2(N, τ)/kerQ
on the the vector space
V = L1(N, τ) + dL2(N, τ) + L2(N, τ)d ⊂ L1(N, τ)
by the matrix norms
‖x‖
Sm1
∧⊗IKt(N,d)
=
inf
x=x1+(1⊗d)x2+x3(1⊗d)
t ‖x1‖L1(Mm⊗N,tr⊗τ) +
√
t ‖x2‖
Sm1
∧⊗Lc2(N,τ)
+
√
t ‖x2‖
Sm1
∧⊗Lr2(N,τ)
.
This simply defines a new operator space structure on the space L1(N, τ).
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Lemma 6.7. Let d ∈ Lap2 (N, τ). Let x ∈ Sm1 ⊗K(N, d), then
lim inf
t→∞ t
− 1
2 ‖x‖
Sm1
∧⊗IKt(N,d)
= ‖x‖
Sm1
∧⊗K(N,d)
.
Moreover, K(N, d) is completely contractively complemented in
∏
n,U IKtn(N, d) where (tn) is a
sequence converging to ∞ and U is a free ultrafilter.
Proof: For every (x2, x3) ∈ Sn1
∧⊗ Lc2(N, τ) ⊕1 Lr2(N, τ), we have
t−
1
2 ‖(1⊗ d)(x2) + x3(1⊗ d)‖
Sn1
∧⊗IKt(N,d)
≤ ‖x2‖
Sn1
∧⊗Lc2(N,τ)
+ ‖x3‖
Sn1
∧⊗Lr2(N,τ)
.
Thus the upper estimate is obvious and we may define v : K(N, d)→∏n,U IKtn(N, d) by v((x, y)+
kerQ) = (t
− 1
2
n (dx+ yd)). Clearly, v is a complete contraction. Let us assume that (tn) converges
to ∞. We may assume by approximation that d ∈ L2(N, τ)∩N and d is invertible. In this case,
we have shown in Lemma 6.2 that N¯ is indeed norm dense in K(N, d)∗. Given w ∈ N , we define
T (w)n ∈ IKtn(N, d)∗ by
T (w)n(x1, x2, x3) = t
1
2
nτ(w
∗(x1 + dx2 + x3d)) .
Now, if tn ‖x1‖1 ≤ C for all n ∈ A ∈ U , we have
lim
n,U
|t
1
2
n τ(w
∗x1(n))| ≤ C lim
n,U
t
− 1
2
n ‖w‖∞ = 0 .
Thus, we have
〈v(x1, x2)), T (w)〉 = τ(w∗(dx1 + x2d)) .
Given a matrix [wij ] such that wij ∈ N¯ , we deduce from (6.3)that
lim
n,U
‖[T (wij)n]‖
= lim
n
max{t−
1
2
n ‖wij‖Mm(N) , ‖[dwij ]‖Mm(Lr2(N,τ)) , ‖[wijd]‖Mm(Lc2(N,τ))}
= ‖[wij ]‖Mm(K(N,d)∗) .
Thus T is a complete isometry, which extends by density to K(N, d)∗. Using the reflexivity of
the Hilbert space K(N, d), we get Tv = id. This implies the lower estimate and the factorization
through the ultraproduct.
Remark 6.8. Given an arbitrary von Neumann algebra M and x ∈ M∗ ⊗K(N, d) then still
1
3
‖x‖
M∗
∧⊗K(N,d)
≤ lim inf
t→∞ t
− 1
2 ‖x‖
M∗
∧⊗IKt(N,d)
≤ ‖x‖
M∗
∧⊗K(N,d)
.
We will not use this result in the course of this paper.
Proof: According to Remark 6.3, finite rank tensors y ∈ M⊗ N¯ ∩ 3B are weak∗ in the unit ball
B of CB(M∗,K(N, d)∗). Hence, given x ∈ M∗ ⊗ K(N, d), we deduce with the Hahn-Banach
theorem that there is a net yα satisfying ‖yα‖ ≤ 3 such that
‖x‖ = lim
α
|〈x, yα〉| .
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Let (tn) tend to ∞ and yα =
∑m
i=1 ai ⊗ wi ∈ N ⊗ N . Then we may define a functional yn ∈
(M∗
∧⊗ IKn(N, d))∗ by
〈(φ1 ⊗ x1, φ2 ⊗ x2, φ3 ⊗ x3), yn〉
= t
1
2
n
m∑
i=1
(φ1(ai)τ(w
∗
i x1) + φ2(ai)τ(w
∗
i dx2) + φ3(ai)τ(w
∗
i x3d)
The argument above shows that for a x ∈ M∗
∧⊗ K(N, d), we have
|〈x, yα〉| = | lim
n
〈t−
1
2
n x, yn〉|
≤ lim inf
n
∥∥∥∥t− 12n x
∥∥∥∥
M∗
∧⊗IKtn (N,d)
lim sup
n
‖yn‖
(M∗
∧⊗IKtn (N,d))∗
≤ lim inf
n
∥∥∥∥t− 12n x
∥∥∥∥
M∗
∧⊗IKtn (N,d)
‖yα‖CB(M∗,K(N,d)∗)
≤ 3 lim inf
n
∥∥∥∥t− 12n x
∥∥∥∥
M∗
∧⊗IKtn(N,d)
.
Taking the supremum over α yields the assertion for finite rank tensors x. By density it holds
for all elements x ∈M∗
∧⊗ K(N, d).
At the end of this section, we will investigate K-functionals associated to a conditional ex-
pectation instead of a state. Let φ be a normal faithful state on a von Neumann N algebra
and E : N → N a normal conditional expectation onto a von Neumann subalgebra N such that
φ = φ ◦E. Let D ∈ L1(N ) be the density of φ. The space Lc1(N , E) is defined as the completion
of ND with respect to the norm
‖xD‖Lc1(N ,E) = ‖DE(x
∗x)D‖
1
2
1
2
.
Let us consider ε > 0 and b = (DE(x∗x) + εD) 14 ∈ L2(N), y = xDb−1 and z = xDb−2. Then z
is bounded because zz∗ = xDb−4Dx∗ ≤ ε−1xx∗ and thus y = zb is in L2(M) and satisfies
‖y‖22 = tr(b−1Dx∗xDb) = tr(b−1DE(x∗x)Db−1) ≤ tr(b2) =
∥∥b2∥∥2
2
= ‖DE(x∗x) + εD‖
1
2
1
2
≤ ‖DE(x∗x)D‖
1
2
1
2
+ ε
1
2 .
Thus, every element xD can be written as a product in L2(M)L2(N). To prove the converse,
we recall the notations Na, Na for the strongly dense subalgebras of analytic elements in N , N ,
respectively. Recall that x is called analytic if the map t 7→ σφt (x) extends to an analytic function
on C with values in the underlyong von Neumann algebra. Let y = aD
1
2 bD
1
2 such that a ∈ N
and b ∈ Na. Then y = aσ− i
2
(b)D and by Ho¨lder’s inequality
‖y‖2Lc1(N ,E) =
∥∥∥DE((aσ− i
2
(b))∗aσ− i
2
(b)
)
D
∥∥∥ 12
1
2
=
∥∥∥Dσ− i
2
(b)∗E(a∗a)σ− i
2
(b)D
∥∥∥ 12
1
2
=
∥∥∥D 12 bD 12 E(a∗a)D 12 bD 12∥∥∥ 12
1
2
≤
∥∥∥bD 12∥∥∥2
2
tr(D
1
2E(a∗a)D 12 )
=
∥∥∥bD 12∥∥∥2
2
∥∥∥aD 12∥∥∥2
2
.
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Thus Lc1(N , E) = L2(N )L2(N). This observation is the key ingredient in the proof of the
following Lemma (see also [J1] and [JX]).
Lemma 6.9. Lc1(N , E) is the quotient space of L2(M)⊗π L2(N) under the map q(x⊗ y) = xy.
The inclusion map Lc1(N , E) ⊂ L1(N ) is contractive and NaD is dense in Lc1(N , E). The unit
ball of the dual of Lc1(N , E) is the strong operator closure of the unit ball of NpE , where pE :
L2(N )→ L2(N ) is the orthogonal projection given by pE(xD 12 ) = E(x)D 12 .
In particular, we obtain a nice duality relation between Lc1(N , E) and the space Lc∞(N , E)
defined on N by the norm
‖x‖L∞(N ,E) = ‖E(x∗x)‖
1
2
N .
Indeed, given y = ba, we have
|tr(x∗y)| = |tr(x∗ba)| = |tr(bax∗)| ≤ ‖b‖2 tr(ax∗xa∗)
1
2
= ‖b‖2 tr(aE(x∗x)a∗)
1
2 ≤ ‖b‖2 ‖a‖2 ‖E(x∗x)‖
1
2∞ .
Hence, the complex conjugate space Lc∞(N , E) of Lc∞(N , E) embeds naturally in Lc1(N , E)∗.
However, for x ∈ N , we have ‖E(x∗x)‖ 12 = ‖xpE‖ and therefore Lemma 6.9 implies
‖y‖Lc∞(N ,E) = sup
{|tr(y∗)| ∣∣ ‖x‖Lc1(N ,E) ≤ 1} .(6.5)
Similarly, we define for p ∈ {1,∞} the corresponding row version
‖x‖Lrp(N ,E) = ‖x
∗‖Lcp(N ,E) .
The 3-term quotient space associated to IKn(N , E) on L1(N ) is given as follows
‖x‖IK(N ,E) = infx=x1+x2+x3
(
n ‖x1‖L1(N )
+
√
n
∥∥∥E(x∗2x2) 12∥∥∥
L1(N )
+
√
n
∥∥∥E(x3x∗3) 12∥∥∥
L1(N )
)
.
Here, we allow x2 ∈ Lc1(N , E) ⊂ L1(N ) and x3 ∈ Lr1(N , E) ⊂ L1(N ). We will also use the symbol
IKn(N , E) for L1(N ) equipped with this norm. Using the anti-linear duality bracket
〈〈y, x〉〉n = ntr(y∗x) .
we will now calculate the dual space of IKn(N , E).
Lemma 6.10. The dual space of IKn(N , E) with respect to the duality bracket 〈〈 , 〉〉n is N¯ and
the norm is given by
‖y‖IKn(N ,E)∗ = max{‖y‖N ,
√
n ‖E(y∗y)‖
1
2
N ,
√
n ‖E(yy∗)‖
1
2
N} .
Proof: By continuity of the inclusions Lc1(N , E) ⊂ L1(N ) and Lr1(N , E) ⊂ L1(N ) it is clear that
IKn(N , E) = L1(N ) topologically. Thus the dual space with respect to 〈〈 , 〉〉n is N¯ . For an
element y ∈ N , we have
sup
n‖x‖1≤1
|ntr(y∗x)| = ‖y‖∞ .
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According to (6.5), we also have
sup√
n‖x‖Lc
1
(N ,E)≤1
|ntr(y∗x)| = sup
‖x‖Lc
1
(N ,E)≤1
√
n|tr(y∗x)| = √n ‖E(y∗y)‖
1
2
N .
The calculation for the row term is similar and thus the assertion follows from the definition of
IKn(N , E) as a quotient of three spaces.
Lemma 6.11. Let N =M ⊗N , φM be a normal faithful state on M with density dM ∈ L1(M),
φN be a normal faithful state on N with density dN ∈ L1(N) and and φ = φM ⊗φN with density
D ∈ L1(N ). The conditional expectation E is given by
E(x⊗ y) = φN (y)x
Let d be the density of φN in L1(N). The densely defined map T
right : L1(M)
∧⊗ Lr2(N)→ L1(N )
defined by
T right(mdM ⊗ nd
1
2
N ) = (m⊗ n)D
extends to an isometry between L1(M)
∧⊗ Lr2(N) and Lc1(N , E). Similarly, T left(dMm⊗ d
2
1
Nn) =
D(m⊗ n) extends to an isometry between L1(M)
∧⊗ Lc2(N) and Lr1(N , E).
Proof: By Kaplansky’s density theorem (N ⊗M)D 12 is dense in L2(N ) = L2(M ⊗ N). Since
NaD is dense in Lc1(N , E), we deduce that L2(N )D
1
2 is dense in Lc1(N , E) and thus (N ⊗M)D
1
2
is also dense in Lc1(N , E). This shows that T right has dense range. Moreover, given an element
z =
∑k
j=1mjDM⊗njd
1
2
N ∈ L1(N )⊗Lr2(N), we deduce from (1.11) and the isometric isomorphism
i 1
2
: L 1
2
(M)→ L 1
2
(N ) given by ı 2
1
(dMmdM ) = DmD that
∥∥∥T right(z)∥∥∥2
Lc1(N ,E)
=
∥∥∥∥∥∥
k∑
j=1
(nj ⊗mj)D
∥∥∥∥∥∥
2
Lc1(N ,E)
=
∥∥∥∥∥∥DE(
∑
j,l
n∗l nj ⊗m∗lmj)D
∥∥∥∥∥∥
1
2
1
2
=
∥∥∥∥∥∥D
∑
j,l
φ(n∗l nj)m
∗
lmjD
∥∥∥∥∥∥
1
2
1
2
=
∥∥∥∥∥∥dM
∑
j,l
φ(n∗l nj)m
∗
lmjdM
∥∥∥∥∥∥
1
2
1
2
= ‖(z∗, z)‖
1
2
L 1
2
(M) = ‖z‖L1(M)∧⊗Lr2(N)
.
Hence, T is isometric and has dense range in Lc1(N , E). Therefore it extends to an isometric
isomorphism. The proof of the second assertion follows by passing to adjoints.
As an application, we can identify the spaces IKn(M ⊗N, E).
Example 6.12. Let N be a semifinite von Neumann algebra with trace τ , d ∈ L1(N, τ) a positive
element with full support and φN (x) = τ(dx). Let M be a further σ-finite von Neumann algebra
with normal faithful state φM and
E :M ⊗N →M , E(x⊗ y) = φN (y) x .
Then IKn(M ⊗N, E) and L1(M)
∧⊗ IKn(N, d 12 ) are isometrically isomorphic.
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Proof: Since d
1
2 ∈ L2(N, τ) we may consider IKn(N, d 12 ) as a subspace of L1(N, τ) ⊂ L0(N, τ).
We will also need the family of ∗-preserving isomorphisms (ip) between Lp(N, τ) and Lp(N).
Indeed, let dN ∈ L1(N) be the of φN in L1(N). Since d has full support, we know that φN is a
faithful normal state and therefore ip is given by ip(nd
1
p ) = nd
1
p
N . Note that moreover
ip(x1x2) = ip1(x1)ip2(x2)
holds for all x1 ∈ Lp1(N, τ), x2 ∈ Lp2(N, τ) such that 1p = 1p1 + 1p2 . In particular,
i1(IKn(N, d
1
2 )) = i1(L1(N, τ)) = L1(N)
coincide as vector spaces and topologically. Let dM be the density of φM . As we have seen in (1.9),
we have a natural isometric isomorphism I1 between L1(M)
∧⊗ L1(N) given by I1(mdM⊗ndN ) =
(m⊗ n)D, where D ∈ L1(M ⊗N) is the density of φM ⊗ φN (see [J2] for details). Therefore, it
suffices to show that on L1(M ⊗N) the corresponding norms defined on their domain coincide.
This is obvious for the L1-norm. Given
z =
∑
j
mjdM ⊗ njdN ∈ L1(M) ⊗ IKn(N, d)
we deduce from Example 6.12 that∥∥∥∥∥∥
∑
j
mjdM ⊗ njd
1
2
∥∥∥∥∥∥
L1(M)
∧⊗Lr2(N,τ)
=
∥∥∥∥∥∥
∑
j
mjdM ⊗ njd
1
2
N
∥∥∥∥∥∥
L1(M)
∧⊗Lr2(N)
= ‖I1(z)‖Lc1(M⊗N,E) .
By density of (M ⊗N)D in Lc1(M ⊗N, E), we deduce that I1 ◦ (id⊗ i1)◦Q provides an isometric
isomorphism between L1(M)
∧⊗ Lr2(N, τ) and Lc1(M⊗N, E). Using adjoints, we see that L1(M)
∧⊗
Lc2(N, τ) isometrically isomorphic to L
r
1(M ⊗ N,E). Finally, since
∧⊗ preserves quotient maps,
we know that L1(M)
∧⊗ IKn(N, d 12 ) is a quotient of
L1(M)
∧⊗ Lc2(N, τ)⊕1 L1(M)
∧⊗ Lr2(N, τ)
∧⊗ L1(M)
∧⊗ L1(N, τ)
(with the corresponding weights) and hence I1 ◦ (id⊗ i1) ◦Q provides an isometric isomorphism
between L1(M)
∧⊗ IKn(N, d 12 ) and the image IKn(M ⊗N, E).
7. Sums of free mean zero variables
We will establish the probabilistic estimates using Voiculescu’s concept of free probability.
This concept also plays a crucial role in the proof of Grothendieck’s theorem for operator spaces
in [PS]. We extend Voiculescu’s inequality for the norm of free mean 0 variables. We are indept
to U. Haagerup for the collaboration on this extension (see Proposition 7.4). Dualizing this
result, we find a complemented copy of IKn(N, E) in the predual of a von Neumann algebra. Let
us recall the notion of operator valued free probability needed in this context. We assume that
(M, φ) is a W ∗-noncommutative probability space, meaning that M is a von Neumann algebra
and φ is a faithful normal state. Let B ⊂M be a von Neumann subalgebra and E :M→ B be
a normal conditional expectation satisfying E ◦ φ = φ. A family of subalgebras (Ai)i∈I is called
freely independent over E if E(aj) = 0 for all j implies
E(a1 · · · an) = 0
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whenever a1 ∈ Ai1 ,...,ain ∈ Ain and i1 6= i2 6= · · · in−1 6= in. In the original scalar valued case
one simply replaces E by φ and B = C1. In the following, we will use standard notation from
free probability and use A˚i for the subspace of elements a ∈ Ai with E(a) = 0. The following
example is well-known. Since it is crucial for this paper, we include a proof for the convenience
of the reader.
Example 7.1. Let (M,φ) be a probability space and (Ai) freely independent over φ. Let M =
N ⊗M and E(x⊗ y) = φ(y)x⊗ 1. Then (N⊗¯Ai)i are freely independent over E.
Proof: Let a =
m∑
j=1
xj ⊗ yj ∈ N ⊗Ai, then we observe
a− E(a) =
n∑
j=1
xj ⊗ (yj − φ(yj)1) ∈ N ⊗ A˚i .
Now, given a1, ..., an such that ai ∈ N ⊗ A˚ik with i1 6= i2 · · · in−1 6= in, we may write ak =∑m
j=1 xkj ⊗ ykj with ykj ∈ A˚ik . (The same m is achieved by adding 0’s). Then, we deduce from
the freeness of the Ai’s that
E(a1 · · · an) =
m∑
j1,...,jn=1
x1k1 · · · xnknφ(y1,k1 · · · yn,kn) = 0 .
By Kaplansky’s density theorem the unit ball of N ⊗min Ai is strongly and strongly∗ dense in
N⊗¯Ai. Moreover, if a ∈ N⊗¯Ai and E(a) = 0 and aα is a bounded net converging in the strong
topology to a, then aα−E(aα) converges to a−E(a) = a. Moreover, for bounded nets aα1 , ... , aαn,
we still have strong convergence of limα1 · · · limαn(aα11 − E(aα11 )) · · · (aαnn − E(aαnn )) to a1 · · · an.
By continuity of E with respect to the weak operator topology, we deduce E(a1 · · · an) = 0 for
arbitrary elements with E(ai) = 0, ak ∈ Aik , i1 6= i2 6= · · · 6= in.
Similar as in the scalar case, operator valued freeness admits a natural Fock space represen-
tation and this can be used to construct the free amalgamated product. Let us review some
very basic and simple properties of this construction. We first assume that B,A1, ..., An are
C∗-algebras such that B ⊂ Aj for j = 1, ..., n and Ej : Aj → B. Following [Vo, Dk3], we consider
the Hilbert C∗-module
A˚i1 ⊗B · · · ⊗B A˚in
with the E-valued scalar product
(a1 ⊗ · · · ⊗ an, b1 ⊗ · · · ⊗ bn) = Ein(a∗nEin−1(a∗n−1Ein−1(· · · a∗2Ei1(a∗1b1)b2 · · · )bn−1)bn)
which has an obvious multilinear extension. Then the usual Fock space is replaced by the Hilbert
C∗-module
HB = B ⊕
∑
i1 6=···6=in
⊕ A˚i1 ⊗B · · · ⊗B A˚in .
Here ⊕ means that these components are all mutually orthogonal. We recall that L(HB) is
the algebra of adjoinable maps on HB . A linear right B module map T : HB → HB is called
adjoinable if there is a linear map S : HB → HB such that
(x, Ty) = (Sx, y)
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holds for all x, y ∈ HB. L(HB) is a C∗-algebra, see [La] for more details. Let us recall how
elements in Ai act on HB. Every element B ∈ B acts on HB by left multiplication on all the
components (diagonal action). However, for c ∈ A˚i, we have
c(ai1 · · · ain) =
{
cai1 · · · ain if i 6= i1(
cai1 − E(cai1)
)
ai2 · · · ain ⊕E(cai1)ai2 · · · ain if i = i1
.
The last definition also applies if ai2 · · · ain is the empty word. Of course the action of c is
not diagonal. The C∗-free product with amalgamation C∗(∗BAi) is defined as the C∗-closure
of linear combinations ai1 · · · ain . Following Voiculescu’s work [Vo] it is obvious that whenever
(Ai) ⊂M are free over E, the C∗-closure M0 generated by the Ai’s is isomorphic to C∗(∗BAi)
with respect to a E preserving isomorphism.
Let us now explain the modifications needed for von Neumann algebras. We will assume that
the B and Aj’s are von Neumann algebras. Although this is not needed in general, we will also
assume that ϕ : B → C is a normal faithful state. Then the induced states ϕj = ϕ ◦ E are
faithful and satisfy E ◦ σϕjt = σϕt ◦ E for all j = 1, .., n and t ∈ R. Using ϕ, we can associated
to A˚i1 ⊗B · · · ⊗B A˚in the Hilbert space L2(A˚i1 ⊗B · · · ⊗B A˚in , ϕ) given by the scalar product
〈a1 ⊗ · · · ⊗ an, b1 ⊗ · · · ⊗ bn〉 = ϕ((a1 ⊗ · · · ⊗ an, b1 ⊗ · · · ⊗ bn)) .
We obtain the Hilbert space
Hϕ = C⊕
∑
i1 6=···6=in
L2(A˚i1 ⊗B · · · ⊗B A˚in , ϕ) .
Since ϕ is faithful, we see that the representation of L(HB) on Hϕ is faithful. Let us denote
by M(HB) the corresponding von Neumann algebra. Then the von Neumann algebra ∗BAi is
defined as the closure of C∗(∗BAi) with respect to the weak operator topology. We use the
notation Q∅, Qi1···in for the orthogonal projections onto L2(B,ϕ), L2(A˚i1 ⊗B · · · ⊗B A˚in , ϕ),
respectively. Then the conditional expectation E onto B is given by
E(x) = Q∅xQ∅ ∈ B ⊂ B(L2(B,φ)) .
Given an element x ∈ ∗BAi, we may consider the elements in the first column
xi1···in = Qi1···inxQ∅ .
We note that E(x∗x) = Q∅x∗xQ∅ = 0 implies xQ∅ = 0 and hence xi1···in = 0. In order to show
that E is faithful on ∗BAi, we have to show that x = 0. Let us first consider a tuple (j1, ....jm)
with j1 6= in. By approximation with elements in C∗(∗BAi), we deduce that for h ∈ Qj1···jm
Qi1···imx(h) = xi1···in ⊗ h .
Thus E(x∗x) = 0 implies that entry is 0. Now, we assume j1 = in and that there are no
other coefficients. Let us consider QAj = Q∅ + Qj. Again by approximation with elements in
C∗(∗BAi) we see that QAjx∗xQAj is a positive element in Aj such that
E(x∗x) ≥ E(QAjx∗xQAj) .
Since E is faithful, we deduce Qi1···imxQAj = 0. Since this holds for all i1 · · · im, we get xQaj = 0.
Given an arbitrary element h = aj1 · · · ajm with j1 = in, we may use the right action and find
x(h) = Rajm · · ·Raj2x(aj1) = Rajm · · ·Raj2xQAj (aj1) = 0
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provided E(x∗x) = 0. This shows that E is faithful on ∗BAi. In this argument we use the
conditional expectation Ej : ∗BAi → Aj given by
(7.1) Ej(x) = QAjxQAj .
Clearly, Ej defines a completely positive map on B(Hφ). Given a1 · · · an ∈ A˚i1 ⊗B · · · ⊗B A˚in ,
we see that Ej(x) = 0 if and only if n = 1 and i1 = in = j. By Kaplansky’s density theorem
we deduce Ej(∗BAi) = Aj . We will use this opportunity to clarify the action of the modular
group of φ = ϕ ◦ E which is very similar to the classical scalar case. Indeed, for every Hi1···in
we deduce from
σϕt (a1 ⊗ · · · ⊗ an, b1 ⊗ · · · ⊗ bn)
= σϕt (E(a
∗
nE(a
∗
n−1E(· · · a∗2E(a∗1b1)b2 · · · bn−1)bn))
= E(σϕt (a
∗
nE(a
∗
n−1E(· · · a∗2E(a∗1b1)b2 · · · bn−1)bn))))
= E(σϕt (a
∗
n)E(σ
ϕ
t (a
∗
n−1)E(· · ·E(σϕt (a∗1)σϕt (b1)) · · · σϕt (bn−1))σϕt (bn)))
= (σϕt (a1)⊗ · · · ⊗ σϕt (an), σϕt (b1)⊗ · · · ⊗ σϕt (bn))
that ui1,...,int (a1 ⊗ · · · ⊗ an) = σϕt (a1) ⊗ · · · ⊗ σϕt (an) extends to a unitary on Hi1···in . Therefore
ut =
∑
i1 6=···6=in u
i1,...,in
t is a unitary on Hφ and it easily checked that the family (ut)t∈R is strongly
continuous. Moreover, for a ∈ Aj, we find
utau
∗
t = σ
ϕ
t (a) .
In particular utC
∗(∗BAi)u∗t ⊂ C∗(∗BAi) and hence ut(∗BAi)u∗t = ∗BAi. Let a1 ∈ A˚i1 , a2 ∈
A˚i2 ,..., an ∈ A˚in be analytic elements and x = b1 ⊗ · · · ⊗ bm ∈ A˚i1 · · · A˚in .
f(z) = φ(x∗σϕ−iz(a1)⊗ · · · ⊗ σϕ−iz(an)x)
is analytic. Obviously
f(it) = φ(x∗σϕt (a1)⊗ · · · ⊗ σϕt (an)) = φ(x∗ut(a1 · · · an)u∗t ) .
Moreover, since E is selfadjoint on L2(Aj) we find
f(1 + it) = φ(b∗in · · · b∗i1σϕ−i+t(a1) · · · σϕ−i+t(an))
= φ(b∗nE(b
∗
n−1 · · ·E(b∗1σϕ−i+t(a1)) · · · )σϕ−i+t(an))
= φ(σϕt (an)b
∗
nE(b
∗
n−1 · · ·E(b∗1σϕ−i+t(a1)) · · · ))
= φ
(
E
(
σϕt (an)b
∗
n
)
b∗n−1E(b
∗
n−2 · · ·E(b∗1σϕi+t(a1)) · · · siϕ−i+t(an−1)
)
= · · ·
= φ(σϕt (a1)E(σ
ϕ
t (a2) · · ·E(σt(an−1)E(σt(an)b∗n)b∗n−1) · · · b∗1)
= φ(uta1 · · · anu∗t b∗in · · · b∗i1) .
By approximation, we obtain a two point function for every polynomial with analytic coefficients
in C∗(∗BAi). Using Kaplansky’s density theorem, we find a two point function obtained for
arbitrary elements x, y ∈ ∗BAi and thus by modular theory (see e.g. [St])
(7.2) σφt (a1 · · · an) = σ
ϕi1
t (a1) · · · σϕint (an)
for all a1 ∈ Ai1 ,...,an ∈ Ain .
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For our estimates, it will be crucial to follow Voiculescu [Vo] in defining the projections
Pi =
∑
i=i1 6=···in
Qi1···in .
Note that Pi is in general not in ∗BAi.
Lemma 7.2. Let c ∈ Ai such that E(c) = 0, then
(1− Pi)c(1 − Pi) = 0 .
Proof: Given ai1 · · · ain ∈ A˚i1⊗B · · ·⊗B A˚in and i1 6= i, we observe that c(ai1 · · · ain) = cai1 · · · ain
is an element of A˚i⊗B A˚i1 ⊗B · · · ⊗B A˚in and thus Pi(cai1 · · · ain) = cai1 · · · ain . By linearity this
yields the assertion.
Corollary 7.3. For all a ∈ Ai,
(1− Pi)a(1 − Pi) = E(a)(1 − Pi) .
Proof: This is obvious from Lemma 7.2 by writing a = a− E(a) + E(a).
The operator valued extension of Voiculescu’s argument reads as follows.
Proposition 7.4. Let ak ∈ A˚ik such that the ik, ..., in are mutually different. Then
∥∥∥∥∥
n∑
k=1
aik
∥∥∥∥∥ ≤ supk=1,..,n‖aik‖+
∥∥∥∥∥
n∑
k=1
E(a∗ikaik)
∥∥∥∥∥
1
2
+
∥∥∥∥∥
n∑
k=1
E(aika
∗
ik
)
∥∥∥∥∥
1
2
.
Proof: Let us use Pk = Pik . We deduce from Lemma 7.2 that
n∑
k=1
ak =
n∑
k=1
PkakPk +
n∑
k=1
(1− Pk)akPk +
n∑
k=1
Pkak(1− Pk)
+
n∑
k=1
(1− Pk)ak(1− Pk)
=
n∑
k=1
PkakPk +
n∑
k=1
(1− Pk)akPk +
n∑
k=1
Pkak(1− Pk) .
Since Pk’s are mutually orthogonal, we have∥∥∥∥∥
n∑
k=1
PkakPk
∥∥∥∥∥ = supk ‖PkakPk‖ ≤ supk ‖ak‖ .
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Now, we consider the second term. By orthogonality, positivity and the module property, we
deduce from Corollary 7.3 that∥∥∥∥∥
n∑
k=1
(1− Pk)akPk
∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
k,l
(1− Pk)akPkPla∗l (1− Pil)
∥∥∥∥∥∥
=
∥∥∥∥∥
n∑
k=1
(1− Pk)akPka∗k(1− Pk)
∥∥∥∥∥ ≤
∥∥∥∥∥
n∑
k=1
(1− Pk)aka∗k(1− Pk)
∥∥∥∥∥
=
∥∥∥∥∥
n∑
k=1
(1− Pk)E(aka∗k)(1− Pk)
∥∥∥∥∥
=
∥∥∥∥∥
n∑
k=1
E(aka
∗
k)
1
2 (1− Pk)(1− Pk)E(aka∗k)
1
2
∥∥∥∥∥
≤
∥∥∥∥∥
n∑
k=1
E(aka
∗
k)
1
2E(aka
∗
k)
1
2
∥∥∥∥∥ =
∥∥∥∥∥
n∑
k=1
E(aka
∗
k)
∥∥∥∥∥ .
The calculation for the third term is very similar.
We will now prove a converse of Proposition 7.4.
Lemma 7.5. Let i1, ..., in be mutullaly different and a1 ∈ A˚i1 ,... an ∈ A˚in . Let DMφ , D
Aik
ϕik
and
DBϕ be the density of φ, ϕ in L1(M), L1(Aik) and L1(B), respectively. Then∥∥∥∥∥
n∑
k=1
akD
M
φ
∥∥∥∥∥
L1(M)
≤
n∑
k=1
∥∥∥akDAikϕik
∥∥∥
L1(Aik ,φ)
,(7.3)
∥∥∥∥∥
n∑
k=1
akD
M
φ
∥∥∥∥∥
L1(M)
≤
∥∥∥∥∥(
n∑
k=1
DBϕE(a
∗
kak)D
B
ϕ )
1
2
∥∥∥∥∥
L1(B)
,(7.4)
∥∥∥∥∥
n∑
k=1
DMφ ak
∥∥∥∥∥
L1(M)
≤
∥∥∥∥∥(
n∑
k=1
DBφ E(aka
∗
k)D
B
φ )
1
2
∥∥∥∥∥
L1(B)
.(7.5)
Proof: Since φ ◦E = φ, we have a natural family of embeddings ιp : Lp(B)→ Lp(M) satisfying
(7.6) ιp([D
B
φ ]
1−θ
p b[DBφ ]
θ
p ) = [DMφ ]
1−θ
p b[DMφ ]
θ
p
for all b ∈ B (see [JX]). Moreover, we have an E-preserving conditional expectation Ej :M→
Aj (see (7.1)). Therefore, we have a family of isometric embeddings ιp : Lp(Aj) → Lp(M).
(ιp)0<p<∞ satisfying
(7.7) ιp([D
Aj
ϕj ]
1−θ
p a[D
Aj
ϕj ]
θ
p ) = [DMφ ]
1−θ
p a[DMφ ]
θ
p
for all a ∈ Aj . The triangle inequality implies (7.3). For the proof of (7.4), we consider z =∑n
k=1 akD
M
φ with ak ∈ A˚ik . Then, we have
E(z∗z) = DMφ
∑
j,k
E(a∗jak)D
M
φ = D
M
φ
∑
k
E(a∗kak)D
M
φ .
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Thus by Lemma 6.9 and (7.6), we deduce∥∥∥∥∥
n∑
k=1
akD
M
φ
∥∥∥∥∥
1
≤
∥∥∥E(z∗z) 12∥∥∥
1
=
∥∥∥∥∥
n∑
k=1
DMφ E(a
∗
kak)D
M
φ
∥∥∥∥∥
1
2
=
∥∥∥∥∥
n∑
k=1
DBφ E(a
∗
kak)D
B
φ
∥∥∥∥∥
1
2
.
Assertion (7.5) follows by taking adjoints, an isometry on L1(M).
Given a von Neumann algebra N and a conditional expectation E : N → B, we will now
construct an embedding of IKn(N , E) in the predual of an appropriate amalgamated free product.
Let us assume that ϕN is a normal faithful state on N satisfying ϕN ◦ E = ϕN . In order to
achieve mean 0 elements, we will work with the algebras B = ℓ2∞(N ) and the state ϕB(x, y) =
1
2(ϕN (x) + ϕN (y)). Let us denote by E2 the conditional expectation E2(x, y) = (
1
2 (E(x) +
E(y)), 12(E(x) + E(y))). Clearly, ϕB ◦E2 = ϕB and E2 is a conditional expectation onto (a copy
of) B. Given x ∈ N , we can now define the symmetrization εx = (x,−x) ∈ B which obviously
satisfies E2(εx) = 0. We will drop the indices 2, N , and B in the following, because there are
immediate from their context. Given these data, we may now define Ai = B for i = 1, .., n and
Mn = ∗BAi the amalgamated free product over B.
Proposition 7.6. Let Mn, A1, ..., An, B, B and E be as above. The space IKn(N , E) is 3-
complemented in L1(M).
Proof: Let DMφ , D
B
ϕ , D
N
ϕ , D
B
ϕ = (
1
2D
N
ϕ ,
1
2D
N
ϕ ) be the densities of φ, ϕ in L1(M), L1(B), L1(N ),
L1(B) = L1(N )⊕ L1(N ), respectively. We define the map T : L1(N )→ L1(M) by
T (xDNϕ ) =
n∑
k=1
πk(εx)D
M
φ .
According to Lemma 7.5 (see (7.3)), we have∥∥T (xDNϕ )∥∥1 ≤ n ∥∥(εx)DBϕ∥∥L1(B) = n ∥∥xDNϕ ∥∥L1(N ) .
Similarly, we deduce from the fact that εx is mean 0 and Lemma 7.5 (see 7.4) that
∥∥T (xDNϕ )∥∥ ≤
∥∥∥∥DBϕ n∑
k=1
E(x∗x)DBϕ
∥∥∥∥
1
2
L 1
2
(B)
=
√
n
∥∥∥(DBϕE(x∗x)DBϕ ) 12∥∥∥
L1(B)
.
For an analytic element x ∈ Na, we deduce from the action σφt on the free product (see (7.2))
that
T (DNϕ x) = T (σ
ϕ
−i(x)D
N
ϕ ) =
n∑
k=1
σφ−i(πk(εx))D
M
φ =
n∑
k=1
DMφ πk(εx) .(7.8)
By continuity this extends to all elements x ∈ N . Hence, (7.5) implies the missing inequality
and we deduce
‖T : IKn(N , E)→ L1(M)‖ ≤ 1 .
We define the map S : N¯ → M¯ by
S(y) =
n∑
k=1
πk(εy) .
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We refer to Lemma 6.10 for calculating the dual space IKn(N , E)∗ (formed with the anitilinear
duality). According to Proposition 7.4, we have
∥∥S : (N¯ , IKn(N , E)∗)→ M¯∥∥ ≤ 1. Moreover,
〈〈S(y), T (xDNϕ )〉〉(M¯,L1(M)) = trM(S(y)∗T (xDNϕ ))
=
n∑
k=1
trM(πk(εy)∗πk(εx)DMφ ) =
n∑
k=1
ϕ(y∗x) = 〈〈y, x〉〉n .
This shows S∗T coincides with the natural embedding of IKn(N , E) into its bidual and hence T
and S are isomorphisms. (Note that S∗ is linear!) Now, we show that
S∗(L1(M)) ⊂ IKn(N , d) .
Indeed, given an element z = a1 · · · anDMφ with a1 · · · an ∈ A˚i1 ⊗B · · · ⊗B A˚in . We observe that
for S∗(z) 6= 0 to hold we must have n = 1. If z = πk((a1, a2))DMφ is given by a1, a2 ∈ N , then
〈〈S(y), z〉〉 = tr((πk(εy))∗πk((a1, a2))DMφ ) =
1
2
(ϕ(y∗a1)− ϕ(y∗a2))
=
1
2
trN (y∗(a1 − a2)DNϕ ) .
This implies S∗((a1, a2))DMφ =
1
2 (a1−a2)DNϕ . By continuity and density, we deduce the inclusion
S∗(L1(M)) ⊂ L1(N ). Hence, S∗T = idIKn(N ,E) and the assertion is proved.
Theorem 7.7. Let N be a von Neumann algebra with normal faithful trace τ , d ∈ L1(N, τ)
a positive element with full support. Let ϕd(x) = τ(xd). On ℓ
2∞(N) the normal faithful state
is given by ϕ2(x1, x2) =
1
2ϕ(x1) +
1
2ϕ(x2). Then IKn(N, d
1
2 ) is 3-completely complemented in
L1(∗ni=1(ℓ2∞(N), ϕ2)).
Proof: Let us refer to the proof of Example 6.12 on how we may identify IKn(N, d) with the
image i1(IKn(N ,
√
d)) in Haagerup space L1(N). For fixed m ∈ IN, we consider N =Mm(N) and
the conditional expectation E(x⊗ y) = φd(y)x onto B = Mm. On B we use the normal faithful
state ϕB =
tr
m
. We recall that B = ℓ2∞(N ) = Mm(ℓ2∞(N)). For i = 1, .., n we have Ai = B. We
deduce from Lemma 7.1 that the amalgamated product Mn satisfies
Mn = ∗MmAi = Mm(∗ni=1(ℓ2∞(N), ϕ2)) .
Let us define M1n = ∗ni=1(ℓ2∞(N), ϕ2) and φ1n for the faithful normal state φ1n = ∗ni=1ϕ2. Using
the fact that tr
m
is a normalized trace it is clear that
L1(Mn) = L1(Mm, tr
m
)
∧⊗ L1(M1n)
and the density of DMnφ is given by idℓm2 ⊗D
M1n
φ1n
. Then, we may apply Proposition 7.6 for m = 1
and deduce that
T (xDNφd) =
n∑
k=1
πk(εx)D
M1n
φn
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is a contraction. However, using Proposition 7.6 for m, we deduce that also
(idL1(Mm) ⊗ T )
(
[xij](idℓm2 ⊗DNφd)
)
=
n∑
k=1
(idMm ⊗ πk)([εxij ])(idℓm2 ⊗D
M1n
φ1n
)
=
n∑
k=1
(idMm ⊗ πk)([εxij ])DMnφ = Tm([xij ]DNϕ )
is a contraction. Hence T is a complete contraction. Similarly, using the concrete form
Sm((a⊗ b1, a⊗ b2)DMφ ) = (a⊗
b1 − b2
2
)DNϕ = a⊗ (
b1 − b2
2
)DNφd
we obtain Sm = id⊗ S. Therefore S has cb-norm less than 3 and still ST = id
K(N,d
1
2 )
.
Before, we proof our main results we need some results on the QWEP property.
Lemma 7.8. Let (M s) be a family of QWEP von Neumann algebras, then the von Neumann
algebra M = (∏s,UM s∗ )∗ also has QWEP.
Proof: According to Kirchberg [Ki2], we know that
∏
M s is QWEP and thus [Ki2], (
∏
M s)∗∗
is QWEP. Following Groh [Gr], we observe that the space of functionals
∏
s,UM
s∗ on
∏
M s is
left and right invariant under the action of
∏
M s and hence there is a central projection zU such
that M ∼= zU (
∏
M s)∗∗. Equivalently, M = (∏Mn)∗∗/IU , where IU = zU (∏M s)∗∗. Thus M is
QWEP.
The next lemma follows an argument of Pisier/Shlyaktenko [PS, Lemma 2.5] and is based
results of Dykema [Dk2].
Lemma 7.9. Let A be a finite dimensional algebra and ϕ be a state on A, then the free product
∗ni=1(A,ψ) is QWEP.
Proof: In [Ki2] Kirchberg proved that L(Fn) = ∗ni=1L∞ has QWEP. In particular, if ϕ is a trace,
then we can find a trace preserving embedding of A into L(F2). Therefore ∗ni=1(A,ϕ) is the range
of a conditional expectation E : L(F2n) → ∗ni=1(A,ϕ). Let us assume that ϕ(x) = tr(xd) such
that ln d is a duaydic rational. Then we can apply Dykema’s results [Dk2, Theorem 1 and
Theorem 4] to deduce that ∗ni=1(Ai, ϕ) = M0 ⊕M1 where M0 is finite dimensional or {0} and
M1 is a type IIIλ factor with centralizer L(F∞) and the induced state is almost periodic. In
particular, M1 is a factor. According to Connes result [C2, Theorem 4.4.1], M1 is a isomorphic
to a crossed product of L(F∞) ⋊ G with G a discrete amenable group. Hence there exists a
non-normal conditional expectation from the discrete core L(F∞) ⊗ B(ℓ2(G)) onto M1. Since
L(F∞) ⊗ B(ℓ2(G)) is QWEP by Kirchberg’s [Ki2] results, we deduce that M1 is QWEP. For
general φ, we use an ultraproduct argument in approximating ln d by duadic rationals.
Theorem 7.10. Let N be a semifinite von Neumann algebra with trace τ and d a positive density
in Lap2 (N, τ). Then K(N, d) is 3-completely complemented in the predual of a von Neumann M
algebra. If N is hyperfinite, then there is such an M with QWEP.
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Proof: Since d ∈ Lap2 and in view of Lemma 6.1, it suffices to show this for a positive density
d ∈ L2(N, τ). By normalization we can assume τ(d2) = 1 and defined the state ϕd(x) = τ(d2x).
According to Lemma 6.7, K(N, d) is completely contractively complemented in
∏
n,U IKn(N, d).
According to Theorem 7.7,
∏
n,U IKn(N, d) is 3 completely contractively complemented in
M∗ =
∏
n,U L1(Mn)(7.9)
for every free ultrafilter on the integers. The first assertion is proved. Now, we assume in
addition that N is hyperfinite. According to Lemma 6.4, K(N, d) is completely contractively
complemented in ∏
α,U K(Aα, dα) ,
where the Aα’s are finite dimensional. Thus Mn(α) = ∗ni=1ℓ2∞(Aα) is a free product of finite
dimensional von Neumann algebras. According to Lemma 7.9, all the Mn(α)’s (and Mopn (α))
are QWEP. Using Lemma 7.8, we deduce that
∏
n,U L1(Mn(α)) is a predual of a QWEP von
Neumann algebra. Using a further ultraproduct∏
α,U ′
∏
n,U L1(Mn(α))
we stay in the class of preduals with QWEP (after another application of Lemma 7.8).
Corollary 7.11. Let N be semifinite hyperfinte von Neumann algebras with trace τ and d be a
density in Lap2 (N, τ). Then
K(N, d)
∧⊗ K(N, d)
9 completely complemented in
M∗
∧⊗M∗
for some von Neumann algebra M with QWEP.
Proof of Proposition 4.6 and Theorem 2: By Lemma 6.5 and Lemma 6.6, we see that G is
completely contractively complemented inK(M2(ℓ∞(L∞(µ))), d) where d(t) =
( √
t 0
0
√
1− t
)
.
According to Lemma 6.4, d ∈ Lap2 . Hence, the assumptions of Theorem 7.10 and Corollary 7.11
are satisfied and Theorem 2 follows immediately. The lower estimate in Proposition 4.6 follows
immediately by complementation.
8. Appendix
We will explain how the central limit procedure leads to a concrete realization of the von
Neumann algebraM having OH in its predual. This procedure relies on Speicher’s central limit
theorem. Our basic data are given by a σ-finite measure space (Ω,Σ, µ), the commutative von
Neumann algebra L∞(µ) = L∞(Ω,Σ, µ) and two densities d1, d2. On N =M2(L∞(µ)) we define
the density
d =
(
d1 0
0 d2
)
and the weight φd(x) =
∫
tr(d(ω)x(ω))dµ(ω) .
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Lemma 8.1. Assume in addition T = φd(1) <∞ and let φ2(x1, x2) = 12T (φd(x1)+φd(x2)). Let
n ∈ IN andMn = ∗ni=1(ℓ2∞(N), φ2) and φn = ∗ni=1φ2 the product state with density D ∈ L1(Mn).
Then Mn is QWEP and there exists a mappings un : L∞(µ) → Mn, vn : L∞(µ) → Mn such
that
max


∥∥∥∥∥
∑
k
bk ⊗ un(fk)
∥∥∥∥∥
B⊗minMn
,
∥∥∥∥∥
∑
k
bk ⊗ vn(fk)
∥∥∥∥∥
B⊗minMopn

 ≤ 3
max


√
T
n
∥∥∥∥∥
∑
k
bk ⊗ fk
∥∥∥∥∥
B⊗minL∞(µ)
,
∥∥∥∥∥∥
∑
k,j
b∗kbj
∫
f¯kfjd2dµ
∥∥∥∥∥∥
1
2
B
,
∥∥∥∥∥∥
∑
k,j
bkb
∗
j
∫
f¯jfkd1dµ
∥∥∥∥∥∥
1
2
B


for all C∗-algebras B and bk ∈ B, fk ∈ L∞(µ). Moreover,
trMn(un(f)D
1
2
φ vn(g)D
1
2
φ ) =
∫
Ω
fg
√
d1d2dµ
for all f, g ∈ L∞(µ).
Proof: The QWEP property follows from Lemma 7.9. We define Un : N →Mn by
Un(x) =
√
T
n
n∑
k=1
πk(εx) .
Since πk(εx) and πj(εx) are freely independent mean 0 elements, we obtain by approximation
with analytic elements that
tr(Un(x)D
1
2
φUn(y)D
1
2
φ ) =
T
n
n∑
k=1
1
T
trℓ2∞(N)(εxd
1
2 yεd
1
2 ) = trN (xd
1
2 yd
1
2 ) .
We define
un(f) = Un
(
0 f
0 0
)
and vn(f) = Un
(
0 0
f 0
)
Then, we deduce
tr(un(f)D
1
2
φ vn(g)D
1
2
φ ) =
∫
f
√
d2g
√
d1dµ .
The second assertion is proved. In order to prove the first assertion, we consider a von Neumann
algebra B and
x =
m∑
k=1
bk ⊗ fk ∈ B ⊗N .
We define E : B ⊗ ℓ2∞(N) → B by E(b ⊗ n) = φ2(n)b. According to Lemma 7.1, we know that
the algebras
Ak = id⊗ πk(B ⊗min ℓ2∞(N))
are freely independent over E. Therefore, we map apply Proposition 7.4 and deduce
‖id⊗ un(x)‖B⊗minMn ≤ 3
√
T
n
max
{∥∥∥∥
(
0 x
0 0
)∥∥∥∥
B⊗minℓ2∞(N)
,
√
n
∥∥∥∥E
(
(id⊗ un)(x)∗(id ⊗ un)(x)
)∥∥∥∥
1
2
B
,
√
n
∥∥∥∥E
(
(id⊗ un)(x)(id ⊗ un)(x)∗
)∥∥∥∥
1
2
B
}
.
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Using the multiplication with a matrix unit, we get∥∥∥∥
(
0 x
0 0
)∥∥∥∥
B⊗minℓ2∞(N)
= ‖x‖B⊗minL∞(µ) .
It is easily checked that
E
(
(id⊗ un)(x)∗(id⊗ un)(x)
)
=
∑
k,j
b∗kbj
∫
f¯kfj
d2
T
dµ
and
E
(
(id⊗ un)(x)(id ⊗ un)(x)∗
)
=
∑
k,j
bkb
∗
j
∫
fkf¯j
d1
T
dµ
This yields the first inequality for Mn. Note that Mopn = ∗ni=1(ℓ2∞(Nop), φ2). We denote by
m1 ◦m2 = m2m1 the reversed multiplication. We may apply Proposition 7.4 to the same map
Un defined on N
op. Since L∞(µ)op = L∞(µ) the first term is unchanged. For the second term,
we note that
E
(
(id⊗ vn)(x)∗ ◦ (id⊗ vn)(x)
)
=
∑
k,j
b∗kbjE
((
0 f¯k
0 0
)
◦
(
0 0
fj 0
))
=
∑
k,j
b∗kbj
∫
fj f¯k
d2
T
dµ .
By the commutativity of L∞(µ), we obtain the same right hand side for un and vn.
Remark 8.2. Let us consider the space case Ω = {1, ...,m}, µ the counting measure and
d1(j) = λj, d2(j) = λ
−1
j . This yields T =
∑m
j=1 λj + λ
−1
j and we find map un : C
m → Mn,
vn : C
m →Mopn such that
max


∥∥∥∥∥
∑
k
bk ⊗ un(ek)
∥∥∥∥∥
B⊗minMn
,
∥∥∥∥∥
∑
k
bk ⊗ vn(ek)
∥∥∥∥∥
B⊗minMopn


≤ 3max


√
T
n
sup
k
‖bk‖
∥∥∥∥∥
∑
k
b∗kbkλ
−1
k
∥∥∥∥∥
1
2
B
,
∥∥∥∥∥
∑
k
bkb
∗
kλk
∥∥∥∥∥
1
2
B


holds for all C∗-algebras B and bk ∈ B. If n ≥ T maxλ−1k , the first term can be estimated by the
second term. Let πl :Mn → B(L2(Mn)) the natural representation, J(x) = x∗ the conjugation
operator and πr(x) = Jπl(x
∗)J the representation of Mopn in πl(Mn)′. Then, we deduce from√
d1d2 = 1 that
(D
1
2
φ , πl(un(ek))πr(vn(ej))D
1
2
φ ) = tr(D
1
2
φun(ek)D
1
2
φ vn(ej)) = δkj .
This is the key combinatorial estimate from [PS, Lemma 2.4]. However, we also have to know
that Mn is QWEP, see Lemma 7.9. This provides an alternative (though similar) approach to
the key probabilistic tools based on the module version of Voiculescu’s inequality.
In order to find a concrete realization of the von Neumann algebra supporting OH, we will
use Speicher’s central limit theorem [Sp1, Theorem 5] (adapted to our setting).
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Theorem 8.3. [Speicher] Let N be a von Neumann algebra, ϕ : N → C a positive faithful state
and T = ϕ(1). Let ϕ2(x1, x2) =
1
2T ϕ(x1, x2) and Mn = ∗ni=1(ℓ2∞(N), ϕ2)
Un(x) =
√
T
n
n∑
k=1
πk(εx) .
Let φn be the corresponding state associated to the vacuum vector. Then for all x1, ...xm ∈ N
and
lim
n
φn(Un(x1) · · ·Un(xm)) =


0 m odd
∑
(i1,j1),...(im/2,jm/2)∈NCPm
m
2∏
k=1
ϕ(xikxjk) m even
.
Here NCPm stands for the non-crossing pair partitions of {1, ...,m}.
Momentarily, we still assume φd(1) = T . Then, we may pass to the limit for n → ∞ and
deduce for a single self-adjoint element x ∈ N that
lim
n
φn(Un(x)
m) = card(NCPm) φd(x
2) .
This means the limit object has the distribution of a semi-circular random variable. In the
previous section, we have have already seen how to define this limit object as an operator. We
consider a free ultra-filter U and M˜U = (
∏
n,U(Mn)∗)∗. Let us denote φU = (φn) and eU the
support of φU . Then φU defines a normal faithful state onMU = eUM˜eU . For a bounded element
x ∈ N , we know that U∞(x) = (Un(x))n is a bounded sequence and hence an element in M˜U . If
x is in addition ϕd analytic, we deduce from Raynaud’s isomorphism [Ra] that
U∞(x)D
1
2
φU = (Un(x)D
1
2
φn
)n = (D
1
2
φn
Un(σ
ϕd
i
2
(x)))n = D
1
2
φUU∞(σ
ϕd
i
2
(x)) .
This implies φU (U(x)∗(1 − e)U(x)) and hence (1 − e)U(x)e = 0. Hence, for analytic elements
x ∈ N , we deduce that U∞(x) = eU(x)e still satisfies
(8.1) φU (U∞(x1) · · ·U∞(xm)) =
∑
(i1,j1),...(im/2,jm/2)∈NCPm
m
2∏
k=1
ϕd(xikxjk)
for even m and 0 else. In particular, for selfadjoint x, the element U∞(x) is semicircular and
hence satisfies (see e.g. [VDN, Corollary 2.6.5])
‖U∞(x)‖ ≤ 2ϕd(x2)
1
2 .
By continuity, we may now extend U∞ to a continuous map U∞ : L2(Nsa, φd) → MU which
still satisfies the moment formula (8.1). In order to remove the assumption φd(1) = T <∞, we
follow the approach in Theorem 7.10 and first pick an increasing sequence (fα) in the centralizer
of N converging to 1 such that φ(fα) = Tα < ∞. Using the construction above, we obtain
Mα and a map Uα : L2(fαNsa, φd) → Mα. Then, we consider M˜ = (
∏
α,U ′(Mα)∗)∗ and the
support e of the ultraproduct state φ = (φα)α. Using the same trick as above, we find deduce
that for analytic elements (Uα(x))α commutes with e. We use M = eM˜e and obtain a map
U∞ : L2(Nsa, φd)→M still satisfying (8.1). We extend U∞ by linearity to complex linear map.
Since (
0 f
0 0
)
=
1
2
(
0 f
f¯ 0
)
+
−i
2
(
0 if
if 0
)
56 MARIUS JUNGE
we see that U∞ is well defined for matrices which have only entries in the right upper or left lower
corner. According Theorem 7.10 we obtain a completely contractive embedding u1 : K(N,
√
d)→
L1(M) given by
(8.2) u1
(
(D
1
2
fα0φd
x, yD
1
2
fα0φd
) + kerQ
)
= DφU∞(x) + U∞(y)Dφ
such ‖u‖cb ≤ 1. Since we are interested in K(L∞(µ),
√
d1,
√
d2), we have to restrict u1 to matrices
which only have an entry in the right upper corner. It is also more appropriate to consider the
slightly smaller algebra M(µ, d1, d2) generated by the image under U∞ of
L2 =
{(
0 f
f¯ 0
) ∣∣∣ ∫ |f |2(d1 + d2)dµ <∞
}
⊂ L2(Nsa, ϕd) .
Note that M(µ, d1, d2) is complemented in M because we have
(8.3) σφt (U∞(x)) = U∞(σ
ϕd
t (x))
for all x ∈ N . Using complex linear combinations of selfadjoint elements, we see that u1 maps into
L1(M(µ, d1, d2)). We may apply Lemma 8.1 and deduce that the map u∞(f) = U∞
(
0 f
0 0
)
provides a completely bounded map on K(L∞(µ),
√
d1,
√
d2)
∗ with cb-norm ≤ 2. (Here we also
used the density of L∞(µ) in K(L∞(µ),
√
d1,
√
d2)
∗ see Lemma 6.2). Thus K(L∞(µ),
√
d1,
√
d2)
∗
is 2-cb complemented in M(µ, d1, d2).
The advantage of this smaller algebra is also given by the fact that unitaries (contraction) on
L2(µ) extend to automorphism on M(µ, d1, d2). More precisely, let us assume that a unitary
w : L2(µ) → L2(µ) commutes with the canonical multiplication operators Md1 , Md2 associated
with d1, d2, respectively. Then we define W : L
2
sa → L2sa as follows
(8.4) W
(
0 f
f¯ 0
)
=
(
0 w(f)
w(f) 0
)
.
Since w is complex linear, we find that W (x) is selfadjoint if x is. We also have
φd(W (x)W (y)) = φd(xy)
for all x, y ∈ L2sa because w commutes with d1 and d2. In view of (8.1), we see that
πw(U∞(x)) = U∞(W (x)) , x ∈ L2sa
extends to a φ-preserving automorphism of M(µ, d1, d2). Note also that in view of (8.3) and
W ◦ σϕdt = σϕdt ◦W ,
πw commutes with σ
φ
t . For a general contraction v, we work in L2(µ) ⊕ L2(µ) = L2(µ; ℓ22) and
define the unitary
w(v) =
(
v
√
1− vv∗
−√1− v∗v v∗
)
.
Using the densities d1 ⊗ 1, d2 ⊗ 1, it suffices to note that the canonical image of L2 ⊂ L2 ⊕ L2
is σϕdt invariant. Hence, π(u(x)) = u(x, 0) extends to a ∗-preserving homomorphism onto a σφt
invariant subalgebra of Md⊗1. Let E be the canonical conditional expectation, we see that
πv = E ◦ πw(v)π
is a completely positive map such that φ ◦ πv = φ and
πv(u∞(f)) = u∞(vf) .
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This implies πv1v2 = πv1πv2 . Using the moment formula it is also clear that the map π(v) = πv
is continuous with respect to the strong topology.
We may apply this in particular to a projection p ∈ L2(µ) which commutes with d1 and d2
and denote by P : L2sa → L2sa the induced projection. Using Speicher’s moment formula 8.3 and
the definitions of free cumulants, we deduce that
km[U(x1), ...., U(xm)] =
{
0 if m > 2
φd(x1x2) if m = 2
.
In particular, it follows that U∞(P (L2)) and U∞((1 − P )(L2)) are ∗-free (see [NSS, section 1.4]
and the references therein) with respect to φ. Therefore M(µ, d1, d2) is the free product of
πp(M(µ, d1, d2)) and π1−p(M(µ, d1, d2)).
Resuming our results, we obtain
i) There exists a (weak∗-continuous) map
u∞ : K(L∞(µ),
√
d1,
√
d2)
∗ →M(µ, d1, d2)
such that u∗1u∞ = id and
‖u∞‖cb
∥∥∥u∗1 :M(µ, d1, d2)→ K(L∞(µ),√d1,√d2)∗∥∥∥
cb
≤ 2
and
tr(u∞(f)∗D
1
2
φu∞(g)D
1
2
φ ) =
∫
f¯ g
√
d1d2dµ .
ii) If w : L2(µ) → L2(µ) is contraction which commutes with the multiplication map Md2
and Md1 , then there exits a φ-preserving normal completely positive map αw :M→M
such that
u∞ ◦ w = αw ◦ u∞ and u∞ ◦ w = αw ◦ u∞ .
If u is unitary αw is
∗-homomorphism.
iv) If p is a projection in B(L2(µ)) which commutes with d1 and d2, then there exists freely
independent subalgebras Mp, M1−p ⊂M(µ, d1, d2) such that
(M(µ, d1, d2), φ) = (Mp, φ) ∗ (M1−p, φ)
and u(pL2((d1 + d2)µ) ⊂Mp.
It is now very easy to provide a concrete construction of M(µ, d1, d2). Indeed, we may use
the Fock space
F(L2(R;L2sa)) =
∑
n≥0
⊕(L2(R;L2sa))⊗n
and then for a selfadjoint x =
(
0 f
f¯ 0
)
uF (1[0,t]x)(h1 ⊗ · · · hn) = 1[0,t]x⊗ h1 ⊗ · · · ⊗ hn + (1[0,t]x, h1) h2 ⊗ · · · ⊗ hn .
Of course the scalar product (1[0,t]x, h) depends on d1, d2 and µ, namely for h =
(
0 g
g¯ 0
)
we
have
(1[0,t]x, 1[0,t]h) = t
∫
f g¯d1dµ+ t
∫
f¯gd2dµ .
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Let us denote by Ω the vacuum vector corresponding to n = 0. According to Speicher’s central
limit theorem [Sp1, Theorem5], we have
(Ω, uF (x1) · · · uF (xm)Ω) =
m∑
r=0
∑
{V1,...,Vr}∈NCPm
Q(V1) · · ·Q(Vr)
and
Q({i1, ..., il}) = lim
N→∞
N(Ω, u(1[0, 1
N
]xi1) · · · u(1[0, 1
N
]xil)Ω)
Following [Sp1, Theorem6], we see that only pair partitions provide a non-zero term and in this
case
Q((i, j)) = (Ω, uF (1[0,1]xi)uF (1[0,1]xj)Ω) = (xi, xj) .
Now, we don’t need L2(R) anymore and may work on F(L2sa). If ρ(x) = (Ω, xΩ) denotes the
state corresponding to the vacuum vector, we deduce
(Ω, uF (x1) · · · uF (xm)Ω) =
∑
(i1,j1),...(im/2,jm/2)∈NCPm
m
2∏
k=1
(xik , xjk)
= φ(U∞(x1) · · ·U∞(xm)) .
We deduce that M is spatially isomorphic to {uF (x)|x ∈ L2sa}′′ ⊂ B(F(L2sa)). This formula also
provides the crucial link to the free quasi-free states in free probability discussed by Shlyakhtenko
[S1, Remark 2.6]. Indeed, the algebra Γ(HR,Ut) is generated by semicircular elements {s(h)|h ∈
HR} satisfying
φU (s(h1) · · · s(hm)) = 2−m
∑
(i1,j1),...(im/2,jm/2)∈NCPm
m
2∏
k=1
(xik , xjk)U .
Here ( , )U is a complex sesquilinear form given by
(x, x)U = (
2
1 +A−1
x, x) ,
where Ut = A
it is a one parameter family of unitaries acting on the complex Hilbert space
HC = HR + iHR and leaves HR in variant. In our case, we have((
0 f
f¯ 0
)
,
(
0 g
g¯ 0
))
U
= 2
∫
f g¯d1dµ+ 2
∫
f¯gd2dµ .
Calculating the real part, we find the real scalar product is given by
(x, x)HR = 2
∫
(f¯g + g¯f)(d1 + d2) dµ .
However, by [S1, (2)], we have
(x, y)U = (y,A
−1x)U .
This implies
A−1
(
0 f
f¯ 0
)
=
(
0 d1
d2
f
d2
d1
f¯ 0
)
.
We deduce
Ut
(
0 f1
f2 0
)
=
(
0 dit2 d
−it
1 f1
dit1 d
−it
2 f2 0
)
.
Using Shlayhtenko’s result [S1, Theorem 6.10], we obtain the following application.
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Corollary 8.4. M(µ, d1, d2) is isomorphisc to Γ(L2sa, Ut). If the multiplication operators asso-
ciated to d1/d2 and d2/d1 have no point spectrum, then M(µ, d1, d2) is type III1 factor.
Let us now describe how this applies to the operator space OH. We recall
dµ(t) =
1
π
√
t(1− t) and d1(t) = t , d2(t) = 1− t .
We consider ℓ∞(L∞([0, 1], µ)) with the product measure µ∞ = m⊗ µ, m the counting measure.
The space G is the quotient of Lc2((1⊗ d−11 )µ∞)⊕1 Lr2((1⊗ d−12 )µ∞) with respect to subspace E
spanned by elements (f,−f). In view of Lemma 6.6 and (8.2), we see that the mapping
uˆ1 ◦ (I1, I2)(f, g) = uˆ1(fd−
1
2
1 , gd
− 1
2
2 ) = Dφu∞(fd
−1
1 ) + u∞(gd
−1
2 )Dφ
produces a 2-cb embedding u1 of G. We may apply this to the unit vectors fk ∈ G and find
bk = u1(fk) = Dφu∞(ek1[ 1
2
,1]d
−1
1 ) + u∞(ek1[0, 1
2
]d
−1
2 )Dφ .
Note again that u∞(ek1[0, 1
2
]d
−1
2 ) and u∞(1[ 1
2
,1]d
−1
1 ) are linear combinations of semicircular ran-
dom variables and bk is the restriction of the sum of vector states
ψk(T ) = ((u∞(ek1[ 1
2
,1]d
−1
1 ))
∗Ω, TΩ) + (Ω, Tu∞(ek1[0, 1
2
]d
−1
2 )Ω) .
According to condition iii) above, M∞ = M(µ∞, 1 ⊗ d1, 1 ⊗ d2) is an infinite free product of
M(µ, d1, d2)
(M∞, φ) = ∗∞i=1(M(µ, d1, d2), φ) .
Indeed, the moment formula 8.1 tells us that the algebra Ak = πekM∞ are all isomorphic to
M(µ, d1, d2), free from each other and their union generates M∞. This means that the bk’s are
‘free copies’ (in the sense of L1) of b1. (Note also that the construction of M(µ, d1, d2) only
requires one limit procedure because φd is a state in that case. In view of Corollary 8.4, we know
thatM(µ, d1, d2) andM∞ are type III1. Using condition iv), we see that there is a ∗-preserving
homomorphism ρ : B(ℓ2)→ CP σφ (M1⊗d), the normal completely positive φ-preserving maps on
M1⊗d, given by
ρ(v) = πv⊗idL2(µ) .
Using the definition of πv it is easily checked that ρ is continuous with respect to the strong
topology and weak topology on bounded sets. In particular, if vn converges to 0 weakly, ρ(vn)
converges to ρ(0)(x) = φ(x). This provides an alternative way of showing that M∞ is a factor
and that the only space invariant element is the identity. It is easily checked that
π∗v(u∞(f)Dφ) = u∞(v
∗f)Dφ .
In particular, the space Foh = span{bk|k ∈ IN} is homogeneous.
Problem 8.5. Is Foh competely isometrically isomorphic to OH?
Problem 8.6. Are M∞ and M(µ, d1, d2) isomorphic?
The same arguments apply to Cp = [R,C] 1
p
using µα and the same densities d1 and d2.
A posteriori, one can also show directly that the image of u∞K(N,
√
d1,
√
d2)
∗ is completely
complemented and therefore obtain an alternative prove for the embedding of OH and in general
[C,R] 1
p
.
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