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1 Einfu¨hrung
Seit dem Beginn des 20. Jahrhunderts bescha¨ftigen sich Mathematiker intensiv mit
Funktionalanalysis. Die Namen Hilbert und Banach stehen exemplarisch fu¨r große
definitorische Leistungen und tiefliegende Erkenntnisse auf diesem Gebiet. Ein beson-
ders hervorstechendes Merkmal der funktionalanalytischen Beschreibung von mathe-
matischen Zusammenha¨ngen ist ihre Pra¨gnanz. So lassen sich die kompliziertesten
Probleme kurz als Operatorgleichung
F (x) = y (1.1)
mit einem linearen oder nichtlinearen Operator beschreiben, der zwischen abstrakten
Ra¨umen X und Y wirkt. Es ist also ein Lo¨sungselement x ∈ X gesucht, welches
zu gegebener rechter Seite y ∈ Y die Gleichung (1.1) lo¨st. Man unterscheidet dabei
korrekte und inkorrekte (oder auch gut- bzw. schlechtgestellte) Gleichungen (1.1).
Diese Unterscheidung geht dabei wohl auf Hadamard ([9]) zuru¨ck.
Definition 1.1 (Korrektheit nach Hadamard). Seien X und Y metrische Ra¨ume
und F : X −→ Y eine Abbildung. Die Operatorgleichung (1.1) wird korrekt genannt,
falls die folgenden drei Bedingungen erfu¨llt sind:
(i) Existenz: Fu¨r jedes y ∈ Y existiert mindestens ein x ∈ X, so dass (1.1) erfu¨llt
ist.
(ii) Eindeutigkeit: Fu¨r jedes y ∈ Y existiert ho¨chstens ein x ∈ X, so dass (1.1)
erfu¨llt ist.
(iii) Stabilita¨t: Die inverse Abbildung F−1 : Y −→ X ist stetig.
Ist wenigstens eine dieser Bedingungen nicht erfu¨llt, so nennen wir die Operatorglei-
chung inkorrekt.
In der Regel sind die rechten Seiten als Daten in fehlerbehafteter Form yδ ∈ Y mit
einem Fehler der Gro¨ßenordnung δ gegeben, so dass die Erfu¨llung der Stabilita¨tsbe-
dingung entscheidend dafu¨r ist, dass kleine Datenfehler auch nur kleine Fehler in der
Lo¨sung generieren. Eine solche wu¨nschenswerte Eigenschaft tritt auf, wenn F zum
Beispiel in der Na¨he des Einheitsoperators liegt oder (1.1) eine lineare Fredholmsche
oder Volterrasche Integralgleichung 2. Art beschreibt.
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Das Gegenteil ist dann der Fall, wenn der Operator F gla¨ttend wirkt, d.h. durch An-
wendung von F auf x Information und Struktur ausgelo¨scht werden. Dies ist z.B. im-
mer der Fall, wenn F ein kompakter Operator ist. Eine wichtige Aufgabenklasse dieser
Art sind die linearen Integralgleichungen 1. Art. Im Falle gla¨ttender Operatoren muss
man davon ausgehen, dass die entsprechenden Gleichungen inkorrekt werden. Diese
Klasse von Operatorgleichungen ist typisch fu¨r mathematische Modelle inverser Pro-
bleme, bei denen das Element x eine Ursache und y eine Wirkung in dem durch den
sogenannten Vorwa¨rtsoperator F charakterisierten Kausalzusammenhang beschreibt.
Seit mehreren Jahrzehnten bescha¨ftigen sich viele Mathematiker und Anwender mit
der U¨berwindung der Inkorrektheit. Das Zauberwort heißt dabei Regularisierung.
Details und umfassende Darstellungen zu diesem Problemkreis enthalten die Mono-
graphien [3], [7], [16], [17], [29], [32], [33], [42], [47] und [53], welche auch Grundlage
der vorliegenden Arbeit waren.
In der Praxis muss man davon ausgehen, dass anstelle exakter Daten y ∈ Y nur
gesto¨rte Daten der Form
yδ = F (x) + δξ
verfu¨gbar sind. Die Gro¨ße δ ≥ 0 bezeichnet dabei das Datenfehlerniveau oder an-
ders ausgedru¨ckt den Rauschpegel des Beobachtungsprozesses der rechten Seite. Im
Allgemeinen kann man ξ als Zufallsvariable mit Erwartungswert Eξ = 0 und Vari-
anz D2ξ ≤ 1 ansehen und in diesem Sinne das Problem mit stochastischen Fehlern
behandeln. Wir stehen im Folgenden auf einem strikt deterministischen Standpunkt
fu¨r Datensto¨rungen und nehmen nur∥∥∥y − yδ∥∥∥ ≤ δ (1.2)
an.
Obwohl die Eigenschaft (i) der Korrektheit einer Operatorgleichung unverzichtbar im
Lo¨sungsprozess ist, bekommt die Bescha¨ftigung mit ihr meist wenig Aufmerksamkeit.
Die Existenz der Lo¨sung, mit anderen Worten die Surjektivita¨t des Vorwa¨rtsopera-
tors F , la¨sst sich im Fall exakter Daten durch eine Erweiterung des Lo¨sungsraums oft
erzwingen. Anderenfalls muss das Problem durch Regularisierung ohnehin so abge-
a¨ndert werden, so dass es gleichlaufend mit der Stabilita¨t behandelt wird. Wichtig ist
dabei das Konzept der Kleinste-Quadrate-Lo¨sung, wobei Elemente gesucht werden,
die die Norm des sogenannten Defekts ‖F (x)− y‖ minimieren.
Die U¨berwindung von (ii) spielt in der Literatur ebenfalls keine dominante Rolle,
obwohl sie schon schwieriger zu handhaben ist. Setzt man die Existenz von Lo¨sun-
gen voraus, ist die Eindeutigkeit a¨quivalent zur Injektivita¨t von F . Dann existiert
der inverse Operator F−1 und die Lo¨sung x = F−1y ist explizit ausdru¨ckbar. Ist
die Injektivita¨t verletzt, so fehlen Informationen u¨ber die Lo¨sung im Modell. Eine
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Mo¨glichkeit ist dann, unter den in Frage kommenden Lo¨sungen die normkleinste zu
suchen. Diese bezeichnet man dann als Minimum-Norm-Lo¨sung. Neben dieser for-
malen Variante kann man auch versuchen, Zusatzinformationen heranzuziehen, um
die Lo¨sungsvielzahl einzuda¨mmen.
Bedingung (iii) ist zweifellos am ha¨ufigsten im Mittelpunkt der Betrachtung inverser
Probleme. Sie ist das Motiv der weitgefa¨cherten Regularisierungstheorie. Das liegt
daran, dass fu¨r die numerische Umsetzung des Lo¨sungsvorgangs erhebliche Probleme
auftreten, wenn sie nicht erfu¨llt ist. So ko¨nnen durch die Unstetigkeit des Umkehr-
operators F−1 kleine Datenfehler zu einem beliebig hohen Lo¨sungsfehler fu¨hren. Auf
einige Aspekte der Regularisierung wird dann in den weiteren Kapiteln na¨her einge-
gangen. Die Stabilita¨t ha¨ngt aber auch von der Topologie der Aufgabe ab. Zum Bei-
spiel la¨sst sich durch geschickte Raumwahl, insbesondere Wahl der Normen, manch-
mal eine Stabilisierung erzwingen. Praktisch la¨sst sich dies jedoch kaum durchfu¨hren,
da keine Auswahl der Ra¨ume mo¨glich ist. Vielmehr sind diese durch die Anwendung
fest vorgegeben.
Die Theorie nichtlinearer inverser Probleme ist deutlich anspruchsvoller als die, wo
wir es mit einem linearen Vorwa¨rtsoperator zu tun haben. Dennoch ist im letzteren
Fall die Forschung noch nicht am Ende und so lohnt es sich, auch dieses Gebiet zu
vertiefen. Der Anspruch, der vorliegenden Arbeit ist es, dabei einen Beitrag zu leisten
und aktuelle Entwicklungen einzuordnen. Aufgrund dieser Spezifik a¨ndern wir auch
die Notation der betrachteten Operatorgleichung ab und sind damit im Einklang mit
der betreffenden Literatur. Im Folgenden betrachten wir also anstelle von (1.1) die
Gleichung
Ax = y . (1.3)
Wir gehen im Weiteren von folgenden sta¨ndigen Annahmen aus:
X und Y sind unendlich-dimensionale separable Hilbertra¨ume. (1.4)
A ist linear und beschra¨nkt, d.h. A ∈ L(X,Y ). (1.5)
A ist kompakt. (1.6)
A hat einen unendlichdimensionalen Bildraum, d.h. dimR(A) =∞. (1.7)
Nach diesem Einfu¨hrungskapitel wird zuna¨chst die Grundlage fu¨r die lineare Regulari-
sierungstheorie geschaffen. In diesem Zusammenhang wird eingefu¨hrt, was als Lo¨sung
des inversen Problems angesehen werden kann. Dabei wird die Moore-Penrose-Inverse
definiert. Die Probleme Existenz und Eindeutigkeit treten dadurch in den Hinter-
grund und die Betrachtungen reduzieren sich auf die Stabilita¨t. Weiterhin kommen
Elemente der Spektraltheorie fu¨r kompakte Operatoren mit der wichtigen Singula¨r-
wertzerlegung zum Zuge.
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In Kapitel 3 steht dann die eigentliche lineare Regularisierungstheorie im Vorder-
grund. Nach ganz allgemeinen Betrachtungen, was unter einem Regularisierungsope-
rator verstanden wird, ru¨cken verschiedene Fehlerbegriffe in den Fokus. Außerdem
wird die notwendige Parameterwahl typisiert. Dann erfolgt der U¨bergang von der
Behandlung auf Operatorebene zu der auf der Ebene von reellen Funktionen, was zu
erheblichen Erleichterungen der Komplexita¨t fu¨hrt. Anhand dieser Regularisierungs-
funktionen werden Fehlerschranken berechnet. Dabei spielt die abstrakt anzusehen-
de Glattheit der Lo¨sung eine herausragende Rolle. Sie wird durch verallgemeinerte
Quelldarstellungen beschrieben und in Zusammenhang mit der Qualifizierung, einer
Eigenschaft des gewa¨hlten Regularisierungsverfahrens, gebracht. Eine Reihe solcher
Methoden wird ausfu¨hrlich in Beispielen analysiert.
Falls keine genaue Kenntnis u¨ber die Art der erfu¨llten Quelldarstellung vorliegt, kann
man sich mit approximativen Quelldarstellungen behelfen. Die dabei auftretende Di-
stanz zu einer Benchmark-Quelldarstellung wird durch eine Abstandsfunktion ge-
messen. Deren Analysis und Konsequenzen fu¨r Fehlerbetrachtungen stehen im Mit-
telpunkt von Kapitel 4; sie werden am Ende desselben ebenfalls beispielhaft illustriert.
Ausfu¨hrlicher werden die approximativen Quelldarstellungen in Kapitel 5 angewandt.
Die dabei betrachteten linearen Integralgleichungen fu¨hren auf ein inkorrektes Pro-
blem. Die Analyse der entsprechenden Abstandsfunktion fo¨rdert interessante Zusam-
menha¨nge zwischen Fredholmschen und Volterraschen Integralgleichungen zu Tage.
An sich inkorrekte Probleme ko¨nnen durch Einschra¨nkung des Definitionsbereichs der
exakten Lo¨sung (A-priori-Informationen) zu korrekten werden. Dies nennt man be-
dingte Stabilita¨t und wird in Kapitel 6 in den Vordergrund gestellt. Die Beschreibung
erfolgt dort durch den Stetigkeitsmodul des inversen Operators in Abha¨ngigkeit vom
Datenfehlerniveau. Dessen grundlegenden Eigenschaften werden erarbeitet. Außer-
dem wird das Aussehen des Stetigkeitsmoduls fu¨r verallgemeinerte Quelldarstellun-
gen und Ellipsoide dargestellt und dessen Relevanz als Benchmark fu¨r Rekonstruk-
tionsverfahren aufgezeigt. Nach einem kurzen Exkurs zu Quasilo¨sungen berechnen
wir ausfu¨hrlich Fehlerschranken und Konvergenzraten durch Stetigkeitsmoduln und
ordnen diese in die bisherigen Betrachtungen ein.
Eine Anwendung des Stetigkeitsmoduls auf ein inkorrektes Problem im Zusammen-
hang mit der Laplace-Gleichung im zweidimensionalen Fall wird in Kapitel 7 auf-
gezeigt. Dabei wird die auftretende Quelldarstellung und die Konvergenzrate des
Gesamtfehlers ero¨rtert.
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2 Grundlagen der Mathematik linearer inverser
Probleme
Zuna¨chst wollen wir na¨her darauf eingehen, wie man die U¨berwindung der Nichter-
fu¨lltheit von Existenz und Eindeutigkeit ermo¨glichen kann.
Definition 2.1 (Kleinste-Quadrate-Lo¨sung). Ein Element x¯ ∈ X heißt Kleinste-
Quadrate-Lo¨sung zu (1.3), falls
‖Ax¯− y‖ = inf{‖Ax− y‖ : x ∈ X} .
Definition 2.2 (Minimum-Norm-Lo¨sung). Ein Element x† ∈ X heißt Minimum-
Norm-Lo¨sung zu (1.3), falls∥∥∥x†∥∥∥ = inf{‖x‖ : x ist Kleinste-Quadrate-Lo¨sung} .
Fu¨r lineare Probleme geht es uns um die Suche einer Minimum-Norm-Lo¨sung. Diese
ist unter unseren Voraussetzungen (1.4)-(1.7) existent und eindeutig bestimmt. Um
sie mathematisch zu beschreiben, beno¨tigen wir eine weitere Definition.
Definition 2.3 (Moore-Penrose-Inverse). Die Abbildung A† : D(A†) ⊂ Y −→ X mit
dem Definitionsbereich D(A†) = R(A) ⊕ R(A)⊥, die jedem y ∈ D(A†) die entspre-
chende Minimum-Norm-Lo¨sung x† ∈ X zuordnet, heißt Moore-Penrose-Inverse von
A.
In folgender Proposition tragen wir wesentliche Eigenschaften der Moore-Penrose-
Inversen zusammen, siehe [47, Satz 2.1.8] und [7, Folgerung aus Theorem 2.6].
Proposition 2.4. Fu¨r A† gilt:
(a) Falls R(A) = R(A), dann ist D(A†) = Y .
(b) R(A†) = N (A)⊥ = R(A∗).
(c) A† ist linear.
(d) A† ist genau dann stetig, wenn R(A) = R(A).
(e) A† = (A∗A)†A∗.
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Die letzte Beziehung zeigt an, dass im Falle y ∈ D(A†) die Minimum-Norm-Lo¨sungen
von (1.3) und der Normalgleichung A∗Ax = A∗y gleich sind. Ebenso bedeutet das,
dass die Unbeschra¨nktheit der Moore-Penrose-Inversen A† und die von (A∗A)† unter
unseren Voraussetzungen einander entsprechen. Proposition 2.4 fu¨hrt uns zu einer
weiteren Definition der Korrektheit im Falle linearer Operatorgleichungen, siehe [44].
Definition 2.5 (Korrektheit nach Nashed). Eine lineare Operatorgleichung (1.3)
heißt korrekt nach Nashed, falls
R(A) = R(A) . (2.1)
Im Falle R(A) 6= R(A) heißt die Gleichung inkorrekt nach Nashed, wobei noch zwi-
schen Inkorrektheit vom Typ I (R(A) entha¨lt einen abgeschlossenen unendlichdim-
sionalen Teilraum) und Typ II (A ist kompakt) unterschieden wird.
Bemerkung 2.6. Fu¨r lineare Operatorgleichungen ist somit die Korrektheit nach
Nashed gleichzusetzen mit dem Erfu¨lltsein der Hadamardschen Stabilita¨tsbedingung.
Die Argumentation und Beweise zu diesem Thema lassen sich zum Beispiel dem Buch
[17, Kapitel 3.1.4] entnehmen. Wir werden Korrektheit und Inkorrektheit fu¨r lineare
Gleichungen im Weiteren immer im Sinne von Nashed verstehen. Wegen der ange-
nommenen Kompaktheit von A liegt bei den in dieser Arbeit betrachteten linearen
Problemen durchga¨ngig Korrektheit oder Inkorrektheit nach Nashed vom Typ II vor,
wie die folgende Aussage zeigt.
Proposition 2.7. Unter den Voraussetzungen (1.4)-(1.7) ist die lineare Operator-
gleichung (1.3) korrekt genau dann, wenn R(A) endlichdimensional ist. Andernfalls
ist (1.3) inkorrekt vom Typ II.
Da wir stets inverse Probleme als Hintergrund haben, wollen wir uns entsprechend
Voraussetzung (1.7) vorwiegend mit dem inkorrekten Fall dimR(A) =∞ auseinander
setzen. Es sei hier vermerkt, dass die Suche nach Kleinste-Quadrate- und Minimum-
Norm-Lo¨sungen zwar Existenz und Eindeutigkeit in dem nun spezifizierten Sinne
verspricht, allerdings kann der Aspekt der Instabilita¨t auf diese Weise nicht u¨ber-
wunden werden. Falls na¨mlich y bzw. yδ nicht zu D(A†) geho¨ren, so liefern diese
Konzepte allein keine vernu¨nftigen Na¨herungslo¨sungen.
Die gemachte Annahme (1.6) der Kompaktheit der linearen Operatoren A la¨sst eine
gu¨nstige Untersuchung des Problemkreises mit Hilfe von Techniken der Spektraltheo-
rie zu, welche einfache Darstellungen in der Theorie und Lo¨sung inkorrekter Gleichun-
gen erlauben. Neben A ist dann immer auch der Operator A∗A kompakt. Zusa¨tzlich
ist A∗A sogar selbstadjungiert. Fu¨r solche Operatoren ist die Charakterisierung des
Spektrums relativ einfach, wie man den Standardwerken der Funktionalanalysis ent-
nehmen kann, z.B. [56, Satz 6.7].
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Proposition 2.8. Das Spektrum σ(A∗A) des Operators A∗A : X −→ X ist unter
den Voraussetzungen (1.4)-(1.7) diskret sowie eine abza¨hlbar unendliche Menge und
hat folgende Eigenschaften:
• σ(A∗A) = {0} ∪ {λj : j ∈ N;λj ist Eigenwert von A∗A},
• Die Eigenwerte haben endliche Vielfachheit.
• λj > 0 ∀j ∈ N, d.h. wir ko¨nnen die Eigenwerte absteigend ordnen:
λ1 ≥ λ2 ≥ ... > 0.
• {λj}j∈N hat den Ha¨ufungspunkt Null und keinen weiteren.
• λ1 = ‖A∗A‖ = ‖A‖2, wir vereinbaren a := λ1.
Nach dem Spektralsatz fu¨r selbstadjungierte kompakte Operatoren (vgl. [14, Ab-
schnitt 30]) existiert dann eine orthonormale Folge {uj}j∈N in X, so dass eine Dar-
stellung
A∗Ax =
∞∑
j=1
λj〈x, uj〉uj (2.2)
existiert. Wir nutzen diese nun fu¨r den Operator A und setzen zuna¨chst fu¨r alle j ∈ N
sj :=
√
λj (2.3)
vj := s−1j Auj . (2.4)
Dies hat zur Folge, dass
• {vj}j∈N ein Orthonormalsystem in Y ist und
• Auj = sjvj sowie
• A∗vj = sjuj
gilt.
Definition 2.9 (Singula¨rwertzerlegung). Das eben eingefu¨hrte Tripel
{sj ;uj ; vj}j∈N ⊂ (0,∞) ×X × Y
heißt singula¨res System fu¨r den Operator A. Desweiteren heißen die Skalare sj Sin-
gula¨rwerte, die Funktionen oder Vektoren uj und vj werden als Singula¨relemente
bezeichnet. Die daraus resultierende Reihenentwicklung
Ax =
∞∑
j=1
sj〈x, uj〉vj (2.5)
nennt man Singula¨rwertzerlegung von A.
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Umgekehrt ist auch jeder Operator mit dieser Darstellung kompakt, sofern die Singu-
la¨rwerte eine Nullfolge bilden. Weitere Eigenschaften des singula¨ren Systems sind im
Folgenden zusammengetragen. Wir verweisen hierbei auf [7, Theorem 2.8] und [17,
Abschnitt 3.1.5].
Proposition 2.10. Es gilt:
• {uj}j∈N ist ein vollsta¨ndiges Orthonormalsystem in R(A∗) = N (A)⊥,
• {vj}j∈N ist ein vollsta¨ndiges Orthonormalsystem in R(A) = N (A∗)⊥
sowie
A∗y =
∞∑
j=1
sj〈y, vj〉uj ∀y ∈ Y , (2.6)
‖A‖ = s1 , (2.7)
y ∈ D(A†) ⇔
∞∑
j=1
s−2j |〈y, vj〉|2 <∞ , (2.8)
A†y =
∞∑
j=1
s−1j 〈y, vj〉uj fu¨r y ∈ D(A†). (2.9)
Die A¨quivalenz (2.8) stellt eine notwendige und hinreichende Bedingung fu¨r die
Existenz der Kleinste-Quadrate-Lo¨sung dar und nennt sich Picard-Bedingung. Die
Fourierkoeffizienten der Elemente y ∈ Y mu¨ssen also im Vergleich zu den Singu-
la¨rwerten schnell genug abklingen, damit die Elemente zum Definitionsbereich der
Moore-Penrose-Inversen geho¨ren und die Darstellung (2.9) ermo¨glichen. Das Picard-
Kriterium zeigt ebenfalls, dass das Abklingverhalten der Singula¨rwerte des Vorwa¨rts-
oparators die Sta¨rke der Inkorrektheit des Problems entscheidend beeinflusst. Denn
durch sj → 0 werden die Fourierkoeffizienten fu¨r große j entsprechend unbeschra¨nkt
vergro¨ßert.
Fu¨r die kommenden Betrachtungen werden wir fu¨r Reihendarstellungen wie oben
nicht mehr alle Summanden j von 1 bis ∞ beno¨tigen. Stattdessen versta¨ndigen wir
uns auf die Schreibweise
∑
sj>0
und meinen damit
∑
j∈N:sj>0.
Fu¨r selbstadjungierte kompakte Operatoren A∗A ko¨nnen wir nun ein Funktionalkal-
ku¨l entwickeln, welches uns die Definition neuer Operatoren, die in engem Zusammen-
hang dazu stehen, ermo¨glicht. Andererseits versuchen wir, spektrale Untersuchungen
dieser Operatoren auf die Betrachtung reeller Funktionen zu vereinfachen. An dieser
Stelle sei auf hilfreiche Ideen aus [47] und [36] verwiesen.
Allgemein kann man zuna¨chst stu¨ckweise stetige Funktionen g : [0,∞) −→ R be-
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trachten, die lediglich Spru¨nge als Unstetigkeiten aufweisen, d.h. dort sollen die beid-
seitigen Grenzwerte existieren. Wir definieren dann
g(A∗A)x :=
∑
sj>0
g(s2j )〈x, uj〉uj + g(0)Px , (2.10)
wobei P : X −→ N (A) der orthogonale Projektor auf den Kern des Vorwa¨rtsopera-
tors ist. Da g nur auf dem Intervall [0, a] ausgewertet wird, konvergiert die Reihe in
(2.10), so dass g(s2j ) in jedem Fall endlich ist.
Proposition 2.11. (vgl. [47, Abschnitt 2.4] und [36]) Es gilt fu¨r stu¨ckweise stetige
Funktionen g, g1, g2:
‖g(A∗A)‖ = sup
sj>0
|g(s2j )| ≤ sup
t∈[0,a]
|g(t)| (2.11)
‖g(A∗AA∗)‖ = sup
sj>0
sj |g(s2j )| ≤ sup
t∈[0,a]
√
t|g(t)| (2.12)
g1(A∗A)g2(A∗A) = (g1g2)(A∗A) (2.13)
Ag(A∗A) = g(AA∗)A∗ . (2.14)
Nicht alle stu¨ckweise stetigen Funktionen sind fu¨r unsere Zwecke interessant. Eine
wichtige Funktionenklasse wird daher nun in Anlehnung an [11], [39] und [43] einge-
fu¨hrt.
Definition 2.12 (Indexfunktion). Eine Funktion ϕ : [0, a] −→ [0,∞] heißt Index-
funktion, falls
• ϕ stetig,
• ϕ streng monoton steigend und
• ϕ(0) = 0
ist.
Damit vereinfacht sich (2.10) fu¨r den Indexfunktions-Fall, weil der hintere Term ent-
fa¨llt. Bei Anwendung von Indexfunktionen auf Elemente des Spektrums kompak-
ter Operatoren bleiben deren Monotonieeigenschaften erhalten. Eine wichtige Rolle
innerhalb der Klasse der Indexfunktionen spielen die Monome ϕ(t) = tp mit Ex-
ponenten p > 0. Diese sind innerhalb der Regularisierungstheorie schon detailliert
untersucht worden. Fu¨r q ≥ 0 erha¨lt man aus der Ho¨lder-Ungleichung die Interpola-
tionsungleichung, siehe [7, Abschnitt 2.3]:
‖(A∗A)px‖ ≤ ‖(A∗A)qx‖ pq ‖x‖1− pq . (2.15)
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2 Grundlagen der Mathematik linearer inverser Probleme
Fu¨r p = 1/2, also ϕ(t) =
√
t, nennen wir ϕ(A∗A) den Betrag von A und analog auch
ϕ(AA∗) den Betrag des adjungierten Operators A∗:
|A|x := (A∗A)1/2x =
∑
sj>0
sj〈x, uj〉uj
|A∗|y := (AA∗)1/2y =
∑
sj>0
sj〈y, vj〉vj .
Diese Definition und folgende Beziehungen sind ebenfalls in Anlehnung an [47, Ab-
schnitt 2.4] aufgefu¨hrt.
Lemma 2.13. Es gilt:
R(A∗) = R(|A|) = R
(
(A∗A)1/2
)
R(A) = R(|A∗|) = R
(
(AA∗)1/2
)
.
Insbesondere die erste Gleichungskette spielt eine wichtige Rolle. Sie kennzeichnet
die Sonderrolle der Funktion ϕ(t) =
√
t unter allen Monomen im Zusammenhang mit
Quelldarstellungen. Darauf wird in den Kapiteln 3 bis 5 na¨her eingegangen.
Bemerkung 2.14. Die bei uns generell vorausgesetzte Kompaktheit des Vorwa¨rts-
operators ist nicht zwingend notwendig, um das eingefu¨hrte Spektralkalku¨l fu¨r lineare
selbstadjungierte Operatoren anwenden zu ko¨nnen. Anstelle der Singula¨rwertzerle-
gung bedient man sich einer Integraldarstellung, die nun kurz angedeutet werden
soll. Eine ausfu¨hrliche Motivation und Darstellung dazu la¨sst sich z.B. in [7, Kapitel
2.3] finden. Zu reellen Zahlen λ betrachtet man eine Familie {Eλ} von Orthogo-
nalprojektoren in X. Unter gewissen technischen Voraussetzungen nennen wir sie
Spektralfamilie. Es sei ϕ eine Indexfunktion und j, n ∈ N sowie a, b, r, λj , ξj ∈ R mit
−∞ < a = λ0 < ... < λn = b <∞ ,
r = max
j∈[1,n]
|λj − λj−1| ,
ξj ∈ (λj−1, λj ] ∀j ∈ [1, n] .
Dann existiert das Element∫ b
a
ϕ(λ) dEλx := lim
r→0
n∑
j=1
ϕ(ξj)(Eλj − Eλj−1)x ∈ X . (2.16)
Wir bezeichnen mit
∫∞
−∞ ϕ(λ) dEλx den Grenzwert von (2.16) fu¨r a → −∞ und
b → ∞, falls er existiert. Fu¨r den selbstadjungierten Operator A∗A existiert eine
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eindeutige Spektralfamilie {Eλ}λ∈R, so dass
A∗Ax =
∫ ∞
−∞
λ dEλx
gilt. In diesem Fall benennen wir {Eλ} als Spektralfamilie von A und definieren
Funktionen von selbstadjungierten Operatoren wie folgt:
ϕ(A∗A)x :=
∫ ∞
−∞
ϕ(λ) dEλx . (2.17)
Man kann dann zeigen, dass die Definition (2.10) einer Funktion von selbstadjun-
gierten kompakten Operatoren einen Spezialfall von (2.17) darstellt. Ebenso gelten
die Rechenregeln aus Proposition 2.11 analog. In der Arbeit wird der U¨bersicht-
lichkeit halber weiterhin die Kompaktheit von A vorausgesetzt. Viele Inhalte gelten
aber ebenso fu¨r nichtkompakte Vorwa¨rtsoperatoren. Aussagen speziell fu¨r kompakte
Operatoren werden als solche benannt.
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3 Konvergenzratenresultate fu¨r lineare
Regularisierungsschemata auf der Grundlage
verallgemeinerter Quelldarstellungen
Ausgangspunkt fu¨r die weiteren Abhandlungen ist die Voraussetzung der Inkorrekt-
heit nach Nashed. Die Stabilita¨t (iii) aus der Hadamardschen Korrektheitsdefinition
1.1 sei also verletzt. Dies fu¨hrt im Lo¨sungsprozess zu gravierenden Schwierigkeiten,
insbesondere wenn die Daten fehlerbehaftet sein ko¨nnen. Denn dann spielt es keine
Rolle, wie klein genau ein etwaiger Fehler ausfa¨llt. Die Unbeschra¨nktheit von A−1
wu¨rde unweigerlich zum Verlust der Kontrolle u¨ber den Lo¨sungsfehler fu¨hren. Dies
la¨sst sich an der Struktur der Moore-Ponrose-Inversen
A† =
∑
sj>0
s−1j 〈·, vj〉uj , (3.1)
siehe auch (2.9), nachvollziehen. Haben wir es na¨mlich mit gesto¨rten Daten yδ zu
tun, wird der Fehleranteil des Datenfehlers in Richtung von Singula¨relementen vj
zu kleinen Singula¨rwerten sj mit entsprechend großen Zahlen s−1j multipliziert. Man
ko¨nnte naiverweise als Lo¨sung x = A†yδ angeben, falls sie existiert. Das wa¨re bei
yδ ∈ D(A†) der Fall. Dann ha¨tte man aber wahrscheinlich aus eben genannten Gru¨n-
den eine unbrauchbare Problemlo¨sung betrieben. Als Ausweg dient die Betrachtung
von Ersatzaufgaben, die korrekt sind und eine numerisch stabile Lo¨sung versprechen.
Diese Vorgehensweise nennt man Regularisierung.
Wir fu¨hren die Regularisierung nun formal ein. Bei der Notation folgen wir [7, Ab-
schnitt 3.1].
Definition 3.1 (Regularisierungsverfahren). Sei A ∈ L(X,Y ), α > 0 und
Rα : Y −→ X ein beschra¨nkter Operator. Die Familie {Rα} heißt Familie von Re-
gularisierungsoperatoren fu¨r A†, falls es eine Parameterwahl α = α(δ, yδ) gibt mit
lim
δ→0
sup
{∥∥∥Rα(δ,yδ) −A†y∥∥∥ : yδ ∈ Y,∥∥∥yδ − y∥∥∥ ≤ δ} = 0 . (3.2)
Dabei ist die Parameterwahl eine Abbildung α : (0,∞)× Y −→ (0,∞) mit
lim
δ→0
sup
{
α(δ, yδ) : yδ ∈ Y,
∥∥∥yδ − y∥∥∥ ≤ δ} = 0 . (3.3)
Fu¨r y ∈ D(A†) heißt das Paar (Rα, α) dann konvergentes Regularisierungsverfahren.
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Mit anderen Worten: die stetigen Regularisierungsoperatoren ersetzen die unstetige
Moore-Penrose-Inverse, d.h.
lim
α→0
Rαy = A†y ∀ y ∈ D(A†) . (3.4)
Bemerkung 3.2. Die Regularisierungsoperatoren mu¨ssen nicht zwangsla¨ufig linear
sein. Es ist mo¨glich, nichtlineare Regularisierungen fu¨r lineare inkorrekte Probleme
zu betrachten. Die weiteren Ausfu¨hrungen beziehen sich jedoch auf lineare Regulari-
sierungsoperatoren.
Die Konvergenz Rα → A† fu¨r α → 0 ist eine punktweise und keine in der Operator-
norm, wie man den Ausfu¨hrungen in [7, Abschnitt 3.1] entnehmen kann. Man kann
na¨mlich mit Hilfe des Satzes von Banach-Steinhaus zeigen, dass
lim
α→0
‖Rα‖L(Y,X) =∞
gilt. Bei festem Regularisierungsparameter α > 0 bezeichnen wir
xα := Rαy
xδα := Rαy
δ
als regularisierte Lo¨sungen im ungesto¨rten bzw. gesto¨rten Fall. Diese ha¨ngen aufgrund
der Beschra¨nktheit von Rα stetig von den Daten ab. Das Ziel bei der Anwendung
von Regularisierungsverfahren muss es sein, den Abstand zwischen der (unbekannten)
Minimum-Norm-Lo¨sung und der regularisierten Lo¨sung so gering wie mo¨glich zu
halten.
Definition 3.3 (Gesamtfehler). Die Funktion e(α, δ) :=
∥∥x† − xδα∥∥ wird als Gesamt-
fehler der Regularisierung bezeichnet.
Im Falle gesto¨rter Daten la¨sst sich dieser Gesamtfehler mit Hilfe der Dreiecksunglei-
chung und (1.2) folgendermaßen darstellen:
e(α, δ) =
∥∥∥x† − xδα∥∥∥
=
∥∥∥A†y −Rαyδ∥∥∥
≤
∥∥∥A†y −Rαy∥∥∥+ ∥∥∥Rαy −Rαyδ∥∥∥
≤
∥∥∥A†y −Rαy∥∥∥+ ‖Rα‖∥∥∥y − yδ∥∥∥
≤
∥∥∥A†y −Rαy∥∥∥+ ‖Rα‖ δ . (3.5)
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Er la¨sst sich also zerlegen in einen Approximationsfehler
∥∥A†y −Rαy∥∥ und einen Da-
tenfehler ‖Rα‖ δ. Wa¨hrend der erste Anteil fu¨r α→ 0 auch zu Null tendiert, wa¨chst
der zweite Anteil fu¨r festes Datenfehlerniveau δ ins Unendliche. Umgekehrt verha¨lt es
sich fu¨r α→∞. Eine bessere Stabilita¨t durch wachsende Regularisierungsparameter
la¨sst die Approximation schlechter werden und vice versa. Es muss also ein bestmo¨g-
licher Kompromiss durch die Wahl von α gesucht werden. Man unterscheidet zwei
prinzipielle Arten der Parameterwahl:
• A-priori-Parameterwahl : Die Wahl des Regularisierungsparameters la¨sst sich
als α = α(δ) darstellen, sie ha¨ngt also nur vom Datenfehlerniveau und nicht
von den gesto¨rten Daten selbst ab. Sie ist hauptsa¨chlich fu¨r Konvergenzaussagen
geeignet.
• A-posteriori-Parameterwahl : Hierbei kann die Parameterwahl sowohl von δ als
auch von yδ abha¨ngen. Dies ist also der allgemeine Fall α(δ, yδ). Ein Spezi-
alfall davon ist die heuristische Parameterwahl, welche durch α = α(yδ) cha-
rakterisiert wird und demnach nicht von δ selbst abha¨ngt. Sie liefern nach
dem sogenannten Bakushinskii-Veto (siehe [1]) keine konvergenten Regularisie-
rungsverfahren im Sinne von Definition 3.1. Trotzdem werden Heuristiken von
Praktikern gern genutzt.
Folgende Aussage aus [7, Proposition 2.7] liefert uns ein notwendiges und hinreichen-
des Kriterium, wann A-priori-Parameterwahlstrategien zu konvergenten Regularisie-
rungsverfahren fu¨hren.
Proposition 3.4. Sei {Rα} eine Familie linearer Regularisierungsoperatoren und
α = α(δ). Dann ist (Rα, α) ein konvergentes Regularisierungsverfahren genau dann,
wenn
lim
δ→0
α(δ) = 0 (3.6)
lim
δ→0
δ
∥∥Rα(δ)∥∥ = 0 (3.7)
gelten.
Fu¨r lineare Vorwa¨rtsoperatoren kann man sich wiederum das Spektralkalku¨l aus
Abschnitt 2 zunutze machen. Diese Vorgehensweise, auch allgemeines lineares Re-
gularisierungsschema genannt, geht laut [2] auf zwei Arbeiten Bakushinskiis aus
den Jahren 1967 und 1973 zuru¨ck. Die hier vorgelegte Darstellung folgt [47, Ab-
schnitt 3.3]. Grundprinzip ist die Reduktion der Betrachtung von operatorwertigen
Funktionen auf reellwertige. Die Regularisierungsoperatoren ha¨ngen dabei vom Vor-
wa¨rtsoperator ab. Dieser Zusammenhang wird unter Zuhilfenahme stu¨ckweise stetiger
Funktionen gα : [0, a] −→ R, wir nennen sie bei Erfu¨llung gewisser Voraussetzungen
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spa¨ter Regularisierungsfunktionen, beschrieben. Durch sie wird Rα expliziert. Die
Kompaktheitsannahme (1.6) fu¨r den Vorwa¨rtsoperator ist hierbei nicht zwingend
notwendig, macht die Anwendung aber u¨berschaubarer. Analog zu (2.10) definiert
dann gα(A∗A) einen linearen kompakten selbstadjungierten Operator. Mit dessen
Hilfe soll A† approximiert werden. Ausgangspunkt ist die Normalgleichung mit zuge-
ho¨riger Minimum-Norm-Lo¨sung entsprechend Proposition 2.4:
A∗Ax = A∗y , x† = (A∗A)†A∗y = A†y .
Damit durch den Ansatz mit Regularisierungsfunktionen auch tatsa¨chlich eine Regu-
larisierung mit der Eigenschaft (3.4) beschrieben wird, muss zuna¨chst fu¨r α→ 0 die
(punktweise) Konvergenz gα(A∗A)A∗ → A† gelten. Mit Hilfe der Reihendarstellungen
A†y =
∞∑
sj>0
s−1j 〈y, vj〉uj (3.8)
gα(A∗A)A∗y :=
∑
sj>0
gα(s2j )sj〈y, vj〉uj (3.9)
fu¨r y ∈ D(A†), siehe (2.9) und (2.10), fordern wir also
gα(s2j )sj →
1
sj
∀j ⇐⇒ gα(t)→ 1
t
(3.10)
fu¨r α→ 0. Dabei wurde in (3.9) verwendet, dass PA∗y = 0 ist, vgl. (2.10). Wir haben
also als Regularisierungsoperatoren:
Rα = gα(A∗A)A∗ mit ‖Rα‖ = sup
t∈(0,a]
√
t |gα(t)|. (3.11)
Die Darstellung der regularisierten Lo¨sungen wird an dieser Stelle angepasst:
xα := gα(A∗A)A∗y (3.12)
xδα := gα(A
∗A)A∗yδ . (3.13)
Wie setzen uns nun kurz mit dem Approximationsfehler auseinander. Dieser la¨sst
sich berechnen durch
A†y − gα(A∗A)A∗y = x† − gα(A∗A)A∗Ax†
= [I − gα(A∗A)A∗A]x†
= rα(A∗A)x†
mit
rα(t) := 1− tgα(t) . (3.14)
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Definition 3.5 (Bias-Funktion). Die durch Gleichung (3.14) definierte Funktion
rα : [0, a] −→ R nennen wir Bias-Funktion.
Die erste Forderung (3.10), die sichern soll, dass gα eine Regularisierungsfunktion ist,
ko¨nnen wir kurz in der Form
rα(t)→ 0 fu¨r α→ 0
darstellen. Diese U¨berlegungen mu¨nden in der folgenden Aussage, die in [47, Satz
3.3.1] bewiesen wird.
Proposition 3.6. Sei gα stu¨ckweise stetig und erfu¨lle (3.10). Es existiere ferner eine
Konstante γ0 > 0, so dass t|gα(t)| ≤ γ0, dann gilt:
lim
α→0
xα = A†y, fu¨r y ∈ D(A†) (3.15)
lim
α→0
‖xα‖ =∞, fu¨r y /∈ D(A†) . (3.16)
Mit
t|gα(t)| ≤ γ0
haben wir also eine zweite Forderung an gα, damit die Funktion regularisierend wirkt.
Sie sichert die Beschra¨nktheit des Operators gα(A∗A)A∗ und damit auch die der re-
gularisierten Lo¨sung xα aus (3.12). Somit wird die numerische Stabilita¨t des Lo¨sungs-
verfahrens gesichert. Es gibt noch eine dritte Forderung
sup
t∈(0,a]
√
t |gα(t)| ≤ γ∗√
α
, γ∗ > 0,
die in der Literatur ha¨ufig vorkommt. Sie ist eine Normalisierungsbedingung und wird
damit begru¨ndet, dass die ersten beiden Forderungen auch dann erfu¨llt sind, falls auf
den Regularisierungsparameter α eine Indexfunktion β(α) angewandt wird und man
gβ(α) betrachtet. Die Auswahl, welches β man nehmen soll, motiviert sich aus dem
Zusammenhang zur optimalen Parameterwahl der abgeschnittenen Singula¨rwertzerle-
gung (Beispiel 3.26), siehe z.B. [39]. Diese ist ein spezielles Regularisierungsverfahren.
Unsere bisherigen U¨berlegungen zielen also auf folgende Festlegung ab.
Definition 3.7 (Regularisierungsfunktion). Sei α¯ ∈ (0,∞]. Wir nennen
gα : σ(A∗A) ⊂ R+0 −→ R, α ∈ (0, α¯], eine Familie von Regularisierungsfunktionen,
falls
lim
α→0
gα(t) =
1
t
, t ∈ (0, a] , (3.17)
sup
t∈(0,a]
| t gα(t) | ≤ γ0 (3.18)
sup
t∈(0,a]
√
t |gα(t)| ≤ γ∗√
α
(3.19)
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gelten. Bezu¨glich der bei der Regularisierung auftretenden Fehler sind zwei Konver-
genzen im Mittelpunkt unseres Interesses:∥∥∥x† − xα∥∥∥→ 0 fu¨r α→ 0 (3.20)
e(α, δ) =
∥∥∥x† − xδα∥∥∥→ 0 fu¨r δ → 0 . (3.21)
Diese Konvergenzen sind bei konvergenten Regularisierungsverfahren gesichert. Es
stellt sich allerdings die Frage, wie schnell die Normen gegen Null konvergieren. Die
Konvergenz des Gesamtfehlers ha¨ngt dabei im Allgemeinen von der Parameterwahl
ab. Wir interessieren uns fu¨r A-priori-Parameterwahlstrategien, da durch diese eine
Gesamtfehlerrate direkt aus dem Datenfehlerniveau heraus bestimmt werden:
e(α(δ), δ) = e(δ) =
∥∥∥x† − xδα(δ)∥∥∥→ 0 fu¨r δ → 0 . (3.22)
Bemerkung 3.8. Wir verstehen im Folgenden die Schreibweise e(α, δ) passend zu
Definition 3.3 immer im allgemeinen Sinne bezogen auf eine A-posteriori-Parameterwahlstrategie
α = α(δ, yδ). Hingegen geho¨rt zum Gesamtfehler eines Regularisierungsverfahrens
speziell auf Basis einer A-priori-Parameterwahl α = α(δ) die Bezeichnung e(δ) aus
Formel (3.22).
Es steht fu¨r uns also die erste Konvergenz (3.20) im Mittelpunkt. Wir rufen uns
dabei in Erinnerung, dass wir den Gesamtfehler e(α, δ) anhand von (3.5) in den
Approximations- und Datenfehler aufgeteilt haben.
Bemerkung 3.9. Wegen (3.5) ist klar, dass allein auf Grundlage des Datenfehlers die
Konvergenzrate des Gesamtfehlers nie besser sein kann als O(δ). Das ist unabha¨ngig
von der Parameterwahl. Somit kommen nur konkave Funktionen zur Beschreibung
des Verhaltens des Gesamtfehlers in der Umgebung von Null in Frage.
Fu¨r folgende Definition ko¨nnen allgemein auch Teilmengen M ⊂ X betrachtet wer-
den.
Definition 3.10 (Profilfunktion). Gegeben sei eine Regularisierunsfunktion gα mit
Bias-Funktion rα.
• Bei x ∈ X nennen wir f eine Profilfunktion fu¨r (x, gα), falls
‖rα(A∗A)x‖ ≤ f(α) , α ∈ (0, α¯] . (3.23)
• Falls diese Abscha¨tzung gleichma¨ßig fu¨r jedes x ∈ M gilt, nennen wir f eine
Profilfunktion fu¨r (M, gα).
18
Profilfunktionen sind offenbar Indexfunktionen und beschreiben die relative Glattheit
der exakten Lo¨sung zum Vorwa¨rtsoperator. Sobald man die Kenntnis einer Profil-
funktion fu¨r (x†, gα) hat, kann man mit Hilfe von (3.19) nun die Abscha¨tzung (3.5)
umschreiben:
e(α, δ) = f(α) +
γ∗δ√
α
∀α ∈ (0, α¯]. (3.24)
Der besondere Stellenwert des Approximationsfehlers wird nun also durch die Analyse
seiner oberen Schranken untermauert, indem wir Profilfunktionen mit ihrer Asym-
ptotik fu¨r α → 0 untersuchen. Um danach eine Aussage fu¨r den Gesamtfehler zu
treffen, muss der Parameter α = α(δ) gewa¨hlt werden. Wir werden nun sehen, dass
es vernu¨nftig ist, die beiden Summanden der rechten Seite von (3.24) zu a¨quilibrieren,
also gleichzusetzen. Ausgangspunkt ist demnach
f(α) =
γ∗δ√
α
(3.25)
Θ∗(α) :=
√
αf(α)
γ∗
= δ . (3.26)
Unsere A-priori-Parameterwahl lautet also
α∗(δ) = Θ−1∗ (δ) . (3.27)
Wir zeigen nun folgende Aussage, die A¨hnlichkeiten zu [35, Lemma 2.4] aufweist.
Lemma 3.11. Es gilt:
f(Θ−1∗ (δ)) ≤ inf
α∈(0,α¯]
{
f(α) +
γ∗δ√
α
}
≤ f(α∗) + γ∗δ√
α∗
= 2f(Θ−1∗ (δ)) . (3.28)
Beweis. • Zuerst befassen wir uns mit der linken Ungleichung. Wegen
f(α) +
γ∗δ√
α
≥ max
{
f(α) ,
γ∗δ√
α
}
brauchen wir lediglich
max
{
f(α) ,
γ∗δ√
α
}
≥ f(Θ−1∗ (δ))
zu zeigen. Dazu unterscheiden wir zwei Fa¨lle.
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– 1. Fall: α < Θ−1∗ (δ)
Dann ist
max
{
f(α) ,
γ∗δ√
α
}
≥ γ∗δ√
α
≥ γ∗Θ∗
(
Θ−1∗ (δ)
)
√
α
=
γ∗
√
Θ−1∗ (δ)f(Θ−1∗ (δ))
γ∗√
α
> f
(
Θ−1∗ (δ)
)
.
– 2. Fall: α ≥ Θ−1∗ (δ)
Dann ist
f(Θ−1∗ (δ)) ≤ f(α) ≤ max
{
f(α) ,
γ∗δ√
α
}
.
• Die zweite Ungleichung ist klar.
• Die Parameterwahl von α∗ erfu¨llt (3.25). Somit gilt auch wegen (3.27)
f(α∗) +
γ∗δ√
α∗
= 2f(α∗) = 2f(Θ−1∗ (δ)) ,
womit auch die noch ausstehende Gleichheit auf der rechten Seite von (3.28)
gezeigt ist.
Dies bedeutet, dass bei Wahl (3.27) des Regularisierungsparameters der Gesamtfeh-
ler die kleinstmo¨gliche Summe von Approximations- und Datenfehler ho¨chtens um
den Faktor 2 u¨berschreitet. Mehr noch: bei dieser A-priori-Parameterwahl ist durch
Lemma 3.11 gesichert, dass man fu¨r δ → 0 die gleiche Asymptotik O (f(Θ−1∗ (δ)))
wie bei der optimalen Parameterwahl erha¨lt. Man erreicht also die optimale Ordnung
der Fehlerkonvergenzrate und verwendet daher zwangsla¨ufig immer eine auf A¨quili-
brierung basierende Parameterwahl, wenn diese a priori zu treffen ist. Die gleichen
Ratenresultate erzielt man dann natu¨rlich auch fu¨r andere Konstanten als γ∗ in (3.26)
bei der Definition der Hilfsfunktion Θ∗. Aus Vereinfachunsgru¨nden und fu¨r spa¨tere
Betrachtungen definieren wir
Θ(α) :=
√
αf(α) , ∀α ∈ (0, α¯] , (3.29)
und erhalten als Parameterwahl
α(δ) = Θ−1(δ) ,
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was fu¨r genu¨gend kleine δ > 0 anhand von (3.24) zu
e(δ) ≤ (1 + γ∗) f
(
Θ−1(δ)
)
, δ ∈ (0, δ¯] , (3.30)
fu¨hrt. Dies ist also ein Konvergenzratenresultat fu¨r allgemeine lineare Regularisie-
rungsschemata.
Bemerkung 3.12. Aus Gru¨nden der vereinfachten Darstellung nehmen wir im Wei-
teren die Injektivita¨t des Vorwa¨rtsoperators A an.
In Abschnitt 2 haben wir kennengelernt, wie die Singula¨rwerte des Vorwa¨rtsoperators
A die Inkorrektheit des Problems (1.3) beeinflusst. Man spricht von einer gla¨tten-
den Wirkung des Vorwa¨rtsoperators. Doch auch die exakte Lo¨sung, in unserem Fall
x†, kann verschiedene Glattheitseigenschaften aufweisen. Diese sind im Allgemeinen
abstrakt und ha¨ngen nicht zwangsla¨ufig mit Glattheit im Sinne spezieller Differen-
tiationseigenschaften zusammen. Die Glattheit der Lo¨sung spielt eine entscheidende
Rolle in der Konvergenztheorie inkorrekter Probleme, da sie Zusatzinformationen
bereitstellt, die die Analyse des Regularisierungsfehlers in genauerer Art und Weise
ermo¨glicht.
Aus [22] wissen wir, dass im allgemeinen keine Profilfunktion fu¨r (X, gα) existieren
kann, wenn es sich um ein inkorrektes Problem handelt. Fu¨r kompakte Teilmengen
M ⊂ X existiert jedoch immer eine Profilfunktion. Die Analyse spezieller Lo¨sungs-
mengen M , die A-priori-Informationen u¨ber die exakte Lo¨sung widerspiegeln, spielt
bei Konvergenzbetrachtungen eine wichtige Rolle. Bei bekanntem M ist auch eine A-
priori-Parameterwahl zielfu¨hrend, wa¨hrend man ohne derlei A-priori-Informationen
auf eine A-posteriori-Parameterwahl angewiesen ist. Generell wird die Lo¨sungsglatt-
heit im Folgenden (wie auch z.B. in den Arbeiten [4], [22]) in dieser Arbeit durch einen
gla¨ttenden linearen Operator G : X −→ X mit nichtabgeschlossenem Bildraum in
der Form
x† = Gv mit v ∈ X und ‖v‖ ≤ R (3.31)
beschrieben. Der Einfachheit halber macht es Sinn, dabei nur Operatoren zu betrach-
ten, die injektiv, selbstadjungiert und positiv sind, d.h. fu¨r x 6= O gelte 〈Gx, x〉 > 0.
Wir vermerken, dass nach [22, Lemma 2.8] die Menge aller x ∈ X, die eine Darstellung
(3.31) haben, abgeschlossen und kompakt ist. Um weitere Resultate zu ermo¨glichen,
sollte in irgendeiner Form ein Zusammenhang zwischen G und A∗A bestehen. Diese
ko¨nnen beispielsweise wie folgt aussehen:
• Es gelte eine verallgemeinerte Quelldarstellung
G = ϕ(A∗A) mit einer Indexfunktion ϕ : [0, a] −→ [0,∞) . (3.32)
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• Es gelte eine Bildraum-Inklusion
R(G) ⊂ R(ϕ(A∗A)) mit einer Indexfunktion ϕ : [0, a] −→ [0,∞) . (3.33)
• Es gelte eine Bildraum-Inklusion
R(ψ(G)) ⊂ R(|A|) mit einer Indexfunktion ψ : [0, ‖G‖] −→ [0,∞) . (3.34)
• Es gebe eine Normbeziehung
‖ψ(G)x‖ ≤ C ‖Ax‖ (3.35)
mit einer Indexfunktion ψ : [0, ‖G‖] −→ [0,∞) und einer Konstante C <∞.
Diese Bedingungen und Beziehungen zwischen ihnen werden ausfu¨hrlich in [4] behan-
delt. Die vorliegende Arbeit befasst sich in diesem Zusammenhang hauptsa¨chlich mit
den verallgemeinerten Quelldarstellungen anhand von Indexfunktionen zur Beschrei-
bung der Glattheit. Die Motivation dazu soll an dieser Stelle kurz dargelegt werden,
Ideen hierzu basieren auf [39] und weiteren Arbeiten von P. Mathe´. Grundlage ist
die Picard-Bedingung (2.8). Sie ist eine Voraussetzung an exakte Datenelemente, um
zum Definitionsbereich der Moore-Penrose-Inversen zu geho¨ren. Da wir mittlerweile
Injektivita¨t des Vorwa¨rtsoperators vorausgesetzt haben, ist damit nun auch ein Kri-
terium fu¨r die Lo¨sbarkeit der linearen Operatorgleichung (1.3) gegeben. Indirekt wird
so auch eine Forderung an die exakte Lo¨sung, die wir weiterhin mit x† bezeichnen,
gestellt. Es ist klar, dass nicht zwangsla¨ufig genau diejenige Abklingrate der Fourier-
koeffizienten von y vorliegen muss, damit das Picard-Kriterium erfu¨llt wird. Auch
alle schnelleren Raten sind denkbar. Diese Fa¨lle kann man unter Zuhilfenahme der
Beziehung
〈y, vj〉 = sj〈x†, uj〉 , sj > 0 ,
zwischen den Fourierkoeffizienten von x und y durch eine Folge {ηj} zusa¨tzlicher
Faktoren mit ηj > 0∀j ∈ N beschreiben:∑
sj>0
|〈y, vj〉|2
s2jη
2
j
=
∑
sj>0
|〈x†, uj〉|2
η2j
.
Entweder sind beide Reihen gleich oder unendlich. Man spricht in diesem Zusam-
menhang von einer zusa¨tzlichen Glattheit, die man mit Hilfe von Indexfunktionen ϕ
durch
ϕ(s2j ) := ηj
fassen kann.
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Lemma 3.13. Es gilt fu¨r x ∈ X∑
sj>0
|〈x, uj〉|2
ϕ2(s2j )
<∞ ⇐⇒ ∃ v ∈ X : x =
∑
sj>0
ϕ(s2j )〈v, uj〉uj .
Definition 3.14 (verallgemeinerte Quelldarstellung). Fu¨r jedes R > 0 bezeichnen
wir fu¨r Indexfunktionen ϕ die Mengen
Hϕ(R) := {x : x = ϕ(A∗A)v, v ∈ X, ‖v‖ ≤ R} (3.36)
als Quellmengen. Dabei nennen wir v Quellelement. Jedes Element x ∈ Hϕ(R) erfu¨llt
dann eine verallgemeinerte Quelldarstellung.
Je nach Indexfunktion unterscheidet man drei Arten der Inkorrektheit:
• Schwache Inkorrektheit : Die Quelldarstellungen sind vom Typ ϕ(t) = e−κ/t fu¨r
κ > 0. Die Abklingraten der Fourierkoeffizienten sind dann extrem schnell und
die Inkorrektheit wird dadurch abgeschwa¨cht.
• Ma¨ßige Inkorrektheit : Die Quelldarstellungen sind vom Typ ϕ(t) = tp fu¨r p > 0.
• Starke Inkorrektheit : Die Quelldarstellungen sind nur vom Typ ϕ(t) = log−p(1/t)
fu¨r t ∈ (0, 1] und p > 0. Die Abklingraten der Fourierkoeffizienten sind dann
sehr langsam und das Pha¨nomen der Inkorrektheit wird dadurch versta¨rkt.
Untersucht wurden diese Quelldarstellungen ausfu¨hrlich in [25].
Das Konzept verallgemeinerter Quellbedingungen kam bereits in der Arbeit [34] vor.
Eine ausfu¨hrlichere Analyse im Hinblick auf inkorrekte Probleme erfolgte zuna¨chst
mit den unabha¨ngig voneinander geschriebenen Artikeln Heglands [10, 11] und
Tautenhahns [50]. Fu¨r unsere Darstellung haben die spa¨teren Arbeiten [39] und
[22] große Bedeutung.
Die Quelldarstellungen an sich haben aber eine la¨ngere Tradition. In unserer Termi-
nologie ist der Ursprung die Betrachtung von Quelldarstellungen vom Potenztyp oder
auch Ho¨lder-Quelldarstellungen, die die ma¨ßige Inkorrektheit repra¨sentieren. Wahr-
scheinlich waren die ersten Arbeiten dazu [31] und [41], wichtige weitere Abhand-
lungen sind in [55], [8], [3], [33] und [7] zu finden. Viele praktische Probleme konnte
man diesem Fall zuordnen. Zeitlich erst spa¨ter als Ho¨lder-Quelldarstellungen, und
damit erkla¨rt sich der Terminus verallgemeinerte Quelldarstellung, traten logarith-
mische und exponentielle Quelldarstellungen in Erscheinung, auch durch praktische
Notwendigkeiten initiiert. Die Beschra¨nktheit der Betrachtung irgendwelcher spezi-
ellen Quelldarstellungen (z.B. der vom Potenztyp) zeigt sich in folgender Aussage,
die in [37] bewiesen wird. Aus dem zitierten Artikel sind auch die bibliographischen
Anmerkungen entnommen.
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Proposition 3.15. Fu¨r jeden injektiven linearen beschra¨nkten Vorwa¨rtsoperator A
gibt es ein Element x ∈ X, welches keine Quelldarstellung vom Potenztyp hat.
Aus dem dortigen Beweis ergibt sich, dass dies auch fu¨r andere spezielle Quelldarstel-
lungen (seien es exponentielle, logarithmische oder mehrfach logarithmische) gelten
muss. Folgendes Resultat wurde in [37] fu¨r kompakte A und spa¨ter allgemein in [21]
gezeigt.
Proposition 3.16. Fu¨r jeden injektiven linearen beschra¨nkten Vorwa¨rtsoperator A
gibt es zu jedem x ∈ X und ε > 0 eine Indexfunktion ψ, so dass x ∈ Hψ(R) mit
R = (1 + ε) ‖x‖.
Es gibt also grundsa¨tzlich eine durch eine Indexfunktion generierte Quelldarstellung,
wie auch immer sie aussehen mag. Proposition 3.16 zeigt, dass man eine entsprechen-
de Quelldarstellung auch fu¨r das jeweilige Quellelement angeben kann usw. Daraus
folgt, dass es keine maximale Glattheit gibt.
Um der Frage nachzugehen, wie nun Profilfunktionen aussehen, wenn wir bestimm-
te Glattheitsforderungen an die exakte Lo¨sung stellen, beno¨tigen wir zuna¨chst eine
weitere Eigenschaft der Regularisierung, die nun analog [39] eingefu¨hrt wird.
Definition 3.17 (Qualifizierung). Sei %(t), t ∈ [0, a], eine Indexfunktion. Die Regu-
larisierung mit Regularisierungsfunktion gα habe die Qualifizierung % mit Konstante
γ ∈ (0,∞), falls:
sup
t∈(0,a]
|rα(t)|%(t) ≤ γ%(α) ∀ α ∈ (0, a] . (3.37)
Bemerkung 3.18. Wegen γ ≥ γ0 aus (3.18) und der Monotonie von % kann man das
Supremum auch u¨ber alle positiven t ∈ σ(A∗A) fu¨r α ∈ (0,∞) nehmen und erha¨lt
eine a¨quivalente Definition der Qualifizierung.
Analog zu den Quelldarstellungen, die urspru¨nglich nur vom Potenztyp betrachtet
wurden, wurde auch die Qualifizierung lange Zeit ausschließlich als Zahl betrachtet,
na¨mlich als Exponent p > 0 der Funktion %(t) = tp. Die erste systematische Diskussi-
on zum Zusammenwirken von Lo¨sungsglattheit und dem traditionellen Konzept der
Qualifizierung erfolgte in [54] und [55]. Die Qualifizierung eines Regularisierungsver-
fahrens und die Lo¨sungsglattheit mu¨ssen in einem Zusammenhang betrachtet werden,
um konkrete Ratenergebnisse zu erzielen.
Definition 3.19 (U¨berdeckung einer Indexfunktion durch eine Qualifizierung). Wir
sprechen davon, dass die Qualifizierung % die Indexfunktion ϕ mit der Konstante
C > 0 u¨berdeckt, falls:
%(t)
ϕ(t)
≤ C
[
inf
s≥t
%(s)
ϕ(s)
]
(t) . (3.38)
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Das folgende wichtige Resultat kann man zum Teil in [22] finden, zum Teil daraus
ableiten.
Proposition 3.20. Sei gα eine Regularisierung mit Qualifizierung % und Konstante
γ.
(1) Die Funktion
f(α) = γR%(α)
ist eine Profilfunktion fu¨r (H%(R), gα).
(2) Sei x† ∈ Hϕ(R). Falls ϕ von % mit der Konstante C u¨berdeckt wird, dann ist
f(α) = γCRϕ(α)
Profilfunktion fu¨r (Hϕ(R), gα).
(3) Sei x† ∈ Hϕ(R). Falls fu¨r eine Konstante C <∞ die Abscha¨tzung ϕ(t) ≤ C%(t)
gilt, dann ist
f(α) = γCR%(α)
Profilfunktion fu¨r (Hϕ(R), gα).
Hat man also eine Funktion ψ gefunden, die die beiden Eigenschaften
• ψ ist Qualifizierung fu¨r das gewa¨hlte Regularisierungsverfahren,
• die Glattheit der Lo¨sung la¨sst sich durch die Quelldarstellung x† ∈ Hψ(R)
beschreiben,
aufweist, so hat die Profilfunktion fu¨r (x†, gα) das Abklingverhalten von ψ fu¨r α→ 0.
Der Gesamtfehler la¨sst sich dementsprechend unter Nutzung von (3.30) ausrechnen.
Generell kann man folglich sagen, dass sobald die Abklingrate der Qualifizierung
des Regularisierungsverfahrens ho¨her ist als die der Indexfunktion, die die Quelldar-
stellung beschreibt, ist letztere bestimmend fu¨r Profilfunktion und Gesamtfehler. Ist
andererseits die Qualifizierung in diesem Sinne schlechter als die erfu¨llte Quelldar-
stellung, so bestimmt die Qualifizierung die Konvergenzraten.
Beispiel 3.21 (Ho¨lder-Raten). Das Regularisierungsverfahren und die exakte Lo¨-
sung samt Quelldarstellung seien so beschaffen, dass ψ(t) = tp, p > 0, eine sol-
che Funktion ist wie eben beschrieben. Dann ist f(α) = cαp mit einer Konstante
c ∈ (0,∞) je nach Fall der Proposition 3.20 und es gilt, vgl. (3.29):
Θ(α) = c
√
α αp = c αp+
1
2
Θ−1(α) = c−
2
2p+1α
2
2p+1
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Durch die Parameterwahl
α(δ) = Θ−1(δ) = c−
2
2p+1 δ
2
2p+1
erha¨lt man schließlich mit (3.30)
f
(
Θ−1(δ)
)
= c
2p−1
2p+1 δ
2p
2p+1
e(δ) ≤ (1 + γ∗)c
2p−1
2p+1 δ
2p
2p+1 .
Man spricht bei solchen Raten vom Potenztyp auch von Ho¨lderraten.
Wir begnu¨gen uns im Folgenden mit einer Betrachtung ohne exakte Konstanten. Jene
sind fu¨r die Konvergenzgeschwindigkeit nicht von Bedeutung. Es sei angemerkt, dass
hierbei auch nur die Geschwindigkeit in der Na¨he der Null interessant ist, wir also
nur genu¨gend kleine t als Argumente der Indexfunktionen betrachten brauchen.
Beispiel 3.22 (Logarithmische Raten). Nun beschreibe
ψ(t) =
1(
log(1t )
)p , t ∈ (0, 1e
)
,
das Zusammenspiel von Lo¨sungsglattheit und Qualifizierung des Verfahrens. Die zu-
geho¨rigen Berechnungen erfolgten in [18], dort basierend auf einer rein quelldarstel-
lungsorientierten Betrachtung ohne Qualifizierung. Diese U¨berlegungen lassen sich
auf den hier vorliegenden Fall komplett u¨bertragen. Man erha¨lt anhand einer Para-
meterwahl α(δ) ∼ δr fu¨r r ∈ (0, 2) die logarithmische Konvergenzordnung
e(δ) = O
(
1(
log(1δ )
)p
)
fu¨r δ → 0,
was eine relativ langsame Rate ist.
Es sei an dieser Stelle vermerkt, dass man meist an der maximalen Qualifizierung in-
teressiert ist. Das ist fu¨r ein Regularisierungsschema gα diejenige Qualifizierung %(t),
die fu¨r genu¨gend kleine Argumente t am kleinsten ist, also am schnellsten gegen Null
geht. Die Betrachtungen nach Proposition 3.20 kann man pra¨zisieren. Die maximale
Qualifizierung ha¨ngt eng mit dem Effekt der Saturierung zusammen, die je nach Re-
gularisierungsverfahren unterschiedlich sein kann. Saturierung bedeutet, dass sich fu¨r
spezielle Regularisierungsmethoden bei Erho¨hung der Lo¨sungsglattheit, beschrieben
durch eine Quelldarstellung mit Indexfunktion ϕ, ab einem gewissen Punkt keine
Verbesserung der Raten des Gesamtfehlers einstellt. Dies werden wir nun nach Ideen
von P. Mathe´ formalisieren.
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Definition 3.23 (Saturierung). Sei ψ eine Indexfunktion. Ein lineares Regularisie-
rungsverfahren gα hat die Saturierung ψ, falls es fu¨r alle mo¨glichen regularisierten
Lo¨sungen xδα ∈ X \ {O} je ein δ(x) und eine Konstante c := c(x) > 0 gibt mit
inf
α∈(0,a]
e(α, δ)
ψ(δ)
≥ c fu¨r δ ∈ (0, δ(x)] .
Nun ko¨nnen wir analog zu [35, Theorem 2.3] hinreichende Bedingungen fu¨r eine
bestimmte Saturierung formulieren.
Proposition 3.24. Folgende Bedingungen seien fu¨r ein Regularisierungsverfahren
gα mit Bias-Funktion rα erfu¨llt:
(i) Fu¨r eine Konstante c1 > 0 gebe es folgende untere Schranke:
sup
t∈(0,a]
√
t|gα(t)| ≥ c1√
α
, α ∈ (0, a] . (3.39)
(ii) Die Indexfunktion % sei maximale Qualifizierung fu¨r gα, d.h. es existiere eine
Konstante c2 := c2(t) > 0 mit
inf
α∈(0,a]
rα(t)
%(α)
≥ c2 . (3.40)
(iii) Fu¨r alle α ∈ (0, a] seien die Funktionen r2α(t) bei t ∈ (0, a] konvex.
Wenn wir dann θ(t) :=
√
t%(t) definieren, ist die Funktion % ◦ θ−1 die Saturierung
fu¨r gα, d.h. fu¨r c > 0 gilt dann
inf
α∈(0,a]
e(α, δ)
% (θ−1(δ))
≥ c fu¨r δ ∈ (0, δ(x)] . (3.41)
Bemerkung 3.25. Daru¨ber hinaus kann man die Funktion
ψ¯(α) := inf
t∈(0,a]
|rα(t)| , α ∈ (0, α¯] , (3.42)
definieren. Laut [22, Remark 4.2] ist diese, falls sie eine Qualifizierung fu¨r das be-
trachtete Regularisierungsverfahren ist, auch die maximale Qualifizierung.
Es ist nun klar, dass bei bekannter Quelldarstellung der exakten Lo¨sung und bekann-
ter Qualifizierung der Methode Konvergenzraten des Gesamtfehlers bei entsprechen-
der A-priori-Parameterwahl feststehen. Noch zu kla¨ren ist, welche Qualifizierung ein
Verfahren des allgemeinen linearen Regularisierungsschemas aufweist, um entspre-
chende Konvergenzratenresultate zu erhalten. Dazu sollen im Folgenden spezielle
Verfahren betrachtet werden.
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Beispiel 3.26 (Abgeschnittene Singula¨rwertzerlegung). Die wesentliche Eigenschaft
von Regularisierungsverfahren sollte neben der Approximation der eigentlichen Auf-
gabe darin bestehen, die Wirkungen der kleinen Singula¨rwerte in (3.1) abzuschwa¨-
chen. Eine theoretische Mo¨glichkeit dies zu realisieren, ist es, die entsprechenden
Summanden fu¨r kleine Singula¨rwerte wegzulassen:
xδα =
∑
sj>
√
α
s−1j 〈yδ, vj〉uj .
”Klein“ bedeutet hierbei alle Werte, die kleiner als die Quadratwurzel des Regulari-
sierungsparameters α sind. Parameter in der Na¨he der Null lassen zwar die Appro-
ximation gut erscheinen, die Instabilita¨t wird so aber kaum vermieden. Fu¨r gro¨ßere
α dagegen werden mehrere Komponenten der exakten Lo¨sung nicht generiert. Ein
Vorteil der Methode ist, dass die Komponenten zu gro¨ßeren Singula¨rwerten exakt
rekonstruiert werden. Praktisch beno¨tigt man aber die Kenntnis des singula¨ren Sys-
tems von A, was die Nutzbarkeit stark verringert, da dies auch meist einen enormen
Rechenaufwand zur Folge hat oder unmo¨glich ist.
Die Regularisierungsfunktion lautet
gα(t) :=
{
1
t , t ∈ (α,∞)
0, t ∈ [0, α]
mit zugeho¨riger Bias-Funktion
rα(t) :=
{
0, t ∈ (α,∞)
1, t ∈ [0, α] ,
was durch einfaches Einsetzen von gα in (3.14) klar wird. Offensichtlich ist dann
γ0 = γ∗ = 1 in Definition 3.7. Es ist ebenfalls leicht einzusehen, dass fu¨r jede
Indexfunktion %
|rα(t)|%(t) =
{
0, t ∈ (α,∞)
%(t), t ∈ [0, α] ≤ %(α)
gilt. Somit ist jede Indexfunktion auch Qualifizierung fu¨r die abgeschnittene Singu-
la¨rwertzerlegung mit Konstante γ = 1. Bezu¨glich der Saturierung folgt dann, dass
es keine maximale Qualifizierung gibt. Wir ko¨nnen also Proposition 3.24 wegen der
Verletzung von (ii) nicht anwenden. Es erweist sich in diesem Fall, dass der Effekt
der Saturierung bei der abgeschnittenen Singula¨rwertzerlegung nicht auftritt und die
bestmo¨gliche Rate O(δ) fu¨r δ → 0, siehe Bemerkung 3.9, somit theoretisch mo¨glich
ist.
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Beispiel 3.27 (Tikhonov-Regularisierung). Das Standardverfahren in der Historie
der Behandlung inkorrekter inverser Probleme ist die Tikhonov-Regularisierung. Ihre
Urspru¨nge sind im Artikel [52] zu finden. Man kann sie verschiedentlich motivieren.
Zum einen kann man (1.3) in Verbindung mit (1.2) analog zum Kleinste-Quadrate-
Problem aus Definition 2.1 in ein Minimierungsproblem∥∥∥Ax− yδ∥∥∥→ min , s.t. x ∈ X (3.43)
u¨berfu¨hren. Da hierbei Elemente geringer Norm bevorzugt sein sollen (vgl. Definition
2.2), wird noch ein Strafterm fu¨r ‖x‖ zur Minimierung hinzugefu¨gt und man erha¨lt
(aus rechnerischen Gru¨nden nach Quadrieren der Normen) das Tikhonov-Funktional
Tα(x) :=
∥∥∥Ax− yδ∥∥∥2 + α ‖x‖2 , x ∈ X ,
welches es nun zu minimieren gilt. Auch hier ist α Regularisierungsparameter, da er
bestimmt, wie weit sich von der Ursprungsaufgabe wegbewegt wird. Wir vermerken,
dass dieses Konzept auch allgemein fu¨r nichtlineare inkorrekte Operatorgleichungen
(1.1) sehr wirksam ist. Da (3.43) a¨quivalent zur Lo¨sung der Normalgleichung A∗Ax =
A∗yδ fu¨r x ∈ X ist, kann man zeigen, dass die Minimierung des Tikhonov-Funktionals
auf die Lo¨sung der Gleichung
(A∗A+ αI)x = A∗yδ , x ∈ X ,
fu¨hrt. Die regularisierten Lo¨sungen nach Tikhonov haben dann die Gestalt
xδα = (A
∗A+ αI)−1A∗yδ =
∑
sj>0
sj
s2j + α
〈yδ, vj〉uj .
Das Ziel ist es im Fall linearer kompakter Vorwa¨rtsoperatoren also, die Wirkung der
kleinen Singula¨rwerte von A im Nenner auf die Inkorrektheit des Problems durch ein
Verschieben um α von der Null zu entfernen. Man sieht dabei, dass dann gα(A∗A) =
(A∗A + αI)−1 die entsprechende Darstellung als Verfahren im allgemeinen linearen
Regularisierungsschema ist.
Wir haben also
gα(t) =
1
t+ α
.
Die entsprechende Bias-Funktion ko¨nnen wir einfach ausrechnen:
rα(t) = 1− tgα(t) = 1− t
t+ α
=
α
t+ α
.
Somit ist offensichtlich (3.18) erfu¨llt mit γ0 = 1.
Wir betrachten nun die Funktionenschar
hα(t) :=
√
tgα(t) =
√
t
t+ α
, α ∈ (0, a] ,
29
3 Konvergenzratenresultate fu¨r lineare Regularisierungsschemata auf der
Grundlage verallgemeinerter Quelldarstellungen
fu¨r t ∈ (0, a]. Es gilt:
lim
t↘0
hα(t) = 0
hα(a) =
√
a
a+ α
.
Wir berechnen die 1. Ableitung
h′α(t) =
t+α
2
√
t
−√t
(t+ α)2
.
Durch Nullsetzen des Za¨hlers erhalten wir als Extremstelle t = α mit Funktionswert
hα(α) =
√
α
2α
=
1
2
√
α
.
Da hα(t) stetig ist und die beiden Randwerte der Funktion wegen α < a kleiner sind
als der Extremwert, handelt es sich um ein globales Maximum. Somit gilt
sup
t∈(0,a]
hα(t) =
1
2
√
α
, α ∈ (0, a] , (3.44)
was γ∗ = 1/2 in (3.19) zur Folge hat. Wir zeigen nun, dass jede konkave Indexfunk-
tion % eine Qualifizierung mit Konstante γ = 1 fu¨r die Tikhonov-Regularisierung
darstellt. A¨hnliche Ideen dazu kann man in [4, Proposition 3.3] in Verbindung mit
[39, Abschnitt 5] finden. Sei also eine solche Funktion % gegeben, dann ko¨nnen wir
berechnen:
|rα(t)|%(t) = α
t+ α
%(t) +
t
t+ α
%(0)
≤ %
(
α
t+ α
· t+ t
t+ α
· 0
)
= %
(
t
t+ α
· α
)
≤ %(α) .
Die maximale Qualifizierung ist also %(α) = α. Wegen (3.44) ist (3.39) erfu¨llt mit
c1 = 1/2. Weiterhin haben wir:
r2α(t) =
α2
(t+ α)2(
r2α(t)
)′ = −2α2
(t+ α)3(
r2α(t)
)′′ = 6α2
(t+ α)4
> 0 .
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Damit ist t 7→ r2α(t) konvex und es sind alle Bedingungen fu¨r Proposition 3.24 erfu¨llt.
Wir haben nun θ(t) = t3/2 und damit als Saturierung ψ(t) = t2/3. Damit ist die
Konvergenzrate fu¨r die Tikhonov-Regularisierung bestenfalls
e(α, δ) = O(δ 23 ) fu¨r δ → 0 . (3.45)
Dieses Ergebnis ist wohlbekannt, hierbei sei auf die Arbeiten [8] und [46] verwiesen.
Beispiel 3.28 (m-fach iterierte Tikhonov-Regularisierung). Es ist mo¨glich, Regula-
risierungsverfahren iterativ anzuwenden. Iterative Regularisierungsverfahren haben
besonders fu¨r nichtlineare inkorrekte Probleme (1.1) eine große Bedeutung, sind aber
im linearen Fall auch anwendbar. Dies erho¨ht natu¨rlich den Rechenaufwand. Man
kann damit jedoch die Qualifizierung einer Methode erho¨hen, wie wir an diesem Bei-
spiel sehen werden. Fu¨r die m-fach angewandte Tikhonov-Regularisierung ergibt sich
die Iteration
xδα,0 := 0
xδα,k := (A
∗A+ αI)−1[A∗yδ + αxδα,k−1] , k = 1, ...,m . (3.46)
Man u¨berzeugt sicht leicht davon, dass dies fu¨r m = 1 die klassiche Tikhonov-
Regularisierung ist. Wir wollen nun durch vollsta¨ndige Induktion zeigen, dass wir
die Iteration durch
xδα,m := (A
∗A)−1
[
I − αm(A∗A+ αI)−m]A∗yδ (3.47)
explizieren ko¨nnen.
• Induktionsanfang (m = 1):
xδα,1 = (A
∗A)−1
[
I − α1(A∗A+ αI)−1]A∗yδ
=
[
(A∗A)−1 − α(A∗A)−1(A∗A+ αI)−1]A∗yδ
= (A∗A)−1(A∗A+ αI)−1 [(A∗A+ αI)− αI]A∗yδ
= (A∗A)−1(A∗A+ αI)−1(A∗A)A∗yδ
= (A∗A+ αI)−1A∗yδ
= (A∗A+ αI)−1
[
A∗yδ + αxδα,0
]
.
Dies entspricht xδα,1 aus (3.46).
• Induktionsvoraussetzung: Es gelte (3.47) fu¨r eine beliebige natu¨rliche Zahl m.
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• Induktionsschritt: Wir wollen nun
xδα,m+1 = (A
∗A)−1
[
I − αm+1(A∗A+ αI)−(m+1)
]
A∗yδ
zeigen.
xδα,m+1 = (A
∗A+ αI)−1[A∗yδ + αxδα,m]
= (A∗A+ αI)−1
{
A∗yδ + α(A∗A)−1
[
I − αm(A∗A+ αI)−m]A∗yδ}
= (A∗A+ αI)−1
{
I + α(A∗A)−1
[
I − αm(A∗A+ αI)−m]}A∗yδ
=
{
(A∗A+ αI)−1 + α(A∗A)−1(A∗A+ αI)−1
[
I − αm(A∗A+ αI)−m]}A∗yδ
=
{
(A∗A+ αI)−1 + α(A∗A)−1(A∗A+ αI)−1 − αm+1(A∗A)−1(A∗A+ αI)−(m+1)
}
A∗yδ
= (A∗A)−1[(A∗A)(A∗A+ αI)−1 + α(A∗A+ αI)−1 − αm+1(A∗A+ αI)−(m+1)]A∗yδ
= (A∗A)−1[(A∗A+ αI)(A∗A+ αI)−1 − αm+1(A∗A+ αI)−(m+1)]A∗yδ
= (A∗A)−1[I − αm+1(A∗A+ αI)−(m+1)]A∗yδ (3.48)
Dies beweist die Behauptung.
Daraus folgt die Darstellung fu¨r Regularisierungs- und Bias-Funktion:
gα(t) =
1
t
[
1−
(
α
t+ α
)m]
rα(t) =
(
α
t+ α
)m
.
Wegen
|tgα(t)| = 1−
(
α
t+ α
)m
≤ 1
gilt (3.18) mit γ0 = 1. Wir benutzen nun die Abscha¨tzung
1− (1− z)m ≤ √mz , m ∈ N0 , z ∈ [0, 1] , (3.49)
die der Bernoulli-Ungleichung a¨hnelt und sich leicht durch vollsta¨ndige Induktion
32
zeigen la¨sst. Wir setzen dabei z := 1− α/(t+ α) und schließen:
√
t |gα(t)| = 1√
t
[
1−
(
α
t+ α
)m]
≤
√
m√
t
√
1− α
t+ α
=
√
mt
t+α√
t
=
√
m√
t+ α
≤
√
m√
α
.
Dies bedeutet die Erfu¨lltheit von (3.19) mit γ∗ =
√
m. Mit analogen Mitteln wie im
Beispiel 3.27 kann man zeigen, dass %(t) = tp fu¨r t ≤ p eine Qualifizierung fu¨r die
Methode ist mit
γ =

( p
m
)p (1− pm)m−p , p ∈ (0,m) ,
1 , p = m.
Dieses Resultat ist ebenfalls aus [55] entnommen. Die maximale Qualifizierung der
m-fach iterierten Tikhonov-Regularisierung ist demzufolge %(t) = tm. Offensichtlich
ist auch t 7→ r2α(t) konvex. Wir wenden nun Proposition 3.24 an. Wir wa¨hlen θ(t) =
tm+1/2 und erhalten θ−1(t) = t2/(2m+1). Die Saturierung des Verfahrens ist also
ψ(t) = t2m/(2m+1), was zu einer bestmo¨glichen Rate
e(α, δ) = O(δ 2m2m+1 ) fu¨r δ → 0
fu¨hrt.
Beispiel 3.29 (Landweber-Iteration). Der Name dru¨ckt es bereits aus: es handelt
sich um ein weiteres iteratives Verfahren, welches in [30] im Kontext von Fredholm-
schen Integralgleichungen 1. Art vorgestellt wurde. Die Idee ist, die Operatorgleichung
(1.3) in die Form
x = (I − µA∗A)x+ µA∗y , µ > 0 ,
zu bringen und diese Gleichung zu iterieren. Mit Startwert O ergibt sich also
xδ0 := O
xδn = (I − µA∗A)xδn−1 + µA∗yδ , n ∈ N . (3.50)
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Diese Verfahrensweise ist a¨quivalent zur numerischen Minimierung des quadratischen
Funktionals x 7→ ∥∥Ax− yδ∥∥2 mit dem Verfahren des steilsten Abstiegs, wie in [29,
Lemma 2.14] gezeigt wird. Die Zahl µ fungiert dabei als Relaxationskonstante und
sollte im Intervall (0, 2/a] liegen. Dann handelt es sich tatsa¨chlich um ein Regularisie-
rungsverfahren, wie z.B. [16, Theorem 4.40] nahelegt. Wir zeigen durch vollsta¨ndige
Induktion, dass sich daraus die explizite Formel
xδn = µ
n−1∑
k=0
(I − µA∗A)kA∗yδ (3.51)
ergibt.
• Induktionsanfang (n = 1): Es ist
xδ1 = µ(I − µA∗A)0A∗yδ = µA∗yδ ,
was xδ1 anhand Formel (3.50) entspricht.
• Induktionsvoraussetzung : Es gelte (3.51) fu¨r eine beliebige natu¨rliche Zahl n.
• Induktionsschritt : Zu zeigen ist
xδn+1 = µ
n∑
k=0
(I − µA∗A)kA∗yδ .
Wir berechnen also mit Hilfe von (3.50)
xδn+1 = (I − µA∗A)xδn + µA∗yδ
= (I − µA∗A)
[
µ
n−1∑
k=0
(I − µA∗A)kA∗yδ
]
+ µA∗yδ
= µ
n∑
k=1
(I − µA∗A)kA∗yδ + µ(I − µA∗A)0A∗yδ
= µ
n∑
k=0
(I − µA∗A)kA∗yδ .
Der Regularisierungsparameter α ist dabei implizit mitdefiniert, na¨mlich u¨ber die
Iterationszahl
n :=
⌊
1
α
⌋
, α ∈ (0, 1] .
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Hierbei definiert b.c die Abrundungs- oder Gaußklammerfunktion. Wir erhalten kon-
sequenterweise
gα(t) =
1− (1− µt)b1/αc
t
(3.52)
rα(t) = (1− µt)b1/αc (3.53)
als Regularisierungs- und Bias-Funktion. Offenbar gilt dann (3.18) mit γ0 = 1. Nun
erweist es sich wiederum als nu¨tzlich, die Ungleichung (3.49) fu¨r den Fall m = b1/αc
und z = µt zu verwenden. Wir erhalten dadurch
√
t |gα(t)| = 1√
t
{
1− (1− µt)b1/αc
}
≤
√
µb1/αct√
t
=
√
µb1/αc
≤
√
µ√
α
.
Dies fu¨hrt zur Erfu¨lltheit von (3.19) mit γ∗ =
√
µ.
Beispiel 3.30 (Asymptotische Regularisierung, auch Showalter-Methode). Wir be-
trachten das abstrakte Anfangswertproblem
x′(τ) +A∗Ax(τ) = A∗y , τ > 0 , (3.54)
x(0) = 0 , (3.55)
zu einer linearen gewo¨hnlichen Differentialgleichung 1. Ordnung. Motiviert wird diese
Darstellung aus der Normalgleichung, wobei ein Ableitungsterm hinzugefu¨gt wird.
Sie generiert ein stetiges Analogon zur Landweber-Iteration. Die zugeho¨rige exakte
Lo¨sung hat im Falle eines kompakten Vorwa¨rtsoperators die Darstellung
x(τ) =
∑
sj>0
1− e−τs2j
s2j
sj〈y, vj〉uj ,
die in [47, Beispiel 3.3.10] hergeleitet wird. Fu¨r τ =∞ ist dies gerade A†y. Wir wa¨hlen
also zu Approximationszwecken ein endliches τ aus und erhalten damit gleichzeitig
den Regularisierungsparameter α := 1/τ fu¨r die asymptotische Regularisierung. Im
Falle gesto¨rter Daten ergibt sich also als regularisierte Lo¨sung
xδα =
∑
sj>0
1− e−s2j/α
sj
〈y, vj〉uj .
35
3 Konvergenzratenresultate fu¨r lineare Regularisierungsschemata auf der
Grundlage verallgemeinerter Quelldarstellungen
Die Gestalt der Regularisierungsfunktion la¨sst sich durch einen Vergleich mit (3.9)
unschwer erkennen und die Bias-Funktion leitet sich direkt daraus ab:
gα(t) =
1
t
(
1− e−t/α
)
(3.56)
rα(t) = e−t/α . (3.57)
Wegen
1− e−t/α ≤ 1 (3.58)
ist (3.18) erfu¨llt mit γ0 = 1. Wir zeigen nun, dass auch (3.19) gilt mit γ∗ = 1. Dazu
unterscheiden wir zwei Fa¨lle.
• 1. Fall (t ≤ α):
Wir nutzen die Abscha¨tzung
ez ≥ 1 + z ,
die aus der Bernoulli-Ungleichung folgt. Wir setzen z := −t/α und erhalten
e−t/α ≥ 1− t
α
1− e−t/α ≤ t
α
und damit auch die Abscha¨tzung
1√
t
(
1− e−t/α
)
≤ 1√
t
· t
α
=
√
t
α
≤
√
α
α
=
1√
α
.
• 2. Fall (t > α):
Wegen (3.58) ist
1√
t
(
1− e−t/α
)
≤ 1√
t
≤ 1√
α
.
Nun beweisen wir, dass fu¨r jedes m ∈ N die Monome tm Qualifizierungen fu¨r die
asymptotische Regularisierung sind. Dazu betrachten wir fu¨r jedes feste α ∈ (0, a]
und festes m die Funktion
h(t) := e−t/α tm
und suchen deren Maximum. Zuna¨chst berechnen wir die 1. Ableitung
h′(t) = e−t/α tm−1
(
m− t
α
)
.
Diese wird Null bei t = mα. Fu¨r t < mα ist sie positiv, fu¨r t > mα negativ. An der
Stelle t = mα liegt also ein lokales Maximum vor. Wir vermerken noch, dass h(0) = 0
ist. Wir unterscheiden wiederum zwei Fa¨lle.
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• 1. Fall (a > mα):
In diesem Fall ist tmax = mα auch das globale Maximum auf (0, a] und wir
erhalten als Funktionswert
hmax = h(mα) = e−m(mα)m =
(m
e
)m
αm .
• 2. Fall (a ≤ mα):
Wegen der Monotonie der Funktion h(t) wird in diesem Fall das globale Ma-
ximum bezogen auf das Intervall (0, a] am rechten Rand angenommen, d.h.
tmax = a. Dann ist aber wiederum mit den U¨berlegungen aus dem 1. Fall und
einem Argument t = mα
hmax = h(a) ≤
(m
e
)m
αm .
Alle Monome tm sind also tatsa¨chlich Qualifizierungen fu¨r das Verfahren mit
γ =
(
m
e
)m. Der Effekt der Saturierung tritt auch auf, denn
ψ¯(α) := inf
t∈(0,a]
|rα(t)| = inf
t∈(0,a]
e−t/α = e−a/α
la¨sst sich explizit angeben. Wir wissen jedoch nicht, ob diese untere Schranke auch
tatsa¨chlich erreicht werden kann, also ob auch %(t) = e−a/t Qualifizierung ist. Fu¨r
eine weitere Betrachtung der asymptotischen Regularisierung verweisen wir auf [49,
Abschnitt 2] und [55].
Beispiel 3.31 (Pinsker-Methode). Fu¨r die Lo¨sung statistischer linearer inverser Pro-
bleme ist die Standardform eines Scha¨tzers zu verwenden, die auf M.S. Pinsker
zuru¨ckgeht. In unserer Schreibweise lautet diese
gα(t) =
1
t
[
1− ϕ(α)
ϕ(t)
]
+
=
{
1
t
[
1− ϕ(α)ϕ(t)
]
, t > α
0, t ≤ α .
(3.59)
Hierbei sei ϕ eine beliebig gewa¨hlte Indexfunktion.
Die zugeho¨rige Bias-Funktion lautet
rα(t) =
{
ϕ(α)
ϕ(t) , t > α
1, t ≤ α .
Somit gilt auch
tgα(t) =
{
1− ϕ(α)ϕ(t) , t > α
0, t ≤ α ≤ 1
√
tgα(t) =
{
1√
t
[
1− ϕ(α)ϕ(t)
]
, t > α
0, t ≤ α
≤ 1√
α
.
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Daher sind (3.18) und (3.19) erfu¨llt mit γ0 = γ∗ = 1. Wegen
rα(t)ϕ(t) =
{
ϕ(α), t > α
ϕ(t), t ≤ α ≤ ϕ(α)
ist die Funktion ϕ(t) auch Qualifizierung fu¨r die Pinsker-Methode mit Konstante
γ = 1. Sie ist gleichzeitig auch nach Bemerkung 3.42 die maximale Qualifizierung,
denn
ψ¯(α) := inf
t∈(0,a]
|rα(t)| = inf
t∈(0,a]
ϕ(α)
ϕ(t)
=
ϕ(α)
ϕ(a)
.
Durch die spezifische Wahl der Indexfunktion ϕ bestimmt man also von vornherein,
welche maximale Qualifizierung das Verfahren hat.
Mit Proposition 3.20 verfu¨gen wir u¨ber eine Aussage, aus welcher Quelldarstellung
welche Konvergenzrate folgt, wenn die Qualifizierung entsprechend gestaltet ist. Zum
Abschluss dieses Kapitels wollen wir uns nun einem Umkehrresultat (in der Literatur
oft als ,converse result‘ bezeichnet) widmen. Wir definieren zuna¨chst die Zahl
a = min
{
a , 4γ2∗
}
und zu Profilfunktionen f und ϕ die Funktion
Φ(t) =
1
ϕ2 ((f2)−1(t))
, t ∈ (0, a] . (3.60)
Wir entnehmen dann eine wichtige Aussage aus [22, Theorem 3.7].
Proposition 3.32. Sei f(α) eine Profilfunktion fu¨r (x†, gα). Wenn eine Indexfunkti-
on ϕ(t) existiert, so dass Φ(t) ∈ L1(0, a] ist (vgl. (3.60)), dann gibt es eine Konstante
R > 0, so dass x† ∈ Hϕ(R) ist.
Diese Proposition besagt also, dass die exakte Lo¨sung des Problems (1.3) eine be-
stimmte Quelldarstellung erfu¨llt, sobald die Profilfunktion der Lo¨sung fu¨r das be-
trachtete Regularisierungsverfahren bekannt ist. Dieses Resultat ist eine Erweiterung
von Betrachtungen in [45], wo Quelldarstellungen vom Potenztyp im Fokus waren.
Wir betrachten dazu zwei konkrete Beispiele, die entsprechend auch in [22] zur Ver-
anschaulichung dienten.
Beispiel 3.33 (Profilfunktion/Quelldarstellung vom Potenztyp). Fu¨r eine Profil-
funktion f1(t) = tp, p > 0, und eine Indexfunktion ϕ1(t) = tr, r ∈ (0, p), vom
Potenztyp gilt:
(f21 )
−1(t) = t
1
2p
Φ(t) = t−
r
p .
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Die Funktion Φ ist auf jedem beschra¨nkten Intervall integrierbar. Somit sind die
Voraussetzungen von Proposition 3.32 erfu¨llt und die exakte Lo¨sung hat eine Quell-
darstellung
x† = (A∗A)rv, v ∈ X, ‖v‖ ≤ R ,
vom Potenztyp fu¨r ein R > 0. Der Exponent ist dabei kleiner als der Exponent der
Profilfunktion.
Fu¨r das zweite Beispiel beno¨tigen wir noch die Aussage von [22, Lemma 3.9].
Lemma 3.34. Es seien F1, F2,Φ1,Φ2, g Indexfunktionen mit
F2(t) = F1 (g(t))
Φ2(t) = Φ1 (g(t)) .
Dann gilt
F2
(
Φ−12 (t)
)
= F1
(
Φ−11 (t)
)
.
Beispiel 3.35 (Profilfunktion/Quelldarstellung logarithmischen Typs). Hierbei gelte
f2(t) =
1(
log
(
1
t
))p , t ∈ (0, 1) p > 0 , (3.61)
ϕ2(t) =
1(
log
(
1
t
))r , t ∈ (0, 1) r ∈ (0, p) . (3.62)
Durch setzen von
F1(t) := f21 (t)
F2(t) := f22 (t)
Φ1(t) := ϕ21(t)
Φ2(t) := ϕ22(t)
g(t) :=
1(
log
(
1
t
))
ko¨nnen wir nun Proposition 3.32 in Verbindung mit Lemma 3.34 anwenden und die
Argumentation aus Beispiel 3.33 wiederholen. Wir erhalten also die Erfu¨lltheit der
Quelldarstellung (3.36) mit spezieller Indexfunktion ϕ2(t) aus (3.62).
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4 Das Konzept approximativer Quelldarstellungen
und Konvergenzraten fu¨r inkorrekte lineare
Operatorgleichungen
In Kapitel 3 haben wir gesehen, dass die Erfu¨lltheit von Quelldarstellungen der ex-
akten Lo¨sung zur Gewinnung von Konvergenzraten bei linearen inkorrekten inversen
Problemen essentiell ist. Insbesondere sei hier auf die Betrachtungen um Proposition
3.20 herum verwiesen, die einen Zusammenhang zwischen Bedingungen an die exakte
Lo¨sung, Eigenschaften des gewa¨hlten Regularisierungsverfahrens und den resultieren-
den Konvergenzraten herstellten. Nach Proposition 3.16 existiert immer eine Quell-
darstellung der exakten Lo¨sung. Um aber konkrete Ratenresultate zu bekommen,
beno¨tigt man die Kenntnis davon, welche Quelldarstellung im jeweils vorliegenden
Fall erfu¨llt ist. Dies ist im allgemeinen schwer zu sagen. Ein mo¨glicher Ausweg, um
bestimmte Ratenergebnisse zu erzielen, ist die Betrachtung von approximativen Quell-
darstellungen. Dieses Konzept basiert auf der Festlegung einer Benchmark-Funktion
ϕ, welche eine gewisse Quelldarstellung repra¨sentiert. Entweder gilt dann x† ∈ Hϕ(R)
fu¨r ein bestimmtes R > 0 mit entsprechenden Ratenresultaten oder es ist x† /∈ Hϕ(R).
Fu¨r letzteren Fall gilt die Benchmark-Quelldarstellung also nicht explizit. In gewissem
Sinne ist sie jedoch na¨herungsweise gu¨ltig: wir definieren na¨mlich
d(R) := dist(x†, Hϕ(R)) = inf
{∥∥∥x† − ϕ(A∗A)v∥∥∥ : v ∈ X, ‖v‖ ≤ R} (R > 0)
(4.1)
als Abstandsfunktion. Es gilt dann
• d(R) ist wohldefiniert,
• d(R) ≥ 0,
• d(R) ist monoton fallend, da mit wachsendem R das Infimum u¨ber einer gro¨-
ßeren Anzahl an Elementen genommen wird und demnach nicht gro¨ßer werden
kann,
• lim
R→∞
d(R) = 0 , da fu¨r R→∞ wegen der Injektivita¨t von A auch ϕ(A∗A) in-
jektiv ist und wegen R(ϕ(A∗A)) = X sich die exakte Lo¨sung als x† = ϕ(A∗A)v
darstellen lassen muss.
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• Bei x† ∈ Hϕ(R0) ist d(R) = 0 fu¨r R ≥ R0.
• Bei x† /∈ Hϕ(R) fu¨r alle R > 0 ist d(R) positiv und streng monoton fallend. Da-
fu¨r wendet man die Methode der Lagrangemultiplikatoren analog zum Beweis
von [18, Lemma 2.5] an.
• Unter unseren Voraussetzungen ist das Infimum sogar ein Minimum. Diese
U¨berlegung kann man wiederum auf Grundlage der Technik mit Lagrangemul-
tiplikatoren treffen, hierbei sei auf den Beweis von Lemma 5.3 in [22] verwiesen.
Gemessen wird damit die Distanz zwischen der Benchmark-Quellmenge und der exak-
ten Lo¨sung. So ist die Verletzung der Benchmark-Quelldarstellung fu¨r jedes Element
tatsa¨chlich gegeben, der Grad dieser Verletzung wird durch die Abstandsfunktion
charakterisiert. Je schneller d(R) gegen Null geht, umso geringer ist dieser Grad. Als
Hilfsfunktion definieren wir nun
D(t) := td(1/t) (t > 0), D(0) := 0 .
Die Funktionen d(1/t) und D(t) sind dann laut [22, Lemma 5.3] Indexfunktionen.
Diese Hilfsmittel beno¨tigt man, um das folgende Resultat aus [22, Theorem 5.5] zu
zeigen.
Proposition 4.1. Sei gα eine Regularisierung mit Qualifizierung ϕ und zugeho¨riger
Konstante γ aus (3.37) und γ0 aus (3.18). Falls x† /∈ Hϕ(R) fu¨r alle R > 0, dann ist
f(α) = 2 max{γ, γ0} ϕ(α)
D−1 (ϕ(α))
, α ∈ (0, a) , (4.2)
eine Profilfunktion fu¨r (x†, gα).
Damit kann man unter Kenntnis der Abstandsfunktion zur jeweiligen Benchmark
eine Konvergenzrate fu¨r die Profilfunktion erhalten. Es ist ersichtlich, dass man die
Benchmark-Funktion maximal so hoch wie die Qualifizierung der betrachteten Me-
thode ansetzen sollte, um die Proposition anwenden zu ko¨nnen. Die erhaltene Rate
ist jedoch niedriger als die Benchmark-Rate, da im Nenner mit D−1 (ϕ(α)) eine In-
dexfunktion steht. Dies ist nicht verwunderlich, denn es wurde ja vorausgesetzt, dass
die Benchmark-Glattheit eben nicht durch die exakte Lo¨sung erfu¨llt wird. Somit muss
die fehlende Glattheit eine schwa¨chere Konvergenzgeschwindigkeit der Profilfunktion
fu¨r α → 0 nach sich ziehen. Um bestimmte Raten zu erreichen, ist man also auch
gezwungen, die Benchmark genu¨gend hoch anzusetzen.
Beispiel 4.2 (Abstandsfunktion vom Potenztyp fu¨r die Tikhonov-Regularisierung).
Wir betrachten nun die Tikhonov-Regularisierung. Nach Beispiel 3.27 ist die maxi-
male Qualifizierung dort ϕ(t) = t und die Konstanten lauten γ = γ0 = 1. Es ist daher
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sinnvoll, als Benchmark diese Funktion ϕ(t) = t zu verwenden, um mo¨glichst gute
Raten zu erzielen. Wir nehmen daher die Verletztheit der entsprechenden Quelldar-
stellung an, d.h.
x† /∈ R(A∗A) .
Sei nun die Abstandsfunktion von der Form
d(R) ≤ KR−p , p ∈ (0,∞) ,
mit einer Konstante K > 0. Wir erhalten
D(t) ≤ Ktp+1
D−1(t) ≥
(
t
K
) 1
p+1
.
Dann folgt aus Proposition 4.1
f(α) =
2α(
α
K
) 1
p+1
= 2K
1
p+1α
p
p+1 .
Demnach ist dann
Θ(α) =
√
αf(α) = K1 α
“
1
2
+ p
p+1
”
= K1 α
3p+1
2(p+1)
fu¨r eine Konstante K1 > 0. Fu¨r Konstanten K2,K3 > 0 schließen wir daraus
Θ−1(δ) = K2 δ
2(p+1)
3p+1
und
f
(
Θ−1(δ)
)
= K3
(
δ
2(p+1)
3p+1
) p
p+1
= K3 δ
2p
3p+1 .
Theoretisch ist es also mo¨glich, dass dem Exponenten der optimalen Rate e(δ) =
O(δ2/3) beliebig nahegekommen werden kann, sofern die Abstandsfunktion genu¨gend
schnell fa¨llt (d.h. p entsprechend groß ist) fu¨r wachsende Radien R.
Das Konzept der Abstandsfunktionen ist konsistent mit den bisherigen Betrachtungen
zu Konvergenzraten. Wir nehmen dazu an, dass wir uns wie bisher eine Benchmark
ϕ vorgeben, die eine Qualifizierung der betrachteten Methode darstellt, deren zuge-
ho¨rige Glattheit aber von x† nur approximativ erreicht wird. Hingegen sei uns aber
bekannt, dass eine schwa¨chere Quellbedingung vorliegt, na¨mlich x† ∈ Hψ(R), wobei
(ϕ/ψ)(t) eine Indexfunktion sei. Damit ist gesichert, dass
lim
t→0
(ϕ/ψ)(t) = 0 .
Dann nutzen wir folgendes Resultat, das wir [22, Corollary 5.10] entnehmen.
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Proposition 4.3. Unter den eben genannten Voraussetzungen ist
f(α) = 2 max{γ, γ0}Rψ(α) .
Wir weisen darauf hin, dass die entsprechende Konvergenzrate hier aufgrund einer
Zwischenbetrachtung u¨ber Abstandsfunktionen erhalten wurde. Die gleiche Rate be-
kommt man (mit einer anderen Konstante) auch lediglich durch die Voraussetzung
x† ∈ Hψ(R) auf konventionellem Wege, siehe Proposition 3.20. Eine Abschwa¨chung
der Voraussetzungen des eben genannten Resultats ist mo¨glich. Dies wird in [22,
Theorem 5.12] gezeigt. Dort wird die Indexfunktionseigenschaft der Quotientenfunk-
tion (ϕ/ψ)(t) nicht auf dem kompletten Intervall [0, a], sondern lediglich auf einem
vorderen Teilstu¨ck [0, ε] mit ε ∈ (0, a) beno¨tigt.
Bemerkung 4.4. Historisch gesehen wurde eine Abstandsfunktion zuerst durch
Baumeisters Monographie mittels [3, Theorem 6.8] ins Spiel gebracht. Dort wurde
fu¨r die Tikhonov-Regularisierung eine Abscha¨tzung der Profilfunktion mit Hilfe einer
Abstandsfunktion bezu¨glich der kanonischen Quelldarstellung
x† = A∗w, w ∈ Y , (4.3)
erreicht. Diese entspricht wegen Lemma 2.13 dem Fall ϕ(t) =
√
t, ist also ein wichti-
ger Spezialfall einer Ho¨lder-Quelldarstellung.
Das eigentliche Einbringen des Konzepts der approximativen Quelldarstellungen in
Verbindung mit Abstandsfunktionen erfolgte knapp 20 Jahre spa¨ter durch Hof-
mann im Artikel [18], wiederum im Rahmen der kanonischen Quelldarstellung fu¨r die
Tikhonov-Regularisierung. Parallel dazu wurden einige a¨hnliche Ideen in [24] vero¨f-
fentlicht. Eine Erweiterung der Konvergenzratenresultate (wiederum fu¨r die Tikhonov-
Regularisierung) erfolgte dann zuna¨chst fu¨r allgemeinere Quelldarstellungen in [19]
und [6]. Mo¨glichkeiten und Grenzen der U¨bertragung des Konzepts approximati-
ver Quelldarstellungen wurden in [13] ausgelotet. Die vorgestellte ganz allgemeine
Version fu¨r beliebige ins Schema passende Regularisierungsverfahren wurde in [22]
pra¨sentiert.
Dass Abstandsfunktionen vom Potenztyp auch Raten dieses Typs nach sich ziehen,
wurde in Beispiel 4.2 illustriert. Weitere solche Aussagen wurden fu¨r die Tikhonov-
Regularisierung und die kanonische Benchmark (ϕ(t) =
√
t) detailliert in [18] erla¨u-
tert. So fu¨hrt eine exponentiell abklingende Abstandsfunktion
d(R) ≤ K exp(−cRq) , R ≥ R ,
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mit Konstanten K,R > 0 und c ≥ 12 sowie Parameter q > 0 zu einer Konvergenz
f(α) = O
((
log
1
α
)1/q)√
α fu¨r α→ 0,
e(δ) = O
((
log
1
δ
)1/q)√
δ fu¨r δ → 0,
bei entsprechender Paramterwahl. Diese liegt nur leicht unter der Rate O(√δ) fu¨r
δ → 0. Fu¨r eine Abstandsfunktion
d(R) ≤ K
(logR)p
R ≥ R ,
logarithmischen Typs mit Konstanten K,R > 0 und dem Parameter p > 0 erha¨lt
man eine logarithmische Profilfunktion
f(α) = O
(
1(
log 1α
)p
)
fu¨r α→ 0, ,
vgl. hierzu auch Beispiel 3.22. Das bedeutet, dass eine Rate erreicht werden kann, die
zu einer logarithmischen Glattheit passt. Die Vermutung liegt nahe, dass bestimmte
Abstandsfunktionen auch Glattheiten der Lo¨sung nach sich ziehen. Wir entnehmen
ein solches Resultat fu¨r Abstandsfunktionen vom Potenztyp aus [6, Corollary 3.3].
Proposition 4.5. Sei ϕ(t) = tν mit ν ∈ (0, 1] die Benchmark und x† /∈ Hϕ(R). Falls
ein Wert η ∈ (0, ν) existiert, so dass die entsprechende Abstandsfunktion die Form
d(R) ≤ C
R
η
ν−η
(4.4)
hat, dann ist
x† ∈ Hψ(R)
mit ψ(t) = tη.
Wir vermerken, dass der Exponent im Nenner von (4.4) alle positiven Zahlen anneh-
men kann. Wesentlich wird benutzt, dass eine Eins-zu-Eins-Beziehung zwischen dem
Argument R der Abstandsfunktion und den entsprechenden Lagrangemultiplikato-
ren beim Umschreiben in ein Minimierungsproblem mit Nebenbedingungen besteht.
Wenn statt Hilbertra¨umen Banachra¨ume betrachtet werden, lassen sich solche Bezie-
hungen nicht finden und das Konzept der approximativen Quelldarstellungen erweist
sich als besonders zielfu¨hrend.
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Beispiel 4.6 (Erfu¨llte Quelldarstellung aus Abstandsfunktion vom Potenztyp). Ein
kurzes Zahlenbeispiel soll Proposition 4.5 unterlegen. Gehen wir davon aus, dass
die exakte Lo¨sung die kanonische Quelldarstellung (4.3) nicht erfu¨lle. Jene wird als
Benchmark zur Berechnung der Abstandsfunktion d(R) gewa¨hlt, d.h. in diesem Fall
ist ν = 1/2. Es gelte weiterhin d(R) = CR−2. Wir haben also
η
2− η = 2
η =
1
3
Demnach ist gesichert, dass x† = (A∗A)1/3v fu¨r ein v ∈ X gelten muss.
Im urspru¨nglichen Beweis von Proposition 4.5 wird ganz wesentlich [46, Corolla-
ry 2.4] genutzt. Dies ist ein sogenanntes ,converse result‘ – ein Umkehrresultat.
So werden Ergebnisse genannt, die aus einer Konvergenzrate auf Eigenschaften der
Lo¨sung schließen lassen. Passend dazu soll an dieser Stelle eine Umkehrung zur er-
wa¨hnten Proposition betrachtet werden, die sich jedoch auf den kompakten Fall und
die Tikhonov-Regularisierung beschra¨nkt. Diese wurde in der Diplomarbeit [48] des
Autors gezeigt.
Satz 4.7. Sei A der lineare, injektive und kompakte Vorwa¨rtsoperator des Problems
(1.3) mit dem singula¨ren System {sj ;uj ; vj}j∈N. Sei x† ∈ X fu¨r gegebenes y ∈ R(A)
die eindeutig bestimmte Lo¨sung dieses Problems mit
x† /∈ R((A∗A)ν) . (4.5)
Dann folgt fu¨r die Tikhonov-Regularisierung aus der Erfu¨lltheit der allgemeinen Quell-
darstellung
x† = (A∗A)ηv (v ∈ X, 0 < η < ν ≤ 1) (4.6)
fu¨r eine Konstante K > 0 die Abscha¨tzung
d(R) ≤ K
R
η
ν−η
(0 < R <∞) . (4.7)
Beweis. Die bekannte Young-Ungleichung lautet fu¨r reelle Zahlen a, b, p, q > 0 mit
1
p +
1
q = 1
ab ≤ a
p
p
+
bq
q
.
Setzen wir hier nun ap := c und bq := d, dann erhalten wir unter Zuhilfenahme von
0 ≤ 1p , 1q ≤ 1 folgende Ungleichungskette:
c
1
pd
1
q ≤ c
p
+
d
q
≤ c+ d ,
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also
c
1
pd
1
q ≤ c+ d . (4.8)
Dieses Hilfsresultat brauchen wir gleich. Zuna¨chst jedoch wollen wir folgendes Ex-
tremwertproblem lo¨sen:∥∥∥x† − (A∗A)νv∥∥∥2 → min s.t. ‖v‖2 ≤ R2 . (4.9)
Die Anwendung der Methode der Lagrangemultiplikatoren fu¨hrt zum a¨quivalenten
Problem
L(v, λ) =
∥∥∥x† − (A∗A)νv∥∥∥2 + λ(‖v‖2 −R2)→ min s.t. v ∈ X . (4.10)
Dies ist (siehe z.B. [17, Hilfssatz 4.2.]) a¨quivalent mit folgendem Extremalproblem〈
[(A∗A)2ν + λI]v, v
〉− 2〈v, (A∗A)νx†〉→ min s.t. v ∈ X , (4.11)
was folgende eindeutig bestimmte Lo¨sung liefert:
vλ = [(A∗A)2ν + λI]−1(A∗A)νx† . (4.12)
Fu¨r x† /∈ R((A∗A)ν) fu¨hrt dies unter Nutzung der Kompaktheit des Vorwa¨rtsopera-
tors mit Hilfe des singula¨ren Systems zur Abstandsfunktion
d2(R) =
∥∥∥x† − (A∗A)νvλ∥∥∥2
=
∥∥∥x† − (A∗A)ν [(A∗A)2ν + λI]−1(A∗A)νx†∥∥∥2
=
∥∥∥x† − (A∗A)2ν [(A∗A)2ν + λI]−1x†∥∥∥2
=
∥∥∥{[(A∗A)2ν + λI][(A∗A)2ν + λI]−1 − (A∗A)2ν [(A∗A)2ν + λI]−1}x†∥∥∥2
=
∥∥∥λ[(A∗A)2ν + λI]−1x†∥∥∥2
=
∥∥λ[(A∗A)2ν + λI]−1(A∗A)ηw∥∥2 (4.13)
=
∞∑
j=1
s4ηj λ
2
(s4νj + λ)2
〈w, ui〉2
=
∞∑
j=1

(
s4νj
) η
2ν
λ1−
η
2ν(
s4νj
)
+ λ

2 (
λ
η
2ν
)2 〈w, ui〉2 . (4.14)
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Der erste Faktor in (4.14) ist ho¨chstens 1, was sich mit Hilfe von (4.8) durch Setzen
von
c := s4νj , d := λ, p :=
η
2ν
, q = 1− η
2ν
nachvollziehen la¨sst. Somit gilt
d(R) ≤ λ η2ν ‖w‖ , (4.15)
wobei λ = λ(R) > 0 fu¨r alle R > 0 die eindeutig bestimmte Lo¨sung folgender
Gleichung ist:
R = ‖vλ‖2 =
∥∥∥[(A∗A)2ν + λI]−1(A∗A)νx†∥∥∥2 . (4.16)
Also kann man schreiben:
d(R) ≤ (λ(R)) η2ν ‖w‖ . (4.17)
U¨berdies gilt der Zusammenhang
x† ∈ R((A∗A)µ)⇐⇒
∞∑
j=1
〈
x†, uj
〉2
s4µj
<∞ ,
was aus [7, Theorem 2.8] folgt. Daher und wegen (4.6) ist
∞∑
j=1
〈
x†, uj
〉2
s4ηj
= Cˆ
und man scha¨tzt ab:
R = ‖vλ‖2
=
∥∥∥[(A∗A)2ν + λI]−1(A∗A)νx†∥∥∥2
=
∞∑
j=1
〈
x†, ui
〉2
s4ηj
· s
4(η+ν)
j λ
ν−η
ν
(s4νj + λ)
· λ η−νν
≤ Cˆλ η−νν ,
da wegen (4.8) mit
c := s4νj , d := λ, p :=
η
ν
, q = 1− η
ν
die Abscha¨tung
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s
4(η+ν)
j λ
ν−η
ν
(s4νj + λ)
≤ 1
folgt. Andererseits ist λ(R) ≤ λˆ(R), wenn λ(R) die Gleichung (4.16) lo¨st, sowie
λˆ = λˆ(R) fu¨r R > 0 die eindeutig bestimmte Lo¨sung der Gleichung
R = Cˆλ
η−ν
ν
darstellt.
Dann ist λˆ(R) = ˆˆCR
2ν
η−ν mit ˆˆC = Cˆ
ν
ν−η . Wa¨hlt man nun eine Konstante
K := ( ˆˆC)
η
2ν ‖w‖, erha¨lt man schließlich mit Hilfe von (4.17) die Behauptung.
Dieses Resultat wurde als Theorem 3.2 in [6] vero¨ffentlicht. Die genannte Diplom-
arbeit [48] erga¨nzt Satz 4.7 noch um eine numerische Studie. Ebenfalls dort wird
ein alternativer Beweis dargelegt. Dieser fußte essentiell auf dem Umkehrresultat
[18, Proposition 2.6]. Zum Abrunden der theoretischen Betrachtungen bezu¨glich der
Abstandsfunktionen wollen wir dieses vorstellen. Es benutzt die kanonische Quelldar-
stellung als Benchmark.
Proposition 4.8. Die kanonische Quelldarstellung sei nicht erfu¨llt, d.h. es gelte
x† /∈ R(A∗). Weiterhin sei
f(α) = O(αp/2) fu¨r α→ 0
die Konvergenzrate einer Profilfunktion der regularisierten Lo¨sung nach Tikhonov
bezu¨glich des Problems (1.3). Dann existieren Konstanten K,R > 0, so dass sich die
Abstandsfunktion zur Benchmark ϕ(t) =
√
t durch
d(R) ≤ K
Rp/(2−p)
, R ≥ R ,
abscha¨tzen la¨sst.
In diesem Fall wird demnach aus einer Konvergenzrate eine Abstandsfunktion ge-
wonnen.
Beispiel 4.9 (Multiplikationsoperatoren). Im folgenden Kontext seien die Hilber-
tra¨ume durch X = Y = L2(0, 1) fixiert. Wir betrachten Vorwa¨rtsoperatoren
M : X −→ Y mit
[Mx](t) := m(t)x(t) , t ∈ [0, 1] ,
wobei m(t) fast u¨berall positiv und m ∈ L∞ sei. Solche Operatoren sind injektiv und
stetig mit nichtabgeschlossenem Bildraum, jedoch nicht kompakt. In diesem Fall ist
das Problem
Mx = y
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inkorrekt genau dann, wenn die Multiplikatorfunktion m wesentliche Nullstellen be-
sitzt. Inverse Probleme mit Multiplikationsoperatoren haben oft einen praktischen
Hintergrund. Exemplarisch sei hier das Auffinden von Volatilita¨tsfunktionen im Black-
Scholes-Modell der Optionspreisberechnung genannt; wir verweisen auf [12] fu¨r De-
tails fu¨r dieses nichtlineare Problem. Wir begnu¨gen uns an dieser Stelle mit linearen
Fragestellungen. Auch dort ist eine explizite Verifikation von Abstandsfunktionen im
Allgemeinen sehr schwierig. Aber einige Spezialfa¨lle lassen analytische Untersuchun-
gen zu. Nehmen wir z.B. an, dass die exakte Lo¨sung x†(t) ≡ 1 auf [0, 1] sei. Falls der
Multiplikationsoperator die Form
m(t) = t , t ∈ [0, 1] ,
hat, so gibt es eine obere Schranke der Art
d(R) ≤
√
2
R
, R ≥ R ,
fu¨r die Abstandsfunktion zur kanonischen Benchmark. Falls (ebenfalls fu¨r x†(t) ≡ 1)
m(t) =
√
t , t ∈ [0, 1] ,
gilt, ist die entsprechende Majorante
d(R) ≤ exp
(
−1
2
R2
)
, R ≥ R .
Diese beiden konkreten Darstellungen zur Abstandsfunktion wurden ausfu¨hrlich in
[18, Kapitel 3] erarbeitet, dort auch speziell mit Blick auf Ordnungsoptimalita¨t, die
im ersten Fall gegeben, im zweiten aber nicht erfu¨llt ist.
Auch u¨ber Bildraum-Inklusionen der Art (3.34) lassen sich explizit Majoranten fu¨r
die zugeho¨rigen Abstandsfunktionen finden. Ausfu¨hrlich wird dies in [4], [22] und [24]
betrachtet.
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5 Anwendung: inkorrekte lineare
Integralgleichungen in L2
Am Ende des vergangenen Abschnitts wurden erste Beispiele fu¨r die konkrete Be-
rechnung von Abstandsfunktionen gegeben. Im Falle der Multiplikationsoperatoren
hatten wir es mit inkorrekten Problemen des Typs I nach Nashed zu tun, siehe Defi-
nition 2.5. Nun wollen wir ein weiteres Beispiel etwas ausfu¨hrlicher betrachten. Dabei
folgen wir den in [23] vorgestellten U¨berlegungen. Hierbei sei der Vorwa¨rtsoperator
der durch
[Ax](s) :=
∫ s
0
x(t) dt s ∈ [0, 1]
definierte einfache Integrationsoperator mit X = Y = L2(0, 1). Es handelt sich bei
der Gleichung Ax = y also um eine lineare Volterra-Integralgleichung 1. Art. Der
Operator A ist kompakt, daher behandeln wir hier ein Problem, welches inkorrekt
vom Typ II nach Nashed ist. Wir interessieren uns fu¨r die kanonische Quelldarstellung
(4.3), darum berechnen wir zuerst den adjungierten Operator A∗ mittels partieller
Integration.
〈Ax, y〉 =
∫ 1
0
(∫ t
0
x(τ) dτ
)
y(t) dt
=
[∫ t
0
x(τ) dτ
∫ t
0
y(τ) dτ
]1
t=0
−
∫ 1
0
x(t)
(∫ t
0
y(τ) dτ
)
dt
=
∫ 1
0
x(t)
(∫ 1
t
y(τ) dτ
)
dt
= 〈x,A∗y〉 .
Somit haben wir
[A∗y](t) :=
∫ 1
t
y(τ) dτ , t ∈ [0, 1] . (5.1)
Die Erfu¨lltheit von (4.3) bedeutet also einerseits, dass die exakte Lo¨sung differen-
zierbar und die entsprechende Ableitung ein Element des Hilbertraums L2(0, 1) sein
muss. Andererseits ist klar, dass die exakte Lo¨sung am rechten Intervallrand ver-
schwindet. In unserem Fall ist also die kanonische Quelldarstellung a¨quivalent zu
x† ∈ H1(0, 1) , x†(1) = 0 .
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Um Erkenntnisse zu Abstandsfunktionen erhalten zu ko¨nnen, gehen wir natu¨rlicher-
weise davon aus, dass die Quellbedingung nicht erfu¨llt ist, also sei x† /∈ R(A∗). Allein
die hier zu lo¨sende Operatorgleichung (1.3) fu¨r den nun explizit gegebenen Vorwa¨rts-
operator A genu¨gt noch nicht, um die Abstandsfunktion hinreichend zu fassen. Wir
gehen aus Vereinfachungsgru¨nden davon aus, dass die gesuchte Funktion
x†(t) ≡ 1 , t ∈ [0, 1] , (5.2)
sei. Wir stellen nun zwei komplett unterschiedliche Wege vor, um zu einer Abscha¨t-
zung fu¨r die Abstandsfunktion d(R) zu gelangen.
Der Erste Weg benutzt zur Lo¨sung die Struktur des singula¨ren Systems von A und
eine damit erfu¨llte schwa¨chere Quelldarstellung. Zum Beispiel in [47, Beispiel 2.3.10]
wird ausfu¨hrlich beschrieben, dass fu¨r t ∈ [0, 1] und j ∈ N
sj =
1
pi
(
j − 12
) ∼ 1
pi j
(5.3)
uj(t) =
√
2 cos
((
j − 1
2
)
pit
)
(5.4)
vj(t) =
√
2 sin
((
j − 1
2
)
pit
)
(5.5)
das singula¨re System von A bildet. Wegen (5.2) gilt dann fu¨r die Fourierkoeffizienten
|〈x†, uj〉| =
∣∣∣∣∫ 1
0
1 ·
√
2 cos
((
j − 1
2
)
pit
)
dt
∣∣∣∣
=
∣∣∣∣∣
√
2
pi
(
j − 12
) [(sin(j − 1
2
)
pit
)]1
t=0
∣∣∣∣∣
=
√
2 sj
fu¨r alle j ∈ N. Lemma 3.13 mit ϕ(t) = tη heißt in diesem Fall
x† ∈ R((A∗A)η) ⇔
∑
sj>0
|〈x, uj〉|2
s4ηj
<∞ ⇔
∑
sj>0
j4η−2 <∞ ⇔ η < 1
4
.
Es ist also eine Ho¨lder-Quelldarstellung erfu¨llt, die schwa¨cher ist als die kanonische.
Die denkbar beste ist x† ∈ R((A∗A)1/4). Satz 4.7 mit ν = 1/2 liefert dann als
Abscha¨tzung
d(R) ≤ c
R
R ≥ R .
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Der Zweite Weg benutzt Abstandsfunktionen, um auf eine derartige Abscha¨tzung
zu kommen. Bei einer Berechnung dieser treten neue Zusammenha¨nge zwischen In-
tegralgleichungen des Fredholm- und des Volterra-Typs zu Tage. Analog dem Be-
weis von [18, Lemma 2.5] befasst man sich zuna¨chst allgemein mit der Methode der
Lagrange-Multiplikatoren bei unendlichdimensionalen Optimierungsproblemen. Fu¨r
die Abstandsfunktion bedeutet dies die Lo¨sung des Problems
G(w, λ) := ‖A∗w − x†‖2 + λ (‖w‖2 −R2)→ min, s.t. w ∈ Y,
mit Lagrange-Multiplikatoren λ. Wir berechnen die Fre´chet-Ableitungen der Opera-
toren
B(w) :=
∥∥∥A∗w − x†∥∥∥2
C(w) := ‖w‖2
mittels der Formel
F (w + h)− F (w) = F ′(w)h+ o
(
‖h‖2
)
, ‖h‖ → 0 .
Wir halten λ fest. So ist
B(w + h) =
∥∥∥A∗(w + h)− x†∥∥∥2 − ∥∥∥A∗w − x†∥∥∥2
=
∥∥∥A∗w +A∗h− x†∥∥∥2 − ∥∥∥A∗w − x†∥∥∥2
=
∥∥∥A∗w − x†∥∥∥2 + 2〈A∗w − x†, A∗h〉+ ‖A∗h‖2 − ∥∥∥A∗w − x†∥∥∥2
= 2〈A∗w − x†, A∗h〉+ ‖A∗h‖2
= 2〈A(A∗w − x†), h〉+ o
(
‖h‖2
)
und resultierend
B′(w) = 2〈A(A∗w − x†), ·〉
Analog ist
C ′(w) = 2〈w, ·〉
und schließlich
G′(w) = 2〈A(A∗w − x†), ·〉+ 2λ〈w, ·〉 .
Als notwendige Bedingung fu¨r ein Extremum unter Beru¨cksichtigung der Abha¨ngig-
keit vom Lagrange-Multiplikator (w = wλ) muss dann
G′(wλ)v = 2〈A(A∗wλ − x†), v〉+ 2λ〈wλ, v〉 != 0
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fu¨r beliebige v ∈ Y gelten. Das bedeutet
λ〈wλ, v〉 = 〈A(A∗wλ − x†), v〉 .
Durch Vergleich der ersten Argumente in den Skalarprodukten erhalten wir, (2.14)
nutzend,
(AA∗ + λI)wλ = Ax†
wλ = A(A∗A+ λI)−1x† . (5.6)
Fu¨r die Abstandsfunktion bedeutet das
d(R) =
∥∥∥A∗wλ − x†∥∥∥
=
∥∥∥A∗A(A∗A+ λI)−1x† − x†∥∥∥ (5.7)
=
∥∥∥[A∗A(A∗A+ λI)−1 − I]x†∥∥∥
=
∥∥∥[A∗A(A∗A+ λI)−1 − (A∗A+ λI)(A∗A+ λI)−1]x†∥∥∥
=
∥∥∥[A∗A−A∗A+ λI] (A∗A+ λI)−1x†∥∥∥
= λ
∥∥∥(A∗A+ λI)−1x†∥∥∥ . (5.8)
Je nach Radius R ist der Lagrange-Multiplikator λ = λ(R) > 0 die eindeutig be-
stimmte Lo¨sung der Gleichung
R2 = ‖wλ‖2 =
∥∥∥A(A∗A+ λI)−1x†∥∥∥2 . (5.9)
Wir definieren zu Zwecken der Abku¨rzung
zλ := (A∗A+ λI)−1x† ∈ X (5.10)
und suchen nach Familien zλ, um den Zusammenhang zwischen (5.8) und (5.9) fu¨r die
Verifizierung der Abstandsfunktion zu nutzen. Nun gehen wir von dieser allgemeinen
Betrachtung zum konkreten Fall (A als einfacher Integrationsoperator) u¨ber.
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Wegen (5.1) ko¨nnen wir A∗A berechnen:
A∗Ax[s] =
∫ 1
s
∫ τ
0
x(t) dt dτ
=
∫ 1
s
∫ s
0
x(t) dtdτ +
∫ 1
s
∫ τ
s
x(t) dtdτ
=
∫ 1
s
dτ
∫ s
0
x(t) dt+
∫ 1
s
∫ 1
t
x(t) dτ dt
=
∫ s
0
(1− s)x(t) dt+
∫ 1
s
[
x(t)
∫ 1
t
dτ
]
dt
=
∫ s
0
(1− s)x(t) dt+
∫ 1
s
(1− t)x(t) dt .
Wir ko¨nnen die Berechnung der zλ also auf die Lo¨sung der Gleichung∫ s
0
(1− s)zλ(t) dt+
∫ 1
s
(1− t)zλ(t) dt+ λzλ(s) = x†(s) (5.11)
⇐⇒
∫ 1
0
(1−max{s, t}) zλ(t) dt+ λzλ(s) = x†(s) (5.12)
fu¨r s ∈ (0, 1) zuru¨ckfu¨hren. An (5.12) sehen wir, dass es sich um Familien von linearen
Fredholmschen Integralgleichungen 2. Art mit Parameter λ handelt. Um eine Lo¨sung
zu bekommen, schauen wir uns (5.11) am rechten Rand (s = 1) an und erhalten die
Bedingung
λzλ(1) = x†(1) . (5.13)
Durch Differentiation von (5.11) nach s erhalten wir
λz′λ(s)−
∫ s
0
zλ(t) dt s ∈ (0, 1) , (5.14)
denn unter Nutzung der Produktregel gilt
d
[∫ s
0 (1− s)zλ(t) dt
]
ds
=
d
[
(1− s) ∫ s0 zλ(t) dt]
ds
= −
∫ s
0
zλ(t) dt+ (1− s)zλ(s)
und
d
[∫ 1
s (1− t)zλ(t) dt
]
ds
= − d
[∫ s
1 (1− t)zλ(t) dt
]
ds
= −(1− s)tλ(s) .
Die entsprechende Randbedingung lautet
λz′λ(0) = (x
†)′(0) . (5.15)
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Wir leiten (5.14) noch einmal nach s ab und erhalten
λz′′λ(s)− zλ(s) = (x†)′′(s) s ∈ (0, 1) . (5.16)
Die zu lo¨sende Integralgleichung ist demnach a¨quivalent zum Randwertproblem mit
gewo¨hnlicher inhomogener linearer Differentialgleichung 2. Ordnung (5.16) und Rand-
bedingungen (5.13) sowie (5.15). Mit Hilfe der Laplace-Transformation la¨sst sich fol-
gendes Lemma formulieren.
Lemma 5.1. Die allgemeine Lo¨sung zu (5.16) la¨sst sich explizit als
zλ(s) = K˜1 cosh
(
s√
λ
)
+ K˜2 sinh
(
s√
λ
)
+
1√
λ
∫ s
0
(x†)′′(t) sinh
(
s− t√
λ
)
dt (5.17)
aufschreiben.
Beweis. Wir zeigen die Aussage durch Einsetzen der Lo¨sung in die Differentialglei-
chung. Aus der Analysis ist bekannt, dass fu¨r Faltungsterme
d
[∫ s
0 k(s− t)f(t) dt
]
ds
=
∫ s
0
k′(s− t)f(t) dt+ k(0)f(s)
gilt. Diesen Zusammenhang wenden wir doppelt fu¨r den Fall
k(s− t) := sinh
(
s− t√
λ
)
f(t) := (x†)′′(t)
an, um die Ableitungen von zλ(s) zu erhalten. So ist
z′λ(s) =
K˜1√
λ
sinh
(
s√
λ
)
+
K˜2√
λ
cosh
(
s√
λ
)
+
1√
λ
[∫ s
0
(x†)′′(t) · 1√
λ
· cosh
(
s− t√
λ
)
dt+ sinh(0) · (x†)′′(s)
]
=
K˜1√
λ
sinh
(
s√
λ
)
+
K˜2√
λ
cosh
(
s√
λ
)
+
1
λ
[∫ s
0
(x†)′′(t) cosh
(
s− t√
λ
)
dt
]
und damit
z′′λ(s) =
K˜1
λ
cosh
(
s√
λ
)
+
K˜2
λ
sinh
(
s√
λ
)
+
1
λ
[∫ s
0
(x†)′′(t) · 1√
λ
· sinh
(
s− t√
λ
)
dt+ cosh(0) · (x†)′′(s)
]
=
K˜1
λ
cosh
(
s√
λ
)
+
K˜2
λ
sinh
(
s√
λ
)
+
1
λ3/2
[∫ s
0
(x†)′′(t) sinh
(
s− t√
λ
)
dt+ (x†)′′(s)
]
.
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Daraus folgt
λz′′λ(s)− zλ(s) = K˜1 cosh
(
s√
λ
)
+ K˜2 sinh
(
s√
λ
)
+
1√
λ
∫ s
0
(x†)′′(t) sinh
(
s− t√
λ
)
dt+ (x†)′′(s)− K˜1 cosh
(
s√
λ
)
−K˜2 sinh
(
s√
λ
)
− 1√
λ
∫ s
0
(x†)′′(t) sinh
(
s− t√
λ
)
dt
= (x†)′′(s) ,
was das Lemma beweist.
Partielle Integration des Integralterms in (5.17) liefert
∫ s
0
(x†)′′(t) sinh
(
s− t√
λ
)
dt
=
[
(x†)′(t) sinh
(
s− t√
λ
)]t=s
t=0
+
1√
λ
∫ s
0
(x†)′(t) cosh
(
s− t√
λ
)
dt
= −(x†)′(0) sinh
(
s√
λ
)
+
1√
λ
∫ s
0
(x†)′(t) cosh
(
s− t√
λ
)
dt
= −(x†)′(0) sinh
(
s√
λ
)
+
[
1√
λ
x†(t) cosh
(
s− t√
λ
)]t=s
t=0
+
1
λ
∫ s
0
x†(t) sinh
(
s− t√
λ
)
dt
= −(x†)′(0) sinh
(
s√
λ
)
+
1√
λ
x†(s)− 1√
λ
x†(0) cosh
(
s√
λ
)
+
1
λ
∫ s
0
x†(t) sinh
(
s− t√
λ
)
dt .
Also haben wir
zλ(s) =
(
K˜1 − 1√
λ
x†(0)
)
cosh
(
s√
λ
)
+
(
K˜2 − 1√
λ
(x†)′(0)
)
sinh
(
s√
λ
)
+
1
λ
x†(s) +
1√
λ
1
λ
∫ s
0
x†(t) sinh
(
s− t√
λ
)
dt . (5.18)
Dann kann man die KoeffizientenK1 :=
(
K˜1 − 1√λx†(0)
)
andK2 :=
(
K˜2 − 1√λ(x†)′(0)
)
aus den Randbedingungen (5.13) und (5.15) gewinnen. Die Differentiation von (5.18)
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nach s fu¨hrt zu
z′λ(s) =
K1√
λ
sinh
(
s√
λ
)
+
K2√
λ
cosh
(
s√
λ
)
+
1
λ
(x†)′(s)
+
1
λ2
∫ s
0
x†(t) cosh
(
s− t√
λ
)
dt
mit Randbedingung
z′λ(0) =
K2√
λ
+
(x†)′(0)
λ
. (5.19)
Aus (5.19) erha¨lt man mit (5.15), dass K2 verschwindet. Außerdem liefert (5.18) fu¨r
s = 1
zλ(1) = K1 cosh
(
1√
λ
)
+
1
λ
x†(1) +
1√
λ
1
λ
∫ 1
0
x†(t) sinh
(
1− t√
λ
)
dt . (5.20)
Zusammen mit (5.13) ist der u¨brige Koeffizient dann gegeben durch
K1 = − 1
cosh
(
1√
λ
) · 1
λ3/2
∫ 1
0
x†(t) sinh
(
1− t√
λ
)
dt . (5.21)
Schließlich erhalten wir zu jedem λ > 0 folgende Resolventendarstellung als Lo¨sung
der Integralgleichung (5.12):
zλ(s) =
x†(s)
λ
+
1
λ3/2
[∫ s
0
x†(t) sinh
(
s− t√
λ
)
d t
−
cosh
(
s√
λ
)
cosh
(
1√
λ
) ∫ 1
0
x†(t) sinh
(
1− t√
λ
)
d t
]
s ∈ (0, 1) . (5.22)
Diese Lo¨sung ist eindeutig, da der Operator A∗A+λI positiv definit ist. Nun kommen
wir zum Spezialfall (5.2) zuru¨ck. Formel (5.22) bedeutet dann
zλ(s) =
1
λ
+
1
λ3/2
∫ s
0
sinh
(
s− t√
λ
)
dt−
cosh
(
s√
λ
)
cosh
(
1√
λ
) ∫ 1
0
sinh
(
1− t√
λ
)
dt

=
1
λ
+
cosh
(
s√
λ
)
− 1
λ
−
cosh
(
s√
λ
)
cosh
(
1√
λ
) · cosh
(
1√
λ
)
− 1
λ
=
1
λ
cosh
(
s√
λ
)
cosh
(
1√
λ
)
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als Darstellung fu¨r die parameterabha¨ngigen Lo¨sungen des Integralgleichungspro-
blems fu¨r dieses x†(t) ≡ 1. Es gilt
d(R) = λ ‖zλ‖ ,
wie man anhand von (5.8) in Verbindung mit (5.10) sehen kann. Es gilt somit auch
der Zusammenhang wλ = Azλ, d.h. wλ ist eine Stammfunktion von zλ. Daher gilt
nun fu¨r die Abstandsfunktion
d(R) =
√√√√√√√
∫ 1
0
cosh2
(
s√
λ(R)
)
cosh2
(
1√
λ(R)
) ds =
√√√√√√√
√
λ(R) sinh
(
2√
λ(R)
)
+ 2
4 cosh2
(
1√
λ(R)
) (5.23)
mit entsprechendem λ = λ(R). Die erwa¨hnten Stammfunktionen lassen sich nun auch
fu¨r alle λ > 0 explizit aufschreiben:
[Azλ](t) =
1
λ
∫ t
0
cosh
(
s√
λ
)
cosh
(
1√
λ
) ds = 1√
λ
sinh
(
t√
λ
)
cosh
(
1√
λ
) t ∈ [0, 1] .
Wir erhalten fu¨r die Quadrate der Radien
R2 = ‖Azλ‖2 =
∫ 1
0
1
λ
sinh2
(
t√
λ
)
cosh2
(
1√
λ
) dt = exp
(
− 2√
λ
) [
λ exp
(
4√
λ
)
− 4√λ exp
(
2√
λ
)
− λ
]
8λ3/2 cosh2
(
1√
λ
)
=
2λ sinh
(
2√
λ
)
− 4√λ
8λ3/2 cosh2
(
1√
λ
) =
√
λ sinh
(
2√
λ
)
− 2
4λ cosh2
(
1√
λ
) .
Mit der Ungleichungskette
sinh t <
1
2
exp(t) < cosh t , (5.24)
die fu¨r alle reellen Zahlen t Gu¨ltigkeit besitzt, ko¨nnen wir
R2 = ‖Azλ‖2 ≤
1
2
√
λ exp
(
2√
λ
)
− 2
4λ
[
1
2 exp
(
1√
λ
)]2 = 12
√
λ exp
(
2√
λ
)
− 2
λ exp
(
2√
λ
) = 1
2
√
λ
− 2
λ exp
(
2√
λ
) ≤ 1
2
√
λ
abscha¨tzen. Demnach ist die positive Zahl λ˜(R), welche 1
2
√
λ
= R2 erfu¨llt, nicht kleiner
als λ(R), welche ‖Azλ‖2 = R2 genu¨gt. Also ist λ(R) ≤ λ˜(R). Beide Zahlen sind
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wohldefiniert. Zur Berechnung der Abstandsfunktion nutzen wir (5.23) und (5.24):
d(R) ≤
√√√√√√√√
1
2
√
λ(R) exp
(
2√
λ(R)
)
+ 2
4
[
1
2 exp
(
1√
λ(R)
)]2 =
√√√√√
√
λ(R)
2
+
2
exp
(
2√
λ(R)
) . (5.25)
Fu¨r genu¨gend große Radien R, also beispielsweise R ∈ (R,∞), ist λ(R) > 0 klein
genug, um
2
exp
(
2√
λ(R)
) ≤ √λ(R)
2
zu erfu¨llen. Wir ko¨nnen dann mit (5.25)
d(R) ≤ 4
√
λ(R) ≤ 4
√
λ˜(R) =
1√
2R
(0 < R ≤ R <∞)
abscha¨tzen, erhalten also die gleiche obere Schranke wie im ersten Weg.
Zur Berechnung einer mo¨glichen unteren Schranke machen wir einen Ausflug in die
Welt der Fenchel-Moreau-Dualita¨t, siehe z.B. [57]. Betrachtet werden lokalkonvexe
Ra¨ume X mit ihren Dualra¨umen X∗ und eine dort definierte Funktionen
f1 : X → R := R∪{±∞}. Der Definitionsbereich dieser Funktion wird mit dom(f1) =
{x ∈ X : f1(x) < +∞} und sagen, dass f1 eigentlich ist, falls dom(f1) 6= ∅ und
f1(x) > −∞∀x ∈ X. Die konjugierte Funktion zu f1 ist mit Hilfe des Dualita¨tspor-
dukts 〈·, ·〉D definiert durch
f∗1 (x
∗) = sup
x∈X
{〈x∗, x〉D − f1(x)} .
Wir beno¨tigen den Satz von Fenchel.
Proposition 5.2. Gegeben seien zwei eigentliche konvexe Funktionen f1, f2 : X → R.
Sei x¯ ∈ dom(f1) ∪ dom(f2), so dass f1 oder f2 stetig in x¯ ist. Dann gilt:
inf
x∈X
{f1(x) + f2(x)} = sup
x∗∈X∗
{−f∗1 (x∗)− f∗2 (−x∗)}
und das Supremum wird angenommen.
Wir ko¨nnen nun folgenden Satz formulieren, der diese Dualita¨t nutzt, um die Ab-
standsfunktion in alternativer Weise darzustellen.
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Satz 5.3. Die Abstandsfunktion zur kanonischen Quelldarstellung fu¨r A : X → X
la¨sst sich schreiben als
d(R) = sup{〈w¯, x†〉D −R ‖Aw¯‖ : ‖w¯‖ ≤ 1} .
Beweis. Wir betrachten die Funktionen f1 : X → R und f2 : X → R mit
f1(x) :=
∥∥∥x† −A∗x∥∥∥
f2(x) :=
{
0 , ‖x‖ ≤ R
+∞ , sonst .
Da f und g eigentlich und konvex sind sowie f sogar auf ganz X stetig ist, hat man
laut Satz von Fenchel
d(R) = inf
x∈X
{f1(x) + f2(x)} = sup
x∗∈X∗
{−f∗1 (x∗)− f∗2 (−x∗)} (5.26)
und das Supremum wird angenommen. Wir berechnen also nun die konjugierten
Funktionen. Sei x∗ ∈ X∗, dann hat man mit Hilfe einer Substitution und den Eigen-
schaften von Dualita¨tsprodukt und Dualnorm
f∗2 (−x∗) = sup{〈−x∗, x〉D − f2(x) : x ∈ X}
= sup{〈−x∗, x〉D − f2(x) : x ∈ X, ‖x‖ ≤ R}
= sup{〈−x∗, x〉D − f2(x) : x ∈ X,
∥∥∥∥ 1Rx
∥∥∥∥ ≤ 1}
= sup{〈−x∗, Ry〉D − f2(x) : y ∈ X, ‖y‖ ≤ 1}
= R sup{〈−x∗, y〉D − f2(x) : y ∈ X, ‖y‖ ≤ 1}
= R ‖x∗‖∗ . (5.27)
Die andere konjugierte Funktion lautet mit Hilfe einer Substitution
−f∗1 (x∗) = − sup{〈x∗, x〉D −
∥∥∥x† −A∗x∥∥∥ : x ∈ X}
= inf{−〈x∗, x〉D +
∥∥∥x† −A∗x∥∥∥ : x ∈ X}
= inf{−〈x∗, x〉D + ‖w¯‖ : x, w¯ ∈ X, w¯ = x† −A∗x}
= inf{−〈x∗, x〉D + ‖w¯‖ : (x, w¯) ∈ X ×X, w¯ = x† −A∗x} .
Wir definieren die Funktionen f3 : X ×X → R und f4 : X ×X → R durch
f3(x, w¯) = −〈x∗, x〉D + ‖w¯‖
f4(x, w¯) =
{
0 , A∗x+ w¯ = x†
+∞ , sonst ,
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und stellen fest, dass auch f3, f4 eigentlich und konvex sind. Des Weiteren ist f3 stetig
auf X ×X. Demnach ko¨nnen wir wieder den Satz von Fenchel anwenden, was
− f∗1 (x∗) = inf
(x,w¯)∈X×X
{f3(x, w¯) + f4(x, w¯)} (5.28)
= sup
(z∗,w¯∗)∈X∗×X∗
{−f∗3 (z∗, w¯∗)− f∗4 (−z∗,−w¯∗)} (5.29)
nach sich zieht, wobei das Supremum angenommen wird. Wir mu¨ssen also fu¨r dieses
Teilproblem die konjugierten Funktionen f∗3 und f∗4 berechnen. Fu¨r z∗, w¯∗ ∈ X∗×X∗
gilt:
−f∗3 (z∗, w¯∗) = − sup{〈z∗, x〉D + 〈w¯∗, w¯〉D + 〈x∗, x〉D − ‖w¯‖ : (x, w¯) ∈ X ×X}
= − sup{〈z∗ + x∗, x〉D : x ∈ X} − sup{〈w¯∗, w¯〉D − ‖w¯‖ : w¯ ∈ X} .
Es ist aber
sup{〈z∗ + x∗, x〉D : x ∈ X} =
{
0 , z∗ + x∗ = 0
+∞ , sonst
und
sup{〈w¯∗, w¯〉D − ‖w¯‖ : w¯ ∈ X} =
{
0 , ‖w¯∗‖∗ ≤ 1
+∞ , sonst ,
was
−f∗3 (z∗, w¯∗) =
{
0 , z∗ = −x∗, ‖w¯∗‖∗ ≤ 1
+∞ , sonst ,
bedeutet. U¨brig bleibt folgende Berechnung mittels Eigenschaften des adjungierten
Operators:
f∗4 (−z∗,−w¯∗) = sup{〈(−z∗,−w¯∗), (x, w¯)〉D : (x, w¯) ∈ X ×X, A∗x+ w¯ = x†}
= sup{〈−z∗, x〉D + 〈−w¯∗, w¯〉D : (x, w¯) ∈ X ×X, A∗x+ w¯ = x†}
= sup{〈−z∗, x〉D + 〈−w¯∗, x† −A∗x〉D : x ∈ X}
= 〈−w¯∗, x†〉D + sup{〈−z∗, x〉D + 〈Aw¯∗, x〉D : x ∈ X}
= 〈−w¯∗, x†〉D + sup{〈Aw¯∗ − z∗, x〉D : x ∈ X}
=
{
−〈w¯∗, x†〉D , Aw¯∗ = z∗
+∞ , sonst .
Somit ist
−f∗1 (x∗) =
{
−〈w¯∗, x†〉D , ∃ w¯∗ ∈ X∗ : ‖w¯∗‖∗ ≤ 1, x∗ = −Aw¯∗
+∞ , sonst . (5.30)
Die gemeinsame Betrachtung von (5.26), (5.27) und (5.30) liefert die Behauptung
unter Beru¨cksichtigung der Annahme, dass X ein Hilbertraum ist und im Beispiel
X = X∗ gilt.
62
Wir wa¨hlen uns nun unter allen Funktionen w¯ ∈ L2(0, 1), deren Norm 1 nicht u¨ber-
schreitet, eine aus und berechnen den Term im Supremum von Satz 5.3. Dann haben
wir eine untere Schranke fu¨r die Abstandsfunktion. So sei
w¯(t) :=
1[ξ,1]√
1− ξ t ∈ [0, 1] .
Dann ist
‖w¯‖ =
√∫ 1
0
w¯2(t) dt =
√
1− ξ
1− ξ = 1
und mit x†(t) ≡ 1
〈w¯, x†〉 =
∫ 1
0
1[ξ,1]√
1− ξ · 1 dt =
1− ξ√
1− ξ =
√
1− ξ .
Weiterhin gilt
[Aw¯](s) =
{
0 , s ∈ [0, ξ]∫ s
ξ
1√
1−ξ dt =
s−ξ√
1−ξ , s ∈ (ξ, 1] ,
sowie mittels Substitution
‖Aw¯‖ =
√∫ 1
ξ (s− ξ)2 ds
1− ξ
=
√∫ 1−ξ
0 s
2 ds
1− ξ
=
√
[s3]1−ξ0
3(1− ξ)
=
1− ξ√
3
.
Fu¨r unsere Wahl erhalten wir demnach
〈w¯, x†〉 −R ‖Aw¯‖ =
√
1− ξ −R1− ξ√
3
= ξ¯ − Rξ¯
2
√
3
.
mit der Substitution ξ¯ :=
√
1− ξ. Dieser quadratische Term wird maximiert an der
Stelle ξ¯ =
√
3
2R . Als Konsequenz gilt:
d(R) ≥
√
3
2R
− R · 3
4R2
√
3
=
√
3
2R
−
√
3
4R
=
√
3
4R
.
Mit dieser unteren Schranke und den U¨berlegungen fu¨r die obere Schranke haben wir
schließlich √
3
4R
≤ d(R) ≤ 1√
2R
.
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Wie wir in den Kapiteln 1 und 2 gelernt haben, ist die Stabilita¨tsbedingung der Nas-
hedschen Korrektheitsdefinition der Knackpunkt fu¨r die Betrachtung inverser Pro-
bleme. Bei Nichterfu¨lltheit ist der inverse Operator A−1 : R(A) ⊂ Y → X unstetig,
demnach auch unbeschra¨nkt. Fu¨r beliebige Zahlen δ > 0 ist also
sup {‖x‖ : x ∈ X, ‖Ax‖ ≤ δ} =∞. (6.1)
Dieses Ergebnis kann jedoch anders ausfallen, wenn man den Definitionsbereich des
Vorwa¨rtsoperators A auf eine Teilmenge M von X einschra¨nkt; konsequenterweise
ist dann auch der Bildraum von A−1 auf Bilder von M eingeschra¨nkt. Dies zeigt ein
beru¨hmtes Resultat: der Satz von Tikhonov (siehe [51] und z.B. auch [2, Lemma 2.2]).
Er besagt, dass bei Einschra¨nkung des Definitionsbereiches des Vorwa¨rtsoperators
auf eine kompakte Teilmenge von X der inverse Operator auf der entsprechenden
Bildmenge stetig ist. Im Fokus steht nun die Funktion
ω¯ (M, δ) := sup {‖x1 − x2‖ : x1, x2 ∈M, ‖Ax1 −Ax2‖ ≤ δ} . (6.2)
Sie ist eine Variante des Stetigkeitsmoduls des inversen Operators bezu¨glich der Menge
R(M). Fu¨r festes M misst sie als Funktion von δ, wie ”stark“ stetig sich der inverse
Operator auf der Menge R(M) verha¨lt. Ein schnelles Abfallen des Stetigkeitsmoduls
im Grenzprozess δ → 0 zeichnet dabei ”starke“ Stetigkeit aus, wa¨hrend langsames
(z.B. logarithmisches) Abfallen auf ein geringes Maß an Stetigkeit hindeutet.
Der Satz von Tikhonov ist ein fundamentales Resultat, da so eine bedingte Stabilita¨t
erreicht wird. Die Untersuchung von ω¯ aus (6.2) zog also einige Aufmerksamkeit in
der klassischen Literatur zu inversen Problemen auf sich. Wie wir sehen werden, gibt
es enge Zusammenha¨nge zwischen dem Stetigkeitsmodul und Fehlerabscha¨tzungen.
Trotz der Wichtigkeit des Stetigkeitsmoduls lassen sich in der Literatur kaum grund-
legende Eigenschaften dieser Funktion finden. Artikel [20] verringerte diese Lu¨cke.
Dort wurden viele Resultate dieses Abschnitts publiziert.
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Wir sprachen oben von einer Variante des Stetigkeitsmoduls. Die zugeho¨rige Funktion
ω¯ bezeichnen wir im Folgenden als Stetigkeitsmodul im weiteren Sinne. Zur rationellen
Beschreibung genu¨gt meist eine andere Variante
ω (M, δ) := sup {‖x‖ : x ∈M, ‖Ax‖ ≤ δ} , (6.3)
die wir als Stetigkeitsmodul im engeren Sinne bezeichnen.
Bemerkung 6.1. Meist wird es egal sein, von welcher Variante wir sprechen. In
diesem Fall genu¨gt die allgemeine Bezeichnung Stetigkeitsmodul. Wichtig ist noch
zu erwa¨hnen, dass der Stetigkeitsmodul sich auf den inversen Operator bezieht, al-
so eigentlich ω
(
A−1,M, δ
)
heißen mu¨sste. Dies wird aber in dieser Arbeit immer
vorausgesetzt, so dass diese Abha¨ngigkeit nicht mehr explizit erwa¨hnt wird.
Neben der Kompaktheit setzen wir an die Menge M voraus, dass sie konvex und
zentralsymmetrisch ist. Das bedeutet, sobald x1, x2 ∈ M ist, geho¨ren auch die Ele-
mente −x2 und (x1 − x2)/2 zu M . Mit R > 0 definieren wir zur Verknappung die
Menge RM := {Rz ∈ X : z ∈M}. Das folgende Resultat stellt einige grundlegende
Eigenschaften der Varianten des Stetigkeitsmoduls zusammen.
Satz 6.2. Es gilt:
(a) ω (M, δ) ist eine positive, monoton steigende Funktion fu¨r δ > 0. Falls M be-
schra¨nkt ist, dann ist sie konstant fu¨r δ ≥ δ¯ := sup
x∈M
‖Ax‖.
(b) Falls M relativ kompakt ist, dann gilt lim
δ→0
ω (M, δ) = 0.
(c) ω (RM, δ) = Rω (M, δ/R) fu¨r R > 0.
(d) ω (M,Cδ) ≤ Cω (M, δ) fu¨r C > 1.
(e) ω (RM,Cδ) ≤ max{C,R}ω (M, δ) fu¨r C,R > 0.
(f) Die Abklingrate von ω (M, δ)→ 0 bei δ → 0 ist ho¨chstens linear.
(g) Der Zusammenhang der beiden Varianten des Stetigkeitsmoduls aus (6.2) und
(6.3) wird durch die Ungleichungskette
ω (M, δ) ≤ ω¯(M, δ) ≤ 2ω (M, δ/2) = ω (2M, δ) , δ > 0
beschrieben.
Beweis. (a) ist klar.
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(b) Angenommen, eine Konstante ω0 > 0 mit ω (M, δ) ≥ ω0 > 0 wu¨rde existieren.
Dann fa¨nden wir fu¨r jedes n ∈ N irgendein xn ∈ M mit ‖Axn‖ ≤ 1/n, aber
‖xn‖ ≥ ω0. Daher wa¨re Axn → 0 fu¨r n→∞, jedoch auch xn → 0 nach dem Satz
von Tikhonov. Dies ist ein Widerspruch zu ‖xn‖ ≥ ω0.
(c) Die Funktion
ω (M, δ)
δ
= sup
{
‖z‖ : z ∈ 1
δ
M, ‖Az‖ ≤ 1
}
, δ > 0,
ist monoton fallend, da fu¨r kleiner werdendes δ die Menge, fu¨r die wir das Su-
premum berechnen, wa¨chst. Wir betrachten zuna¨chst C ≥ 1 und erhalten
ω (M,Cδ)
Cδ
≤ ω (M, δ)
δ
. (6.4)
Daraus ko¨nnen wir ableiten, dass
ω (RM,Cδ) = sup {‖x‖ : x ∈ RM, ‖Ax‖ ≤ Cδ}
= R sup
{‖x‖
R
:
x
R
∈M, ‖Ax‖
R
≤ C
R
δ
}
(6.5)
= Rω
(
M,
C
R
δ
)
gilt. Fu¨r C = 1 folgt die Behauptung dieses Teils.
(d) Wir scha¨tzen
ω (M,Cδ) ≤ Cω (M, δ) , C > 1 ,
entsprechend (6.4) ab.
(e) Wir machen eine Fallunterscheidung in (6.5):
ω (RM,Cδ) ≤
{
Cω (M, δ) , C ≥ R wegen (d)
Rω (M, δ) , C < R wegen der Monotonie.
(f) Wieder betrachten wir δ¯ wie in (a), dann folgt aus (6.4)
C¯ :=
ω
(
M, δ¯
)
δ¯
≤ ω (M, δ)
δ
, δ ∈ [0, δ¯) .
(g) Die erste Ungleichung folgt aus O ∈M fu¨r zentralsymmetrische Mengen M . Mit
beliebigem ε > 0 wa¨hlen wir x1, x2 ∈ M mit ‖Ax1 −Ax2‖ ≤ δ und ‖x1 − x2‖ ≥
ω¯(M, δ)− ε. Da M zentralsymmetrisch ist, haben wir
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x˜ := (x1 − x2)/2 ∈ M und schließen ‖Ax˜‖ ≤ δ/2. Der Beweis wird durch die
Abscha¨tzung
ω (M, δ/2) ≥ ‖x˜‖ = ‖(x1 − x2)/2‖ ≥ 1/2 (ω¯(M, δ)− ε)
mit Grenzu¨bergang ε→ 0 vervollsta¨ndigt.
Das folgende Resultat stellt die Wichtigkeit der Diskrepanz
∥∥Axδα − yδ∥∥ fu¨r die re-
gularisierten Lo¨sungen xδα ∈ X zur Abscha¨tzung des Stetigkeitsmoduls heraus.
Lemma 6.3. Sei M zentralsymmetrisch und konvex. Weiterhin nehmen wir an, dass
x† ∈M. Falls xδα ⊂M der Ungleichung∥∥∥Axδα − yδ∥∥∥ ≤ ε
fu¨r ε > 0 genu¨gt, dann gilt∥∥∥x† − xδα∥∥∥ ≤ 2ω (M, (δ + ε)/2) = ω (2M, δ + ε) . (6.6)
Beweis. Nach Voraussetzung geho¨ren beide Elemente x† and xδα zur Menge M . Aus
der Dreiecksungleichung ko¨nnen wir dann
‖Ax† −Axδα‖ ≤ ‖Ax† − yδ‖+ ‖Axδα − yδ‖ ≤ δ + ε
schließen. Daraus folgt die Abscha¨tzung∥∥∥x† − xδα∥∥∥ ≤ ω¯(M, δ + ε).
Aus Satz 6.2(g) folgt die Behauptung.
Mo¨chte man den Stetigkeitsmodul berechnen, ist das ganz allgemein nicht ohne Wei-
teres mo¨glich. Bei der Behandlung spezieller Mengen M ist aber die explizite Berech-
nung denkbar. Wir betrachten die durch (3.36) eingefu¨hrten Quellmengen, jedoch in
standardisierter Form, d.h.
M := Hϕ(1) = {x = ϕ(A∗A)v : ‖v‖ ≤ 1} . (6.7)
Dies ist keine Beschra¨nkung der Allgemeinheit, denn Hϕ(R) = R ·Hϕ(1). Wir defi-
nieren daher zur Verku¨rzung Hϕ := Hϕ(1).
In einer ersten Variante wurde der Stetigkeitsmodul fu¨r Quellmengen in [26] rechne-
risch erschlossen. Spa¨ter wurde dies in [10] wieder aufgenommen und im Zusammen-
hang mit variablen Hilbertskalen betrachtet. So werden bestimmte durch Indexfunk-
tionen generierte Hilbertra¨ume bezeichnet. Die vorliegende Fassung, die in Kapitel
3.1 des Papers [20] mu¨ndete, basiert auf der Arbeit [39].
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Proposition 6.4. Falls die Funktion t 7→ ϕ2((Θ2)−1(t)) mit Θ aus (3.29) konkav
ist, dann ist
ω2(Hϕ, δ) = s(δ), 0 < δ ≤ Θ2(‖A∗A‖), (6.8)
wobei s ein stu¨ckweiser linearer Spline ist, der den diskret definierten Zusammenhang
s(Θ(s2j )) = ϕ
2(s2j ), j = 1, 2, . . . (6.9)
interpoliert.
Die Konkavita¨tsannahme aus Proposition 6.4 ist wichtig. Sie sichert, dass die Punk-
te
(
Θ(s2j ), ϕ
2(s2j )
)
, j = 1, 2, . . . , extremal im Subgraphen des Splines s sind. Dies
stellt eine Parallele zur Konvexita¨t des Subgraphen analog zu Bedingungen in [26]
dar.
Nun kommen wir zu einer weiteren Aussage zur Struktur des Stetigkeitsmoduls fu¨r
Quellmengen.
Satz 6.5. Fu¨r jede Indexfunktion ϕ ist die Funktion
τ(δ) := ω2
(
Hϕ,
√
δ
)
, δ > 0, (6.10)
konkav.
Beweis. Fu¨r jedes Quellelement v =
∞∑
j=1
fjuj mit ‖v‖ ≤ 1 und Fourierkoeffizienten
fj = 〈v, uj〉 seien
βj := ϕ2(s2j ), γj := Θ
2(s2j ), κj := f
2
j ≥ 0, j ∈ N .
Wir ko¨nnen folgern, dass
ω2 (Hϕ, δ) := sup

∞∑
j=1
βjκj :
∞∑
j=1
κj ≤ 1,
∞∑
j=1
γjκj ≤ δ2
 .
Wir betrachten beliebig gewa¨hlte 0 < δ1 < δ < δ2 und δ2 = λδ21 + (1 − λ)δ22 fu¨r ein
bestimmtes 0 < λ < 1. Mit gegebenem ε > 0 ko¨nnen wir Konvexkombinationen {µj}
und {νj} finden, fu¨r welche
∞∑
j=1
γjµj ≤ δ21 ,
∞∑
j=1
βjµj ≥ ω2 (Hϕ, δ1)− ε ,
und ∞∑
j=1
γjνj ≤ δ22 ,
∞∑
j=1
βjνj ≥ ω2 (Hϕ, δ2)− ε
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gelten. Dann erstellt κj := λµj + (1− λ)νj wieder eine Konvexkombination und wir
haben
∞∑
j=1
γjκj = λ
∞∑
j=1
γjµj + (1− λ)
∞∑
j=1
γjνj ≤ δ2, daher auch
τ(δ) ≥
∞∑
j=1
βjκj
= λ
∞∑
j=1
βjµj + (1− λ)
∞∑
j=1
βjνj
≥ λτ(δ1) + (1− λ)τ(δ2)− ε .
Der Grenzu¨bergang ε→ 0 beweist die Konkavita¨tsaussage.
Bemerkung 6.6. Die Funktion τ aus Satz 6.5 ist dementsprechend die kleinste
konkave Indexfunktion, welche die Punkte
(
Θ(s2j ), ϕ
2(s2j )
)
, j = 1, 2, . . . , interpoliert.
Wir beno¨tigen nun folgende Definition.
Definition 6.7. Eine Indexfunktion ϕ(t), t ∈ [0, t] erfu¨llt die ∆2-Bedingung, falls
eine Konstante C2 > 0 existiert, so dass ϕ(2t) ≤ C2 ϕ(t), bei t ∈ (0, t/2) gilt.
Hier sei erwa¨hnt, dass nach Satz 6.2(d) die ∆2-Bedingung automatisch fu¨r den Ste-
tigkeitsmodul mit C2 = 2 gilt.
Nun ko¨nnen wir folgendes Ergebnis aus [39, Theorem 1] formulieren.
Proposition 6.8. Sei ϕ eine Indexfunktion.
(i) Falls t→ ϕ2((Θ2)−1(t)) konkav ist, gilt
ω (Hϕ, δ) ≤ ϕ(Θ−1(δ)), δ ∈ (0, δ¯]. (6.11)
(ii) Falls ϕ eine ∆2-Bedingung erfu¨llt und die Singula¨rzahlen sich entsprechend
sj+1/sj ≥ γ > 0 verhalten, dann gibt es eine Konstante Cγ > 0, so dass
ω (Hϕ, δ) ≥ C−1γ ϕ(Θ−1(δ)), δ ∈ (0, δ¯] (6.12)
erfu¨llt ist.
Im Beweis dazu kann man nachlesen, dass hierfu¨r nicht die Darstellung aus Pro-
position 6.4 no¨tig war. Vielmehr war das Resultat direkt durch Anwendung von
Interpolationsungleichungen, vgl. [38], beweisbar.
Fu¨r den Fall, dass die Menge M ein endlichdimensionaler Unterraum von X ist, las-
sen sich interessante Verknu¨pfungen zwischen Stetigkeitsmodul und dem sogenannten
Injektivita¨tsmodul finden. Diese fanden Eingang in [20, Kapitel 3.2].
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Wir betrachten nun die Zusammenha¨nge zwischen Stetigeitsmodul und Rekonstruk-
tionsfehler. Wir bezeichnen eine lineare Abbildung R : Y → X zur Lo¨sung von
(1.3) als lineares Rekonstruktionsverfahren. Bis auf die Linearita¨t ist dies also eine
allgemeinerer Begriff als der durch Definition 3.1 eingebrachte Begriff Regularisie-
rungsverfahren.
Definition 6.9. Wir bezeichnen mit
∆(R,M, δ) := sup
{∥∥∥Ryδ − x∥∥∥ : x ∈M,yδ ∈ Y, ∥∥∥Ax− yδ∥∥∥ ≤ δ} (6.13)
den schlimmsten Fehler des Rekonstruktionsverfahrens R fu¨r die Operatorgleichung
(1.3).
Mit dieser Gro¨ße wird also der maximale Fehler des Rekonstruktionsverfahrens be-
schrieben, wenn die Lo¨sung innerhalb der Menge M ist. Interessiert ist man ha¨ufig
am bestmo¨glichen schlimmsten Fehler
∆(M, δ) := inf
R
∆(R,M, δ) , (6.14)
den ein Rekonstruktionsverfahren haben kann. Die Analysis des schlimmsten Fehlers
im Zusammenhang mit Stetigkeitsmoduln hat auch eine la¨ngere Geschichte. Erwa¨hnt
seien dabei die Bu¨cher [3, 7, 27, 55] und die Artikel [26, 50]. Folgendes Resultat spielt
dabei eine zentrale Rolle.
Proposition 6.10. Fu¨r jede zentralsymmetrische und konvexe Menge M ⊂ X und
beliebiges δ > 0 gilt
ω (M, δ) ≤ ∆(M, δ) ≤ ω (M, 2δ) . (6.15)
Somit ist der Stetigkeitsmodul gleichzeitig eine Benchmark nach oben und unten,
um ”optimale“ Verfahren zu finden. Als na¨chstes kommt eine Aussage, die zeigt, dass
die untere Schranke des bestmo¨glichen schlimmsten Fehlers aus (6.15) scharf ist fu¨r
sogenannte Ellipsoide im Hilbertraum. Das sind Bilder von Kugeln bei linearen be-
schra¨nkten Abbildungen. Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir letztere
als nichtnegativ, selbstadjungiert und als Abbildung innerhalb X verstehen. Wir de-
finieren also zu jedem solchen Operator G : X → X das Ellipsoid
M(G) := {x ∈ X : x = Gw, w ∈ X, ‖w‖ ≤ 1} . (6.16)
Durch die Gu¨ltigkeit von Hϕ = M(ϕ(A∗A)) ist klar, dass Quellmengen Hϕ immer
Ellipsoide sind. Zur Beschreibung und Eigenschaften des Stetigkeitsmoduls eignet
sich folgendes Resultat aus [40, Theorem 2.1].
Lemma 6.11. Falls M(G) wie in (6.16) definiert ist, dann gilt
ω (M(G), δ) = min
0≤λ≤1
sup
{
‖Gv‖ : λ ‖v‖2 + 1− λ
δ2
‖AGv‖ 2 ≤ 1
}
. (6.17)
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Dabei muss die rechte Seite nicht endlich sein, weil keine weiteren Einschra¨nkun-
gen an G gestellt werden. Beispielsweise ist die Endlichkeit aber bei Quellmengen
sichergestellt.
Der folgende Satz ist eine Abwandlung von [40, Theorem 3.1]. Mit gegebener Abbil-
dung G wird die spezielle Form
Jα(v) :=
∥∥∥AGv − yδ∥∥∥2 + α ‖v‖2 , v ∈ X , (6.18)
des Tikhonov-Funktionals mit Regularisierungs-Parameter α > 0 verwendet. Da
Sα := (AG)∗(AG) + α I : X → X (6.19)
ein beschra¨nkter invertierbarer positiver selbstadjungierter Operator fu¨r alle α > 0
ist, sehen wir durch Differentiation, dass ein minimierendes Element vδα von (6.18),
welches Sα vδα = G
∗A∗yδ erfu¨llt, eindeutig bestimmt ist. Daher sei xδα = Gvδα, also ist
die lineare Rekonstruktion R gegeben durch
xδα = Ry
δ := G ((AG)∗(AG) + α I)−1G∗A∗yδ, (6.20)
welche fu¨r alle α > 0 wohldefiniert ist.
Satz 6.12. Sei M(G) wie in (6.16) und x† ∈M(G). Dann erfu¨llt das lineare Rekon-
struktionsverfahren R aus (6.20) fu¨r jedes δ > 0 die Gleichung
∆ (R,M(G), δ) = ω (M(G), δ) . (6.21)
Der Beweis dazu wurde in [20, nach Theorem 4.4] vero¨ffentlicht.
Das folgende Resultat findet sich zuerst in [3, Theorem 3.4], wir beziehen uns auch
auf [5, Theorem 2.1].
Proposition 6.13. Die exakte Lo¨sung erfu¨lle x† ∈ M(G), weiterhin seien 0 < c <
c < ∞ Konstanten. Wenn wir als Rekonstruktionselemente Ryδ regularisierte Lo¨-
sungen xδα = Gv
δ
α(δ) wie in (6.20) ansehen, indem wir eine A-priori-Parameterwahl
α = α(δ) treffen, so dass cδ2 ≤ α(δ) ≤ cδ2 ist, erhalten wir die Fehlerabscha¨tzung∥∥∥x† − xδα(δ)∥∥∥ ≤ max{2√1 + 1/c , 1 +√1 + c} ω (M(G), δ) . (6.22)
Es gelingt also fu¨r Ellipsoide, mit Hilfe des Stetigkeitsmoduls den Gesamtfehler der
Regularisierung einzugrenzen.
Den Effekt der bedingten Stabilita¨t kann man mit einfachen Mitteln illustrieren. Da-
fu¨r eignet sich die Methode der Quasilo¨sungen nach V. K. Ivanov besonders, siehe
[27] fu¨r weitere Details. Fu¨r kompakte Mengen M berechnet man dabei die Na¨he-
rungslo¨sungen xqu = xqu(yδ) durch Lo¨sen des Minimierungsproblems∥∥∥Ax− yδ∥∥∥ → min, s.t. x ∈M. (6.23)
72
Wegen der Kompaktheit von M ist die Lo¨sungsmenge von (6.23) nichtleer, aber nicht
notwendigerweise einelementig. Bei Einfu¨hrung geeigneter Maße fu¨r den Abstand
zwischen Mengen ha¨ngen die Lo¨sungen von (6.23) stabil von den Daten yδ ab. Die
Sta¨rke dieses Ansatzes wird mit folgender Aussage unterlegt.
Proposition 6.14. Sei x† ∈ M und xqu eine Lo¨sung zu (6.23). Dann gilt die Feh-
lerabscha¨tzung ∥∥∥x† − xqu∥∥∥ ≤ 2ω (M, δ) . (6.24)
Beweis. Nach Konstruktion von xqu ist
∥∥Axqu − yδ∥∥ ≤ ∥∥Ax† − yδ∥∥ ≤ δ. Daher ko¨n-
nen wir Satz 6.3 mit ε = δ anwenden und wir erhalten die Behauptung.
Ein Nachteil liegt darin, dass man genaue Kenntnis von M haben muss, um die Me-
thode anwenden zu ko¨nnen. Dies erschwert die praktische Durchfu¨hrbarkeit. Sogar
im Falle der erfu¨llten Glattheit x† ∈ R(G) mit gegebenem G kann der auftretende
Skalierungsfaktor R in x† ∈ R ·M(G) schwierig abgescha¨tzt werden. Da die Quasi-
lo¨sungen im Allgemeinen am Rand der Menge M := R ·M(G) liegen, beeinflusst die
subjektive Wahl der des Radiusses R die Eigenschaften der Quasilo¨sungen erheblich.
Wir wenden uns nun wieder den uns besonders interessierenden Konvergenzraten-
resultaten fu¨r lineare Regularisierungsschemata zu. Denn auch fu¨r diese ko¨nnen wir
geeignete Aussagen mit Hilfe des Stetigkeitsmoduls treffen. Wir nehmen an, dass
x†, xα ∈ M fu¨r genu¨gend kleine α > 0 sind. Es ist klar, dass dabei zur Berech-
nung von Profilfunktionen die Diskrepanz abgescha¨tzt werden muss, um Satz 6.2(g)
anwenden zu ko¨nnen. Wegen (3.12) gilt∥∥∥Axα −Ax†∥∥∥ = ∥∥∥A[I − gα(A∗A)A∗A]x†∥∥∥ = ∥∥∥Arα(A∗A)x†∥∥∥ . (6.25)
Nun beschreiten wir zwei verschiedene Wege. Zuna¨chst betrachten wir den allge-
meinen Fall ohne Erfu¨lltheit einer Quelldarstellung fu¨r die exakte Lo¨sung x†. Zum
Stetigkeitsmodul im engeren Sinn ω
(
M,
√
t
)
definieren wir die Hilfsfunktion
Ψ(t) :=
√
t ω
(
M,
√
t
)
, t ∈ (0, t¯ ]. (6.26)
Die kommende Aussage beno¨tigt als Voraussetzung, dass zumindest die Wurzelfunk-
tion als Qualifizierung vorliegt. Man kann feststellen, dass die ga¨ngigen Regularisie-
rungsverfahren, die als Beispiele 3.26 bis 3.30 vorgestellt wurden, diese Forderung
erfu¨llen.
Satz 6.15. Sei M ⊂ X zentralsymmetrisch und konvex. Das Verfahren mit Regu-
larisierungsfunktion gα habe die Qualifizierung
√
t mit Konstante γ und sowohl x†
als auch xα seien in M fu¨r genu¨gend kleinen Regularisierungsparameter α > 0. Der
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Regularisierungsfehler fu¨r den datenfehlerunabha¨ngigen Teil ist dann wie folgt be-
schra¨nkt: ∥∥∥x† − xα∥∥∥ ≤ ω¯ (M,γ ∥∥∥x†∥∥∥√α) . (6.27)
Falls der Parameter a priori anhand α(δ) = Ψ−1(δ) mit Ψ aus (6.26) gewa¨hlt wird,
dann gilt fu¨r den Gesamtfehler
e(δ) =
∥∥∥x† − xδα∥∥∥ = O (ω (M,√Ψ−1(δ))) fu¨r δ → 0 . (6.28)
An dieser Stelle sei der Verweis auf Bemerkung 3.8 gestattet.
Beweis. Nach Voraussetzung ist
x† =
∑
sj>0
〈x†, uj〉uj ∈M .
Entsprechend (6.25) gilt dann
∥∥∥A(xα − x†)∥∥∥ =
√√√√∑
sj>0
(
rα(s2j )
)2
s2j |〈x†, uj〉|2 .
Da
√
t als Qualifizierung der Methode mit Konstante γ vorausgesetzt wird, erhalten
wir
sup
t∈[0,a]
|rα(t)|
√
t ≤ γ√α
fu¨r alle α ∈ (0, α¯). Mit Hilfe der Definition 6.2 ist (6.27) bewiesen.
Dies fu¨hrt fu¨r konvexe und zentralsymmetrische Mengen M mit Hilfe des Satzes
6.2(g) zu
f(α) ≤ 2ω
(
M,
γ
∥∥x†∥∥
2
√
α
)
. (6.29)
Mit Hilfe der Fehleraufteilung (3.24) und Satz 6.2(e) erhalten wir∥∥∥xδα − x†∥∥∥ ≤ max{2, γ ∥∥∥x†∥∥∥}ω (M,√α)+ γ∗δ√α .
Mit der gegebenen optimalen A-priori-Parameterwahl α(δ) ∼ Ψ−1(δ) ist (6.28) ge-
zeigt, was den Beweis komplettiert.
Bemerkung 6.16. Die Darstellung der Profilfunktion als obere Schranke von
∥∥x† − xα∥∥
vereinfacht sich unter einer kleinen Zusatzforderung. Falls es zur Funktion ω¯ und
k > 0 eine positive Funktion p(k) gibt mit
ω¯ (M,kη) ≤ p(k) ω¯ (M,η)
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fu¨r hinreichend kleines η > 0, dann kann man mit einfachen Mitteln anhand (6.27)
zeigen, dass
f(α) ≤ p
(
γ
∥∥∥x†∥∥∥) ω¯ (M,√α) , α ∈ (0, αˆ] , (6.30)
fu¨r ein αˆ > 0. Dann ist auch f(α) = p(γ
∥∥x†∥∥) ω¯ (M,√α) eine Profilfunktion fu¨r M .
Falls ω¯ konkav ist, dann ist solch eine Bedingung (6.16) mit p(k) = max{1, k} fu¨r
alle η > 0 erfu¨llt.
Welche Auswirkungen hat Satz 6.15 fu¨r konkret gegebene Stetigkeitsmoduln? Diese
Frage wollen wir anhand folgender U¨berlegungen, die in [28, Kapitel 4] publiziert
wurden, kurz beantworten.
Korollar 6.17. Falls der Stetigkeitsmodul vom Potenztyp ist, also
ω¯ (M, δ) = c1 δκ (κ ∈ [0, 1], c1 > 0) , (6.31)
gilt, erhalten wir Ho¨lderraten
e(δ) = O
(
δ
κ
κ+1
)
fu¨r δ → 0 , (6.32)
bei der A-priori-Parameterwahl α(δ) ∼ δ 2κ+1 .
Falls andererseits ein logarithmischer Stetigkeitsmodul der Form
ω¯ (M, δ) =
1
(log (c2/δ))κ
(κ > 0, c2 > 0) (6.33)
vorliegt, erhalten wir die logarithmische Konvergenzrate
e(δ) = O
(
1
(log (1/δ))κ
)
fu¨r δ → 0 (6.34)
bei Parameterwahl α(δ) ∼ δν fu¨r ein 0 < ν < 2.
Beweis. Beide betrachtete Stetigkeitsmoduln ω¯ sind fu¨r hinreichend kleine δ > 0
konkav. Nach Bemerkung 6.16 ko¨nnen wir anhand (3.24) fu¨r beliebige Konstanten
K1,K2 > 0
e(δ) ≤ K1 ω¯
(
M,
√
α
)
+
K2 δ√
α
abscha¨tzen. Da die logarithmische Rate bei beliebigen Exponenten in der Na¨he der
Null langsamer ist, ist der Beweis damit vollsta¨ndig.
Wir haben also als erstes Resultate ohne die Gu¨ltigkeit verallgemeinerter Quelldar-
stellungen erhalten. Der zweite Weg bringt uns konkretere Resultate, die der ga¨ngigen
Literatur gut entsprechen. Man wa¨hlt dabei M := Hϕ(R) aus (3.36), d.h. eine ver-
allgemeinerte Quelldarstellung sei gu¨ltig fu¨r x†.
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Satz 6.18. Sei x† ∈ Hϕ(R) fu¨r eine Indexfunktion ϕ und die Regularisierungsme-
thode sei durch die Funktion gα generiert. Diese habe die Qualifizierung Θ(t) mit
der Hilfsfunktion Θ aus (3.29). Falls fu¨r genu¨gend kleine Regularisierungsparame-
ter α > 0 die regularisierten Lo¨sungen xα aus (3.12) zu Hϕ(R) geho¨ren, und falls
α(δ) = Θ−1(δ) gewa¨hlt wird, dann ist
e(δ) = O (ϕ (Θ−1(δ))) fu¨r δ → 0 . (6.35)
Beweis. Da das Regularisierungsverfahren die Qualifizierung Θ(t) hat, kann man
mit (6.25) ∥∥∥Axα −Ax†∥∥∥ ≤ ‖A[I − gα(A∗A)A∗A]ϕ(A∗A)v‖
≤ γRΘ(α)
abscha¨tzen. Wegen Satz 6.2(g) und mit hinreichend kleinen α > 0 schließen wir
f(α) =
∥∥∥xδα − x†∥∥∥ (6.36)
≤ ω¯ (Hϕ(R), γRΘ(α)) (6.37)
≤ max{2, γR} ω (Hϕ(R),Θ(α)) . (6.38)
Weiterhin folgt aus Proposition 6.8(i)
ω¯ (Hϕ(R),Θ(α)) ≤ ϕ(Θ−1(Θ(α))) = ϕ(α),
und daher ∥∥∥xδα − x†∥∥∥ ≤ γ∗δ√α + max{2, γR}ϕ (α) .
Mit der gegebenen A-priori-Parameterwahl α(δ) ∼ Θ−1(δ) erhalten wir also (6.35)
und damit die Behauptung.
Fehlerraten (6.35) ließen sich ohne derlei Diskrepanzbetrachtungen auch fu¨r geringe-
re Qualifizierungen erreichen (siehe Proposition 3.20). Die im vorliegenden Kapitel
aufgefu¨hrte Variante wurde aber auf einem vo¨llig anderen Weg gewonnen.
Bemerkung 6.19. Die Bedingung xα ∈M ist fu¨r die konkrete Situation
M = Hϕ(R) unschwer zu erfu¨llen. Dazu gelte lediglich die Quelldarstellung
x† ∈ M˜ :=
{
x ∈ X : x = ϕ(A∗A)v, ‖v‖ ≤ R
max {γ0, 1}
}
fu¨r die exakte Lo¨sung mit eingeschra¨nktem Radius. Damit ist dann
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xα = ϕ(A∗A) gα(A∗A)A∗Av
fu¨r ein entsprechendes Quellelement v ∈ X. Wir wa¨hlen dazu
w := gα(A∗A)A∗Av
und erhalten ‖w‖ ≤ R. Daher gilt
xα ∈M := {x ∈ X : x = ϕ(A∗A)w, ‖w‖ ≤ R} ⊃ M˜ .
Diese Betrachtung kann man u¨ber Quellbedingungen hinaus erweitern. Denn wegen
[4, Proposition 2.1] ist eine Bedingung xα ∈ M := M(G) auch fu¨r Ellipsoide unter
gewissen Voraussetzungen bezu¨glich Bildraum-Inklusionen gu¨ltig. Die Aussage ist
dort, dass fu¨r eine Bildraum-Inklusion (3.33) die Zusammenha¨nge
‖Gx‖ ≤ C‖ϕ(A∗A)x‖ ∀x ∈ X
C = ‖ (ϕ(A∗A))−1G‖
fu¨r eine Konstante C > 0 gelten. Sei nun
x† ∈
{
x ∈ X : x = Gv, ‖v‖ ≤ R
C max {γ0, 1}
}
,
dann folgt auch
x† ∈ M˜ :=
{
x ∈ X : x = ϕ(A∗A)w, ‖w‖ ≤ R
max {γ0, 1}
}
.
Daher ist analog zu oben
xα = gα(A∗A)A∗Ax†
= ϕ(A∗A)gα(A∗A)A∗Aw
= ϕ(A∗A)u
‖u‖ = ‖gα(A∗A)A∗Aw‖ ≤ γ0Rmax {γ0, 1} ≤ R .
Folglich gilt in dem Fall fu¨r die regularisierten Lo¨sungen die geforderte Beziehung
xα ∈M := {x ∈ X : x = ϕ(A∗A)u, ‖u‖ ≤ R} ⊃ M˜ .
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Die Behandlung der Zusammenha¨nge zwischen Satz 6.15 und 6.18 ist aufschlussreich.
Diese existieren natu¨rlich nur, sobald tatsa¨chlich eine Quelldarstellung der exakten
Lo¨sung vorliegt, also M = Hϕ(R) ist. Artikel [39] garantiert dann, dass Satz 6.18 eine
ordnungsoptimale Rate liefert, die man aufgrund der Parameterwahl umschreiben
kann zu
e(δ) = O (ω (M, δ)) fu¨r δ → 0 .
Daraus folgt unter den wenig einschra¨nkenden Bedingungen von Bemerkung 6.16,
dass Satz 6.15 nur dann zu Ordnungsoptimalita¨t fu¨hrt, wenn
ω
(
M,
√
Ψ−1(δ)
)
= O (ω (M, δ))) fu¨r δ → 0
gilt, was unter der durchzufu¨hrenden Parameterwahl α = Ψ−1(δ) nichts anderes als
ω
(
M,
√
α
)
= O (ω (M,√α ω (M,√α))) fu¨r α→ 0
heißt. Wir u¨berpru¨fen nun die Ordnungsoptimalita¨t von Satz 6.18. Zu zeigen wa¨re
also die Existenz einer Konstante C > 0 mit
ω
(
M,
√
α
) ≤ Cω (M,√α ω (M,√α)) fu¨r α→ 0 .
Wir probieren dies fu¨r beide in Korollar 6.17 vorgestellten Typen von Stetigkeitsmo-
duln aus. Gehen wir also zuna¨chst von solchen des Potenztyps
ω (M, δ) = c1 δκ (κ ∈ [0, 1], c1 > 0)
aus. Wir mu¨ssten also eine Konstante C > 0 finden mit
c1α
κ
2 ≤ Cω
(
M,
√
α · c1ακ2
)
= Cω
(
M, c1α
κ+1
2
)
= C · c1α
κ(κ+1)
2 ,
was aber fu¨r α → 0 nicht mo¨glich ist, da der Exponent der rechten Seite gro¨ßer ist
als der der linken.
Wie sieht das fu¨r logarithmische Stetigkeitsmoduln
ω (M, δ) =
1
(log (c2/δ))κ
(κ > 0, c2 > 0)
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aus? Zu zeigen wa¨re also die Existenz von C > 0, so dass gilt:
1(
log
(
c2√
α
))κ ≤ Cω
M, √α(
log
(
c2√
α
))κ

=
Clog
 c2√α„
log
„
c2√
α
««κ


κ
=
C(
log
(
c2
“
log
“
c2√
α
””κ
√
α
))κ fu¨r α→ 0 .
Also mu¨ssten wir belegen, dass fu¨r ein C > 0 gilt:log
c2
(
log
(
c2√
α
))κ
√
α
κ ≤ C (log( c2√
α
))κ
log
c2
(
log
(
c2√
α
))κ
√
α
 ≤ log(( c2√
α
)C)
c2
(
log
(
c2√
α
))κ
√
α
≤
(
c2√
α
)C
c2
(
log
(
c2√
α
))κ
≤ cC2
(√
α
)1−C
c1−C2 α
2
1−C ≤ 1(
log
(
c2√
α
))κ .
In der Na¨he der Null ist ein logarithmischer Ausdruck wie die rechte Seite immer ma-
jorisierend gegenu¨ber einem Potenzausdruck wie auf der linken Seite. Somit ko¨nnen
wir die entsprechende Konstante C finden.
Wir schlussfolgern: Im Falle erfu¨llter Quelldarstellungen la¨sst sich durch Satz 6.15
Ordnungsoptimalita¨t mit Hilfe von logarithmischen Stetigkeitsmoduln herstellen, bei
Stetigkeitsmoduln vom Potenztyp nicht. Erwartungsgema¨ß gibt es somit Fa¨lle, in
denen die Quellbedingungen mit Hilfe von Satz 6.18 tatsa¨chlich zu besseren Raten
fu¨hren. Dies war am Beispiel der Stetigkeitsmoduln vom Potenztyp zu sehen, die
auf Ho¨lderraten fu¨hrten. Nach Beispiel 3.33 lagen dabei Quelldarstellungen vom Po-
tenztyp vor. U¨berraschenderweise wurde eben auch gezeigt, dass trotz der Erfu¨lltheit
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von Quelldarstellungen und ho¨herer Qualifizierung nicht automatisch bessere Kon-
vergenzraten durch Satz 6.18 zu erhalten sind. Dies ist bei Stetigkeitsmoduln vom
logarithmischen Typ der Fall, die sowohl mit Satz 6.15, als auch mit Satz 6.18 auf
die gleiche Rate
e(δ) = O
(
1(
log
(
c2
δ
))κ
)
fu¨r δ → 0
fu¨hren. Nach Beispiel 3.35 entspricht dieser Fall einer erfu¨llten Quelldarstellung lo-
garithmischen Typs.
Zum Schluss halten wir noch fest, dass die Profilfunktion f(α) und der Gesamtfehler
e(α, δ) vom Regularisierungsverfahren abha¨ngen. Im Gegensatz dazu ist der Stetig-
keitsmodul verfahrensunabha¨ngig und ha¨ngt nur von der MengeM und vom Operator
A−1, damit auch vom Operator A, ab. Fu¨r weitergehende Fragen zum Zusammen-
hang zwischen Stetigkeitsmodul und Diskretisierung sei hiermit auf die Kapitel 3.2
und 5.3 der Arbeit [20] verwiesen. Es sei explizit erwa¨hnt, dass in diesem Kapitel die
Kompaktheit von A entsprechend Bemerkung 2.14 keine Rolle spielte.
80
7 Anwendung: ein inkorrektes Randwertproblem
zur Laplace-Gleichung
Der Stetigkeitsmodul wurde eben ausfu¨hrlich beschrieben. Im Folgenden sehen wir,
wie wir ihn in einem praktischen Beispiel berechnen und fu¨r ein Konvergenzratenre-
sultat benutzen ko¨nnen. Dazu dient die Laplace-Gleichung, die z.B. in der Elektro-
statik ihre Anwendung findet.
Das Einheitsquadrat Ω = [0, 1] × [0, 1] im ξ − η-Koordinatensystem sei der Defini-
tionsbereich. Auf diesem Gebiet betrachten wir schwache Lo¨sungen u := u(ξ, η) des
folgenden Randwertproblems fu¨r die zweidimensionale Laplace-Gleichung:
uξξ(ξ, η) + uηη(ξ, η) = 0 , ξ, η ∈ [0, 1] (7.1)
u(ξ, 0) = u(ξ, 1) = 0 , ξ ∈ [0, 1] (7.2)
uξ(0, η) = 0 , η ∈ [0, 1] (7.3)
u(0, η) = y(η) , η ∈ [0, 1] (7.4)
u(1, η) = w(η) , η ∈ [0, 1] (7.5)
mit gegebenen Funktionen y, w ∈ L2(0, 1). Formel (7.5) hat dabei den Charakter
einer Quelldarstellung. Fu¨r fixiertes ξ ∈ (0, 1) besteht das inverse Problem in der Re-
konstruktion von x(η) := u(ξ, η), η ∈ [0, 1], aus fehlerbehafteten Daten yδ ∈ L2(0, 1).
Die zugeho¨rigen exakten Daten nennen wir wie u¨blich y und es gelte ‖y − yδ‖ ≤ δ.
Die entsprechende Operatorgleichung ist dann
Aξx = y (7.6)
mit dem kompakten und selbstadjungierten Operator
Aξ : X = L2(0, 1)→ Y = L2(0, 1) ,
definiert durch
[Aξu(ξ, ·)](η) := u(0, η) , η ∈ [0, 1] .
Bemerkung 7.1. Fu¨r selbstadjungierte Vorwa¨rtsoperatoren ko¨nnen wir eine ver-
einfachte Darstellung annehmen. Wir betrachten dabei Indexfunktionen ϕ(A) statt
ϕ(A∗A), da hier die Eigenschaft der Selbstadjungiertheit bereits fu¨r A vorliegt. Dies
hat leichte Vera¨nderungen der Argumente in den die Regularisierungstheorie betref-
fenden Indexfunktionen zur Folge, wie detailliert in [28, Kapitel 5] beschrieben wurde.
Die Aussagekraft der Ergebnisse fu¨r diesen Spezialfall bleibt aber unberu¨hrt.
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Wir na¨hern uns der Lo¨sung des Problems durch einen Separationsansatz in (7.1).
Das bedeutet
u(ξ, η) = a(ξ)b(η) .
Die zweiten Ableitungen haben dann eine sehr einfache Struktur, und wir definieren
µ :=
a′′(ξ)
a(ξ)
= −b
′′(η)
b(η)
.
Wir lo¨sen folglich das System linearer homogener Differentialgleichungen 2. Ordnung
a′′(ξ)− µa(ξ) = 0 (7.7)
b′′(η) + µb(η) = 0 . (7.8)
Die charakteristische Gleichung von (7.7) hat die reellen Nullstellen λ1/2 = ±√µ. Zur
Gleichung (7.8) geho¨ren λ1/2 = ±
√−µ. Die entsprechenden Lo¨sungsformeln sind [15,
Kapitel 14] entnommen.
• 1. Fall: µ > 0
Die Lo¨sungsformel der ersten Differentialgleichung ergibt
a(ξ) = C1e−
√
µξ + C2e
√
µξ .
Durch Differenzieren erha¨lt man
a′(ξ) = −C1√µe−
√
µξ + C2
√
µe
√
µξ .
Die Randbedingung (7.3) fu¨hrt dann zu C1 = C2. Also gilt
a(ξ) = C1
(
e−
√
µξ + e
√
µξ
)
= C0 cosh(
√
µξ) .
Fu¨r (7.8) ergibt sich
b(η) = K1 cos(
√
µη) +K2 sin(
√
µη) .
Die Formeln (7.2) lassen dann Ru¨ckschlu¨sse auf die Konstanten zu: K1 = 0 und
µ = n2pi2 fu¨r n ∈ N. Das heißt b(η) = sin(npiη).
• 2. Fall: µ < 0
Die Nullstellen von (7.8) fu¨hren hier zur Lo¨sung
b(η) = K3e−
√−µη +K4e
√−µη .
Die Randbedingungen (7.2) fu¨hren zu K3 = K4 = 0. Wir brauchen also (7.7)
nicht na¨her zu untersuchen; die einzige Lo¨sung fu¨r diesen Fall ist die triviale.
82
Wir haben demnach als Lo¨sung u(ξ, η) = C cosh(npiξ) sin(npiη). Da es sich um ei-
ne homogene Differentialgleichung handelte, ko¨nnen wir das Superpositionsprinzip
anwenden. Das bedeutet, alle Linearkombinationen der erhaltenen Lo¨sung sind eben-
falls Lo¨sung. Wir erlauben es uns, die nichttriviale Lo¨sung des Systems (7.1)-(7.4)
als
u(ξ, η) =
∞∑
n=1
〈y, vn〉 cosh(npiξ)
√
2 sin(npiη), ξ, η ∈ [0, 1] , (7.9)
darzustellen.
Wir fu¨hren das Orthonormalsystem{
vn(η) =
√
2 sin(npiη), 0 ≤ η ≤ 1
}∞
n=1
⊂ L2(0, 1)
ein und nutzen die Fourierreihenentwicklung
y(η) =
∞∑
n=1
fnvn(η)
mit Fourierkoeffizienten fn := 〈y, vn〉. Man sieht dann anhand (7.9) ein, dass
x(η) =
∞∑
n=1
cosh(npiξ)fnvn(η) (7.10)
gilt. Dies impliziert
[Aξvn](η) =
1
cosh(npiξ)
vn(η) n ∈ N .
Somit hat Aξ das Eigensystem {vn, [cosh(npiξ)]−1}. Dies ist vollsta¨ndig, da {vn}∞n=1
ein vollsta¨ndiges Orthonormalsystem in demjenigen Unterraum von L2(0, 1) darstellt,
welcher durch die homogenen Dirichlet-Randbedingungen am oberen und unteren
Rand des Intervalls [0, 1] charakterisiert wird. Fu¨r x und w schauen wir analog die
Fourierreihendarstellung an und erhalten
〈x, vn〉 = cosh(npiξ)cosh(npi) 〈w, vn〉 n ∈ N .
Das heißt, es existiert eine diskrete Funktion ϕ˜, definiert durch
ϕ˜
(
1
cosh(npiξ)
)
=
cosh(npiξ)
cosh(npi)
, n ∈ N .
Diese kann mittels Interpolationsmethoden leicht in eine Indexfunktion ϕ(t), t ∈ [0, a],
u¨berfu¨hrt werden. Wir haben es also mit einer Quellbedingung
x = ϕ(Aξ)w . (7.11)
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zu tun, die weder vom Typ der Ho¨lder-, noch vom Typ der logarithmischen Quell-
darstellungen ist.
Die Konvergenzbetrachtungen werden durch eine realistische und praktisch kaum
einschra¨nkende Normschranke ‖2w‖ ≤ C¯ begu¨nstigt. Somit werden unsere A-priori-
Informationen durch die Menge
M := {x ∈ L2(0, 1) : x(η) = u(ξ, η), u ist schwache Lo¨sung von (7.1)-(7.5), ‖2w‖ ≤ C¯}
beschrieben.
Uns hilft die Methode der logarithmischen Konvexita¨t (siehe z.B. [28, S. 330 ff.]). Sei
dazu
F (ξ) =
∫ 1
0
u2(ξ, η) dη .
Wir wollen die Konvexita¨t des natu¨rlichen Logarithmus dieser Funktion , also
(lnF (ξ))′′ > 0, zeigen. Wir beginnen mit der zweifachen Differentiation:
F ′(ξ) = 2
∫ 1
0
u(ξ, η)uξ(ξ, η) dη
F ′′(ξ) = 2
∫ 1
0
u2ξ(ξ, η) dη + 2
∫ 1
0
u(ξ, η)uξξ(ξ, η) dη . (7.12)
Partielle Integration liefert uns mit (7.1) und (7.2)
∫ 1
0
u(ξ, η)uξξ(ξ, η) dη = −
∫ 1
0
u(ξ, η)uηη(ξ, η) dη
= −u(ξ, 1)uη(ξ, 1) + u(ξ, 0)uη(ξ, 0) +
∫ 1
0
u2η(ξ, η) dη
=
∫ 1
0
u2η(ξ, η) dη .
Eingesetzt in (7.12) heißt das fu¨r die zweite Ableitung
F ′′(ξ) = 2
∫ 1
0
u2ξ(ξ, η) dη + 2
∫ 1
0
uη(ξ, η) dη . (7.13)
Die erneute Anwendung von partieller Integration und (7.2) fu¨hrt wegen der Ver-
tauschbarkeit der Reihenfolge von Integration und Differentiation bei Parameterin-
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tegralen zu
d
dξ
∫ 1
0
u2η(ξ, η) dη =
∫ 1
0
d
dξ
u2η(ξ, η) dη
= 2
∫ 1
0
uξη(ξ, η)uη(ξ, η) dη
= 2uξ(ξ, 1)uη(ξ, 1)− 2uξ(ξ, 0)uη(ξ, 0)− 2
∫ 1
0
uξ(ξ, η)uηη(ξ, η) dη
= −2
∫ 1
0
uξ(ξ, η)uηη(ξ, η) dη
= 2
∫ 1
0
uξ(ξ, η)uξξ(ξ, η) dη
=
∫ 1
0
d
dξ
u2ξ(ξ, η) dη
=
d
dξ
∫ 1
0
u2ξ(ξ, η) dη . (7.14)
Wir integrieren beide Seiten von (7.14) von 0 bis ξ bezu¨glich ξ und erhalten∫ ξ
0
[
d
dξ
∫ 1
0
u2η(ξ, η) dη
]
dξ =
∫ 1
0
u2η(1, η) dη −
∫ 1
0
u2η(0, η) dη∫ ξ
0
[
d
dξ
∫ 1
0
u2ξ(ξ, η) dη
]
dξ =
∫ 1
0
u2ξ(1, η) dη −
∫ 1
0
u2ξ(0, η) dη .
Unter Beachtung der Formeln (7.3) und (7.14) fu¨hrt das zu∫ 1
0
u2η(ξ, η) dη −
∫ 1
0
u2η(0, η) dη =
∫ 1
0
u2ξ(ξ, η) dη −
∫ 1
0
u2ξ(0, η) dη
=
∫ 1
0
u2ξ(ξ, η) dη . (7.15)
Durch (7.4) wissen wir, dass∫ 1
0
u2η(ξ, η)(0, η) =
∫ 1
0
[
y′(η)
]2 dη
gilt und setzen (7.15) in (7.13) ein:
F ′′(ξ) = 4
∫ 1
0
u2ξ(ξ, η) dη + 2
∫ 1
0
[
y′(η)
]2 dη .
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7 Anwendung: ein inkorrektes Randwertproblem zur Laplace-Gleichung
Wir schlussfolgern mit Hilfe der Cauchy-Schwarzschen Ungleichung
(lnF (ξ))′′ =
1
F 2(ξ)
[
F ′′(ξ)F (ξ)− (F ′(ξ))2]
=
1
F 2(ξ)
{[
4
∫ 1
0
u2ξ(ξ, η) dη + 2
∫ 1
0
(
y′(η)
)2 dη] · ∫ 1
0
u2(ξ, η) dη
−
[
2
∫ 1
0
u(ξ, η)uξ(ξ, η) dη
]2}
≥ 2
F 2(ξ)
{[
2
∫ 1
0
u2ξ(ξ, η) dη +
∫ 1
0
(
y′(η)
)2 dη] · ∫ 1
0
u2(ξ, η) dη
−
[∫ 1
0
u2(ξ, η) dη
] [
u2ξ(ξ, η) dη
]}
≥ 2
F 2(ξ)
[∫ 1
0
u2(ξ, η) dη
] [∫ 1
0
(
y′(η)
)2 dη]
> 0 .
Somit ist lnF (ξ) konvex. Daher gelten die Gleichungen
lnF (ξ) = ln [(1− ξ) · 0 + ξ · 1] ≤ (1− ξ) [lnF (0)] + ξ [lnF (1)]
F (ξ) ≤ F 1−ξ(0) · F ξ(1)∫ 1
0
x2(η) dη ≤
(∫ 1
0
y2(η) dη
)1−ξ (∫ 1
0
w2(η) dη
)ξ
Das heißt, fu¨r verschiedene Daten y1 und y2, Lo¨sungen x1 und x2 und entsprechende
Quellfunktionen w1 und w2 gilt
‖x1 − x2‖2 =
(‖y1 − y2‖2)1−ξ (‖w1 − w2‖2)ξ .
Daher ko¨nnen wir mit Hilfe der Menge
Aξ(M) := {y ∈ L2(0, 1) : y = Aξx fu¨r ein x ∈M}
den Stetigkeitsmodul
ω (M, δ) = sup
{∥∥∥A−1ξ y1 −A−1ξ y2∥∥∥ : y1, y2 ∈ Aξ(M), ‖y1 − y2‖ ≤ δ}
≤ C¯1−ξδξ
direkt abscha¨tzen. So erhalten wir nach Korollar 6.17 Ho¨lder-Konvergenzraten, ohne
dass wir explizit Ho¨lder-Quelldarstellungen verwendet haben.
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Notationsverzeichnis
Notationsverzeichnis
A ein linearer Operator
A∗ der zu A adjungierte Operator
A† Moore-Penrose-Inverse des Operators A, Definition 2.3
F ein im allgemeinen nichtlinearer Operator
X,Y separable Hilbertra¨ume
L(X,Y ) Raum der linearen beschra¨nkten Operatoren zwischen X und Y
Hϕ, Hϕ(R) Quellmengen, Definition 3.14 und Satz nach Gleichung (6.7)
M(G) Ellipsoid zur Menge G, Formel (6.16)
σ(A) Spektrum des Operators A
L Abschluss des Teilraums L
L⊥ orthogonales Komplement des Teilraums L
d(R) Abstandsfunktion, Gleichung (4.1)
f(α) Profilfunktion, Definition 3.10
e(α, δ) Gesamtfehler bei A-posteriori-Parameterwahl, Definition 3.3
e(δ) Gesamtfehler bei A-priori-Parameterwahl
gα Regularisierungsfunktion, Definition 3.7
rα Bias-Funktion, Definition 3.5
∆(R,M, δ) schlimmster Fehler des Rekonstruktionsverfahrens R auf der Men-
ge M , Definition 6.13
∆(M, δ) bestmo¨glicher schlimmster Fehler auf der Menge M , Gleichung
(6.14)
ϕ Indexfunktion, Definition 2.12
ω (M, δ) Stetigkeitsmodul im engeren Sinn, Formel (6.3)
ω¯ (M, δ) Stetigkeitsmodul im weiteren Sinn, Formel (6.2)
O Nullelement des Raums
x† exakte Lo¨sung im Sinne der Kleinste-Quadrate-Lo¨sung, Definition
2.1
{sj ;uj ; vj}j∈N singula¨res System des Vorwa¨rtsoperators, Definition 2.9
xα, x
δ
α regularisierte Lo¨sungen, Formeln (3.12), (3.13)
yδ gesto¨rtes Datenelement
α Regularisierungsparameter
δ Datenfehlerniveau
a = ‖A∗A‖ = ‖A‖2
γ0, γ∗, γ Konstanten der Regularisierungsfunktion, Definitionen 3.7 und
3.17
〈·, ·〉 Skalarprodukt im betreffenden Hilbertraum
〈·, ·〉D Dualita¨tsprodukt bezu¨glich der entsprechenden Ra¨ume
⊕ direkte Summe
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Thesen
1. Die Lo¨sung inverser Probleme kann auf das Lo¨sen von Operatorgleichungen
F (x) = y mit gla¨ttendem Vorwa¨rtsoperator F : X → Y zwischen abstrakten
Ra¨umen X und Y zuru¨ckgefu¨hrt werden. Die vorliegende Arbeit beschra¨nkt
sich dabei auf lineare inverse Probleme, bei denen der Vorwa¨rtsoperator, hier
stets mit A bezeichnet, ein linearer Operator mit nicht abgeschlossenem Wer-
tebereich ist, welcher zwischen unendichdimensionalen Hilbertra¨umen X und
Y wirkt. Die Verletztheit von Existenz, Eindeutigkeit oder Stabilita¨t der Lo¨-
sung wird Inkorrektheit genannt und deren U¨berwindung steht im Fokus aller
zugeho¨rigen Betrachtungen. Das Einfu¨hren einer Minimum-Norm-Lo¨sung x†
anhand der Moore-Penrose-Inversen des Vorwa¨rtsoperators reduziert die drei
Probleme auf das Garantieren der Stetigkeit der Lo¨sung. Diese ist insbesondere
bei der Annahme fehlerbehafteter Daten yδ mit Datenfehlerniveau δ und
0 <
∥∥∥yδ − y∥∥∥ ≤ δ
vonno¨ten.
2. Die Gewinnung von Stabilita¨t im Lo¨sungsprozesses wird als Regularisierung
bezeichnet. Mit Hilfe der Singula¨rwertzerlegung des kompakten Vorwa¨rtsope-
rators kann die Betrachtung auf Operatorebene zu der auf der Ebene reeller Re-
gularisierungsfunktionen gα : [0, a], a := ‖A‖2, mit Regularisierungsparameter
α > 0 u¨berfu¨hrt werden. Jene sind Grundlage fu¨r ein allgemeines lineares Re-
gularisierungsschema, in das sich die ga¨ngigen Verfahren einordnen. Die dabei
auftretenden Unterschiede zwischen regularisierter und exakter Lo¨sung werden
zum einen absolut betrachtet, zum anderen ist die Konvergenzgeschwindigkeit
beim U¨bergang des Datenfehlerniveaus zu Null von Interesse. Jeweils steht eine
A-priori-Wahl von α im Mittelpunkt, die von δ, nicht aber von yδ abha¨ngt.
3. Zwei Faktoren sind wesentlich fu¨r die Konvergenzgeschwindigkeit des Regu-
larisierungsfehlers. Zum einen ist dies die Glattheit der Lo¨sung. Diese leitet
sich aus A-priori-Informationen zu dieser ab und kann idealerweise durch eine
Quelldarstellung
x = ϕ(A∗A)v, v ∈ X, ‖v‖ ≤ R,
beschrieben werden. Zum anderen bestimmt die Qualifizierung des Regularisie-
rungsverfahrens den Fehler der regularisierten Lo¨sung. Eine Funktion % heißt
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dabei Regularisierung, wenn die Ungleichung
sup
t∈(0,a]
|1− tgα(t)|%(t) ≤ γ%(α) ∀ α ∈ (0, a]
mit der Konstanten γ erfu¨llt wird. Letztlich ist diejenige der Funktionen ϕ, %
maßgeblich fu¨r die Konvergenzgeschwindigkeit, welche in der Na¨he der Null
langsamer gegen Null geht.
4. Hat man keine genaue Kenntnis von der Quelldarstellung, kann man versuchen,
die Abstandsfunktion
d(R) := inf
{∥∥∥x† − ϕ(A∗A)v∥∥∥ : v ∈ X, ‖v‖ ≤ R} (R > 0)
zu analysieren. Diese misst die Distanz zwischen einer selbst gewa¨hlten Benchmark-
Quellmenge und der exakten Lo¨sung. Mit ihrer Hilfe erha¨lt man ebenfalls Ra-
tenresultate, die sich (bei Annahme bestimmter Test-Konstellationen) mit den
Ergebnissen der quelldarstellungsbasierten Theorie decken. Ebenso kann man
Umkehrresultate gewinnen, die aus der Asymptotik der Abstandsfunktion Ei-
genschaften der Lo¨sung extrahieren.
5. Wenngleich die Verifizierung von Abstandsfunktionen konkret oft sehr große
Mu¨he bereitet, gibt es einige Situationen, in denen dies gelingt. Nimmt man
beispielsweise den einfachen linearen Volterraschen Integraloperator als Vor-
wa¨rtsoperator und x† ≡ 1 ins Visier, so gewinnt man mit Hilfe umfangreicher
Rechnungen und unter Nutzung der Fenchel-Moreau-Dualita¨t nicht nur obere
und untere Schranken fu¨r d(R) der Form c/R mit c > 0. Außerdem sto¨ßt man
dabei auf die Lo¨sung einer Fredholmschen Integralgleichung 2.Art und gewinnt
Einblicke in das Zusammenwirken solcher Gleichungen mit denen des Volterra-
Typs.
6. Der Satz von Tikhonov ist ein Anhaltspunkt dafu¨r, dass man inkorrekte Pro-
bleme zu korrekten machen kann, indem A-priori-Informationen zur Einschra¨n-
kung des Definitionsbereichs genutzt werden. Die so gewonnene bedingte Stabi-
lita¨t auf einer Menge M la¨sst sich mit Hilfe des Stetigkeitsmoduls des inversen
Operators A−1
ω (M, δ) := sup {‖x‖ : x ∈M, ‖Ax‖ ≤ δ}
pra¨zisieren. Dessen Abscha¨tzung nach oben und unten gelingt fu¨r Quellmen-
gen. Generell kann man ihn auch als Benchmark einsetzen: der bestmo¨gli-
che schlimmste Fehler eines Rekonstruktionsverfahrens wird immer zwischen
ω (M, δ) und ω (M, 2δ) zu finden sein. Fu¨r Ellipsoide ist die untere Grenze
scharf.
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7. Der Stetigkeitsmodul ist nu¨tzlich, um u¨ber die Diskrepanz
∥∥Axα −Ax†∥∥ zu
Fehlerabscha¨tzungen zu kommen. So ko¨nnen in Abha¨ngigkeit von der Quali-
fizierung der betrachteten Methode Konvergenzraten allgemein und unter der
Voraussetzung von Quelldarstellungen gewonnen werden. Es zeigt sich, dass sol-
che Zusatzinformationen meist, aber nicht immer, zur Verbesserung der Kon-
vergenzraten fu¨hren.
8. In gewisser Weise ist der Stetigkeitsmodul strukturerhaltend: haben wir es mit
Quelldarstellungen vom Potenztyp oder vom logarithmischen Typ zu tun, ist
auch der Stetigkeitsmodul der Regularisierung vom jeweiligen Typ. Bei der
Berechnung des Stetigkeitsmoduls fu¨r ein Randwertproblem zur zweidimensio-
nalen Laplace-Gleichung kann man sehen, dass man auch Quelldarstellungen
komplizierter Natur zu einem Stetigkeitsmodul vom Potenztyp fu¨hren ko¨nnen.
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