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Gaussian upper bounds for the heat kernel on
evolving manifolds
Reto Buzano and Louis Yudowitz
Abstract
In this article, we prove a general and rather flexible upper bound for the heat kernel
of a weighted heat operator on a closed manifold evolving by an intrinsic geometric flow.
The proof is based on logarithmic Sobolev inequalities and ultracontractivity estimates
for the weighted operator along the flow, a method which was previously used by Davies
[11] in the case of a non-evolving manifold. This result directly implies Gaussian-type
upper bounds for the heat kernel under certain bounds on the evolving distance function;
in particular we find new proofs of Gaussian heat kernel bounds on manifolds evolving
by Ricci flow with bounded curvature or positive Ricci curvature. We also obtain similar
heat kernel bounds for a class of other geometric flows.
1 Introduction and Main Results
This article is concerned with heat kernel estimates on evolving manifolds, but we start with
a brief discussion of such bounds for static manifolds. To this end, let (Mn, g) be a complete
Riemannian manifold of dimension n ≥ 3 and consider the heat kernel or fundamental solution
H(x, t; y, s), i.e. the minimal solution of
( ∂∂t −△x)H(x, t; y, s) = 0,
lim
tցs
H(·, t; y, s) = δy,
(1.1)
for x, y ∈M and t > s. Here, △x denotes the Laplace-Beltrami operator with respect to the
metric g in the x-variable and the limit to the Dirac-δ based at y has to be understood in
the sense of measures. It is well known that on Euclidean Rn, the heat kernel is given by the
explicit formula
H(x, t; y, s) =
1
[4π(t− s)]n/2
e
−
|x−y|2
4(t−s) .
On Riemannian manifolds, bounds of similar type were first obtained by Cheng-Li-Yau [8]
in the case of complete manifolds with bounded sectional curvature and further improved by
Li-Yau [24] using their famous differential Harnack inequalities. Under a certain curvature
assumption, they proved that
H(x, t; y, s) ≤
C
f(t− s)
e
− d
2(x,y)
D(t−s) , (1.2)
where C and D are sufficiently large constants and f(·) is an increasing function. (In fact,
they showed that D can be chosen arbitrarily close to the optimal value 4.) A bound of the
1
form (1.2) is usually referred to as a Gaussian upper bound or off-diagonal bound and it
directly implies the (logically weaker) on-diagonal bound
H(x, t; y, s) ≤
C
f(t− s)
. (1.3)
Surprisingly, in many situations the bounds in (1.2) and (1.3) turn out to be equivalent! A
beautiful, abstract theory exploring this fact was developed by Davies in a series of papers
[14, 11, 12, 13] where he provided a method to obtain Gaussian upper bounds from on-
diagonal bounds on quite general manifolds, using logarithmic Sobolev inequalities introduced
by Gross [18]. Compared to previous work, his method has the advantage that it does not
directly depend on any curvature assumptions for the underlying Riemannian manifold. Let
us mention that around the same time similar methods using different functional inequalities
were developed. To summarise, these prove in particular that an on-diagonal bound (1.3) with
f(t) = tn/2, where n = dimM , is equivalent to any of the following functional inequalities,
each of them also implying an off-diagonal upper bound (1.2):
• a logarithmic Sobolev inequality (see Davies [11]),
• a proper Sobolev inequality (see Varopoulos [32]),
• a Nash type inequality (see Carlen-Kusuoka-Stroock [5]),
• or a Faber-Krahn type inequality (see Carron [6] and Grigor’yan [16]).
Finally, Grigor’yan [17] developed a direct method to deduce off-diagonal upper bounds from
on-diagonal ones without using a bridging functional inequality and allowing a large class of
functions f(t). In particular, his result extends work of Ushakov [31] who first proved that
(1.3) implies (1.2) on Euclidean space and for polynomial f(t).
Let us now discuss the case where the underlying Riemannian manifold is not fixed (and thus
the Laplace operator used in the definition of the heat kernel in (1.1) is time-dependent). In
2002, Guenther [19] proved existence of a fundamental solution on a compact manifold with
a smoothly time-dependent metric g(t). Since then, and in particular motivated by the work
of Perelman [30] who developed important Harnack inequalities and monotone quantities for
solutions of the (adjoint) heat equation on a manifold evolving by the Ricci flow, many au-
thors have proved Gaussian-type upper bounds for the heat kernel on such evolving manifolds.
In the case where (M,g(t)) evolves by Hamilton’s Ricci flow ∂∂tg = −2Rc and has uniformly
bounded curvature in space-time, the direct method of Grigor’yan [17] can be adopted with
some modifications (see Chau-Tam-Yu [7] or Theorem 26.25 in the Ricci flow book [9]). The
result can be stated as follows.
Theorem 1.1 (cf. Chau-Tam-Yu [7], Chow et al. [9])
Let (Mn, g(t)) be a solution to the Ricci flow with n ≥ 3 and with uniformly bounded curvature
on [0, T ], T < ∞. Then there exists a constant C depending on n, T , and supM×[0,T ]|Rm|
such that the heat kernel satisfies
H(x, t; y, s) ≤
C
(t− s)n/2
e
−
d2
g(t)
(x,y)
C(t−s) ,
for any x, y ∈M and 0 ≤ s < t ≤ T .
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Let us remark that in this case where the curvature is uniformly bounded along the Ricci flow
all the metrics g(t) are uniformly equivalent and we could therefore use the distance function
with respect to a fixed metric, e.g. g(0), by possibly changing the constant C.
However, bounds on the (adjoint) heat kernel on a Ricci flow seem particularly interesting near
points where the curvature tends to infinity, since they can then be used to understand the
singular behaviour of the flow (for example by using Perelman’s W-entropy). An important
step in this direction was made by Cao-Zhang [4]. They proved an on-diagonal bound without
curvature assumptions using a uniform logarithmic Sobolev inequality along the Ricci flow,
as found for example in the works of Ye [34] and Zhang [36, 37] (see also Ba˘iles¸teanu [1] for a
similar on-diagonal bound). In the same paper, Cao-Zhang also obtained off-diagonal bounds
(using again Grigor’yan’s direct method) under the assumption of positive Ricci curvature.
Their result is the following.
Theorem 1.2 (cf. Cao-Zhang [4])
Let (Mn, g(t)) be a solution to the Ricci flow on [0, T ), T <∞ in dimension n ≥ 3. Assume
g(t) has nonnegative Ricci curvature for all times and that it is not Ricci-flat. Then there
exists a constant C depending on n, T , and g(0), as well as a numerical constant η, such that
the fundamental solution of the heat equation satisfies
H(x, t; y, s) ≤
C
(t− s)n/2
e−ηΛ(t) e
−
d2
g(t)
(x,y)
C(t−s) ,
for any x, y ∈M and 0 ≤ s < t < T . Here Λ(t) :=
∫ t
0 minM R(·, λ)dλ.
This result allowed the authors to classify blow-down limits of so-called Type I κ-solutions
of the Ricci flow. A similar result for Ricci flows with Ricci curvature bounded below has
been obtained by Zhu in [39], relying on double integral estimates. Other Gaussian bounds
have been obtained for example for Type I Ricci flows by Mantegazza and the first author
[26] or, with a much more elaborate proof, for Ricci flows with bounded scalar curvature by
Bamler and Zhang [2]. The latter two results rely on a different type of logarithmic Sobolev
inequality found by Hein and Naber [21], a Gaussian lower bound for the heat kernel and
the parabolic mean value inequality. Specific applications of these bounds include showing
blow-up limits of Type I singularities of the Ricci flow are non-trivial gradient shrinking Ricci
solitons and proving weak convergence results for the Ricci flow when the scalar curvature is
uniformly bounded. Finally, in a recent preprint [33], Wu obtained a sharp Gaussian bound
for the (Schro¨dinger) heat kernel on shrinking Ricci solitons.
The goal of the present article is to develop a general approach to proving Gaussian-type heat
kernel bounds that work in a variety of different situations and only rely on the behaviour
of the distance function rather than explicitly on curvature assumptions. In contrast to the
proofs of the theorems above, we neither use Grigor’yan’s direct method (as in the original
proofs of Theorems 1.1 and 1.2) nor the Hein-Naber Sobolev inequality or mean value inequal-
ity (as in [26] and [2]). Instead, we use the ideas of Davies [11] of proving the Gaussian upper
bounds using a bridging functional inequality and showing ultracontractivity estimates for a
weighted operator. We will see that this method can be used to find new proofs of (variants
of) Theorem 1.1 and 1.2.
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The main effort of this article goes into proving the following key theorem.
Main Theorem 1.3 (Upper bounds for the kernel of a weighted heat operator)
Let (Mn, g(t)) be a compact solution to the Ricci flow on [0, T ), T <∞ in dimension n ≥ 3.
Then there exists a constant C depending only on n, T and g(0) such that the following holds.
Let ψ : M × [0, T ) → R be a smooth function with ψt(·) = ψ(·, t) satisfying |∇ψt|g(t) ≤ 1
and let K(x, t; y, s) be the fundamental solution of the weighted heat operator ∂∂t − Lt, where
Lt = φ
−1
t △g(t)φt for φt = e
αψt with α ∈ R. Then, we have the upper bound
K(x, t; y, s) ≤
C
(t− s)n/2
e2α
2(t−s), (1.4)
for all x, y ∈M and 0 ≤ s < t < T .
Clearly, setting α = 0 and ψt ≡ 1, we obtain the on-diagonal bound
H(x, t; y, s) ≤
C
(t− s)n/2
(1.5)
for the fundamental solution of the heat equation on a manifold evolving by Ricci flow without
any curvature assumption. For suitable choices of α and ψt, we can also obtain Gaussian-type
upper bounds. Two slightly different such bounds are given in the following corollary.
Corollary 1.4 (Gaussian upper bounds for the heat kernel along the Ricci flow)
Let (Mn, g(t)) be a compact solution to the Ricci flow on [0, T ), T <∞ in dimension n ≥ 3.
Then there exists a constant C depending only on n, T , and the initial manifold (M,g(0)),
such that the fundamental solution of the heat equation satisfies the following estimates.
i) For any x, y ∈M and 0 ≤ s < t < T
H(x, t; y, s) ≤
C
(t− s)n/2
e
−
d2
g(t)
(x,y)
8µ2(t−s) , (1.6)
where
µ := sup
λ∈[s,t]
sup
M\L
|∇dg(t)(y, ·)|g(λ),
and L is the set where dg(t)(y, ·) is not differentiable.
ii) Furthermore, for any x, y ∈M and 0 ≤ s < t < T
H(x, t; y, s) ≤
C
(t− s)n/2
e
−
d2
g(t)
(x,y)
8(t−s)
+ ηdg(t)(x,y), (1.7)
where
η := 14 sup
λ∈[s,t]
sup
z
max
{
∂
∂σdg(σ)(z, y)
∣∣
σ=λ
, 0
}
,
where the second supremum is taken over all z with dg(λ)(z, y) ≤ dg(λ)(x, y).
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We note that the bounds in this corollary depend on the behaviour of the distance function
along the flow rather than directly involving curvature bounds. It is however now very easy
to give new proofs of (variants of) the Theorems 1.1 and 1.2. In fact, in the case where the
sectional curvature is uniformly bounded in space-time, we obtain an uniform bound for µ in
(1.6), and thus a result as in Theorem 1.1. In the case where Rc ≥ 0, we have ∂∂tdg(t)(x, y) ≤ 0
along the Ricci flow and hence η = 0 in (1.7), that is, we obtain a Gaussian upper bound
similar to Theorem 1.2.
We would like to point out that Gaussian-type lower bounds have been previously obtained
without curvature assumptions by Cao-Zhang [4] based on Harnack inequalities proved by
Zhang [35] and Cao-Hamilton [3]. Moreover, in many situations they also follow from an
estimate of Perelman’s reduced length functional (see e.g. [26] for Type I flows or [2, 38]
for flows with bounded scalar curvature). Therefore, we restrict ourselves to proving upper
bounds here.
In the second part of the paper, we discuss other geometric flows of the form ∂∂tg = −2Sc,
where Sc = (Sij) is a symmetric two-tensor with trace S = g
ijSij. We will always assume
that for each vector field X on M we have the following tensor inequality
0 ≤ D(Sc,X) := ∂∂tS −△S − 2|Sij |
2 + 4(∇iSij)Xj − 2(∇jS)Xj
+ 2RijXiXj − 2SijXiXj .
(1.8)
The main result for such flows is the following variant of Theorem 1.3 and Corollay 1.4.
Theorem 1.5 (Gaussian bounds for the heat kernel along geometric flows withD(Sc,X) ≥ 0)
Let n ≥ 3 and let (Mn, g(t)) be a compact solution to ∂∂tg = −2Sc on [0, T ), T <∞ satisfying
(1.8). Then all the bounds from Theorem 1.3 and Corollary 1.4 still hold.
Geometric flows satisfying the inequality D(Sc,X) ≥ 0, ∀X ∈ Γ(TM), were first studied by
the first author in [28]. Apart from the Ricci flow where D(Rc,X) ≡ 0, this inequality is for
example satisfied by non-evolving manifolds of nonnegative Ricci curvature, List’s extended
Ricci flow system [25], the harmonic Ricci flow [29], the twisted Ka¨hler-Ricci flow [10] on Fano
manifolds, or the Lorentzian mean curvature flow [22] on Lorentzian manifolds of nonnegative
sectional curvatures. In particular, Theorem 1.5 gives Gaussian bounds for all of these flows.
The article is organised as follows. In Section 2, we prove Theorem 1.3 and Corollary 1.4
using logarithmic Sobolev inequalities along the Ricci flow and ultracontractivity estimates
for a weighted heat operator. In Section 3 we explain the proof of Theorem 1.5.
Acknowledgements. We would like to thank Gianmichele Di Matteo and Shengwen Wang
for interesting discussions. The first author has been supported by the EPSRC grants
EP/M011224/1 and EP/S012907/1. The second author has been supported by a studentship
from the QMUL Faculty of Science and Engineering Research Support Fund.
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2 Gaussian bounds along the Ricci flow
In this section, we prove heat kernel bounds along the Ricci flow following the strategy of
Davies for non-evolving manifolds [11]. As a first step towards Theorem 1.3, we prove Lp-
logarithmic Sobolev inequalities for a weighted Laplacian along the Ricci flow in Subsection
2.1. These inequalities are then used in Subsection 2.2 to obtain ultracontractivity estimates
for a weighted heat operator allowing to estimate the L∞ norm of a solution u at some time
t1 by the L
2 norm at an earlier time t0, see Lemma 2.7. Finally, in Subsection 2.3 we prove a
similar contraction estimate from L1 to L2, see Lemma 2.8. This step follows from the second
step by a simple duality argument in the work of Davies, but needs a new argument when the
underlying manifold is evolving. In the last subsection, we combine the contraction estimates
to give a proof of Theorem 1.3 and Corollary 1.4.
2.1 Log-Sobolev Inequalities for Weighted Laplacian
Let us recall the uniform logarithmic Sobolev inequality along the Ricci flow proved by Ye
[34] and Zhang [36, 37]. See their articles for precise definitions of A and B in the Proposition
below.
Proposition 2.1 (Uniform Log-Sobolev inequality along the Ricci flow, cf. [34, 36, 37])
Let (Mn, g(t)) be a compact solution to the Ricci flow ∂∂tg(t) = −2Rcg(t) in dimension n ≥ 3
on some positive time interval [0, T ), T <∞. For all ε > 0 and each t ∈ [0, T ), there holds∫
M
v2 log v2 dVg(t) ≤ ε
∫
M
(
|∇v|2 + 14Rg(t)v
2
)
dVg(t) + γ(ε, t),
for all 0 ≤ v ∈ C∞c (M) with ‖v‖2 = 1. Here, Rg(t) denotes the scalar curvature of (M,g(t))
and
γ(ε, t) := −n2 log ε+A+B
(
t+ ε4
)
,
where A, B are constants depending only on (M,g(0)).
We point out that we will prove a more general version of this result in Section 3, see Proposi-
tion 3.1. The L2-norm ‖v‖2 in this proposition and all the L
p-norms ‖·‖p in the following are
taken with respect to the (time-dependent) volume element dVg(t). An easy consequence of the
Ye-Zhang logarithmic Sobolev inequality is the following Lp-logarithmic Sobolev inequality.
Lemma 2.2 (Lp-logarithmic Sobolev inequality along the Ricci flow)
Let (Mn, g(t)) be a solution to the Ricci flow in dimension n ≥ 3 on [0, T ), T < ∞. For
ε > 0, t ∈ [0, T ), 1 < p <∞, and 0 ≤ u ∈ C∞c (M), there holds∫
M
up log u dVg(t) ≤ −
ε
2
∫
M
up−1△u dVg(t) +
p−1
2p2
ε
∫
M
Rg(t)u
p dVg(t)
+ γ˜(ε, p, t)‖u‖pp + ‖u‖
p
p log‖u‖p,
where
γ˜(ε, p, t) := 1p
(
−n2 log
(2(p−1)
p ε
)
+A+B
(
t+ (p−1)2p ε
))
with A, B as in Proposition 2.1 above.
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Proof. Define v := u
p/2
‖up/2‖2
(such that 0 ≤ v ∈ C∞c (M) with ‖v‖2 = 1). Since ‖u
p/2‖22 = ‖u‖
p
p,
we find
v2 log v2 = u
p
‖u‖pp
log
(
up
‖u‖pp
)
= p u
p
‖u‖pp
(
log u− log‖u‖p
)
and thus ∫
M
v2 log v2 dVg(t) =
p
‖u‖pp
∫
M
up log u dVg(t) − p log‖u‖p
Proposition 2.1 applied to v then yields∫
M
up log u dVg(t) =
‖u‖pp
p
( ∫
M
v2 log v2 dVg(t) + p log‖u‖p
)
≤
‖u‖pp
p
(
ε˜
∫
M
(
|∇v|2 + 14Rg(t)v
2
)
dVg(t) + γ(ε˜, t)
)
+ ‖u‖pp log‖u‖p
= pε˜4(p−1)
∫
M
∇up−1∇u dVg(t) +
ε˜
4p
∫
M
Rg(t)u
p dVg(t)
+ γ(ε˜,t)p ‖u‖
p
p + ‖u‖
p
p log‖u‖p.
The corollary then follows by setting ε := pε˜2(p−1) .
Following Davies [11], we now introduce the weighted operator L := φ−1△gφ on a manifold
(M,g), where φ = eαψ with α ∈ R and ψ : M → R satisfying |∇ψ|g ≤ 1. We have the
following estimate.
Lemma 2.3 (cf. Davies [11])
For every complete manifold (Mn, g), 0 ≤ u ∈ C∞c (M), 2 ≤ p < ∞, and L = φ
−1△gφ as
above, we have
2
∫
M
up−1LudVg ≤
∫
M
up−1△u dVg + α
2p‖u‖pp.
Proof. Compute, using integration by parts,∫
M
up−1LudVg = −
∫
M
∇(φu)∇(φ−1up−1)dVg
=
∫
M
(
α2up|∇ψ|2 − α(p − 2)up−1∇u · ∇ψ − (p− 1)up−2|∇u|2
)
dVg
≤ α2‖u‖pp + |α|(p − 2)
∫
M
up−1|∇u| dVg −
∫
M
∇up−1∇u dVg
≤
(
α2 + |α|(p−2)2s
)
‖u‖pp +
(
1− |α|(p−2)s2(p−1)
) ∫
M
up−1△u dVg,
(2.1)
where the last line follows by estimating
2
∫
M
up−1|∇u| dVg ≤ s
∫
M
(
up/2−1|∇u|
)2
dVg + s
−1
∫
M
updVg
= − sp−1
∫
M
up−1△u dVg + s
−1‖u‖pp.
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For p > 2, the claimed inequality follows from (2.1) by defining s := p−1|α|(p−2) and estimating
the coefficient in front of ‖u‖pp as follows,(
α2 + |α|(p−2)2s
)
= α
2
2
(
2 + (p−2)
2
p−1
)
= α
2
2
(
p+ 2−pp−1
)
≤ α
2
2 p.
For p = 2, we obtain from (2.1),∫
M
up−1LudVg ≤ α
2‖u‖pp +
∫
M
up−1△u dVg
≤ α
2
2 p‖u‖
p
p +
1
2
∫
M
up−1△u dVg,
where we added −12
∫
M u
p−1△u dVg =
p−1
2
∫
M u
p−2|∇u|2 dVg ≥ 0 in the last step.
In the following, let (M,g(t)) be a solution to the Ricci flow on [0, T ) and let ψ :M×[0, T )→ R
be a smooth function satisfying |∇ψt|g(t) ≤ 1, where ψt(·) = ψ(·, t). For such a ψ, define
Lt := φ
−1
t △g(t)φt with φt = e
αψt for some α ∈ R.
Corollary 2.4 (Lp-logarithmic Sobolev inequality involving the weighted operator L)
Let (Mn, g(t)) be a solution to the Ricci flow in dimension n ≥ 3 on [0, T ), T < ∞, and let
Lt = φ
−1
t △g(t)φt be as above. For every ε > 0, t ∈ [0, T ), 2 ≤ p < ∞, and 0 ≤ u ∈ C
∞
c (M),
there holds ∫
M
up log u dVg(t) ≤ −ε
∫
M
up−1Ltu dVg(t) +
p−1
2p2 ε
∫
M
Rg(t)u
p dVg(t)
+ γ̂(ε, p, t)‖u‖pp + ‖u‖
p
p log‖u‖p,
(2.2)
where γ̂(ε, p, t) := 1p
(
−n2 log ε+A+B
(
t+ ε2
))
+ εα
2p
2 with A, B as in Proposition 2.1.
Proof. This follows directly upon plugging Lemma 2.3 in the form
−12ε
∫
M
up−1△u dVg(t) ≤ −ε
∫
M
up−1Ltu dVg(t) +
εα2p
2 ‖u‖
p
p
into Lemma 2.2 and estimating
γ˜(ε, p, t) = 1p
(
−n2 log ε−
n
2 log
(2(p−1)
p
)
+A+B
(
t+ (p−1)2p ε
))
≤ 1p
(
−n2 log ε+A+B
(
t+ ε2
))
.
This corollary will be used to prove ultracontractivity estimates in the spirit of Davies [11]
for the weighted heat operator ∂∂t − Lt, that is, we show that its semigroup is a contraction
semigroup from L2 to L∞ (see Subsection 2.2). The main difference to the static case result of
Davies is the presence of the scalar curvature term in (2.2) requiring some subtle modifications
of his arguments. Moreover, the duality argument used by Davies to show that this semigroup
is also a contraction semigroup from L1 to L2 does not work in our setting of an evolving
manifold. Hence, we need to develop new estimates for this step (see Subsection 2.3), which
require an Lp-logarithmic Sobolev inequality for 1 < p < 2, derived in Corollary 2.6 below.
We first prove a result similar to Lemma 2.3.
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Lemma 2.5
For every complete manifold (Mn, g), 0 ≤ u ∈ C∞c (M), 1 < p ≤ 2, and L = φ
−1△gφ as
before, we have
2
∫
M
up−1LudVg ≤
∫
M
up−1△u dVg + α
2 p
p−1‖u‖
p
p.
Proof. Set v := up−1 and q = pp−1 > 2. For L = φ
−1△gφ, we set L
∗ := φ△gφ
−1. Now,
applying Lemma 2.3 to v and L∗, we obtain
2
∫
M
up−1LudVg = 2
∫
M
uL∗(up−1) dVg = 2
∫
M
vq−1L∗v dVg
≤
∫
M
vq−1△v dVg + α
2q‖v‖qq =
∫
M
v△(vq−1) dVg + α
2q‖v‖qq
=
∫
M
up−1△u dVg + α
2 p
p−1‖u‖
p
p.
Corollary 2.6 (Lp-logarithmic Sobolev inequality for L with 1 < p ≤ 2)
Let (Mn, g(t)) be a solution to the Ricci flow on [0, T ) with n ≥ 3 and let Lt = φ
−1
t △g(t)φt be
as above. For every ε > 0, t ∈ [0, T ), 1 < p ≤ 2, and 0 ≤ u ∈ C∞c (M), the Sobolev inequality
(2.2) holds with
γ̂(ε, p, t) := 1p
(
−n2 log
(2(p−1)
p ε
)
+A+B
(
t+ ε4
))
+ εα
2p
2(p−1) ,
where A, B are as in Proposition 2.1 above.
Proof. Identical to the proof of Corollary 2.4, but using Lemma 2.5 instead of Lemma 2.3.
2.2 Ultracontractivity Estimates
Here we prove that ∂∂t −Lt (with Lt = φ
−1
t △g(t)φt as in the last subsection, i.e. φt = e
αψt for
α ∈ R and smooth ψt : M → R satisfying |∇ψt|g(t) ≤ 1) has an ultracontractive semigroup
along a compact Ricci flow. This is stated more precisely in the following Lemma.
Lemma 2.7 (Ultracontractivity estimates for the weighted heat operator ∂∂t − Lt)
Let (Mn, g(t)) be a solution to the Ricci flow ∂∂tg = −2Rc on a positive and finite time interval
[0, T ) and assume that the underlying manifold is closed (i.e. compact and without boundary)
and has dimension n ≥ 3. Let 0 ≤ u ∈ C∞(M × [t0, t1]) be a solution of the weighted heat
equation ∂∂tu = Ltu, where [t0, t1] ∈ [0, T ). Then the L
∞-norm of u(t1) (taken with respect
to g(t1)) is controlled by the L
2-norm of u(t0) (taken with respect to g(t0)) via the following
estimate
‖u(·, t1)‖∞,g(t1) ≤
C1
(t1 − t0)n/4
e2α
2(t1−t0)‖u(·, t0)‖2,g(t0), (2.3)
where C1 depends only on n, T , and (M,g0).
Proof. We modify the ideas of Davies [11] in such a way that they work under Ricci flow. Set
ε(q) := 8(t1 − t0)q
−2
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and define p(t) ≥ 2 for t ∈ [t0, t1) by the implicit formula
t = t0 +
∫ p
2
ε(q)
q dq = t1 − 4(t1 − t0)p
−2.
In particular, we have p(t0) = 2 and p(t) → ∞ as t → t1. With
∂
∂tdVg(t) = −Rg(t)dVg(t) and
p′ := ∂∂tp =
p
ε(p) , we compute, using the notation ‖u‖p = ‖u(·, t)‖p(t),g(t) ,
d
dt
‖u‖p =
d
dt
((∫
M
up(t)(·, t)dVg(t)
)1/p(t))
= − p
′
p2
‖u‖p log‖u‖
p
p +
1
p‖u‖
1−p
p
(
p′
∫
M
up log u dVg(t) + p
∫
M
(up−1 ∂∂tu−Rg(t)u
p) dVg(t)
)
= − 1ε(p)‖u‖p log‖u‖p + ‖u‖
1−p
p
(
1
ε(p)
∫
M
up log u dVg(t) +
∫
M
up−1(Lt −Rg(t))u dVg(t)
)
.
Hence, by plugging in (2.2), we find
d
dt
‖u‖p ≤ (
p−1
2p2 − 1)‖u‖
1−p
p
∫
M
Rg(t)u
p dVg(t) +
γ̂(ε(p),p,t)
ε(p) ‖u‖p
≤
(
max
M
R−g(t) +
γ̂(ε(p),p,t)
ε(p)
)
‖u‖p
≤
(
max
M
R−g(0) +
γ̂(ε(p),p,T )
ε(p)
)
‖u‖p,
(2.4)
where R−g(t) := max{−Rg(t), 0} and γ̂(ε(p), p, t) is defined as in Corollary 2.4. The second line
follows using −1 ≤ (p−1
2p2
− 1) ≤ −78 , and the last line is a consequence of the well-known fact
that the minimum of the scalar curvature is non-decreasing along a compact Ricci flow (and
thus R−g(t) is non-increasing) combined with the obvious monotonicity of γ̂(ε, p, t) in t.
Next, we define
N(t) :=
∫ p(t)
2
γ̂(ε(q),q,T )
q dq + (t− t0)maxM
R−g(0),
which satisfies N(t0) = 0 and has the derivative
dN
dt
=
γ̂(ε(p), p, T )
p
· p′ +max
M
R−g(0) =
γ̂(ε(p), p, T )
ε(p)
+ max
M
R−g(0).
Therefore, by (2.4),
d
dt
(
‖u‖p e
−N(t)
)
= e−N(t)
( d
dt
‖u‖p −
dN
dt
· ‖u‖p
)
≤ 0,
or equivalently
‖u(·, t)‖p(t),g(t) ≤ e
N(t)‖u(·, t0)‖2,g(t0)
for all t ∈ [t0, t1). Taking a limit as t→ t1, we obtain
‖u(·, t1)‖∞,g(t1) ≤ e
N(t1)‖u(·, t0)‖2,g(t0). (2.5)
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The claim now follows from
N(t1) =
∫ ∞
2
γ̂(ε(p),p,T )
p dp+ (t1 − t0)maxM
R−g(0)
=
∫ ∞
2
(
1
p2
(
−n2 log ε(p) +A+B
(
T + ε(p)2
))
+ ε(p)α
2
2
)
dp + (t1 − t0)max
M
R−g(0)
=
∫ ∞
2
1
p2
(
−n2 log(8(t1 − t0)) +A+BT + 4α
2(t1 − t0)
)
dp
+
∫ ∞
2
1
p4
(
4B(t1 − t0)
)
dp+
∫ ∞
2
n log p
p2
dp+ (t1 − t0)max
M
R−g(0),
which, using ∫ ∞
2
n log p
p2
dp = −np (1 + log p)
∣∣∣∞
2
= n2 (1 + log 2),
integrates to
N(t1) =
1
2
(
−n2 log(8(t1 − t0)) +A+BT + 4α
2(t1 − t0)
)
+ 124
(
4B(t1 − t0)
)
+ n2 (1 + log 2) + (t1 − t0)maxM
R−g(0)
≤ −n4 log(t1 − t0) + 2α
2(t1 − t0) + C.
Note that C :=
(
2
3B+maxM R
−
g(0)
)
T + 12A+
n
2 depends only on n, T , and (M,g0) and setting
C1 := e
C then yields (2.3).
Remark.
If the scalar curvature Rg(0) is non-negative and positive at some point, then B in Proposition
2.1 can be chosen to be zero (see [34, 37]). But then also maxM R
−
g(0) = 0 and therefore the
constant C1 in Lemma 2.7 is independent of T .
2.3 Estimating the L2-Norm by the L1-Norm
Here we show that the semigroup of ∂∂t −Lt is also a contraction semigroup from L
1 (at some
time) to L2 (at a later time). On an evolving manifold, we cannot use a duality argument
as in Davies [11] but instead repeat the strategy from above with suitable modifications. In
particular, as we are in the case 1 < p < 2, we have to use Corollary 2.6 instead of Corollary
2.4, which will force us to chose ε(q) differently, but otherwise the argument is actually quite
similar. We have the following estimate.
Lemma 2.8 (Contraction estimates from L1 to L2)
Let (Mn, g(t)) be a solution to the Ricci flow on a positive and finite time interval [0, T ) and
assume that M is closed and has dimension n ≥ 3. Let 0 ≤ u ∈ C∞(M× [t0, t1]) be a solution
of the weighted heat equation ∂∂tu = Ltu, where [t0, t1] ∈ [0, T ). Then the L
2-norm of u(t1)
(taken with respect to g(t1)) is controlled by the L
1-norm of u(t0) (taken with respect to g(t0))
as follows
‖u(·, t1)‖2,g(t1) ≤
C2
(t1 − t0)n/4
e2α
2(t1−t0)‖u(·, t0)‖1,g(t0), (2.6)
where C2 depends only on n, T , and (M,g0).
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Proof. We follow the proof of Lemma 2.7 but this time we set
ε(q) :=
(t1 − t0)
log 2− 12
·
q − 1
q
.
We define p(t) ∈ [1, 2] for t ∈ [t0, t1] by the implicit formula
t = t0 +
∫ p
1
ε(q)
q
dq = t0 +
log p+ 1p − 1
log 2− 12
(t1 − t0),
which implies p(t0) = 1 and p(t1) = 2. Now, we follow the computation of (2.4) in the proof
of Lemma 2.7 above, using Corollary 2.6 instead of Corollary 2.4. This gives
d
dt
‖u‖p ≤
(
max
M
R−
g(0)
+ γ̂(ε(p),p,T )ε(p)
)
‖u‖p, (2.7)
where γ̂(ε(p), p, t) is now given by Corollary 2.6. Setting
N(t) :=
∫ p(t)
1
γ̂(ε(q),q,T )
q dq + (t− t0)maxM
R−g(0),
implies again ddt(‖u‖p e
−N(t)) ≤ 0, from which we conclude in particular the estimate
‖u(·, t1)‖2,g(t1) ≤ e
N(t1)‖u(·, t0)‖1,g(t0). (2.8)
To finish the proof, we have to compute
N(t1) =
∫ 2
1
γ̂(ε(p),p,T )
p dp+ (t1 − t0)maxM
R−g(0).
Writing ε(p) = c(t1 − t0)
p−1
p with c = (log 2−
1
2 )
−1, the integral becomes∫ 2
1
γ̂(ε(p),p,T )
p dp =
∫ 2
1
(
1
p2
(
−n2 log
(2(p−1)
p ε(p)
)
+A+B
(
T + ε(p)4
))
+ ε(p)α
2
2(p−1)
)
dp
=
∫ 2
1
1
p2
(
−n2 log(t1 − t0)−
n
2 log(2c) +A+BT
)
dp
+
∫ 2
1
p−1
4p3
(
Bc(t1 − t0)
)
dp+
∫ 2
1
1
2p
(
α2c(t1 − t0)
)
dp
+
∫ 2
1
1
p2
(
−n log
( (p−1)
p
))
dp,
which integrates to
N(t1) =
1
2
(
−n2 log(t1 − t0)−
n
2 log(2c) +A+BT
)
+ 132Bc(t1 − t0)
+ log 22 α
2c(t1 − t0) +
n
2 (1 + log 2) + (t1 − t0)maxM
R−g(0).
The only nontrivial integration is the following,∫ 2
1
1
p2
(
−n log
( (p−1)
p
))
dp = −np
(
(p− 1)
(
log
( (p−1)
p
)
− 1
))∣∣∣2
1
= n2 (1 + log 2) + n limp→1
(
(p − 1) log
( (p−1)
p
))
= n2 (1 + log 2),
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where the limit vanishes according to L’Hoˆpital’s rule. Now, setting
C :=
((
1
2 +
1
32 log 2−16
)
B +max
M
R−g(0)
)
T + A2 +
n
4 log(2 log 2− 1) +
n
2 (1 + log 2),
which depends only on n, T and (M,g(0)), we find
N(t1) ≤ −
n
4 log(t1 − t0) +
log 2
2 log 2−1α
2(t1 − t0) + C,
and the claimed estimate (2.6) follows, setting C2 := e
C and noting that log 22 log 2−1 < 2.
Remark.
As in the last subsection, if the scalar curvature Rg(0) is non-negative and positive at some
point, the constant C2 is independent of T , since B and maxM R
−
g(0) vanish.
2.4 Proofs of Theorem 1.3 and Corollary 1.4
Combining the Lemmas 2.7 and 2.8, we obtain a proof of the Main Theorem 1.3.
Proof of Theorem 1.3. Let 0 ≤ u ∈ C∞(M×[s, t]) be a solution of the weighted heat equation
∂
∂tu = Ltu with Lt as above. Then, using one after another Lemma 2.7 (with [t0, t1] = [
s+t
2 , t])
and Lemma 2.8 (with [t0, t1] = [s,
s+t
2 ]), we find
‖u(·, t)‖∞,g(t) ≤
2n/4C1
(t− s)n/4
eα
2(t−s)‖u(·, s+t2 )‖2,g( s+t2 )
≤
2n/2C1C2
(t− s)n/2
e2α
2(t−s)‖u(·, s)‖1,g(s).
Since
u(x, t) =
∫
M
K(x, t; y, s)u(y, s)dVg(s)(y)
for the fundamental solution of ∂∂t − Lt, this is equivalent to the claimed estimate (1.4) with
C = 2n/2C1C2 (which depends only on n, T and the initial metic g(0)).
The Gaussian bounds in Corollary 1.4 can now be obtained from the estimate is Theorem 1.3
by choosing the right α and ψ.
Proof of Corollary 1.4. i) To make the notation more transparent, assume that we want to
prove the estimate (1.6) for 0 ≤ s0 < t0 < T and x0, y0 ∈M . In this first step, we let ψt ≡ ψ
be time-independent. We first set
ψ(z) := 1µ min{dg(t0)(z, y0), dg(t0)(x0, y0)} (2.9)
with µ defined by
µ := sup
λ∈[s0,t0]
sup
M\L
|∇dg(t0)(y0, ·)|g(λ),
and L being the set where dg(t0)(y0, ·) is not differentiable. We also set
α :=
1
4(t0 − s0)
(ψ(y0)− ψ(x0)). (2.10)
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If ψ would be a permitted weight function, then we would obtain the following. The funda-
mental solutions H(x, t; y, s) of ∂∂t −△g(t) and K(x, t; y, s) of
∂
∂t − Lt are related by
H(x, t; y, s) = φ(x)K(x, t; y, s)φ(y)−1 = K(x, t; y, s) eα(ψ(x)−ψ(y)) ,
and thus applying (1.4) yields
H(x, t; y, s) ≤
C
(t− s)n/2
e2α
2(t−s)+α(ψ(x)−ψ(y)) .
In particular, we obtain
H(x0, t0; y0, s0) ≤
C
(t0 − s0)n/2
e2α
2(t0−s0)+α(ψ(x0)−ψ(y0))
=
C
(t0 − s0)n/2
e
−
(ψ(x0)−ψ(y0))
2
8(t0−s0)
=
C
(t0 − s0)n/2
e
−
dg(t0)
(x0,y0)
2
8µ(t0−s0) .
We therefore would indeed have (1.6) if ψ would be a permitted weight function – but it
is not smooth. However, ψ satisfies |∇ψ|g(λ) ≤ 1 for all λ ∈ [s0, t0] in the weak sense that
|ψ(z1)− ψ(z2)| ≤ dg(λ)(z1, z2) and it is constant outside a fixed geodesic ball around y0 with
radius dg(t0)(x0, y0). We can thus approximate it by C
∞ functions ψk satisfying |∇ψk|g(λ) ≤ 1
for all λ ∈ [s0, t0] and uniformly converging to ψ. This finishes the proof.
ii) Now, we let ψt be time-dependent. Assume aganin that we want to prove the estimate
(1.7) for fixed 0 ≤ s0 < t0 < T and x0, y0 ∈M , we set
ψt(z) := min{dg(t)(z, y0), dg(t)(x0, y0)} (2.11)
and
α :=
1
4(t0 − s0)
(ψt0(y0)− ψt0(x0)). (2.12)
We note that ψt0(y0) = 0, thus α ≤ 0. Setting H˜(x, t; y0, s0) := φt(x)K(x, t; y0, s0)φt(y0)
−1,
we then obtain
∂
∂tH˜ = α
∂
∂t(ψt(x)− ψt(y))H˜ +△g(t)H˜ ≥ −4η|α|H˜ +△g(t)H˜, (2.13)
where η is given by
η := 14 sup
λ∈[s0,t0]
sup
z∈M
max
{
∂
∂σψσ(z)
∣∣
σ=λ
, 0
}
= 14 sup
λ∈[s0,t0]
sup
z∈M
max
{
∂
∂σdg(σ)(z, y0)
∣∣
σ=λ
, 0
}
.
Since we know that for dg(λ)(z, y0) ≥ dg(λ)(x0, y0) we have ψλ(z) = dg(λ)(x0, y0), we can replace
the supremum over z ∈ M with the supremum over z satisfying dg(λ)(z, y0) ≤ dg(λ)(x0, y0).
It is important to pick η as a constant, not depending on t or x. We then obtain from (2.13)
that
H˜η := e
4η|α|(t−s0)H˜
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satisfies ∂∂tH˜η ≥ △g(t)H˜η and because we know that H˜η(·, t; y0, s0) → δy0 as t ց s0, we
can show that the fundamental solution H(x, t; y0, s0) is bounded above by H˜η(x, t; y0, s0) by
using a comparison principle argument. Hence, using (1.4), we obtain
H(x, t; y0, s0) ≤ H˜η(x, t; y0, s0) ≤ K(x, t; y0, s0) e
α(ψt(x)−ψt(y0)) e4η|α|(t−s0)
≤
C
(t− s0)n/2
e2α
2(t−s0)eα(ψt(x)−ψt(y0)) e4η|α|(t−s0).
Estimating at (x0, t0) and plugging in α as defined above, this yields
H(x0, t0; y0, s0) ≤
C
(t0 − s0)n/2
e
−
(ψt0
(x0)−ψt0
(y0))
2
8(t0−s0) eη|ψt0 (y0)−ψt0 (x0)|
≤
C
(t0 − s0)n/2
e
−
d2
g(t0)
(x0,y0)
8(t0−s0)
+ ηdg(t0)(x0,y0).
Of course, ψt(z) satisfies |∇ψλ|g(λ) ≤ 1 for all λ ∈ [s0, t0] in the weak sense as in the proof
of part i) above and we can again use an approximation argument, approximating ψ(z, t) by
smooth functions ψk(z, t) satisfying the derivative bounds in a strong sense and converging
uniformly.
As mentioned in the introduction, versions of Theorem 1.1 and 1.2 follow immediately from
Corollary 1.4, as uniform curvature bounds imply a bound on µ while nonnegative Ricci
curvature implies η = 0.
3 Other intrinsic geometric flows
In this section, we study flows of the form ∂∂tg = −2Sc, where Sc = (Sij) is a symmetric
two-tensor with trace S = gijSij. We also define the tensor quantity
D(Sc,X) := ∂∂tS −△S − 2|Sij |
2 + 4(∇iSij)Xj − 2(∇jS)Xj
+ 2RijXiXj − 2SijXiXj
(3.1)
for a vector field X ∈ Γ(TM) as introduced by the first author in [28]. We note that this gen-
eralises the Ricci flow studied in the previous section, since Ricci flow satisfies D(Rc,X) ≡ 0
for all vector fields X on M . Other examples include List’s extended Ricci flow [25], har-
monic Ricci flow [29], twisted Ka¨hler-Ricci flow [10] on Fano manifolds, or Lorentzian mean
curvature flow [22] on Lorentzian manifolds of nonnegative sectional curvatures.
While several of these flows had been studied before, the first systematic treatment of geo-
metric flows satisfying D(Sc,X) ≥ 0, ∀X ∈ Γ(TM) appeared in [28], where the first author
obtained the monotonicity of a forward and backward reduced volume quantity for such flows.
Later, the monotonicity of analogues of Perelman’s F-energy and his W-entropy were proven
for such flows, see e.g. [23, 20, 15]. In fact, it can be seen from a straight-forward (but slightly
lengthy) computation that if (M,g(t)) is a solution to ∂∂tg = −2Sc on a closed manifold of
dimension n ≥ 3 for t ∈ [0, T ), ∂tτ = −1, and f satisfies
∂tf = −△f + |∇f |
2 − S + n2τ
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as well as the normalisation ∫
M
e−f
(4πτ)n/2
dVg(t) = 1 (3.2)
then the W-entropy
W (g, f, τ) :=
∫
M
[
τ
(
Sg(t) + |∇f |
2
g(t)
)
+ f − n
] e−f
(4πτ)
n
2
dVg(t)
satisfies
d
dt
W =
∫
M
2τ
(∣∣∣Sij +Hess (f)− g
2τ
∣∣∣2
g(t)
+D (Sc,−∇f)
)
e−f
(4πτ)
n
2
dVg(t). (3.3)
In particular, if D (Sc,−∇f) ≥ 0 then W is non-decreasing.
Just like in the Ricci flow case, thisW-monotonicity can be used to derive logarithmic Sobolev
inequalities similar to the ones in Proposition 2.1.
Proposition 3.1 (Log-Sobolev inequality along flows with D(Sc,X) ≥ 0, cf. [15])
Let (Mn, g(t)) be a compact solution to ∂∂tg = −2Sc with n ≥ 3 on [0, T ), T < ∞ satisfying
(1.8). For all ε > 0 and each t ∈ [0, T ), there holds∫
M
v2 log v2 dVg(t) ≤ ε
∫
M
(
|∇v|2 + 14Sg(t)v
2
)
dVg(t) + γ(ε, t),
for all 0 ≤ v ∈ C∞c (M) with ‖v‖2 = 1. Here, Sg(t) denotes the trace of Scg(t) and
γ(ε, t) := −n2 log ε+A+B
(
t+ ε4
)
,
where A, B are constants depending only on (M,g(0)) and Sg(0).
To make this article more self-contained, we give a proof of this proposition which follows
[34, 15] quite closely. We first note that for f as in the discussion above, satisfying in particular
(3.2), the function u := (4πτ)−n/4e−f/2 satisfies the normalisation
∫
M u
2 dVg(t) = 1. We then
set
W
∗(g, u, τ) = W(g, f, τ) +
n
2
ln(τ) +
n
2
ln(4π) + n
=
∫
M
[
τ(4|∇u|2g(t) + Sg(t)u
2)− u2 ln(u2)
]
dVg(t)
as well as
µ∗(g, τ) := inf
u
W
∗(g, u, τ), (3.4)
where the infimum is taken over all u satisfying the above normalisation. From the mono-
tonicity (3.3) we obtain for τ(t) := t∗ + σ − t with σ > 0 and t ∈ [0, T )
d
dt
W
∗(g, u, τ) ≥
n
2
d
dt
ln(τ),
and therefore
µ∗(g(t1), τ(t1)) ≤ µ
∗(g(t2), τ(t2)) +
n
2
ln
τ(t1)
τ(t2)
.
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Setting t1 = 0 and t2 = t
∗, we find
µ∗(g(0), t∗ + σ) ≤ µ∗(g(t∗), σ) +
n
2
ln
t∗ + σ
σ
, ∀t∗ ∈ [0, T ). (3.5)
Endowed with these preliminaries, we can now start the proof of the proposition.
Proof of Proposition 3.1. Let CS denote the L
2 Sobolev constant of (M,g(0)), i.e.
CS = CS(M,g(0)) := sup
u∈W 1,2(M)
{
‖u‖2∗ −
‖u‖2
Volg(0)(M)1/n
; ‖∇u‖2 = 1
}
,
where 2∗ = 2nn−2 is the Sobolev conjugate of 2. Using Jensen’s inequality for concave functions
with respect to the measure v2dV and the assumption ‖v‖2 = 1, we find
ln
(∫
M
v2
∗
dVg(0)
)
= ln
(∫
M
v2
∗−2 v2dVg(0)
)
≥
∫
M
ln
(
v2
∗−2
)
v2dVg(0)
and therefore, for β > 0,∫
M
v2 ln
(
v2
)
dVg(0) ≤
2∗
2∗ − 2
ln
(
‖v‖22∗
)
≤
n
2
ln
((
CS‖∇v‖2 +Volg(0)(M)
−1/n
)2)
≤
n
2
ln(2) +
n
2
ln
(
C2S‖∇v‖
2
2 +Volg(0)(M)
−2/n
)
≤
n
2
ln(2) +
n
2
(
βC2S‖∇v‖
2
2 + βVolg(0)(M)
−2/n − 1− ln(β)
)
≤
nβC2S
2
∫
M
(
|∇v|2 +
Sg(0)
4
v2
)
dVg(0)
−
n
2
(ln(β) − ln(2) + 1) +
nβ
2
(
Volg(0)(M)
−2/n −
minM Sg(0)
4
C2S
)
.
In the fourth step we used that ln(x + y) ≤ βx + βy − 1 − ln(β) for all x ≥ 0, β > 0, and
y > −x (see e.g. Lemma 3.2 in [34]), and in the last step we used S −minM S ≥ 0. We now
pick
β :=
8(t+ σ)
nC2S
to obtain ∫
M
v2 ln
(
v2
)
dVg(0) ≤ (t+ σ)
∫
M
(
4|∇v|2g(0) + Sg(0)v
2
)
dVg(0)
−
n
2
ln(t+ σ) +
n
2
(2 ln(CS) + ln(n)− 2 ln(2)− 1)
+ (t+ σ)
(
4C−2S Volg(0)(M)
−2/n −min
M
Sg(0)
)
= (t+ σ)
∫
M
(
4|∇v|2g(0) + Sg(0)v
2
)
dVg(0)
−
n
2
ln(t+ σ) +A+B(t+ σ)− n ln(2),
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where we set A = n2 (2 ln(CS) + ln(n)− 1) and B = 4C
−2
S Volg(0)(M)
−2/n −minM Sg(0). This
formula is equivalent to
µ∗(g(0), t + σ) ≥
n
2
ln(t+ σ)−A−B(t+ σ) + n ln(2)
and so by the monotonicity formula (3.5)
µ∗(g(t), σ) ≥
n
2
ln(σ)−A−B(t+ σ) + n ln(2)
or equivalently
µ∗(g(t), ε4) ≥
n
2
ln(ε)−A−B(t+ ε4) = −γ(ε, t).
The last formula is obviously equivalent to the claim in the proposition.
With Proposition 3.1 in hand, it is easy to prove Theorem 1.5.
Proof of Theorem 1.5. We can follow the proof of Theorem 1.3 given in Section 2 verbatim,
simply replacing the scalar curvature Rg(t) with the tensor Sg(t) and using Proposition 3.1
instead of Proposition 2.1. In order to do so, we need
∂
∂tdVg(t) = −Sg(t)dVg(t), (3.6)
which follows from the general variation formula for the volume element (see e.g. Proposition
1.5 in [27]) as well as the fact that the minimum of Sg(t) is non-decreasing along a compact
flow satisfying (1.8) – and hence S−g(t) is non-increasing. This latter fact follows by taking
X = 0 in (1.8), which yields
∂
∂tS −△S − 2|Sij |
2 ≥ 0,
and a simple maximum principle argument. Once the bounds from Theorem 1.3 are proven,
the bounds from Corollary 1.4 follow immediately as in Section 2.
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