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a b s t r a c t
A nonautonomous discrete single-species system with delays and feedback control is
studied. New sufficient conditions for ensuring the permanence of the system are obtained.
A very important fact is found in our results, that is, that the feedback control is harmless to
the permanence of species. The corresponding results given in [F.D. Chen, Permanence of a
single species discrete model with feedback control and delay, Appl. Math. Lett. 20 (2007)
729–733] are improved and extended.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this work, we study the following nonautonomous discrete single-species system with delays and feedback controls:
x(n+ 1) = x(n) exp
{
r(n)−
m∑
i=1
ai(n)x(n− τi(n))− c(n)u(n− δ(n))
}
,
u(n+ 1) = (1− η(n))u(n)+ a(n)x(n− σ(n)),
(1)
where x(n) is the density of the species at time n and u(n) is the control variable at time n. For any bounded sequence {ζ (n)}
we define ζ u = supn∈Z {ζ (n)} and ζ l = infn∈Z {ζ (n)}, where Z = {1, 2, . . .}.
Throughout this work, we use the following assumptions.
(A1) r(n), ai(n) (i = 1, 2, . . . ,m), c(n), η(n) and a(n) are nonnegative bounded sequences of real numbers defined on Z
such that
r l > 0, ali > 0 (i = 1, 2, . . . ,m), 0 < ηl ≤ ηu < 1, c l ≥ 0, al ≥ 0.
(A2) τi(n) (i = 1, 2, . . . ,m), δ(n) and σ(n) are nonnegative bounded integer sequences defined on Z .
Let τ = max{τi(n), δ(n), σ (n) : i = 1, 2, . . . ,m, n ∈ Z}. Given the biological sense, we only consider the solution of
system (1) with the following initial conditions: x(θ) = ϕ(θ) ≥ 0 and u(θ) = ψ(θ) ≥ 0 for all θ = −τ ,−τ + 1, . . . ,−1,
ϕ(0) > 0 and ψ(0) > 0.
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As is well known, the discrete time population models with feedback controls have been extensively studied in many
articles (see, e.g., [1–6] and references cited therein). In particular, the discrete time single-species models with feedback
controls are studied in articles [1,4]. In [4], Li and Zhu proposed the following single-species discrete model with feedback
control:
N(n+ 1) = N(n) exp
[
r(n)
(
1− N(n−m)
k(n)
− c(n)µ(n)
)]
,
µ(n+ 1) = (1− a(n))µ(n)+ b(n)N(n−m).
(2)
The assumptions made are that a : Z → (0, 1) and c, k, r, b : Z → R+ are allω-periodic sequences andm ≥ 0 is an integer,
where Z and R+ denote the sets of all nonnegative integers and all nonnegative real numbers. By applying the continuation
theorem of coincidence degree theory, they obtained that system (2) admits at least one positiveω-periodic solution. In [1],
for system (2), the permanence, as one of the most important topics in the study of population dynamics, was investigated
by Chen. Chen obtained the following result.
Theorem 1. Suppose that the following assumptions hold.
(H1) r(n), k(n), c(n), a(n) and b(n) are nonnegative bounded sequences of real numbers defined on Z such that
r l > 0, kl > 0, c l > 0, 0 < al ≤ au < 1, bl > 0;
(H2) cuM2 < 1, where M2 = buM1al and M1 = k
u exp{ru(m+1)−1}
ru .
Then system (2) is permanent.
However, we see that in above theorem assumption (H2) is very strong. In this work, our purpose is to improve the
above result. We will prove that system (2) is permanent only if assumption (H1) is satisfied. We will first consider system
(1) which is more general than system (2). By further developing the analysis technique given in [7] for the nonautonomous
logistic systemwith infinite delay, wewill establish a veryweak sufficient condition for the permanence of system (1) under
just assumptions (A1) and (A2). We will find that, in our results, the feedback control is harmless to the permanence of
species.
2. Main result
We first consider the following difference inequality:
N(n+ 1) ≤ N(n) exp{α(n)− β(n)N(n)}, n ∈ Z, (3)
where α(n) and β(n) are bounded sequences of real numbers defined on Z with αl ≥ 0 and β l > 0.
Lemma 1. Let N(n) be a nonnegative solution of inequality (3) with N(0) > 0; then
lim sup
n→∞
N(n) ≤ exp{α
u − 1}
β l
.
The proof of Lemma 1 is similar to that of Theorem 2.1 given in [8] and hence we omit it here.
We further consider the following discrete linear equation:
N(n+ 1) = N(n)(1− γ (n))+ ω(n), (4)
where γ (n) and ω(n) are bounded sequences of real numbers defined on Z with 0 < γ l ≤ γ u < 1 and ωl ≥ 0.
Lemma 2. Any solution N(n) of system (4) with N(0) > 0 satisfies
ωl
γ u
≤ lim inf
n→∞ N(n) ≤ lim supn→∞ N(n) ≤
ωu
γ l
.
The proof of Lemma 2 is given in [9].
Lemma 3. For any constants ε > 0 and M > 0 there exist positive constants δ = δ(ε) and nˆ = nˆ(ε,M) such that for any
n0 ∈ Z and 0 ≤ N0 ≤ M, when ω(n) < δ for all n ≥ n0 we have
N(n, n0,N0) < ε for all n ≥ n0 + nˆ,
where N(n, n0,N0) is the solution of Eq. (4) with initial condition N(n0, n0,N0) = N0.
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Proof. By the variation-of-constants formula for difference equations (see [9]), we have
N(n, n0,N0) = N0
n−1∏
i=n0
(1− γ (i))+
n−1∑
i=n0
[
n−1∏
s=i+1
(1− γ (s))ω(j)
]
≤ M
n−1∏
i=n0
(1− γ l)+
n−1∑
i=n0
[
n−1∏
s=i+1
(1− γ l)δ
]
= (1− γ
l)n−n0(Mγ l − δ)+ δ
γ l
≤ (1− γ l)n−n0M + 2 δ
γ l
.
If we choose
δ = εγ
l
4
, nˆ = ln ε − ln(2M)
ln(1− γ l) + 1,
then we have N(n, n0,N0) < ε for all n ≥ n0 + nˆ. This completes the proof of Lemma 3. 
Theorem 2. Assume that (A1) and (A2) hold. Then system (1) is permanent.
Proof. Let (x(n), u(n)) be any positive solution of system (1); from the first equation of system (1) we have
x(n+ 1) ≤ x(n) exp{r(n)} for all n ≥ 0.
Hence, when n ≥ τ , for every i = 1, 2, . . . ,mwe have
x(n) ≤ x(n− τi(n)) exp(ruτi(n)).
Consequently,
x(n− τi(n)) ≥ x(n) exp{−ruτi(n)} ≥ x(n) exp{−ruτ }.
Substituting this inequality into the first equation of system (1), we obtain
x(n+ 1) ≤ x(n) exp
{
r(n)− exp{−ruτ }
m∑
i=1
alix(n)
}
.
From Lemma 1, we further obtain that there exists a constant x¯ > 0 such that
lim sup
n→∞
x(n) ≤ x¯. (5)
For any positive constant ε small enough, from (5), there exists an integer n1 large enough that
x(n) < x¯+ ε for all n ≥ n1.
From the second equation of system (1) we further have
u(n+ 1) ≤ u(n)(1− η(n))+ a(n)(x¯+ ε) for all n ≥ n1 + τ . (6)
Since 0 < ηl ≤ ηu < 1 and al ≥ 0, by Lemma 2 and the comparison theorem for difference equations (see [9, Chapter 5,
Theorem 2.1]), from (6) we obtain
lim sup
n→∞
u(n) ≤ a
u(x¯+ ε)
ηl
.
By the arbitrariness of ε in above inequality, we finally have
lim sup
n→∞
u(n) ≤ a
ux¯
ηl
= u¯. (7)
From (A1), we can choose a constant ε0 > 0 small enough that
r l − ε0cu ≥ ε0. (8)
Consider the following auxiliary equation:
v(n+ 1) = v(n)(1− η(n))+ a(n)α0, (9)
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where α0 is a parameter. From Lemma 3, for ε0 > 0 given above and positive constant M = max{x¯, u¯} + 1, there exist
constants δ0 = δ0(ε0) and nˆ0 = nˆ0(ε0,M) such that for any n0 ∈ Z and 0 ≤ v0 ≤ M , when α0a(n) < δ0, we have
v(n, n0, v0) < ε0 for all n ≥ n0 + nˆ0,
where v(n, n0, v0) is the solution of Eq. (9) with initial condition v(n0, n0, v0) = v0.
It follows from (8) that there exists a positive constant α0 ≤ min{ε0, δ0au+1 } such that a
uα0
ηl
< ε0 and
r l −
m∑
i=1
aui α0 − ε0cu ≥ α0. (10)
We first prove that
lim sup
n→∞
x(n) ≥ α0 (11)
for any positive solution (x(n), u(n)) of system (1). In fact, if (11) is not true, then there exists a positive solution (x(n), u(n))
of system (1) and an integer nˆ1 > 0 such that x(n) < α0 for all n ≥ nˆ1. Then, we have
u(n+ 1) ≤ u(n)(1− η(n))+ a(n)α0 for all n ≥ nˆ2 + τ .
By an argument similar to that in the proof of inequality (7), we obtain
lim sup
n→∞
u(n) ≤ a
uα0
ηl
.
Hence, there exists an integer nˆ2 ≥ nˆ1 such that
u(n) < ε0 for all n ≥ nˆ2.
Thus, for any n ≥ nˆ2 + τ , from the first equation of system (1) we obtain
x(n+ 1) ≥ x(n) exp
{
r l −
m∑
i=1
aui α0 − cuε0
}
≥ x(n) exp{α0}.
From this, we further obtain x(n) → ∞ as n → ∞, which is contradictory to the boundedness of solutions of system (1).
Therefore, (11) holds.
Next, we prove that there exists a positive constant x such that
lim inf
n→∞ x(n) ≥ x (12)
for any positive solution (x(n), u(n)) of system (1). In fact, if (12) is not true, then there is a sequence of initial values
z(k) = (φ(k), ψ (k)) such that
lim inf
n→∞ x(n, z
(k)) <
α0
k2
for all k = 1, 2, . . . ,
where (x(n, z(k)), u(n, z(k))) is the solution of system (1) with initial condition x(n) = φ(k)(n) and u(n) = ψ (k)(n) for
all n ∈ [−τ , 0]. From (11), we obtain that, for every k ∈ Z , there exist two time sequences {s(k)q } and {t(k)q } such that
0 < s(k)1 < t
(k)
1 < s
(k)
2 < t
(k)
2 < · · · < s(k)q < t(k)q < · · · and s(k)q →∞ as q→∞ such that
x(s(k)q , z
(k)) >
α0
k
, x(t(k)q , z
(k)) <
α0
k2
(13)
and
α0
k2
≤ x(n, z(k)) ≤ α0
k
for all n ∈ [s(k)q + 1, t(k)q − 1]. (14)
From (5) and (7), for every k ∈ Z , there exists an integer nˆ(k)2 such that
x(n, z(k)) ≤ M, u(n, z(k)) ≤ M for all n ≥ nˆ(k)2 .
Further, from limq→∞ s(k)q = ∞, there exists an integer N (k)1 > 0 such that s(k)q > nˆ(k)2 + τ for all q ≥ N (k)1 . For any
n ∈ [s(k)q , t(k)q ] and q ≥ N (k)1 , from the first equation of system (1) we have
x(n+ 1, z(k)) ≥ x(n, z(k)) exp{−θ},
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where θ = ru +∑mi=1 auM + cuM . Hence,
x(t(k)q , z
(k)) ≥ x(s(k)q , z(k)) exp{−θ(t(k)q − s(k)q )},
which implies from (13)
t(k)q − s(k)q >
ln k
θ
for all q ≥ N (k)1 .
Choose K0 > 0 such that
t(k)q − s(k)q > nˆ0 + 2τ for all k ≥ K0, q ≥ N (k)1 .
For any k ≥ K0, q ≥ N (k)1 and n ∈ [s(k)q + τ , t(k)q ], from the second equation of system (1) and (14) we have
u(n+ 1, z(k)) ≤ (1− η(n))u(n, z(k))+ α0a(n). (15)
Assume that v(n) is the solution of Eq. (9) with initial condition v(s(k)q +τ) = u(s(k)q +τ); then from the comparison theorem
for difference equations and inequality (15), we obtain
u(n, z(k)) ≤ v(n) for all n ∈ [s(k)q + τ , t(k)q ]. (16)
In Lemma 3, choosing n0 = s(k)q + τ and v0 = u(s(k)q + τ), since 0 ≤ v0 ≤ M and α0a(n) < δ0 for all n ∈ [s(k)q + τ , t(k)q ], we
have
v(n) = v(n, s(k)q + τ , u(s(k)q + τ)) < ε0 for all n ∈ [s(k)q + nˆ0 + τ , t(k)q ].
Hence, from (16) we further have
u(n, z(k)) < ε0 for all n ∈ [s(k)q + nˆ0 + τ , t(k)q ], k ≥ K0, q ≥ N (k)1 .
For any n ∈ [s(k)q + nˆ0 + 2τ , t(k)q ] and k ≥ K0, q ≥ N (k)1 , from the first equation of system (1), (10) and (17) we further have
x(n+ 1, z(k)) ≥ x(n, z(k)) exp
{
r l −
m∑
i=1
aui α0 − cuε0
}
≥ x(n, z(k)) exp(α0).
Hence,
x(t(k)q , z
(k)) ≥ x(t(k)q − 1, z(k)) exp(α0),
In view of (13) and (14), we finally have
α0
k2
> exp{α0}α0k2 ,
which is contradictory. Therefore, (12) holds. This shows that system (1) is permanent. This completes the proof of
Theorem 1. 
Applying Theorem 2 to system (2), we have the following corollary.
Corollary 1. Assume that (H1) holds; then system (2) is permanent.
Obviously, Corollary 1 is a very good improvement of Theorem 1.We see that assumption (H2) is superfluous to ensuring
the permanence of system (2).
Remark 1. From Theorem 2 we directly see that for system (1) the feedback control is harmless to the permanence of
species.
Lastly, an example is provided to illustrate our results.We consider the following nonautonomous discrete single-species
system with delays and feedback control:
N(n+ 1) = N(n) exp
{
(2+ sin(n))
(
1− N(n− 1)
3+ cos(n) − (2+ sin(n))µ(n)
)}
,
µ(n+ 1) =
(
1
2
− 1
4n
)
µ(n)+ (4+ sin(n))N(n− 1).
(17)
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Obviously, for system (17), assumptions (A1) and (A2) are satisfied. Therefore, from Theorem 2 we obtain that system (17)
is permanent. But, by calculating we can obtain
M1 = k
u exp{ru(m+ 1)− 1}
ru
≥ 2e
3
, M2 = b
uM1
al
≥ 2e, cuM2 ≥ 2e.
This shows that system (17) does not satisfy assumption (H2) in Theorem 1.
Acknowledgements
We are very grateful to the reviewers for their valuable suggestions and careful reading of the manuscript.
References
[1] F.D. Chen, Permanence of a single species discrete model with feedback control and delay, Appl. Math. Lett. 20 (2007) 729–733.
[2] F.D. Chen, Permanence of a discrete N-species cooperation system with time delays and feedback controls, Appl. Math. Comput. 186 (2007) 23–29.
[3] X. Chen, F. Chen, Stable periodic solution of a discrete periodic Lotka–Volterra competition system with a feedback control, Appl. Math. Comput. 181
(2006) 1446–1454.
[4] Y.K. Li, L.F. Zhu, Existence of positive periodic solutions for difference equations with feedback control, Appl. Math. Lett. 18 (2005) 61–67.
[5] X. Liao, Z. Ouyang, S. Zhou, Permanence of species in nonautonomous discrete Lotka–Volterra competitive system with delays and feedback controls,
J. Comput. Appl. Math. 211 (2008) 1–10.
[6] X. Liao, S. Zhou, Y. Chen, Permanence and global stability in a discrete n-species competition system with feedback controls, Nonlinear Anal. RWA 9
(2008) 1661–1671.
[7] Z. Teng, Permanence and stability in nonautonomous logistic system with infinite delay, Dynam. Syst. 17 (2002) 187–202.
[8] Z. Zhou, X. Zou, Stable periodic solutions in a discrete periodic logistic equation, Appl. Math. Lett. 16 (2003) 165–171.
[9] L. Wang, M.Q. Wang, Ordinary Difference Equation, Xinjiang University Press, Urumqi, China, 1991 (in Chinese).
