Introduction
A fully reversed ͑FR͒ sequence of rotations is defined here as a series of rotations about multiple axes such that the net rotation about each axis is zero at the end of the sequence. Consider an untethered rigid body that needs to be re-oriented in space using only internal forces and torques. Such situations arise in freefloating robots ͓1͔, spacecraft as well as neutrally buoyant aerial and underwater vehicles. A good example is the attitude control of spacecraft using momentum wheels. But for micro spacecraft 1 , robust and cost-effective micro-sized momentum wheels are not yet practical. In lieu of continuously turning micro wheels, microactuators could be used. But well-developed microactuators are based on elastic deformation and hence they need to revert back to the original undeformed positions to avoid continuous usage of power to maintain the new orientation. This leads to a situation where a wheel cannot turn through 360°continuously, and more importantly, it needs to be always returned to the original position at the end of an attitude maneuver. As a possible solution to this situation, a pseudo-wheel based FR sequences for attitude maneuvers was presented in ͓4͔.
A pseudo-wheel, while not being able to rotate fully as the usual momentum wheel does, is capable of rotating the spacecraft nevertheless. It generates the reaction torque to rotate the spacecraft by deforming a polar array of actuators as shown in Fig. 1 . These actuators can be as simple as bimorph cantilever beams. They can also be actuated electrostatically or electrothermally as is common in microsystems ͓5͔. The schematic shown in Fig. 1 is based on electrothermal actuation. Each of the four actuators is capable of deforming as shown in Fig. 1͑c͒ upon application of a voltage ͑see ͓4͔ and ͓6͔͒. When the actuators bend, the spacecraft will rotate in the opposite direction due to the reaction torque 2 . When the actuation is turned off, the spacecraft will rotate back about that axis by the same amount. However, if the spacecraft is rotated by certain angles, say ϭ͕ x y z ͖ T , about three bodyfixed orthogonal axes x, y, and z respectively, and rotated back in a particular order, the spacecraft will attain a different orientation even though individual rotations about each axis are nullified. This is a direct consequence of the noncommutative property of the finite rotations of a rigid body. The FR sequences defined at the beginning of this section exploit this property to achieve orientation adjustments to the free rigid body even with fully reversed rotation.
The FR sequences possess many interesting properties ͓7͔. The property that is most relevant to the synthesis problem that is addressed in this paper is that not all FR sequences are capable of effecting any desired change in orientation. The analysis related issues of FR sequences were described in ͓8͔. They are briefly summarized in Sec. 1.2 after introducing the notation of the paper in Sec. 1.1.
Note that log(R)ϭϭŵ where , ŵ so(3), which is the set of all 3ϫ3 skew-symmetric matrices. The screw axis of R is given by w which is related to the skew-symmetric matrix ŵ as follows:
Without using the logarithm of a matrix, the following formula enables easy computation of ŵ .
Similarly, the screw angle , assumed to lie in the range ͓0,͔, of R is computed using 2 cos ϩ1ϭtrace͑R͒
The vector form of the skew-symmetric matrix , denoted by is called the twist. It is given by ϭw
More details on the properties of SO(3) and so(3) can be found in Murray et al. ͓9͔ or works that use Lie algebra based concepts ͑e.g., ͓10͔͒.
Main Points of the Analysis of FR Sequences.
A fourrotation sequence is given by FR aba Ϫ b Ϫ, where the labels a and b can be x, y, or z. This gives rise to six four-rotation sequences. There are three types of six-rotation FR sequences: I.
By labeling a, b, or c with x, y, or z, six of type I, 12 of type II, and six of type III sequences are obtained. Koh et al. ͓8͔ presented a detailed analysis of these sequences. The range of the FR seq mapping can be graphically visualized through a plot where the tip of each that extends from the origin is plotted as a point. All such points must lie within a ball of radius because the magnitude of is ͉͉р. If the plot of an FR seq does not fully occupy the ball of radius , that sequence is said to be nonsurjective, i.e., not onto. This implies that certain orientation changes are not possible with that sequence. The FR seq mappings of the first and third type sequences are non-surjective but the second type is surjective. Proofs are provided in Koh et al. ͓8͔. For types I and III, the analytical expressions for the boundaries of the holes in the plot are derived in ͓8͔.
The Synthesis Problem.
Solving the inverse of the FR seq mapping constitutes the synthesis problem. That is, for a desired R des SO(3), T n (nϭ2,3) is to be obtained. This is the focus of this paper. The surjectivity of FR seq is important to ensure a solution to the synthesis problem.
1.4 Organization of the Paper. In the remainder of the paper, the synthesis problems of four and six rotation sequences are discussed. In Sec. 2, the solution to the four-rotation sequence and its application called the ''axis-control'' problem is presented. The solution to the six-rotation sequence is described in Sec. 3, which is followed by discussion and extension to other types of sequences, a closed-form analytical solution of type II FR sequences, and concluding remarks in Secs. 4, 5 and 6, respectively.
Four-Rotation Sequences
In a four-rotation FR sequence, there are only two angles that control the desired change in the orientation of the rigid body. Thus, only two out of three rotational degrees of freedom can be controlled using a single FR sequence of this type. This leads to what is called an ''axis control'' problem. Consider a unit vector p ͑see Fig. 2͒ affixed to the orthogonal coordinate system attached to a free rigid body, e.g., a spacecraft. Maintaining a desired orientation of p without regard to the spin about p, and changing it when desired, is the axis-control problem. Any of the six possible four-rotation sequences can be used for this purpose to attain any azimuthal or elevation angles of p, i.e., ␤ and ␥ shown in Fig. 2 . Let the initial position vector be given as p 0 and the desired final position be denoted by p f . By using FR xyx Ϫ y Ϫ, the procedure for obtaining ( x , y ) to bring this change in p is presented below. The procedure is the same for the other five sequences.
The analytical expression for where R i j indicates the element of R xyx Ϫ y Ϫ at the ith row and the jth column. Suppose that it is desired that p 0 be changed to Fig. 1 The concept of a pseudo-wheel for deformation-based microactuators used to re-orient a free rigid body such as a micro spacecraft "a… a set of four actuators of the pseudo-wheel attached to a cube that provides a mounting surface "b… the top view of the actuators "c… the schematic of the mode of bending of an actuator. Fig. 2 Axis-control of free rigid body such as a spacecraft that points in a desired direction.
p f ϭR des p 0 where R des is constructed with two numerical values given to the changes in the azimuthal and elevation angles. Let the elements of R des be denoted by the numbers r i j , iϭ1 . . . 3, j ϭ1 . . . 3. By equating R i j from Eq. ͑5͒ to r i j , nine equations are obtained. But, there are only two variables viz., ( x , y ). Therefore, it is necessary to know the existence and uniqueness of the solution for this over constrained problem of nine equations in two variables. To solve this problem, without loss of generality, the initial vector can be assumed to be of the form p 0 ϭ͕0 1 0͖ T , which is the y-axis of the coordinate system attached to the free rigid body. This initial position gives the most simplified form of equations reducing the number of equations from nine to three. The three equations for this case are: The constraint in the above problem follows from Eq. ͑11͒. By using first-order necessary conditions for an extremum of t 2 under the constraint, it can be verified that the above problem leads to the constrained minimum and maximum of t 2 as Ϫ1 and ϩ1 respectively. Thus, in general, Eqs. ͑12͒ and ͑15͒ solve this problem with a unique solution of x and y . The same analysis was done for the other five sequences verifying that any of the fourrotation sequences can provide the full axis-control.
Visualization of the Range of FR Mappings. An FR
sequence maps a set of angles, ϭ͕ x y ͖ T T 2 in the case of four-rotation sequences, to rotation matrices RSO(3). The space T 2 is defined such that each angle in it is limited to ͑Ϫ,͔ without loss of generality. It is useful to be able to visualize the image of the mapping, i.e., seeing what Rs are possible. However, the rotation matrices are not easy to visualize. On the other hand, their equivalent form, the twist vectors given by Eq. ͑4͒ can easily be plotted in 3-D. Thus, all rotation matrices that are possible with a given FR mapping can be graphically visualized by a plot. Such a plot for FR xyx Ϫ y Ϫ is shown in Fig. 3 . It is a surface that fits inside a ball of radius . This ball is the plot for the entire so(3). The plots for other four-rotation sequences are identical in shape but are oriented differently with a rotation of 90 deg about one of the axes. This visualization is very useful for six-rotation sequences that are discussed next.
Six-Rotation Sequences
With six-rotation FR sequences, a rigid body can be re-oriented in 3-D space. As noted earlier and proved by Koh et al. ͓8͔, certain restrictions exist because not all FR sequences cover the entire SO(3) space. Only type II sequences have the ability to provide any desired change in orientation. With types I and III, only a subset of SO(3) can be covered. However, certain combinations of sequences of types I and III can cover the entire SO(3). Type I sequences will be examined first.
Existence of Solution for Type I Sequences.
Since FR mappings of type I sequences are not surjective, their plots do not occupy the entire possible space of a ball of radius . There is a hole, which also happens to be the volume enclosed by the four lobes of the plot of a four-rotation sequence shown in Fig. 3 . This is a direct consequence of the fact that the boundary of the hole is completely given by the condition that the middle angle about axis b in the sequence abca
The intersection of the volume of the hole with a sphere of radius r, is shown in Fig. 4 . This results in a pair of curves each of which resembles the white seam on a tennis ball. The two curves intersect each other to form two figure-8 loops one of which can be seen in Fig. 4 while another one is behind and is invisible in this figure. A type I FR sequence cannot map to the space inside the figure-8 loops. Hence, for a given desired rotation matrix, it is necessary to know if it is achievable with a given type I sequence. The graphical way is a natural one wherein the tip of the vector corresponding to the given rotation matrix is plotted as a point and checked to see if it lies in the region of the hole. A numerical procedure that can be automated to perform this check is described next. In what follows, the sequence xyzx Ϫ y Ϫ z Ϫ will be used but the techniques and analysis are equally applicable to all other type I sequences. All vectors originate at the center and have their tips on concentric spheres. For any given radius of the sphere, the curves joining these tips can be drawn as shown in Fig. 4 . The radius of the sphere that is relevant for a given rotation matrix R des can be obtained from the following property.
2 cos ϩ1ϭtrace͑R des ͒
Noting that the screw angle is nothing but the magnitude of the vector, and hence, also the radius r of the sphere of interest, we get r des ϭϭ͉cos
For this radius, the plot curves of the boundary of the hole can then be drawn as described below.
As described in ͓8͔, the boundaries of the hole are fully specified by the condition y ϭ0 or . At a radius of interest r des , this boundary will have two curves each corresponding to the value 0 or for y . Then, there is only one freedom to move along either curve. This means that out of the remaining angles x and z , only one is independent. Let x be the independent angle. The known radius r des can be used to obtain the relationship that controls the value of the dependent angle z as follows.
With tangent of half-angle substitution for z , i.e., 
Equation ͑19͒ can be reduced to the following quadratics in t 2 for y equal to 0 or , respectively:
where c x ϭcos x and s x ϭsin x . By solving Eq. ͑21͒, the boundary curves at radius r des can be obtained by varying the independent angle x from Ϫ to . The solid curve in Fig. 4 corresponds to the first equation in Eq. ͑21͒ and the dashed curve to the second. It is more useful to plot the azimuthal and elevation angles ͑␣ and in Fig. 5͒ of each point on the curves in a 2-D plot. Such a plot is shown in Fig. 6 . It can be interpreted as Gall's stereographic cylindrical projection of the plot similar to the way rectangular maps are drawn wherein the meridians are vertical and parallels are horizontal. Therefore, the lines at ϭϪ/2 and ϭ/2 shrink to points as this map is transformed back to the sphere. The angles ␣ and are computed as follows.
where ϭ͕ 1 2 3 ͖ T . In this plot, the point corresponding to des is shown as an asterisk as can be seen in Fig. 6 for many different R des matrices all of which lead to the same r des ϭ1.7156.
In Fig. 6 , the curves C 1 , C 2 , C 3 , and C 4 are joined together on the sphere to form one closed continuous curve that resembles the white seam on a tennis ball. The D-curves constitute the second curve of the same type. Now, if the asterisk corresponding to a R des lies in between the figure-8 loops formed by C and D curves, i.e., in the shaded region, it means that such an orientation change is not possible with the considered FR sequence. Points P and R belong to this category. On the other hand, points Q and S lie within the feasible region and hence their corresponding orientation changes are possible with the assumed type I FR sequence. This can be easily automated as all the coordinates of C and D curves can be readily computed in order to check using the following conditions. 
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A given R des will have a solution only if any one of the conditions above is satisfied. It can be checked that points P and R do not satisfy the conditions whereas Q and S do.
Synthesis Solution for Type I Sequences.
If the procedure described in Sec. 3.1 determines that a solution exists for a given R des , the next natural step is to determine the three angles ( x , y , and z ) in the FR sequence that lead to R des . First, des is computed by extracting the vector form of the logarithm of R des . This should be equal to the computed symbolically using for the chosen type I FR sequence as shown below leading to three nonlinear coupled equations in x , y , and z : where s x ϭsin( x ), c x ϭcos( x ), and so on, and i is the ith component of the vector form of . A closed-form analytical solution for Eq. ͑20͒ was not obtained. Therefore, the following least squares error measure was used to obtain the solution by a numerical optimization method.
As is usual in a least squares method, an algorithm used to solve the minimization problem in Eq. ͑25͒ may sometimes converge to a local minimum instead of to the desired value of the global minimum of zero. Thus, depending on the initial guess, a gradientbased minimization algorithm may or may not converge to a global minimum. This happens in spite of using the Method of Moving Asympotes ͑MMA͒ ͓11͔, which has some global convergence properties. Therefore, it is desirable to determine an initial guess that is in the vicinity of a global minimum. Fortunately, the ␣Ϫ plot of Fig. 7 provides an easy method to generate a suitable initial guess, as explained below. Using Eq. ͑18͒, the value of r des corresponding to a given R des can be readily computed. Following Eq. ͑19͒, the relationship shown below is obtained among the three angles:
Therefore, one of the three angles, x , y , and z , is dependent on the other two. Treating y as the dependent angle and expressing it using the tangent of the half-angle substitution, i.e., tan( y /2)ϭt, Eq. ͑26͒ can be transformed to the following quadratic in t 2 :
where
By varying x and z in the range ͑Ϫ,͔ in a doubly nested loop, and computing corresponding y using Eq. ͑27͒ for each pair of x and z values, the ␣Ϫ plot can be drawn. A result, taking only the positive sign in front of the discriminant in the solution of the quadratic in Eq. ͑27͒, is shown in Fig. 7 where each curve has a constant value of x ͑the implication of taking the negative sign is explained later͒. Steps of 15 deg were used for x . It can be noticed that the constant x curves completely cover the feasible space. The curves with dark dots correspond to the zero value of x . Figure 8 shows the x plot for the same data where it can be seen that the feasible space is fully covered as to be expected based on Fig. 7 . Each curve in Fig. 8 is a closed ''tennis ball seam'' curve and corresponds to a pair of curves in the ␣Ϫ plot with one belonging to the ''mesh'' on the left side and one to the mesh on the right side. It can be noticed that at each point in the feasible region, two constant x curves intersect. It means that two sets of values give the same , and hence the same R. A numerical example is presented next to see this and some other interesting features. Consider the following R des generated as follows. 
The points corresponding to this are shown as asterisks in Figs. 7 and 8. It is easy to see in a computer program ͑or if x values are indicated in Fig. 7͒ that the x values at the asterisk lie in the ranges ͑Ϫ165 deg,Ϫ150 deg͒ and ͑Ϫ90 deg,Ϫ75 deg͒. Corresponding values of y and z are also readily available. These two sets of values can be given to the algorithm solving the minimization problem ͑see Eq. ͑25͒͒ as initial guesses to obtain two solutions to the problem. The first two rows of data in Table 1 show these solutions. It can be noticed that the value of y differs only by sign in these two solutions. Based on this fact and observing Eqs. ͑24͑a͒-24͑c͒͒, the relationships between the two solutions can be obtained as both give the same des . Two more solutions are possible to this problem as discussed next. Recall that only the positive sign in front of the discriminant in the solution of the quadratic in Eq. ͑27͒ was used thus far. The same ␣Ϫ plot is obtained even if the negative sign is considered. However, the curves would then correspond to different values of x . In fact, these other values simply differ by 180 deg from the previous solutions. The other two solutions for R des are shown in the third and fourth rows of Table 1 .
It is also worth noting that one can also draw constant z curves instead of constant x curves. Figure 9 shows the ␣Ϫ plot with constant z curves. The above procedure for finding four approximate solutions and then determining the exact solutions using minimization applies to this as well. But only either is enough to compute all four solutions to the synthesis problem of type I sequences.
Sequences of Types II and III and Discussion
The two-stage procedure described for type I sequences is also applicable to the other two types. The steps can be summarized as follows.
͑i͒ Determine r des from the specified R des . ͑ii͒ Use Eq. ͑26͒ to find a relationship among the three unknown angles, viz., x , y , and z , using r des .
͑iii͒ Treat y as the dependent variable and use the tangent of half-angle substitution to get a quadratic equation such as the one shown in Eq. ͑27͒.
͑iv͒ Vary x and z in the range ͑Ϫ,͔ and draw the ␣Ϫ plot.
͑v͒ Plot des as a point in the ␣Ϫ plot and determine four sets of initial guess values for the three angles. If this point lies in the region of the hole ͑as it might sometimes happen for type I and III sequences͒, conclude that there is no solution for the specified R des using that sequence.
͑vi͒ Minimize the least squares objective function in Eq. ͑25͒ to determine the solutions to the desired accuracy by giving the approximate solutions as the initial guesses to the minimization algorithm.
Figures 10 and 11, respectively, show the ␣Ϫ plots and plots for examples of type II and type III sequences using the above procedure. The sequence FR yzxz Ϫ y Ϫ x Ϫ was chosen to represent a type II sequence. Its constant x curves in ␣Ϫ plot ͑Fig. 10͑a͒͒ and plot on the sphere ͑Fig. 10͑b͒͒ indicate that the entire region is covered. This means that this sequence has a solution for any R des . The same behavior is shown by constant z curves in ␣Ϫ plot ͑Fig. 10͑c͒͒ and plot ͑Fig. 10͑d͒͒. Its four solutions for R des in Eq. ͑29͒ are shown in Table 2 .
The sequence FR xyzy-z-x-was chosen to represent the type III sequences. As can be seen in Fig. 11 , this type is nonsurjective. Therefore, this sequence fails to cover the entire possible region. In fact, for the R des shown in Eq. ͑29͒, this sequence has no solution as the asterisk corresponding to R des lies inside the hole region ͑see Figs. 11͑a͒ and 11͑c͒͒ . In Figs. 11͑a͒-11͑d͒ , it is worth noticing that the feasible region for this sequence is rather limited. Hence, its use in practical applications is not recommended. Anyone of sequences of type II, which is proved to cover the entire region by Koh et al. ͓8͔ , is the most suitable candidate to use in practice. As explained in the next section, this type also has a closed-form analytical solution.
Closed-Form Solution for Type II Sequences
There are two sub-types within type II FR sequences, viz. FR abcb Ϫ a Ϫ c Ϫ and FR abca Ϫ c Ϫ b Ϫ. Consider the resultant rotation matrix of the former type:
where we let R des denote a desired rotation matrix, which must match R abcb Ϫ a Ϫ c Ϫ. Post-multiplication of the matrix in Eq. ͑30͒ by R c ( c ) and re-grouping of the terms yield 
for FR abcb Ϫ a Ϫ c Ϫ sequence. For other sequences of type II the expressions in Eq. ͑36͒ above and Eqs. ͑38͒ and ͑39͒ below will be different.
After computing the value of c , the skew-symmetric form of the screw axis of R des R c ( c ) can be computed as follows using the familiar formula for obtaining the skew-symmetric form of the screw axis of a rotation matrix. 
where w abcb Ϫ a Ϫ c Ϫϭ ͕w 1 w 2 w 3 ͖ T and the negative sign in the second solution of Eq. ͑38͒ is chosen such that it lies within ͑Ϫ,͔. Thus, four solutions are obtained for the synthesis problem for a given R des because c has two solutions from Eq. ͑35͒, and for each of them, Eq. ͑38͒ gives two solutions for a .
The solution of the second sub-type of type II sequences, i.e., abca Ϫ c Ϫ b Ϫ , is obtained similarly with the exception that R abca Ϫ c Ϫ b Ϫ is pre-multiplied by R a (Ϫ a ).
Conclusions
An FR sequence is a series of rotations about different axes such that the rotation about each axis is zero at the end of the sequence. The noncommutative property of finite rotations of a rigid body enables FR sequences to effect non-zero changes in the orientation of the body. The focus of the paper is on the inverse kinematics problem concerning the four and six rotation FR sequences in which the rotations take place about the body-fixed orthogonal axes of a free rigid body with no external forces or moments. Inverse kinematics here implies the computation of the angles of rotations in the sequence that leads to a rotation matrix of desired change in the orientation. First, a closed-form solution and existence of the solution are presented for a representative four-rotation sequence. Then, three types of six-rotation sequences are discussed. For the first and third rotation sequences, solutions to the synthesis problems do not always exist. For those, graphical and numerical techniques are presented for determining whether a solution exists or not. It was also shown that when the desired rotation matrix is feasible with a sequence, four solutions exist. A method is presented to identify points in the vicinity of those four solutions. These are then used as initial guesses for a least-squares problem to obtain solutions to the desired accuracy. For the second type of sequences, a closed-form analytical solution is presented. The applications of FR sequences include orientation maneuvers of neutrally buoyant airborne or underwater vehicles and spacecraft where actuators need to be fully rotated back. In these and other practical applications, the path from one orientation to another obtained with the inverse kinematics procedures discussed in this paper might not be optimal. This requires motion planning strategies similar to the ones described in ͓12,13͔ and references therein. Such an extension will be pursued in future work.
