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Abstract  
While the role of transcriptional and signaling cascades has been well-
characterized in neuronal fate acquisition, little is known about the role of spontaneous 
calcium transients in early neural development or the channels that mediate this 
activity. We hypothesized that calcium activity plays a key role in regulating neuronal 
phenotype specification and that L-type voltage-gated calcium channels mediate this 
activity. Towards this end, we investigated the role of calcium activity in 
neurotransmitter phenotype acquisition on the single cell level during different 
developmental stages to correlate a single cell’s spontaneous calcium activity with its 
neurotransmitter phenotype. We also investigated the proposed mediating effect of L-
type VGCCs with a pharmacological approach. When compared with cells negative for 
VGlut, NBT, or GAD, cells that expressed these genes spiked significantly less across the 
examined stages. This correlation was also found when comparing spiking activity of 
cells positive or negative for VGCC α subunits. Interestingly, cells positive for VGlut 
exhibited higher levels of spiking activity than those positive for GAD. In terms of 
pharmacological manipulation, a lower micromolar amount of antagonist, diltiazem, 
decreased the number of calcium transients, whereas exposure to a higher 
concentration led to an overall increase in calcium activity. Exposure to an agonist, Bay 
K8644, did not significantly increase calcium activity. We also investigated the possibility 
that preventing cell-cell interactions following tissue dissociation may keep cells in 
neuronal progenitor states and found that the majority of cells negative for VGlut, NBT, 
GAD, or the VGCC alpha subunits were indeed in a progenitor state. 
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1. Introduction  
1.1 Overview of the problem  
It is critical to understand the process by which a developing neuron begins to 
express the appropriate molecular machinery for synthesizing and transporting enzymes 
needed for its neurotransmitter phenotype. Neurons that express the inappropriate 
neurotransmitter may not receive the necessary signals from the surrounding network 
of cells, which may lead to isolation from neighboring neurons and neuronal death. A 
variety of neurological diseases such as epilepsy and schizophrenia involve abnormal 
electrical brain activity and calcium misregulation. Developing a thorough understanding 
of the mechanisms involved in neurotransmitter specification is a necessary step before 
any nervous system manipulation aimed at reversing neurodevelopmental errors can 
occur. There has been significant research analyzing the ‘hard-wired’ aspects of nervous 
system development, such as the roles of transcription factors and signaling molecules.  
Recent investigations have highlighted the role of electrical activity in the form of 
calcium transients in early embryonic development, specifically during neural induction 
and neurogenesis (as reviewed in Leclerc et al., 2011; Ciccolini et al., 2002; Blankenship 
and Feller, 2010; Root et al. 2008; Spitzer et al., 2000). Spitzer et al. (2005) and 
Borodinsky et al. (2004) demonstrated that these transients not only act as regulators of 
development, but also seem to be able to override other developmental cues. At 
varying stages of development, calcium modulates gene expression and is oftentimes a 
necessary partner for the hard-wired aspects or neural development. Voltage-gated 
calcium channels (VGCCs) are proposed mediators of this early, spontaneous calcium 
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activity. In terms of the correlation between calcium activity and neurotransmitter 
phenotype specification, a homoeostatic mechanism has been proposed. By altering the 
number of excitatory and inhibitory neurons, or glutamatergic and GABAergic neurons, 
respectively, a population of cells can maintain normal levels of excitability. In groups of 
cells, different frequencies of spiking activity have been shown to alter levels of 
inhibitory or excitatory phenotype expression (Spitzer et al., 2000; Watt et al., 2000; 
Spitzer et al., 2004). 
As a literature review will show, the details of the process remain unclear. The 
following review will discuss investigations aimed at understanding the influence of 
calcium during these early stages. The goal of the project was to investigate calcium’s 
role in neurotransmitter phenotype specification on a single cell level and test the 
proposed role of L-type VGCCs as mediators of this activity. Analysis at the single cell 
level during different developmental stages has not yet been performed to further 
investigate the proposed link between specific levels of calcium activity and developed 
neurotransmitter phenotype. We have performed this analysis with the model organism 
Xenopus laevis to answer the questions of whether intracellular calcium fluctuations 
impact neurotransmitter phenotype specification, and whether entry through voltage-
gated calcium channels is mediating this activity.  
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1.2 Review of the literature  
1.2.1 Calcium transients in early vertebrate neural development  
Early spontaneous electrical activity influences various steps in vertebrate neural 
development, specifically neural induction, neuronal differentiation, neurotransmitter 
phenotype specification, and neuronal migration (Blankenship and Feller, 2010). Starting 
from the initial step of neural development, neural induction occurs during gastrulation 
and involves an interaction between dorsal mesoderm (Spemann Organizer) and dorsal 
ectoderm. This interaction propels dorsal ectodermal cells on the path towards adopting 
a neural fate. The ability of these cells to be induced and begin developing a neuronal 
fate is termed neural competence, and extends from slightly before gastrulation (in late 
blastula stages) to late gastrula stages in Xenopus. This inductive interaction is tightly 
controlled by positive effectors, such as fibroblast growth factors (FGFs) and negative 
effectors, such as bone morphogenetic proteins (BMPs) and Wingless/Int proteins 
(Wnts). Factors like noggin, secreted by the dorsal mesoderm, inhibit the negative 
effectors like the BMP pathway and allow for induction towards a neural cell fate. 
Another positive regulator is calcium, which has been shown to be both necessary and 
sufficient for neural induction by Leclerc et al. (2011). The early factors involved in 
neural induction are present during gastrulation, but calcium transients precede these 
and have been seen during blastula stages. Calcium transients have been proposed to 
bias the dorsal ectoderm towards the neural-inducing signals released during 
gastrulation. When neural competence is lost at late gastrula stages, the observed 
patterns of calcium transients also disappear. The elevation of intracellular calcium is 
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seen in Xenopus and newt dorsal ectoderm cells, which when blocked with BAPTA, a 
calcium chelator, leads to developmental defects such as small eyes and disrupted 
motor neuron development. This increase in calcium activity is only seen during 
gastrulation in the dorsal ectoderm and not in the ventral ectoderm, whose cells move 
towards an epidermal fate (Leclerc et al., 2011).   
 After neural induction, the neural ectoderm begins to form the neural plate, 
which is composed of undifferentiated neuroepithelial cells that will eventually exit the 
cell cycle and differentiate into neuronal cells or glia (Leclerc et al., 2011). Primary 
neurons are born after gastrulation, and secondary neurogenesis takes place at the 
tadpole stage. Early neural genes like Sox2 and Sox3 are markers for proliferating neural 
precursors. Certain genes in the Zic family are involved in expanding the neural 
ectoderm and inducing neuronal differentiation. Neural commitment genes, like NeuroD 
and Ngn2, are present during primary neurogenesis in the neural plate. The neural folds 
then rise and fuse to form the neural tube. Proneural transcription factors are involved 
in the differentiation of primary neurons, or in converting the induced neuroectoderm 
cells in differentiated neurons, and are expressed in patterns similar to N-tubulin in 
Xenopus (Henningfield et al., 2007).  
 To delve deeper into some of these key genes and transcription factors, 
neurogenin2, a proneural transcription factor, is a basic helix-loop-helix protein that 
marks differentiating neuronal cells. The endogenous protein is highly active at neural 
plate stage 15 (McDowell et al, 2010). Neurogenin also induces neurogenesis and 
inhibits gliogenesis (Sun et al, 2001). Another basic helix-loop-helix protein is NeuroD1, a 
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differentiation factor necessary for neurogenesis which can cause neuronal precursors 
to prematurely differentiate. These basic helix-loop-helix proteins act sequentially to 
promote neuronal differentiation: neurogenin precedes and induces xNeuroD 
expression (Lee et al, 1995). A Sry-related transcription factor, Sox2, prevents the loss of 
neural competence during neural induction in Xenopus. It is induced by chordin, a neural 
inducer, and it has been hypothesized that they make ectodermal cells responsive to 
extracellular signals like FGF (Mizuseki et al, 1998). Kishi et al. (2000) found that Sox2 
was required for neural differentiation beginning in late gastrula stages. 
 Other important genes include homeobox genes, such as xNkx2.2, xNkx6.1, 
xLhx5, and xHB9. Many of these genes are involved in defining different axes in 
vertebrate development and cell type specification (Toyama et al, 1995). Nkx2.2 plays a 
role in defining the dorsal-ventral and anterior-posterior axis in the developing brain. Its’ 
role seems to be limited to defining boundary and positional information rather than 
cell type specification due to its expression in proliferating and postmitotic cells (Saha et 
al, 1993). Nkx6.1 is a homeodomain transcription factor required for the delineation of 
the mid-brain hind-brain boundary. In Xenopus, its main role is involved in controlling 
motor neuron axon growth and interneuron differentiation (Dichmann et al, 2011).  
xLhx5, also referred to as lim5, is a homeobox gene that has a proposed role in central 
nervous system patterning in Xenopus and zebrafish (Toyama et al, 1995). xHB9  is a 
marker of the motor neuron region in Xenopus (Saha et al, 1997). In mice, both 
progenitor and postmitotic motor neurons express HB9, but interneurons do not – 
suggesting its role as an inhibitor of interneuron cell types (Thaler et al, 1999). 
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Later stages of development can be characterized by three phases: proliferation, 
neuronal migration, and differentiation, which includes transmitter specification 
(Spitzer, 2006). Each of these phases involves calcium activity. Spitzer et al. (2000) 
report that disrupting calcium waves during neuronal proliferation in rat neuronal 
progenitor cells decreases the proliferation seen in the ventricular zone. The calcium 
transients are positively correlated with the rate of migration of mouse cerebellar 
granule cells, and this migration is completed with a concurrent loss of these transients. 
This spontaneous calcium activity plays an important role during synaptogenesis, and is 
involved in motor innervations patterns and visual system connectivity. There are also 
involved in refining cortical connections, for when physiological elevations in 
intracellular calcium concentration are perturbed, highly specific synaptic connections 
are disrupted (Spitzer et al., 2000). Thus, calcium has a large role in neural development 
in vertebrates, and the spontaneous calcium transients that occur during early stages of 
development, beginning with neural induction, are critical components for developing a 
functional nervous system. 
1.2.2 Neurotransmitter phenotype specification 
Spontaneous intracellular calcium concentration elevations are seen both in vitro 
and in vivo during early neuronal differentiation. Two types of calcium activity have 
been observed in Xenopus spinal neurons – fast global calcium spikes and slow calcium 
waves (Gu et al., 1994; Ciccolini et al., 2003). Spitzer et al. (2000) characterize calcium 
waves as having a mean duration of 30 seconds and typically seen in growth cones. They 
are generally involved in neurite length regulation and growth cone activity. In the 
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literature, there is not much consensus for what specifically defines a calcium spike. 
Spitzer et al. (2000) characterize spikes as having a mean of around 500 nM of 
intracellular calcium concentration and a mean duration of 10 seconds. This duration is, 
according to Gu and Spitzer (1997), 10(4) longer than an action potential, and the spikes 
appear to encode information in frequency. Spitzer et al. (1994) also define them as an 
increase in fluorescence 400% above baseline. Xiao et al. (1994) state that spikes and 
waves are both events characterized by increases in fluorescence above 150% the 
baseline. Xiao et al. (2010) later define calcium spikes as having an amplitude reaching 
at least two times the baseline variation.  
Removing extracellular calcium or using general calcium channel blockers 
eliminates these elevations, providing evidence for the dependence on calcium influx. 
Spitzer et al. (2000) found that normal development can be rescued by re-imposing the 
calcium transients. Spitzer (2006) also proposed that intracellular calcium concentration 
oscillations directly impact gene expression and cell differentiation in Xenopus. 
Developmentally transient calcium-dependent action potentials also seem to play a 
regulatory role in neurotransmitter phenotype specification in embryonic chick and rat 
neurons. The proposed correlation between activity and regulation of transcription 
factor expression has been seen with tyrosine hydroxylase, the synthesizing enzyme for 
dopamine, with expression increasing after in vivo stimulation through N-type calcium 
channels of rat sensory neurons (Spitzer, 2006; Brosenitsch and Katz, 2001).  
In the literature, calcium levels have been altered in a variety of ways (Ciccolini 
et al., 2003; Spitzer et al., 2000; Borodinsky et al., 2004; Root et al., 2008). Previous 
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experiments, such as those performed by Ciccolini et al. (2003), have altered calcium 
levels by performing cell culture in low calcium medium (~100 μM) to inhibit spiking 
activity and treatment with potassium chloride (KCl) to enhance spontaneous calcium 
spikes. When increasing spikes with KCl they found that cells acquired a GABAergic 
phenotype faster, but that the proportion of neurons expressing a GABAergic 
phenotype was not increased after two days of plating. Other methods include 
overexpressing human inward rectifier potassium (hKir2.1) channels to suppress calcium 
spikes, which Spitzer et al. (2000) reported as producing fewer differentiated neurons 
(Borodinsky et al., 2004). Another approach has been to implant agarose beads, loaded 
with calcium spike blockers or sodium channel activators to increase calcium spiking 
activity, before neural tube closure. These embryos were then analyzed at stage 40, or 
late swimming tadpole stage (Root et al., 2008).  
There are a variety of problems that arise with many of these approaches. 
Chronically depolarizing cell membranes with potassium does not entirely mimic 
neuronal activity, for certain voltage-gated channels may be activated, but others are 
inactivated during chronic depolarization. Brosenitsch and Katz (2001) report that 
chronic depolarization as opposed to phasic depolarization acts to alter neuronal gene 
expression in different ways. Also, tonically raising or lowering the extracellular calcium 
concentration, and sometimes using media containing no calcium at all, provides for 
non-physiological conditions, and thus may be masking certain mechanisms that 
underlie these signaling events or highlighting those that are not responsible during 
unperturbed development.  
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In an effort to delineate the signaling molecules that cause the transients, Root 
et al. (2008) have identified the neurotransmitters GABA and glutamate as potential 
modulators of the calcium-dependent electrical activity that has been the focus of this 
review. During Xenopus development, the timeframe for the first expression of 
neurotransmitters occurs within a few hours. GABA and glutamate are first expressed at 
neural plate stages, and both act to depolarize cell membranes in the immature nervous 
system. GABA and glutamate are expressed in Xenopus neural plate stages, and their 
expression is re-specified in the spinal cord during later development. They act to 
modulate the incidence, but not the frequency, of calcium spikes. The proposed 
mechanism for this influence is via activation of the metabotropic GABA and glutamate 
receptors, which then engage protein kinases A and C. When metabotropic GABA and 
glutamate channels are blocked, Chang and Spitzer (2009) found a decreased incidence 
of calcium spiking activity.  
Spitzer et al. (2000) further investigated this link between GABA, glutamate, and 
calcium activity. They report that increasing the frequency of calcium spikes caused 
upregulation of glutamic acid decarboxylase (GAD), the synthetic enzyme for GABA. Not 
only is GAD expression calcium-dependent, but GAD transcripts first appear 
concurrently with calcium spike generation in the spinal cord. The number of neurons 
expressing GAD increases in a calcium dependent manner: neurons cultured in 
extracellular calcium expressed 3 times more xGAD67 than neurons cultured with media 
containing no extracellular calcium (Spitzer et al., 2000; Watt et al., 2000). These 
discoveries led Spitzer et al. (2004) to propose a homeostatic model linking calcium 
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activity and gene expression. Borodinsky et al. (2004) summarize this model and state 
that suppressing calcium spikes increases the number of excitatory phenotypes and 
decreases the number of inhibitory phenotypes; whereas increased spike frequency 
increases the prevalence of inhibitory phenotypes and decreases the numbers of 
excitatory phenotypes. This model also makes clear that calcium’s effects on phenotype 
specification are limited to a critical period in early development.  
Spitzer (2004) details the first step of this proposed model as beginning with 
transcription factors determining primary cell fate. The cell then expresses ion channels 
that allow for specific frequencies of calcium activity, either high or low. These differing 
levels of activity, along with modulation by signaling proteins, can provide feedback to 
the cell via activity-dependent transcription factors. The transcription factors then 
regulate expression of the molecular machinery needed to synthesize and transport 
various neurotransmitters. Borodinsky et al. (2004) found that suppressing spiking 
activity leads to increased expression of ACh and glutamate and decreased expression of 
GABA and glycine; whereas increasing spiking activity leads to increased expression of 
inhibitory phenotypes and decreased expression of excitatory phenotypes. In other 
model systems, like cultured rat sympathetic neurons, it was also found that calcium 
and cAMP can modulate neurotransmitter phenotype specification, for stimulating 
calcium entry through L-type channels increased tyrosine hydroxylase expression. 
Relevant to all of these results, neuronal death does not seem to skew results since 
Borodinsky et al. (2004) found that the numbers of specific classes of neurons, such as 
Rohon Beard neurons and motor neurons, are not changed in vivo or in vitro.  
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This homeostatic regulation was also observed in cell culture, which suggests 
that this feedback loop may be intracellular, based on the lack of synaptic connections 
(Borodinsky et al., 2004). To further explain this model on a cell population level, we can 
see that each cell in the population is reacting to local changes in electrical activity. 
When there is a suppression of activity, there is a subsequent increase in the levels of 
excitatory neurons, while increases lead to more inhibitory phenotypes (Spitzer, 2004). 
 Ben-Ari and Spitzer (2010) bring the concept of phenotypic checkpoints into play, 
for they propose that a cell which fails to continue forward with the proper 
developmental step, such as exhibiting improper migration, may be delayed or arrested 
at that developmental stage. The cell could be identified by its expression of improper 
ion currents or signaling molecules for the new developmental phase, and thus incorrect 
electrical activity. In these ways, neural activity works to prevent single cells in various 
populations from becoming hyper- or hypoactive via homeostatic regulation pathways. 
This not only occurs during activity-dependent development, but also in later 
development, as regulation of excitability has been recognized in the homeostatic 
plasticity seen during synapse formation, long-term potentiation, and long-term 
depression (Turrigiano and Nelson, 2004). However, early electrical activity differs from 
the correlated activity across large groups of cells exhibited during synapse and 
neuronal circuit formation. Rather, it is often seen occurring on a cell-by-cell basis and is 
not synchronized with surrounding cells (Ciccolini et al., 2002; Blankenship and Feller, 
2010). In Xenopus, when these spikes are occurring in single neurons and not 
propagated to neighboring cells, they are understood to be regulating unique neuronal 
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phenotypes on a cell-by-cell basis (Spitzer, 2012). Thus, the homeostatic model has been 
described, as cells respond to experimentally designed perturbations in calcium activity 
by trying to ensure that a normal level of excitability is maintained. However, these 
studies do not propose a mechanism for which channels mediate this calcium activity. 
1.2.3 Calcium’s regulation of gene expression 
Calcium activity has been proposed to directly modulate gene expression in a 
variety of ways (Ciccolini et al, 2003; Spitzer et al., 2000; Spitzer, 2006). Different 
patterns of calcium activity not only stimulate phosphorylation and dephosphorylation 
of different proteins, but can also control DNA synthesis and regulate mRNA and protein 
levels (Ciccolini et al., 2003; Spitzer et al., 2000).  For example, calcium-dependent 
phosphatase and calcineurin in Xenopus spinal neurons are modulated by calcium waves 
in growth cones (Spitzer et al., 2000). Calcium activity also regulates transcription during 
dendritic growth. This activity modulates transcription by activating Ca/calmodulin-
dependent protein kinase IV and cAMP responsive element binding protein (CREB). 
Another calcium-responsive transactivator (CREST) is involved in this process, and 
Spitzer (2006) found that dendritic growth was disturbed when CREST activity was 
disrupted.  
As previously mentioned, spontaneous calcium transients are necessary for 
neural induction. The arginine N-methyltransferase (Xprmt1b), a potential target gene 
that is the functional homologue of the mammalian PRMT1 identified in Xenopus, has 
been identified by Batut et al. (2005) and Cazanove et al. (2008) as serving an important 
role in mediating the link between calcium activity and the modification of expression of 
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different early neural genes like Zic3 and the neuronal differentiation marker N-tubulin. 
The protein normally performs most of the arginine methylation in the cell and the gene 
is a direct calcium-activated target that plays a key role in neural induction. The calcium 
transients seen during neural induction can be inhibited by L-type VGCCs antagonists 
like nifedipine. Stage 8-10 (late blastula / early gastrula) embryos treated with this 
antagonist had strongly reduced xPRMT1b expression compared to control embryos, 
demonstrating the calcium activity dependence of this gene. When xPRMT1b is 
overexpressed, Zic3 is upregulated, but when this gene’s expression is disrupted, neural 
development is impaired and neural markers that are usually expressed as a result of 
changes in internal calcium concentration are no longer expressed. Potential 
mechanisms include protein modification or transcriptional activator methylation by 
xPRMT1b. This gene serves as an example for the direct linkage between intracellular 
calcium transients and neural induction.  
The gene tlx3 serves as another example for the link between calcium activity 
and gene expression. Spontaneous transients in the spinal cord regulate tlx3 expression, 
a gene involved in the GABAergic versus glutamatergic selection. Marek et al. (2010) and 
Ben-Ari and Spitzer (2010) report that calcium is exerting its control by phosphorylating 
the cJun transcription factor, which can bind to a cAMP response element (CRE) in the 
promoter of this gene, and thus modulate transcription. In this example, cJun functions 
as a repressor of tlx3 expression. Via a different pathway, Wu et al. (2010) 
demonstrated that calcium can also directly modulate transcription by utilizing calcium 
sensors in mice. The Downstream Regulatory Element Antagonist Modulator, DREAM, is 
21 
 
expressed in the central nervous system and is a calcium binding protein that directly 
binds to DNA and regulates transcription in a calcium-dependent manner. When no 
calcium is present, DREAM binds DNA on a specific downstream regulatory element 
(DRE) site downstream from the TATA box, and acts to repress the transcription of 
certain target genes, such as learning-related genes. This protein is thus expressed later 
in development, but serves as an example of one of the first identified calcium-binding 
proteins that can directly bind to DNA in the nucleus.  
There are a few proposed mechanisms for how calcium transients stimulate 
different transcription factors and mediate transcription. Dolmetsch et al. (1998) and 
Spitzer et al. (2000) detail a proposed mechanism which involves the different calcium-
activated signaling pathways discriminating between variations in calcium spike 
amplitude or calcium spike frequency. Oscillation amplitude and duration was found to 
be an unlikely candidate in specific cell populations, such as B and T lymphocytes, 
whereas oscillation frequency does discriminate among these different pathways in 
these cell types. Dolmetsch et al. (1997) reported that downstream effectors are able to 
decode the frequency information and provide a possible link between high versus low 
frequency of calcium activity and expression of genes needed for a GABAergic versus 
glutamatergic fate.  
This calcium frequency dependent gene expression modulates excitatory versus 
inhibitory phenotypes of different neurons, but interestingly has not been found to alter 
the class of the neuron. Each class of neuron has distinctive calcium spike frequencies, 
and they each express one of the four transmitters (glutamate, glycine, GABA, and ACh). 
22 
 
In the Xenopus spinal cord for example, Rohon-Beard neurons are glutamatergic and 
motor neurons are cholinergic. However, overexpressing potassium channels 
(decreasing spiking activity) leads to glutamatergic phenotypes in neurons that are not 
expressing markers for Rohon-Beard neurons (as reviewed in Rosenberg and Spitzer, 
2011). 
This section reviewed literature that has recognized potential target genes 
whose expression can be modulated by calcium activity, and are critically involved in 
neural plate induction and later neurodevelopment. Relating directly to the overall 
questions of this research project, tlx3 provides a potential candidate for connecting the 
calcium transients to GABAergic versus glutamatergic neurotransmitter phenotype 
selection. Dolmetsch et al. (1997; 1998) proposed that information is encoded in the 
frequency of these calcium transients.  
1.2.4 Characterization of voltage-gated calcium channels and their role in early neural 
development 
Electrical activity during differentiation was originally thought to rely only on 
sodium-dependent action potentials, but other channels such as VGCCs, ligand-
activated channels, and transient receptor potential channels are also implicated in 
critical stages of development (Root et al. 2008). Calcium entry into depolarized cells is 
partly mediated by voltage-gated calcium channels (VGCCs). The structure of these 
channels includes a transmembrane pore-forming α1 subunit, an intracellular β subunit, 
and α2δ subunit, and, in some, a transmembrane у subunit. The α1 subunit forms the 
calcium pore, contains the voltage sensor, and is a common site of regulation by second 
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messengers and drugs. VGCCs are highly modified in response to local stimuli via 
endocytosis, G protein interaction, and protein kinase C interaction. High-voltage-
activated calcium channels allow calcium entry in response to membrane 
depolarization, and include L-type, N-type, and P/Q type calcium channels. Low-voltage-
activated currents include the T-type calcium currents, which are activated at more 
hyperpolarized potentials and are encoded for by the Cav3 family (Catterall, 2000). The 
Cav1 family conducts L-type calcium currents, and these channels are involved in muscle 
contraction and gene transcription.  
Lewis et al. (2009) reports that, in Xenopus laevis, calcium channels are first 
expressed during neurula stages (20-21) in the neural tube. These include Cav1.2, Cav2.1, 
Cav2.2, and Cav3.2 channels. However, this finding is in marked contrast to results from 
Leclerc et al. (2011), who reports that L-type calcium channels are expressed at blastula 
and gastrula stages. This is demonstrative of the dispute as to when these channels are 
actually expressed. Spitzer et al. (2000) state that it is these voltage-dependent channels 
expressed at early developmental stages that allow for calcium influx before 
synaptogenesis. He describes calcium spikes as dependent on influx through these 
channels and subsequent calcium-induced calcium release from intracellular stores, 
possibly via ryanodine receptor activation.   
L-type and T-type calcium channels are found in a wide variety of cell types, 
whereas N-, P/Q-, and R- are found mainly in neurons. The ‘L’ refers to the long-lasting 
characteristic of this current, whereas the ‘T’ refers to the transient nature of the 
calcium current, for it activates and inactivates rapidly. T-type channels mediate low 
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threshold activity and the synchronized oscillations observed in thalamic relay neurons. 
Their role has also been characterized in locomotor-related activity in mouse spinal 
cords (Anderson et al., 2012). L-type calcium channels are strongly inactivated by 
dihydropyridines and benzothiazepines, and are often called dihydropyridine sensitive 
calcium channels for this reason (Catterall, 2000). Presynaptic calcium channels (CaV2) 
are involved in synaptic transmission via P/Q-, N-, and R-type calcium current 
conduction. Fast release of glutamate and GABA, typically the main excitatory and 
inhibitory neurotransmitters respectively, is mainly dependent on CaV2.1 channel 
(Catterall 2010; Lewis et al., 2009). The CaV2.1 and CaV2.2 channels are involved in the 
regulation of neurotransmitter release, dendritic Ca2+ transients, and hormone release 
(Catterall et al., 2005).   
During neural induction in Xenopus, Leclerc et al. (2011) describe the role of L-
type VGCCs in mediating the aforementioned critical calcium transients that occur 
during neural induction. They state that the highest density of these channels is seen 
during mid-gastrula stages, and their decrease in density that occurs during late gastrula 
stages, when neural competence is normally lost, is suggestive of their role as direct 
mediators of this calcium activity. Blocking these channels induces a downregulation of 
two early neural genes, Zic3 and geminin, and produces anterior nervous system 
abnormalities such as small eyes or failure to develop eyes. A commonly used 
antagonist for L-type VGCCs used in experiments such as these is (+)-cis-Diltiazem, a 
benzothiazepine that interacts with two transmembrane segments in the α1 subunit of 
the channel and deactivates the channel reversibly in the nanomolar range. It alters 
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channel gating and affects the interaction of calcium ions with the channel pore (Kraus, 
1998). A commonly used agonist is (S)-(-)-Bay K8644, a dihydropyridine agonist. Satoh et 
al. (1998) state that Bay K8644 also acts to increase the open time of the sarcolemmal 
calcium channels, and thus further increase calcium influx. 
Connecting L-type channels and gene expression, Murphy et al. (1991) found 
that treatment with Bay K8644 enhances the early gene expression of c-Fos, a 
transcription factor gene. Also, Dolmetsch et al. (2001) showed that calmodulin, a 
calcium binding protein, can bind to the L-type VGCC intracellular domain and activate 
the Ras/MAP kinase signaling cascade, which further links calcium activity to modulation 
of gene transcription. Calcium binding proteins (CaBPs) are involved in a number of 
processes during in nervous system development, ranging from gene expression to cell 
migration. As reviewed in Oz et al. (2011) and White et al. (2006), these proteins are 
beginning to be characterized in zebrafish and mice and are expressed during key points 
in neuronal development. These binding proteins can act to modulate the impact of 
calcium by restricting its spatial and temporal activity. They also regulate many voltage- 
and ligand-gated ion channels, including the L-type voltage-gated calcium channel.  
In Xenopus oocytes, CaBP1, a calcium binding protein expressed in the brain and 
retina, regulates different aspects of gating of the L-type VGCCs. CaBP1 has been shown 
to cause a depolarizing shift in channel activation and enhance voltage-dependent 
inactivation. CaBPs also bind to the inositol 1,4,5-triphosphate receptor calcium release 
channel and affects its gating properties as well. This receptor serves to release calcium 
from the endoplasmic reticulum during calcium-induced calcium release, and CaBP1 acts 
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as a ligand for this receptor, or, when overexpressed, can inactivate it. This provides a 
another role for calcium in the homeostatic model, as not solely exerting effects on 
gene expression, but also impacting gating variables of different voltage-gated channels, 
and thus mediating further calcium entry into the cell. 
During development preceding synapse formation, Spitzer (2012) states that 
spontaneous calcium spikes are generated by calcium-dependent action potentials that 
rely on calcium currents stemming from either low-voltage-activated (LVA) or high-
voltage-activated (HVA) calcium channels. Activation of these channels triggers calcium-
induced calcium release (CICR) from intracellular calcium stores. The action potentials 
occurring during development have a long duration and involve a substantial inward 
current, with small repolarizing outward potassium currents. As development proceeds 
and the outward potassium currents increase, the impulses are shortened in duration, 
for once neurons have migrated and begin to extend axons, outward potassium currents 
begin to eliminate the calcium-dependent action potentials as synapses form (Chang 
and Spitzer, 2009; Ben-Ari and Spitzer, 2010). Chang and Spitzer (2009) found that both 
calcium influx from VGCCs and calcium release from ER stores are necessary for calcium 
spike activity.  
Mechanisms for calcium channel activation include the depolarizing action of 
GABA during development. These depolarizing networks have a suggested redundancy 
that allows for alternative circuits to be expressed and for activity similar to endogenous 
patterns to be generated when certain network components are pharmacologically 
disrupted. This is described as homeostatic regulation, as the network attempts to 
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return to a baseline level of activity following perturbations (Blankenship and Feller, 
2010). The aforementioned phenotypic checkpoint that occurs after neurotransmitter 
phenotype specification requires VGCCs which mediate these transient calcium spikes. 
(Ben-Ari and Spitzer, 2010). Also, voltage-gated calcium channel density has been shown 
to contribute to homeostasis (Spitzer et al., 2005). 
The role of voltage-gated calcium channels during vertebrate neuronal development has 
been well documented, but there are still contradictions in the field, especially referring to when 
these channels are actually expressed. L-type calcium channels have been implicated in neural 
induction, as mediators of the spontaneous calcium transients that are both sufficient and 
necessary for this process. Pharmacological manipulation of these channels, as reviewed in 
Leclerc et al. (2011), resulted in altered gene expression, providing a role for these channels as 
not only triggering calcium transients but also as possible mediators of the connection between 
calcium activity and differential gene expression.  
 
1.3 Experimental objective, hypothesis, and predictions  
As demonstrated by this literature review, calcium activity plays critical roles in 
neural development. While the homeostatic model provides considerable evidence for 
the response of developing neurons to perturbations of electrical activity, little is known 
about the correlation between calcium activity and phenotype on the single cell level, 
for no other studies have looked at this level of resolution. Proposed mechanisms for 
this correlation include the role of voltage-gated calcium channels as mediators of the 
correlation between calcium transients and gene expression, specifically 
neurotransmitter phenotype specification. VGCCs are expressed early on in the 
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developing nervous system, during critical points in development actually increase in 
density, and have been shown to regulate gene expression. They are thus excellent 
candidates for a proposed mechanism for the role of calcium activity in developing a 
cell’s neurotransmitter phenotype.  
 The objective of this project was to investigate the role of specific frequencies of 
calcium activity in neurotransmitter phenotype expression and the proposed mediating 
effect of L-type voltage-gated calcium channels.  A pharmacological approach is taken to 
activate or inactivate these channels and note any changes in the expressed phenotype. 
No other studies have studied this possible correlation on the single cell level. Our 
hypothesis is that calcium regulates neurotransmitter phenotype specification via 
voltage-gated calcium channels. This hypothesis leads to the following predictions: 
increased levels of calcium activity will lead to increases in inhibitory (GABAergic) 
phenotypes and decreases in excitatory (glutamatergic) phenotypes, while decreased 
levels of activity will have the opposite effect and that these changes are mediated by 
VGCCs. Using an antagonist or agonist for L-type voltage-gated calcium channels will 
yield the same effect, for, as an example, antagonizing these channels should result in 
an upregulation of glutamatergic phenotypes, as normal calcium entry into the cell is 
disrupted. 
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2. Materials and Methods 
2.1 Embryo care 
Ovulation was induced via injection of reconstituted human chorionic 
gonadotropin (1000 IU/ml) into the frog’s lymph sac, using 0.6 ml for females and 0.4 ml 
for males. Once embryos were collected, their jelly coats were removed by swirling in 
2% cysteine at pH 8.0 for 2-4 minutes (Sive et al., 2000). The eggs were then rinsed 
three times in 0.1X Marc’s Modified Ringer’s solution (MMR). The embryos were plated 
in petri dishes at a density of around 50 embryos per plate. The embryos were sorted to 
remove dead or non-fertilized eggs 90 minutes after plating. Embryos were stored at a 
variety of different temperatures including room temperature or in 14°C, 18°C, or 22°C 
incubators.  All protocols were approved by the Institutional Animal Care and Use 
Committee at the College of William and Mary. 
 
2.2 Embryo dissection for calcium imaging  
2.2.1 Setup for dissections and solutions 
The following materials were placed in the laminar flow hood prior to ultraviolet 
sterilization (Labconco Purifier Class II Biosafety Cabinet): one 35 mm Nunclon plate, 
four 35 mm Falcon or Fisherbrand plates, two 60 mm Falcon or Fisherbrand plates, one 
15 mL Falcon tube, one Fisherbrand marker, one 1000 ul pipetteman, and plugged 
p1000 tips. Each item was wiped down with 70% ethanol before entering the hood and 
ultraviolet sterilized for 30 minutes. After this sterilization, cell culture and dissection 
solutions kept at 4°C were brought to room temperature before being wiped down with 
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ethanol and entering the hood. The “Spitzer” media (containing one of two different 
calcium concentrations) and CMF were prepared as follows and filter sterilized.  
 “Spitzer” media: 2 mM Ca2+ culture media with 1 ml/100 ml 
Penicillin/Streptomycin (10,000 units/ml penicillin; 10,000 μg/ml 
streptomycin): 116 mM NaCl, 0.67 mM KCl, 2 mM CaCl2·2H2O , 1.31 mM 
anhydrous MgSO4, 4.6 mM Tris; the pH was adjusted to 7.8 with HCl 
(Xiao, Xu, and Spitzer, 2010). 
 “Spitzer” media: 10 mM Ca2+ culture media with 1 ml/100 ml 
Penicillin/Streptomycin (10,000 units/ml penicillin; 10,000 μg/ml 
streptomycin): 116 mM NaCl, 0.67 mM KCl, 10 mM CaCl2·2H2O, 1.31 mM 
anhydrous MgSO4, 4.6 mM Tris; the pH was adjusted to 7.8 with HCl (Gu 
et al., 1994).   
 Calcium-magnesium free medium (CMF): 116 mM NaCl, 0.67 mM KCl,  
4.6 mM Tris, 0.4 mM EDTA, the pH was adjusted to 7.8 with HCl (Ferrari 
and Spitzer, 1999). To facilitate dissociation for stage 22 dissections, 40 
μl of 5% trypsin (Invitrogen) was added to 2 ml CMF. 
 Marc’s Modified Ringer’s solution (0.1X MMR) with 50 mg/ml 
Gentamycin: 100 mM NaCl, 2 mM KCl, 1 mM MgSO4, 2 mM CaCl2,             
5 mM HEPES; the pH was adjusted to 7.4 with NaOH (Sive et al., 2000).  
 1X MEMFA: 100 mM MOPS, 2 mM EGTA, 1 mM MgSO4, in 3.7% 
formaldehyde (Sive et al., 2000). 
31 
 
During the dissection process, a 35 mm Falcon plate filled with 70% ethanol was placed 
nearby to sterilize the dissecting forceps.   
2.2.2 Dissections, dissociation, and plating 
Collagenase B (0.01 g) was added to the cell culture medium plate (10 ml). Once 
embryos of a particular stage had been selected and placed in a new dish of 0.1X MMR, 
the vitelline membrane was removed. With forceps, the ventral half of the embryo was 
removed and the dorsal half transferred to the collagenase B in cell culture medium 
plate. After a few minutes, the dissection was begun. The timing varies depending on 
the stage of interest, either 14, 18, or22. Embryos were staged according to Nieuwkoop and 
Faber (1994). The goal was to isolate the presumptive neural tissue whether that is 
neural plate ectoderm (stage 14) or neural tube (stage 18 and 22). The endoderm tissue 
was removed and the mesoderm layer peeled away. For a stage 22 embryo, this 
involved removing surrounding somites and the notochord. Once the explants were 
cleanly dissected, they were transferred to a 35 mm dish with 0.1X MMR and brought to 
the confocal microscopy room, where they were transferred (with a p100 pipetteman 
and tip) to a dish containing 2 ml of CMF. Typically, three transplants are used per plate 
to ensure a large enough number of cells. Tissues were dissociated for one hour, and 
the cells were then carefully plated, with a p100 pipetteman and tip, onto the center of 
the Nunclon dish, which contained 2 ml of “Spitzer” solution containing 2 mM calcium 
concentration. All two hour images used media with a physiological 2 mM calcium 
concentration, but older images (1 and 12 hours images) were performed in “Spitzer” 
media containing 10 mM calcium.  A micro-ruled, gridded coverslip (Nexcelom, 
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Cellattice) had previously been attached to the bottom of this dish with super-glue and 
the outline of the grid clearly marked with a Fisherbrand marker.  
2.2.3 Treatment with diltiazem or Bay K8644  
Diltiazem was added to the Nunclon dish containing 2 ml of cell culture medium 
to a final concentration of either 10 μM or 100 μM. Bay K8644 was added to a 
concentration of either 1 μM or 10 μM. The antagonist or agonist was also added to the 
10 ml of cell culture medium used to wash excess Fluo4 from the plate immediately 
before imaging, to the same final concentration as used in the Nunclon dish.  
2.2.4 Plates used for in situ hybridization with probes for neural markers 
The embryos used for these experiments were dissected in the same manner as 
detailed above, but the resulting cell cultures were not imaged. After being plated, the 
cultures sat for the corresponding 1 hour incubations (no Fluo4 AM was added) and the 
duration of a 2 hour image. The normal process is discussed in the following section. The 
cells were fixed at the same time as a plate that would have been imaged, and the 
sibling embryos reached the same stages prior to fixation. This was done to ensure that 
the results from the in situ hybridization would provide data on whether cells analyzed 
in cell culture experiments were in neural progenitor or differentiated states.   
 
2.3 Calcium Imaging 
2.3.1 Addition of fluorescent dye  
After the cells have settled to the bottom of a Nunclon dish for 1 hour, 2 μl of 
10% pluronic acid was added to the 5 μl 1mM Fluo4 AM in DMSO (Invitrogen Molecular 
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Probes) aliquot. This was added to the Nunclon plate in the dark, and the plate was also 
covered by aluminum foil for a 1 hour incubation. Afterwards, the excess Fluo4 AM was 
washed out by three washes of cell culture medium. The plate was imaged in 4 ml of cell 
culture medium.   
2.3.2 Confocal microscopy  
 The cells were imaged with the Zeiss Laser Scanning Microscopy (LSM) confocal 
system. Using Axiovision software, a bright field image was taken of the position of the 
micro-ruled coverslip and also of the position of the cells. After adjusting gain settings 
and specifying the time length of the image (one, two, or twelve hours), the argon-488 
nm laser was employed. A detailed protocol is provided in Appendix A.  
 In the Results section, there are references to the three dissected stages of 
interest. From dissection until the point of fixation, we carefully kept track of the 
Nieuwkoop and Faber stages of sibling embryos, or embryos that were not dissected but 
were at the same stage as the embryos whose presumptive neural tissue was dissected. 
In order to perform meta-analysis and correlate cell marker data with different stages, it 
was essential to understand how the hours of incubation correlated with N&F stages of 
development. For example, when cells were imaged for 2 hours, the sibling embryos for 
dissection stage 14 would start around stage 18 and be fixed immediately after imaging 
at stage 20. The sibling stages for cells imaged for 12 hours are much more variable than 
sibling embryos for other image lengths. These sibling stages correspond to different 
image lengths and encompassed different time spans for sibling embryos (Table 1).  
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Table 1. Typical Nieuwkoop and Faber stages for sibling embryos during different 
confocal image lengths at 22°C. 
Image length  
Dissection stage 14; 
N&F sibling stage 
Dissection stage 18; 
N&F sibling stage 
Dissection stage 22; 
N&F sibling stage 
1 hour 18-19 21-22 25-26 
2 hour 18-20 21-23 25-27 
12 hour 18-30 21-32 25-35 
 
2.3.3. Fixation of cells following imaging    
 Once the plate was removed from the chamber, the cells were fixed in 1X 
MEMFA for 30 minutes. The cells were then dehydrated with 5 minute washes in graded 
ethanol solutions (25% ethanol/75% phosphate buffered saline, PBS; 50% ethanol/ 0% 
PBS; 75% ethanol/25% water; 100% ethanol) before they were stored at -20°C. 
 
2.4 Expression analysis: synthesis of antisense and sense in situ hybridization probes 
2.4.1. Purification and linearization 
Probes were synthesized for Xenopus neural beta tubulin, Xenopus laevis 
glutamate decarboxylase 1 (67 kDa), Xenopus laevis vesicular glutamate transporter 1, 
Xenopus laevis LIM class homeodomain protein, Xenopus laevis NK6 transcription factor 
related locus 1, Xenopus laevis neuronal differentiation 1, Xenopus laevis Sry-related 
HMG factor, Xenopus laevis NK2 homeobox 2, Xenopus laevis motor neuron marker, 
Xenopus laevis neurogenin 2b. Abbreviations, references, and Genbank Accession 
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numbers for each are as follows: xNBT (Klein at al., 2002; BC044030), xGAD67 (Klein et 
al. 2002; NM_001085801), xVGlut1 (Gleason et al, 2003; NM_001089635.1), xLhx5 (Klein 
et al., 2002; BC084744.1), xNkx6.1 (Zhao et al., 2007; EF460789.1), NeuroD 1.b (Klein et 
al., 2002; NM_001092127.1), xSox2 (Mizuseki et al., 1998; AF022928.1), Nkx2.2 (Saha et 
al., 1993; NM_001085622.1), xHB9 (Saha et al., 1997; AF072382.1), xNGNR 2.b (Ma et 
al., 1996; U67779.1). 
Standard protocols and solutions were used for probe synthesis and for in situ 
hybridization (Sambrook and Russell, 2001, and Sive et al., 2000). These solutions 
included phosphate buffered solution (PBS), phosphate buffered solution with Tween 20 
(PBT), saline-sodium citrate buffer (SSC),  Tris buffered saline (TBS), Tris buffered saline 
with Tween 20 (TBST), in situ hybridization (ISH) Buffer, maleic acid buffer (MAB), and 
4% Boehringer Mannheim Blocking reagent (BMB) in MAB. 
To isolate plasmid DNA from an overnight culture, a Plasmid Midiprep Kit (Bio-
Rad) was used, according to the manufacturer’s instructions. The insert lengths were 
verified by EcoRI restriction digests followed by gel electrophoresis, as described in 
Sambrook and Russell, 2001. The circular plasmid DNA was then linearized with the 
appropriate restriction enzymes (Table 2). Once linearized, the DNA was extracted with 
phenol/chloroform and precipitated with 2 volumes of ethanol and 1/10 volume of 3 M 
sodium acetate. It was collected by centrifugation and then pellets were resuspended in 
a buffer solution, as performed in Sambrook and Russell, 2001. The template DNA was 
then checked by gel electrophoresis. The insert length, the enzyme used for 
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linearization, and the RNA polymerase used for RNA probe synthesis are provided (Table 
2).  
2.4.2 mRNA probe synthesis 
Linearized DNA was incubated with rNTPs, digoxigenin-UTP, the specified RNA 
polymerase (20 U/µl, Promega), and buffers, following manufacturer’s instructions. This 
reaction mixture was incubated at 37°C. Quality and quantity of the probe were checked 
via gel eletcrophoresis before the purification process began. The purification was 
performed with a Qiagen RNeasy Min-Elute Cleanup Kit according to the manufacturer’s 
instructions. Gel electrophoresis was performed again to check for the integrity of the 
RNA and its purity. After dilution in ISH buffer (50% formamide; 5X SSC; 1 mg/ml Torula 
RNA; 100 μg/ml heparin; 1X Denhardt’s solution; 0.1% Tween-20; 0.1% CHAPS; 10 mM 
EDTA), the probe was stored at -20˚C.   
 
 
 
 
 
 
 
 
37 
 
Table 2.  Clones used for ISH antisense/sense RNA probe synthesis. 
Gene Insert Site 
Insert Length 
(base pairs) 
Linearization Transcription 
xNBT EcoRI 841 bp 
BamH1 for antisense 
transcript; HINDIII for 
sense transcript 
T7 for antisense 
transcript; T3 for 
sense transcript 
xGAD67 
 
EcoRI 836 bp 
Not1 for antisense 
transcript; HINDIII for 
sense transcript 
SP6 for antisense 
transcript; T7 for 
sense transcript 
xVGlut1 
 
EcoRI 1600 bp 
Not1 for antisense 
transcript; HindIII for 
sense transcript 
T3 for antisense 
transcript; T7 for 
sense transcript 
xSox2 EcoRI 961 bp 
EcoRV for antisense 
transcript; BAMHI for 
sense transcript 
SP6 for antisense 
transcript; T7 for 
sense transcript 
xNeuroD NotI/SalI 2364 bp 
SalI for antisense 
transcript; NotI for 
sense transcript 
T7 for antisense 
transcript; SP6 for 
sense transcript 
xNgn1 EcoRI 478 bp 
HindIII for antisense 
transcript; NotI for 
sense transcript 
T7 for antisense 
transcript; SP6 for 
sense transcript 
xLHx5 NotI/SalI 3574 bp 
SalI for antisense 
transcript; NotI for 
sense transcript 
T7 for antisense 
transcript; SP6 for 
sense transcript 
xHB9 EcoRI 1272 bp 
HindIII for antisense 
transcript; Not1 for 
sense transcript 
T3 for antisense 
transcript; T7 for 
sense transcript 
xNkx2.2 EcoRI 1788 bp 
Not1 for antisense 
transcript; EcoRV for 
sense transcript 
T7 for antisense 
transcript; T3 for 
sense transcript 
xNkx6.1 EcoRI 980 bp 
EcoRV for antisense 
transcript; BAMHI for 
sense transcript 
T7 for antisense 
transcript; T3 for 
sense transcript 
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2.5 Fluorescent in situ hybridization on cells 
This protocol has been adapted from those used in published protocols from 
Xenbase, Vize lab, and Davidson and Keller (1999). To begin the three day procedure, 
the cells were rehydrated with 5 minute washes (75% EtOH/25% sddH2O, 50% 
EtOH/50% PBS, 25% EtOH/5% PBS, 100% PBS). The cells were washed in phosphate 
buffered solution (1X PBS). The cultures were then incubated in 1 M triethanolamine 
(TEA) with acetic anhydride, and washed in a hybridization buffer, 1X SSC, before being 
permeabilized in 0.2 M HCl in H2O. The cells were washed again in 1X PBS prior to 
prehybridizing for at least 6 hours at 60˚C in 1 ml ISH buffer. Once this hybridization 
buffer was removed, 500 μl of specific diluted probe solution was added to each plate. 
Hybridization was allowed to proceed over night in a shaking 60˚C water bath (8-14 
hours). 
During day two, the probe was removed and stored at 20˚C (diluted probes were 
reused no more than four times). The cultures were rinsed in 0.2X SSC and then 
returned to the 60˚C water bath for 1 hour in fresh 0.2X SSC. After 5 minutes at room 
temperature, the cultures were washed in 1X PBT and then incubated in fresh 2% H2O2. 
After incubation, the cultures were washed in 1X TBST. Cultures were blocked in 2% 
BMB in MAB (100 mM Maleic Acid, 150 mM NaCl), for at least 1 hour at room 
temperature. Cultures were incubated with anti-digoxygenin POD-conjugated 
antibodies to a final concentration of 1:1000 in 2% BMB in MAB at 4˚C overnight.  
The third day began with multiple 1X TBST rinses, rocking the plates at a slow 
speed. They were then washed twice in 1X PBT before 750 μL of 1:25 Cy3-tyr (diluted 
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from the stock in 1X PBT) was applied. After 5 min, 2.5 μl 0.3% H2O2 was added and the 
cultures were rocked for an additional 40 minutes. They were washed at least 5 times 
with 1X TBST until signal developed. This signal was monitored with an inverted scope 
(Olympus IX50). The cells were then briefly washed in 1X PBT and fixed in 1X MEMFA 
(1:1:8 dilution as opposed to the 1:1:3 dilution of 2X MEMFA) for 1 hour before being 
stored in 2 ml of 1X PBS at 4˚C for later analysis.   
 
2.6 Co-registration of cells  
The same confocal microscope (Zeiss LSM 510) configuration was used as 
described in Appendix A.  A few changes to these steps included the use of the HeNe543 
laser, the “Cy3” program, and that the cells were imaged in 4 ml 1X PBS. The Axiovision 
software was used to locate the same grid orientation used for the one, two, or twelve 
hour image. This was done by using saved snapshots of the grid and manually rotating 
the plate. Once the same large grid numbers were found, a snapshot of the grid and 
then the cells was taken. Using the Zeiss LSM software, the central plane of the cells was 
found and an image was taken, using amplifier offset and gain settings from an internal 
control – a NBT sense plate. The plates were then returned to storage at 4˚C. 
 
2.7 Data analysis 
Data analysis involved several steps. Firstly, the ImageJ program publicly 
available from the National Institutes of Health (NIH) was used to identify regions of 
interest (ROI) encompassing cells and to calculate average pixel fluorescent intensity in 
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a given ROI at every time point. This fluorescence data was contained in .dat files that 
are generated at the end of this phase. Subsequent analysis was continued using 
MATLAB analysis. This program was used to normalize the data, allow for data 
visualization, and conduct statistical tests. 
2.7.1 ROI analysis  
 ‘Region of Interest’ analysis was performed with the ImageJ program. Individual 
cells that met certain criteria were ‘circled’ and selected as ROIs using the ImageJ 
program. A detailed protocol can be found in Appendix A, and the specific criteria can 
be found section A5. Since our rules for which cells could be selected as a region of 
interest were strict, cells that were in clusters or moving could not be ‘circled’ as an ROI. 
In many cases, cells that were positive for any probe were those part of a larger cluster 
of around 10 overlapping cells. Also, many of the cells positive for a specific probe were 
indeed the cells that were moving and thus could not be considered in this analysis. The 
numbers of cells identified as positive for a probe were limited by these factors, as was, 
consequently, the ability to perform statistical analysis testing for differences in activity 
of cells positive for various probes versus other positive cells or cells that were negative 
for a specific probe.  
2.7.2 Identifying positive and negative / unknown cells  
Once the ROI analysis was completed, the gene expression was then “co-
registered” with calcium activity. This was accomplished by overlaying the previously 
selected ROIs with the FISH results to identify “positive” and “negative” cells in Adobe 
Photoshop CS5 (see section A6 in Appendix A for a detailed procedure). The files from 
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co-registration and previous brightfield channels from the original image were opened 
with the ImageJ program (refer to Appendix A for ROI analysis instructions for a detailed 
process). The color of the FISH image was changed to a more visible color, either “Cyan 
hot” or “Smart,” by selecting the “Image” tab on the ImageJ toolbar, scrolling down to 
“Lookup tables” and selecting the new color. This image was saved in the new faux color 
as a .Jpeg with the file extension followed by “_’probename’.jpg.” 
The ROI manager was opened, along with the ROIs identified from that image. 
The positive cells were identified in a Notepad file that listed the corresponding ROI 
numbers. This document was labeled as ‘fileextension_positive_rois.txt.’ If there were 
no positive cells, this text file was blank. During the in situ hybridization, some cells may 
have been lost from the field of view and may or may not be positive for the probe of 
interest. Thus, it was critical to identify the cells that washed away and only examine the 
activity of cells known to be positive or negative for the probe. There only needed to be 
one text file made for negative or unknown cells. If there were more cells that washed 
away, a file listing negative cells was made. MATLAB generated the missing ‘unknown’ 
file. To ensure that each negative or unknown cell was accounted for, a piece of plastic 
wrap was pulled across the computer monitor, and a dry erase marker was used to 
check off each cell as the number was typed into a Notepad file. Depending on which 
file was made, this file was saved as either “fileextension_negative_rois.txt” or 
“fileextension_unknown_rois.txt,” and contained the numbers of the appropriate ROIs 
listed, each on its own line.  
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2.7.3 MATLAB 
 After calcium activity was analyzed with the ImageJ program, MATLAB 
(MathWorks) was used to generate graphs of calcium activity for each ROI. These graphs 
were checked manually to validate that ROIs were properly selected and circled. Briefly, 
this process entailed an ImageJ Java script which created a text file for each ROI within 
an image containing two sets of information: the time the frame was taken and the 
average fluorescence of the pixels for that frame. With MATLAB, the fluorescence was 
first normalized to account for an increase in fluorescence throughout the duration of 
each image, caused by photo-bleaching of Fluo4. The filter was used to make the change 
in fluorescence more comparable among different cells. For each frame (except for the 
first 10 frames, which do not have corresponding moving average values), a running 
average was calculated based on the ten frames preceding the current frame. Then the 
raw fluorescent values for each frame were divided by the calculated moving average.  
The data was now a series of fractions, that is, the single frame’s fluorescence 
over the average of the previous ten frames. A fraction greater than one indicated an 
increase in fluorescence and a fraction less than one indicated a decrease. A spike was 
then defined as fractions that were equal to or greater than the baseline of 1. Spike 
thresholds above this baseline of 1 could be selected, and the values 0.5, 1.0, 1.5, and 
2.0 were employed. MATLAB identified spikes as the number of the filtered data values 
that exceeded the baseline of 1 plus the set spike threshold. Thus, a spike, at a particular 
threshold of, for example, 1.5, would be defined as an increase in fluorescence that is 
1.5 units above a baseline of 1.0 (filtered value ≥ 2.5). Different time intervals were 
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selected based on image length. For example, two hour images were examined in 60 
min ‘timeblocks,’ as well as at the entire 120 min timeblock. 
 For statistical analysis, the ‘calcium spike statistical analysis tables’ selection 
compared the number of spikes at certain thresholds between the negative, positive, 
and unknown ROI populations within the entire pool of ROIs for a given stage and probe 
group, and across different probes. Two statistical tests were used to analyze the data, 
both of which use ranked variables. The Mann-Whitney U test is a non-parametric 
substitute for the student’s t-test. A p-value of p < 0.05 identifies a significant difference 
in the mean ranks of the two samples being tested. The Kruskal-Wallis test is a non-
parametric substitute for the one-way ANOVA and both tests are used when the 
distribution of the data is not normal. This test will be used when comparing more than 
two groups, and a p-value of p < 0.05 identifies a significant difference in the mean 
ranks of the samples being tested. Almost all of the comparisons made were utilizing an 
average of the number of spikes per ROI (cell), or, more specifically, comparing the 
average number of spikes per ROI (cell) per experiment to prevent any outlier activity 
from single cells skewing the results. If the results were generated by comparing the 
individual number of spikes per ROI (cell) instead of this average because of a small 
sample number, it will be stated in the explanation following the presented data. A 
detailed description of the different MATLAB options and a protocol for its use can be 
found in Appendix B.  
 
 
44 
 
3. Results  
3.1 Overview of the project and results sections 
 The goal of the project was twofold: (1) to investigate the correlation between 
differing levels of calcium activity and neurotransmitter phenotype on the single cell 
level; (2) to determine whether L-type channels may be mediating the calcium activity 
and its influence on phenotype specification. Toward that end, we will present data on:  
(1) calcium spiking activity at different stages to understand the type of activity that is 
characteristic of various developmental time points; (2) correlations between specific 
gene markers and calcium activity; (3) the effects of L-type VGCCs antagonists and 
agonists on calcium activity and neurotransmitter phenotype; (4) preliminary data on 
expression of various markers for neural progenitors and markers for differentiated 
neurons that were tested to discover the more general identity of these cultured cells.  
 
3.2. Calcium activity at different developmental stages  
3.2.1 Characteristic activity of presumptive neural tissue dissected at neural plate, neural 
tube and tailbud stages 
 In order to analyze overall calcium activity, comparisons were made of 
characteristic calcium activity of the different stages of development using ROI graph 
data output (Figure 1). Activity of cells, selected as ‘Regions of Interest,’ (ROIs), from 
tissue dissected at stage 14 (neural plate stage) is characterized by small amplitude 
spike fluctuations between the baseline of ‘1’ and 2.0X (or ‘times the’)  baseline 
(corresponding to a corrected fluorescent value of 2.0 on the Y-axis) (Figure 1, A). If 
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there is a spike above this threshold, there tends to only be one spike per ROI during the 
image.  Cells from embryos dissected at stage 18 (neural tube) have 2-3 large spikes 
between 2.0X and 3.0X baseline. There are often ‘doublets’ or ‘triplets’ of spikes that 
occur in quick succession. Cells from embryos dissected at stage 22 (neural tube) 
typically display low levels of calcium activity, with only a few ROIs exhibiting small, 
single spikes between the baseline of 1 and 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
46 
 
Figure 1. Characteristic calcium activity for different developmental stages. 
 
A.        B.                  
C.        D.  
E.    
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Figure 1. Characteristic calcium activity for different developmental stages. 
 Characteristic activity is shown from dissection stage 14 (A), stage 18 (B), and 
stage 22 (C). Data displayed is from tissue dissociated and cells imaged for 2 hours. The 
X-axis displays the time in minutes, while the fluorescent values (after the moving 
average filter is applied) are plotted on the Y-axis. A reference is provided with an 
example of the raw fluorescent data graphed as a function of time, before the moving 
average filter is applied (D). The individual graph of this ROI is also provided after the 
moving average filter was applied (B). Thresholds are marked for clarity on a sample 
graph (E). The different color lines mark the baseline (blue) and the various thresholds 
of 1.5X baseline (purple), 2.0X baseline (yellow), 2.5X baseline (orange), and 3.0X 
baseline (green). 
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3.2.2 Average calcium spiking activity at different developmental stages 
 In order to compare calcium activity of cells from different dissection stages, 
cumulative distribution plots were generated to visualize data generated from 
comparisons among mean spiking activity of ROIs per plate at the three dissection 
stages (Figure 2). The average number of spikes per plate was used to account for any 
individual ROIs with outlying activity. An interpretation of these plots (Figure 2, A) is 
that the maximum average number of transients per ROI per plate was 1.6 spikes during 
the image length. When comparing among the other dissection stages, the maximum 
for stage 14 only reached around an average of 0.2 transients, and plates dissected at 
stage 22 displayed, on average, 0.8 transients per ROI. A larger fraction of plates exhibit 
more calcium transients above a threshold of 2.0X baseline at stage 18 than at either 
stage 22 or stage 14. This trend is also seen in the first one hour timeblock of cells 
imaged for 2 hours (Figure 2, B), and to a lesser extent in the average activity across the 
entire 12 hour timeblock of cells imaged for 12 hours (Figure 2, C).  
 
 
 
 
 
 Figure 2. Cumulative spike distribution plots displaying average spiking activity of different dissection stages.   
A.                               B.    
C.                              D.   
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Figure 2. Cumulative spike distribution plots displaying average spiking activity of 
different dissection stages. 
 Data was collected from cells imaged for 1 hour (entire 60 minute timeblock) at a 
threshold of 2.0X baseline (A), cells imaged for 2 hours (first 1 hour timeblock) at a 
threshold of 2.0X baseline (B), calls imaged for 2 hours (full 2 hour timeblock) at a 
threshold of 2.0X baseline, and cells imaged for 12 hours (entire 12 hour timeblock) at a 
threshold of 2.0X baseline (D). Cumulative spike distribution plots display the proportion 
of experiments, or plates (Y-axis), that have a certain average number of spikes or lower 
(X-axis). The number of plates analyzed from each imaging length and dissection stage is 
as follows: 1 hr, n=27 (stage 14), n=31 (stage 18), n=10 (stage 22); 2 hrs, n=16 (stage 14), 
n=14 (stage 18), n=20 (stage 22), 12 hrs, n=23 (stage 14), n=22 (stage 18), n=9 (stage 
22).   
 Pairwise comparisons were generated with the Mann-Whitney U test, and 
differences in the mean of the two samples were considered significant when p < 0.05. 
Among the stages in the cells imaged for 1 hour, significant differences were found in 
the mean ranks of spikes between the following groups: all three dissection stages 
(Kruskal-Wallis test, p < 0.000024), and specifically (Mann-Whitney U test) dissection 
stages 14 and 18 (p < 0.000025) and 14 and 22 (p < 0.00092) (A). Among the stages in 
the cells imaged for 2 hours, significant differences were found in the mean ranks of 
spikes between the following groups: all three dissection stages (Kruskal-Wallis test, p < 
0.0051), and specifically dissection stages 14 and 22 (p < 0.0029) and stages 18 and 22 (p 
< 0.034) (B). Among the stages in the 2 hour images from the full timeblock, significant 
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differences were found in the mean ranks of spikes between the following groups: all 
three dissection stages (Kruskal-Wallis test, p < 0.0036), and specifically between stages 
14 and 22 (p < 0.0012) (C). Among the stages in the 12 hour images, significant 
differences were found in the mean ranks of spikes between the following groups: all 
three dissection stages (Kruskal-Wallis test, p < 0.012), and specifically between stages 
14 and 18 (p < 0.0030) (D).  
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3.2.3 “Meta-analysis” 
 To investigate global calcium activity throughout development, data was 
combined from cells imaged for 1, 2, or 12 hours. This also serves as a comparison of 
calcium activity from cell cultures plated in media containing 2 mM versus 10 mM 
calcium, given that the cells imaged for 12 hours were cultured in 10 mM. During initial 
experimentation to optimize the calcium imaging protocol, plating cell cultures in 10 
mM calcium was found to increase spiking activity. These recent results show that 
activity increases around neurula stage 18 and gradually decreases from this point on in 
the 12 hour images. The activity seen in cells imaged for 1 hour correlates with the 
activity of the cells imaged for 12 hours, and it is important to note that the plates in 
these two data sets were those imaged in media containing the higher concentration of 
calcium (10 mM). The cells imaged for 2 hours were plated in media containing a 
physiological concentration of calcium (2 mM). Increasing the calcium concentration in 
the extracellular media increases the overall spiking activity seen over different image 
lengths and across different developmental stages.  
 
 
 
 
 
 
 
 
Figure 3. Meta-analysis plot of the average calcium spiking activity across the Nieuwkoop and Faber stages of development. 
  A.    B.     
 
  C.  D.
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Figure 3. Meta-analysis plot of the average calcium spiking activity across the 
Nieuwkoop and Faber stages of development. 
 Average calcium activity of cells across developmental stages from cells imaged 
for 1, 2, and 12 hours is plotted from thresholds of 1.5X baseline (A), 2.0X baseline (B), 
2.5X baseline (C), and 3.0X baseline (D). The X-axis displays hours of development at the 
bottom and N&F stages at the top (the scale is based on the recorded image start and 
end stages of sibling embryos). There are 900 measurements/frames in each image, and 
the Y-axis shows the proportion of spikes to measurements for each quarter hour time 
block. The circles display the mean fractions of data points for individual ROIs at that 
time point and the lines represent 95% confidence intervals for the mean values. The 
numbers of plates analyzed in this meta-analysis are as follows: 1 hr, n=68; 2 hrs, n=50; 
12 hrs, n=54. 
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3.3 Mean spiking activity of cells positive versus negative for various probes 
 In order to determine whether calcium activity is correlated with neuronal 
phenotype on the single cell level, we subjected imaged cells to analysis via in situ 
hybridization. We then compared the mean number of transients per ROI per plate 
between cells positive and negative for specific phenotypes, and between cells positive 
for different phenotypes.  
3.3.1 Results from cells plated in media containing 10 mM Ca2+ and imaged for 12 hours  
 The spiking activity was analyzed in either the entire 12 hour timeblock, or split 
into four 3 hour timeblocks to investigate whether the calcium activity changes during 
different time intervals of the image. This data suggests that ROIs, or cells, positive for a 
specific probe spike significantly less than the ROIs negative for the probe, if at all 
(Figure 4). No significant differences in the mean ranks of spikes for comparisons 
between cells positive for NBT, VGlut, or GAD were found at any threshold (Figure 5). 
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Figure 4. Average number of spikes per ROI per experiment of cells negative or 
positive for NBT, VGlut, or GAD.   
A.  B.  
C.  D.  
E. F.  
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Figure 4. Average number of spikes per ROI per experiment of cells negative or 
positive for NBT, VGlut, or GAD.    
 Data comparing spiking activity comparisons between cells identified as negative 
or positive for a probe were analyzed by using 4 timeblocks of 3 hours each. Calcium 
spiking activity displayed is from timeblock 1 of 4 (B, C, E, F) and timeblock 4 of 4 (A, D). 
The average number of spikes is reported from varying thresholds: threshold of 1.5X 
baseline (A), 2.5X baseline (B), 2.5X baseline (C), 1.5X baseline (D), 3.0X baseline (E), and 
2.5X baseline (F). The data displayed is from fifty-four plates of cells imaged for 12 hours 
(raw data provided by Laura M. Odorizzi) and the cells were from tissue dissection and 
dissociated at all three stages of interest. The values given at the top of each bar in the 
bar graphs display the average number of spikes per ROI (cell) per experiment (plate).  
 Pairwise comparisons were generated with the Mann-Whitney U test, and 
differences in the mean of the two samples were considered significant when p < 0.05. 
Differences in the mean ranks of spikes between the two groups yielded the following p-
values: p < 0.034 (A), p < 0.011  (B), p < 0.036 (C), p < 0.025 (D), p < 0.034 (E), p < 0.13 
(F).  
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Figure 5. Comparison of mean spiking activity of cells positive for GAD, NBT, or VGlut.  
 
A.  
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Figure 5. Comparison of mean spiking activity of cells positive for GAD, NBT, or VGlut.  
 Calcium spiking activity displayed is from the entire 720 minute timeblock of cells 
imaged for 12 hours at a threshold of 1.5X baseline, and is from cell cultures dissected at 
all three stages of interest (A). The mean ranks of spikes are not significantly different 
across the three stages for cells positive for one of the three probes, Kruskal-Wallis test 
(p < 0.99). There were no significant differences found between mean ranks of spiking 
activity of GAD and VGlut (p < 1.0), NBT and GAD (p < 0.93), or NBT and VGlut (p < 0.99), 
using the Mann-Whitney U test.  
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3.3.2 Results from cells plated in media containing 10 mM Ca2+ and imaged for 1 hour 
 Data from cells imaged for 1 hour also suggest that cells positive for NBT, VGlut, 
or GAD spike significantly less than the cells negative for the respective probe, if at all 
(Figure 6). When comparing the average number of transients for cells positive for NBT, 
VGlut, or GAD, it was found that cells positive for GAD and NBT spiked significantly less 
than those positive for VGlut at a low threshold above the baseline (Figure 7).  
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Figure 6. Average number of spikes per ROI per experiment of cells negative or 
positive for GAD, VGlut, or NBT.    
A. B.  
C. D.  
E. F.  
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 Figure 6. Average number of spikes per ROI per experiment of cells negative or 
positive for GAD, NBT, or VGlut.   
 Data comparing spiking activity comparisons between cells identified as negative 
or positive for GAD, NBT, or VGlut is from a full 60 minute timeblock and various spike 
thresholds: threshold of 1.5X baseline (A), 2.5X baseline (B), 2.0X baseline (C), 2.5X 
baseline (D), 2.0X baseline (E), and 2.5X baseline (F). Sixty-eight plates with cells imaged 
for 1 hour (raw data provided by Laura M. Odorizzi) were analyzed and the data 
presented is from all three dissection stages of interest. 
 Pairwise comparisons were generated with the Mann-Whitney U test, and 
differences in the mean of the two samples were considered significant when p < 0.05. 
Differences in the mean ranks of spikes between the two groups yielded the following p-
values: p < 0.00078 (A), p < 0.012  (B), p < 0.021 (C), p < 0.052 (D), p < 0.0055 (E), p < 
0.0061 (F).  
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Figure 7. Comparison of mean spiking activity of cells positive for GAD, NBT, or VGlut.  
 
A.  
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Figure 7. Comparison of mean spiking activity of cells positive for GAD, NBT, or VGlut.  
 Calcium spiking activity displayed is from the entire 60 minute timeblock at a 
threshold of 1.5X baseline, and is from cell cultures dissected at all three stages of 
interest (A). The mean ranks of spikes are significantly different across the three stages 
for cells positive for three probes, Kruskal-Wallis test (p < 0.014). Further, significant 
differences were found between the mean ranks of spikes of GAD and VGlut (p < 0.018) 
and between VGlut and NBT (p < 0.040) using the Mann-Whitney U test.  
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3.3.3 Correlation of calcium channel expression with calcium activity 
 In order to test a correlation between calcium activity and expression of 
different voltage-gated calcium channel alpha subunits, cells were imaged for two hours 
and then assayed for the presence of these subunits. This also tested whether the trend 
of cells positive for different neurotransmitter phenotypes spiking less than cells 
negative for specific probes would also be observed when calcium activity is correlated 
to voltage-gated calcium channel expression. Even when testing for the presence of a 
specific alpha subunit of VGCCs and not neurotransmitter phenotype, the same trend 
was indeed observed: cells positive for one of the VGCC alpha subunits exhibiting lower 
average spiking activity than cells negative for the same subunit. Interestingly, there was 
no significant difference found between the mean ranks of spikes for cells positive or 
negative for a1C, which corresponds to the L-type Cav1.2 channel. Upon comparing the 
mean number of spikes of ROIs positive for the various VGCC alpha subunits, no 
significant differences were found among the groups, although cells positive for a1B (N-
type VGCC) tended to spike more than the other cells, and cells positive for a1D (L-type 
VGCC) spiked the least (Figure 9).  
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Figure 8. Average number of spikes per ROI per experiment of cells negative or 
positive for various VGCC alpha subunits.  
A.   B.  
C. D.   
E.   
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Figure 8. Average number of spikes per ROI per experiment of cells negative or 
positive for various VGCC alpha subunits.  
 The calcium spiking activity displayed is from the first one hour timeblock of a 2 
hour image at a threshold of 2.0X baseline (A, B, D, E) or from the entire 2 hour 
timeblock at a threshold of 1.5X baseline (C). Fifty images (raw data provided by Brittany 
B. Lewis) were analyzed, and presented data is from calcium spiking activity from all 
three dissection stages of interest. The channel identifications are as follows: CaV2.1: 
P/Q-type, CaV2.2: N-type, Cav1.2: L-type, CaV1.3: L-type, CaV3.2: T-type.  
 Pairwise comparisons were generated with the Mann-Whitney U test, and 
differences in the mean of the two samples were considered significant when p < 0.05. 
Differences in the mean ranks of spikes between the two groups yielded the following p-
values: p < 0.0071 (A), p < 0.023 (B), p < 0.51 (C), p < 0.0014 (D), p < 0.0065 (E). 
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Figure 9. Comparison of mean spiking activity of cells positive for various alpha 
subunits.  
 
A.  
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Figure 9. Comparison of mean spiking activity of cells positive for various alpha 
subunits.  
 Channel identifications are as follows: a1A: CaV2.1, P/Q-type; a1B: CaV2.2, N-
type; a1C: Cav1.2, L-type; a1D: CaV1.3, L-type; a1H: CaV3.2, T-type. Calcium spiking 
activity displayed is from the entire 120 minute timeblock of a 2 hour image, is 
displaying activity above a threshold of 1.5X baseline, and is from cell culture dissections 
of all three stages of interest (A). The mean ranks of spikes were not significantly 
different across the three stages for cells positive for three probes, Kruskal-Wallis test (p 
< 0.24), or between the various subgroups, Mann-Whitney U test.  
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3.4 Diltiazem and Bay K8644 Exposures 
3.4.1 Comparison of spiking activity between cells exposed to different millimolar 
concentrations of either an  L-type VGCC antagonist (diltiazem) or agonist (Bay K8644). 
 The previous experiments suggest that spiking correlates with neurotransmitter 
phenotype and that VGCCs are also correlated with calcium activity. However, this is 
simply a correlation. In order to test the hypothesis that L-type voltage-gated calcium 
channels mediated the proposed link between calcium activity and neurotransmitter 
phenotype, we decided to manipulate the channels with an antagonist or agonist and 
examine the resulting phenotype. First, the effect of these antagonists and agonists on 
spiking activity of single cells was analyzed. Exposure to 10 µM diltiazem significantly 
decreased the spiking activity of the single cells when compared to controls at various 
spike thresholds. Surprisingly, cells treated with 100 µM diltiazem spiked significantly 
more than control cells and cells exposed to other treatment groups.  
 Cells exposed to Bay K8644 spiked significantly less than controls in one instance, 
but otherwise exhibit calcium activity comparable to controls at all other thresholds 
(Figure 10). In order to test the phenotype of treated cells and correlate this with 
calcium activity, we compared the average number of spikes of treated cells positive 
and negative for a specific phenotype. A cell positive for GAD that had been treated with 
10 µM Bay K8644 did have significantly higher activity than those negative for this 
probe, however when this activity was averaged (average number of spikes per ROI per 
plate), this comparison was no longer significant (p < 0.29), although the trend of the 
positive cell exhibiting more spikes is still observed (Figure 11). 
 
 
Figure 10. Average number of spikes per ROI per experiment from cell cultures exposed to differing concentrations of L-type VGCC 
antagonist or agonist.  
              A.         B.                    
              C.      D.    
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Figure 10. Average number of spikes per ROI per experiment from cell cultures 
exposed to different concentrations of L-type VGCC antagonist or agonist.  
 The average number of spikes is reported from varying thresholds from the 
entire two hour timeblock: threshold of 1.5X baseline (A), 2.0X baseline (B), 2.5X 
baseline (C), and 3.0X baseline (D). The Y axis is formatted differently in each graph to 
better visualize the trends. The abbreviations and micromolar concentrations stand for 
the following: bayk10 (“Spitzer” media containing 10 μM Bay K8644), bayk1 (“Spitzer” 
media containing 1 μM Bay K8644), control (normal conditions, “Spitzer” media 
containing no antagonist or agonist), dilt10 (“Spitzer” media containing 10 μM 
diltiazem), and dilt100 (“Spitzer” media containing 100 μM diltiazem). Presented data 
displays calcium spiking activity from all three dissection stages of interest. The total 
number of plates used and the number of plates used in each exposure group is as 
follows: total 2 hrs, n=71; 10 µM Bay K8644, n=14; 1 µM Bay K8644, n=16; control, n=10; 
10 µM diltiazem, n=16; 100 µM diltiazem, n=15.   
 Pairwise comparisons were generated with the Mann-Whitney U test, and 
differences in the mean of the two samples were considered significant when p < 0.05. 
At a threshold of 1.5X baseline, there are significant differences in the mean ranks of 
spikes between the following groups: control and 10 µM Bay K8644 (p < 0.038), 100 µM 
diltiazem and 10 µM Bay K8644 (p < 0.017), 10 µM diltiazem and control (p < 0.019), and 
100 µM diltiazem and 10 µM diltiazem (p < 0.0086) (A). At a threshold of 2.0X baseline, 
there are significant differences in the mean ranks of spikes between the following 
groups: 100 µM diltiazem and 1 µM Bay K8644 (p < 0.043), 100 µM diltiazem and 10 µM  
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Bay K8644 (p < 0.028), 10 µM diltiazem and control (p < 0.025), and 100 µM diltiazem 
and 10 µM diltiazem (p < 0.010) (B). At a threshold of 2.5X baseline, there are significant 
differences in the mean ranks of spikes between the following groups: 1 µM Bay K8644 
and 100 µM diltiazem (p < 0.0066), 100 µM diltiazem and 10 µM Bay K8644 (p < 0.014), 
and 100 µM diltiazem and 10 µM diltiazem (p < 0.0081) (C). At a threshold of 3.0X 
baseline, there are significant differences in the mean ranks of spikes between the 
following groups: 1 µM Bay K8644 vs. 100 µM diltiazem (p < 0.00054); 100 µM diltiazem 
vs. 10 µM Bay K8644 (p < 0.0038), 100 µM diltiazem and control (p < 0.0075), and 100 
µM diltiazem and 10 µM diltiazem (p < 0.00034) (D).  
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Figure 11. Average number of spikes per ROI of cells negative or positive for GAD and 
exposed to 10 µM Bay K8644.  
 
A.  
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Figure 11. Average number of spikes per ROI of cells negative or positive for GAD and 
exposed to 10 µM Bay K8644.   
 Mean spiking activity was recorded for cells that were imaged in media 
containing 10 µM Bay K8644 (A). At a threshold of 2.0X baseline, there are significant 
differences in the mean ranks of spikes between the two groups (Mann-Whitney U test, 
p < 0.000021). Results were generated by comparing the individual number of spikes per 
ROI instead of averaging them per plate, for there was only one positive cell used in this 
comparison.  
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3.5 In situ hybridization with markers of neural progenitor cells or markers of neural 
differentiation  
 In order to determine the phenotype or the status of the cells in the different 
phases of neuronal differentiation, preliminary data has been collected on expression of 
various neuronal markers. These images are from plates that were not imaged, but were 
fixed after the same period of time as plates that undergo a 2 hour image. The cells with 
brighter pixels are identified as having expressed the target mRNA of interest. Cells from 
dissection stage 14 (sibling stage 20 when fixed) express xLhx5 (low levels of expression) 
and xSox2. Cells from dissection stage 18 (sibling stage 23 when fixed) express xNgn2, 
xNeuroD, xNkx2.2, xNkx6.1, and xHB9. Cells from dissection stage 22 (sibling stage 27 
when fixed) express xNkx6.1 but do not express xNkx2.2 (Figure 12). 
 
 
 
 
 
 
Figure 12. Proneural and neural marker expression in cultured cells. 
A.  B.  C.  
D.    E.   F.  
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Figure 12. Proneural and neural marker expression in cultured cells.  
 The NBT sense plate, used as a control to set the amplifier offset and gain values 
used for co-registration activity (A), is presented for reference when viewing post in situ 
hybridization images from the same experiment (B-E, K). The NBT sense plate that 
should be used as a reference when viewing the other images (F, H-J) is also presented 
(G). The corresponding dissection stage and probe used were as follows: stage 18, 
xNgn2 (B); stage 18, xNeuroD (C); stage 18, xNkx2.2 (D); stage 22, xNkx2.2 (E); stage 18, 
xHB9 (F); stage 14, xSox2 (H); stage 14, xLhx5 (I); stage 18, xNkx6.1 (J); stage 22, xNkx6.1 
(K). 
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4. Discussion 
4.1 Experimental outcomes and conclusions 
The purpose of this research was twofold: (1) to investigate the proposed 
correlation between calcium activity and neurotransmitter phenotype specification on 
the single cell level; and (2) to examine the role of L-type voltage-gated calcium 
channels in this process.  Currently there are no published studies performed on the 
single cell level that investigate whether high or low levels of calcium activity at critical 
periods of neural development in Xenopus are correlated with the specification of 
GABAergic versus glutamatergic phenotypes. Previous research, such as that described 
in Spitzer et al. (2000), Watt et al. (2000) Spitzer et al. (2004), and Borodinsky et al. 
(2004), has shown that perturbations of global calcium activity alter neurotransmitter 
expression in a homeostatic manner, as a cell population acts to maintain its 
characteristic excitability. By artificially increasing calcium activity, they found a higher 
proportion of inhibitory phenotypes to excitatory phenotypes. When decreasing calcium 
activity, the opposite result occurred, for more neurons developed excitatory 
phenotypes, and a fewer number had inhibitory phenotypes.    
These experiments provide evidence for the role of calcium as a regulator of 
neurotransmitter phenotype specification, but the methods employed to obtain these 
results involved perturbations of normal calcium activity and correlation of activity and 
phenotype within broad regions of the embryo, not co-localization in single cells. While 
this research is intriguing and suggestive, many questions remain such as the two that 
this research intended to investigate.  First, does calcium activity correlate with 
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neurotransmitter phenotype specification on the single cell level?  Secondly,  do 
voltage-gated calcium channels mediate these calcium spikes?  L-type VGCCs were 
investigated because of their important role during early neuronal development. 
According to Leclerc et al. (2011), they are expressed at the proper times during 
gastrulation and mediate a connection between calcium activity and certain proneural 
gene expression.   
Calcium spiking activity was analyzed at different stages to understand the 
specific types of activity that  is characteristic of specific stages of neural development. 
We found that  cells dissected from stage 18 (neural tube stage) tend to have the most 
distinctive calcium activity, with large spikes ranging from 2.0X to 3.0X the baseline. 
These cells also display distinctive ‘doublet’ and ‘triplet’ patterns of spiking activity. Cells 
from embryos dissected at stage 22 (early tailbud) typically exhibit the lower level of 
spiking activity, with cells from dissection stage 14 (neural plate) exhibiting activity in a 
middle range between the other analyzed stages. These results were generated by 
comparing spiking activity across different image lengths, time blocks, and thresholds. 
This trend holds over most of these comparisons, with the exception of the twelve hour 
images, which when viewing calcium activity over a much longer developmental time 
span, shows that the cells dissected at stage 14 have the greatest number of spikes.  
The meta-analysis was performed for two reasons: to better visualize and 
investigate global calcium activity throughout development, and to compare calcium 
activity from different image lengths that had cells plated in media containing either 2 
or 10 mM calcium—to determine if cultured cells displayed similar patterns compared 
82 
 
to in vivo calcium activity as Gu and Spitzer (1993) have  maintained.  The global calcium 
activity does generally decrease after neurula stages regardless of when the cultures 
were initiated. These two data sets display similar global calcium activity.    
These experiments also analyzed the effects of incubating in different 
concentrations of calcium.  The cell cultures imaged for 1 or 12 hours were plated with 
10 mM calcium. In the literature, 10 mM calcium was often used in older experiments 
(Gu and Spitzer, 1995). Cells that were plated in media containing 2 mM calcium and 
imaged for 2 hours show a lower level of calcium activity. This is taken to be the 
physiological global calcium spiking activity for cells in cell culture. This activity is 
characterized by low level fluctuations, with a slight increase around early tailbud stages 
(24/25) in the lower spike thresholds. Increasing the extracellular calcium concentration 
caused an overall increase in spiking activity across different developmental stages. 
Using the same methods for dissection of neural tissue and cell culture, other 
experiments in our lab were performed to investigate the effects of culturing cells in 
media containing 2 versus 10 mM calcium. They have found that a variety of genes 
appears to be differentially expressed via microarray analysis (unpublished data). This 
provides further evidence for the role of calcium in differential gene expression during 
development.  
We also employed data from in situ hybridization experiments to investigate a 
correlation between calcium activity and neurotransmitter phenotype specification. The 
mean number of transients per ROI per plate was compared for cells positive and 
negative for GAD, GABA, or NBT. Data from cell cultured and then image for 1, 2, and 12 
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hour images was analyzed and, in all three data sets, cells that were positive for a 
specific neurotransmitter probes spike significantly less than the cells that are negative 
for the probe at different thresholds and timeblocks. This result was also found among 
cells that are positive versus negative for VGCC alpha subunits, specifically between cells 
positive or negative for CaV2.1 (P/Q-type), CaV2.2 (N-type), CaV1.3 (L-type), and CaV3.2 
(T-type).  A possible interpretation for these results is that most of the cells  may not 
have differentiated and still remain in a progenitor state, and thus, this spiking is 
associated with undifferentiated cells. It is known that in Xenopus and Zebra Fish many 
neurons that will differentiate later during secondary neurogenesis remain in a 
progenitor state (Briscoe and Novitch, 2008; as reviewed in Schmidt et al., 2013). 
Dissociation and subsequent culturing could increase this number. The majority of these 
calcium channels are not expressed in Xenopus before neural tube stage 20 (Lewis et al., 
2009), and then are involved in canonical neuronal signaling in differentiated neurons. 
However, Leclerc et al. (2011) characterize their activity in earlier stages and thus these 
alpha subunits that are present may be modulating calcium activity in a different way to 
potentially induce cells towards different phenotypes.  
The finding referring to VGCC alpha subunits is also interesting because it 
suggests that these particular channels are not being utilized by these cells to generate 
the calcium spikes. The cells that are negative for these VGCCs are exhibiting calcium 
activity, which suggests that other channels are involved in mediating these intracellular 
calcium transients. Unlike all of the other channels tested, there was no significant 
difference found between the spiking activity of negative and positive cells for the L-
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type CaV1.2 channel, which suggests that it may have a role in generating these 
transients.  
Upon comparing the mean ranks of spikes for cells positive for a probe, no 
statistically significant differences were found from the data set from the cells cultured 
for 12 hours. Although not significant, there is a trend showing that cells positive for 
VGlut are spiking more than those positive for GAD or NBT. This result was also found 
when comparing positive cells for the three probes from the 1 hour data set. There was 
a significant difference in the mean ranks of spikes between cells positive for GAD and 
vGlut, and for VGlut and NBT. Cells positive for VGlut were spiking more than either 
other group. This result shows that, contrary to our predictions, in cell culture with no 
perturbations of calcium activity, cells that are spiking more develop an excitatory 
phenotype, whereas cells that are spiking less develop an inhibitory phenotype. When 
comparing calcium spiking activity of cells positive for various VGCC alpha subunits, 
some trends arise. Cells positive for CaV2.2 (N-type) channels spike more than other cells 
positive for different alpha subunits at a low levels of activity (1.5X baseline).   
Gu and Spitzer (1993) summarize the role of HVA current, including L-type, as 
mediating the changes seen in intracellular calcium concentrations. The main 
intracellular increase is due to calcium-induced calcium release, but they propose that 
this is stimulated by the influx of calcium through HVA calcium channels. Similar results 
(Leclerc et al., 2011; Dolmetsch et al., 2001; Murphy et al., 1991) provided the basis for 
our hypothesis that the calcium activity we are analyzing is mediated by calcium entry 
through L-type voltage-gated calcium channels. Cell cultures were therefore treated 
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with the L-type agonist Bay K8644 and antagonist diltiazem to test whether L-type 
channels mediate the calcium activity we observe. Based on our hypothesis we 
predicted that a perturbation which decreases calcium entry by application of diltiazem 
would lead to GABAergic phenotypes (GAD positive cells), and an increase in calcium 
entry with Bay K8644 would result in glutamatergic phenotypes (VGlut positive cells). 
Interestingly, treatment with Bay K8644 did not significantly increase spiking activity at 
either a 1 µM or 10 µM concentrations. These concentrations were chosen because 
concentrations between 1 and 10 µM are used in the literature and result in increases in 
calcium activity (Dascal et al., 1992; Fu and Huang, 1994). Cells exposed to 10 µM 
diltiazem did, as predicted, result in a decrease in calcium activity as compared to 
controls. Many investigators have utilized a concentration of 10 µM diltiazem in 
experiments with Xenopus (Thompson et al., 2011; Fu and Huang, 1994), but Kraus et al. 
(1998) found the most dramatic block of L-type calcium channels was found with 100 
µM diltiazem. Interestingly, we evaluated the effects of this antagonist over a longer 
period of time and found an interesting result.   
Exposure of cells to 100 µM diltiazem resulted in a significant increase in calcium 
activity as opposed to controls at most timeblocks and thresholds. A possible 
explanation for this result is that the cell is responding the extreme antagonism by 
activating other pathways that allow calcium entry or release from intracellular stores. 
We have performed preliminary experiments to test whether the increase in calcium 
activity associated with exposure to 100 µM diltiazem is immediate upon application or 
is preceded by a decrease in activity, by adding diltiazem to the plate immediately prior 
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to imaging. If there is a decrease in activity followed by a consequent increase about 40-
60 minutes later, which is about how long it takes to adjust transcription and for protein 
amounts to reach significant levels, this would suggest that the response is caused by 
differential transcriptional regulation. Preliminary results have found a decrease in 
activity to indeed precede the increase by around 45 minutes from cells from dissection 
stage 18. This has not yet been seen with cells from dissection stage 22, which may 
suggest that a compensation mechanism involving transcriptional regulation is 
dependent on the respective developmental stage.   
To extend analysis of these antagonist or agonist exposed plates, we investigated 
a correlation between calcium activity and neurotransmitter phenotype. A cell that was 
exposed to 10 µM Bay K8644 and was positive for GAD had significantly higher activity 
than cells negative for this probe. This significant difference between the two groups 
was lost when averaging the activity, but the trend still remained. Although Bay K8644 
did not increase the overall spiking activity seen at all stages during the two hour 
images, this cell did exhibit high levels of calcium activity, and a subsequent inhibitory 
phenotype. The prediction, that treatment with an L-type agonist would increase 
calcium activity and a cell would respond in a homeostatic manner by developing a 
GABAergic phenotype, is supported by this result. However, it must be noted that the 
‘n’ is very small and the significance does not hold when the calcium activity is averaged.  
The next step in this experiment was to investigate the neural fate of these 
cultured cells and determine if the cells express certain genes at their expected ‘stages’ 
during the image. These stages were based on the carefully recorded stages of the 
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sibling embryos. xNeurogenin2, a marker of neurogenesis, which is expressed at high 
levels at neural plate stage 15 through swimming tadpole stages (McDowell et al., 
2010), was found to be expressed by cells from dissection stage 18 (sibling stage 23 
when fixed). xNeuroD, which is also expressed by all neural cells, was also expressed in 
cells dissected from stage 18, and is normally expressed from around stage 14 until 
swimming tadpole stages (Lee et al., 1995). xSox2, a marker for committed neural stem 
cells, is expressed during neural induction through swimming tadpole stages (Mizuseki 
et al., 1998), was expressed in cells from dissection stage 14 (sibling stage 20 when 
fixed).  
xLhx5, which plays a role in central nervous system patterning, is normally 
expressed through early gastrula stages to late swimming tadpole stages (Toyama et al., 
1995), and was found to be expressed in cells from dissection stage 14. xHB9, a marker 
of the motor neuron region is expressed throughout midblastula stages to swimming 
tadpole stages (Saha et al., 1997). It was found to be expressed in cells from dissection 
stage 18. xNkx2.2 and xNkx6.1 are involved in defining different axes in vertebrate 
development and in the control of motor neuron axon growth, respectively. xNkx2.2 is 
normally expressed from neural plate stages to late swimming tadpole stages (Saha et 
al., 1993), and was found to be expressed in cells from dissection stage 18, but not in 
those from dissection stage 22 (sibling stage 27 when fixed). This result is interesting 
since this gene should be expressed past stage 27, so this may be an aberrant result. 
xNkx6.1 is expressed through gastrulation to swimming tadpole stages (Dichmann et al., 
2011), and was found to be expressed in both cells from dissection stage 18 and stage 
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22. xSox2 (expressed in ~90% of cells), xNgn2 (expressed in ~75% of cells), and xNeuroD 
(expressed in ~60% of cells) are markers of differentiated neural cells. xNkx6.1 (not 
expressed, st. 18; expressed in ~40% of cells, st. 22), xNkx2.2 (expressed in ~90% of cells, 
st. 18; not expressed, st. 22), xLhx5 (expressed at very minimal levels in each cell) and 
xHb9 (expressed in 2-4% of cells) are markers of either committed regional progenitor 
cells or differentiated neural cells (Alaynick et al., 2011). These results provide evidence 
for the presence of neural progenitor cells in these cell culture experiments. 
 In summary, activity characteristic of presumptive neural cells dissociated from 
different developmental stages was identified, with those from neural tube stages (st. 
18) showing the highest levels of spiking. The meta-analysis supported differences in 
activity across Xenopus developmental stages, and provided evidence for the increase in 
spiking activity caused by the use of media containing 10 versus 2 mM calcium. A finding 
to support the hypothesized correlation between calcium activity and gene expression 
demonstrates that cells positive for either a neurotransmitter phenotype or VGCC alpha 
subunit tend to spike significantly less than those negative for the probe. This lack of 
calcium signaling may be indicative of a differentiated neural cell that no longer requires 
signaling information in the form of calcium spikes.  When comparing cells that are 
positive for a specific probe to other positive cells, it was found that cells positive for 
VGlut spike more than those positive for GAD or NBT. This is interesting because it 
displays a result which is opposite of the predictions, for we found that an increase in 
calcium activity was correlated with an excitatory phenotype. However, a cell positive 
for GAD that was exposed to Bay K8644 had higher activity than the cells negative for 
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GAD. This may show that perturbations are necessary to find the proposed result of 
higher calcium activity leading to inhibitory phenotypes, but that, with the absence of 
strong perturbations, higher levels of calcium activity are correlated with a 
glutamatergic phenotype.  
 The second part of this project investigated the role of VGCCs as mediators of 
these calcium spikes, and an agonist and antagonist of L-type VGCCs were used. 
Applying 10 µM of diltiazem had the expected result of decreasing overall calcium 
activity, whereas application of 100 µM diltiazem had the opposite result and increased 
calcium activity. Exposure to Bay K8644 at either 1 or 10 µM concentrations did not 
increase overall spiking activity, as would be expected, suggesting that perhaps a higher 
concentration is needed. And finally, in an effort to ensure that dissociating tissue and 
performing cell culture was not strongly altering expression of certain neural progenitor 
markers or postmitotic neural markers, we performed in situ hybridization with several 
key genes. Overall, these results suggest that the majority of cells negative for the 
tested probes are indeed in a progenitor state. This conclusion is due to the high 
percentages of xSox2, xNgn2, and xNeuroD expression, and the low percentages of 
expression of markers for differentiated neurons, like xHb9. The only exception was 
xNkx2.2, which was expressed at high levels, and this requires further investigation since 
it is also a terminal differentiation gene. These genes were expressed at proper stages in 
these cultures, and this finding shows that the calcium activity we are recording is from 
either neural progenitor cells or differentiated neural cells. 
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4.2 Possible limitations  
Certain problems associated with these methods include the use of primary cell 
culture. Performing experiments in cell culture allowed us to investigate our proposed 
research questions on a single cell level, but they also created non-physiological 
conditions. Cell culture experiments take the cells out of their normal developmental 
context and eliminate a certain amount of cell-to-cell communication. Early in situ 
hybridization results provides evidence for the necessity of cell-to-cell communication, 
for many cells that are positive for VGlut, GAD, or NBT are typically part of larger 
clusters of overlapping cells. These cannot be analyzed with our current methods of ROI 
analysis, but this finding was noted and provides a clear example of one of the problems 
associated with primary cell culture.   
 Another difficulty dealt with the small number of cells positive for a specific 
probe on each plate. Low numbers of cells positive for NBT, VGlut, and GAD were found. 
This problem is also encountered in the literature, where cells negative for various 
phenotypes are not included in analysis. We wanted to include these cells and begin to 
understand what they were, perhaps early progenitors. In a typical field of view, only 
about three to four cells would exhibit positive expression for a certain 
neurotransmitter phenotype or VGCC alpha subunit. This small number of positive cells 
limited the statistical analysis that could be performed comparing activity of cells 
positive for different probes. Apart from this, not only were these ‘positive’ cells often 
located in clusters, but many were also moving and could not be ‘circled’ or labeled as a 
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region of interest (ROI). These limitations, along with pursuing further analysis and leads 
from the data collected for this project, lead to many possible future experiments. 
 
 4.3 Future directions 
 In order to further investigate the effects of exposure to 100 µM diltiazem, more 
experiments will be performed where the antagonist is added immediately before the 
image begins to better analyze its short-term versus long-term effects. If similar results 
are found to those aforementioned findings where transcriptional regulation seems to 
be involved, further experiments can take place. For example, in order to examine 
whether the increase in calcium activity involves transcriptional regulation, the cell 
cultures can be treated with cycloheximide, a commonly used blocker of translation, as 
described by Cascio and Gurdon (1987). If translation was necessary for the 
compensation to occur, then there would be no increase in calcium activity. To also 
investigate what other channels may be involved in mediating these spontaneous 
calcium transients, we can analyze the role of calcium release from intracellular stores in 
neurotransmitter phenotype specification by repeating our methods with antagonists 
and agonists for ryanodine receptors or IP3 receptors.  
Another future experiment can be performed in an effort to further characterize 
the expression of different markers of different stages in neural differentiation. Plates 
can be imaged for calcium activity and then in situ hybridization performed to test for 
these different markers and investigate a possible correlation between calcium activity 
and neural markers. These would be 2 hour images at each dissection stage, so these 
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findings could be combined with previous results. The genes analyzed would also be 
expanded to include a more varied sampling of the whole hierarchy of markers, starting 
with, for example, xfoxD5.  
 To address the possible limitation of finding a small number of cells positive for 
either a neurotransmitter phenotype or VGCC alpha subunit, we can verify whether the 
in situ hybridization on cell culture experiments are working properly. To do this, in situ 
hybridization can be performed on cell culture using a housekeeping gene of interest as 
a positive control, such as ornithine decarboxylase, an essential gene needed for 
polyamine biosynthesis (Zhou et al., 2009).  
 Another possibility is to perform different experiments to test whether cells are 
de-differentiating at any point during our dissection and imaging process, and would 
thus be positive for genetic markers of a neural progenitor state. To test this, tissue can 
be dissociated, the cells cultured, and various markers assayed at different time points 
following the dissociation and culture; this could be done using ISH and RT-PCR to 
quantify cells positive for specific markers. The explants can be dissociated at various 
time points and the RNA extracted. Then, in another data set, the cells will be plated 
and RNA extracted at different time points. Semi-quantitative reverse transcriptase real 
time PCR (qRT-PCR), which can be used to determine the relative levels of a gene over 
the course of the experiment, can be used to test if the gene expression changes during 
any of these steps. Some cells may be de-differentiating, or losing expression of later 
neural progenitor or neural differentiation markers, during the dissociation and cell 
culture process. This experimental design would analyze the cell culture process as a 
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method. If levels stay constant, this would suggest that the cells are not de-
differentiating, but if levels decrease, they may be doing so. If cells eventually do have 
abnormal decreases in expression, then the procedure for imaging may be sped up to 
account for this, by, for example, shortening the time allowed for cells to adhere to the 
surface of the dish during plating and combining it the Fluo-4 AM step.  
 To correlate results found in vitro, live cell imaging in vivo can be performed with 
a genetically encoded calcium indicator GCaMP, a variant of the green fluorescent 
protein which acts to bind calcium, to look for patterns of activity at different 
developmental stages. The goal is to create transgenic embryos that express a red 
fluorescent protein that can be imaged for calcium activity. The coding regions for 
fluorescent proteins can be fused to the enhancer and promoter regions of the neural 
markers of interest. Thus this protein would be found in the same cells as those 
expressing the neural marker, taking the place of in situ hybridization and co-
registration, for these results can be combined with the calcium spiking data. This 
provides a method for furthering the results found on the single cell level in vitro that 
was the topic of this project, and would allow us to investigate this process in vivo to 
further our understanding of calcium’s role in neurotransmitter phenotype expression.   
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5. Appendices: A. Calcium imaging and ROI analysis 
A.1 Settings for the Zeiss LSM 510 prior to imaging 
1. Set-up the confocal computer before the plate needs to have excess Fluo4 washed 
out. The cell culture plate should be covered by foil during the Fluo4 incubation.  
2. The Zeiss LSM 510 system provides an operating manual that should be closely 
followed. Turn on the system and open the LSM software program according to this 
manual (Carl Zeiss MicroImaging GmbH, 2007).  Both the “System/PC” and 
“Components” switches should be turned on at the same time, in order to power the 
microscope and computers. 
3. Turn on the PC under the table and log into the computer. 
4. The system should be operated in “Expert Mode” under the option to “Scan New 
Images.”  
5. When initiating the LSM software, the system should automatically switch into “LSM” 
mode, but check to ensure that the systems unit (the three buttons on the left side of 
the microscope) is operating in “LSM” mode, not “Vis” (visual) or “TV” modes.  
6. The “Expert Mode Main” menu will then appear where further settings can be 
chosen, applied, and saved.  
7. Depress the “Acquire” tab on the Main menu. A subordinate toolbar will provide all 
the control options necessary for this imaging experiment.  
8.The “Laser” button will open a “Laser Control” window where the various system laser 
units are listed. Select the Argon 488 nm unit and change the power status from “Off” to 
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“Standby.” Once the laser heats up and is ready to be fully powered, then select the 
option to turn “On” the laser’s power to a “Maximum Power” of 30 mW. 
9. Select the “Config” (configuration) button next on the “Acquire” subordinate menu to 
open the “Configuration Control” window. 
10. Under “Channel Mode” choose the “Single Track” option for detecting the 
experiment’s single fluorescent labeling. A schematic of the “Beam Path and Channel 
Assignment” will appear on the screen.  
11. Settings for the appropriate configuration of channels along with the correct beam 
path have already been saved in the system. In order to locate this configuration, open 
the “Config” button and scroll through the saved configurations until finding “Fluo-
4_IRDIC.” Hit “Apply.” By selecting this configuration, both the transmitted light channel 
(“ChD”) and the fluorescent detector channel (“Ch2”) will open. Check to ensure there is 
a check mark next to each of these channels. 
12. Depending on the length of the imaging acquisition, the laser attenuating value 
(transmission in percentage) should be adjusted accordingly. For an image that will run 
for 12 consecutive hours, the full-powered Argon 488 nm laser should run at 2%, 
whereas a 1-hour or 2-hour image could use 4%. These settings can be changed under 
the “Excitation” button in the “Configuration Control” window. 
13. Open the “Scan Control” window by choosing the “Scan” button in the Main menu 
toolbar. This window allows various scanning parameters to be set. Select “Mode” 
operation to display the only page of interest when setting up the scope before image 
acquisition. 
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14. The first mode to be set should already be selected from previous scope uses, that 
of “Frame” (as opposed to “Spot” or “Line” scanning modes, “Frame” scans the entire 
XY frame over the field of view or specified pixel by pixel field of view). Frame size for all 
images should be set at 512 x 512 pixels. 
15. The objective lens in the Zeiss microscope should be changed to the “Plan-
Apochromat 20x1.0” instead of the “Plan-Neofluar 20x” immersion objective.   
16. Speed of scanning will be set to 5, which indicates a “Scan Time” of 3.93 seconds; or, 
in other words, scanning of the entire frame will take 3.93 seconds. 
17. A “Data Depth” of 12-bit should be chosen, providing 4096 gray values. 
18. Bi-directional scanning is selected to scan in both the forward and backward 
direction. Pixel shift may need to be corrected in the X and Y directions by “Scan Corr X” 
or “Scan Corr Y” – adjust accordingly. 
19. The last setting in this menu to be changed is the “Zoom” numerical under the 
“Zoom, Rotation & Offset” submenu. Zoom should be set at 0.7, the lowest option. 
20. The panel displayed under the “Channel” menu will be further modified later upon 
acquisition of the image. 
21. Open the “Time Series” window to alter these settings according to the image that 
will be acquired.  
22. For all recordings, 900 frames are captured. This setting should be placed in the 
“Number” box under manual mode in “Stop Series” (change 10 to 900). Thus, the 
imaging series will stop after 900 cycles. 
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23. Next, time interval is set – corresponding to the interval between the start of one 
scan and beginning of the next. For one hour images, there is no time interval, settings 
should remain at 0 (zero). For two hour images, acquiring 900 frames at a scan speed of 
3.93 seconds, the interval is set at 8 seconds. For 12 hour images, the interval is set at 
48 seconds. 
24. All settings have now been prepared for acquiring an image. Further modifications 
to other settings will ensue once the actual imaging is underway. 
A.2 Starting the image 
1. Once the 35 mm Nunc plate is ready to be imaged and excess Fluo4 has been washed 
out, draw a vertical dash with a permanent marker on the upper side of the dish.  
2. Move the culture plate onto the stage. Check to make sure the objective has been 
raised to the highest possible setting and the chamber is screwed in tightly. This 
chamber has been custom made to sit flush with the stage and hold a 35 mm Nunclon 
plate one step lower on a thin rim of hard plastic. Slide the plate into the circular 
chamber and make sure all edges are resting flat on the lip of the chamber. Rotate the 
plate accordingly to ensure the indicating mark is facing directly forward. Also, check to 
make sure the filter wheel on the confocal microscope is set to “1.” 
3. Two manual control boxes are situated next to the confocal microscope; one controls 
vertical movements of the objective, which will be needed to focus on the specimen, 
and the other controls the stage movements in four horizontal directions. The plate 
should be directly centered underneath the objective. If it is not, move the stage in one 
of the 4 appropriate directions so that this is the case. 
98 
 
4. Slowly lower the objective into the 4mL cell culture medium using the manual turn 
knob on the front of the microscope directly below the eyepieces.  
5. Prior to imaging with LSM software, brightfield pictures are taken of the field of view 
and associated grid underneath: 
 a. AxioVision software should be accessed on an adjacent computer (to the right 
 of the microscope). This program works with the AxioCamera attached to the 
 confocal microscope, to take pictures when the correct track has been enabled. 
 For use with the AxioVision software and camera observation, the microscope 
 must be operated in “TV” mode, as opposed to “LSM” mode or “Vis” (visual) 
 mode. These three options are available on the binocular tube of the 
 microscope, to the left side of the eyepieces. The TV track allows the camera’s 
 image of the field of view to appear on the AxioVision program’s “Live” tracking 
 option on the computer.  
 b. With “TV” mode selected, AxioVision open and “Live” window ready for 
 camera observation, the transmitted light source should now be turned on. The 
 controller for this light source is located below the computer with an on/off 
 toggle switch, controlling the Tungsten light source attached to the confocal 
 microscope. 
 c. The objective can be further lowered using the fine focus controller in a slow 
 or rapid speed. Watching the “Live” screen on the computer, the cells will slowly 
 come into focus as the objective is lowered. 
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 d. In the appropriate focal plane, the stage can be moved until a field of view 
 (FOV) of interest is found. After deciding the FOV that should be imaged, further 
 lower the objective until the grid comes into view. Record the coordinates of the 
 grid and “Snap” a picture. This picture will be used later when establishing the 
 same FOV post-FISH. Then re-focus on the cells of that FOV and “Snap” another 
 picture, for later comparison of cells before and after the image, and after FISH. 
 e. Once both pictures have been taken and saved, turn off the transmitted light 
 source. The files should be saved with the specific image and culture plate series 
 identification number, as well as information on the picture (i.e. whether it is a 
 shot of the grid or of the cells, pre or post imaging).  
6. The beam path is again switched to the “LSM” tracking mode for work with this 
software. 
7. Close the curtain surrounding the confocal microscope to cover all equipment for the 
duration of the image acquisition to ensure no extraneous light will disturb the image. 
You will also want to shut off the monitor for the computer directly to the right of the 
microscope. 
8. The “Laser Control,” “Configuration Control,” “Scan Control,” and “Time Series 
Control” windows were all opened and modified prior to imaging.  
9. Under “Scan Control” all action controls are situated along the right-hand side of the 
panel (shown right). With the FOV chosen and in place, the “Find” option can be used to 
employ the Argon laser and bi-directionally scan the FOV frame, 512 x 512 pixel size, 
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once. This image will appear in a separate window (“Image”) that has its own set of 
controls also along the right-hand side.  
10. The image incorporates the two different channels detected – the bright field 
channel (ChD) and the fluorescent Fluo-4AM channel (Ch2). The two channels can be 
separately viewed by activating “Split X/Y” in the “Image” window tool controls.  
11. First the focus of the image is adjusted using only computer controls as opposed to 
initially focusing with the manual controller.  
12. Focal position or focal plane is considered a “Z” slice. To find the center of the 
numerous cells in the field of view, which essentially make up numerous “Z” slices, 
select the “Z stack” option in the submenu under “Mode.”  
13. By choosing “Mark First / Last,” the focus can be raised to the “Z” slice on the very 
top of the cells, marked as “First,” and then lowered to the “Z” slice of the very bottom, 
which is “Last.” Once these two settings are in place, click “Mid” to automatically adjust 
the focal plane to midway between the “First” and “Last” settings. In the manner, the 
middle slice can be located. 
 a. Select the “Stage” and Focus control from the Main menu toolbar, bringing up 
 a window with arrows facing up or down depending on whether focus should be 
 raised or lowered (shown right).  
 b. Choose “Fast XY” in the “Z stack” panel to change the settings so that the FOV 
 is being continuously imaged. In this setting, changes in focus can be visualized 
 on the software’s acquired image.  
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 c. Raise the objective by the “Step” increments set, usually at 2 micrometers 
 (µm), until the image is just blurry enough to be the top “Z” slice or the 
 fluorescence can no longer be seen. Choose “Mark First” in the “Z Stack” panel. 
 d. Lower the objective in the same manner until the bottom “Z” slice is reached, 
 either likewise haziness or again a disappearance in fluorescence. Mark this “Z” 
 slice with “Mark Last,” and choose “Mid” to locate the middle slice. 
e. “Stop” continuous scanning and depress the “Z Stack” option to remove the 
panel.  
14. The “Find” function has scanned the FOV and represented the image using optimal 
fluorescent detection settings, according to the computer software. This means that the 
software has chosen values for gain and offset, or brightness and contrast, as thought to 
be best. However, it is optimal to start an image on the lowest gain value possible – that 
way continual rises in fluorescence will, hopefully, not reach saturation before the 
completion of the image. Saturated pixels stop providing meaningful data because 
changes in fluorescence cannot be detected. It is best to avoid saturation as much as 
possible, which means lowering the gain value as much as possible. 
15. Select the “Channels” panel in the “Scan Control” window. Two channels should be 
available, “ChD” (bright field) and “Ch2” (fluorescence). 
16. Choose “Ch2” and locate the “Gain” value indicated numerically from 80-1250. Gain 
changes are made subjectively, based on the intensity of fluorescence. Normally values 
are lowered into the 850-900 range, but the lower the better, and values above 900 are 
sometimes necessary – it depends solely on each image session.  
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17. Select “Fast X/Y” in the set of action buttons on the right-hand side of the “Scan 
Control” window. This allows the image to be continually acquiring so that changes in 
gain value will be seen right away in the image. 
18. Slowly lower the “Gain” value while watching the fluorescent channel detected in 
the image to make sure all fluorescent pixels are still visible. Decrease the value as much 
as can be without losing any detection. Record the gain value. 
19. Once the value is set, “Stop” the scanning and return to the “Mode” panel in “Scan 
Control.” Record the Gain value for later reference. 
20. Check that the “Scan Speed” is still set at 5, or 3.93 seconds “Scan Time.” 
21. Check the “Time Series Control” window to ensure 900 frames will be captured, with 
the appropriate time interval typed in the box.  
22. After focus has been established, gain value is set, and settings have been checked, 
it is time to begin time series acquisition. Choose the “Start” option in the “Time Series 
Control” window, note the time and stage of the sibling embryos along with other 
pertinent information recorded throughout the experiment. Make sure the total scan 
time is correct as indicated in the lower left hand corner of the image window. 
23. Record the time and sibling stage at the beginning of imaging. 
A.3 Post imaging 
1. When the image is complete, save the data by choosing “Save As” from the right-
hand tool options in the newly acquired image window. Several options for saving will 
appear: Create a new database for the file by choosing “New MDB;” save within a 
previously established MDB; or save within the default folder, the most recently used 
103 
 
MDB. Save the file according to the specific image and culture plate series identification 
number. Before closing out of the image, make sure the file is completely saved. This 
can take around 30 seconds – watch the status bar changing at the bottom of the image. 
2. If the image is of normal, non-injected morpholino embryos, proceed to Step 3. If a 
morpholino or RLDX control has been imaged, a picture of the rhodamine channel must 
be taken. Turn the Argon laser to “Standby” and turn “On” the Hene 543 nm laser. 
Change the program selection by pressing the “Config” button in the “Configuration 
Control” window. Select the “Rhodamine, TRITC, cy3” program and hit “Apply.” Click 
“Find,” and then “Snap” a picture of this image. Save this image in the same MDB as the 
other files.  
3. If there will be a good length of time before others plan to use the Argon laser, then 
the laser should be turned “Off” in the “Laser Controls” window. However, if the laser 
will be used shortly, it can be put in “Standby” mode. Before the LSM software can be 
exited and the dual Components and System PC switches can be turned off, whichever 
laser had been used must cool for at least 5 min.  
4. Before moving the plate, change the microscope’s beam path to “TV” mode and 
visualize the FOV once again using the AxioCamera with AxioVision software. “Snap” a 
picture of the cells post-imaging, save the file and shut down the computer.  
5. The objective can be raised manually and completely lifted with the fine focus 
controller. Remove the plate slowly from the stage and place it on a table nearby where 
it will be undisturbed. Wipe the objective off using a lens tissue/wipe – do not use a kim 
wipe or any other material to clean the lens. 
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A.4 Fixation and storage of culture plate post-imaging 
1. After the cell culture plate has been imaged, the cells must be fixed before further 
expression analysis can be determined using FISH. A concentrated 1X MEMFA solution is 
used to fix X. laevis (Sive et al., 2000). The fixative will be applied to 1 mL of solution 
already in the culture plate, so should be made at a 2X concentration from a 10X 
MEMFA (without formaldehyde) stock solution located at 4oC: For 1 mL 2x MEMFA, 
combine 0.2 mL 10x MEMFA salts, 0.2 mL 37% formaldehyde, and 0.6 mL sddH2O. (1:1:3 
ratio). 
2. When 2X MEMFA has been made, remove 3 mL of solution from the cell culture plate 
that had just been imaged, and add 1 mL of the concentrated fixative to the 1 mL of the 
solution left in the plate. Cells should bathe in this fixative for 30 min.  Record the time 
and sibling stage at the beginning of fixation. 
3. Remove the MEMFA and dispose in labeled “1X MEMFA waste” container. The cells 
are then dehydrated in graded solutions of ethanol – 25% ethanol in phosphate-
buffered solution (PBS), 50% ethanol in PBS, 75% ethanol in sdd water, and 100% 
ethanol. Each dehydration wash should last about 5min. and consist of 1mL each. For 
the last step – store in 2 mL 100% ethanol to ensure the plate will not dry out as quickly.  
4. Finally, store the cell culture plate at -20 oC in 100% ethanol (2 mL) in an air-tight 
container. 
5. Enter this new plate and all relevant information in the appropriate Fluo4-Imaged Cell 
Culture Database. 
A.5 ROI analysis  
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1. Double click the ImageJ icon that is located on the computer desktop and allow the 
program to load. A small toolbar should appear labeled “ImageJ.” 
2. To open the .lsm file (your image from the confocal), left click on it once and drag it 
into the ImageJ toolbar. Or, click on “Open LSM” in the LSM Toolbox window to open 
any .lsm files which have been transferred from the confocal room, or click and drag the 
.lsm file from Windows Explorer into the LSM Toolbox window to open the file. The file 
will likely take several seconds to load before appearing in a separate window. 
3. Depending on the computer you are using, one or two windows will appear. 
 a. If two windows appear, close the Fluo4 ‘channel’ (the darker of the two) and 
 click on the transmitted light channel to highlight it.   
 b. If one window appears, click on the right arrow for the top “slider” 
 towards the bottom of the window (there will be two sliders, one controlling 
 which channel is active and one controlling the sequence of images). This will 
 switch the image in view from the Fluo4 channel to the transmitted light 
 channel. Next, click the “Image” tab on the ImageJ window, choose 
 “Hyperstacks,” and then choose “Reduce Dimensionality…” As long as the 
 window for your image is active, a new smaller window will appear with several 
 check boxes. Uncheck “Channels (2)” and “Keep Source” and click “OK.” 
4. With the transmitted light channel window active, click “Image” in the ImageJ 
window, choose “Stacks,” and click on “Z Project…”  A “ZProjection” window should 
appear. For “Projection Type” choose “Average Intensity” in the drop down box.  This 
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will take all the images from the transmitted light ‘stack’ and average them into one 
image. 
5. Save this image as a .jpg by choosing “File” on the ImageJ window. Choose “Save As” 
and then choose “Jpeg.” Make sure the file name ends with “_bright.jpg” because it will 
serve as your transmitted light reference for later co-registry analysis. The file should be 
saved in the same folder as the “raw” .lsm file. 
6. On the ImageJ window select the elliptical tool underneath the main menu options.  
This will allow you to make elliptical regions of interest (ROIs) around the cells.  Next, 
click on the "Analyze" tab on the ImageJ window and scroll down to tools.  Click "ROI 
manager" to open the window that will keep a record of all the ROIs selected in the field 
of view. 
7. The most common files used to guide one in actually circling ROIs are the brightfield 
average Jpeg (filename_bright.jpg) and the original brightfield LSM stack (filename.lsm). 
If you need to reopen this LSM file, make sure to reduce dimensionality and close the 
Fluo4 channel (see steps 3 and 4). 
8. Using the elliptical tool begin to circle cells in the field of view.  After each ROI is 
circled, press the “T” key and the co-ordinates of the ROI will automatically be added to 
the ROI manager window. In order to see the ROIs you have already created, click "Show 
All" in the ROI manager tool box. Continue the process of circling cells and adding the 
co-ordinates to the ROI manager until all cells in the field of view are circled. A few tips 
on circling ROIs: 
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 a. Do not create any ROIs that encompass more than one cell over the course 
 of the imaging "movie" because of cell movement. You must check all ROIs you 
 create by playing the LSM file back and forth to make sure your ROI is constantly 
 over a single cell.            
  b. Cells that move significantly (i.e. cross paths completely with another cell) 
 may not be circled.                     
 c. When possible, try to encompass the entire cell with your ROI. If this results in 
 inadvertent inclusion of another cell, then try making the ROI smaller so it is 
 specific to a single cell (must encompass at least 1/3 of the cell).                              
 d. Do not circle a cell that is dying (‘explodes’).  
9. Save the ROI co-ordinates in the ROI manager routinely by clicking on the save button 
on the ROI manager window. Save the ROIs with the file extension (_rois_analyzed.zip) 
in a folder where all the previous files were saved. (eg. 
090406Bt2_090406Mp1_rois_analyzed.zip). 
A.6 Use of Adobe Photoshop CS5 for co-registration 
1. Open the file/image in Adobe Photoshop CS5. You can open the file as a .tif or press 
‘shift’ and ‘PrtScn’ and paste the image into Photoshop.  
2. After opening the brightfield image and the co-registration image in two separate 
windows in Photoshop, focus on the co-registration image. Select “Image” in the top 
tool bar, then “Adjustments” and “Selective Color.” This will allow you to minimize the 
black background. In the window that will appear, under the “color” option, select 
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“Blacks.” Then, drag the bar under the “Blacks” heading all the way to the left (to -
100%). Click “Ok.” 
3. To change the hue (color) of the cells (if you prefer cyan to red, etc.), you can either 
do this in ImageJ before saving it, or, in Photoshop, you can select “Image,” 
“Adjustments,” click “Hue/Saturation” and drag the hue to -180 (to the left). 
4. Encompass this image using the selection tool (looks like a dotted line box on the top 
left of the tool box at the left hand of the screen) and copy/paste it into the window 
with the brightfield image. It will be added as another layer. 
5. If it is smaller or larger than the brightfield image, right click on it and select “Free 
Transform.” Expand the edges to match the size of the brightfield image. Press the 
“enter” key on the keyboard once you have finished.  
6. Right click on this top co-registration image and select “Blending Options.” Under 
‘General Blending,” select “Overlay” under the “Blend Mode” tab, and drag the opacity 
down to 50%. 
a. Option: you can follow the above step, or select the bottom layer (the 
brightfield image) and right click, select “Blending Options,” and under 
‘Advanced Blending’ turn the ‘fill opacity’ down to 50%. 
7. Save the image as a ‘jpeg’ file as PS_Overlay in the appropriate folder.   
  
Appendix B. MATLAB scripts (version 4) protocol 
B.1 Set-up  
109 
 
1. To create .dat files, Hayes Python scripts are no longer used. Instead, once all images 
are ROI analyzed, place a directory folder in the main folder containing the separate 
image folders. The directory text file (saved as directory.txt) will direct ImageJ to this 
folder. Copy the directory path from the Windows browser and paste it into the 
directory. Example: “S:\From 3042-2\From E\1hr Images\Lindsay's 1 Hours\To be 
analyzed\Currently Analyzing!” Multiple directories can be listed here if needed. 
2. Open the ImageJ program, click on “Plugins”, click on “Batch Stationary ROI Data 
Extractor.” Find the directory text file and double click on it. Answer “ok.” When it is 
done, each image folder will have an ‘analyzed’ folder added to it with a .dat file for 
each ROI. Now, move on to analyzing with MATLAB scripts.  
B.2 Using MATLAB  
1. Open up the folder containing the MATLAB scripts (folder location: S:\CALCIUM 
IMAGING\MATLAB\MATLAB test LMS;AN); this is the version that allows for a Meta-
analysis to be run). 
2. Make sure that the seeker.txt file has the directory of interest listed.  If it is not 
already listed, then add it to the end of the list (there must be no absolutely no typos – 
so copy-and-paste the directory path from the Windows browser). Write an 
identifier/your name first, then a colon, followed by a space and the directory path. For 
example, Lindsay: E:\All backed up Data\One Hour Images\Ready for Stats 
Scripts\MATLABTest120604 
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3. Make sure that the settings.txt file is set correctly.  The entries should be similar to 
the picture (below), with the following entries: 
a. The baseline type 
b. The number of frames to average for the moving average filter 
c. The filter types 
d. The spike thresholds 
 
As an alternative to changing the settings.txt file within the MATLAB scripts folder, the 
settings.txt file can be copied over to the experiment directory of interest (the one that 
is located within the seeker.txt file). 
4. Open up the directory of interest and create a text file labeled master.txt.  The 
contents should be as follows: 
a. The number of hours that the experiment was imaged. 
b. The timeblock lengths that should be used to decide timeblocks (the 
 timeblocks must evenly divide the experiment duration). For example, for 
 1 hour, the Timeblock length can solely be 60.0 or broken into further 
 units. For 12 hours, 180.0 and 720.0 can also be used.) 
c. The dissection stages of the experiments (with a space between each). 
d. The probes used for fluorescent in situ hybridization of the 
 experiments. 
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e. Whether or not to keep previous results as a zip file (0 for no and 1 for 
 yes). 
 
(when just comparing between activity of antagonists v. agonists v. controls – 
here is an example: 
) 
5. All of the experiments in the directory should be in their individual experiment 
folders, and all of the experiments should have their analyzed subfolders, from the 
Batch Stationary ROI Data Extractor Plugin on ImageJ.  Each experiment must have the 
following information in an *_info.txt file. 
a. The ISH probe 
b. The Dissection Stage 
c. The Stage at which the imaging began (necessary only for meta-
 analysis) 
d. The Stage at which the imaging ended (necessary only for meta-
 analysis) 
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6. Right click on executor.m in the ‘MATLAB test LMS;AN’ folder and click ‘Run’. 
7. Pick one of the options and follow the directions below. 
 
a.  Preprocessing Spike Identification 
i. Select one of the listed directories to have experiment ROI PDF graphs made. 
ii. This is the option that filters the raw fluorescence data (from Batch Stationary ROI 
Data Extractor plugin on ImageJ) and identifies spikes by comparing the values with the 
lowest spike threshold.  The filtered time-spike values (above the baseline) are then 
output to .dat files within \spiked subfolders within each experiment folder.  These 
\spiked subfolders are required for the actual statistical analysis options. (NOTE: Please 
do not change the spike thresholds in between running the preprocessing and analysis 
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options.  This will lead to incorrect counting of spikes. If you want to change spike 
thresholds, rerun this preprocessing step.)  
iii. This option also creates .dat files with the filtered data in the \filtered subfolders 
within each experiment folder.  These \filtered subfolders are required for graphing PDF 
graphs of the filtered data for each experiment. 
iv. This option also creates PDF graphs that show the Empirical Cumulative Distribution 
Function for the maximum and minimum values of the raw and filtered data of the total 
ROI population for each experiment.  These graphs will be located within the \graphed 
subfolder of each experiment folder, and serve as a way to judge the distribution of the 
range of values of the ROIs within the experiment. 
vi. Be warned, due to the amount of reading from and writing to .txt files, this option 
can take some time to run, depending on the total number of experiments and ROIs. 
b.  Experimental Individual ROI Graph Data Output  
i. Select one of the listed directories to have experiment ROI PDF graphs made. 
ii. This option takes the raw data values .dat files within the \analyzed folder and the 
\filtered subfolders and creates PDF graphs that display the information vs. the 
timescale.  These PDF Graphs will be located within the \graphed folder of each 
experiment folder, and provide a means to visually examine the spikes of each ROI. 
iii. Note: drawing the graphs is a very time-consuming process, and this option may take 
some time to run, depending on the total number of experiments and ROIs. 
iv. Be sure to check the graphs from each image. If any spiking activity looks strange, 
check the ROI and watch it throughout the duration of the image. You may need to 
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delete it if it was improperly circled (if so, you must redo each step – from Batch 
Stationary data extractor through graphing). Look at the .pdf document of graphs 
entitled (nameofimage)_Previous_Proportion.pdf in the “Graphed” folder. 
c.  Summarize experiment information by directory   
i. This option lists experiment information: name of experiment, probe, number of 
frames, dissection stage, imaging stage start, imaging stage eng, number of ROIs, 
number of positives, number of negatives, number of unknowns, and number of 
excluded ROIs. This information is listed in MATLAB – it is not placed in a results folder.  
d.  Summarize ROI counts by groups  
i. This option is similar to c., but it will group the experiments according to a category of 
your choice (results shown in MATLAB, as mentioned above). Options include grouping 
by probe or by stage, etc. 
ii. An ROI count summary is provided for the grouping you input.  
e.  Calcium spike statistical analysis tables  
i. Select one of the listed directories to be analyzed. 
ii. This option statistically compares the number of spikes between the negative, 
positive, and unknown ROI populations within the entire pool of ROIs for a given stage 
and probe group, across different in-situ probes.   
iii. Note: A group choice menu will appear, offering 6 grouping options. Most commonly 
used will be grouping by probe, stage, and probe and stage. Different outputs are given 
for each selection. Then a comparison mode selection option will appear, asking 
whether you would like to utilize the classic versus average method. With a low number 
115 
 
of plates (<5 for each group of experiments), it is best to use the classic method. But, 
the average method is more favorable. It will then prompt whether you would like to 
focus on only spiking cells, and the usual answer will be “No” (type in 0 and hit enter).  
iv. The option prints out the mean and median values for the total populations, and 
provides 95% confidence intervals for the mean and median using the bootstrapping 
method of calculation.  The Mann-Whitney U-test is used to compare two groups at a 
time and the resulting p-values are printed out in a table format. 
v. The Kruskal-Wallis test is used to provide p-values from comparing all of the positive, 
negative, unknown, and overall ROI populations at the same time.   
vi. The results are printed out to text files within the Results folder of the directory of 
experiments that you chose from the “Results Directory List.” 
f.  Calcium spike comparison plots   
i. This option will ask you the same questions as the Calcium Spike Statistical Analysis 
Tables option. After asking about focusing on only spiking cells, it gives different 
graphing options: cumulative spike distribution plot, spike histogram plot, average bar 
graph v1, and average bar graph v2. The data tables list each experiment, with the 
number of spikes in timeblocks.  
g.  Calcium spike data table   
i. This option will ask you the same questions as the Calcium Spike Statistical Analysis 
Tables option. Results are placed into a folder named after your choice of grouping (ie., 
if you choose to group by probes, it will be placed in a folder called “Probes.”) 
h.  Meta-Analysis  
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i. This option will display the proportion of spikes to measured values across the stages 
of embryonic development of Xenopus laevis. 
ii. Select a number of directories to be analyzed, or type ‘ALL’ (include the apostrophes) 
to run meta-spike-analysis for all entries. 
B.3 Understanding the output 
1. The “Preprocessing Spike Identification” will create *_extrema.txt files for each 
experiment folder, containing the extrema of each filter type and the raw data for the 
population of ROIs within an experiment. It also creates ‘\spiked’ and ‘\filtered’ 
subfolders, containing the time-spike value pairs for each ROI and filtered data using 
each specified filter type, respectively.   
2. The “Calcium Spike Statistical Analysis Tables” combines several functions. It produces 
excel spreadsheets containing the mean and median spiking values with bootstrap 
confidence intervals, as well as p-values from Mann-Whitney U test and Kruskal-Wallis 
statistical comparisons between the negative, positive, and unknown populations of 
ROIs. This can also produce comparisons of spiking activity across different Nieuwkoop 
and Faber stages of development.  
3. Bar graphs can be made of the data, as well as cumulative distribution plots, which 
merit an explanation. They display average spiking activity of cells at various stages at 
the thresholds that you set. The X-axis shows the average number of spikes per ROI per 
experiment and the Y-axis then displays the proportion of experiments (plates) that 
have that average number of spikes or lower.  
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4. In terms of the Meta-analysis output, the x-axis represents the time of development 
(in hours at the bottom, and in N/F stages at the top) for quarter hour time blocks.  The 
y-axis represents the proportion of spikes to measurements for each quarter hour time 
block, where each ROI has 900 measurements on account of there being 900 
frames.  The time of development is tracked for each ROI for the duration of the 
experiment from the N/F stage at imaging, with its equivalent in hours at the bottom of 
the x-axis. 
 
 
 
Appendix C. Calcium imaging database  
C.1 Plates imaged for 1 and 2 hours 
 
1
1
8 
 
 
 
 
 
 
 
1
19 
 
 
C.2 Non-imaged plates used for neural marker expression analysis 
 
 
 
 
 
 
 
1
20 
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