Abstract. In this paper we study the geometrical properties of the set of reachable states of a single input discrete-time linear time invariant (LTI) system with positive controls. This set is a cone and it can be expressed as the direct sum of a linear subspace and a proper cone. In order to give a complete geometrical characterization of the reachable set, we provide a formula to evaluate the dimension of the largest reachable subspace and necessary and sufficient conditions for polyhedrality of the proper cone in terms of eigenvalues location.
Introduction.
In this paper we study the geometrical properties of the set of reachable states x k of a single input discrete-time LTI system of the form:
with F ∈ R n×n , g ∈ R n when the input function u k is nonnegative for all times k. This situation is frequently encountered, for example, in medical, ecological, chemical and economical applications where the controls have a unidirectional influence [2] . Moreover, this may also occur in electro-mechanical applications (see the examples discussed in [15] ).
It is worth noting that nonnegativity of the input implies that the reachable set is a convex cone. In fact, the set of states reachable in k steps can be written as
In what follows, we will consider the geometrical properties of the reachable set R (F, g) of a reachable pair (F, g) defined as
R k (F, g) = cl cone g, F g, F 2 g . . . , (1.2) where the sum of two cones, as proved in [12, Theorem 3.8] , coincides with the set of all finite nonnegative combinations of vectors belonging to the two cones.
The reachability set R (F, g) ⊆ R
n is a convex cone contained in the subspace spanned by the vectors g, F g, . . . , F n−1 g. Without loss of generality, we will assume in the sequel only reachable pairs (F, g) , that is, R n is the smallest subspace containing R (F, g). Therefore, since the reachability set R (F, g) is a convex cone, it can be written as
where S (F, g) is the lineality subspace of R (F, g) (the largest subspace contained in R (F, g)) and
is a proper cone contained in the subspace S (F, g) ⊥ complementary to S (F, g) in R n (see [12, p. 65] ). The problem of characterizing the geometrical properties of the reachable set R (F, g) of linear system has been studied by Evans and Murthy, and Son in [9, 16] for discrete-time systems and by Brammer, Saperstone and Yorke, and Ohta et al. in [6, 15, 11] for continuous-time systems. Evans and Murthy, and Brammer derived conditions for complete controllability, i.e., R (F, g) = S (F, g) = R n for discrete and continuous-time, respectively. Ohta et al. provided a simple formula to evaluate the dimension of the largest reachable subspace, i.e., the dimension of S (F, g) for singleinput continuous-time systems. Saperstone and Yorke, and Son consider complete controllability in the case of bounded inputs for continuous-and discrete-time systems, respectively. Results in the related area of controllability of positive systems can be found in [17, 7, 14] and in the references cited therein.
In this paper we deal with single-input discrete-time systems and provide a complete geometrical characterization of the reachable set R (F, g), i.e., of both S (F, g) and K (F, g). More precisely, we give the dimension of the largest reachable subspace S (F, g) (analogous to those found by Ohta et al. in [11] for the continuous-time case) and provide necessary and sufficient conditions for polyhedrality of K (F, g) in terms of eigenvalues location. Some preliminary results have appeared in [8] . Polyhedrality of K (F, g) is relevant in the positive realization problem and its applications (optical filters and charge routing networks design, hidden Markov modeling, . . . ) as shown in [4] . Moreover, polyhedrality of K (F, g) is related to reachability with nonnegative inputs of every state from the origin in a finite number of steps, as discussed at the end of this paper.
Definitions. A set K ⊂ R
m is said to be a cone provided that αK ⊆ K for all α ≥ 0. If a cone K ⊆ R m contains an open ball of R m , then it is said to be solid and if K ∩ {−K} = {0}, it is said to be pointed. A cone which is closed, convex, solid and pointed is said to be a proper cone. A cone K is said to be polyhedral if it is expressible as the intersection of a finite family of closed half-spaces. The notation cone(v 1 , . . . , v M ) indicates the convex cone consisting of all nonnegative linear combinations of vectors v 1 , . . . , v M , with M possibly infinite.
Given a square matrix F , p F (λ) is its characteristic polynomial, σ F denotes the set of its eigenvalues and deg λ i , with λ i ∈ σ F , is the size of the largest block containing λ i in the Jordan canonical form of F . If the matrix F has at least one nonnegative real eigenvalue, then ω F equals the maximal nonnegative real eigenvalue of F ; otherwise ω F = 0. Using the above definitions, the set σ F can be partitioned in the following disjoint subsets:
F . Moreover, given a set of eigenvalues σ
If F is nonderogatory, 1 then without loss of generality (w.l.o.g.) we can assume the matrix to be in following pseudo-Jordan form
and J k (λ) is a k × k upper triangular matrix of the form
1 A matrix is nonderogatory if its characteristic polynomial equals its minimal polynomial.
The dimension of the matrix
and that of A is
where summation over the empty set is considered to be zero.
Main results.
As stated in the introduction, we begin this section by presenting a result which provides the dimension of the largest reachable subspace S(F, g) (analogous to those found by Ohta et al. in [11] for the continuous-time case) and how the cone K(F, g) can be generated. 
Moreover,
Proof.
The proof is the discrete-time counterpart of that contained in [11] for continuous-time systems and can be found in [3] .
It is worth stating the following corollaries which directly follow from the above theorem and characterize the two special cases of
Corollary 3.2 (see [9] 
or equivalently if and only if
Secondly, we present hereafter a Lemma which provides conditions for polyhedrality of K (F, g). Define
so that we have
Moreover, by definition,
First note that if K(F, g) = {0} and ω F = 0 then the matrix A is nilpotent and A χ = 0. Hence 
∞ for i = j, and there exists a finite value N such that
for every h = 0, . . . , r − 1.
Proof. (Necessity) From polyhedrality and A-invariance of K(F, g), as proved in [1] , it follows that the dominant eigenvalues of σ A are among the k-roots [18] , it follows that the limits
∞ for i = j, they are nonzero and r is the minimal value for which the dominant eigenvalues with maximal degree are among the rth roots of ω r F . Note that cone Av
Moreover, the vectors v (i)
∞ 's are nonnegatively linearly independent. In fact, otherwise we would have
for, at least, one value of i. Consequently, multiplying both sides by A h with h = 0, . . . , r − 1, we would obtain
From the above equations, it directly follows that 
where v j,i are the extremal vectors of K(A, b) which are also extremal vectors of
. By applying A rk / A r(k+im)+h with k → ∞ to both sides of the above equation, one would obtain Since K(F, g) is a polyhedral cone by hypothesis, then it has a finite number of extremal vectors. Since each extremal vector
∞ ) is also finite. Consequently, there exists a finite value N h for which 
∞ for i = j, and there exists a value N such that (3.2) holds for every h = 0, . . . , r − 1, then from the definition of K(F, g) it follows that
Moreover, from (3.2) it is immediate to check that
Hence, the cone K(F, g) has a finite number of extremal vectors, so that it is polyhedral. Example 1. In order to illustrate the previous theorem, consider the matrices
In this case we have
and, for r = 2 the following limits exist 
∞ is also an extremal vector of K (A, b) . Remark 1. The conditions of the previous Lemma may not hold if either the limits v (h) ∞ do not exist or condition (3.2) doesn't hold. As an example of the first possibility, consider a pair (F, g) such that
∞ (left) and the cone K(A, b) (right).
If ϕ/π is an irrational number, then the cone K(F, g) is not polyhedral and the v
To show this, suppose there exists an invariant polyhedral proper cone and consider any of its extremal vectors v. Since the third component of v remains unchanged under A and the first two components are rotated by an angle ϕ in the (x 1 , x 2 ) plane, then it is easily seen that, as k goes to infinity, the cone
is an ice cream cone, thus contradicting the polyhedrality hypothesis. Analogously, by taking v = b, we see that the limits v (h) ∞ do not exist. As an example of the second possibility, consider a pair (F, g) such that
In this case r = 1 and
If there exists a finite value N such that (3. 
holds for i = 1, 2. This is a contradiction since the above polynomial has only one positive real root from the Descartes rule of signs.
Remark 2. The sum of two cones, as defined in the introduction, coincides with the set of all finite nonnegative combinations of vectors belonging to the two cones. Consequently, in condition (3.2), it makes no sense to "subtract" the term cone(v 
does not. To see this it suffices to consider a pair (F, g) such that
Consequently, straightforward calculations show that
that is, (3.2) holds with N = 2, while A 2 b cannot be written as a nonnegative linear combination of b and Ab, i.e.,
In what follows we provide the main result of the paper, that is, a spectral characterization of polyhedrality of the cone K (F, g) (F, g ), we will show that for each of the three cases considered, conditions of Lemma 3.4 hold. In particular, note that from a2 or b3 and from Lemma 4 in [18] , it follows that the limits in Lemma 3.4 exist with v
∞ for i = j and they are nonzero. Hence, this remains true for all the three cases above considered. As a consequence, we will show that condition (3.2) holds for the three cases (see (3.7), (3.10) and (3.13)). 
of appropriate dimension and
and, from condition a3, A 22 has no real positive eigenvalues. Hence, by Lemma 3.11, there exists a monic polynomial q(λ) such that
with m finite and α k ≥ 0 for k = 0, 1, . . . , m − 1 and α k > 0 for some k.
From (3.5) and (3.6) it follows that
(Case 2) From condition a2 and a3 and in view of the definition of r, the matrix A r can be written, without loss of generality up to a similarity transformation, as
. . . + . . .
Moreover, note that
Hence, the following holds
for any h = 0, . . . , r − 1 with
as one can easily check by substitution. Since 
F ) r = 1. Hence, without loss of generality, we can write
F ) r · I of appropriate dimensions and
F ) r and, from condition b3, A 33 has no real positive eigenvalues. Hence, by Lemma 3.11, there exists a monic polynomial q(λ) such that 
with h = 0, . . . , r − 1. Hence, the following holds
for any h = 0, . . . , r − 1 and with
Since the polynomial g(λ) has only one real root in ρ(σ (4) A ) r and lim λ→∞ g(λ) = +∞, 
and σ A33 contains the remaining eigenvalues of A. From Lemma 3.4 it follows that there exists a value N such that (3.2) holds for any h = 0, 1, . . . , r − 1. Since the vector v
i.e., it has the entries corresponding to A 22 equal to zero, then there exist nonnegative numbers α 0 , . . . , α N −1 such that the following holds:
then the matrix A + solution of the equation A 22 P = P A + has a characteristic polynomial equal to
Consequently, from the Descartes rule of signs, the polynomial p A+ (λ) has only one positive real root. Since P is full row-rank, 2 then from Lemma 3.10, p A22 (λ) divides p A+ (λ), so that also p A22 (λ) has only one positive real root, that is, ω F , and consequently deg ω F = 2.
We are now able to split the proof into two parts: deg ω F = 1 or deg ω F = 2. We begin with deg ω F = 2, i.e., with the necessity of Case 2. From polyhedrality and A-invariance of K(F, g), as proved in [1] , it follows that condition a2 holds. We will prove necessity of condition a3 by contradiction. Assume then that there exists an eigenvalueλ ∈ σ (4) F such thatλ = 0 and having an argument ϕ = 2πm/r for some positive integer m.
Without loss of generality up to a similarity transformation, we can write
and σ A44 containing all the zero eigenvalues, if any. From Lemma 3.4 it follows that there exists a finite value N such that (3.2) holds for every h = 0, . . . , r − 1. Since the vector v 
then the matrix A + solution of the equationÂP = P A + has a characteristic polynomial equal to
Consequently, from the Descartes rule of signs, the polynomial p A+ (λ) has only one positive real root. Since P is full row-rank (see footnote 2), then from Lemma 3.10, pÂ(λ) divides p A+ (λ) so that, from the Frobenius theorem (see [5, Theorem 2.20 3 ]), the whole spectrum of A + goes into itself under any rotation of the complex plane by 2πm/r + , with r + multiple of r. Since there is a λ with an argument ϕ = 2πm/r for some positive integer m, then the polynomial p A+ (λ) necessarily has a real positive root | λ| other than ω F , which is a contradiction since p A+ (λ) has only one positive real root.
This concludes the proof of necessity of case 2. We continue assuming deg ω F = 1. In view of Lemma 3.4, we consider two possibilities:
(a) v
In what follows we will prove that in possibility (a) necessity of case 1 holds while, necessity of case 3 does in possibility (b). We begin with possibility (a). From polyhedrality and A-invariance of K(F, g), as proved in [1] , it follows that condition a2 holds. We will prove necessity of condition a3 by contradiction. Assume then that there exists an eigenvalueλ ∈ σ (4) F such that λ = 0 and having an argument ϕ = 2πm/r for some positive integer m.
and σ A33 containing all the zero eigenvalues, if any. From the assumption considered in possibility (a), there exist nonnegative numbers α 0 , . . . , α N −1 such that the following holds:
Consequently, from the Descartes rule of signs, the polynomial p A+ (λ) has only one positive real root. Since P is full row-rank (see footnote 2), then from Lemma 3.10, pÂ(λ) divides p A+ (λ) so that, from the Frobenius theorem (see [5, Theorem 2.20] and footnote 3), the whole spectrum of A + goes into itself under any rotation of the complex plane by 2πm/r + , with r + multiple of r. Since there is a λ with an argument ϕ = 2πm/r for some positive integer m, then the polynomial p A+ (λ) necessarily has a real positive root | λ| other than ω F , which is a contradiction since p A+ (λ) has only one positive real root. This concludes the proof of necessity of case 1.
Let's tackle now possibility (b). From polyhedrality and A-invariance of K(F, g), as proved in [1] , it follows that the first statement in condition b3 holds. We will prove necessity of the remaining conditions (namely, b2, the second statement in b3, and b4 ) under the assumption that condition a3 does not hold. In fact, since in this subcase we have deg ω F = 1 and the first statement in condition b3 (which is the same as condition a2 ) holds, then if condition a3 would hold, then also case 1 would. Hence-as proved in the sufficiency part of case 1-we would have
We assume then that there exists an eigenvalueλ ∈ σ (4) F such thatλ = 0 and having an argument ϕ = 2πm/r for some positive integer m.
Without loss of generality up to a similarity transformation, we can write the matrices A and b as in (3.14) .
In this case, there exists a finite value N such that (3.2) holds for every h = 0, . . . , r − 1. Since the vector v 
Consequently, from the Descartes rule of signs, the polynomial p A+ (λ) has only one positive real root, that is, ρ σ A+ . Moreover, the polynomial
has only one positive real root in ρ(σ A+ ) r . Since P is full row-rank (see footnote 2), then from Lemma 3.10, p A22 (λ) divides p A+ (λ). Since by assumption p A22 (λ) = 0, thenp A+ (λ r ) = 0 whereλ r is positive real, so that ρ(σ A+ ) = |λ|. Finally, since
F ). Hence, from the Frobenius theorem (see [5, Theorem 2 .20] and footnote 3), condition b2 and the second statement of condition b3 hold. Necessity of condition b4 will be proved by contradiction. Assume then that there exists an eigenvalueλ ∈ σ A22 ⊆ σ A+ such thatλ = 0, |λ| < ρ(σ 
F ) which is a contradiction since from the Descartes rule of signs, the polynomial p A+ (λ) has only one positive real root.
This concludes the proof of necessity of case 3. Example 2. In order to illustrate the above theorem, consider the following pair
with λ 2 , λ 3 real and such that |λ 3 | < |λ 2 | < 1. Hence, A = F , b = g, ω F = 1 and deg ω F = 1. Furthermore, condition a1 holds and condition a2 holds with r = 1. Lastly, conditions b1 and b2 hold and condition b3 holds with r = 1 and s ≤ 2. When λ 2 = −0.9 and λ 3 = −0.6, then also condition a3 holds. Moreover, as expected, condition b4 fails since the dominant eigenvalue of σ (4) F is λ 2 = −0.9 so that s = 2,r = 2 and λ 3 = −0.6 has a phase equal to π. Hence, the cone K(A, b) is polyhedral as shown on the left-hand side of Figure 3 .2.
When λ 2 = 0.9 and λ 3 = −0.8, then condition a3 fails since the eigenvalue λ 2 = 0.9 has a phase equal to 2π. By contrast, condition b3 holds with s = 1 so thatr = 1 and consequently condition b4 holds since λ 3 = −0.8 has a phase which is not an integer multiple of 2π. Hence, the cone K(A, b) is polyhedral as shown in the middle picture of Figure 3 .2.
Finally, when λ 2 = −0.9 and λ 3 = 0.8, then condition a3 fails since the eigenvalue λ 3 = 0.8 has a phase equal to 2π. Moreover, also condition b4 fails since the dominant eigenvalue of σ (4) F is λ 2 = −0.9 so that s = 2,r = 2 and λ 3 = 0.8 has a phase which is an integer multiple of π. Hence, the cone K (A, b) is not polyhedral as shown in the right-hand side of Figure 3 .2.
Note that, when χ = 2 the cone K (F, g) is always polyhedral since obviously any cone in R 2 is polyhedral. In fact, in this case, the conditions of the theorem are always met as one can easily check. Moreover, from the proof of the previous theorem, immediately follows the next corollaries which provide a geometrical and the corresponding spectral characterizations of systems for which the cone K (F, g) is reachable in a finite number of steps. This property is clearly equivalent to requiring polyhedrality ofK (A, b), or that the condition K (F, g) =K (A, b) holds. F has an argument which is an integer multiple of 2π/r. Moreover, the following theorem characterizes the case in which cone K (F, g) is reachable in at most n steps, that is, K (F, g) is simplicial. has all nonpositive coefficients. Note that characterizing states reachable in an infinite number of steps is not trivial. In fact, as shown in the middle picture of Figure 3 .2, there may well be states reachable in an infinite number of steps even if K (F, g) is polyhedral. It would be interesting to fully characterize the set of states reachable in an infinite number of steps which is, to the the best of our knowledge, an open question.
Remark 3. As a concluding remark we note that, in the multiple-input case, the situation is far more complicated and polyhedrality of K (F, G), in general, does not depend only on the spectrum of F , as in the single-input case considered in this paper. In fact, in this case, the reachable set R (F, G) is
where m is the number of inputs and g i is the ith column of G. It is immediate to realize that K (F, G) may be polyhedral even if the cones K (F, g i ) are not such. Proof. First we note that there is no loss of generality in assuming that the columns of P can be freely rearranged. In fact,
Appendix
where C = T BT −1 is similar to B, i.e., p B (λ) = p C (λ) being T a permutation matrix and, as such, invertible. Then
with Q 1 ∈ R n×n full rank (invertible). Moreover, let S be the matrix such that J = S −1 CS is the real Jordan canonical form of C. Then we can write
where, in particular, Q 1 S is full rank (invertible) being such both Q 1 and S. Consequently, we can write
and, in particular,
so that
The theorem is proved by noting that p B (λ) = p C (λ) = p J (λ) = p J1 (λ)p J2 (λ). 
