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The well-known Krasnoselskii twin fixed point theorem is used to investigate the exis-
tence of mild solutions for first- and second-order impulsive semilinear functional and
neutral functional diﬀerential equations in Hilbert spaces.
1. Introduction
This paper is concerned with the existence of mild solutions of some classes of initial
value problem for first- and second-order impulsive semilinear functional and neutral
functional diﬀerential equations. Initially, we will consider initial value problems for first-
order impulsive semilinear functional diﬀerential equations







, k = 1, . . . ,m,
y(t)= φ(t), t ∈ [−r,0],
(1.1)
where f : J ×D → H is a given function, D = {ψ : [−r,0]→ H|ψ is continuous every-
where except for a finite number of points t¯ at which ψ(t¯) and ψ(t¯+) exist and ψ(t¯−) =
ψ(t¯)}, φ ∈ D, 0 < r <∞, A is a densely defined operator generating a semigroup {T(t) :
t ≥ 0} of bounded linear operators from H into H , 0 = t0 < t1 < ··· < tm < tm+1 = b,
Ik ∈ C(H ,H)(k = 1,2, . . . ,m), ∆y|t=tk = y(t+k )− y(t−k ), y(t−k ) and y(t+k ) represent the left
and right limits of y(t) at t = tk, respectively, and H is a real Hilbert space with norm
‖ · ‖ inherited from the scalar product 〈·,·〉. For any continuous function y defined
on [−r,b]−{t1, . . . , tm} and any t ∈ [0,b], we denote by yt the element of D defined by
yt(θ)= y(t+ θ), θ ∈ [−r,0]. Here yt(·) represents the history of the state from time t− r
up to the present time t.
Later, we study the second-order impulsive semilinear functional diﬀerential equations
of the form














, k = 1, . . . ,m,
y(t)= φ(t), t ∈ [−r,0], y′(0)= η,
(1.2)
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where f , Ik, and φ are as in problem (1.1), Ik ∈ C(H ,H), η ∈ H , and A is an operator
generating a family of linear bounded cosine operators C(t), t ≥ 0.
Sections 5 and 6 are devoted to the existence of solutions for initial value problems for
first- and second-order impulsive semilinear neutral functional diﬀerential equations. In












, k = 1, . . . ,m,
y(t)= φ(t), t ∈ [−r,0],
(1.3)



















, k = 1, . . . ,m,
y(t)= φ(t), t ∈ [−r,0], y′(0)= η,
(1.4)
where f , Ik, Ik, A, η, and φ are as in problems (1.1) and (1.2).
Diﬀerential and partial diﬀerential equations with impulses are a basic tool to study
evolution processes that are subjected to abrupt changes in their state. Such equations
arise naturally from a wide variety of applications, such as space-craft control, inspection
processes in operations research, drug administration, and threshold theory in biology.
There has been a significant development in the last few years; see the monographs by
Bainov and Simeonov [2], Lakshmikantham et al. [11], and Samoilenko and Perestyuk
[16], the papers by Ahmed [1], Liu and Zhang [13], Liu [12], Erbe et al. [7] and the
survey paper by Rogovchenko [15]. A natural generalization of impulsive ordinary and
partial diﬀerential equations is impulsive functional diﬀerential and functional partial
diﬀerential equations. In spite of the great possibilities for applications, the theory of
these equations is developing rather slowly due to a series of diﬃculties of technical and
theoretical character.
The impulsive neutral and semilinear neutral diﬀerential equations were studied by
Benchohra et al. in [3, 4, 5, 6]. The goal of this paper is to prove the existence of multiple
solutions for impulsive functional semilinear and neutral semilinear functional diﬀeren-
tial equations. Our approach here is based on the Krasnoselskii twin fixed point theorem
(see [10]).
This paper will be divided into six sections. In Section 2, we will recall briefly some
basic definitions and preliminary facts which will be used throughout the following sec-
tions. In Section 3, we establish an existence theorem for (1.1). In Section 4, we will es-
tablish an existence theorem for (1.2). In Sections 5 and 6, we study the existence of mild
solutions for first and second impulsive semilinear neutral functional diﬀerential equa-
tions, respectively.
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2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used
throughout this paper.
D is the Banach space with the norm
‖φ‖D := sup
{∥∥φ(θ)∥∥ :−r ≤ θ ≤ 0}. (2.1)
B(H) is the Banach space of all linear bounded operators from H into H with norm
‖N‖B(H) := sup
{∥∥N(y)∥∥ : ‖y‖ = 1}. (2.2)
A measurable function y : J → H is Bochner integrable if and only if ‖y‖ is Lebesgue
integrable. (For properties of the Bochner integral, see, e.g., Yosida [19].)






We say that a family {C(t) : t ∈R} of operators in B(H) is a strongly continuous cosine
family if:
(1) C(0)= I (I is the identity operator in H),
(2) C(t+ s) +C(t− s)= 2C(t)C(s) for all s, t ∈R,
(3) the map t → C(t)y is strongly continuous for each y ∈H .
The strongly continuous sine family {S(t) : t ∈ R}, associated with the given strongly




C(s)yds, y ∈H , t ∈R. (2.4)





For more details on strongly continuous cosine and sine families, we refer the reader to
the books of Goldstein [9], Fattorini [8], and to the papers of Travis and Webb [17, 18].
For properties of semigroup theory, we refer the interested reader to the book of Pazy
[14].
Definition 2.1. A map f : J ×D→H is said to be L1-Carathe´odory if
(i) t → f (t,u) is measurable for each u∈D;
(ii) u → f (t,u) is continuous for almost all t ∈ J ;
(iii) for each q > 0, there exists hq ∈ L1(J ,R+) such that∥∥ f (t,u)∥∥≤ hq(t) ∀‖u‖ ≤ q and for almost all t ∈ J. (2.6)
Our consideration is based on the following twin fixed point theorem given by Kras-
noselskii (see Guo and Lakshmikantham [10]).
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Theorem 2.2. Let E be a Banach space, C ⊂ E a cone of E, and R > 0 a constant. Let CR =
{y ∈ C : ‖y‖ < R} and let N : CR→ C be a completely continuous operator where 0 < r < R.
If
(A1) ‖N(y)‖ < ‖y‖ for all y ∈ ∂Cr ,
(A2) ‖N(y)‖ > ‖y‖ for all y ∈ ∂CR,
then N has at least two fixed points y1, y2 in CR. Furthermore,∥∥y1∥∥ < r, r < ∥∥y2∥∥≤ R. (2.7)
In what follows we will assume that f is an L1-Carathe´odory function. In order to
define its mild solution we will consider the space
PC = {y : [0,b]−→H : yk ∈ C(Jk,H), k = 0, . . . ,m
and ∃y(t−k ), y(t+k ), k = 1, . . . ,m with y(t−k )= y(tk)}, (2.8)
which is a Banach space with the norm
‖y‖PC =max
{∥∥yk∥∥Jk , k = 0, . . . ,m}, (2.9)
where yk is the restriction of y to Jk = (tk, tk+1], k = 0, . . . ,m. Set Ω :=D∪PC. Then Ω is
a Banach space with norm
‖y‖Ω = sup
{∥∥y(t)∥∥ : t ∈ [−r,b]}. (2.10)
3. First-order impulsive functional diﬀerential inclusions
The main result of this section is devoted to the IVP (1.1). Before stating and proving the
main result, we give the definition of a mild solution of the IVP (1.1).
Definition 3.1. A function y ∈ Ω is said to be a mild solution of (1.1) if y(t) = φ(t),

















The following hypotheses are assumed hereafter.
(H1) A : D(A) ⊂H →H is the infinitesimal generator of a strongly continuous semi-
group {T(t)}, t ≥ 0, which is compact for t > 0 and there is a constantM ≥ 1 such
that
∥∥T(t)∥∥B(H) ≤M for each t ≥ 0. (3.2)
(H2) There exist constants ck such that∥∥Ik(y)∥∥≤ ck, k = 1, . . . ,m for each y ∈H. (3.3)
(H3) There exist a continuous nondecreasing function
ψ : [0,∞)−→ (0,∞), p ∈ L1([0,b],R+), (3.4)
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ck +Mψ(r)‖p‖L1 < r. (3.5)
(H4) There exists R > r, such that for any z ∈Ω with ‖z‖Ω ≤ R and t ∈ [0,b] and for

































Theorem 3.2. Suppose that hypotheses (H1)–(H4) are satisfied. Then the impulsive initial
value problem (1.1) has at least two solutions.
Proof. Transform the problem (1.1) into a fixed point problem. Consider the operator






















, if t ∈ [0,b].
(3.8)
We will show that N is completely continuous. The proof will be given in several steps.
Step 1. N sends bounded sets into bounded sets in Ω.
Indeed, it is enough to show that for any q > 0 there exists a positive constant l such
that for each y ∈ Bq := {y ∈ Ω : ‖y‖Ω ≤ q} one has ‖N(y)‖Ω ≤ l. So choose y ∈ Bq.
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Step 2. N sends bounded sets in Ω into equicontinuous sets.
Let u1,u2 ∈ J and  > 0 with 0 <  < u1 < u2, let Bq := {y ∈Ω : ‖y‖Ω ≤ q} be a bounded























As u2 → u1, the right-hand side of the above inequality tends to zero, since T(t) is a
strongly continuous operator, and the compactness of T(t) for t > 0 implies the conti-
nuity in the uniform operator topology. As a consequence of the Arzela´-Ascoli theorem,
it suﬃces to show that N maps Bq into a precompact set in H . Let 0 < t ≤ b be fixed and




















Since T(t) is a compact operator, the set {N(y)(t); y ∈ Bq} is precompact in H for every








Therefore there are precompact sets arbitrarily close to the set {N(y)(t) : y ∈ Bq}. Hence
the set {N(y)(t) : y ∈ Bq} is precompact inH . The equicontinuity for the cases u1 < u2 ≤
0 and u1 ≤ 0≤ u2 is obvious.
Step 3. N is continuous.
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Since the functions Ik, k = 1, . . . ,m, are continuous and f is L1-Carathe´odory, then




∥∥Ik(yn(t−k ))− Ik(y(t−k ))∥∥−→ 0 (3.15)
as n→∞. As a consequence of steps 1 to 3 together with the Arzela´-Ascoli theorem, we
can conclude that N :Ω→Ω is completely continuous.
Let
C = {y ∈Ω : 〈y(t),z(t)〉≥ 0 for t ∈ [0,b], ∀z ∈Ω with ‖z‖Ω ≤ R}. (3.16)

















Thus N maps CR into C and it is a completely continuous map. Now it remains to
show that the hypotheses of Theorem 2.2 are satisfied. First notice that condition (A1)











ck +Mψ(r)‖p‖L1 < r.
(3.18)











































∥∥N(y)∥∥Ω ≥ R := ‖y‖Ω. (3.21)
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Thus condition (A2) of Theorem 2.2 holds. The Krasnoselskii twin fixed point theorem
implies that N has at least two fixed points y1, y2 which are mild solutions to problem
(1.1). Furthermore, we have
y1 ∈ Cr , y2 ∈ CR−Cr. (3.22)

4. Second-order impulsive functional diﬀerential inclusions
In this section, we give an existence result for the IVP (1.2).
Definition 4.1. A function y ∈ Ω is said to be a mild solution of (1.2) if y(t) = φ(t),





























Theorem 4.2. Assume that (H2) and the following conditions are satisfied.
(H5) There exists nonnegative constants dk such that∥∥Ik(y)∥∥≤ dk for each y ∈H , k = 1, . . . ,m. (4.2)
(H6) A :D(A)⊂H →H is the infinitesimal generator of a strongly continuous cosine fam-
ily {C(t) : t ∈ J} which is compact for t > 0, and there exists a constant M1 > 0 such
that ‖C(t)‖B(H) <M1 for all t ∈R.
(H7) There exist a continuous nondecreasing function ψ : [0,∞)→ (0,∞), p ∈ L1([0,b],
































































Then the IVP (1.2) has at least two mild solutions.
M. Benchohra et al. 197
Proof. Transform the problem (1.2) into a fixed point problem. Consider the operator



































, if t ∈ [0,b].
(4.6)
As in Theorem 3.2 we can show that N1 is completely continuous.
Let
C = {y ∈Ω : 〈y(t),z(t)〉≥ 0 for t ∈ [0,b], ∀z ∈Ω with ‖z‖Ω ≤ R∗} (4.7)






























Thus N(CR∗) ⊂ C and N : CR∗ → C is a completely continuous map. Now it remains to
show that the hypotheses of Theorem 2.2 are satisfied. First notice that condition (A1) of
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Thus
∥∥N1(y)∥∥Ω ≥ R∗. (4.12)
Hence condition (A2) of Theorem 2.2 holds. Then Krasnoselskii’s twin fixed point theo-
rem implies thatN has at least two fixed points y1, y2 which aremild solutions to problem
(1.2). Furthermore, we have
y1 ∈ Cr∗ , y2 ∈ CR∗ −Cr∗ . (4.13)

5. First-order impulsive neutral functional diﬀerential inclusions
We start by defining what we mean by a solution of IVP (1.3).
Definition 5.1. A function y ∈Ω is said to be a mild solution of (1.3) if y(t)= φ(t), t ∈
[−r,0], the restriction of y(·) to the interval [0,b) is continuous, and for each 0 ≤ t < b,
the functionAT(t− s)g(s, ys), s∈ [0, t), is integrable and y is the solution of the impulsive
integral equation





















The following hypotheses are assumed hereafter.
(B1) (i) There exist constants c1,c2 > 0 such that
∥∥g(t,u)∥∥≤ c1‖u‖+ c2, (t,u)∈ [0,b]×D. (5.2)




defined by (Gy)(t)= g(t, yt) is compact.
(B2) A :D(A)⊂H →H is the infinititesimal generator of a compact semigroup {T(t)},
t > 0, such that
∥∥AT(t)∥∥B(H) ≤M2, for someM2 > 0. (5.4)
(B3) There exist a continuous nondecreasing function ψ : [0,∞)→(0,∞), p∈L1([0,b],
R+), and nonnegative numbers r1 > 0 such that
M‖φ‖+ (M +1+ bM2)(c1r1 + c2)+Mψ(r1)‖p‖L1 +M
m∑
k=1
ck < r1. (5.5)
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(B4) There exists R1 > r1, such that for each z ∈ Ω with ‖z‖Ω ≤ R1, t ∈ [0,b], and



















































Theorem 5.2. Assume that hypotheses (H1), (H2), and (B1)–(B4) hold. Then the problem
(1.3) has least two mild solutions.




φ(t), if t ∈ [−r,0],
T(t)
[



















, if t ∈ [0,b].
(5.8)
We will show that N2 is completely continuous. The proof will be given in several steps.
Step 1. N2 sends bounded sets into bounded sets in Ω.
Indeed, it is enough to show that for any q > 0 there exists a positive constant l such
that for each y ∈ Bq := {y ∈Ω : ‖y‖Ω ≤ q} one has ‖N2(y)‖Ω ≤ l. Let y ∈ Bq, then
N2(y)(t)= T(t)
[
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∥∥T(t− s)∥∥∥∥ f (s, ys)∥∥ds+ ∑
0<tk<t
∥∥T(t− tk)∥∥∥∥Ik(y(t−k ))∥∥





Step 2. N2 sends bounded sets in Ω into equicontinuous sets.
























, if t ∈ [0,b],
(5.11)
maps bounded sets into equicontinuous sets of Ω. Let u1,u2 ∈ J and  > 0 with 0 <  <









































As u2 → u1 the right-hand side of the above inequality tends to zero, since T(t) is a
strongly continuous operator, and the compactness of T(t) for t > 0 implies the conti-
nuity in the uniform operator topology. As a consequence of the Arzela´-Ascoli theorem,
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it suﬃces to show that N2 multivalued maps Bq into a precompact set in H . Let 0 < t ≤ b
























Since T(t) is a compact operator, the set {N2(y)(t) : y ∈ Bq} is precompact inH for every














Therefore there are precompact sets arbitrarily close to the set {N2(y)(t) : y ∈ Bq}. Hence
the set {N2(y)(t) : y ∈ Bq} is precompact in E. The equicontinuity for the cases u1 < u2 ≤
0 and u1 ≤ 0≤ u2 is obvious.
Step 3. N2 is continuous.













∥∥Ik(yn(t−k ))− Ik(y(t−k ))∥∥.
(5.15)






∣∣g(s, yns)− g(s, ys)∣∣ds
+M
∥∥ f (·, yn)− f (·, y)∥∥L1 +M
m∑
k=1
∥∥Ik(yn(t−k ))− Ik(y(t−k ))∥∥−→ 0.
(5.16)
As a consequence of steps 1 to 3 together with the Arzela´-Ascoli theorem, we can conclude
that N2 :Ω→Ω is completely continuous.
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Let C = {y ∈Ω : 〈y(t),z(t)〉 ≥ 0 for t ∈ [0,b], for all z ∈Ω,‖z‖Ω ≤ R1} be a cone in






















Thus N(CR1 ) ⊂ C and N : CR1 → C is a completely continuous map. Now it remains to
show that the hypotheses of Theorem 2.2 are satisfied. First notice that Theorem 2.2(A1)








∥∥T(t− s)∥∥∥∥ f (s, ys)∥∥ds+ ∑
0<tk<t
∥∥T(t− tk)∥∥∥∥Ik(y(t−k ))∥∥






Let y ∈ ∂CR1 , that is, ‖y‖Ω = R1. Then from (B4) and the Schwarz inequality we get as
in the previous Theorems that ‖N2(y)‖Ω ≥ R1 and hence condition (A2) of Theorem 2.2
holds. The Krasnoselskii twin fixed point theorem implies that N2 has at least two fixed
points y1, y2 which are solutions to problem (1.3). Furthermore, we have
y1 ∈ Cr1 , y2 ∈ CR1 −Cr1 . (5.19)

6. Second-order impulsive neutral functional diﬀerential inclusions
In this section, we study the initial value problem (1.4). We give first the definition of a
mild solution of the IVP (1.4).
Definition 6.1. A function y ∈ Ω is said to be a mild solution of (1.4) if y(t) = φ(t),
t ∈ [−r,0], y′(0)= η, and y is the solution of impulsive integral equation
































M. Benchohra et al. 203
Theorem 6.2. Assume that hypotheses (H2), (H5), (H6), (B1), and the following hypotheses
are satisfied.
(B5) There exist a continuous nondecreasing function ψ : [0,∞)→ (0,∞), p ∈ L1([0,b],













































































Then the IVP (1.4) has two mild solutions.
Proof. Transform the problem (1.4) into a fixed point problem. Consider the operator



































, if t ∈ [0,b].
(6.5)
As in Theorem 5.2 we can show that N3 is completely continuous.
Let C = {y ∈Ω : 〈y(t),z(t)〉 ≥ 0 for t ∈ [0,b], for all z ∈Ω,‖z‖Ω ≤ R2} be a cone in
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Thus N(CR2 ) ⊂ C and N : CR2 → C is a completely continuous map. Now it remains to
show that the hypotheses of Theorem 2.2 are satisfied. First notice that condition (A1) of
Theorem 2.2 holds since for y ∈ ∂Cr2 , we have from (H2), (H5), and (B5)











































Similarly to the previous argument, we can show that condition (A2) of Theorem 2.2
holds.
The Krasnoselskii twin fixed point theorem implies thatN has at least two fixed points
y1, y2 which are solutions to problem (1.4). Furthermore, we have
y1 ∈ Cr2 , y2 ∈ CR2 −Cr2 . (6.9)

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