The impacts of adopting agricultural innovation and technology are widely examined. This paper synthesises 154 studies, which yielded a total of 600 estimates of the impact of adopting agricultural innovation and technology on production, social and economic outcomes. Using meta-regression analysis, the empirical results show that the reported impact of adopting agricultural innovation and technology rises significantly over time, notwithstanding a significant publication bias. Whether studies find significant impacts of adopting agricultural innovation and technology depends on the use of experimental research designs, parametric method, endogenous switching regression and region. Our results show a large bias in the literature towards agricultural innovations and technologies that focus on high-yielding varieties and thus, neglect other forms of complementary innovations and technologies.
Introduction
Agriculture remains the largest sector of the economy in many developing countries, where poverty and food insecurity persist (FAO, 2015) . Due to the pivotal role of agriculture, the sector is viewed as a principal component of programs that seek to reduce poverty in these regions (Ogundari 2014 ). Efforts to reduce poverty and food insecurity include promoting agricultural innovation and technology in developing countries (Hardaker et al. 1984; Huang et al. 2002; Kebebe 2017) .
Agricultural innovations are often promoted as a 'package' of technologies, which are released to farmers for adoption in order to improve the productivity of their farm enterprises. They are specifically designed to offer benefits to farmers through improvement of their soil fertility, conservation of soil nutrients, water and other natural resources, raising yields, improving pest management, decreases effects of climate change and aiding farm mechanisation.
1 As noted by Asfaw et al. (2010) , the development and dissemination of effective yield-increasing technologies are crucial to growth in agricultural productivity, especially in developing countries. Adoption of agricultural innovations and technologies is essential in ensuring food security and poverty reduction, by potentially increasing the income of farming households as well as reducing the market price of staple foods (de Janvry and Sadoulet 2001) . Since adoption of new agricultural technology is important to the realisation of agriculture's full potential, study of the impact of adopting agricultural innovation and technology has remained central to both the academics and policymakers over the years.
Two prominent research designs used to examine the impact of adopting agricultural innovations and technologies are the experimental research design and the observational approach. The experimental design uses treatment and comparison groups that are assumed to be randomly selected so that adoption is uncorrelated with the outcome variable. An example of this approach is the randomised control trial (RCT). Heinrich and Lopez (2009) argue that when RCT approach is used, the average impact of adopting agricultural technology and innovation can easily be obtained by comparing potential outcomes of interest for adopters and nonadopters. Although the RCT design may give reliable evidence, expense and other barriers often prove to be prohibitive. As a result, most studies are usually observational (or nonexperimental).
Nonrandomness of treatment and comparison groups in nonexperimental studies poses a problem of selection bias, which may affect the reliability of the estimated impact and may greatly affect policy implications (Caliendo 2006) . Imai et al. (2010) argue that, contrary to the experimental approach, the probability of selecting potential participants in a nonexperimental setting into treatment (adopter) and control (nonadopter) groups is no longer equal because of the problem of selection bias. This makes the comparison between these groups very difficult because of the bias arising from the differences in the behaviour of adopters and nonadopters (Abdulai and Huffman 2014) . In this regard, the decision to adopt agricultural innovation and technology may be driven by observable and unobservable characteristics.
Attempt to address the issue of selection bias within the nonexperimental setting involves a number of econometric approaches. These approaches include instrumental variables regression, matching techniques, endogenous switching regression ESR and Heckman models. For example, propensity score matching (PSM) controls for observable characteristics, while the other approaches control for unobservable characteristics. RCTs are recognised in the literature as a method that could control for selection bias associated with observable and unobservable characteristics (Duvendack et al. 2011) . Differences in methodologies arising from differences in the approaches used for examining the impact of adopting agricultural innovation and technology requires a synthesis of existing studies in a way that could provide guidance for future research and better-informed policy decisions.
Meta-analysis allows researchers to synthesise reported estimates of several empirical studies into a unified analysis. This approach helps to examine the effect of study-specific characteristics on the reported effect size and also helps to draw conclusions about whether or not publication bias exists in the reviewed literature (Bijmolt and Pieters 2001; Sterne 2009 ). On this basis, this study employs a meta-analysis approach to address the following research questions:
First, is there a clear empirical evidence to support the impact of adopting agricultural innovations and technologies on the potential outcomes?
Second, is the reported impact of adopting agricultural innovations and technologies rising over time?
Third, to what extent do publication outlet, nature of data, type of agricultural products, research design, methodologies and nature of technology adopted influence the reported impact of adopting agricultural innovation and technology on the potential outcomes identified in the primary studies?
Fourth, do regional differences affect the reported impact of adopting agricultural innovation and technology on the potential outcomes employed in the primary studies?
The potential outcome variables are typically dependent variables in the primary studies. They include crop yield, farm produce, crop income, farm profit level, household poverty and food security indices, and expenditure on food among others. Similar to the study of Barrientos-Fuentes and Berg (2013), we classified the identified potential outcome indicators in the primary studies into three categories that include production, social and economic outcomes.
2,3 Primary-dependent variables such as farm yield, quantity produced and technical efficiency scores were categorised as production outcomes. Farm income, revenue from farm sales or farm profit was classified as economic outcomes. Consumption, poverty, food security, child nutrition, nutrient intake and dietary diversity were all regarded as social outcomes. Both social and economic measures are also referred to as indirect measure, while production is referred to as direct measure (see: Barrientos-Fuentes and Berg 2013) .
The rest of this paper is structured as follows: The next section provides an overview of meta-analysis and empirical method. Section 3 contains a detailed description of the meta-dataset used in the analysis. Section 4 presents the empirical method used in the study. Section 5 includes the results and discussion while concluding remarks are presented in Section 6.
Meta-analysis and empirical method

An overview
Meta-analysis is the quantitative alternative to qualitative reviews of the empirical literature (Gallet 2010) . It is valuable given the differences that exist in estimates reported in primary studies (Stanley and Doucouliagos 2012) . As noted by Moons and van Bergeijk (2017) , meta-analysis is a statistical approach in which reported results are synthesised using the characteristics of the primary studies as control variables. It is useful in identifying studyspecific characteristics that may influence the reported results. While metaanalysis is widely popular in medical, education, pharmacy and marketing research, it is increasingly popular in economic research.
There are several approaches used to carry out a meta-analysis, which includes the graphical method, vote-counting method and regression approach. Of all these methods, meta-regression analysis (MRA) is the most widely used approach. Consistent with the objective of this study, we define MRA as the process of regressing the effect size of interest on study-specific characteristics.
Effect size: Partial correlation coefficient
The effect size could be based on the magnitude of the coefficient of regression such as the estimated elasticity reported in the primary studies (Gallet 2007 (Gallet , 2010 Ogundari and Abdulai 2013) . For example, the coefficients of estimated double-log regression models directly serve as elasticity that is comparable across primary studies. However, when the reported effect size from the primary studies is not comparable across selected case studies to compute the elasticity of interest, the partial correlation coefficient (PCC) is an oftenproposed measure (Stanley and Doucouliagos 2012) . There are also instances when primary studies use variables with different scale, especially when such variables cannot be transformed to a common scale. Examples include impact assessment studies like this current study where the left-hand side or some of the right-hand side variables used in the primary studies are of different scales, which could be a dichotomous or continuous.
The PCC is a scale-free metric, which has a common and natural interpretation across studies (Stanley and Doucouliagos 2012) . The PCC needs only the t-ratio and the degree of freedom (df) associated with the estimate for evaluation. It can be calculated using the following equation:
The standard error (SE) of PCC is given by:
where t j and df j denote the t-value and the degree of freedom of the j-th estimate, respectively. This study uses PCC to capture the reported impact of adopting agricultural technology and innovation in the primary studies. In the context of this study, the PCC measures the strength of the relationship between agricultural technology adoption and the associated outcomes from the primary studies. Therefore, similar to Cohen (1988) , we used an absolute value of PCC below 0.10, between 0.25 and 0.4, and above 0.4 to stratify estimates obtained from the primary studies into small, medium and large impacts of adopting agricultural innovations and technologies, respectively. Also, following the new guideline proposed by Doucouliagos (2011) , we employed an absolute value of PCC of <0.07, between 0.17 and 0.33, and above 0.33 to represent small, medium and large impacts of adopting agricultural innovation and technologies, respectively, in the selected primary studies.
Bivariate MRA: Publication bias test and genuine empirical effect test
One important use of meta-analysis is to identify the existence of publication bias and also carry out an estimation of genuine empirical effect beyond publication bias in the effect size (Stanley 2005) . Publication bias exists when there is an explicit or implicit preference by authors, reviewers and journal editors for statistically significant results, thus leaving studies that yield relatively small and nonsignificant estimates unpublished (Stanley and Doucouliagos 2012 ). The implication is that publication bias may outweigh the real effect size, thus causing the distribution of the reported effect size to be skewed (Stanley 2005) .
There are two available approaches to test the presence of publication bias in meta-analysis. They include the funnel plots and funnel asymmetry test (FAT)-MRA approach. Funnel plot is a graph that shows the relationship between effect size and a measure of precision such as standard error or inverse of standard error of the effect size. Funnel plots are always vulnerable to subjective interpretations (Stanley 2005) and as result, the use of FAT-MRA is usually carried out alongside funnel plots to validate the existence of publication bias in the sampled studies. Egger et al. (1997) proposed FAT-MRA by regressing a measure of precision on the effect size of interest, which can be specified as:
where PCC and SE_PCC are the i-th estimates of the PCC and its corresponding standard error for the j-th study, respectively; a and b are estimated parameters; and V ij denotes the error term of the regression. Publication bias exists when the correlation between the study effect size (PCC) and its standard error (SE_PCC) gives a statistically significant result. This suggests a large proportion of the primary studies with significant effect size perhaps dominate the literature under review. In the absence of publication bias, the effect sizes from the primary studies are less likely to correlate significantly with the standard error.
As noted by Stanley (2005) , even if there is a publication bias in Equation (3), a genuine empirical effect may exist in the empirical evidence. This test is called the precision effect test (PET) represented by the estimated coefficient of the constant in Equation (3), which provides answer to the first research question of this study. In case the PET rejects the null hypothesis of zero effect in Equation (3), PET corrected for standard errors (PEESE) provides superior and better estimate for further discussion on the 'genuine' empirical effect (Stanley and Doucouliagos 2012) . A typical model for estimating PEESE is a nonlinear specification of Equation (3) defined below:
For the j-th primary study, PCC and SE_PCC are the i-th estimates of the PCC and the corresponding standard error, respectively; i and d are estimated parameters; and g denotes the error term of the regression.
A statistically significant constant term i of Equation (4) suggests the superior and better test for genuine empirical effect beyond publication bias in the effect size.
Multivariate MRA: identify sources of heterogeneity
Another important use of MRA is to identify the sources of heterogeneity in the reported effect size in the primary studies. Multivariate MRA, an extension of Equation (3), can be used to identify the sources of heterogeneity or differences in the population effect size. A typical multivariate MRA can be specified as:
where PCC, SE_PCC are as earlier defined; Z represents vector of identified study attributes; w, / and s are the estimated parameters; ɛ denotes error term of the regression.
Estimation method
Many of the primary studies used to construct the meta-dataset often reported more than one estimate. Multiple estimates from the same study could have influenced on the efficiency of the estimated parameters of the meta-regression. This makes Equations (3)- (5) heteroskedastic because the effect size has widely different standard errors that violate the i.i.d assumption of the error term (Stanley 2008) . Using weighted regression approach to minimise variance of the standard error has long been proposed as one of the approaches to minimise heteroskedasticity problem in meta-regression (Stanley 2008) . In addition, estimation of robust standard errors or cluster adjusted standard errors is an additional step often employed to improve efficiency of the estimated parameters. Thus, similar to Stanley (2008) and Stanley and Doucouliagos (2015) , we employ the Weighted Least Square (WLS) with cluster or robust adjusted standard error in the MRA. Another issue of concern is whether there is a random variation between and within studies beyond idiosyncratic errors in meta-regression (i.e. Eqn 5). This is because effect size estimates from the primary studies are nested within each study where data, model specification and estimation method are significant sources of variation. Hierarchical or mixed level models are an appropriate model to address this concern because of its ability to capture high-level sources of heterogeneity across and within primary studies where individual effect size depends on reported estimates (Ugur et al. 2015) . This makes hierarchical or mixed level models of particular relevance to MRA.
In this study, the parameters of Equations (3)- (5) are estimated using both the hierarchical/mixed level and WLS models.
Meta-data source and the description
This study focuses on literature that empirically examined the impact of adopting agricultural technology and innovation across developing countries. Hence, the selected studies for the meta-analysis, which include journal, working and conference papers, thesis/dissertation were sourced using different methods. These methods include searching through economics databases such as Web of Science, RePEc, SSRN, Google Scholar, AgEcon search and the ASC index, previous bibliographies and other online databases. Relevant keywords used in the search include 'the impact of agricultural adoption', 'impact of agricultural innovation and technology adoption' and 'agricultural innovation adoption'. In addition to this, we also did an exhaustive search in reference lists of the initial primary studies that were obtained in the previous search. The database searches were conducted between February 2015 and December 2016.
The criteria for selecting the primary studies are their focus on the impact of adopting an agricultural innovation and technology. Although, many of the studies obtained from the initial search focus on factors influencing adoption of agricultural innovations. The focus of this study is not based on factors influencing adoption of agricultural innovation but rather on studies that examined the impact of adopting agricultural innovation. Most importantly, we considered studies that either reported the t-value, or standard errors of the impact of adopting agricultural innovation on the outcome variables considered in the primary studies. To this end, a total of 154 studies met the criteria and were compiled for the analysis. About 600 estimated impacts of adopting agricultural innovation and technology were finally obtained from the 154 studies because many of the selected studies reported more than one estimate. Of the 600 estimates, 203, 200 and 197 estimates are based on production, economic and social outcomes, respectively.
The moderator variables from the primary studies were stratified based on the type of data, publication outlet, sampling technique, methodology, method of matching, model consistency, type of agricultural product, nature of innovation and the regions where the primary studies were conducted (see Table 1 ). As for the nature of innovations examined in the primary studies, we grouped the primary studies into five major categories: natural resource management; mechanisation; pest control; integrated-farming; and modern varieties (see Figure 1) . The natural resource management comprise of studies with focus on climate-friendly agricultural practices, conservation agriculture (CA), nutrient, weed and soil management, water conservation, crop rotation, crop residue, row planting, mulching, fallowing, zero tillage, urea deep placement, rice intensification and legume-intercrop. Mechanisation includes studies that focus on irrigation, storage technique and use of the modern tractor. Pest control encompasses studies related to Bt-Crops and integrated pest management (IPM); while integrated-farming comprises of primary studies that focus on aquaculture-crop production. Modern varieties include studies with emphasis on improved animal breeds and yieldincreasing crops (David and Otsuka 2012; Kebebe 2017 ).
4 Table 1 provides an overview of the various characteristics of the primary studies used for the MRA, while summary statistics are presented in Table A1 of the Appendix. The list of the selected studies used for the meta-analysis, which includes the authors' name, publication outlet and year of publication are available as Data S1 from the journal's website. The PCC represents the dependent variable in the MRA. A box plot distribution of PCC across the outcome measures is presented in Figure A1 of the Appendix. The table also includes the standard error of the partial correlation coefficient (SE _ PCC) to account for the existence of publication bias in the primary studies. Inclusion of average years of data (DATAYEAR) used in the primary studies is necessary to account for a possible trend in the reported effect size over the period the primary studies were conducted; the dummy variable JOURNAL captures the effect of publication outlet; while the incorporation of PANEL DATA is important to account for the long-run impacts. Dummy variables PARAMETRIC, EXPERIMENTAL, MATCHING, ESR, DID, INSTRU-MENT-REG, KERNEL and NEAREST-NEIGHBOR are included to track differences in methodology, research design and econometric approaches used in the primary studies. The study also included variables that indicate the nature of innovation and technology considered in the primary studies. This is necessary to provide insights into whether there are variations in the estimated impact that are explained by the nature of innovation and technology adopted in the primary studies. These variables comprise of NATURAL-RESOURCE MGT, MECHANISATION, PEST-CONTROL and INTEGRATED-FARMING while MODERN VARIETY is used as the reference variable. The dummy variable CROP is included to deduce whether impact of agricultural innovation varies across agricultural products. Regional differences are also taken into consideration using dummies to represent EAST & SOUTH-ASIA, LATIN-AMERICA and the MIDDLE-EAST while studies conducted in sub-Saharan Africa (SSA) are used as the reference region. Figure 1 shows that adoption of modern varieties (high-yielding varieties) dominates with 312 estimates. This represents about 52 per cent of the total estimates. Next to modern varieties is the These findings show that efforts by the national and international organisations to improve society welfare in developing economies through adoption of agricultural innovations and technologies over the years seem to focus more on the dissemination of new high-yielding varieties of crops and improved animal breeds. Other production constraints necessary to complement yield-increasing technologies to achieve the goal of poverty reduction and food security have been neglected. For instance, adoption of climatefriendly technologies such as CA technologies which can reduce greenhouse gas emissions, promote water use efficiency and soil conservation should be encouraged. A combination of these practices will ensure minimal disturbance of the environment and increase soil productivity (Chompolola and Kaonga 2016) .
Publication bias and genuine empirical effect
Our initial test for the existence of publication bias is the funnel plots presented in Figures 2a-c . It is evident that when the measure of PCC's precision is plotted against the PCC, the distribution of the PCC estimates is expected to be symmetric around the true/population effect size represented by the vertical line in Figures 2a-c , thus forming an inverted funnel as an indication of lack of publication bias in the sampled primary studies. However, the plot does not provide any evidence of symmetry around the true effect size. This shows there is publication bias in the selected primary studies.
Since visual inspection of funnel plots can be subjective, we also estimated the FAT-PET MRA as an empirical test to further ascertain the existence of publication bias. The results are presented in Tables 2 and 3 . Both tables show that the coefficient of SE across the potential outcomes is positive and significantly different from zero. This confirms the results of the funnel plots and thus, indicates that publication bias does exist. In addition, a positive coefficient of SE is an indication that estimated PCC is positively skewed, which could imply that negative estimates of the impact of adopting agricultural technologies and innovations appear to be under-reported in the sampled primary studies.
The existence of genuine empirical effect after correcting for publication bias is provided by the constant term of the FAT-PET regression model reported in Tables 2 and 3 . Nevertheless, the results of the estimated PEESE presented in Tables 4 and 5 of agricultural innovations and technologies have a significant impact on the potential outcomes. Given the definition of PCC, the constant term reflects the strength of relationship between adoption of agricultural technologies and innovations and the potential outcomes considered in the primary studies. In recognition of the guidelines provided by Cohen (1988) and Doucouliagos (2011) for the interpretation of PCC, results in Tables 4 and 5 suggest that the impact of Note: Standard errors are clustered by study ID; *, **, ***implies significance at 10%, 5%, 1%, respectively; Results are weighted by the inverses variance of SE_PCC. Note: Weight equals inverse variance of the standard error. Standard errors (clustered by study) are in parenthesis; *, **, *** implies that estimates are significance at 10%, 5%, 1%, respectively. Note: Standard errors are clustered by study ID. *, **, ***implies significance at 10%, 5%, 1%, respectively; Results are weighted by the inverses variance of SE_PCC. Note: Weight equals inverse variance of the standard error. Standard errors (clustered by study) are in parenthesis; *, **, ***implies that estimates are significance at 10%, 5%, 1%, respectively.
adopting agricultural innovations and technologies across the potential outcomes appears to have a medium effect.
Impact of adopting agricultural innovations: Effect of study attributes
Three potential outcome measures of the estimated impact of adopting agricultural innovation and technology were identified from the selected studies. Thus, our discussions on the effect of study attribute on the PCC answers the second, third and fourth research questions raised in the introductory part of this paper. The results are presented in Tables 6 and 7 . The coefficient of standard error (SE) in both tables is positive and significantly different from zero across the three outcome measures. This shows a clear evidence of publication bias even in the presence of study attributes. Similarly, the coefficient of DATAYEAR, which addresses the second research question of the study, is positive and significantly different from zero across the three measures. This shows that the impact of adopting agricultural innovations and technologies increases significantly over the years across the selected primary studies. According to Table 6 , the coefficient of JOURNAL shows that studies published in journals have a lower (higher) impact when the potential outcomes are economic (social) measures. However, none of the coefficients of JOURNAL were significant in Table 7 . Relative to nonexperimental design, the results in Tables 6 and 7 show that studies that employ EXPERIMENTAL design report higher impact across potential outcomes. However, as presented in both tables, results show that studies that employ PARAMETRIC methods report lower impact of adoption relative to nonparametric studies. In Tables 6 and 7, studies that use endogenous switching regression ESR tend to report a higher impact of adoption relative to those that employ OLS regression except for the column of economic measure in Table 7 where the estimate is nonsignificant. Also, as evident in Table 6 , studies that use difference-in-difference (DID) approach reports higher impact for economic measure but shows no significant effect when production and social measures are considered. Note: Results are weighted by the inverses variance of the standard error. Standard errors are clustered by study; *, **, *** implies that estimates are significance at 10%, 5%, 1%, respectively.
As indicated in Table 6 , the significance of the technologies employed in the primary studies gave mixed results. Primary studies with focus on NATURAL-RESOURCE MGT appear to report significant impact when potential outcomes are production and social measures but has no significant effect on economic outcomes. Other results suggest that studies with emphasis on PEST-CONTROL report a higher impact only for production and economic measures. Studies on INTEGRATED-FARMING report lower impact only for economic and social measures. Studies that focus on MECHANISATION record higher impact for economic measures and are nonsignificant for production and social measures. As for Table 7 , studies with a focus on NATURAL-RESOURCE MGT only have a lower impact on the production measure. However, studies with emphasis on INTE-GRATED-FARMING only record a lower impact on economic and social measures.
In Tables 6 and 7 , across the three outcome measures considered in this study, results show that studies conducted in EAST/SOUTH-ASIA tend to have lower impact relative to those conducted in SSA. Also in both tables, studies carried out in the MIDDLE-EAST appear to report a significantly lower (higher) impact for production (economic and social) measures. With the exception of social measures as reported in Table 6 , studies conducted in LATIN-AMERICA have no significant effect on the impact of adopting agricultural innovations and technologies on production and economic measures. This is an indication that the impact of adopting agricultural innovation and technology differs across the regions where the primary studies were conducted, which answers to the fourth research question of the study.
Moreover, we found that studies using PANELDATA, MATCHING, KERNEL and NEAREST-NEIGHBOR have no significant effect on PCC in this study.
Concluding remarks
The study uses meta-analysis to explain variations in the estimates of the impact of adopting agricultural innovations and technologies across developing countries. Given the nature of the study, we tested for the presence of publication in the selected literature. In addition, we examined whether there is a clear empirical evidence that the nature of agricultural innovations and technologies, choice of research design, type of data, publication outlet, methodology, econometric methods, nature of technology adopted and regional differences have a significant effect on the identified outcomes. Another question answered in this study relates to the impact of agricultural innovation and technology adoption on production, social and economic measures over time. A total of 154 primary studies, which yielded 600 estimated impacts, were employed in our final analysis in this study.
Summary statistics show a large bias towards agricultural innovations and technologies that focus on high-yielding varieties and thus, neglect other forms of agricultural technologies that could complement high-yield innovations and technologies. The results of the MRA and funnel plots provide some evidence of publication bias in the selected literature. The results of the MRA also show that the impact of adopting agricultural innovations on the production, social and economic measures has a medium effect in the primary studies. Other results point to evidence that the impact of adopting agricultural innovations and technologies is increasing over time across the selected studies. We also found that the use of experimental research design, endogenous switching regression and parametric approach is consistent determinants of reporting a significant impact of adoption across the three outcome measures considered in the study.
Across the three potential outcomes identified in the primary studies, we noticed that there are significant variations in terms of reported impact of adoption conditional on the type of research design, methodology, choice of econometric methods and the nature of agricultural innovations and technologies adopted in the primary studies. Other results show that the impact reported in the primary studies differs across regions of the developing countries.
Hence, the results highlight the critical role of study attributes such as research design, econometric and methodological approaches, nature of technology and innovation, and regional differences in explaining variations in the reported impact of agricultural technologies and innovations adopted on production, social and economic measures across developing economies.
On this basis, we believe the results of our analysis could be very useful to researchers in identifying study-specific attributes essential for modelling the impact of agricultural technology adoption. It could also serve as a guide to evaluate the sensitivity of their results in terms of the choice of model specification and methods. In addition, we believe these findings have advanced our understanding of agricultural innovation and technology adoption which improves the probability of robust policy analysis. 
