Primes associated to multigraded modules  by West, Eric
Journal of Algebra 271 (2004) 427–453
www.elsevier.com/locate/jalgebra
Primes associated to multigraded modules
Eric West
Department of Mathematics and Computer Science, Benedictine College, Atchison, KS 66002, USA
Received 8 January 2001
Communicated by Paul Roberts
Abstract
Let R = ⊕n∈Nt Rn be a Noetherian multigraded ring, and let M be a finitely generated
multigradedR-module. We investigate the asymptotic behavior of AssR0(Mn). In caseR is generated
in total degree one, we show that the expected stability occurs. We also consider several non-standard
cases. For general N-graded R, we show that {AssR0(Mn)} is eventually periodic, but need not be
stable. For rings graded by Nt , with t  2, we show that in some cases a form of periodicity holds,
while in others there is a “cone” of stability.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let A be a Noetherian commutative ring, I an ideal of A, and M a finitely generated
A-module. In [1], Brodmann showed that the set of prime divisors AssA(M/InM) is
independent of n for all large n. Shortly thereafter, McAdam and Eakin in [7] proved
that if R is a graded Noetherian ring generated in degree one, and M a finitely generated
graded R-module, then the set AssR0 Mn is also independent of n for large n.1 They then
showed that Brodmann’s result followed as an almost immediate corollary. Thus a close
connection was established between the study of the asymptotic prime divisors of a given
ideal and the study of primes associated to graded modules.
The study of asymptotic prime divisors flourished during the following years. Many
results of that work are nicely presented in the two surveys [5,6] by McAdam. One of
the questions that was considered was whether Brodmann’s result could be generalized to
E-mail address: ewest@benedictine.edu.
1 Actually, McAdam and Eakin only treated the caseM = R, but their proof is easily modified to give the
result as stated here. For a different proof and a more general version, see [8,10].0021-8693/$ – see front matter  2004 Elsevier Inc. All rights reserved.
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n2
2 · · · Intt M)
independent of (n1, . . . , nt ) for large (n1, . . . , nt )? In [3], Katz, McAdam, and Ratliff
showed that this is indeed the case provided that M =A,2 and each ideal Ij is regular, i.e.,
contains a non-zero-divisor. Their proof relies primarily on the nice properties of regular
ideals (as Brodmann’s original proof did). More recently, Kingsbury and Sharp proved
in [4] that if N ⊆M are finitely generated A-modules, then AssA(M/In11 In22 · · · Intt N) is
independent of (n1, . . . , nt ) for large (n1, . . . , nt ), giving a complete answer to (a more
general version of) the question. Again, the method of proof was to first prove the result
for M-regular ideals I1, . . . , It , then show that the general case could be reduced to the
M-regular case. So, good results were obtained, but it seemed that any connection to primes
associated to (multi-)graded modules à la McAdam–Eakin was lost.
In this paper, we examine the asymptotic behavior of AssR(0,...,0) M(n1,...,nt ) for
multigraded modules M over multigraded rings R. In Section 3, we show that the results
of [7] may be extended to multigraded rings which are generated in total degree one. We
then directly recover the most general result of [3,4] stated above, without any need to
treat the regular case separately. In addition, we give several other corollaries of the main
theorem.
In the following sections, we consider rings that are not generated in total degree one.
First, in Section 4, we prove a result that applies to modules over any N-graded ring. In
general, AssR0 Mn is no longer independent of n for large n, but there are only finitely many
possibilities, which repeat in a fixed order. In Section 5, we consider several types of non-
standard multigraded rings. For the first type, we show that a form of asymptotic periodicity
holds, as in the N-graded case. For the second, we show that there is a “positive cone” 3
of indices (n1, . . . , nt ) in which AssR(0,...,0) M(n1,...,nt ) is independent of (n1, . . . , nt ). This
latter result is notable because it applies to such rings as the associated graded ring of a
homogeneous ideal of a standard (multi-)graded ring.
2. Notation
Throughout this paper we will deal with rings and modules graded by Nt , where
N denotes the set of non-negative integers, and t is any fixed positive integer. For
convenience, we may sometimes omit the reference to Nt in our notation. In particular,
if R is an Nt -graded ring, then it should be assumed that any graded R-module mentioned
is graded by Nt as well. Likewise, we generally avoid such terms as “multihomogeneous”
and “t-homogeneous,” preferring instead to simply say “homogeneous.” We use the term
“standard” in the sense of Stanley, i.e., a standard multigraded ring is one which is
generated in total degree one. All rings, graded or not, are assumed commutative with
identity. To distinguish between graded and non-graded rings, we usually use the letter A
to denote rings which are not necessarily graded, reserving R for graded rings.
2 Again, their proof also works for arbitrary finitely generated M and M-regular ideals I1, . . . , It with little
modification.
3 In the sense of Paul Roberts; see [9, Chapter 8].
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to denote the coordinates of such an element, e.g., n= (n1, n2, . . . , nt ). Superscripts will be
used to index sequences of t-tuples, e.g., n1 = (n11, n12, . . . , n1t ) in the sequence n1,n2, . . . .
In particular, for 1 i  t , ei will always denote the ith standard basis element of Nt .
Throughout we will use the partial order on Nt defined by nm if and only if ni mi
for all 1 i  t .
Finally, for any ring A and ideals I1, I2, . . . , It of A, we will use In to denote the
product In11 I
n2
2 · · · Intt .
3. The standard case
In this section we show that the results of [7] extend in a natural fashion to multigraded
modules over standard multigraded rings. The first main result is Theorem 3.4, which
generalizes [7, Proposition 2]. The idea of the proof is to apply the techniques of [7]
‘uniformly in each direction’ (Lemmas 3.1 and 3.2) , then use induction and a diagonal
argument.
Lemma 3.1. Let R be a Noetherian standard Nt -graded ring, and let M be any finitely
generated graded R-module. Then:
(i) for each 1  i  t , there exists li ∈ N such that (0 :M Rei ) ∩ Mn = 0 whenever
n= (n1, . . . , nt ) satisfies ni  li ;
(ii) taking li as above, we have for each fixed i ,
AssR0(Mn)⊆AssR0(Mn+ei ) for all n satisfying ni  li .
Proof. (i) Fix i and take a set of homogeneous generators x1, x2, . . . , xs for (0 :M Rei ) as
an R-module. For 1 j  s, let dj = deg(xj ) ∈Nt , then set li :=max1js{dji } + 1.
Now suppose y ∈ (0 :M Rei ) ∩Mn for some n satisfying ni  li . Then we may write
y =∑sj=1 ajxj , where each aj is homogeneous in R of degree n−dj . Since R is standard,
this means that for each 1 j  s, we have
aj ∈Rn1−d
j
1
e1
R
n2−dj2
e2
· · ·Rnt−d
j
t
et
.
But since ni  li , we have ni − dji  1 for all j . Hence ajxj = 0 for all 1 j  s.
(ii) Fix i , take li as in (i), and suppose n ∈ Nt satisfies ni  li . Given P ∈ AssR0(Mn),
write P = (0 :R0 x) for some x ∈Mn\{0}. By (i), we have (0 :M Rei )∩R0x = 0. It follows
that (0 :R0 Rei x)= (0 :R0 x)= P .
Now take a generating set y1, y2, . . . , ym, for Rei x as an R0-module. Then P =
(0 :R0 Rei x) =
⋂m
j=1(0 :R0 yj ), whence P = (0 :R0 yj ) for some fixed j . Noting that
yj ∈Mn+ei\{0}, the proof is complete. ✷
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R-module. Then every element of ⋃n∈Nt AssR0 Mn is the contraction to R0 of some
element of AssRM . Thus
⋃
n∈Nt AssR0 Mn is finite.
Proof. Suppose P ∈AssR0 Mn for some n, and write P = (0 :R0 x) for some x ∈Mn. Let
F = {(0 :R rx) | r is homogeneous in R and (0 :R0 rx) = P }, which is non-empty since
it contains the element (0 :R x). Choose homogeneous a ∈ R such that I := (0 :R ax) is
a maximal element of F . We claim that I is prime.
Suppose not. Then there exist homogeneous elements b, c ∈ R\I such that bc ∈ I . It
follows that b ∈ (0 :R cax)\I , so by maximality of I , there exists d ∈ (0 :R0 cax)\P .
Next, c ∈ (0 :R dax)\I implies that there exists f ∈ (0 :R0 dax)\P . But then we have
df ∈ (0 :R0 ax)= P , giving a contradiction. ✷
We include the following result for the reader’s convenience.
Lemma 3.3. Let R be any NoetherianNt -graded ring and M any finitely generated graded
R-module. Fix any integer 1 j  t , then set
S :=
⊕
{n∈Nt |nj=0}
Rn.
Now fix any λ ∈N, then set
N :=
⊕
{n∈Nt |nj=λ}
Mn.
Then S is a Noetherian Nt−1-graded ring, and N is a finitely generated Nt−1-graded
S-module.
Proof. The Nt−1-gradings on S and N are given in the obvious fashion. If we write
R = R0[a1, . . . , am], where each ai is homogeneous of degree d i ∈ Nt , then S can be
generated as an R0-algebra by those ai having dij = 0, showing that S is Noetherian. To
see that N is finitely generated as an S-module, take a set of homogeneous generators
x1, . . . , xs for M as an R-module. Then N is generated as an S-module by the set{
a
α1
1 a
α2
2 · · ·aαmm xi
∣∣∣ (degxi)j  λ and m∑
i=1
αid
i
j = λ− (degxi)j
}
.
Since dij  0 for all 1 i m, this is a finite set. ✷
Remark. Note that Lemmas 3.2 and 3.3 do not require the ring to be standard. We will use
these two results repeatedly over the course of the paper.
Theorem 3.4. Let R be a Noetherian standard Nt -graded ring, and let M be a finitely
generated Nt -graded R-module. Then:
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AssR0 Mn = AssR0 Mk for all n k.
(ii) Further, for each 1 i  t , there exists mi ∈N such that
AssR0 Mn =AssR0 Mn+ei whenever ni mi.
(iii) If n1,n2,n3, . . . is any increasing sequence of elements of Nt , then there exists β ∈N
such that
AssR0 Mnα =AssR0 Mnβ for all α  β.
Proof. (i) We proceed by induction on t . The case t = 1 is just the usual N-graded result.
So fix t  2, and suppose R, M are Nt -graded. For each ν  0, consider the subset
Nν :=⊕nt=ν Mn of M , and the subring S :=⊕nt=0Rn of R. By Lemma 3.3, S is a
Noetherian Nt−1-graded ring, and each Nν is a finitely generated Nt−1-graded S-module.
In addition, the proof of Lemma 3.3 shows that S is standard. Hence by induction, for
each ν we know that there exists j ν ∈ Nt−1 such that {AssR0(Nνn)} is stable for n  jν
(n ∈Nt−1).
Next take l1, . . . , lt as in Lemma 3.1, and set l = lt . For convenience, we may now
assume that j l  (l1, . . . , lt−1) and that j ν+1  j ν for every ν  l. By Lemma 3.1, we
then have an increasing chain of stable values
AssR0 M(j l ,l) ⊆AssR0 M(j l+1,l+1) ⊆AssR0 M(j l+2,l+2) ⊆ · · · ,
where (jλ, λ) denotes the concatenation (jλ1 , . . . , j
λ
t−1, λ).
From Lemma 3.2, we know that this increasing chain must be eventually stable. Suppose
that it stabilizes at k = (jµ,µ) ∈Nt . We now claim that AssR0 Mn =AssR0 Mk for n k.
To see this, suppose n  k, and note that there are only two possibilities. First, if
(n1, . . . , nt−1)  jnt , then the result follows immediately. Otherwise, we may still find
some r = (r1, . . . , rt−1)  jnt such that jµ  (n1, . . . , nt−1)  r . In this case, since
k  (l1, . . . , lt ), Lemma 3.1 gives
AssR0 Mk =AssR0 M(jµ,µ) ⊆AssR0 Mn ⊆AssR0 M(r,nt ) =AssR0 M(jnt ,nt ).
The proof is then complete since the first and last terms are equal.
(ii) For ease of notation, assume i = 1 is fixed. Again we induct on t . The case t = 1 is
clear. Fix t  2, and take k = (k1, . . . , kt ) as in part (i) of the theorem.
For each 2 j  t , then for each 0 ν < kj , set
Nν,j :=
⊕
nj=ν
Mn and Sj :=
⊕
n =0
Rn.j
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exist elements mν,j of Nt−1 such that AssR0 N
ν,j
n = AssR0 Nν,jn+e1 whenever n satisfies
n1 mν,j . Set m1 :=max({mν,j | 2 j  t, 0 ν < kj } ∪ {k1}).
Now observe that this m1 has the desired property. Indeed, suppose that n satisfies
n1  m1. If (n2, . . . , nt )  (k2, . . . , kt ), then the result holds by part (i) of the theorem,
since m1  k1. Otherwise, there is at least one j , 2 j  t , such that nj < kj . Then as Mn
is a graded component of Nnj ,j , the result holds since m1 mnj ,j .
(iii) Once again we induct on t , and once again the case t = 1 is well known. Fix t  2,
and take k as in part (i) of the theorem. If there is any α with nα  k, then the result is
clear.
Otherwise, for at least one i , 1 i  t , the sequence of integers {nαi } is bounded, hence
eventually constant. Then, as above, induction will complete the proof. ✷
In the remainder of this section, we present a number of corollaries to Theorem 3.4.
All of these are asymptotic stability results of some sort, and all will assert the same three
forms of stability found in the statement of Theorem 3.4.
As a first application, we will recover the result of [4] on stability of {Ass(M/InN)}.
Recall that we use the notation In for the product In11 · · · Intt . Once again, we use methods
of [7] ‘in each direction’ (the exact sequence argument), then use induction and a diagonal
argument.
Theorem 3.5. Let A be any Noetherian ring and N ⊆M finitely generated A-modules. Fix
ideals I1, . . . , It of A. Then:
(i) There exists k ∈Nt such that
AssA
(
M/InN
)= AssA(M/I kN) for all n k.
(ii) Further, for each 1 i  t , there exists mi ∈N such that
AssA
(
M/InN
)=AssA(M/In+ei N) whenever ni mi.
(iii) If n1,n2,n3, . . . is any increasing sequence of elements of Nt , then there exists β ∈N
such that
AssA
(
M/In
α
N
)=AssA(M/InβN) for all α  β.
Proof. (i) Again the proof is by induction on t . In this form, the case t = 1 is due to Rush
[10, Theorem 5.5].
Now fix t  2. For each 1 i  t , apply Theorem 3.4(ii) to the module
N i :=
⊕
t
InN/In+eiN
n∈N
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T i :=
⊕
n∈Nt
In/In+ei
to find li such that
AssA
(
InN/In+ei N
)=AssA(In+eiN/In+2ei N) whenever ni  li .
Then from the exact sequence
0→ InN/In+ei N →M/In+ei N →M/InN → 0,
we have for every n satisfying ni  li + 1:
AssA
(
M/In+ei N
)⊆AssA(M/InN) ∪AssA(InN/In+ei N)
=AssA
(
M/InN
) ∪AssA(In−eiN/InN)=AssA(M/InN).
Thus we have found l1, l2, . . . , lt such that
AssA
(
M/InM
)⊇AssA(M/In+eiM) whenever ni  li + 1.
Now the proof almost repeats the proof of Theorem 3.4(i). We give a sketch. For each
ν ∈N we know, by induction applied to the A-moduleLν :=M/Iνt N and the (t−1) ideals
I1, I2, . . . , It−1, that there exists jν ∈Nt−1 such that
{
AssA
(
M/I
n1
1 I
n2
2 · · · Int−1t−1 Iνt N
)}
is stable for (n1, . . . , nt−1)  j ν . Furthermore, we may assume for all ν that jν 
(l1 + 1, . . . , lt−1 + 1). Letting l = lt + 1, we then have a decreasing chain of stable values
AssA
(
M/I
jl1
1 I
j l2
2 · · · I
j l
t−1
t−1 I
l
t N
)
⊇AssA
(
M/I
jl+11
1 · · · I
j l+1
t−1
t−1 I
l+1
t N
)
⊇ · · · .
Since each of these is a finite set, the chain must eventually stabilize. Let k = (jµ,µ) be
the point where stability occurs. The result follows.
(ii) Without loss of generality, fix i = 1. As usual, we induct on t . If t = 1, the result is
clear from above. So fix t  2, and take k = (k1, . . . , kt ) as in part (i). For each 2 j  t ,
then for each 0  ν < kj , apply the inductive hypothesis to the module M/Iνj N and the
(t − 1) ideals I1, . . . , Ij−1, Ij+1, . . . , It to obtain mν,j ∈N such that
AssA
(
M/InN
)=AssA(M/In+e1N)
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m1 =max
({
mν,j
∣∣ 2 j  t, 0 v < kj} ∪ {k1})
gives the desired result.
(iii) This part now follows as in the proof of Theorem 3.4. ✷
The following example shows that in general, it is not possible to find a single β such
that {AssA(M/InαN)} is stable for α  β for every increasing sequence {nα} in Nt , even
if each mi given in Theorem 3.5(ii) is equal to 1. This answers a question of McAdam [6,
Question 13.5(2)].
Example 3.6. Let k be a field, A := k[X,Y ] and I1 := (X), I2 := (Y ). Then for any fixed
λ ∈N with λ 1, if we set
nα :=
{
(α,0) if α < λ,
(α,1) if α  λ,
then {nα}α0 is an increasing sequence of elements of N2 for which the sequence
{AssA(A/Inα )} does not become stable until the point α = λ.
Proof. For all n1, n2  1 we have
AssAA/In11 =
{
(X)
}
, while AssA
(
A/I
n1
1 I
n2
2
)= {(X), (Y )}. ✷
Next we give two more results in the same vein as Theorem 3.5. Note that Prop-
osition 3.8 generalizes the special case of Theorem 3.5 in which N =M , as TorA0 (A/In,
M)∼=M/InM .
Proposition 3.7. Let A be a Noetherian ring, let M , N be finitely generated A-modules,
and fix ideals I1, I2, . . . , It of A. Then for each fixed j  0:
(i) There exists k ∈Nt such that
AssA TorAj
(
InN,M
)=AssA TorAj (IkN,M) for all n k.
(ii) Further, for each 1 i  t , there exists mi ∈N such that
AssA TorAj
(
InN,M
)=AssA TorAj (In+ei N,M) whenever ni mi.
(iii) If n1,n2,n3, . . . is any increasing sequence of elements of Nt , then there exists β ∈N
such that
AssA TorAj
(
In
α
N,M
)=AssA TorAj (InβN,M) for all α  β.
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⊕
n∈Nt InN , and let
T :=A[X11, . . . ,X1m1,X21, . . . ,X2m2, . . . ,Xt1, . . . ,Xtmt ]
be a polynomial ring, with Nt -grading given by setting deg(Xij ) = ei . Then N can be
regarded as a finitely generated Nt -graded T -module via the usual map from T to the Rees
ringR :=⊕n∈Nt In.
Let F : · · · → Fj → Fj−1 → ·· · → F 1 → F 0 →N → 0 be an Nt -graded resolution
of N as a T -module by finitely generated free modules. Then fixing any n ∈ Nt gives a
resolution
Fn : · · ·→ Fjn → Fj−1n → ·· ·→ F 0n → InN → 0
of InN as an A-module by finitely generated free modules. Thus for each j ∈N we have
Hj(Fn ⊗A M)= TorAj
(
InN,M
)
for all n ∈Nt , so that
Hj(F ⊗A M)=
⊕
n∈Nt
TorAj
(
InN,M
)
.
Now Proposition 3.7 follows immediately by application of Theorem 3.4 to the Nt -graded
T -module Hj(F ⊗A M). ✷
Proposition 3.8. Let A be any Noetherian ring, M a finitely generated A-module, and fix
ideals I1, I2, . . . , It of A. Then for each fixed j  0:
(i) There exists k ∈Nt such that
AssA TorAj
(
A/In,M
)=AssA TorAj (A/Ik,M) for all n k.
(ii) Further, for each 1 i  t , there exists mi ∈N such that
AssA TorAj
(
A/In,M
)=AssA TorAj (A/In+ei ,M) whenever ni mi.
(iii) If n1,n2,n3, . . . is any increasing sequence of elements of Nt , then there exists β ∈N
such that
AssA TorAj
(
A/In
α
,M
)=AssA TorAj (A/Inβ ,M) for all α  β.
Proof. By dimension shifting on the exact sequence
0→ In →A→A/In → 0,
the desired results follow immediately for all j  2 from Proposition 3.7. For j = 0 the
results follow from Theorem 3.5. Hence only the case j = 1 remains.
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0→ TorA1
(
A/In,M
)→ In ⊗A M f→M→M/InM→ 0,
which is induced by the sequence above. Here the map f : In ⊗A M →M is given by∑
(ai ⊗ xi) →∑(aixi). So if we let
R :=
⊕
n∈Nt
In, M :=
⊕
n∈Nt
InM, and L :=R⊗A M =
⊕
n∈Nt
(
In ⊗A M
)
,
then define F :L→M by F(∑ ri ⊗ xi)=∑ rixi (where ri ∈R and xi ∈M), it follows
that the kernel of F is
K :=
⊕
n∈Nt
TorA1
(
A/In,M
)
.
The desired results then follow by application of 3.4 to the finitely generated Nt -graded
R-module K. ✷
We close this section with two results on stability of depth which follow from
Theorems 3.4 and 3.5, respectively. Corollary 3.10 is due to Brodmann [2] in the case
t = 1. Only a slight adaptation of his proof is needed for our purposes here.
Corollary 3.9. Let R be a Noetherian Nt -graded ring, and let M be a finitely generated
Nt -graded R-module. Fix any ideal J of R0. Then
(i) There exists k ∈Nt such that
depth(J,Mn)= depth(J,Mk) for all n k.
(ii) Further, for each 1 i  t , there exists mi ∈N such that
depth(J,Mn)= depth(J,Mn+ei ) whenever ni mi.
(iii) If n1,n2,n3, . . . is any increasing sequence of elements of Nt , then there exists β ∈N
such that
depth(J,Mnα )= depth(J,Mnβ ) for all α  β.
Proof. We start by noting that all of the inferior limits used will be taken with respect to
our usual partial order on Nt .
(i) By Theorem 3.4(i), take k1 ∈ Nt such that {AssR0 Mn} is stable for n  k1, and let
A∗ denote the stable value AssR0 M 1 . Now induct on d := lim infn∈Nt (depth(J,Mn)). Ifk
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Hence J ⊆⋃{P ∈A∗}, so that
depth(J,Mn)= 0 for all n k1.
Now suppose that d  1. Then there is some l ∈ Nt such that depth(J,Mn)  1 for
every n l, showing that J  ∪A∗. Hence we may find some x ∈ J which is a non-zero-
divisor on Mn for every n k1.
Set M ′ :=M/xM =⊕Mn/xMn. Then we have lim infn∈Nt (depth(J,M ′n)) = d − 1.
So by induction there exists k2 such that
depth
(
J,M ′n
)= d − 1 for all n k2.
Then after setting k :=max{k1,k2}, we have
depth(J,Mn)= d for all n k.
The arguments for (ii) and (iii) are essentially the same as this one. For (ii), fix i
and induct on lim infλ∈N(depth(J,Mn+λei )) using Theorem 3.4(ii). For (iii), induct on
lim infα∈N(depth(J,Mnα )) and use Theorem 3.4(iii). ✷
Corollary 3.10. Let A be any Noetherian ring, let M be a finitely generated A-module,
and let I1, . . . , It , J be ideals of A. Then
(i) There exists k ∈Nt such that
depth
(
J,M/InM
)= depth(J,M/I kM) for all n k.
(ii) Further, for each 1 i  t , there exists mi ∈N such that
depth
(
J,M/InM
)= depth(J,M/I n+eiM) whenever ni mi.
(iii) If n1,n2,n3, . . . is any increasing sequence of elements of Nt , then there exists β ∈N
such that
depth
(
J,M/In
α
M
)= depth(J,M/InβM) for all α  β.
Proof. Repeat the proof of Corollary 3.9, using Theorem 3.5 instead of 3.4, and replacing
each Mn by M/InM .
For the induction arguments, note that given x ∈ I , if we set M ′ :=M/xM , it follows
that
M ′/InM ′ ∼= (M/InM)/x(M/InM) for all n ∈Nt . ✷
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In this section we consider the simplest non-standard case, that of N-graded modules.
We will show that while there may no longer be asymptotic stability of associated primes,
there is always at least asymptotic periodicity. We begin with a lemma, the analogue of
Lemma 3.1.
Lemma 4.1. Let R = R0[a1, a2, . . . , am] be a Noetherian N-graded ring, where each ai
is homogeneous of degree di > 0. Let d be the least common multiple of the integers
d1, . . . , dm, and suppose that M is any finitely generated graded R-module. Then
(i) There exists l ∈N such that
(0 :M Rd)∩Rn = 0 for all n l.
(ii) Taking l as in (i), we have
AssR0 Mn ⊆AssR0 Mn+d for all n l.
Proof. (i) Let x1, . . . , xs be a set of homogeneous generators for (0 :M Rd), and set
l := max{degree(xi)} + dm. Suppose y ∈ (0 :M Rd) ∩Mn for some n  l. Then we may
write y =∑ rj xj , where each rj is homogeneous of degree n − deg(xj ). We claim that
rj xj = 0 for all j . Since for each j we have deg(rj ) dm, it will suffice to show that for
every j , xjaλ11 · · ·aλmm = 0 whenever
∑m
i=1 λidi  dm.
But if
∑m
i=1 λidi  dm, then we must have λidi  d for at least one i . Since for every i ,
a
(d/di)
i ∈Rd , the result then follows from the fact that xj ∈ (0 :M Rd).
(ii) Take l as in (i) and suppose P ∈ AssR0 Mn for some fixed n l. Write P = (0 :R0 y)
for some y ∈Mn.
By (i), we know that (0 :M Rd)∩R0y = 0. It follows that
(0 :R0 Rdy)= (0 :R0 y)= P.
Then if z1, . . . , zk generate Rdy as an R0-module, we must have P = (0 :R0 zj ) for
some j . ✷
Remark 4.2. Recall that Lemma 3.2 holds in this setting as well, showing that⋃
n0 AssR0 Mn is finite.
Theorem 4.3. Let R = R0[a1, . . . , am] be any Noetherian N-graded ring, where each
ai has degree di > 0. Let M be any finitely generated graded R-module, and set
d := lcm{d1, . . . , dm}. Then the sequence {AssR0 Mn} is eventually periodic with period
dividing d , i.e., there exists k such that
AssR0 Mn =AssR0 Mn+d for all n k.
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increasing sequence
AssR0 Mj ⊆AssR0 Mj+d ⊆AssR0 Mj+2d ⊆ · · ·
By Remark 4.2, this sequence must stabilize, say at kj ≡ j mod d . Then taking k =
max{kj | l  j  l + d − 1} gives the desired result. ✷
Example 4.4. Let A be a Noetherian domain with at least two distinct prime ideals P
and Q. Set
R :=A[X,Y ]/(PX,QY,XY)
with grading given by setting degree(X)= 2 and degree(Y )= 3.
Then for all n > 0,
AssR0(Rn)=


∅ if n≡ 1 or 5 mod 6,
{P } if n≡ 2 or 4 mod 6,
{Q} if n≡ 3 mod 6,
{P,Q} if n≡ 0 mod 6.
Proof. Letting x , y denote the images of X, Y in R, we have for all n > 0:
Rn =


0 if n≡ 1 or 5 mod 6,
Ax(n/2) if n≡ 2 or 4 mod 6,
Ay(n/3) if n≡ 3 mod 6,
Ax(n/2)+Ay(n/3) if n≡ 0 mod 6.
Next observe that if i  1 is fixed, and a ∈A\P is such that axi = 0 in R, then we have
(0 :A axi)= P . Indeed, in A[X,Y ], clearly P(aXi)⊆ (PX,QY,XY), and if for any c ∈A
we have caXi ⊆ (PX,QY,XY), then it follows that ca ∈ P , whence c ∈ P . Likewise, for
all a ∈A\Q, we have (0 :A ayi)=Q for all i > 0.
Now suppose that i, j  1 are fixed and consider a non-zero element of the form
axi + byj ∈ R, where a, b ∈A. If a /∈ P , but b ∈Q, then
(
0 :A axi + byj
)= (0 :A axi)= P.
On the other hand, if b /∈Q, but a ∈ P , then
(
0 :A axi + byj
)= (0 :A byj)=Q.
Finally, if a /∈ P and b /∈Q, then we must have
(
0 :A axi + byj
)= P ∩Q,
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Hence if P and Q are incomparable, then (0 :A axi + byj ) is not prime. Otherwise,
(0 :A axi + byj ) ∈ {P,Q}. The result follows. ✷
5. Nonstandard Nt -graded rings
The general Nt -graded case seems considerably more complicated. We will limit
ourselves to two special cases. First we mention one direct generalization of Theorem 4.3,
the following rather specialized result.
Proposition 5.1. Let R be a Noetherian Nt -graded ring which is of the form
R =R0[a11, a12, . . . , a1m1, a21, . . . , a2m2, . . . , at1, . . . , atmt ]
where each ai,j is homogeneous of degree µij ei , µij ∈N\{0}. For each fixed 1 i  t , let
di := lcm1jmi (µij ).
Now let M be any finitely generated Nt -graded R-module. Then there is k ∈Nt such that
for all n k
AssR0 Mn =AssR0 Mn+λdiei for all 1 i  t , for all λ 0.
Note that Theorem 3.4(i) is a special case of this result in which di = 1 for all i .
Accordingly, to prove Proposition 5.1, roughly speaking one needs to repeat the proof
of Theorem 3.4(i) using the results of Section 4, rather than McAdam and Eakin’s result,
as the starting point. We will give a sketch, noting the key differences.
Step 1.
(i) For each 1 i  t , there exists li ∈N such that
(0 :M Rdiei )∩Mn = 0 whenever ni  li .
(ii) Taking li as above, we have for each fixed i ,
AssR0 Mn ⊆AssR0 Mn+diei whenever ni  li .
Proof (cf. proof of Lemma 4.1). (i) Fix i and take a set of homogeneous generators
x1, . . . , xs for (0 :M Rdiei ) as an R-module. For 1 j  s, let f j = deg(xj ), then set
li = max
{
f
j
i
}+ dimi.
1js
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y =∑sj=1 cjxj , where each cj is homogeneous in R of degree n−f j (cj = 0 if n f j ).
We claim that cjxj = 0 for all 1 j  s.
Since each non-zero cj has degree n− f j  dimiei , to prove the claim it will suffice
to prove that for each 1 j  s,
xja
λ1
i1 a
λ2
i2 · · ·a
λmi
imi
= 0 whenever
mi∑
k=1
λkµik  dimi.
Now for each 1 k mi we have a(di/µik)ik ∈ Rdiei , whence for every 1 j  s we have
xja
µ
ik = 0 for all µ (di/µik).
Thus it suffices to show only that λk  (di/µik) for some 1 k mi . But this is forced by
the fact that
∑mi
k=1 λkµik  dimi .
(ii) Fix i , take li as in (i), and suppose P = (0 :R0 x) is prime, where x ∈Rn for some n
satisfying ni  li . Then we have
(0 :R0 Rdiei x)= (0 :R0 x)= P.
The result follows.
Step 2. By 3.2,
⋃
n AssR0 Mn is finite.
Step 3. Use induction as in the proof of Theorem 3.4(i) to prove Proposition 5.1.
The case t = 1 is Theorem 4.3. For t > 1, for each ν ∈ N, apply induction to the
Nt−1-graded module Nν :=⊕nt=ν Mn over the Nt−1-graded ring S :=⊕nt=0Rn to find
jν ∈Nt−1 such that for every (n1, . . . , nt−1) jν , we have
AssR0 M(n1,...,nt−1,ν) =AssR0 M((n1,...,nt−1,ν)+λdiei ) for all 1 i  t − 1, for all λ ∈N.
Take l1, . . . , lt as in Step 1, set l := lt , and assume that j ν  (l1, . . . , lt−1) for each ν  l.
Further, we may assume that for each ν  l, the point (j ν+1, ν + 1) ∈Nt is an element of
the lattice {(
jν, ν
)+ t∑
i=1
λidie
i
∣∣∣ λi ∈N for all i
}
,
where, as before, (jλ, λ) denotes the concatenation (jλ1 , . . . , j
λ
t−1, λ).
By Step 1, we then have an increasing chain of stable values
AssR0 M l ⊆AssR0 M l+1 ⊆AssR0 M l+2 ⊆ · · · .(j ,l) (j ,l+1) (j ,l+2)
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{AssR0 Mn} is stable for n in the lattice{(
jµ0,µ0
)+ t∑
i=1
λidie
i
∣∣∣ λi ∈N for all i
}
.
To complete the proof, we now repeat the process for each of the finitely many points p
of Nt satisfying
(
j l , l
)
 p <
(
j l , l
)+ (d1, . . . , dt).
Given such a point p, write p = (j l , l) + m for some m ∈ Nt satisfying m < (d1,
. . . , dt ). Then, as above, we have an increasing chain
AssR0 M(j l ,l)+m ⊆AssR0 M(j l+1,l+1)+m ⊆AssR0 M(j l+2,l+2)+m ⊆ · · · .
This must stabilize, say at (jµm ,µm)+m. Then we have {AssR0 Mn} stable for n in the
lattice {(
jµm,µm
)+m+ t∑
i=1
λidie
i
∣∣∣ λi ∈N for all i
}
.
Finally, having found such µm for each m< (d1, . . . , dt ), let
µ := max
0m<(d1,...,dt )
{µm}, then set k :=
(
jµ,µ
) ∈Nt .
The result follows. ✷
Next we turn to another class of non-standard multigraded rings, one which is perhaps
more useful. The author was inspired to consider these rings after reading Paul Roberts’
recent book [9] on multiplicities. There he shows that for finitely generated graded modules
over such rings there is a “cone” in Nt in which lengthR0(Mn) is given by a polynomial.
4
Our main result is Theorem 5.9, which asserts that under these hypotheses, there is a cone
of indices in which {AssR0 Mn} is stable. The proof is again by induction, but this time the
technical aspects are considerably more complicated. We begin with some preliminaries.
Definition 5.2. We say that an Nt -graded ring R satisfies property (∗) if we have
R =R0[a11, a12, . . . , a1m1, a21, . . . , a2m2, . . . , at1, . . . , atmt ]
where each aij is homogeneous with degree of the form (λ1, λ2, . . . , λi−1,1,0,0, . . . ,0).
4 Under the additional assumption that lengthR (Mn) is finite for all n.0
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(i) Any Noetherian standard multigraded ring satisfies property (∗).
(ii) Suppose A is any Noetherian standard Nt -graded ring, and I is any homogeneous
ideal of A. Let R =GrI (A) be the associated graded ring. Define an Nt+1-grading on
R by setting
R(n1,...,nt+1) :=
(
Int+1/Int+1+1
)
(n1,...,nt )
.
Then R satisfies property (∗).
Definition 5.4 [9]. A subset C ⊆ Nt is called a positive cone if there exist non-negative
integers k1, . . . , kt such that
C = {n ∈Nt | nt  kt and for 1 i  t − 1, ni  kini+1}.
In this case, we say that C is the positive cone defined by k := (k1, . . . , kt ), and we call the
point
(k1k2k3 . . . kt , k2k3 . . . kt , . . . , kt−1kt ) ∈Nt
the vertex of C.
Lemma 5.5 [9].
(i) Every positive cone in Nt is non-empty.
(ii) The intersection of any two positive cones in Nt is again a positive cone.
Proof. (i) Each positive cone contains its vertex.
(ii) If C1 is defined by k1 and C2 is defined by k2, then C1 ∩ C2 is the positive cone
defined by the t-tuple whose ith coordinate is max{k1i , k2i }. ✷
While the following proposition is not drawn directly from [9], it is based on ideas found
in the proof of [9, Theorem 8.3.1]. Although technical, it is a key element of the main proof.
For each type of multigraded ring we have considered thus far, we have proved stability of
AssR0 Mn for n belonging to some lattice in Nt . Each time the lattice has been determined
in some sense by the degrees of the generators of R. If R satisfies (∗), we will show that
stability holds in a lattice of the form described below. Proposition 5.6 then explains the
existence of a positive cone of stability.
Proposition 5.6. Suppose d1, . . . ,d t ∈Nt satisfy for each 1 i  t , dii = 1, while dij = 0
for all j > i . Fix any point p ∈Nt . Then the lattice
L :=
{
p+
t∑
λid
i
∣∣∣ λi ∈N for all i
}
i=1
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a t-tuple of the form (k1, . . . , kt−1,pt ).
Proof. We induct on t . The result is clear for t = 1.
Suppose t > 1 is fixed. If p satisfies pt  1, set q = p; otherwise, set q = p + d t , so
that qt  1. Next set
L′ :=
{
(q1, . . . , qt−1)+
t−1∑
i=1
λi
(
di1, . . . , d
i
t−1
) ∣∣∣ λi ∈N for all i
}
⊆Nt−1.
Note that L′ × {qt } ⊆ L.
By induction, we know there exists a positive cone C′ of Nt−1 which is contained in L′.
Let (l1, . . . , lt−2, lt−1) be the defining (t − 1)-tuple for C′. For each 1 i  t − 1, increase
li if necessary, to assume that li  dti /dti+1 whenever dti+1 > 0.
Now for 1 i  t − 1, set
ki :=max
{
1, li , li + dti − lidti+1
}
,
then let C ⊆Nt be the positive cone defined by (k1, . . . , kt−1, qt ). We claim that C ⊆ L.
Fix any element x ∈ C. To see that x ∈ L, it will suffice to show that y ∈ C′ × {qt},
where y := x − (xt − qt )d t . We will do this by definition.
First note that since ki  1 for all i , we have x1  x2  · · ·  xt  xt − qt  0. Now
consider yt−1. If dtt−1 = 0, then we have
yt−1 = xt−1  kt−1xt  kt−1qt  kt−1  lt−1, since qt  1.
On the other hand, if dtt−1 > 0, then our hypotheses give
yt−1 = xt−1 − (xt − qt )dtt−1  kt−1xt − (xt − qt)dtt−1  lt−1xt − (xt − qt )dtt−1
 lt−1xt − (xt − qt )dtt lt−1 since (xt − qt ) 0 and dtt−1  lt−1dtt
= lt−1xt − (xt − qt )lt−1 = lt−1qt  lt−1 as qt  1.
Next suppose 1 i  t − 2. If dti+1 = 0, then since xi+1  xt − qt , we have
yi = xi − (xt − qt )dti  kixi+1 − (xt − qt)dti 
(
li + dti
)
xi+1 − (xt − qt )dti
 lixi+1 = liyi+1.
If dti+1 > 0, then it follows as above that
yi = xi − (xt − qt )dti  kixi+1 − (xt − qt )dti  lixi+1 − (xt − qt )dti
 lixi+1 − (xt − qt )lidt = liyi+1. ✷i+1
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conclusion. Suppose that in Proposition 5.6, we restrict our attention to the case p = 0.
Now suppose that a single d i is omitted in the hypotheses of Proposition 5.6 (i = l
below). Then it will follow from our next proposition that, not only does the conclusion
of Proposition 5.6 fail to hold, but, in fact, there exists a positive cone which is entirely
disjoint from the lattice L. We give a slightly more general statement that will be needed
in the main proof.
Proposition 5.7. Fix any integer l satisfying 1 l  t . Let
d11,d12, . . . ,d1m1, . . . ,d l−11, . . . ,d l−1ml−1 ,d l+11, . . . ,d l+1ml+1, . . . ,d t1, . . . ,d tmt
be elements of Nt such that for each 1 i  t , we have for every 1 j mi :
d
ij
i = 1, while dijk = 0 for all k > i.
Then there exists a positive cone in Nt which is disjoint from the lattice
L :=
{∑
i,j
λijd
ij | λij ∈N for all i, j
}
.
More specifically, if l = t , then L is disjoint from the positive cone defined by et .
Otherwise, for each l + 1 i  t , let βi :=max1jmi {dijl } + 1, then set
β := βl+1 + βl+2 + · · · + βt .
Next let
hi :=
{0 if 0 i < l,
β if i = l,
1 if l < i  t
and let D ⊆Nt be the positive cone defined by (h1, . . . , ht ). Then we have
D ∩L= ∅.
Proof. If l = t , the result is clear, so assume l < t , and let D be defined as above. Suppose
that there exists n=∑µijdij ∈D ∩L. Then first note that since n ∈D, we have
nl+1  nl+2  · · · nt  1 and nl  βnl+1.
Combining these gives
nl  βnl+1 = βl+1nl+1 + βl+2nl+1 + · · · + βtnl+1
 βl+1nl+1 + βl+2nl+2 + βl+3nl+3 + βtnt .
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∑
i,j
µij d
ij
l  βl+1
∑
i,j
µij d
ij
l+1 + · · · + βt
∑
i,j
µij d
ij
t
=
∑
i,j
µij
(
βl+1dijl+1 + βl+2dijl+2 + · · · + βtdijt
)
.
A priori, the sums here run over all pairs i , j with 1 i  t and 1 j mi . However,
by hypothesis there are no terms with i = l, and since dijk = 0 whenever k > i , all terms
having i < l are zero. Thus in fact we have
t∑
i=l+1
mi∑
j=1
µij d
ij
l 
t∑
i=l+1
mi∑
j=1
µij
(
βl+1dijl+1 + βl+2dijl+2 + · · · + βtdijt
)
.
Next note that as nk  1 for all l + 1 k  t , the hypotheses on the d ij imply that we
must have µij = 0 for at least one pair i , j satisfying l + 1 i  t .
Then since all quantities in the inequality above are non-negative, it follows that there
exists at least one pair i0, j0 such that i0  l + 1 and
d
i0j0
l  βl+1d
i0j0
l+1 + βl+2di0j0l+2 + · · · + βtdi0j0t .
But then we have di0j0l  βi0d
i0j0
i0
= βi0 , giving a contradiction. ✷
We need one more easy lemma before we present the main proof.
Lemma 5.8. If C is a positive cone in Nt , then for each m ∈ N, C ∩ {n | nt =m} is either
empty or a positive cone in Nt−1 × {m}.
Proof. Let C be defined by k ∈Nt . Then if m kt , C ∩ {n | nt =m} is the positive cone
defined by (k1, . . . , kt−2, kt−1m) ∈Nt−1. Otherwise it is empty. ✷
Now we have arrived at the main goal of this section.
Theorem 5.9. Let R be a Noetherian Nt -graded ring satisfying condition (∗), and let M
be any finitely generated Nt -graded R-module. Then there exist a positive cone C ⊆ Nt
and a set S ⊆ Spec(R0) such that
AssR0(Mn)= S for all n ∈C.
Proof. Write R =R0[a11, a12, . . . , a1m1, a21, . . . , a2m2, . . . , at1, . . . , atmt ], where each aij
is homogeneous of degree d ij ∈Nt satisfying diji = 1 and dijk = 0 for all k  i + 1.
We begin by induction on t . Note that if t = 1, this result reduces to the usual result for
standard N-graded rings.
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If p = 0, then ml = 0 for some 1  l  t . In this case, fix a module M , and take a set
of homogeneous generators x1, x2, . . . , xs for M . For each 1 i  s, set f i := degree(xi).
Then set
α :=max{f ij ∣∣ 1 i  s, l  j  t}.
If l = t , then it follows readily thatMn = 0, so that AssR0 Mn = ∅, for every n belonging
to the cone {n ∈Nt | nt  α + 1}.
If l = t , then keep α as above and choose βl+1, . . . , βt , β as in Proposition 5.7, i.e., for
l + 1 i  t ,
βi := max
1jmi
{
d
ij
l
}+ 1 and β := βl+1 + βl+2 + · · · + βt .
Next let C0 be the positive cone in Nt defined by h ∈ Nt , where hi = 0 for i < l, hl = β ,
and hi = 1 for i > l. It then follows from Proposition 5.7 that Rn = 0 for every n ∈ C0.
Now set
gi =
{0 if 1 i < l,
β + 1 if l  i < t ,
α + 1 if i = t .
Then let C be the positive cone defined by g := (g1, . . . , gt ). We assert that for every
n ∈C, we again have Mn = 0, whence AssR0 Mn = ∅.
To see this, fix n ∈ C and suppose that x ∈Mn. Then we may write
x =
s∑
i=1
rixi where ri ∈R(n−f i )
(
ri = 0 if n− f i  0
)
.
Hence it will suffice to show that Rn−f i = 0 whenever n − f i  0. We will do this by
showing that n− f i ∈C0.
First note that by choice of gl, . . . , gt , we have
nl  nl+1  nl+2  · · · nt  α+ 1.
From this it follows that for any fixed i such that n− f i  0, we have for every l  j < t ,
nj  (β + 1)nj+1  βnj+1 + α  βnj+1 + f ij ,
whence
nj − f ij  βnj+1  βnj+1 − βf ij+1  hj
(
nj+1 − f ij+1
)
.
Furthermore, we have nt  α + 1 f it + 1, showing nt − f it  1.
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in the case p = 0.
Now assume p > 0, so that mi > 0 for all 1 i  t . We next prove the following:
Claim. For each 1 i  t , there is a positive cone Ci ⊆Nt such that
AssR0 Mn ⊆AssR0 Mn+d i1
whenever n and n+ d i1 both lie in Ci .
Proof of claim. Fix i , and set R′ = R/(ai1). Note that R′ is generated as an R0-algebra
by the images of the generators ajk for R, and of course ai1 is not needed.
Now let K be the kernel of the map: M →M given by multiplication by ai1. Since K
is annihilated by ai1, K is a finitely generated graded R′-module. Thus by induction on p,
there exists a positive cone Ci and Si ⊆ SpecR0 such that
AssR0 Kn = Si for all n ∈ Ci.
Note that this implies that Si ⊆AssR0 Mn for all n ∈Ci .
On the other hand, from the exact sequence of graded R-modules
0→K→M → ai1M→ 0,
we have for every n:
AssR0 Mn ⊆AssR0 Kn ∪AssR0(ai1Mn)⊆AssR0 Kn ∪AssR0 Mn+d i1 .
Hence if n and n+ d i1 both lie in Ci , we have
AssR0 Mn ⊆ Si ∪AssR0 Mn+d i1 = AssR0 Mn+d i1 ,
completing the proof of the claim. ✷
To continue the proof of the theorem, take C1, . . . ,Ct as in the claim and set D :=
C1 ∩ C2 ∩ · · · ∩ Ct (which is again a positive cone by Lemma 5.5.) Let k be the defining
t-tuple for D. Now we are prepared to use our induction hypothesis on t .
As before, for each ν  0, consider the subset
Nν :=
⊕
nt=ν
Mn of M.
By Lemma 3.3, each Nν is a finitely generated Nt−1-graded module over the Nt−1-graded
ring
T :=R0[a11, a12, . . . , a1m1, a21, . . . , a2m2, . . . , at−11, . . . , at−1mt−1].
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Spec(R0) such that
AssR0 Mn = Sν for all n ∈Dν × {ν}.
Let Dν be defined by lν ∈Nt−1. We assume without loss of generality that Dν ⊇Dν+1
for all ν (i.e., that lν  lν+1), and that Dν × {ν} ⊆D for all ν  kt (i.e., that lνi  ki for all
1 i  t − 2, and lνt−1  kt−1ν).
Next we observe that Sν ⊆ Sν+1 for all ν  kt . To see this, fix ν  kt and let v ∈ Nt−1
be the vertex of the cone Dν . Then set w := (v1, . . . , vt−1, ν) and consider the lattice
L :=
{
w+
t∑
i=1
λid
i1
∣∣∣ λi ∈N
}
in Nt .
Since w ∈ Dν × {ν}, it follows from the claim that Sν = AssR0 Mw ⊆ AssR0 Mn for
every n ∈ L ∩D. Thus to see that Sν ⊆ Sν+1, it will suffice to show that the intersection
L∩D ∩ (Dν+1 × {ν + 1})= L ∩ (Dν+1 × {ν + 1}) is non-empty.
Choose any point p of L ∩ {n ∈ Nt | nt = ν + 1} (which is non-empty since mt > 0),
and consider the sublattice
L′ :=
{
p+
t−1∑
i=1
λid
i1
∣∣∣ λi ∈N
}
⊆ L ∩ {n | nt = ν + 1}.
It will now suffice to show that
L′ ∩ (Dν+1 × {ν + 1}) = ∅.
But, ignoring the last coordinate and considering each term as a subset of Nt−1, the second
term is a positive cone, and Proposition 5.6 shows that the first term contains a positive
cone. Then it follows from Lemma 5.5 that their intersection is non-empty.
Now we have reached our familiar increasing chain of stable values:
Skt ⊆ Skt+1 ⊆ Skt+2 ⊆ · · · .
Once again using Lemma 3.2, we know that this chain must eventually become stable. Take
m kt such that Sm = Sm+1 = · · · and set S := Sm.
Now fix any point q of L ∩ (Dm × {m}), then set
L∗ :=
{
q +
t∑
i=1
λid
i1
∣∣∣ λi ∈N
}
.
By Proposition 5.6, we know that L∗ contains a positive cone C∗.
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AssR0 Mn = S for all n ∈C := C∗ ∩D.
Indeed, fixing any n ∈ C, we know from the proof of Lemma 5.8 that C ∩ {m | mt =
nt } forms a positive cone in Nt−1. Then, working in Nt−1 and using Lemma 5.5 and
Proposition 5.6 as above, we can find some point
q ′ ∈
{
n+
t−1∑
i=1
λid
i1
∣∣∣ λi ∈N
}
∩C ∩ (Dnt × {nt }).
It then follows that
S =AssR0 Mq ⊆AssR0 Mn ⊆AssR0 Mq ′ = S.
(Again using the claim, the first containment holds since n ∈ L∗ ∩D and the second holds
since we have q ′ ∈ {n+∑ti=1 λid i1 | λi ∈N} ∩D.)
This completes the induction on p, in turn completing the induction on t , and the proof
of the theorem. ✷
Example 5.10. Let A be a Noetherian domain with distinct prime ideals P1, P2, P3, and
P4 satisfying P1 ⊂ P3 and P2 ⊂ P4. Set
S =A[X,Y,Z]/(P1X,P2Y,XY,P3XZ,P4YZ).
Let I := (x, y2)⊆ S, then set R :=GrI (S), with bigrading given by
R(m,n) =
(
In/In+1
)
m
.
Then AssR0(R(m,n)) varies according to the chart in Fig. 1.
n
∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ b f f f f f f f d e
∅ ∅ ∅ ∅ ∅ ∅ ∅ b f f f f f f d e ∗ ∗
∅ ∅ ∅ ∅ ∅ ∅ b f f f f f d e ∗ ∗ ∗ ∗
∅ ∅ ∅ ∅ ∅ b f f f f d e ∗ ∗ ∗ ∗ ∗ ∗
∅ ∅ ∅ ∅ b f f f d e ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∅ ∅ ∅ b f f d e ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∅ ∅ b f d e ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∅ b d e ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
a c g g g g g g g g g g g g g g g g 
m
Key: a: {(0)}; b: {P1}; c: {P2, (0)}; d: {P2,P3}; e: {P2,P3,P4}; ∗: {P3,P4}; f : {P3}; g: {P4, (0)
}
; ∅: ∅.
Fig. 1.
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of X, Y , Z, respectively, in R. Then observe that for all n 1 we have
R(m,n) =


0 if m< n,
Axn if m= n,
Axnzm−n if n+ 1m< 2n,
Axnzn +Ay2n if m= 2n,
Axnzn+1 +Ay2n+1 +Ay2nz if m= 2n+ 1,
Axnzm−n +Ay2nzm−2n +Ay2n+1zm−(2n+1) if m 2n+ 2,
while
R(m,0) =
{
A if m= 0,
Ay +Az if m= 1,
Ayzm−1 +Azm if m 2.
Now, by design, we have for all positive integers i , j ,
(
0 :A xi
)= P1, (0 :A yi)= P2, (0 :A xizj )= P3, (0 :A yizj )= P4.
As in the proof of Example 4.4, this implies that for all positive integers i , j and any a ∈A:
(
0 :A axi
)= P1 whenever axi = 0 (i.e., a /∈ P1),(
0 :A ayi
)= P2 whenever ayi = 0 (i.e., a /∈ P2),(
0 :A axizj
)= P3 whenever axiyj = 0 (i.e., a /∈ P3),(
0 :A ayizj
)= P4 whenever ayizj = 0 (i.e., a /∈ P4).
Furthermore, we have for any a, b ∈A and i, j, k  1:
(
0 :A axizj + byk
)= P2 ∩P3 whenever a /∈ P3 and b /∈ P2,
since for c ∈A, c(aXiZj + bY k) ∈ (P1X,P2Y,XY,P3XZ,P4YZ) in A[X,Y,Z] implies
that ca ∈ P3 and cb ∈ P2.
Now consider a non-zero element of R of the form axizj + byk + cylzm, where i , j ,
k, l, m are positive integers, and a, b, c ∈A. For reasons similar to those above, it follows
that
(
0 :A axizj + byk + cylzm
)=


P2 ∩ P3 if a /∈ P3, b /∈ P2,
P2 if a ∈ P3, b /∈ P2,
P4 if a ∈ P3, b ∈ P2, c /∈ P4,
P3 if a /∈ P3, b ∈ P2, c ∈ P4,
P3 ∩ P4 if a /∈ P3, b ∈ P2, c /∈ P4.
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positive integers, we have
(
0 :A axizj + bykzl + cymzn
)=
{
P3 ∩ P4 if a /∈ P3 and either b /∈ P4 or c /∈ P4,
P3 if a /∈ P3, b ∈ P4, c ∈ P4,
P4 if a ∈ P3 and either b /∈ P4 or c /∈ P4.
Now note that for all 1 i , j  4, Pi ∩Pj is prime if and only if it equals one of Pi , Pj .
This fact, together with the calculations above, yields the desired values of AssR0(R(m,n))
for every (m,n) with n 1.
To cover the remaining cases, we note that if ay + bz = 0, then
(0 :A ay + bz)=
{
(0) if b = 0,
P2 if b= 0
and if ayzi + bzj = 0, then
(
0 :A ayzi + bzj
)= { (0) if b = 0,
P4 if b = 0
where, as before, a, b ∈A, and i , j are any positive integers. ✷
The region marked by ∗ is the positive cone given by the theorem, and {P3,P4} is the
stable value of AssR0 R(n,m). Note that there are, however, other regions of stability, and
the ‘sporadic’ primes seem to occur only close to the origin.
We close by mentioning one corollary of Theorem 5.9 related to the example above.
Corollary 5.11. Let R be a Noetherian standard N-graded ring, M a finitely generated
graded R-module, and I any homogeneous ideal of R. Then there exists a linear function
F :N→N such that for each fixed n,
{
AssR0
(
InM/In+1M
)
m
}
is stable for m F(n).
Proof. Let G := GrI (R), with N2-grading as in Example 5.10. Apply Theorem 5.9 to the
finitely generated graded G-module
M :=
⊕
(m,n)∈N2
(
InM/In+1M
)
m
to obtain a, k ∈N such that for each n k we have
{
AssR0
(
InM/In+1M
)
m
}
stable for m an.
Then take b ∈ N sufficiently large such that {AssR0(InM/In+1M)m} is also stable for
m an+ b for every 1 n k − 1, and define F by F(n)= an+ b. ✷
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