The nonparametric Sample Entropy (SE) estimator has become a standard for the quantification of structural complexity of nonstationary time series, even in critical cases of unfavorable noise levels. The SE has proven very successful for signals that exhibit a certain degree of the underlying structure, but do not obey standard probability distributions, a typical case in real-world scenarios such as with physiological signals. However, the SE estimates structural complexity based on uncertainty rather than on (self) correlation, so that, for reliable estimation, the SE requires long data segments, is sensitive to spikes and erratic peaks in data, and owing to its amplitude dependence it exhibits lack of precision for signals with long-term correlations. To this end, we propose a class of new entropy estimators based on the similarity of embedding vectors, evaluated through the angular distance, the Shannon entropy and the coarse-grained scale. Analysis of the effects of embedding dimension, sample size and tolerance shows that the so introduced Cosine Similarity Entropy (CSE) and the enhanced Multiscale Cosine Similarity Entropy (MCSE) are amplitude-independent and therefore superior to the SE when applied to short time series. Unlike the SE, the CSE is shown to yield valid entropy values over a broad range of embedding dimensions. By evaluating the CSE and the MCSE over a variety of benchmark synthetic signals as well as for real-world data (heart rate variability of three different cardiovascular pathologies), the proposed algorithms are demonstrated to be able to quantify degrees of structural complexity in the context of self-correlation over small to large temporal scales, thus offering physically meaningful interpretations and rigor in the understanding the intrinsic properties of the structural complexity of a system, such as the number of its degrees of freedom.
Introduction
Entropy-based structural complexity assessment is one of the most important nonlinear analysis tools for quantifying degrees of freedom in signals and systems, especially for time series. A well-known statistical entropy method, called Approximate Entropy (ApEn) [1, 2] , has been developed particularly for the analysis of physiological signals, such as heart rate variability (HRV). Such an approach is based on the statistics of occurrences of similar patterns in a time series. These are found in reconstructed elements, so-called embedding vectors, which preserve the underlying dynamical properties of the system when an appropriate embedding dimension (m) and time lag (τ) are chosen [3] [4] [5] . The Sample Entropy (SE) estimator, proposed by [6] , is an improved version of the ApEn, whereby the occurrences of the self-similar patterns are not considered; this results in unbiased entropy estimates; this enhanced robustness has made the SE algorithm become an extremely popular in practical applications. However, despite considerable success, there exist some limitations of the SE which are related to: (i) a short length of sample size; (ii) spikes or erratic noise in data; and (iii) unconstrained entropy values (no bounds).
To provide insight into these limitations and outline the proposed solutions, it is important to notice that, in the SE approach, entropy is estimated based on conditional probability, whereby the probability of occurrences of similar patterns found in the embedding vectors with a dimension (m) is compared to the probability of the occurrences of similar patterns found in the embedding vectors with an enlarged dimension (m + 1), defined as a reference frame. This method is effective when a time series has sufficiently many samples (10 m to 30 m as a rule of thumb [7] ); however, for short time series (the first issue above), undefined entropy values can arise due to the convergence in probability to zero; i.e., few occurrences of similar patterns are found in embedding vectors with the dimension of either m or (m + 1) [8] . Regarding the second issue, since the assessment of the similarity in the SE is based on the amplitude-based distance called the Chebyshev distance, spurious peaks or high amplitude of spikes (which typically present in real world data, such as in QRS complexes of Electrocardiograms (ECG), epileptic seizures in Electroencephalograms (EEG), movement artifacts, or any failures of recording devices or of sensors [9] ) present in a time series directly affect such a distance metric and consequently alter the number of occurrences of similar patterns found in the embedding vectors for both the dimensions m and (m + 1); this results in either a reduction or increase in entropy values [9, 10] and suggests that rapid changes in amplitudes cause inconsistent entropy estimates. Furthermore, estimation of entropy is based on the natural logarithm that gives an uncontrollable range of entropy values for small values of the proxy for the probability within the algorithm (the third issue above). To this end, the recent Fuzzy Entropy (FE), an improved version of the sample entropy has been proposed in [11] [12] [13] [14] [15] in order to provide more robust examination of the similarity between embedding vectors. This is achieved by replacing the Heaviside function (or a hard threshold), used as a criterion in the SE, with a fuzzy membership function, such as a Sigmoid or Gaussian ones. The FE has been proven to be superior to the SE for short sample sizes and is robust to spikes in data [11] . However, the SE and FE yield different entropy estimates (for sufficient samples), whereby the FE yields both lower entropy values and their variation (standard deviation) than the entropy calculated from the standard SE.
It is important to notice that the SE behaves monotonically with respect to the degrees of uncertainty or, in other words, the higher the randomness, the greater the entropy. This implies that the SE is effectively a tool for quantifying degrees of uncertainty-based complexity [6, 16, 17] . However, completely random signals have no structure and are therefore not complex, and structural complexity should be considered in the context of (self) correlation over small to large temporal scales, such as in coarse-grained scales employed in the Multiscale Sample Entropy (MSE) algorithm, proposed in [18] [19] [20] [21] . Indeed, it is the MSE that made a significant step forward in the way we understand and deal with complexity of real-world data. An illustrative example of the complexity analysis using the MSE is a comparison of a long-term correlated pink noise signal (1/ f , fractal behavior with a tremendous amount of structure) and uncorrelated random noise [20] . Random noise at the smallest scale factor (standard entropy) has a higher entropy than the entropy of the truly complex self-similar and infinitely repeating 1/ f noise. However, with an increase in the scale factor, the entropy of random noise decreases owing to no structure in white noise, while the entropy of the 1/ f noise remains constant over the whole range of scale factors. Therefore, at the largest scale factor (long-term correlation), the entropy of random noise reduces dramatically and is lower than that of the 1/ f noise; the implication of this result is the requirement for the quantification of complexity based on self-correlation over small to large scale factors, as emphasized in this study.
The algorithms proposed here are called the "Cosine Similarity Entropy" (CSE), with its extended multiscale version called the "Multiscale Cosine Similarity Entropy" (MCSE), and are based on fundamental modifications of the SE and the MSE approaches, which makes the CSE amplitude-independent and robust to spikes and short length of data segments, two key problems with the standard SE. First, Shannon entropy is employed instead of the conditional entropy owing to its rigorous properties: (i) anti-monotonicity (an increase in entropy with a decrease in probability and vice versa); (ii) for a uniform distribution of probability, it exhibits a unique maximum entropy; and (iii) entropy is zero only if the probability is 1 (no new information) [22] . In terms of a distance metric, we employ the angular distance, a family of the cosine similarity metrics, which is an amplitude-independent distance. The angular distance used is shown to comply with the four axioms of the distance in metric spaces: (i) non-negativity; (ii) identity for indiscernibles; (iii) symmetry; and (iv) triangle inequality [23, 24] . To illustrate the concept, we examine the characteristics of CSE over varying tolerance levels for four benchmark synthetic signals: (i) white Gaussian noise, (ii) 1/ f noise, (iii) first order autoregressive model, autoregressive processes AR(1), and (iv) second order autoregressive model, AR (2) . For rigor, the effects of different embedding dimensions and sample sizes on the SE, FE and CSE approaches are investigated, while, for the multiscale CSE approach, the performances of the corresponding multiscale versions, MCSE, MSE and the multiscale fuzzy entropy (MFE) are assessed by evaluating the complexity profiles of these four characteristic synthetic signals over a range of scales. Finally, the effectiveness of the three multiscale approaches is verified on real-world heart rate variability obtained from three different conditions of cardiac pathology. Physically meaningful interpretations of these conditions based on the proposed correlation-based complexity approach are demonstrated, and its enhanced robustness to short data sizes, with its amplitude-independence and a bounded of entropy values are verified.
Sample Entropy, Fuzzy Entropy and a Multiscale Approach
Estimation of sample entropy is based on the conditional probability of occurrences of similar patterns in time series, whereby similar patterns found in the reconstructed embedding vectors with a given embedding dimension, m, are compared to similar patterns found in the reconstructed embedding vectors with a higher embedding dimension, (m + 1), regarded as a reference frame. The patterns are judged similar when a distance (Chebyshev distance, ChebDis) between two embedding vectors is less than or equal to a given tolerance level (r SE ). The steps of the SE approach are summarized in Algorithm 1.
Algorithm 1. Sample Entropy
For a time series {x i } N i=1 with a given embedding dimension (m), tolerance (r SE ) and time lag (τ):
Compute the Chebyshev distance for all pairwise embedding vectors as
3. Obtain the number of similar patterns, P
Compute the local probability of occurrences of similar patterns, B
(m)
5.
Compute the global probability of occurrences of similar patterns, B (m) (r SE ), using
Step 1 to Step 6 with an embedding vector (m + 1) and obtain B (m+1) (r SE ) from
7. Sample entropy is then estimated in the form SE(m, τ,
In a multiscale version of the sample entropy approach proposed by [18] [19] [20] [21] , scales are generated using the coarse graining process, which is based on moving average with non-overlapped windows of a time series {x i } N i=1 , and yields a new, progressively shorter, time series of length N/ , defined as
where represents the scale factor and 1 ≤ j ≤ N/ . For the multiscale sample entropy (MSE) algorithm, only the coarse graining process is required prior to proceeding with the steps in SE. For a given scale factor , the coarse-grained scale obtained from Equation (1) is used instead of the original data {x i } N i=1 , to serve as an input to the SE algorithm. The estimation of the multiscale sample entropy therefore assumes the form
where B
(m) ( ) (r SE ) and B (m+1) ( ) (r SE ) are, respectively, the global probabilities of the occurrences of similar patterns for a given embedding dimension m and (m + 1). Note that, for = 1, the coarse-grained time series is equal to the original time series, and thus, at this scale factor, the MSE results in an entropy that is identical to entropy values estimated from the standard SE, given in Algorithm 1.
The FE algorithm replicates the computational steps in the SE approach, with the two modifications: (i) in the first step of the SE, reconstructed embedding vectors are centered using their own means, to become zero-mean, and (ii) in the fourth step of the SE, instead of obtaining a number of similar patterns, P (m) i (r CSE ), the FE calculates the fuzzy similarity, S (m) i (r FE , η), obtained from a fuzzy membership function, such as the Gaussian one [11] , where η is the order of Gaussian function. The steps of the FE approach are summarized in Algorithm 2. 
Algorithm 2. Fuzzy Entropy
Compute the Chebyshev distance for all pairwise embedding vectors, in the form
3. Obtain the fuzzy similarity, S 
, where η is a chosen order.
Compute the local probability of occurrences of similar patterns, B
Compute the global probability of occurrences of similar patterns, B (m) (r FE ), as
i r FE . 6. Repeat Step 1 to Step 6 with the embedding dimension (m + 1) and obtain B (m+1) (r FE ) from
7. Fuzzy entropy is then estimated in the form FE(m, τ,
Within the multiscale fuzzy entropy (MFE) algorithm, only the coarse graining process is required prior to proceeding with other steps in the FE. For a given scale factor , the coarse-grained scale produced from Equation (1) is substituted for {x i } N i=1 , to serve as an input to the FE algorithm. Similarly to MSE, the estimation of the multiscale fuzzy entropy is then performed based on
(m) ( ) (r CSE ) and B (m+1) ( ) (r CSE ) are, respectively, the global probabilities of the occurrences of similar patterns for given embedding dimensions m and (m + 1).
Cosine Similarity Entropy (CSE)
Prior to introducing the proposed CSE algorithm and its multiscale version, MCSE, we shall provide an insight into the geometry of angle-based association measures of embedding vectors.
Angular Distance
The Chebyshev distance used in the SE is obtained from the maximum amplitude difference among elements of the two embedding vectors (for a given m); however, this amplitude-based distance is sensitive to spikes or erratic peaks in data. In the sense of structural similarity, it is reasonable to consider similar patterns as spans of a prototype vector, or, alternatively, any embedding vectors that are scaled by multiplying gains (within a given small tolerance). With this rationale, we show that the angular distance metric (AngDis), which rests upon of the angle between two embedding vectors, is an appropriate choice for the determination of the similar patterns in a noisy time series. The major advantage of the angular distance is its low sensitivity to any changes in vector norms as long as the angle between the considered vectors is maintained, thus providing the desired amplitude-independent-based distance.
Properties of Angular Distance
It is important to mention that the angular distance belongs to the family of cosine distances (CosDis) which are derived from the cosine similarity (CosSim) metric. Cosine similarity is defined as an inner product of two vectors divided by the product of their norms, giving a range from −1 to 1. To produce a distance metric allowing for only positive values, the cosine distance is simply modified by subtracting its value from 1, to yield a range from 0 to 2. However, the cosine similarity and the cosine distance are not proper distance metrics, as they violate the triangle inequality property of a metric in normed vector spaces [25, 26] . Prior to illustrating this phenomenon, the properties of any valid distance metrics are summarized in the following. [23, 24] . Even though the cosine distance is not a proper distance, it has been used in some applications, such as face recognition [27] , speech processing [28] and text mining [29] . The angular distance is defined as a normalized angle between two vectors and is calculated as cos −1 (CosSim) divided by π, so that the boundary values of the angular distance range from 0 to 1. This means that two vectors are similar when AngDis approaches 1 and dissimilar when AngDis approaches 0. The properties of the angular distance now do obey the axioms of a proper distance metric, including the triangle inequality [30] . 
The geometric interpretation of AngDis and ChevDis in the Euclidean space is given in Figure 1 , and the geometric interpretation of similar patterns obtained using the Chebyshev distance and the angular distance in Figure 2 . 
i , where the angle of the cone beam is equal to the angular distance (tolerance), r CSE . Observe that the area of the similarity derived from the angular distance method is independent of amplitude levels, unlike the Chebyshev distance method. This means that the angular distance can detect similar structural patterns even though the amplitudes of the elements of a particular embedding vector are scaled.
Despite its obvious amplitude independence, the angular distance is sensitive to any offsets in a time series, including baseline wander, generally present in real world signals. To eliminate the influence of offsets, the centered cosine similarity version (or so-called Pearson correlation [31, 32] ), including its corresponding distance called "distance correlation", was introduced in [33] . Both methods effectively reduce the influence of the offset by centering the input vectors based on their own vector means. In addition, such methods are usually applied to two vectors containing a number of samples big enough to faithfully represent their intrinsic distributions (i.e., high dimensional vectors), so that their vector means are a good proxy to the global means of the population. However, in practice the reconstructed embedding vectors are of low dimensions, e.g., m = 2 or m = 3 [2] , so that centering such embedding vectors by their local means would disrupt the accuracy of their global correlation estimate and could lead to bias when examining similar patterns. To resolve this issue, while preserving its amplitude range (unnormalized amplitude), we propose a simple (optional) pre-processing to remove such global offset by using a zero-median method [34] . We opt for the zero-median rather than the zero-mean approach because of its robustness to outliers and spikes, erratic amplitudes to which the zero-mean approach is sensitive. With such pre-processing, the angular distance is made robust to baseline wander.
Cosine Similarity Entropy and Multiscale Cosine Similarity Entropy
The robust entropy algorithm proposed in this study is referred to as the "Cosine Similarity Entropy" (CSE), whereby, for consistent entropy estimation within a general framework of Algorithm 1, the Chebyshev distance is replaced with the angular distance and Shannon entropy is employed instead of the standard conditional probability. The Shannon entropy is mathematically described as
where p(x i ) is the probability mass function of random variables
For a case of 1-bit data length (n = 2) with a given logarithm base b = 2, Shannon entropy can be written as
where p(x 1 ) is the probability mass function of the random variables x 1 = 0 and p(x 2 ) is the probability mass function of the random variables x 2 = 1 Recall that p(x 1 ) + p(x 2 ) = 1, so the Equation (9) can be re-written as
Notice that unlike for the standard SE, the undefined entropy values now only occur when p(x i ) = 0, meaning that none of the similar patterns is found for a given tolerance level (which is unlikely to happen). When the 1-bit data length has a uniformly distributed probability function, p(x 1 ) = p(x 2 ) = 0.5, the unique maximum entropy calculated from Equation (10) is 1, and thus H(x) ranges from 0 to 1.
In the proposed CSE algorithm, the computational steps in the SE approach, given in Algorithm 1, are replicated with three modifications: (i) in the first step of the SE, we provide optional pre-processing for removing the offset in a time series; (ii) in the third step of the SE, angular distance is used instead of the Chebyshev distance; and (iii) in the last step of the SE, we estimate the entropy based on Equation (10), by substituting the global probability of occurrences of similar patterns B (m) (r CSE ) and its complementary probability (1 − B (m) (r CSE )) for the terms p(x 1 ) and p(x 2 ). The steps of the CSE approach are summarized in Algorithm 3. 
Algorithm 3. Cosine Similarity Entropy
{g i } N i=1 as g i = x i − median({x i } N i=1 ). 2. Construct the embedding vectors, x (m) i from {x i } N i=1 or from {g i } N i=1 using x (m) i = [x i , x i+τ , ..., x (i+(m−1)τ) ] or x (m) i = [g i , g i+τ , ..., g (i+(m−1)τ) ].
Compute angular distance for all pairwise embedding vectors as
4. Obtain the number of similar patterns P i,j ≤ r CSE is fulfilled.
Compute the local probability of occurrences of similar patterns, B
6. Compute the global probability of occurrences of similar patterns, B (m) (r CSE ), from
For the multiscale cosine similarity entropy (MCSE) algorithm, only the coarse graining process is required prior to proceeding with other steps in the CSE. For a given scale factor , the coarse-grained scale produced from Equation (1) is substituted for {x i } N i=1 to serve as an input to the CSE algorithm, and the estimation of the multiscale cosine similarity entropy is given by
respectively, the global probabilities of occurrences of similar patterns for a given m and (m + 1).
Note that, in the SE and FE algorithms, ChebDis can be obtained for any two embedding vectors with a minimal m = 1, since the distance is based on the operation on individual element of two vectors, while in the CSE, AngDis can be obtained for any two embedding vectors with a minimal m = 2, since vectors with a single dimension are always aligned to their single basis vector, which is considered a trivial angular distance, so that AngDis in valid only when applied to vectors with m ≥ 2 (see Equations (4)-(7) and Figure 1 ); this is practically perfectly valid.
Selection of Parameters
Selection and robustness of the parameter values of the proposed CSE approach is next demonstrated over several benchmark scenarios.
Selection of the Tolerance ( r CSE ) for CSE
In the SE and the FE approaches, the tolerance parameter is defined as a product of a given ratio value (r) and the standard deviation (SD) of a considered time series, that is, r SE = r FE = r × SD. The recommended tolerance level, r SE , for the SE, is between 0.1 and 0.25 [7, 35] . The recommended tolerance level, r FE , for the FE is between 0.1 and 0.3 [11] . In our proposed CSE and MCSE algorithms, we examined how entropy changes as a function of r CSE on four synthesized signals: (i) White Gaussian Noise (WGN); (ii) 1/ f noise; (iii) the first order autoregressive model (AR(1)) generated from x(t) = 0.9x(t − 1) + ε(t) and (iv) the second order autoregressive model (AR(2)) generated from
where ε(t) ∼ N (0, 1). We generated 20 independent realizations with 10,000 samples for each synthetic signal with the recommended m = 2 [2] , τ = 1 [36] , and varied r CSE from 0.01 to 0.99 with an incremental step of 0.02 (as the boundary values of the angular distance ranges from 0 to 1). Since Shannon entropy is employed in the proposed CSE algorithm, it is anticipated that the outcomes of the CSE versus r CSE are analogous to the properties of Shannon entropy versus probability of a selected event, Pr(X = 1), when using 1-bit data, as shown in Figure 3a . Figure 3b illustrates the results of the CSE plotted as mean entropies with their SD against r CSE . Observe a rise of mean entropies in all the four CSE curves from low to high entropy with an increase in r CSE from 0.01 to 0.49, and a decrease in mean entropies in all the four curves with an increase of r CSE from 0.51 to 0.99. This means that, as anticipated, the characteristics of the CSE resemble the characteristics of the Shannon entropy, whereby the unique maximum entropy occurs at r CSE = 0.5. We can thus approximately define an optimal range of the r CSE for which the mean entropies of the four synthetic signals are (visually and statistically) discernable to between 0.05 and 0.2 (the range of r CSE between 0.5 and 1 can also be used, but we considered the lower region of r CSE due to the fact that the smaller the tolerance the greater the similarity). For a comparison between the mean entropies among the four synthetic signals, we empirically selected r CSE = 0.07, for which the corresponding mean entropies of the WGN, 1/ f noise, AR(1) and AR(2) were, respectively, 0.37, 0.48, 0.61 and 0.7. 
Effect of Sample Size and Embedding Dimension
The sample size, N, and embedding dimension, m, are important parameters which affect the outcomes of the SE and FE approaches (we do not consider varying the time lag, τ, parameter because this is analogous to a number of samples used in downsampling. Hence, we fix τ = 1 [36] for the structural preservation of the original data). In practical applications, it is acceptable to select a small embedding dimension such as m = 2 [2, 11, 37, 38] for both approaches, while the rule of thumb for an appropriate N is as low as 10 m − 30 m for the SE [7, 35] ; however, for the FE, the data length N can be selected to be as little as 50 samples [11] . We next tested the performances of the three entropy approaches (SE, FE and CSE) as a function of: (1) embedding dimension and (2) sample size. In the first test, we generated 30 realizations for each of the four synthetic signals; WGN, 1/ f noise, AR(1) and AR(2), as mentioned in Section 4.1, with the selection of N = 1000, τ = 1, r SE = r FE = 0.15, r CSE = 0.07 and η = 2 (an order of the Gaussian membership function used in the FE [11] ), while varying m from 1 to 10 (for the CSE, m was varied from 2 to 10 as mentioned in Section 3). In the second test, we generated 30 independent realizations for each of the four synthetic signals with the values of m = 2, τ = 1, r SE = r FE = 0.15, r CSE = 0.07 and η = 2, while varying N with three different step sizes: (i) for the sample sizes from 10 to 1000, the incremental step was 10 samples (N = 10:10:1000); (ii) for the sample sizes from 1020 to 2000, the incremental step was 20 samples (N = 1020:20:2000); and (iii) for the sample sizes from 2050 to 5000, the incremental step was 50 samples (N = 2050:50:5000). A performance comparison in terms of computational time used for the three entropy algorithms with different sample sizes of data is also examined and described in Appendix C. Figure 4 shows the results of the first test (varied m) plotted as mean entropies with their SD against m. Figure 4a Figure 4b illustrates the results of the FE in which the mean entropies of all synthetic signals showed a slow decline with an increase in m (from 2 to 10), and the mean entropies peaked at m = 2. Figure 4c shows the results of the CSE in which the mean entropies decreased with an increase in m, and when m ≥ 6, the mean entropies of the WGN and 1/ f noise approached zero. The CSE showed a characteristic loss in entropy values at large embedding dimensions that corresponds to the assumption in [3, 39] , which states that, when increasing m, the trajectory of the embedding vectors reconstructed from an observed time series become more and more predictable (for m → ∞ the trajectory would become deterministic). In terms of predictability, this implies that for the CSE, the larger the embedding dimension, the lower the complexity (lower entropy), unlike the FE method that produced relatively stable mean entropies over all scale factors (including the SE method but with the valid mean entopies at the low embedding dimensions). Figure 5 shows the results of the second test (varied N) plotted as mean entropies with their SD against N. Figure 5a depicts the results of the SE approach in which the entropy values of the WGN and 1/ f noise were valid for N ≥ 130, for the AR(1), entropy was valid for N ≥ 70, and, for the AR(2), entropy was valid for N ≥ 60. By visually selecting any N at which the SD of the two mean entropies were non-overlapped, the separation of mean entropies between the WGN and the 1/ f noise was significant when N ≥ 300, and for the AR(1) and the AR(2) the separation was achieved when N ≥ 700. Figure 5b illustrates the results of the FE in which the entropy of all synthetic signals was valid over the whole range of the sample sizes. The separation of mean entropies between the WGN and the 1/ f noise was discernible when N ≥ 50, and, for the AR(1) and the AR(2), the separation of mean entropies was pronounced when N ≥ 500. Figure 5c shows the results of the CSE approach in which the entropy of all synthetic signals was valid even when the numbers of samples was as low as N = 20. The separation of mean entropies between the WGN and the 1/ f noise was observed when N ≥ 100, while for the AR(1) and AR(2), the separation of mean entropies was pronounced when N ≥ 700. Notice that all approaches gave stable entropy values for the large sample sizes N ≥ 1000, and, at N = 1000, the CSE yielded the smallest SD, compared to other approaches as shown in Table 1 . Figure 5 , for the separation of mean entropies between WGN and 1/ f noise, the CSE requires a smaller sample size (N = 100) than the SE (N = 300). The CSE also yields the smallest SD compared to other approaches; in other words, the CSE produces the smallest variation of entropy values. Table 1 ). 
Remark 2. From

A Comparison of Complexity Profiles Using MSE, MFE and MCSE
After having established the basic properties of the proposed CSE approach, we now evaluate the usefulness of its multiscale version, the multiscale CSE (MCSE), for the quantification of the structural complexity over the coarse-grained scales.
Complexity Profiles of Synthetic Noises
To examine the behaviors of the multiscale versions-MSE, MFE and MCSE-over the coarse-grained scales (complexity profiles [20] ), we generated 20 independent realizations of 10,000 samples for each of the four synthetic signals; WGN, 1/ f noise, AR(1) and AR(2), as described in Section 4.1. For the three multiscale entropy approaches, we selected m = 2 [19] , τ = 1, r SE = r FE = 0.15, r CSE = 0.07, η = 2 and the scale factor, , from 1 to 20. Figure 6 illustrates the results of the three approaches plotted as mean entropies with their SD against the scale factors. Figure 6a depicts the results of the MSE from which distinctive profiles of the entropy curves can be observed. At = 1, the order of the mean entropies from high to low corresponded to the WGN, 1/ f noise, AR(1) and AR(2), while, at a large scale, = 20, both the AR(1) and AR(2) yielded the highest mean entropies, and the lower mean entropies were for the 1/ f noise followed by the WGN. The distinctive behaviors for the synthetic signals can be described as follows: (i) for the WGN, the entropy curve decreased as the scale increased; i.e., at = 1, the mean entropy was 2.5, and at = 20, the mean entropy fell to 1.0; (ii) for the 1/ f noise, the entropy curve was relatively consistent over all scale factors (mean entropies varied between 1.87 and 2.04); (iii) for the AR(1) and AR(2), the entropy curves gradually ascended as the scale increased; i.e., at 1 ≤ ≤ 17, the entropy curve of the AR(1) was above the entropy curve of the AR(2) while at ≥ 18, the entropy curves of both the AR(1) and AR(2) converged and then overlapped at the mean entropy values of 2.12. Figure 6b shows the results of the MFE approach in which all the entropy curves were similar to the corresponding entropy curves of the MSE. The only difference was that the MFE produced lower mean entropies than the MSE. Figure 6c illustrates the results of the MCSE from which distinctive complexity profiles can be observed. At = 1, the order of high to low mean entropies was the AR(2), AR(1), 1/ f noise and WGN, while, at = 20, the order of high to low mean entropies was the 1/ f noise, AR(2), AR(1) and WGN, that is, the correct order of structural complexity. This can be explained as follows: (i) for the WGN, the mean entropy value of 0.37 was consistent over the whole range of the scale factors; (ii) for the 1/ f noise, the entropy curve either slowly decreased or was almost consistent, with small variation of mean entropies (between 0.45 and 0.49), and, as desired, the mean entropies of the 1/ f noise were higher than those of the WGN over all the scale factors; (iii) for the AR(1) and AR(2), the entropy curves gradually decayed as the scale factor increased, and, as desired, the entropy curves of the AR(1) were lower than those of the AR(2) for the whole range of the scale factors; i.e., at = 1, mean entropies of the AR(1) and AR (2) had the values of 0.61 and 0.7, while at = 20, the mean entropies the AR(1) and the AR(2) were 0.38 and 0.41. 
Complexity Profiles of Autoregressive Models
We next examined the complexity profiles of an ensemble of autoregressive processes (AR) over the coarse-grained scales, through the MSE, MFE and MCSE. To this end, we generated two groups of AR processes: (i) AR(1)s processes with nine different correlation coefficients (α 1 , where α 1 = [0.1, 0.2, ..., 0.8, 0.9]) and (ii) AR(p) processes of nine different orders (p, where p = [1, 2, ..., 8, 9] ) with the pre-defined correlation coefficients (more details of the processing for both groups of the AR are described in Appendix A). We generated 20 independent realizations of 10,000 samples for the WGN, which were also used as the driving noise for all nine of the AR(1)s and for all of the nine orders of the AR(p) processes. For the three multiscale entropy approaches, we selected m = 2, τ = 1, r SE = r FE = 0.15, r CSE = 0.07, η = 2 and from 1 to 20.
Remark 4.
Our hypothesis was that a consistent complexity estimator should give the same quantification of complexity order for all nine AR(1) processes over a range of scale factors, independent of the correlation coefficient, as all these AR(1) processes have only a single degree of freedom. Similarly, the complexity of the AR(p) processes, p = [1, 2, ..., 9] , should increase with the order p, independent of their correlation profile. Figure 7 illustrates the results of the three approaches applied to the first group of the synthetic AR processes. The results are plotted as mean entropies with their SD against the scale factors. Figure 7a depicts the results of the MSE; at = 1, the WGN yielded the highest mean entropy, and the lower mean entropies were ranked in a descending order corresponding to the low to high correlation coefficients of the AR(1) (i.e., α 1 = [0.1, 0.2, ..., 0.8, 0.9]). At = 20, the mean entropies were ranked in a descending order corresponding to the high to low correlation coefficients of the AR(1) (i.e., α 1 = [0.9, 0.8, ..., 0.2, 0.1]), while the lowest mean entropy was that of the WGN. Figure 7b shows the results of the MFE where all the entropy curves were similar to the corresponding entropy curves of the MSE. The only difference was that the MFE produced lower mean entropies than those of the MSE. Figure 7c illustrates the results of the MCSE from which distinctive profiles of the entropy curves can be observed. At = 1, the mean entropies were ranked in a descending order corresponding to the high to low correlation coefficients of the AR(1) (i.e., α 1 = [0.9, 0.8, ..., 0.2, 0.1]), while the lowest mean entropy belonged to the WGN, which was constantly 0.37 for the whole range of the scale factors. At a large scale, = 20, the mean entropies were ranked in a descending order corresponding to the decreasing correlation coefficients of the AR (1) . Notice that, as described, all the entropy curves asymptotically converged, indicating that all the AR(1) processes have the same structural complexity, that is, one degree of freedom. Remark 5. From Figure 7 , for an ensemble of AR(1) processes with a varying correlation coefficients, the MCSE, unlike the other methods considered, provided robust, accurate and physically meaningful quantification of complexity of the system. In other words, only the MCSE was able to assess the correct complexity of the underlying signal-generation system, the AR(1). Figure 8 illustrates the results of the three approaches applied to the second group of synthetic AR processes. The results are plotted as mean entropies with their SD against the scale factors. Figure 8a depicts the results of the MSE; at = 1, WGN yielded the highest mean entropy, and remaining mean entropies were ranked in a descending order corresponding to the low to high orders of the AR(p) processes (i.e., p = [1, 2, ..., 9]), while, at = 20, the mean entropies were ranked in a descending order corresponding to the order AR(p) processes as AR (3), AR(4), both the AR(2) and AR(5) (overlapped), AR(6), AR(1), AR (7) , AR(8), AR (9) , and the lowest mean entropy belonged to WGN. Figure 8b shows the results of the MFE in which all the entropy curves were similar to the entropy curves of the MSE. The two differences were that: (i) the MFE produced lower mean entropies than those of the MSE; and (ii) at = 20, the mean entropies of the AR(2) were higher than that of the AR(5) (not overlapped as the result of the MSE). Figure 8c illustrates the results of the MCSE, with the correct distinctive profiles of the entropy curves observed. At = 1, the mean entropies were ranked in a descending order corresponding to the high to low orders of the AR(p) processes (i.e., p = [9, 8, ..., 1]), and the lowest mean entropy was that of the WGN (no structure), with a constant value of 0.37 over the whole range of the scale factors. At a large scale, = 20, the mean entropies of the AR(p)s were ranked in a descending order corresponding to the order of the AR(p)s as at = 1. Notice that all the entropy curves exhibited a slight decrease in their mean entropies with an increase in the scale factor. Remark 6. From Figure 8 , only the proposed MCSE complexity estimate was able to correctly distinguish between the structural complexities of the signal-generation systems, which ranged in an increasing order, from one degree of freedom (AR(1)) to nine degrees of freedom (AR(9)). Importantly, this was achieved independent of the correlation profile of the so generated signals. 
Complexity Profiles of Heart Rate Variability
We next examined the entropy behavior of heart rate variability (HRV) over the coarse-grained scales through the MSE, MFE and MCSE. Three cardiovascular pathologies of one-hour RR intervals: (i) Normal Sinus Rhythm (NSR, 18 subjects); (ii) Congestive Heart Failure (CHF, 20 subjects); and (iii) Atrial Fibrillation (AF, 20 subjects) were obtained from the Physionet database (for more details, see Appendix B). We estimated the HRV time series of the three cardiac conditions by re-sampling the obtained RR intervals at the frequency of 8 Hz using the shape-preserving piecewise cubic interpolation.
The HRVs were segmented into trials of 10-min length. For the three multiscale approaches, we selected m = 2, τ = 1, r SE = r FE = 0.15, r CSE = 0.07, η = 2 and varied from 1 to 20. Figure 9 illustrates the results of the three approaches plotted as mean entropies with their standard errors (se) against the scale factors. Figure 9a depicts the results of the MSE; at = 1, AF and NSR yielded the highest mean entropies (the mean entropy of the AF (0.36) was slightly higher than the mean entropy of the NSR (0.31)), and the CHF yielded the lowest mean entropy (mean entropy was 0.2). At = 20, the order of the mean entropies from high to low was the NSR, AF and CHF. Figure 9b shows the results of the MFE where all the entropy curves were similar to the entropy curves of the MSE. The only two differences were: (i) the MFE produced lower mean entropies than the MSE; (ii) at = 1, the highest mean entropy was to the AF (0.17), followed by the mean entropies of both the CHF and NSR (overlapped at 0.08). Figure 9c illustrates the results of the MCSE; at = 1, the order of the mean entropies from high to low was the NSR, CHF and AF (the mean entropy of the CHF (0.89) was slightly higher than the mean entropy of the AF (0.88)), while, at the = 20, the order of the mean entropies from high to low was the CHF, NSR and AF. These correct highest degrees of correlation (fewer random components) can also be observed from the raw signals of the CHF as shown in Figure A2 , while the lowest degrees of correlation (more random components) can be observed from the raw signals of the AF.
Discussion and Conclusions
We have introduced the Cosine Similarity Entropy (CSE) and the Multiscale Cosine Similarity Entropy (MCSE) algorithms to robustly quantify the structural complexity of real-world data. This has been achieved based on the similarity of embedding vectors, evaluated through the angular distance, the Shannon entropy and the coarse-grained scale. We have examined the properties of the CSE by varying the tolerance level and have found the optimal range for the tolerance to be between 0.05-0.2. The effects of the parameters, including the embedding dimension and the sample size, on the three approaches, the Sample Entropy (SE), Fuzzy Entropy (FE) and CSE, have been initially evaluated over the four synthetic signals, the WGN, 1/ f noise, and an ensemble of AR(1) and AR(2) linear stochastic processes. The appropriate selection of m and N for the three approaches is summarized in Table 2 (the low embedding dimension, m = 2 [19] , is recommended for the multiscale versions; MSE, MFE and MCSE, due to a decrease in the number of samples with an increase in the scale factor). The advantage of the CSE over the SE is shown to be that the CSE requires a small sample size for the separation of mean entropies between WGN and 1/ f noise (the CSE requires 100 samples while the SE requires 300 samples), a critical issue in real-world recordings. Events though the FE require the minimum sample size compared to the sample sizes required in the SE and CSE, and the CSE has been outperformed the SE and FE in terms of variations (SD) of mean entropies, as shown in Table 1 . The proposed CSE algorithm has been demonstrated to quantify degrees of self-correlation-based complexity in a time series rather than to quantify degrees of uncertainty-based complexity as in the SE and FE algorithms, and to be signal amplitude independent-a key obstacle for current nonparametric entropy measures. We have also determined how the entropy values of the four benchmark synthetic signals, WGN, 1/ f noise, AR(1) and AR(2), behave over the coarse-grained scale, so-called complexity profiles, through the corresponding multiscale versions, MSE, MFE and MCSE. The results of the MSE and MFE at the first scale factor have revealed that the degrees of the structural complexity (uncertainty-based) from high to low correspond to the WGN, 1/ f noise, AR(1) and AR(2), whereas the MCSE provides entropy values sorted based on the degrees of the structural complexity (self-correlation-based), from high to low, as AR(2), AR(1), 1/ f noise and WGN. In terms of self-correlation, as an uncorrelated signal, WGN has no structure, the 1/ f noise is a long-term correlated signal and hence with maximum structure, and the AR(1) and AR(2) processes exhibit different degrees of short-term correlation, whereby the AR(2) can be more correlated than the AR(1) owing to its higher order (more degrees of freedom or more correlated terms). Therefore, at a small scale factor (short-term), the degrees of the self-correlation-based complexity from high to low correspond to the AR(2), AR(1), 1/ f noise and WGN, while, at a large scale factor (long-term), the degrees of the self-correlation-based complexity ordered from high to low correspond to the correct order, 1/ f noise, AR(2), AR(1), and WGN. We have found that only the results from the MCSE have been able to correctly reveal this short-to long-term structural complexity order and to give physically meaningful entropy and complexity estimates. The results of the MCSE have also shown that the mean entropies of WGN have yielded the lowest complexity and were consistent over the whole range of the scale factors, meaning that the WGN has no correlation in the short-or long-term and can thus be used as a "reference complexity" (no structure in an uncorrelated signal).
We have also tested the three approaches over nine varying correlation coefficients of the AR(1) process, and nine increasing orders of the AR(p) process. We have hypothesized that the low to high degrees of complexity are in a direct relationship with the small to large values of the correlation coefficients of the AR(1), and the increasing orders of the AR(p) (degrees of freedom), and have found that the results of the three multiscale entropy estimates quantify relationships with these AR processes as follows:
•
The results of the MSE and MFE have unveiled that the high to low mean entropies (complexity) were in agreement with the high to low values of the correlation coefficients of the AR(1) only at the large scale factor, while the results of the MCSE correctly indicate the corresponding orders of the mean entropies over all the scale factors, which is rather significant at the small scale factor.
The results of the MSE and MFE have showed that the values of mean entropies at the first scale factor (from high to low) correspond to the small to large orders of the AR(p), while the results of the MCSE have disclosed the correct corresponding orders of the mean entropies over all the scale factors, illustrating as the robust nature of the proposed algorithms.
This all indicates that the MCSE can be used to quantify degrees of complexity based on self-correlation in the short-and long-term, while the MSE and MFE estimates are physically meaningful only when considering entropy at a large scale factor, where these approaches tend to suffer from large variance and unreliable estimates. Indeed, at a large scale factor, the MSE and MFE yielded mixed orders of complexity of the synthetic AR(p), as described in Section 5.2, so that the interpretation of degrees of self-correlated complexity by using both of the MSE and MFE should be made with caution, as these metrics are not reliable when assessing the number of degrees of freedom of the underlying signal-generation process.
Finally, we have applied the three approaches to real-world HRVs obtained from the three cardiac pathologies, NSR, CHF and AF (with an unknown order of complexity), and have found that the three approaches resulted in different complexity profiles, which can be summarized as follows:
•
The MSE resulted in equal complexity (overlapped mean entropies) for the NSR and the AF, which were higher than the complexity of the CHF at the first scale factor. When increasing the scale factor, the complexity of the three HRVs increased toward the largest scale factor, where the order of degrees of complexity from high to low corresponds to the NSR, AF and CHF.
The MFE resulted in equal complexity (overlapped mean entropies) for both the NSR and CHF, which were higher than the complexity of the AF at the first scale factor. When increasing the scale factor, the complexity of the three HRVs increased toward the largest scale factor, where the degrees of complexity from high to low correspond to the NSR, AF and CHF, analogous to the results of the MSE.
The MCSE resulted in equal structural complexity measures for both the CHF and AF (overlapped mean entropies), which were higher than the complexity of the NRS at the first scale factor. When increasing the scale factor, the complexity of the three HRVs decreased, and, at the largest scale factor, the degrees of structural complexity from high to low correspond to the CHF, NRS and AF.
Based on the "Complexity Loss Theory"(CLT) [40] , the highest degree of complexity is deemed to correspond to the NRS (normal healthy subjects), while the other health conditions are deemed to exhibit lower complexity (pathology or aging) [18, 40] . However, this hypothesis is based on degrees of irregularity, whereas our proposed MCSE quantifies structural complexity based on degrees of self-correlation, for which the CHF exhibits highest self-correlated complexity (followed by the NRS and AF). Our proposed measures therefore still admits the interpretation within the concept of the CLT, but with a new definition "pathology exhibits loss in self-uncorrelated complexity". In other words, pathology exhibits an increase in self-correlated complexity. Additionally, even though the MCSE yields results which are in contrast to the results from the MSE and MFE, we can still see the good separation of mean entropies among the three cardiac conditions in all approaches.
The future work on the CSE and the MCSE will be related to the issues of: (i) baseline wander of a time series; (ii) extending a limited range of entropy values, currently in [0,1]. Within the first issue, we can eliminate an offset of a time series by subtracting its median, as described in Algorithm 3; however, the baseline wander is likely to contain some non-stationary components usually found in real-world signals. This requires more advanced nonlinear techniques to remove such a baseline for the improvement of the calculation of the angular distance. Regarding the second issue, although the CSE and the MCSE result in entropy values between 0 to 1 that can be utilized as a standard range for the comparison of complexity among different signals, this may limit the ability to quantify more profound degrees of complexity of a variety of signals that exhibit high degrees of nonlinear chaos. This is in contrast with the SE, MSE, FE and MFE, which have no maximum bound on the value of estimated entropy. However, unlike the proposed CSE, these approaches are vulnerable to the undefined entropy values when applied to a short time series. In future work, we will also examine the robustness of the CSE and MCSE to spikes and erratic peaks, and will investigate the performances of the CSE and MCSE over a variety of real-world recordings, such as biomedical data and financial data.
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Appendix A. Autoregressive Models
To evaluate the performances of the SE, FE and CSE approaches, we generated two groups of AR models: (i) AR(1) with nine varying correlation coefficients and (ii) nine orders of AR processes with the pre-defined correlation coefficients. For the first group, AR(1) models driven by random noise were synthesized using 20 independent realizations of 10,000 samples. Each realization consisted of nine varying coefficients of the AR(1) processes generated as
where ε(t) ∼ N (0, 1) and α 1 ∈ [0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]. For the second group, p-th order AR processes driven by random noise were synthesized using 20 independent realizations of 10,000 samples, given by
where ε(t) ∼ N (0, 1), p is the AR order increasing from 1 to 9 and α i represents the pre-defined correlation coefficients of the i-th order as shown in Table A1 . Table A1 . The pre-defined correlation coefficients used for the nine orders of the AR(p) processes. Note that, with the selected correlation coefficients, both groups of the generated AR models were stable and stationary, which can be seen in Figure A1 . Figure A1 . Two groups of synthetic AR processes used for evaluating the performances of the SE, FE and CSE approaches. (a) the first 300 samples from AR(1) processes with nine varying coefficients of correlation (α 1 ) and the driving WGN input; (b) the first 300 samples of the AR(1)-AR(9) processes with the pre-defined correlation coefficients and the driving WGN input, giving signals with the degrees of freedom of the underlying generation system ranging from 1 to 9.
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Appendix B. Heart Rate Variability Database
One-hour RR intervals of the three cardiac pathologies; normal sinus rhythm (NSR), congestive heart failure (CHF) and atrial fibrillation (AF), were extracted from the Physiobank database [41] . The beat annotations (RR intervals) of the NSR and CHF database were obtained by the automated detector with manual review and correction, while the beat annotations of the AF database were only obtained by automated detector. For the NSR database, we obtained 18 RR intervals of subjects who had no significant arrhythmia. The subjects included 5 men, aged 26 to 45, and 13 women, aged 20 to 50. For the CHF database, we selected the first 20 RR intervals from the total of 29 subjects with congestive heart failure (New York Heart Association (NYHA) classes I, II, and III), who aged from 34 to 79. The subjects included eight men and two women; the gender is not known for the remaining 21 subjects. For the AF database, we obtained 20 RR intervals from the total of 25 subjects, with no information about the age and gender [42] . An example of the RR intervals of the three cardiac conditions within 225 s is shown in Figure A2 . Figure A2 . Example of the RR intervals (RRI) of the three cardiac conditions over 225 s duration. Top: RRI of the normal sinus rhythm database (in blue); Middle: RRI of the congestive heart failure database (in red); Bottom: graph represents the atrial fibrillation (in black). Observe the highest degrees of correlation (fewer random components) can be observed from the RRI of the CHF, while the lowest degrees of correlation (more random components) can be observed from the RRI of the AF.
