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1 Introduction
In recent years, the study of tensors and the spectra of tensors (and hyper-
graphs) with their various applications has attracted extensive attention and
interest, since the work of L. Qi ([7]) and L.H. Lim ([6]) in 2005.
Denote by [n] = {1, . . . , n}. As is in [7], an order m dimension n tensor
A = (ai1i2...im)1≤ij≤n (j=1,...,m) over the complex field C is a multidimensional
array with all entries ai1i2...im ∈ C , i1, . . . , im ∈ [n]. A tensor A = (ai1i2...im) is
called a nonnegative tensor if all of its entries ai1i2...im are nonnegative. Let
X = (x1, . . . , xn)
T ∈ Cn, X [r] = (xr1, xr2, . . . , xrn)T , and AXm−1 be a vector
∈ Cn whose i-th component is defined as the following:
(AXm−1)i =
n∑
i2,...,im=1
aii2...imxi2 . . . xim .
Then a number λ ∈ C is called an eigenvalue of A if there exists a nonzero
vector X ∈ Cn such that
AXm−1 = λX [m−1], (1.1)
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and in this case, X is called an eigenvector of A corresponding to eigenvalue
λ (see [2, 7, 9]).
Recently, Shao [8] defined the general product of two n-dimensional tensors
as follows.
Definition 1.1. ([8]) Let A (and B) be an order m ≥ 2 (and k ≥ 1), dimension
n tensor, respectively. Define the general product A · B (sometimes simplified
as AB), to be the following tensor D of order (m−1)(k−1)+1 and dimension
n:
diα1...αm−1 =
n∑
i2,...,im=1
aii2...imbi2α1 . . . bimαm−1 (1.2)
where i ∈ [n], α1, . . . , αm−1 ∈ [n]k−1.
The tensor product is a generalization of the usual matrix product, and
satisfies a very useful property: the associative law ([8], Theorem 1.1). In this
paper, all the tensor product obey Formula 1.2. According to Formula 1.2,
the former AXm−1 is equal to the product AX , i.e.,
(AX)i =
n∑
i2,...,im=1
aii2...imxi2 . . . xim .
Now we recall some definitions and notations of matrices and graphs.
A square matrix A of order n is reducible if there exists a permutation
matrix P of order n such that:
PAP T =
(
B 0
D C
)
where B and C are square non-vacuous matrices. A is irreducible if it is not
reducible.
Let D = (V,E) denote a digraph on n vertices. A u → v walk in D is a
sequence of vertices u, u1, . . . , uk = v and a sequence of arcs e1 = (u, u1), e2 =
(u1, u2), . . . , ek = (uk−1, v), where the vertices and the arcs are not necessarily
distinct. A path is a walk with distinct vertices. A digraph D is said to be
strongly connected if there exists a path from u to v for all u, v ∈ V .
Let A = (aij) be a nonnegative square matrix of order n. The associated
digraph D(A) = (V,E) of A (possibly with loops) is defined to be the digraph
with vertex set V = {1, 2, . . . , n} and arc set E = {(i, j) | aij > 0}.
The following well-known theorem gives the relationship between irre-
ducibllity and strongly connectedness.
Theorem 1.2. ([15]) A nonnegative matrix A is irreducible if and only if its
associated directed graph D(A) is strongly connected.
In [4, 12], the weak irreducibility of tensors was defined and studied.
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Definition 1.3. ([4, 12]) Let A be an order m dimensional n tensor (not
necessarily nonnegative). If there exists a nonempty proper subset I of the set
[n], such that
ai1i2...im = 0 (∀i1 ∈ I and at least one of i2, . . . , im 6∈ I), (1.3)
then A is called weakly reducible (or sometimes I-weakly reducible). If A is
not weakly reducible, then A is called weakly irreducible.
The following statement is an alternative explanation of weak irreducibility.
Definition 1.4. ([4][16]) Suppose that A = (ai1i2...im)1≤ij≤n (j=1,...,m) is a non-
negative tensor of order m and dimension n. We call a nonnegative matrix
G(A) the representation associated matrix to the nonnegative tensor A, if the
(i, j)-th entry of G(A) is defined to be the summation of aii2...im with indices
{i2, . . . im} ∋ j. We call the tensor A weakly reducible if its representation
G(A) is a reducible matrix.
By Definition 1.4 and Theorem 1.2, we obtain the following proposition.
Proposition 1.5. Let A be a nonnegative tensor of order m and dimension
n, G(A) be the representation associated matrix to A, and D(G(A)) be the
associated directed graph of G(A). Then the following three conditions are
equivalent:
(i). A is weakly irreducible.
(ii). G(A) is irreducible.
(iii). D(G(A)) is strongly connected.
The spectral radius of A is defined as
ρ(A) = max{|λ| : λ is an eigenvalue of A}.
Lemma 1.6. Let A be a nonnegative tensor.
(1). ([11], Lemma 5.5) If some eigenvalue of A has a positive eigenvector
corresponding to it, then this eigenvalue must be ρ(A).
(2). ([4]) If A is weakly irreducible, then ρ(A) has a positive eigenvector.
Let A be a tensor of order m and dimension n. The i-th row sum of A is
defined as
ri(A) =
n∑
i2,...,im=1
aii2...im .
Lemma 1.7. ([11]) Let A be a nonnegative tensor of dimension n. We have
min
1≤i≤n
ri(A) ≤ ρ(A) ≤ max
1≤i≤n
ri(A). (1.4)
Moreover, if A is weakly irreducible, then one of the equalities in (1.4) holds
if and only if ri(A) = . . . = rn(A).
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Definition 1.8. ([8]) Let A and B be two order m dimension n tensors. We
say that A and B are diagonal similar, if there exists some invertible diagonal
matrix D of order n such that B = D−(m−1)AD.
Lemma 1.9. ([8]) Suppose that the two tensors A and B are diagonal similar,
namely B = D−(m−1)AD for some invertible diagonal matrix D. Then x is an
eigenvector of B corresponding to the eigenvalue λ if and only if y = Dx is an
eigenvalues of A corresponding to the same eigenvalue λ.
2 Main result
In this section, we will obtain the sharp upper and lower bounds for the
spectral radius of a nonnegative weakly irreducible tensor. Applying this result
to an irreducible matrix, we will obtain the main result of [13].
For a tensor A, for any i ∈ [n], we denote NA(i) (or simply N(i)) by
NA(i) = {i2, . . . , im|aii2...im 6= 0}.
Proposition 2.1. Let A = (ai1i2...im)1≤ij≤n (j=1,...,m) be a nonnegative weakly
irreducible tensor with order m dimension n, Then for any i ∈ [n], there exist
some j, k ∈ [n]\{i} such that j ∈ N(i) and i ∈ N(k).
Proof. Let I = {i}. For any j ∈ [n]\{i}, if j 6∈ N(i), say, aii2...im = 0 for
∀i ∈ I and at least one of i2, . . . , im 6∈ I, then A is weakly reducible, it is a
contradiction.
Similarly, let I = [n]\{i}. For any k ∈ I, if i 6∈ N(k), say, aki2...im = 0 for
∀k ∈ I and at least one of i2, . . . , im 6∈ I, then A is weakly reducible, it is a
contradiction.
By Proposition 2.1, we obtain the following result easily.
Proposition 2.2. Let A be a nonnegative weakly irreducibe tensor. Then
ri(A) > 0.
Theorem 2.3. Let A = (ai1i2...im) be a nonnegative weakly irreducible tensor
with order m dimension n and ai...i = 0 for any i ∈ [n]. Let N(i) = NA(i)
defined as above, Ri > 0 for any i ∈ [n], and Si =
n∑
i2,...,im=1
aii2...imRi2 . . . Rim.
Let ti ≥ 0 and B = A + M, where M is a diagonal tensor with its diagonal
element mii...i = ti. For any 1 ≤ i, j ≤ n, write
F (i, j) =
ti + tj +
√
(ti − tj)2 + 4SiSj(RiRj)m−1
2
.
Then
min
1≤i,j≤n
{F (i, j), j ∈ N(i)} ≤ ρ(B) ≤ max
1≤i,j≤n
{F (i, j), j ∈ N(i)}. (2.1)
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Moreover, one of the equalities in (2.1) holds if and only if one of the two
conditions holds:
(i) ti +
Si
Rm−1i
= tj +
Sj
Rm−1j
for any i, j ∈ [n].
(ii) There exist subsets U and W of [n] such that
(1) [n] = U ∪W with U ∩W = φ;
(2) ai1i2...im 6= 0 only when i1 ∈ U, i2, . . . , im ∈ W or i1 ∈ W, i2, . . . , im ∈ U ;
(3) there exists ℓ > 0 such that ρ(B) = ti+
ℓm−1Si
Rm−1i
= tj+
Sj
ℓm−1Rm−1j
for all i ∈ U
and all j ∈ W. In fact, ℓ > 1 when the left equality holds and ℓ < 1 when the
right equality holds.
Proof. Let R = diag(R1, R2, . . . , Rn). Then R is an invertible diagonal
matrix, thus B and R−(m−1)BR have the same spectra by Lemma 1.9. For any
i ∈ [n], by Definition 1.1, we have
(R−(m−1)BR)ii2...im =
n∑
j=1
(R−(m−1))ij(BR)ji2...im
=
n∑
j=1
(R−(m−1))ij
n∑
j2,...,jm=1
bjj2...jmRj2i2 . . . Rjmim
= (R−(m−1))iibii2...imRi2 . . . Rim
= R
−(m−1)
i bii2...imRi2 . . . Rim
=
{
ti, i2 = . . . = im = i;
R
−(m−1)
i aii2...imRi2 . . . Rim , otherwise.
(2.2)
Thus R−(m−1)BR are also nonnegative weakly irreducible by Proposition 1.5.
By Lemma 1.6, we know that there exists a positive eigenvector corresponding
to ρ(B), denoted by X = (x1, . . . , xn)
T , say, (R−(m−1)BR)X = ρ(B)X [m−1].
Combining (2.2), for any i ∈ [n] we have
((R−(m−1)BR)X)i =
n∑
i2,...,im=1
(R−(m−1)BR)ii2...imxi2 . . . xim
= tix
m−1
i +
n∑
i2,i3,...,im=1
R
−(m−1)
i Ri2 . . . Rimaii2...imxi2 . . . xim
= ρ(B)xm−1i ,
and then
(ρ(B)− ti)xm−1i = R−(m−1)i
n∑
i2,i3,...,im=1
Ri2 . . . Rimaii2...imxi2 . . . xim . (2.3)
By (2.3), Propositions 2.1 and 2.2, we have ρ(B) > ti for any i.
First we prove the upper bounds for ρ(B). Without loss of generality, we
suppose p, q ∈ [n] such that
xp = max{xi | i ∈ [n]} = 1, xq = max{xi | i ∈ N(p)}.
5
By (2.3), we have
(ρ(B)− tp)xm−1p = R−(m−1)p
n∑
i2,i3,...,im=1
Ri2 . . . Rimapi2...imxi2 . . . xim
≤ R−(m−1)p
n∑
i2,i3,...,im=1
Ri2 . . . Rimapi2...imx
m−1
q
= R−(m−1)p Spx
m−1
q
(2.4)
with equality if and only if Clause (a) holds, where (a). xk = xq for all
k ∈ N(p).
Similarly, we have
(ρ(B)− tq)xm−1q = R−(m−1)q
n∑
i2,i3,...,im=1
Ri2 . . . Rimaqi2...imxi2 . . . xim
≤ R−(m−1)q
n∑
i2,i3,...,im=1
Ri2 . . . Rimaqi2...im
= R−(m−1)q Sq
(2.5)
with equality if and only if Clause (b) holds, where (b). xk = 1 for all k ∈ N(q).
Therefore, by (2.4) and (2.5), we have
(ρ(B)− tp)(ρ(B)− tq) ≤ SpSq
(RpRq)m−1
,
thus
ρ(B) ≤
tp + tq +
√
(tp − tq)2 + 4SpSq(RpRq)m−1
2
= F (p, q), (2.6)
and by q ∈ N(p), we have
ρ(B) ≤ max
1≤i,j≤n
{F (i, j), j ∈ N(i)}. (2.7)
Now we prove the lower bounds for ρ(B). Without loss of generality, we
suppose p, q ∈ [n] such that
xp = min{xi | i ∈ [n]} = 1, xq = min{xi | i ∈ N(p)}.
By (2.3) we have
ρ(B)− tp = (ρ(B)− tp)xm−1p
= R−(m−1)p
n∑
i2,i3,...,im=1
Ri2 . . . Rimapi2...imxi2 . . . xim
≥ ( xq
Rp
)m−1
n∑
i2,i3,...,im=1
Ri2 . . . Rimapi2...im
= (
xq
Rp
)m−1Sp
(2.8)
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with equality if and only if xk = xq for all k ∈ N(p).
Similarly, we have
(ρ(B)− tq)xm−1q = R−(m−1)q
n∑
i2,i3,...,im=1
Ri2 . . . Rimaqi2...imxi2 . . . xim
≥ R−(m−1)q
n∑
i2,i3,...,im=1
Ri2 . . . Rimaqi2...im
=
Sq
Rm−1q
(2.9)
with equality if and only if xk = 1 for all k ∈ N(q).
By (2.8) and (2.9), we have
(ρ(B)− tp)(ρ(B)− tq) ≥ SpSq
(RpRq)m−1
,
thus
ρ(B) ≥
tp + tq +
√
(tp − tq)2 + 4SpSq(RpRq)m−1
2
= F (p, q),
and by q ∈ N(p), we have
ρ(B) ≥ min
1≤i,j≤n
{F (i, j), j ∈ N(i)}. (2.10)
By (2.7) and (2.10), we complete the proof of (2.1).
Now we show the right equality in (2.1) holds if and only if (i) or (ii) holds.
The proof of the left equality in (2.1) is similar, we omit it.
Firstly, we complete the proof of the sufficiency part by the following two
cases.
Case 1. Condition (i) holds.
If for any i, j ∈ [n], ti+ SiRm−1i = tj +
Sj
Rm−1j
, then ti− tj = SjRm−1j −
Si
Rm−1i
, and
F (i, j) =
ti + tj +
√
(ti − tj)2 + 4SiSj(RiRj)m−1
2
= ti +
Si
Rm−1i
.
Thus max
1≤i,j≤n
{F (i, j), j ∈ N(i)} = ti + SiRm−1i .
On the other hand, by (2.2), R−(m−1)BR have the same row sum ti+
Si
Rm−1i
,
thus by Lemma 1.7 and R−(m−1)BR is nonnegative weakly irreducible, we have
ρ(B) = ρ(R−(m−1)BR) = ti +
Si
Rm−1i
= max
1≤i,j≤n
{F (i, j), j ∈ N(i)}.
Case 2. Condition (ii) holds.
There exist nonempty proper subsets U andW of [n] such that ai1i2...im 6= 0
only when i1 ∈ U, i2, . . . , im ∈ W or i1 ∈ W, i2, . . . , im ∈ U. Let α = ti +
7
( ℓ
Ri
)m−1Si = tj +
Sj
(ℓRj)m−1
for all i ∈ U and all j ∈ W . Construct a positive
vector Y = (y1, y2, . . . , yn)
T with yi = Ri when i ∈ U and yi = ℓRi when
i ∈ W. We will check BY = αY [m−1]. In fact when i ∈ U we have
(BY )i =
n∑
i2,i3,...,im=1
bii2...imyi2 . . . yim
= bii...iR
m−1
i +
∑
i2,i3,...,im∈W
aii2...imℓRi2 . . . ℓRim
= tiR
m−1
i + ℓ
m−1Si
=
[
ti + (
ℓ
Ri
)m−1Si
]
Rm−1i
= αym−1i ,
and for any j ∈ W ,
(BY )j =
n∑
i2,i3,...,im=1
bji2...imyi2 . . . yim
= bjj...j(ℓRj)
m−1 +
∑
i2,i3,...,im∈U
aji2...imRi2 . . . Rim
= tj(ℓRj)
m−1 + Sj.
=
[
tj +
Sj
(ℓRj)m−1
]
(ℓRj)
m−1
= αym−1j .
Then α is an eigenvalue of B with eigenvector Y , and thus ρ(B) = α by Y
is a positive vector and Lemma 1.6.
On the other hand, if j ∈ N(i), then
ti − tj =
{
Sj
(ℓRj)m−1
− ( ℓ
Ri
)m−1Si, if i ∈ U, j ∈ W ;
( ℓ
Rj
)m−1Sj − Si(ℓRi)m−1 , if i ∈ W, j ∈ U.
and
F (i, j) =
ti+tj+
√
(ti−tj)2+
4SiSj
(RiRj )
m−1
2
=


ti+tj+
Sj
(ℓRj)
m−1 +(
ℓ
Ri
)m−1Si
2
, if i ∈ U, j ∈ W ;
ti+tj+
Si
(ℓRi)
m−1 +(
ℓ
Rj
)m−1Sj
2
, if i ∈ W, j ∈ U.
= α,
thus we have max
1≤i,j≤n
{F (i, j), j ∈ N(i)} = α.
Combining the above arguments, we have ρ(B) = max
1≤i,j≤n
{F (i, j), j ∈ N(i)}.
Now we focus on the necessity part.
Let p, q ∈ [n] which defined in the proof of the upper bounds in (2.1), i.e.,
xp = max{xi | i ∈ [n]} = 1, xq = max{xi | i ∈ N(p)} and ρ(B) ≤ F (p, q). Now
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ρ(B) = max
1≤i,j≤n
{F (i, j), j ∈ N(i)} ≥ F (p, q), so ρ(B) = F (p, q), which means
the equality in (2.6) occurs. Thus the equalities in (2.4) and (2.5) both hold.
If we write T (i) = R
−(m−1)
i Si for any i ∈ [n], then we have
ρ(B)− tp = T (p)xm−1q , ρ(B)− tq = T (q)x−(m−1)q .
Write p1 = p and q1 = q. By Clause (a) we have xi = xq for any i ∈ N(p1),
and by Clause (b) we have xi = 1 for any i ∈ N(q1). Pick p2 in N(q1) and let
q2 ∈ N(p2) such that xq2 = max{xi | i ∈ N(p2)}. Using the similar arguments
for the pair (p2, q2) as that of the above pair (p, q), we have
ρ(B)− tp2 = T (p2)xm−1q2 , ρ(B)− tq2 = T (q2)x−(m−1)q2 .
And we have xi = xq2 for any i ∈ N(p2) and xi = 1 for any i ∈ N(q2).
Pick p3 in N(q2) and let q3 ∈ N(p3) and repeat the above arguments, then
we may obtain a sequence p1, q1, p2, q2, p3, q3, . . ., where
ρ(B)− tpi = T (pi)xm−1qi , ρ(B)− tqi = T (qi)x−(m−1)qi ,
and xpi = 1, xqi = max{xi | i ∈ N(pi)}.
Now we will prove all xqi’s are equal. First we will prove xqi+1 ≥ xqi .
Combining
ρ(B)− tqi = T (qi)x−(m−1)qi , ρ(B)− tpi+1 = T (pi+1)xm−1qi+1 ,
we have
ρ(B) =
tqi + tpi+1 +
√
(tqi − tpi+1)2 + (
xqi+1
xqi
)m−14T (qi)T (pi+1)
2
.
On the other hand, we have
ρ(B) ≥ F (qi, pi+1) =
tqi + tpi+1 +
√
(tqi − tpi+1)2 + 4T (qi)T (pi+1)
2
.
So we have xqi+1 ≥ xqi for any i by the above two inequalities.
Consider the associated directed graph of G(B), D(G(B)), by Proposition
1.5, D(G(B)) is strongly connected since A thus B is weakly irreducible. So for
any qi and qj , there is a path from qi to qj in D(G(B)), so we have xqj ≥ xqi .
On the other hand, there is also a path from qj to qi, so xqi ≥ xqj . Thus we
have showed xqj = xqi .
Now we define the set U which contains p′si , where pi = p1 or pi is in some
N(qj). Define the set W which contains q
′s
i , where qi is in some N(pj). We
have proved that xpi = 1 for any pi in U , and xqi = xq for any qi in W .
In the following, we will prove that U ∪W = [n]. Suppose to the contrary
that some k 6∈ U ∪W. There is a directed path from p to k in the strongly
connected directed graph D(G(B)), say pk1 . . . ks−1ksk. It is obvious that
k 6∈ U implies that ks 6∈ W , while k 6∈ W implies that ks 6∈ U either. Hence
ks 6∈ U ∪W. By using this arguments we conclude that ks−1 6∈ U ∪W. And
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then p 6∈ U ∪W, which is a contradiction. Now we distinguish two cases to
finish the proof.
Case 1: xq = 1.
In this case, we will show Condition (i) holds, i.e., ti +
Si
Rm−1i
= tj +
Sj
Rm−1j
holds for all i, j ∈ [n]. If xq = 1, then X = (1, 1, . . . , 1)T . Therefore, by (2.3)
we have ρ(B) = ti +
Si
Rm−1i
holds for any i ∈ [n].
Case 2: xq < 1.
In this case, we will show Condition (ii) holds. Take ℓ = xq, then 0 < ℓ < 1,
and then for the eigenvector X we have xi = 1 if i ∈ U and xi = ℓ when i ∈ W .
From the above arguments, we know U ∩W = φ and ai1i2...im 6= 0, if i1 ∈ U ,
then i2, . . . , im ∈ W , or i1 ∈ W and then i2 . . . im ∈ U .
By using (2.3) for any i ∈ U (xi = 1), then we have
ρ(B) = tix
m−1
i +R
−(m−1)
i
n∑
i2,i3,...,im=1
aii2...imxi2 . . . ximRi2 . . . Rim
= ti +R
−(m−1)
i ℓ
m−1Si,
For any j ∈ W (xj = ℓ) we have
ρ(B)xm−1j = tjx
m−1
j +R
−(m−1)
j
n∑
i2,i3,...,im=1
aji2...imxi2 . . . ximRi2 . . . Rim
= tjx
m−1
j +R
−(m−1)
j Sj,
and then ρ(B) = tj +R
−(m−1)
j Sjℓ
−(m−1). Hence for all i ∈ U and all j ∈ W we
have
ρ(B) = ti +
ℓm−1Si
Rm−1i
= tj +
Sj
ℓm−1Rm−1j
.
We finish the proof. 
Particularly, if we define R = diag(r1, r2, . . . , rn) where ri = ri(A), and
si =
n∑
i2,...,im=1
aii2...imri2 . . . rim in Theorem 2.3, we may obtain the following
result.
Corollary 2.4. Let A = (ai1i2...im) be a nonnegative weakly irreducible tensor
with order m dimension n and ai...i = 0 for any i ∈ [n]. Let ri = ri(A)
and N(i) = NA(i) defined as above, and si =
n∑
i2,...,im=1
aii2...imri2 . . . rim. Let
ti ≥ 0 and B = A+M, where M is a diagonal tensor with its diagonal element
mii...i = ti. For any 1 ≤ i, j ≤ n, write
f(i, j) =
ti + tj +
√
(ti − tj)2 + 4sisj(rirj)m−1
2
.
Then
min
1≤i,j≤n
{f(i, j), j ∈ N(i)} ≤ ρ(B) ≤ max
1≤i,j≤n
{f(i, j), j ∈ N(i)}. (2.11)
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Moreover, one of the equalities in (2.11) holds if and only if one of the two
conditions holds:
(i) ti +
si
rm−1i
= tj +
sj
rm−1j
for any i, j ∈ [n].
(ii) There exist nonempty proper subsets U and W of [n] such that
(1) [n] = U ∪W with U ∩W = φ;
(2) ai1i2...im 6= 0 only when i1 ∈ U, i2, . . . , im ∈ W or i1 ∈ W, i2, . . . , im ∈ U ;
(3) there exists ℓ > 0 such that ρ(B) = ti+
ℓm−1si
rm−1i
= tj+
sj
ℓm−1rm−1j
for all i ∈ U
and all j ∈ W. In fact, ℓ > 1 when the left equality holds and ℓ < 1 when the
right equality holds.
Let m = 2, we have the following results on the matrix case by Corollary
2.4.
Corollary 2.5. ([13],Theorem 2.2) Let A = (aij) be an n × n nonnega-
tive irreducible matrix with aii = 0 for i = 1, 2, . . . , n, and the row sum
r1, r2, . . . , rn. Let B = A + M , where M = diag(t1, t2, . . . , tn) with ti ≥ 0
for any i ∈ {1, 2, . . . , n}, si =
n∑
j=1
aijrj, ρ(B) be the spectral radius of B. Let
f(i, j) =
ti+tj+
√
(ti−tj)2+
4sisj
rirj
2
for any 1 ≤ i, j ≤ n. Then
min
1≤i,j≤n
{f(i, j), aij 6= 0} ≤ ρ(B) ≤ max
1≤i,j≤n
{f(i, j), aij 6= 0}. (2.12)
Moreover, one of the equalities in (2.12) holds if and only if one of the two
conditions holds:
(i) ti +
si
ri
= tj +
sj
rj
for any i, j ∈ {1, 2, . . . , n};
(ii) There exist subsets U and W of [n] such that
(1) [n] = U ∪W with U ∩W = φ;
(2) aij 6= 0 only when i ∈ U, j ∈ W or i ∈ W, j ∈ U ;
(3) there exists ℓ > 0 such that ρ(B) = ti +
ℓsi
ri
= tj +
sj
ℓrj
for all i ∈ U and
all j ∈ W. In fact, ℓ > 1 when the left equality holds and ℓ < 1 when the right
equality holds.
3 Applications to a k-uniform hypergraph
It is well known that a hypergraph is a natural generalization of an ordinary
graph ([1]). A hypergraph H = (V (H), E(H)) on n vertices is a set of vertices,
say, V (H) = {1, 2, . . . , n} and a set of edges, say, E(H) = {e1, e2, . . . , em},
where ei = {i1, i2 . . . , il}, ij ∈ [n], j = 1, 2, . . . , l. Let k ≥ 2, if | ei |= k for
any i = 1, 2, . . . , m, then H is called a k-uniform hypergraph. Especially, if
k = 2, then H is an ordinary graph. The degree di of vertex i is defined
as di = |{ej : i ∈ ej ∈ E(H)}|. If di = d for any vertex i of a hypergraph
H, then H is called d-regular. A walk W of length ℓ in H is a sequence of
alternate vertices and edges: v0, e1, v1, e2, · · · , eℓ, vℓ, where {vi, vi+1} ⊆ ei+1 for
i = 0, 1, · · · , ℓ − 1. The hypergraph H is said to be connected if every two
vertices are connected by a walk.
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Definition 3.1. ([3] [9]) Let H = (V (H), E(H)) be a k-uniform hypergraph
on n vertices. The adjacency tensor of H is defined as the order k dimension
n tensor A(H), whose (i1i2 . . . ik)-entry is
A(H)i1i2...ik =
{ 1
(k−1)!
, if {i1, i2, . . . , ik} ∈ E(H),
0, otherwise.
Let D(H) be an order k dimension n diagonal tensor with its diagonal
entry Dii...i being di, the degree of vertex i, for all i ∈ V (H) = [n]. Then
Q(H) = D(H) + A(H) is the signless Laplacian tensor of the hypergraph H.
Clearly, the adjacency tensor and the signless Laplacian tensor of a hyper-
graph are nonnegative. It was proved in [4] that a k-uniform hypergraph H
is connected if and only if its adjacency tensor A(H) (and thus the signless
Laplacian tensor Q(H)) is weakly irreducible. For any vertices i ∈ [n] of a
k-uniform hypergraph H, we take
mi =
∑
{i,i2,...,ik}∈E(H)
di2 . . . dik
dk−1i
,
which is a generalization of the average of degrees of vertices adjacent to i of
the ordinary graph.
Recently, several papers studied the spectral radii of the adjacency tensor
A(H) and the signless Laplacian tensor Q(H) of a k-uniform hypergraph H
(see [5, 14] and so on). In this section, we will apply Theorem 2.3 to the
adjacency tensor A(H) and the signless Laplacian tensor Q(H) of a k-uniform
hypergraph H. Some known and new results about the bounds of ρ(A(H))
and ρ(Q(H)) will show.
Theorem 3.2. Let k ≥ 3, bi > 0 for any i ∈ [n], and H be a connected
k-uniform hypergraph on n vertices. Then
min
e∈E(H)
min
{i,j}⊆e
√
b′ib
′
j ≤ ρ(A(H)) ≤ max
e∈E(H)
max
{i,j}⊆e
√
b′ib
′
j , (3.1)
here for any i ∈ [n],
b′i = b
−(k−1)
i
∑
{i,i2,...,ik}∈E(H)
bi2 . . . bik .
Moreover, one of the equalities in (3.1) holds if and only if b′i = b
′
j for any
i, j ∈ [n].
Proof. We apply Theorem 2.3 to A(H) and take R = diag(b1, b2, . . . , bn). Let
A = B = A(H). Then ti = 0, aii...i = 0, Ri = bi for any i ∈ [n], and
ai1i2...ik =
{ 1
(k−1)!
, if {i1, i2, . . . , ik} ∈ E(H);
0, otherwise.
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If aii2...ik 6= 0, then there are (k − 1)! entries ais2...sk 6= 0 in A(H), where
s2 . . . sk is a permutation of i2 . . . ik. Thus for any j ∈ N(i), say, for any
{i, j} ⊆ e ∈ E(H), we have
F (i, j) =
√
SiSj
(RiRj)k−1
=
√√√√√
n∑
i2,i3,...,ik=1
aii2...ikbi2 · · · bik
n∑
j2,j3,...,jk=1
ajj2...jkbj2 · · · bjk
(bibj)k−1
=
√
b′ib
′
j .
(3.2)
Therefore (3.1) holds by (2.11) and (3.2).
Furthermore, ti +
Si
Rk−1i
= tj +
Sj
Rk−1j
for any i, j ∈ [n] implies b′i = b′j for any
i, j ∈ [n] by the definitions of Si and b′i.
We note that the adjacency tensor of any k-uniform hypergraph is a sym-
metric tensor, say, ai1i2...ik 6= 0 implies aj1j2...jk 6= 0 where j1j2 . . . jk is a per-
mutation of i1i2 . . . ik. But by (ii) of Theorem 2.3, if ai1i2...ik 6= 0 implies
i1 ∈ U , i2, . . . , ik ∈ W or the vice, and then ai2i1i3...ik = 0 by k ≥ 3, it is a
contradiction.
Combining the above arguments, we know one of the equalities in (3.1)
holds if and only if b′i = b
′
j for any i, j ∈ [n] by Theorem 2.3. 
Corollary 3.3. Let k ≥ 3 and H be a connected k-uniform hypergraph on n
vertices. Then
min
e∈E(H)
min
{i,j}⊆e
√
mimj ≤ ρ(A(H)) ≤ max
e∈E(H)
max
{i,j}⊆e
√
mimj . (3.3)
Moreover, one of the equalities in (3.3) holds if and only if mi = mj for any
i, j ∈ [n]
Proof. We apply Theorem 3.2 to A(H). Let bi = di for any i ∈ [n]. Then
b′i = mi for any i ∈ [n] and thus the results hold by Theorem 3.2. 
Corollary 3.4. Let k ≥ 3 and H be a connected k-uniform hypergraph on n
vertices. Then
min
e∈E(H)
min
{i,j}⊆e
√
didj ≤ ρ(A(H)) ≤ max
e∈E(H)
max
{i,j}⊆e
√
didj. (3.4)
Moreover, one of the equalities in (3.4) holds if and only if H is a regular
hypergraph.
Proof. We apply Theorem 3.2 to A(H) and take bi = 1 for each i ∈ [n]. Then
b′i = di for any i ∈ [n] and thus the results hold by Theorem 3.2. 
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Remark 3.5. The right inequality in Corollary 3.3 and Corollary 3.4 is the
result of Remark 14 in [14].
Theorem 3.6. Let k ≥ 3, bi > 0 for any i ∈ [n], and H be a connected
k-uniform hypergraph on n vertices. Then
min
e∈E(H)
min
{i,j}⊆e
g(i, j) ≤ ρ(Q(H)) ≤ max
e∈E(H)
max
{i,j}⊆e
g(i, j), (3.5)
where
g(i, j) =
di + dj +
√
(di − dj)2 + 4b′ib′j
2
,
b′i = b
−(k−1)
i
∑
{i,i2,...,ik}∈E(H)
bi2 . . . bik .
Moreover, one of the equalities in (3.5) holds if and only if di + b
′
i = dj + b
′
j
for any i, j ∈ [n].
Proof. We apply Theorem 2.3 to Q(H) and take R = diag(b1, b2, · · · , bn).
Let A = A(H) and B = Q(H). Then ti = di, aii...i = 0, Ri = bi for any i ∈ [n].
Thus for any {i, j} ⊆ e ∈ E(H), we have
ti + tj +
√
(ti − tj)2 + 4SiSj(RiRj)m−1
2
=
di + dj +
√
(di − dj)2 + 4b′ib′j
2
.
(3.6)
Therefore (3.5) holds by (2.11) and (3.6).
Furthermore, ti+
Si
Rk−1i
= tj+
Sj
Rk−1j
for any i, j ∈ [n] implies di+ b′i = dj+ b′j
for any i, j ∈ [n] by the definition of Si and b′i.
Similar to the proof of Theorem 3.2, we know the condition (ii) of Theorem
2.3 will not hold. Thus one of the equalities in (3.5) holds if and only if
di + b
′
i = dj + b
′
j for any i, j ∈ [n] by Theorem 2.3. 
Remark 3.7. The right inequality in Theorem 3.6 is the result of Theorem 11
in [14].
Corollary 3.8. Let k ≥ 3 and H be a connected k-uniform hypergraph on n
vertices. Then
min
e∈E(H)
min
{i,j}⊆e
h(i, j) ≤ ρ(Q(H)) ≤ max
e∈E(H)
max
{i,j}⊆e
h(i, j), (3.7)
where
h(i, j) =
di + dj +
√
(di − dj)2 + 4mimj
2
.
Moreover, one of the equalities in (3.7) holds if and only if di +mi = dj +mj
for all i, j ∈ [n].
Proof. We apply Theorem 3.6 to Q(H). Let bi = di for any i ∈ [n]. Then
b′i = mi for any i ∈ [n] and thus the results hold by Theorem 3.6. 
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Remark 3.9. The right inequality in Corollary 3.8 is the result of Corollary
13 in [14].
Corollary 3.10. Let k ≥ 3 and H be a connected k-uniform hypergraph on n
vertices. Then
min
e∈E(H)
min
{i,j}⊆e
(di + dj) ≤ ρ(Q(H)) ≤ max
e∈E(H)
max
{i,j}⊆e
(di + dj). (3.8)
Moreover, one of the equalities in (3.8) holds if and only if H is a regular
hypergraph.
Proof. We apply Theorem 3.6 to Q(H), and take bi = 1 for each i ∈ [n].
Then b′i = di for any i ∈ [n] and thus the results hold by Theorem 3.6. 
Remark 3.11. The right inequality in Corollary 3.10 is the result of Corollary
12 in [14].
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