We consider distributed sensing of non-local quantities. We introduce quantum enhanced protocols to directly measure any (scalar) field with a specific spatial dependence by placing sensors at appropriate positions and preparing a spatially distributed entangled quantum state. Our scheme has optimal Heisenberg scaling and is completely unaffected by noise on other processes with different spatial dependence than the signal. We consider both Fisher and Bayesian scenarios, and design states and settings to achieve optimal scaling. We explicitly demonstrate how to measure coefficients of spatial Taylor and Fourier series, and show that our approach can offer an exponential advantage as compared to strategies that do not make use of entanglement between different sites.
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Introduction.-High precision measurements of physical quantities are of fundamental importance in all branches of physics and beyond. Quantum metrology offers a quadratic scaling advantage over a classical approach, and has hence received tremendous attention in recent years. Most of the effort has concentrated on local estimation problems, where an unknown quantity such as field strength or frequency should be measured. Optimal schemes have been designed for different kinds of estimation problems, and demonstrated experimentally [1] [2] [3] .
In many physical problems, the quantity of interest is however not a local property, but has a characteristic spatial dependence such as e.g. the gradient (or higher moment) of a field, or a (spatial) Fourier coefficient. In this case, multiple measurements performed at different positions are required, i.e. one uses distributed sensors or sensor networks. Such distributed sensors also allow one to increase resolution e.g. in classical imaging, where baseline telescopes are used. Recently quantum sensor networks have been introduced, and shown to offer an advantage in several problems: to measure field gradients [4] [5] [6] , to increase the accuracy of atomic clocks [7, 8] , or of interferometers and telescope networks [9] [10] [11] [12] using entangled quantum states (see also [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] ). Current experimental capabilities (e.g. [24] [25] [26] ) already allow the implementation of quantum sensor networks on the scale of a lab, and with the emergence of quantum networks [27, 28] large scale sensor networks shall become a promising application and a real possibility in the near future. General quantum sensor networks are based on distributed multipartite entangled quantum states, and in addition to optimizing states, measurements and strategies also the positioning of sensors can be varied and optimized. Surprisingly, distributed entanglement between remote sensors does not necessarily help in the absence of noise and many repetitions (i.e. Fisher regime) when multiple quantities should be determined simultaneously [13, [29] [30] [31] . However, the practical applicability, in particular in the presence of noise and imperfections, is largely unexplored.
Here we introduce quantum enhanced protocols to directly measure one or several scalar field components with * These authors contributed equally a specific spatial dependence, e.g. of sources at specific positions, or coefficients of a spatial expansion function such as gradient or higher moment in a Taylor series (see Fig. 1 ). We explicitly determine positions and states in such a way that the states are capable of sensing only the components of interest, but are blind to all other processes with a different spatial dependence 1 . This offers very general and flexible schemes with multiple advantages: (i) the schemes have optimal Heisenberg scaling, i.e. they offer a quadratic scaling advantage over classical approaches; (ii) The schemes are completely insensitive to noise on other coefficients, and can offer up to an exponential improvement (in terms of number of locations) over strategies without distributed entanglement; (iii) The same (exponential) advantage can be maintained in noiseless single-shot experiments. The applicability of a sensing scheme in a realistic environment, i.e. under the influence of noise and decoherence, is of particular importance. In local sensing it is known that noise severely limits the applicability of quantum strategies, and generically the quantum scaling advantage is reduced to a constant factor [32] [33] [34] [35] [36] [37] . Only in some limited cases advanced techniques such as error correction or fast control allow one to maintain Heisenberg scaling [36] [37] [38] [39] [40] [41] [42] . Our scheme is by construction blind to processes with a different spatial dependence, and hence completely insensitive to noise and fluctuations of these quantities. This is possible due to the additional freedom of placing sensors at arbitrary positions, and implies for example that gradients can be sensed despite arbitrarily large fluctuations of the global field. This offers a huge promise for near-term practical application of our methods.
We consider different kinds of estimation problems, including a frequency and phase estimation in both Fisher and Bayesian regime. We demonstrate our approach for specific examples, including spatial Taylor and Fourier series for sensing of magnetic fields, and also treat the case of various sources at different positions. In all cases we construct quantum states and positions with optimal scaling. In the Fisher regime the required measurements are in fact local, so one only needs to distribute entanglement for the preparation of the probe state.
Estimating non-local expansion coefficients.-Consider a network of J sensors at positions r j each consisting of n j qubits. The temporal evolution of each local system j is determined by the local field B(r j ) ≡ B j and is given by U j = exp(itB j Z j ), where Z j is the sum of Pauli-z operators for each qubit located at position r j , for convenience we will denote the state in the Z-basis by |+1 = σ z |+1 and |−1 = −σ z |−1 . So that globally the evolution is given by U = j U j . The spatial configuration of the field can be expanded in some series of functions {f k (r)} as
Typically, one is interested in the expansion, where different terms in the series f k (r) corresponds to different physical processes or signals. Then the parameters α k give the strength of each signal. In terms of the parameters of interest α k , the temporal evolution can be rewritten as
, and we also define f k = (f k1 . . . f kJ ). In the Fisher regime, the optimal precision (∆Φ k * ) 2 for determining a single parameter Φ k * is given by the Cramer-Rao bound
2 is the variance of the generator on the probe state. When all the other parameters α k =k * are known, the optimal precision can be attained by preparing the probe in the superposition
of the eigenstates of G k * , that correspond to it's maximal and minimal eigenvalue. Because the generators are linear combinations of Pauli-z operators, all their eigenbasis are given by product states for all the qubits involved in the sensing. In particular, the extremal eigenstates are given by
The variance of G k * for that state take the value
Noise and decoherence free subspaces.-In the noiseless case, the presence of further components generated by G k with k = k * is not detrimental to precision, as all the generators of the signals commute there exists a strategy that allows for optimal sensing of all the signals in the same time [13] . However, this completely changes if some components k = k * are noisy. If the value of the parameter α k fluctuates, the coherence between any two eigenstates of G k with different eigenvalues is reduced during the evolution. In the worst case the coherence is completely washed out, as we shall see later. In order to be insensitive to this effect one can prepare the probe in a superposition |ψ k * = (|s + |r ) / √ 2 of two product states |s and |r that have the same eigenvalue for all the generators G k with k = k * but a different one for G k * .
Let us now denote s = (s 1 , . . . , s J ) with each s j being the eigenvalue Z j |s = s j |s and ignore the degeneracy of this eigenvalue with respect to the permutations of the n j qubits. A priori s j and r j can take only integers in the interval [−n j , n j ]. In many cases this is already sufficient as we show later. Non-integer values can be obtained by adding dynamical control, where at an intermediate time t j all spins at the corresponding site are switched, which results in an arbitrary effective value s j ∈ [−n j , n j ]. Effectively, the evolution for each sensor is slowed down. For time invariant parameters a single switching suffices, while a (fast) dynamical control allows one to do this in general.
If the dynamical decoupling is conditional on an auxiliary qubit degree of freedom (e.g the permutation degeneracy we ignored), the slowing factor can be made different for the states |s j and |r j of the j-th sensor. Hence, we can take s, r ∈ O n = [−n 1 , n 1 ] × · · · × [−n J , n J ] to be any two vectors inside the J-orthotope (a box) O n .
The superposition state is then insensitive to the noises generated by
and the quantum Fisher information of such a superposition with respect to the signal α k * is given by 4 (
Hence, to find the optimal strategy we need two vectors s and r that fulfill all the condition in Eq. (4) and give the maximal difference when projected on f k * . As we show in the appendix, the maximal sensitivity is attained by the state of Eq.(2) with s * = argmax s {f
Importantly, the optimal measurement strategy consists of performing local parity measurements and combining the classical measurement outcomes, and therefore does not require any entanglement.
Finally, let us also remark that if f k * is not linearly independent from {f } k =k * , one can rearrange the positions of the sensors r j or add new sensors to make the generators G * linearly independent from the others. The only case where this cannot be done is when the spacial dependence of the signal f k * (r) is linearly dependent from the noise processes {f k (r)} k =k * . However in this case the signal is physically indistinguishable from the noise anyway. Similarly, if one wants to be independent from another noise process, one simply needs to add one ad-ditional sensor position. In general, m + 1 sensors suffice to sense one signal with optimal Heisenberg-limit scaling, and be insensitive to m independent noise process. We also note that the whole analysis remains true if the sensors are described by d j -level systems and their evolution is governed by local Hamiltonians B(r j )H j with any nontrivial Hermitian operators H j .
One can find also a whole subspace of states that is insensitive to a finite number of noise processes G k , but sensitive to multiple signals. This is important in multiparameter estimation problems, which can hence be simultaneously made insensitive against multiple noise processes. A simple strategy that already gives optimal Heisenberg scaling is to divide the sensing time among signals. A simultaneous sensing of different signals with an improved sensitivity is also possible. However, it is not clear how to devise optimal strategies, and if local measurement suffice in this case.
Local estimation in noisy environments.-The scheme discussed above is universally applicable and offers optimal Heisenberg scaling, i.e. a quadratic improvement over classical strategies. By construction it is completely insensitive to noise on all coefficients f k . We now consider an explicit example to demonstrate that such a scheme that uses global entanglement can give an exponential improvement (in terms of number of sensors or noise functions) over schemes without entanglement between sensors, in contrast to the noiseless case [13] .
Consider J equidistant sensors (with J even) on a line at positions r j = j/J, consisting of a single qubit each. The signal to sense is generated by the alternating function f * (r j ) = (−1) j , i.e. a high frequency Fourier coefficient where sensors are placed in the maximas. In addition, we assume local correlated noise processes f k with f k (r j ) = δ k,j + δ k,j+1 acing on two neighbours only for k = 1, . . . , J − 1, see Fig. (2) . Moreover, we consider the worst case scenario, where the effect noise on the probe state is captured by applying a twirling map, as described in appendix.
The optimal state is then given by (|s * + | − s * )/ √ 2 with |s * = |1, −1, 1, . . . − 1 . This state is already insensitive to all noise processes described above. In fact, |s * and |−s * form the only pair of states with matching eigenvalues for all noise generators {G k } k=1,...,J−1 -all other states differ in at least one eigenvalue. This can be seen by noting that G k≥1 force any pair of neighboring qubits to be anti-aligned
2 . Consider now a general state that is product w.r.t. different sensors, i.e. has no spatial entanglement. Such a state can be written as
with |a k | 2 + |b k | 2 = 1. The twirling map projects any such state onto the subspaces labeled by possible eigenvalues of the noise generators. However, we have just seen that the only nontrivial subspace is given by Π 0 = |s * s * | + |−s * −s * |, while all the other subspaces are of dimension one and cannot encode any information. It follows that a product state, can only sense the signal if it is projected onto Π 0 , but the probability that it hap-
We remark that this construction is also insensitive to global noise generated by a constant field f 0 = (1, . . . , 1).
exponentially with J. Consequently, also the QFI for any strategy without entanglement between different sensors is 2 −(J−1) times lower than for the optimal state. This shows that in case of noise, spatial entanglement between sensors can provide up to an exponential advantage.
Single event estimation (Bayesian).-The quantum Fisher information determines the precision of a metrology scheme in the "frequentist" scenario where the same experiment is repeated many time (aka Fisher regime) via the Cramer-Rao bound, and also in a single-shot scenario (aka Bayesian regime) if the parameter is approximately known and only a small deviation around this value needs to be determined [43] .
In a general Bayesian scenario one starts with some initial knowledge of the parameters α k described by the corresponding probability distributions p α k and aims to performs a single experimental run in such a way as to reduce the uncertainty about a certain parameter as much a possible. In some cases this procedure can then be repeated with the updated knowledge of the parameters, but in others one is limited to a single run. For example, the later can describe an event detection scenario, where all the information about an event has to be gathered in a short time window. We restrict our attention to these cases.
Generically, preparing the probes in a superposition of two eigenstates with the largest possible spectral gap ∆ (maximal QFI), is not a good strategy for single-shot scenarios. The reason is simple, QFI only quantifies the rate at which the information about the signal can be gathered by the probes. But the total amount of information such binary superposition states encode is limited to one bit by the Holevo bound [44] . To overcome this limit eigenstates with intermediate eigenvalues become useful, see e.g. [43, 45] . Hence in a generic Bayesian scenario both the QFI of the probe state and the number of different eigenvalues (and their actual values) are important. We will treat this in a separate publication [46] .
In such a Bayesian event detection scenario, one may again have a exponential improvement with the number of sensors, however in this case even in a noiseless scenario. Indeed, the presence of additional signals, that do not need to be sensed but have very broad prior distributions, generate random unitary transformations of the probe's state and ultimately result in the same twirling map, as obtained in the noisy Fisher case above. The same example as outlined above can be used to demonstrate that there is an exponential loss factor 2 −(J−1) in the number of sensors J for any scheme that uses only states that are not entangled among different sensors.
Examples.-We now discuss several examples for using different expansion functions or spatial dependent signals, see Fig. (2) . Additional details can be found in the appendix.
As first example of generating functions in 1D, we consider the Taylor expansion with f k (r) = (r/r 0 ) k where r 0 defines a length scale. J sensors placed at arbitrary but mutually distinct locations r j are enough to discriminate the signals of {f k } with 0 ≤ k ≤ J. The determination of the optimal probe state Eq.(2) to determine Φ k * simplifies in the presence of J − 1 noise sources. In this case we determine f ⊥ , with f k * = f ⊥ + f and f ization. The optimal state is then determined by s f ⊥ since the decoherence free subspace is one dimensional.
In the presence of noise with the same parity as the signal we find f ⊥ = f k * and thus the sensitivity is reduced although Heisenberg scaling is preserved.
As second example we consider standing waves with boundary conditions B(r) = 0 at positions r/r 0 = 0 and r/r 0 = 1. In this case, the generating functions are given by f k (r) = sin[kπ(r/r 0 )]. The Fourier coefficient 1 ≤ k ≤ J can be uniquely determined by J equidistant placed sensors (compare discrete Fourier transform). To determine the Fourier coefficient for k * = J, it is optimal to place the sensors at the extremal points, that is f J (r j ) = ±1, with alternating spins s j = (−1) j n where we assumed n qubits at each sensor j. This state is not only optimal in the noiseless case but also in the noisy case where all f k (r) with k < J act as noise sources since f
As a third example, consider J field sources at different locations r k , where the distance dependence of the signal specifies the function f k , f k (r) = B k g k (|r − r k | −β ) with β ≥ 1. The f k are linearly independent, and a choice of J sensor locations provides a scheme with optimal Heisenberg scaling for one specific source that is insensitive to all J −1 other sources. If the degree of freedom of all noise sources is less than J − 1 we obtain a multi-dimensional decoherence free subspace as outlined in the example in the appendix. In this case, the optimal s is not necessarily parallel to f ⊥ but is given by some of the extremal points of the polytope P n . Here, P n describes the decoherence free subspace bounded by the maximal number of qubits per sensor.
Summary and conclusion.-In this work we have introduced general sensing schemes to directly measure a given quantity of interest with a certain spatial distribution. The schemes are designed for spatially distributed sensors in a quantum network, and allow one to e.g. measure the spatial dependence of the earth magnetic-or gravitational field on large scales. The methods are however equally well applicable within small sensing devices, where naturally different sensing systems are arranged in a specific spatial way, e.g. in a 1D line in a Paul trap in the case of trapped ions [24, 25] or in a 3D arrangement as for NV centers in a crystal structure [26] . In this case, the available control of such systems allows one to generate the required entangled states using established techniques, and to build magnetic field sensors for gradients or other spatial functions that are completely insensitive to spatially correlated noise processes. We have illustrated our methods for using standard expansion functions such as Taylor-or Fourier series where one of the expansion coefficients should be determined while others coefficients are effected by noise, but our methods can be adapted to provide insensitivity against dominant noise processes whenever they show a different spatial dependence than the signal to be sensed. This additional freedom gained by using spatially distributed entangled states is a powerful tool to maintain quantum enhancement even in the presence of noise and imperfections. As we have shown entangling the sensors within a network can offer up to an exponential advantage in precision.
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. Suppose now, that one is only interested in measuring the signal α * , while the other signals α k fluctuate and therefore add noise to the final state, and we refer to those as noise processes. In particular, we consider the most pessimistic case where for any finite evolution time t the values α k (for k = k * ) fluctuate in such a way that the parameters Φ k are independent random variables sampled anew for each experimental run. In other words, at each run the effect of each noise process on the state of the probes is to apply a unitary e iΦ k G k with a random value Φ k unknown to the experimentor. Hence, the evolution is no longer unitary, but is given by a completely positive trace preserving map
, is a twirling map [47] . Such a twirling map destroys the coherence between any two eigenstates of G k that have different eigenvalues. Hence, it can equivalently represented as an orthogonal projection onto blocks that only contains product states that are degenerate for all the noise generators
where
and λ = (λ 1 . . . λ k ) labels the blocks by the eigenvalues of all noise generators. Such a noise process destroys any coherence between two states belonging to different blocks λ and λ , that is initially present in the probe state. Hence, it is not only convenient to prepare the probes in a noise incentive states, but in fact any probe state gets projected into a mixture of noise insensitive states by the evolution.
help of the Gram-Schmidt process we obtain the orthogonal vector f ⊥ = (−1, 2, 0, −2, 1)
T which is orthogonal to all f k with k = 3 and has maximal overlap with f 3 . By placing n = N/6 qubits at positions r j /r 0 = ±2, 2n qubits at positions r j /r 0 = ±1 and zero qubits at r j /r 0 = 0 we can create the optimal probe state
(|−n, 2n, 0, −2n, n + |n, −2n, 0, 2n, −n ) . (C1) Note that in this case all values are integer and can be matched by placing an appropriate number of qubits at each sensor position. If the number of sensing systems is however restricted, e.g. to a single qubit per sensor, then local control is required to obtain required effective eigenvalues.
b. Fourier Expansion.-In the following, we consider the generating functions given by f k (r) = sin[kπ(r/r 0 )] which corresponds to standing waves with boundary conditions B(r) = 0 at positions r/r 0 = 0 and r/r 0 = 1. Without noise, it is optimal the place the sensors at positions r j with maximal absolute field strength |f k * (r j )| = 1 that is
As a result, we obtain a coefficient vector f k * = (1, −1, 1, −1, · · · ) with alternating entries and maximal absolute values. The optimal probe state to measure Φ k * is then given by
(|n, −n, n · · · + |−n, n, −n · · · ) ,
if each sensor consists of n = N/k * qubits. In addition, this state is eigenstate of all generatorsĜ k with k = k * (1 + 2m) with m ∈ N since (C4) As a consequence, this probe state is already insensitive to all noise sources with k = k 0 (1+2m) and especially k < k * . Notice that one can also achieve insensitivity against noise sources with a higher k than the signal, which might require the usage of additional sensor positions. c. Point sources.-We now investigate a case where the noise and the signal field are created by point sources with a 1/r 2 distance dependence. We consider a specific,
