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Abstract
This paper discusses a generalized model of high-order Hopfield-type neural networks with time-varying
delays. Some novel global stability criteria of the system is derived by using Lyapunov method, linear
matrix inequality (LMI) and analytic technique. The LMI-based criteria obtained here are computationally
more flexible and more generic than many other existing criteria. A numerical example is given to illustrate
our result.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Stability; High-order Hopfield-type neural networks; Time-varying delays; Linear matrix inequality
1. Introduction
Hopfield [1,2] has proposed Hopfield neural networks (HNNs) which have found applications
in a broad range of disciplines where the targeted problems can reduce to optimization prob-
lems. In some applications of HNNs such as associative memory and repetitive learning, many
stability criteria have been derived in the literature with different delayed neural network mod-
els being considered [3–11], and based on linear matrix inequality (LMI), the authors obtained
some sufficient conditions for delayed neural networks [15,16,26–30]. Since the existence of
delays is frequently a source of instability for neural networks, there has been a considerable
attention given in the literature on Hopfield-type neural networks with time delays. For example,
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in [15–17]. It is known that high-order neural networks have stronger approximation property,
faster convergence rate, greater storage capacity, and higher fault tolerance than lower-order
neural networks.
As far as we know, few results have been reported in literature on the stability of high-
order Hopfield-type neural networks with time-varying delays. In [16], by employing the LMI
approach and the Lyapunov functional methods, several sufficient conditions are obtained for
ensuring a class of high-order bidirectional associative memory (BAM) neural networks with
constant time delay to be globally exponentially stable. By utilizing Lyapunov functional, Xu et
al. [15] derived some sufficient conditions for the global asymptotic stability of the equilibrium
point of a class of high-order Hopfield type neural networks with constant time delays in terms
of LMI.
In this paper, we shall consider a class of such neural networks. By employing the LMI and
Lyapunov functional methods, some less conservative sufficient conditions are obtained for en-
suring the equilibrium point of the system to be globally asymptotically stable. The results extend
and improve the earlier publications. An example is also worked through to illustrate our results.
2. System description and preliminaries
We consider the high-order Hopfield-type neural networks with time-varying delays described
by
dyi(t)
dt
= −ciyi(t)+
n∑
j=1
aij gj
(
yj (t)
)+ n∑
j=1
bij gj
(
yj
(
t − τj (t)
))
+
n∑
j=1
n∑
l=1
Tijlgj
(
yj
(
t − τj (t)
))
gl
(
yl
(
t − τl(t)
))+ Ji, (1)
where i ∈ {1,2, . . . , n}, t  t0, yi(t) is the neuron state; ci is positive constant, it denotes the rate
with which the cell i resets its potential to the resting state; aij , bij are the first-order synaptic
weights of the neural networks; Tijl is the second-order synaptic weights of the neural networks;
τj (t) (j = 1,2, . . . , n) is the transmission delay of the j th neuron such that 0 < τj (t)  τ ∗
and τ˙j (t)  σ < 1, where τ ∗, σ are constants; the activation function gj is continuous on
[t0 − τ ∗,+∞); Ji is the external input.
Suppose that the system (1) is supplemented with initial conditions of the form
yi(s) = φi(s), s ∈ [−τ ∗,0], i = 1,2, . . . , n, (2)
where φi(s) (i = 1,2, . . . , n) are continuous on [−τ ∗,0] ×Ω.
Throughout this paper, we assume that there exists positive constants Li > 0 and χi > 0,
i = 1,2, . . . , n, such that the activation function gi satisfies the following conditions:
(H1)
∣∣gi(ui)∣∣ χi, 0 < gi(ui)− gi(vi)
ui − vi  Li,
where ui, vi ∈ R, i = 1,2, . . . , n.
Due to the boundedness of the activation function gi, by employing the well-known Brouwer’s
fixed point theorem, we can easily obtain that there exists an equilibrium point of the system (1).
146 X.-Y. Lou, B.-T. Cui / J. Math. Anal. Appl. 330 (2007) 144–158The uniqueness of the equilibrium can be deduced from the asymptotic stability which will be
proved subsequently.
Let y∗ be an equilibrium point of (1), y(t) be any solution of (1) and x(t) = y(t) − y∗. Set
fj (xj (t)) = gj (yj (t))−gj (y∗j ), fj (xj (t − τj (t))) = gj (yj (t − τj (t)))−gj (y∗j ). Apparently, for
each i = 1,2, . . . , n, we have∣∣fj (z)∣∣Lj |z|, ∀z ∈ R. (3)
Substituting them into (1) and using Taylor’s theorem, we can write (1) as
dxi(t)
dt
= −cixi(t)+
n∑
j=1
aijfj
(
xj (t)
)+ n∑
j=1
bij fj
(
xj
(
t − τj (t)
))
+
n∑
j=1
(
n∑
l=1
(Tij l + Tilj )ζl
)
fj
(
xj
(
t − τj (t)
))
, (4)
where i = 1,2, . . . , n; ζl is between gl(yl(t − τl(t))) and gl(y∗l ).
Rewrite (4) into vector form as follows:
dx(t)
dt
= −Cx(t)+Af (x(t))+ (B + Γ T TH )f (x(t − τ(t))), (5)
where
C = diag(c1, c2, . . . , cn),
A = (aij )n×n, B = (bij )n×n,
Ti = (Tij l)n×n,
TH =
(
T1 + T T1 , T2 + T T2 , . . . , Tn + T Tn
)T
,
x
(
t − τ(t))= (x1(t − τ1(t)), . . . , xn(t − τn(t)))T ,
f
(
x(t)
)= (f1(x1(t)), . . . , fn(xn(t)))T ,
f
(
x
(
t − τ(t)))= (f1(x1(t − τ1(t))), . . . , fn(xn(t − τn(t))))T ,
ζ = (ζ1, ζ2, . . . , ζn)T ,
Γ = diag(ζ, ζ, . . . , ζ ).
In order to obtain our results, we need establishing the following definitions and lemmas:
Lemma 1. [18] Given any real matrices Σ1, Σ2, Σ3 of appropriate dimensions and a scalar
ε > 0 such that 0 <Σ3 = ΣT3 . Then, the following inequality holds:
ΣT1 Σ2 +ΣT2 Σ1  εΣT1 Σ3Σ1 + ε−1ΣT2 Σ−13 Σ2, (6)
where the superscript T means the transpose of a matrix.
Lemma 2 (Schur complement). Linear matrix inequality:(
Q(x) S(x)
ST (x) R(x)
)
> 0, (7)
with Q(x) = QT (x), R(x) = RT (x) and S(x) depend affinity on x, is equivalent to
R(x) > 0, Q(x)− S(x)R−1(x)ST (x) > 0. (8)
X.-Y. Lou, B.-T. Cui / J. Math. Anal. Appl. 330 (2007) 144–158 147We also recall some basic facts about norms of vectors and matrices. Let y = (y1, y2,
. . . , yn)
T ∈ Rn. The three commonly used vector norms are: ‖y‖1 = ∑ni=1 |yi |, ‖y‖2 =
(
∑n
i=1 y2i )1/2, ‖y‖∞ = max1in |yi |. It is also known that ‖y‖∞  ‖y‖1. The vector |y|
will denote |y| = (|y1|, |y2|, . . . , |yn|)T . For any matrix V = (vij )n×n, λm(V ) and λM(V )
will denote the minimum and maximum eigenvalues of V, respectively. For the matrix V,
‖V ‖22 = λM(V T V ).
3. Stability criteria
In this section, we shall obtain some sufficient conditions for global asymptotic stability of
the high-order Hopfield-type neural networks with time-varying delays.
If y∗ is an equilibrium point of (1), then x∗ = 0 is an equilibrium point of (4) and (5). To
prove the global asymptotic stability of the equilibrium point of (1), it is sufficient to prove the
global asymptotic stability of the trivial solution of (4) or (5).
Theorem 1. The origin of system (5) is asymptotically stable if condition (H1) is satisfied and
moreover there exist positive definite symmetric matrices P , Σ1, Σ2 and a scalar ε > 0 such that
Ω = PC +CT P − 1
ε
PAΣ−11 A
T P − εLΣ1L
− 1
1 − σ PBΣ
−1
2 B
T P − 1
1 − σ ‖χ‖
2P 2 − 1
1 − σ L
(
T TH TH +Σ2
)
L> 0, (9)
where L = diag(Li), i = 1,2, . . . , n, χ = (χ1, χ2, . . . , χn)T .
Proof. Consider the Lyapunov functional
V (t) = xT (t)P x(t)+
n∑
i=1
n∑
j=1
t∫
t−τj (t)
qij f
2
j
(
x(s)
)
ds, (10)
where Q = (qij )n×n = T TH TH +Σ2.
Now we compute the derivative of along the trajectories of (5), giving
V˙ (t)−xT (t)(PC +CT P )x(t)+ 2xT (t)PAf (x(t))
+ 2xT (t)PBf (x(t − τ(t)))+ 2xT (t)PΓ T THf (x(t − τ(t)))
+ f T (x(t))Qf (x(t))− (1 − σ)f T (x(t − τ(t)))Qf (x(t − τ(t))). (11)
By Lemma 1, we get
2xT (t)PAf
(
x(t)
)
 1
ε
xT (t)PAΣ−11 A
T Px(t)+ εf T (x(t))Σ1f (x(t)),
2xT (t)PBf
(
x
(
t − τ(t)))
 1
1 − σ x
T (t)PBΣ−12 B
T Px(t)+ (1 − σ)f T (x(t − τ(t)))Σ2f (x(t − τ(t))),
2xT (t)PΓ T THf
(
x
(
t − τ(t)))
 1 xT (t)PΓ T Γ Px(t)+ (1 − σ)f T (x(t − τ(t)))T TH THf (x(t − τ(t))).1 − σ
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xT (t)PΓ T Γ Px(t) ‖χ‖2xT (t)P 2x(t). (12)
And since Q = T TH TH +Σ2, it follows that
V˙ (t)−xT (t)(PC +CT P )x(t)+ 1
ε
xT (t)PAΣ−11 A
T Px(t)
+ εf T (x(t))Σ1f (x(t))+ 11 − σ xT (t)PBΣ−12 BT Px(t)
+ 1
1 − σ ‖χ‖
2xT (t)P 2x(t)
+ 1
1 − σ f
T
(
x(t)
)(
T TH TH +Σ2
)
f
(
x(t)
)
. (13)
By (3), we have
V˙ (t) xT (t)
[
−PC −CT P + 1
ε
PAΣ−11 A
T P + εLΣ1L
+ 1
1 − σ PBΣ
−1
2 B
T P + 1
1 − σ ‖χ‖
2P 2 + 1
1 − σ L
(
T TH TH +Σ2
)
L
]
x(t)
≡ −xT (t)Ωx(t). (14)
Then we have V˙ (t) < 0 when Ω > 0, i.e., the inequality (9) holds, which completes the proof of
the theorem. 
By constructing another Lyapunov functional, we can obtain the following result.
Theorem 2. The origin of system (5) is asymptotically stable if condition (H1) is satisfied and
moreover there exist a positive definite symmetric matrix Σ1 and a positive diagonal matrix
D = diag(d1, d2, . . . , dn), such that⎡
⎢⎣
(DC +CD)L−1 −DA−AT D − 11−σ (T TH TH +Σ1) DB D
BT D Σ1 0
D 0 1‖χ‖2 I
⎤
⎥⎦> 0. (15)
Proof. Consider the following Lyapunov functional:
V (t) = 2
n∑
i=1
di
xi∫
0
fi(s) ds + 11 − σ
n∑
i=1
n∑
j=1
t∫
t−τj (t)
qij f
2
j
(
x(s)
)
ds, (16)
where Q = (qij )n×n = T TH TH +Σ1, di > 0, i = 1,2, . . . , n.
Define
G(x) = min
{
min
{ xi∫
0
fi(θ) dθ,
−xi∫
0
fi(θ) dθ
}
, i = 1,2, . . . , n
}
,
which satisfies
G(r) > 0, r > 0, G(r) → +∞, r → +∞,
and G(0) = 0, G(x) = G(|x|), for x ∈ Rn+.
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V
(
x(t)
)
 2
n∑
i=1
di
xi∫
0
fi(s) ds  2λm(D)G
(|x|), (17)
which gives a lower bound by a positive radially unbound function.
It is easy to verify that
2λm(D)G
(|x|) V (x(t)) [2qλM(DL)+ τ(t)1 − σ qλM(LQL)
]∥∥x(t)∥∥2, q > 1. (18)
The derivative of this functional along the solution of system (5) is
V˙ (t) f T
(
x(t)
)
D
[−Cx(t)+Af (x(t))+ (B + Γ T TH )f (x(t − τ(t)))]
+ [−Cx(t)+Af (x(t))+ (B + Γ T TH )f (x(t − τ(t)))]T Df (x(t))
+ 1
1 − σ f
T
(
x(t)
)
Qf
(
x(t)
)− f T (x(t − τ(t)))Qf (x(t − τ(t))). (19)
Then it follows from Lemma 1 that
f T
(
x(t)
)
DBf
(
x
(
t − τ(t)))+ f T (x(t − τ(t)))BT Df (x(t))
 f T
(
x(t)
)
DBΣ−11 B
T Df
(
x(t)
)+ f T (x(t − τ(t)))Σ1f (x(t − τ(t))), (20)
f T
(
x(t)
)
DΓ T THf
(
x
(
t − τ(t)))+ f T (x(t − τ(t)))T TH ΓDf (x(t))
 f T
(
x(t)
)
DΓ T ΓDf
(
x(t)
)+ f T (x(t − τ(t)))T TH THf (x(t − τ(t)))
 ‖χ‖2f T (x(t))D2f (x(t))+ f T (x(t − τ(t)))T TH THf (x(t − τ(t))). (21)
To this end, substituting (20), (21) into (19) and for Q = T TH TH +Σ1, we have
V˙ (t) f T
(
x(t)
)[−DCL−1 −CDL−1 +DA+AT D +DBΣ−11 BT D
+ ‖χ‖2D2 + 1
1 − σ
(
T TH TH +Σ1
)]
f
(
x(t)
)
≡ −f T (x(t))Ωf (x(t)). (22)
Then we have V˙ (t) < 0 when Ω > 0. By the Schur complements (see Lemma 2), Ω > 0 if and
only if inequality (15) holds, which completes the proof of the theorem. 
Theorem 3. The origin of system (5) is the unique equilibrium point and it is globally asymptoti-
cally stable if the condition (H1) is satisfied and there exist a positive definite matrix P, a positive
diagonal matrix D and a positive constant β such that
Ω =
[
−2DCL−1 +DA+AT D + β−1DP−1D
+ 1 + ‖χ‖
2
1 − σ βλM(P )
(
BT B + T TH TH
)]
< 0, (23)
where L = diag(Li), i = 1,2, . . . , n, is a positive diagonal matrix.
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V (t) = xT (t)Cx(t)+ 2α
n∑
i=1
di
xi∫
0
fi(s) ds
+ αβ 1
1 − σ
t∫
t−τ(t)
f T
(
x(s)
)
WT PWf
(
x(s)
)
ds
+ 1
1 − σ
t∫
t−τ(t)
f T
(
x(s)
)
WTWf
(
x(s)
)
ds, (24)
where W = B + Γ T TH .
Then the derivative of this functional along the solution of system (5) is
V˙ (t)−xT (t)C2x(t)− xT (t)C2x(t)+ 2xT (t)CAf (x(t))
+ 2xT (t)CWf (x(t − τ(t)))− 2αf T (x(t))DCx(t)
+ 2αf T (x(t))DAf (x(t))+ 2αf T (x(t))DWf (x(t − τ(t)))
+ αβ 1
1 − σ f
T
(
x(t)
)
WT PWf
(
x(t)
)+ 1
1 − σ f
T
(
x(t)
)
WTWf
(
x(t)
)
− αβf T (x(t − τ(t)))WT PWf (x(t − τ(t)))
− f T (x(t − τ(t)))WTWf (x(t − τ(t))). (25)
Adding and subtracting αβ−1f T (x(t))DP−1Df (x(t)) in the above equation results in
V˙ (t)−xT (t)C2x(t)− xT (t)C2x(t)+ 2xT (t)CAf (x(t))
+ 2xT (t)CWf (x(t − τ(t)))− 2αf T (x(t))DCx(t)
+ 2αf T (x(t))DAf (x(t))+ 2αf T (x(t))DWf (x(t − τ(t)))
+ αβ 1
1 − σ f
T
(
x(t)
)
WT PWf
(
x(t)
)+ 1
1 − σ f
T
(
x(t)
)
WTWf
(
x(t)
)
+ αβ−1f T (x(t))DP−1Df (x(t))− αβ−1f T (x(t))DP−1Df (x(t))
− αβf T (x(t − τ(t)))WT PWf (x(t − τ(t)))
− f T (x(t − τ(t)))WTWf (x(t − τ(t))). (26)
Using the inequality technique, we have
−xT (t)C2x(t)+ 2xT (t)CAf (x(t))
= −(Cx(t)−Af (x(t)))T (Cx(t)−Af (x(t)))+ f T (x(t))AT Af (x(t)), (27)
−xT (t)C2x(t)+ 2xT (t)CWf (x(t − τ(t)))
= −(Cx(t)−Wf (x(t − τ(t))))T (Cx(t)−Wf (x(t − τ(t))))
+ f T (x(t − τ(t)))WT Wf (x(t − τ(t))), (28)
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= −α[β−1/2DP−1/2f (x(t))− β1/2P 1/2Wf (x(t − τ(t)))]T
× [β−1/2DP−1/2f (x(t))− β1/2P 1/2Wf (x(t − τ(t)))]
+ αβf T (x(t − τ(t)))WT PWf (x(t − τ(t))). (29)
Since the first terms of the above equations are non-positive, we can write the following inequal-
ities:
−xT (t)C2x(t)+ 2xT (t)CAf (x(t)) f T (x(t))AT Af (x(t)), (30)
−xT (t)C2x(t)+ 2xT (t)CWf (x(t − τ(t)))
 f T
(
x
(
t − τ(t)))WT Wf (x(t − τ(t))), (31)
−αβ−1f T (x(t))DP−1Df (x(t))+ 2αf T (x(t))DWf (x(t − τ(t)))
 αβf T
(
x
(
t − τ(t)))WT PWf (x(t − τ(t))). (32)
From (3), we obtain the following:
−2αf T (x(t))DCx(t)−2αf T (x(t))DCL−1f (x(t)). (33)
By substituting inequalities (30)–(33) into (26), we obtain
V˙ (t) f T
(
x(t)
)
ATAf
(
x(t)
)− 2αf T (x(t))DCL−1f (x(t))
+ 2αf T (x(t))DAf (x(t))+ αβ 1
1 − σ f
T
(
x(t)
)
WT PWf
(
x(t)
)
+ 1
1 − σ f
T
(
x(t)
)
WTWf
(
x(t)
)+ αβ−1f T (x(t))DP−1Df (x(t))
 f T
(
x(t)
)
ATAf
(
x(t)
)− 2αf T (x(t))DCL−1f (x(t))
+ 2αf T (x(t))DAf (x(t))+ αβ−1f T (x(t))DP−1Df (x(t))
+ 1
1 − σ
(
αβλM(P )+ 1
)
f T
(
x(t)
)
WTWf
(
x(t)
)
. (34)
Since
WT W = (B + Γ T TH )T (B + Γ T TH )= BT B +BT Γ T TH + T TH Γ B + T TH Γ Γ T TH

(
1 + ‖χ‖2)BT B + (1 + ‖χ‖2)T TH TH = (1 + ‖χ‖2)(BT B + T TH TH ), (35)
it follows from (23) that
V˙ (t) f T
(
x(t)
)[
AT A+ (BT B + T TH TH )]f (x(t))
+ αf T (x(t))[−2DCL−1 +DA+ATD + β−1DP−1D
+ 1 + ‖χ‖
2
1 − σ βλM(P )
(
BT B + T TH TH
)]
f
(
x(t)
)
 λM
(
ATA+BT B + T TH TH
)
f T
(
x(t)
)
f
(
x(t)
)− αλm(−Ω)f T (x(t))f (x(t))
= [λM(ATA+BT B + T TH TH )− αλm(−Ω)]∥∥f (x(t))∥∥2. (36)2
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α >
λM(A
T A+BT B + T TH TH )
λm(−Ω) > 0
ensures that V˙ (t) < 0, ∀f (x(t)) 	= 0. Note that f (x(t)) 	= 0 implies that x(t) 	= 0. Now let
f (x(t)) = 0 and x(t) 	= 0. In this case, V˙ (t) is in the following form:
V˙ (t)−xT (t)C2x(t)− xT (t)C2x(t)+ 2xT (t)CWf (x(t − τ(t)))
− αβf T (x(t − τ(t)))WT PWf (x(t − τ(t)))
− f T (x(t − τ(t)))WTWf (x(t − τ(t))). (37)
Since
WT PW > 0, β > 0, α > 0,
V˙ (t) satisfies
V˙ (t)−xT (t)C2x(t)− xT (t)C2x(t)+ 2xT (t)CWf (x(t − τ(t)))
− f T (x(t − τ(t)))WTWf (x(t − τ(t))). (38)
Using (33) in the above inequality, we obtain
V˙ (t)−xT (t)C2x(t).
Since C is a positive diagonal matrix, we can conclude that
V˙ (t)−xT (t)C2x(t) < 0, ∀x(t) 	= 0.
Now consider the case where f (x(t)) = x(t) = 0. In this case, V˙ (t) takes the form:
V˙ (t) = −αβf T (x(t − τ(t)))WT PWf (x(t − τ(t)))
− f T (x(t − τ(t)))WTWf (x(t − τ(t))).
Since WT PW > 0, it directly follows that
V˙ (t) < 0, ∀f (x(t − τ)) 	= 0.
Hence, we have proved that V˙ (t) = 0 if and only if f (x(t)) = x(t) = f (x(t − τ)) = 0, otherwise
V˙ (t) = 0. On the other hand, V (t) is radially unbounded, that is V (t) → ∞ as ‖x(t)‖ → ∞.
Thus, from standard Lyapunov stability theorems (see, e.g., [19, Corollary 3.2, Chapter 3]), it
follows that the origin of system (2) is GAS. 
Theorem 4. Under the assumption given by (H1), the neural network model (1) is globally
asymptotically stable, if the following condition hold:
2r2 − 2r‖A‖2 − ‖W‖22 −
r2
1 − σ > 0, (39)
where r = min1in(ci/Li), W = B + Γ T TH .
Proof. Construct the following positive definite Lyapunov functional:
V (t) = xT (t)x(t)+ 2αr
n∑
i=1
di
xi∫
fi(s) ds +
(
αr2 + β) 1
1 − σ
n∑
i=1
t∫
f Ti
(
xi(s)
)
ds,0 t−τi (t)
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time derivative of the functional along the trajectories of system (5) is obtained as follows:
V˙ (t)−2xT (t)Cx(t)+ 2xT (t)Af (x(t))
+ 2xT (t)Wf (x(t − τ(t)))− 2αrf T (x(t))Cx(t)
+ 2αrf T (x(t))Af (x(t))+ 2αrf T (x(t))Wf (x(t − τ(t)))
+ αr
2
1 − σ f
T
(
x(t)
)
f
(
x(t)
)− αr2f T (x(t − τ(t)))f (x(t − τ(t)))
+ β
1 − σ f
T
(
x(t)
)
f
(
x(t)
)− βf T (x(t − τ(t)))f (x(t − τ(t))). (40)
We can write the following linear matrix inequalities:
−xT (t)Cx(t)+ 2xT (t)Af (x(t))
= −[C1/2x(t)−C−1/2Af (x(t))]T [C1/2x(t)−C−1/2Af (x(t))]
+ f T (x(t))AT C−1Af (x(t)), (41)
−xT (t)Cx(t)+ 2xT (t)Wf (x(t − τ(t)))
= −[C1/2x(t)−C−1/2Wf (x(t − τ(t)))]T [C1/2x(t)−C−1/2Wf (x(t − τ(t)))]
+ f T (x(t − τ(t)))WTC−1Wf (x(t − τ(t))), (42)
2αrf T
(
x(t)
)
Wf
(
x
(
t − τ(t)))− αr2f T (x(t − τ(t)))f (x(t − τ(t)))
= −α[rf (x(t − τ(t)))−Wf (x(t))]T [rf (x(t − τ(t)))−Wf (x(t))]
+ αf T (x(t))WTWf (x(t)). (43)
Since the first terms of the above equations are non-positive, we can write the following inequal-
ities:
−xT (t)Cx(t)+ 2xT (t)Af (x(t)) f T (x(t))AT C−1Af (x(t)), (44)
−xT (t)Cx(t)+ 2xT (t)Wf (x(t − τ(t)))
 f T
(
x
(
t − τ(t)))WT C−1Wf (x(t − τ(t))), (45)
2αrf T
(
x(t)
)
Wf
(
x
(
t − τ(t)))− αr2f T (x(t − τ(t)))f (x(t − τ(t)))
 αf T
(
x(t)
)
WT Wf
(
x(t)
)
. (46)
Using (44)–(46) in (43) yields:
V˙ (t)−2αrf T (x(t))Cx(t)+ 2αrf T (x(t))Af (x(t))+ f T (x(t))AT C−1Af (x(t))
+ f T (x(t − τ(t)))WT C−1Wf (x(t − τ(t)))+ αf T (x(t))WT Wf (x(t))
+ αr
2
1 − σ f
T
(
x(t)
)
f
(
x(t)
)+ β
1 − σ f
T
(
x(t)
)
f
(
x(t)
)
− βf T (x(t − τ(t)))f 2(x(t − τ(t))). (47)
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V˙ (t)−2αr
n∑
i=1
ci
Li
f 2i
(
xi(t)
)+ 2αr‖A‖2∥∥f (x(t))∥∥22 + ‖A‖22∥∥C−1∥∥2∥∥f (x(t))∥∥22
+ (‖W‖22∥∥C−1∥∥2 − β)∥∥f (x(t − τ(t)))∥∥22 + α‖W‖22∥∥f (x(t))∥∥22
+ αr
2
1 − σ
∥∥f (x(t))∥∥22 + β1 − σ
∥∥f (x(t))∥∥22. (48)
Since r = min1in(ci/Li), we have
−2αr
n∑
i=1
ci
Li
f 2i
(
xi(t)
)
−2αr2
n∑
i=1
f 2i
(
xi(t)
)= −2αr2∥∥f (x(t))∥∥22. (49)
Let ‖W‖22‖C−1‖2 = β. Thus, in the light of above inequality, V˙ (t) can now be written as
V˙ (t)−α
(
2r2 − 2r‖A‖2 − ‖W‖22 −
r2
1 − σ
)∥∥f (x(t))∥∥22
+
(
‖A‖22
∥∥C−1∥∥2 + 11 − σ ‖W‖22
∥∥C−1∥∥2
)∥∥f (x(t))∥∥22. (50)
Since 2r2 − 2r‖A‖2 − ‖W‖22 − r
2
1−σ > 0, the choice
α >
‖A‖22‖C−1‖2 + 11−σ ‖W‖22‖C−1‖2
2r2 − 2r‖A‖2 − ‖W‖22 − r
2
1−σ
> 0
ensures that V˙ (t) is negative definite for all f (x(t)) 	= 0. (It should be noted here that f (x(t)) 	= 0
implies that x(t) 	= 0.) Now consider the case where f (x(t)) = 0 and x(t) 	= 0. In this case, V˙ (t)
satisfies
V˙ (t)−2xT (t)Cx(t)+ 2xT (t)Wf (x(t − τ(t)))− αr2f T (x(t − τ(t)))f (x(t − τ(t)))
− βf T (x(t − τ(t)))f (x(t − τ(t)))
−2xT (t)Cx(t)+ 2xT (t)Wf (x(t − τ(t)))
− βf T (x(t − τ(t)))f (x(t − τ(t))). (51)
Since
−2xT (t)Cx(t)+ 2xT (t)Wf (x(t − τ(t)))− βf T (x(t − τ(t)))f (x(t − τ(t))) 0,
then
V˙ (t)−βxT (t)Cx(t).
It follows that V˙ (t) is negative definite for all x(t) 	= 0 with f (x(t)) = 0. Finally, consider the
case where f (x(t)) = 0 and x(t) = 0. This case implies that
V˙ (t)−αr2f T (x(t − τ(t)))f (x(t − τ(t)))− βf T (x(t − τ(t)))f (x(t − τ(t))). (52)
Obviously, V˙ (t) is negative definite for all f (x(t − τ(t))) 	= 0. Hence, it follows that V˙ (t) = 0 if
and only if x(t) = f (x(t)) = f (x(t − τ(t))) = 0, otherwise V˙ (t) < 0. Moreover, V (t) is radially
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equivalently the equilibrium point of system (1) is globally asymptotically stable. 
If we choose Σ2 = I, then the condition in Theorem 1 becomes
Corollary 1. The origin of system (5) is asymptotically stable if condition (H1) is satisfied and
moreover there exist positive definite symmetric matrices P , Σ1 and a scalar ε > 0 such that
−PC −CT P + 1
ε
PAΣ−11 A
T P + εLΣ1L
+ 1
1 − σ PBΣ
−1
2 B
T P + 1
1 − σ ‖χ‖
2P 2 + 1
1 − σ L
(
T TH TH + I
)
L< 0, (53)
where L = diag(Li), i = 1,2, . . . , n.
Remark 1. In Corollary 1, while the case for time-varying delays reduces to constant delays, i.e.,
σ = 0, we can see that Corollary 2 given in [15] can be considered as the special cases of the
result.
If we choose Σ1 = Σ2 = P = I, then the condition in Theorem 1 becomes
Corollary 2. The origin of system (5) is asymptotically stable if condition (H1) is satisfied and a
scalar ε > 0 such that
−2C + 1
ε
AAT + εL2 + 1
1 − σ BB
T + 1
1 − σ ‖χ‖
2I + 1
1 − σ L
(
T TH TH + I
)
L< 0, (54)
where L = diag(Li), i = 1,2, . . . , n.
Let L = C = I. If we choose Σ1 = Σ2 = I , P = 1δ I with δ > 0, then the condition in Theo-
rem 1 becomes
Corollary 3. The origin of system (5) is asymptotically stable if condition (H1) is satisfied and a
scalar ε > 0 such that
(2 − ε)I − 1
1 − σ
(
T TH TH + I
)+ 1
δ2ε
AAT + 1
δ2(1 − σ)BB
T
+ 1
δ2(1 − σ)‖χ‖
2I < 0. (55)
In the above Theorem 2, if C = D = Σ1 = I, then we have the following corollary.
Corollary 4. The origin of system (5) is asymptotically stable if condition (H1) is satisfied and
such that⎡
⎢⎣
2I −A−AT − 11−σ (T TH TH + I ) B I
BT I 0
I 0 1‖χ‖2 I
⎤
⎥⎦> 0. (56)
156 X.-Y. Lou, B.-T. Cui / J. Math. Anal. Appl. 330 (2007) 144–158Corollary 5. Under the assumption given by (H1), the neural network model (1) is globally
asymptotically stable, if the following condition hold:
2‖A‖2 +
∥∥B + Γ T TH∥∥22 < 2σ − 11 − σ . (57)
Remark 2. As we know, the architecture with high-order interactions [20,21] have been succes-
sively introduced to design neural networks which have stronger approximation property, faster
convergence rate, greater storage capacity, and higher fault tolerance than lower-order neural
networks. So the case studied in this paper is more general. Let TH ≡ 0, the high-order Hopfield-
type neural network with time-varying delays becomes the lower-order Hopfield neural networks.
Moreover, we consider the lower-order Hopfield neural networks with constant time delay, it can
easily obtain the same results in [22]. Similarly, according to the analysis in [22], the conditions
given [23–25] can be considered as the special cases of the result derived from Theorem 3 with
TH ≡ 0.
4. An illustrative example
Consider the following high-order Hopfield-type neural network with time-varying delays:
dyi(t)
dt
= −ciyi(t)+
2∑
j=1
aij gj
(
yj (t)
)+ 2∑
j=1
bij gj
(
yj
(
t − τj (t)
))
+
2∑
j=1
2∑
l=1
Tijlgj
(
yj
(
t − τj (t)
))
gl
(
yl
(
t − τl(t)
))+ Ji, i = 1,2, (58)
where g1(y1) = tanh(0.53y1), g2(y2) = tanh(0.67y2), σ = 0.6, J1 = 1.5, J2 = 2,
C =
[
1.90 0
0 1.89
]
, A =
[
0.05 0.14
0.20 0.31
]
, B =
[
0.09 0.25
0.21 0.45
]
,
T1 =
[
0.05 0.14
−0.06 0.05
]
, T2 =
[
0.29 0.10
0.23 −0.14
]
, T3 =
[−0.23 0.07
0.09 −0.02
]
.
Thus we have L = 0.67, ‖χ‖2 = 0.67. Now we choose P = I, ε = 1, and it is easy to check
−PC −CT P + 1
ε
PAAT P + εL2 + 1
1 − σ PBB
T P
+ 1
1 − σ ‖χ‖
2P 2 + 1
1 − σ L
(
T TH TH + I
)
L =
[−0.9038 0.3806
0.3806 −0.3284
]
< 0.
It follows from Corollary 2 that the equilibrium point of the system (58) is globally asymptot-
ically stable.
To use Theorem 2, we let D = Σ1 = I, and so
−DCL−1 −CDL−1 +DA+AT D +DBΣ−11 BT D
+ ‖χ‖2D2 + 1
1 − σ
(
T TH TH +Σ1
)= [−4.0410 0.46860.4686 −1.8138
]
< 0.
Therefore, from Theorem 2 that the equilibrium point of the system (58) is globally asymptoti-
cally stable.
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2r2 − 2r‖A‖2 − ‖W‖22 −
r2
1 − σ = 0.0860 > 0, (59)
thus the equilibrium point of the system (58) is globally asymptotically stable.
From the above results, the example demonstrate the effectiveness of the conditions.
5. Conclusions
In this paper, some new criteria for global asymptotic stability of high-order Hopfield-type
neural networks with time-varying delays have been derived. Our results have generalized some
existing results reported in the literature for both cases with constant and time-varying delays.
Moreover, the LMI-based criteria obtained here are computationally more flexible and more effi-
cient than many other existing criteria. So the results extend and improve the earlier publications.
An example is also worked through to illustrate our results.
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