A new control system for high-throughput experiments (X-Ray, Neutrons) is introduced in this article. The system consists of several software components which are required to make optimized use of the beamtime and to fulfill the demand to implement the new standardized data format established within the Helmholtz Association in Germany. The main components are: PreExperiment Data Collector; Status server; Data Format Server. Especially for tomography a concept for an online reconstruction based on GPU computing is presented. One of the main goals of the system is to collect data that extends standard experimental data, e.g. instrument's hardware state, preinvestigation data, experiment description data etc. The collected data is stored together with the experiment data in the permanent storage of the user. The stored data is then used for post processing and analysis of the experiment.
INTRODUCTION
The Helmholtz-Zentrum Geesthacht is operating beamlines optimized for materials research using synchrotron radiation at DESY in Hamburg [1, 2, 3] and beamlines using neutrons at FRM II in Munich [4] . With the beginning of the operation of the 3rd generation synchrotron-radiation source PETRA III, DESY, Hamburg, and the design and planning of the new neutron source ESS, Lund [5, 6, 7, 8] , a strong demand appeared to increase the data throughput, to make optimal use of the beamtime and to fully control the experiment. Especially in tomography the data pipeline has to be redesigned from the experiment to the 3D reconstruction.
In recent years, the extensive progress in hardware makes it possible to develop a nearly real time tomography experiment control system. Such system can perform all the routines that are necessary for experiment and provide a real time feedback to the user. This feedback can be used for instant monitoring and/or for real time reconstruction. To face these challenges HZG develops an integrated control system environment for high throughput tomography. This article presents progress on the development by describing some of its components.
The system presented in this article consists of several components that implement the control system. In our case we use the Tango framework [9, 10, 11] which is widely used in the synchrotron community. At the same time all the components are implemented in a way, that they can be easily integrated into different control environment like "Threefold Integrated Networking Environment" (TINE) [12, 13, 14] or "The Experimental Physics and Industrial Control System" (EPICS) [15, 16] The most important task for the integrated control system is to collect data. The data can be divided into four main groups: 1) static data; 2) hardware state related data; 3) dynamic data and 4) images. First three are related to the experiment meta data which extends standard tomography data (collected images).
Static data is gathered before the experiment by a specially developed dedicated tango server -PreExperiment Data Collector. Information about this tango server is given in section 2.1. The remaining three types of data are being collected during the experiment by other specially developed tango servers. The so called StatusServer tango server accesses instrument's hardware (can be operated by different control systems: Tango, TINE or EPICS) and collects its state (see section 2.2). The tango server -ControlServer -performs the experiment and collects dynamic data and images. Collected hardware state data and dynamic data can be interpreted on the fly, for instance to generate a feedback or to perform reconstruction. Finally the other tango server -DataFormat Server -accumulates all the collected data and stores it into a NeXus file. The NeXus file format [17, 18] is a special data format designed by the Helmholtz Association in order to introduce a common data format for neutron, x-ray and muon science. This file can then be stored in the permanent storage provided by the facility (see section 2.3).
The full data stack is saved in the NeXus file and is available to users after the experiment in a convenient way. This means they can access it remotely, perform computations on it, structure it as well as use it for citation. For this an infrastructure is being developed by the Hemholtz Association within the High Data Rate Initiative (HDRI) [19, 20] . Within this initiative an online data evaluation system will be established to enable feedback information for fast quality assurance during the course of an experiment, and hence for the most efficient use of the valuable experimental time. Furthermore, a standard data format will be established for an easy exchange of data and compatibility with evaluation software, and a data lifetime policy will be established for remote user access to large amounts of data as well as longterm archiving [21] . The Helmholtz-Zentrum Geesthacht works in close collaboration with the facilities involved in HDRI and integrates the best solutions provided within these projects with its control system.
The integrated control system is now in an approbation stage at IBL (P05) [1, 2] and HEMS (P07) [3] beamlines, PETRA III, DESY, Hamburg, Germany. It is also planned to deliver this system to FRM II neutron facility. Section 2 of the article presents the integrated control system in more details. The first three subsections describe the components of the system: PreExperiment Data Collector [22] , StatusServer [23] and DataFormat Server [24] that are used for collecting experiment data. The fourth section introduces our idea on how to perform an online tomography reconstruction. The final subsection covers some of the tools and frameworks we have developed to make it easier to develop the system itself.
Our software is implemented in different languages and libraries. High level and web server side components are written in Java. Web based parts are implemented using javascript, jQuery [25] and javascriptMVC [26] . Mobile applications were done using Apache Cordova [27] . More specific and hardware related components are written in C++ using Boost C++ libraries [28] . IDL scripting language [29] is used as a frontend of the system. It should be mentioned that this article does not cover details of the implementation.
INTEGRATED CONTROL SYSTEM ENVIRONMENT
A high level overview of the integrated control system is presented in Fig. 1 . The system addresses two main goals: collect data essential for the experiment and provide a high level abstraction for the beamline scientist so they can efficiently control the experiment hardware.
Two types of users are defined in the system: users and beamline scientists (instrument operators). Users are those who come to the facility to perform tomographic scans of their samples. They use a specially developed web interface or offline client to provide data for the experiment. Beamline scientists are responsible for preparing and operating the instrument for the experiment. They communicate with the components of the system and the experiment's hardware via orchestra scripts written in IDL [29] or dedicated components of the system. Below by the expression "users" we mean both beamline scientists and users, when there is no need to distinguish between them.
All the data collected by the system forms a data stack which consists of 4 different types: static, meta, dynamic data and images. Each type of data is processed by a specially developed component of the system. Static data is gathered by PreExperiment Data Collector (see section 2.1). Meta data is collected by StatusServer (see section 2.2). Dynamic data and images are processed by orchestra scripts at the moment. In the near future orchestra scripts will be replaced by the control server with GUI and two dedicated components will be implemented -Rotation Server and Image Server. Normally conventional control systems collect only images and maybe dynamic data.
Static data characterizes an experiment, i.e. sample, sample environment, energy etc. This data typically can be collected even before users of the instrument come to the facility. We have also defined an additional phase for our experiments. It is done to perform preinvestigation of the sample, e.g. it can be photographed or subjected to a rough tomography using a nanotom S [30] . At HZG nanotom S may be used to define area of interest of the sample which is then scanned using more precise tomography. This may be necessary if the sample is relatively large and only a small part of it can be scanned at once by the instrument. Therefore, we save beamtime not scanning the whole sample. High level overview of the integrated control system environment. The system serves two main goals: collect data and provide beamline scientists with a convenient abstraction to control the data flow and the experiment. Collected data is classified into four categories: static, meta, dynamic and images. Each data category is collected by a dedicated software component. Each software component can be a complex structure of different sub components. Collected data also partially servers the second goal, i.e. is used for controlling the experiment. Beamline scientists observe data via special GUI application. There are various representation strategies of the data. One of them is online reconstruction. It uses techniques of very fast reconstruction and therefore is able to give users close to real time feedback on the experiment. All the collected data is packed into NeXus file after the experiment and is available for users to perform all necessary analyses.
Meta data contains values from the hardware of the instrument, for example, position of motors and camera, beam current etc. Using these values users and beamline scientists can understand the state of the instrument whether it is in proper state or not. Meta data is collected by StatusServer in the background. This means that when meta data is required StatusServer has already had all values and does not delay client's work collecting them.
Dynamic data is generated during the experiment. Most obvious examples of such data are timestamps or angles of rotation of the sample holder. This data is required for analysis of the experiment and may be used as template for similar experiments in the future. It greatly simplifies user's work and save beamtime. For example, if there is a corrupted serie of images then one can easily reproduce the experiment using meta and dynamic data associated with these images.
Images are the result of the experiment generated by a camera. Currently cameras at HZG generate images up to 340 Hz but our software is aimed to handle 5000 Hz as it is a theoretical performance of the new generation ultra-fast tomography cameras developed at KIT [31, 32] .
The full data stack (static, meta, dynamic data and images) is put into a Nexus file and moved to permanent storage. It can now be accessed for analysis after the experiment. This data is then ready to perform a high quality reconstruction which may be used by users to perform various analyses (post processing in Fig. 1 ). More details about this part of the system can be found in section 2.3.
Beamline scientists must have a comprehensive view of the data to control the instrument during the experiment. Collected data is used for forming such views. Convenient representation of the data is a big challenge. To meet this challenge a variety of techniques were designed and implemented. For instance, some of the views are available on mobile clients [33] . Also an online reconstruction was designed.
Online reconstruction is a way to provide users with an experiment monitoring. Using modern computing technologies we can perform almost real time reconstruction. It differs from high quality offline reconstruction to give users a feedback on what is going on in the instrument. For high quality reconstruction the full data set is required. Then different sophisticated reconstruction techniques are used to optimize the results in terms of scientific usability. This is described in details in section 2.4.
PreExperiment Data Collector
PreExperiment Data Collector [22] is a part of preinvestigation phase of the experiment. At this phase a coarse tomography using nanotom S and\or ordinary photos may be used for defining an area of interest. The PreExperiment Data Collector may also be used as a part of the application process. Via the Internet or via an offline client users can provide description of the experiment, sample's description and description of the desired setup of the instrument, e.g. sample environment. The PreExperiment Data Collector temporarily keeps all the data until it is being accessed by the client process to store it in the final NeXus file. The PreExperiment Data Collector is a web application dedicated to gather static data of the experiment. This application can be deployed in any servlet container [34, 35, 36] typically located within facility's intranet, i.e. users can access it only if they are in the same intranet. On the one hand this application provides a browser based interface [25] for the user to set values of parameters, on the other hand -it supports a Tango interface so that the beamline scientist can access the values set by the user. The beamline scientist can also add some data which users are not capable to define. The set of parameters is defined by the beamline scientist in an easy to edit yaml [37] file. The client side is implemented using javascript technologies stack. This allows us to port clients to a various platforms using Apache Cordova framework. The PreExperiment Data Collector also has offline clients [27, 38] . For users it is not necessary to be able to go online to fill in the values. Users may upload the offline filled-in parameters when they are in the intranet of the facility. Schematic presentation of this component can be found in the Fig 2. Our instruments in DESY (IBL -P05 and HEMS -P07) are supplied with an automated sample changer [39] . As manual sample changing introduces a great overhead and a huge waste of time during the experiment all high throughput tomography instruments may be supplied with such an automated sample changers in the future. To guarantee full automatization of this procedure it is important to match every sample to the collected data referred to it. Orchestra script combines sample's data gathered by PreExperiment Data Collector plus ordinary photos of the sample or results of the coarse tomography performed by the nanotom S.
Due to the communication between different hardware and software components the PreExperiment Data Collector becomes a part of a complex infrastructure that is aimed to collect a long range of variety of values which are important for a successful tomography experiment and reconstruction. This component also provides for a temporary storage for data essential for further procedures during the experiment and for analysis of its results. 
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From the users' perspective this component provides a convenient web based way to upload their data filled in either online or offline and communicate with beamline scientists before the experiment. It can also be used as a part of experiment approval process.
Experiment monitoring
The StatusServer [23] provides experiment monitoring. This one collects data from the instrument's hardware to form meta data and propagates it to client process normally before and after an image is taken. StatusServer is highly optimized [40] to serve requests from the client process. It also forms a continuous timeline of the experiment so that users may access it at any time during the experiment. A special mobile client has been developed for a more convenient way to access an experiment's timeline. Each of them can be a TINE or Tango server. These servers are the hardware layer of the instrument. The information about which values from which server should be protocolled is defined in an xml configuration file. The main goal of the Status Server is to collect this data in a non-disturbing way. This means it tolerates exceptions from remote servers, i.e. does not crash, and responses very fast to requests.
The StatusServer is a Java Tango Server that is dedicated to collect data during the tomography experiment. In Fig 3 there is a high level overview of the idea and architecture of the component. Collected data may present, for instance, motors position or beam current. StatusServer gets this data from the remote servers. Each of them may either be a server based on Tango, TINE or EPICS. To define which data, which remote servers and the way how the data is collected the beamline scientist uses an XML configuration file. The StatusServer collects the data in non-disturbing way. This means it does not delay the client's process, which runs the experiment. And it also means the StatusServer tolerates any exceptions from these remote servers during runtime and writes 'N/A' value instead. There are three possible strategies given to the user to get the value. Green circle shows the "last value" interpolation strategy (the closest value to the required timestamp from the past). Two yellow circles present nearest (returns the closest value) and standard interpolation (calculates interpolated value between the two given) strategies.
The StatusServer forms a continuous timeline of the experiment (see Fig. 4 ). Each value in the timeline is associated with a timestamp so we have time-value pairs. The user requested a value by a timestamp. If the user's timestamp does not match any timestamp in the memory, that is usually the case due to the timestamp's nature, the user gets an interpolated value. There are three strategies of how a value can be interpolated: last, nearest and interpolated. This is schematically shown in the Server NeXus definition J right represents the value from the second series returned by the "nearest" strategy. Finally, standard interpolation returns an interpolated value between two yellow circles calculated by the linear interpolation formula.
The main purpose of the StatusServer is to respond very fast to prevent delays in the client process. Therefore its implementation is highly optimized [40] . The Java concurrency package is used extensively for it [42, 43] . Furthermore, several techniques to reduce the overhead caused by garbage collection are applied [41] . Currently a single user request is handled within less than a millisecond. To speed up response time the StatusServer stores all the data in RAM. It is not intended to keep the data longer than the experiment is running. All values are then stored in a NeXus file.
The collected data defines the state of the instrument within the experiment. Obviously, the values must be within reasonable bounds (these bounds are defined by the experiment and by the hardware). Therefore, it is essential to give users (both users of the experiment and the beamline scientist) a possibility to monitor the data in a convenient way. This is done by the mobile client.
The mobile client provides three different views on the data: text, plot and 3D views. In 3D view the client animates a model of the instrument according to the received values. Using the mobile client, users can also review the experiment. Values from StatusServer are stored in the file system of the mobile device. These values then are used to perform animation, i.e. the user can play an animation of the whole experiment in 3D view even when the device is offline.
Common data format and data storage
The DataFormat Server [24] collects data from the components of the integrated system and stores it in a NeXus file. This happens after the experiment is done. This component is the end point of the data pipeline defined in the integrated control system. Afterwards, the data file is moved to permanent storage and can no longer be altered by any of the system's components (see Fig. 5 ). The DataFormat Server is a pure C++ solution that uses new NeXus C++ API libraries [44] . These libraries are the result of two years of code development within the HDRI project at DESY. There are two libraries: libpnicore and libpniio.
The first one provides data types and some additional functionality, the second -a new C++ API to read and write HDF5 files [45] following the Nexus standard.
NeXus files are basically HDF5 files with NeXus application definition, which means predefined structure. The structure is built from NeXus classes. The beamline scientist defines this structure before the experiment using a special graphical tool or YAML configuration file. Normally it should be done once for each instrument and later may be a slightly altered to reflect each experiment's specifics. [46, 47] . Permanent storage is not just a bunch of file servers but rather a comprehensive infrastructure with different services. It is planned to provide services for high performance computing, modeling and visualization of the stored data. This will be achieved by installing state-of-the-art hardware and related software packs in the computer center of DESY. For convenient access to these services several groups at DESY are implementing a web portal. The integrated control system, which is presented in this article delegates all post experiment users' activities to this infrastructure. Users may perform high quality reconstruction and then analyze it for their scientific purposes after the experiment.
The integrated control system environment produces data enough for any scientific analysis of the sample. It is important to stress that users achieve their scientific results using services provided by the facility, namely high quality reconstruction. The system is not intended to perform the best scientific reconstruction. The reconstruction it performs is an online reconstruction based on very fast tomography reconstruction techniques. Section 2.4 describes an implementation idea of such reconstruction.
Online reconstruction
HZG works on a smart tomography concepts in collaboration with the KIT. Within this project KIT has developed a parallel computing framework, the so-called UFO framework, to simplify implementation of optimized code for graphics processors and other parallel computing architectures [31, 49] . The UFO framework uses the programming language OpenCL. OpenCL compilers are available for all the major processing architectures currently at the market [48] . The UFO framework contains a growing number of algorithms for image processing and to perform fast reconstruction of tomographic images and is therefore an ideal foundation to build workflows for online monitoring in the synchrotron community.
We plan to perform fast real-time reconstruction based on the UFO framework in future. This is very useful to perform early quality checks by the users. It will be possible to detect wrong configurations and perform required alignment steps. This will greatly increase quality and efficiency of beam time usage. Time-consuming high-quality reconstructions are still calculated offline after the experiment.
Other and miscellaneous components
In this section we describe tools and frameworks we have developed for the needs of the integrated control system. These tools can be used for other purposes as they are standalone libraries or frameworks. This library is available in the Soleil's maven repository and it is planned to include it as a part of the Tango distribution starting from version 9.
The second component is IDL2Tango Java Bridge [51] . As our beamline scientists are using the IDL scripting language to control the experiment the IDL2Tango Java Bridge provides a very convenient high level abstraction. For instance, the beamline scientist may interact with some motor device in such a way: "move motor to position, wait until finished, and proceed further". This library can be used in Matlab or any other scripting environment that supports java bridging. To implement our mobile applications we have developed a special framework called mTango [52] . The mTango provides three parts: 1) Web server which supports RESTful API [53] and acts like a gateway to remote Tango devices; 2) Special API used by our javascript library; 3) javascriptMVC+jQuery mobile stub which allows developers to easiliy create UI for their applications. To port javascriptMVC application onto mobile device we use Apache Cordova framework. This framework was presented on 27th annual Tango meeting in Barcelona 2013 [33] .
CONCLUSIONS AND OUTLOOK
In this article we have presented an integrated control system environment for high-throughput tomography. The system is partially implemented and integrated into our production environment at the beamlines P05 and P07 of the storage ring PETRA III at DESY. This system implements software protocol for the cutting edge tomography instruments. This protocol is now being developed by a number of different facilities in Europe, which perform different experiments using X-rays, neutrons, ions etc. The idea itself is rather common and its implementation is really required.
Currently, our system looks like a number of almost independent components. In the future this must be reorganized as a single system. Having the whole system integrated as a single software component will increase the performance and the maintainability as well as allow for optimized memory consumption. The system must easily be deployable and configurable. Furthermore, the use of control systems like Tango, Tine or Epics allow for the integration of pluggable hardware related components. Therefore, a variety of different tomography applications and instruments can easity be redefined and adjusted during the experiment.
All the components are open source and freely available at http://bitbucket.org/hzgwpn or contact the authors directly to get it.
