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Ljubljana, 2020
This work is licensed under the Creative Commons Attribution-ShareAlike 4.0 In-
ternational License. To view a copy of this license, visit http://creativecommons.
org/licenses/by-sa/4.0/ or send a letter to Creative Commons, PO Box 1866,
Mountain View, CA 94042, USA.
This document was typeset using LATEX.
Kandidat: Maša Kljun
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2 Properties of time series similarity measures 3
3 Time series similarity measures 5
3.1 Lp norms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 DISSIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.3 Dynamic Time Warping . . . . . . . . . . . . . . . . . . . . . 7
3.4 Edit Distance on Real sequence . . . . . . . . . . . . . . . . . 10
3.5 Edit distance with Real Penalty . . . . . . . . . . . . . . . . . 11
3.6 Longest common subsequence . . . . . . . . . . . . . . . . . . 12
3.7 Time Warp Edit Distance . . . . . . . . . . . . . . . . . . . . 13
3.8 Threshold Query Execution for Large Sets of Time Series . . . 15
3.9 Cross-corelation distance . . . . . . . . . . . . . . . . . . . . . 15
3.10 Compression-based similarity measure . . . . . . . . . . . . . . 16
3.11 Piccolo distance . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.12 Prediction-based distance . . . . . . . . . . . . . . . . . . . . 18
4 Classification of time series similarity measures 21
5 Empirical evaluation 27
5.1 Invariance with respect to warping and scaling . . . . . . . . . 27
5.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6 Conclusion 35
Bibliography 42
List of acronyms and
abbreviations
English Slovene
DTW Dynamic time warping dinamično časovno
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Title: Measuring similarity of univariate time series
Author: Maša Kljun
In this thesis we review 12 time series similarity measures and 3 classifications
of these measures into groups. We view similarity measures in terms of time
complexity, support of time series of different lengths, and normalization.
With empirical evaluation we check measures’ invariances to warping and
scaling, their clustering performance, and how similar they are. We find out
that although several measures perform well on average no measure performs
well in all cases. We see that the Piccolo distance is invariant to warping and
scaling, and that it stands out with its clustering performance and linear time
complexity. We also see that compression-based measures perform poorly on
average.
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V diplomskem delu obravnavamo 12 mer podobnosti za časovne vrste in
3 delitve le-teh v skupine. Mere podobnosti obravnavamo z vidika njiho-
vih časovnih zahtevnosti ter drugih lastnosti, kot so sposobnost primerjave
časovnih vrst različnih dolžin in normalizacija razdalje. Empirično preverimo
invariantnost mer na ukrivljanje in množenje s skalarjem, njihovo uspešnost
pri gručenju in kako podobne so si. Ugotovimo, da nobena mera ni ustrezna
v vseh primerih, saj ima vsaka svoje pomanjkljivosti. Vidimo, da je razdalja
Piccolo invariantna na ukrivljanje in množenje s skalarjem ter da izstopa s
svojo linearno časovno zahtevnostjo in dobrim rezultatom pri gručenju. Vi-
dimo tudi, da mere, ki temeljijo na kompresiji, v povprečju ne dajejo dobrih
rezultatov.




V današnjem svetu, kjer nas podatki z vseh področij obkrožajo bolj kot kadar-
koli prej, je zelo pomembno, da znamo le-te pravilno izmeriti, zbrati, obdelati
in analizirati. Zelo pogosto je, da te meritve niso enkratne, ampak se podatki
merijo skozi čas. Primeri področij, kjer je merjenje in obdelava podatkov mer-
jenih skozi čas še posebej pomembna in popularna, so: finance, kjer lahko
vsakodnevno izvajamo zapisovanje končne dnevne cene vrednostnih papirjev,
inženirstvo in energetika, kjer lahko zapisujemo meritve pametnih števcev ter
navsezadnje tudi medicina, kjer lahko analiziramo in ugotavljamo zakonitosti
o zdravju nekega bolnika iz meritev elektrokardiograma ali merilca za krvni
pritisk. Običajno je izmerjenih podatkov zelo veliko in, kadar jih želimo pra-
vilno analizirati, je dobro, da so le-ti v primerni obliki. Že vrsto let se za ta
namen uporablja zapis v obliki časovnih vrst. S pomočjo časovnih vrst lahko
analiziramo podatke in izvajamo naloge nadzorovanega ter nenadzorovanega
učenja, kot so napovedovanje, klasifikacija in detekcija anomalij. Za nave-
dene naloge pa je potrebno, da znamo časovne vrste najprej predstaviti in
med seboj pravilno primerjati. V ta namen uporabljamo mere podobnosti, ki
številsko predstavijo podobnost med dvema objektoma.
Obstaja že več kot 40 mer podobnosti, ki imajo pomembno vlogo v klasi-
fikaciji in gručenju časovnih vrst. Vendar pa se velikokrat pojavlja vprašanje,
katero mero izbrati za naš problem. Pomembno je, da poznamo lastnosti po-
sameznih mer - časovno zahtevnost, normalizacijo, kadar imamo opravka s
časovnimi vrstami različnih dolžin, ter navsezadnje tudi odpornost na spre-
membe, kot so spremembe v času (ukrivljanje) in množenje vrednosti s ska-
larjem. Lastnosti, na katere smo pozorni pri merah podobnosti v diplomskem
delu, so opisane v 2. poglavju. Nato se v 3. poglavju lotimo pregleda naj-
bolj popularnih mer podobnosti in nekaterih mer, ki so včasih izpuščene v
sorodnih delih. Obstaja kar nekaj sorodnih del (Esling in sod. [9], Serra
in sod. [35], Wang in sod. [41]), ki se ukvarjajo s primerjavo in obravnavo
mer podobnosti, le-ta pa velikokrat izpustijo lastnosti kot so normalizacija
[9, 35, 41]. Pogosto so izpuščene tudi nekatere pomembne mere podobnosti
- Serra in sod. [35] izpustijo mere, ki temeljijo na kompresiji in korelaciji.
Mere pa so pogosto empirično med seboj primerjane na drugačen način, preko
klasifikacije.
Mere podobnosti, ki jih obravnavamo v tem diplomskem delu, so: Lp
norme, DISSIM, dinamično časovno ukrivljanje (DTW), Levenshteinova raz-
dalja na realnem zaporedju (EDR), Levenshteinova razdalja z realno kaznijo
(ERP), najdalǰsi skupni podniz (LCSS), Levenshteinova razdalja s časovnim
ukrivljanjem (TWED), pragovna poizvedba za velike množice časovnih vrst
(TQuEST), križna korelacija (CC), mere podobnosti, ki temeljijo na kom-
presiji (CDM), razdalja Piccolo ter mere podobnosti, ki temeljijo na napo-
vedovanju (Vilarjeva [39] implementacija dPRED). Mere v diplomskem delu
so namerno izbrane tako, da predstavijo različne pristope k merjenju po-
dobnosti med časovnimi vrstami. Zaradi obstoja velikega števila različnih
pristopov merjenja podobnosti med časovnimi vrstami, se je do danes raz-
vilo več delitev le-teh v manǰse skupine. V diplomskem delu si v 4. poglavju
pogledamo tri delitve avtorjev Wang in sod. [41], Montero in sod. [24] ter
Esling in sod. [9]. Ugotovimo, da kljub tem delitvam, še ne obstaja uni-
verzalna delitev. Hkrati vidimo, da so trenutno obstoječe delitve nepopolne,
saj velikokrat izpustijo kakšno popularno mero, in tudi neenakovredne, saj
se zgodi, da sta meri po eni delitvi v isti skupini, po drugi delitvi pa v dveh
popolnoma različnih skupinah. V diplomskem delu razložimo tudi, da se
nam zdi delitev Esling in sod. [9] najbolj primerna, saj zajame največ mer in
jih po našem mnenju tudi najbolje razdeli v skupine. Delitvi Wang in sod.
[41] očitamo, da je najmanj primerna saj ima nekatere skupine preveč ozko
definirane, kar povzroči, da v skupine težko klasificiramo še kakšno drugo
mero. Z namenom, da čim bolj izpopolnimo obstoječe delitve, v 4. poglavju
predlagamo umestitev še ne uvrščenih obravnavanih mer podobnosti.
V diplomskem delu izvedemo dva eksperimenta. Pri prvem eksperimentu
generiramo 2 časovni vrsti dolžine 10 z vrednostmi iz standardne normalne
porazdelitve in preverjamo, ali so opisane mere podobnosti odporne na spre-
minjanje časov in množenje vrednosti s skalarjem. Odpornost na spremi-
njanje časov smo razdelili še na močno in šibko odpornost, kjer za močno
odpornost spremenimo čase meritev pri eni časovni vrsti, za šibko odpor-
nost pa isto spremembo časa uporabimo na obeh časovnih vrstah. Vrsti
sta odporni, če je njuna podobnost pred in po spremembi enaka. Iz močne
odpornosti sledi tudi šibka. Odpornost na množenje vrednosti s skalarjem
preverimo tako, da pomnožimo vrednosti v obeh časovnih vrstah s poljubno
konstanto in nato preverimo, ali je podobnost po spremembi enaka podobno-
sti pred spremembo. Ugotovimo, da dve izmed obravnavanih mer (DISSIM
in dPRED) nista odporni na nobeno izmed motenj v eksperimentu, medtem ko
sta dve obravnavani meri (CC in razdalja Piccolo) odporni na oba tipa mo-
tenj. Naše ostale ugotovitve glede prvega eksperimenta povzamemo v tabeli
5.1.
Pri drugem eksperimentu generiramo 9 različnih skupin časovnih vrst,
kjer v vsaki skupini generiramo 100 časovnih vrst dolžine 100. Nato za vsak
par skupin izračunamo podobnosti med vsemi pari časovnih vrst iz obeh
skupin. Za vsak par izvedemo gručenje z medoidi v 2 skupini in s pomočjo
prilagojenega Randovega indeksa gledamo uspešnost mer pri gručenju. Ana-
liziramo tudi, katere mere dajo podobne rezultate. Vidimo, da se izmed vseh
12 mer najbolje odreže razdalja Piccolo, poleg tega pa jo odlikuje tudi ugo-
dna časovna zahtevnost, ki je pri tej meri linearna. Za manj uspešne mere
pri gručenju se izkažeta CDM in TQuEST. Za ugotavljanje, katere mere dajo
podobne rezultate gručenja, uporabimo Pearsonovo korelacijo in ugotovimo,
da TWED, DISSIM in evklidska razdalja vračajo najbolj podobne rezul-
tate, medtem ko se po rezultatih od drugih mer ponovno najbolj razlikujeta
TQuEST in CDM. Bolj podrobni rezultati eksperimenta gručenja so vidni v
tabeli 5.2 in na sliki 5.3.
V 6. poglavju še enkrat povzamemo najbolj pomembne ugotovitve in
na kratko omenimo smeri za nadaljnje delo, ki vključuje raziskovanje odpor-




Measuring and collecting data over time is an important task in many fields.
Common uses include measurements of daily stock prices in finance [2, 12,
23, 33], gatherings of data from smart meter devices in engineering [14, 15,
37], or electrocardiogram (ECG) recordings of heartbeat pulses in medicine
[22, 28, 31, 38]. In order to understand the measurements and analyze them
correctly, the data are usually arranged in a form of a time series. Time series
can then be used for forecasting, classifying, anomaly detection, and more
typical tasks in the field of supervised and unsupervised learning. In order to
perform these tasks, it is important to properly represent and compare the
time series. Humans have some natural ability to recognize patterns in time
series, but since the data sets are often way to big for a human to analyze,
we need the help of computers to perform analysis. The problem occurs as
computers cannot recognize patterns intuitively. That is why formalization
of this intuitive humans’ understanding is essential. This formalization is
commonly known as a similarity measure, often also referred to as distance
measure, distance, dissimilarity measure, etc. For the sake of this thesis we
use expression similarity measure to address all of these expressions. There
were many similarity measures introduced up to this day and they play an
important role in data mining, especially when it comes to clustering and
classification of the time series.
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A wide range of similarity measures exists and it is often not clear which
measure is the best choice for the task at hand or how different measures deal
with distortions such as scaling and warping. The few related works include
Esling and Agon [9] who treat a broader range of data mining tasks, but also
focus on time series and propose their classification. Another work focusing
on similarity measures is Wang et al. [41] who compare 9 measures with the
help of the 1-Nearest Neighbor classifier, but omit the measures which are
based on compression or correlation. Serra and Arcos [35] also follow their
initiative. They focus on 7 similarity measures and not as much on their
properties, whereas more on their classification performance. The mentioned
works [35, 41] compare similarity measures in a sense of the classification per-
formance, which is a rather different approach from the one we chose in this
thesis. Our evaluation of measures is based on the clustering performance,
similar to the work of Shirkhorshidi et al. [36]. Some other works that do not
put their main focus on similarity measures, but still discuss them, include
Lhermitte et al. [17] and Liao [18].
The purpose of this thesis is to provide a compact review and classification
of the most commonly used similarity measures, along with their relevant
properties which are often excluded in the related work. In order not to
confine to the theoretical analysis only, we perform an empirical evaluation
to see how different measures perform on clustering. Furthermore, we choose
similarity measures described in this thesis in a way that every measure
is based on a different approach, with the goal of showing the diversity of
options.
This thesis is organized as follows: In Chapter 2 we discuss important
properties to consider when choosing the right similarity measure. In Chap-
ter 3 we discuss 12 similarity measures, their time complexity and other
properties. In Chapter 4 we review 3 classifications of similarity measures
and their most common representatives. In Chapter 5 we discuss empiri-
cal evaluation of invariance to warping and scaling and about how different
measures compare to each other, as well as their performance in clustering.
Chapter 2
Properties of time series
similarity measures
There are many similarity measures to choose from. In this thesis we will
view them in terms of these properties, which are important for choosing the
most suitable measure for the problem at hand:
 Time complexity: Time complexity is an important property to con-
sider, especially when dealing with many time series or long time series.
In such cases similarity measures with linear complexity are more use-
ful. Those measures are usually very simple, since they are limited to
a handful of iterations over the time series’ elements. However, this
advantage of simplicity comes with the disadvantage of lower accuracy.
When we deal with smaller datasets, shorter time series, or perhaps
just require more accuracy, similarity measures that compare each el-
ement with each other element are a better choice. However, their
time complexity is then at least quadratic, therefore these methods are
slower.
 Comparison of time series of unequal lengths: Some similarity
measures do not work on time series of different lengths. If interpolating
the missing values is not an option, it is important to know which
similarity measure can compare time series of unequal lengths.
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 Normalization: Some measures are sensitive to increasing the length
or the sampling frequency of the time series, even without changing
any other properties. This can result in a less accurate clustering or
classification of the time series, so it is important to know how to
normalize the measure.
 Invariance with respect to translation and scaling: Depending
on the problem at hand, we might require our measure to be invariant
to some transformations of the time series. The invariances discussed
in this thesis are warping and scaling. Warping is a change of the time
series’ times that preserves the ordering, while scaling is a multiplica-
tion of the time series’ values with a constant. Furthermore, we define
weak and strong invariance. The former is defined as the case where the
same change is applied to both compared time series, whereas the latter
as the case where the change is applied to only one of the time series.
Strong invariance to warping implies weak invariance to warping.
Chapter 3
Time series similarity measures
In the following sections we define 12 similarity measures, their time com-
plexity, and other properties.
Throughout,
 let X = x1, ..., xn and Y = y1, ..., ym be the two time series whose
similarity we are interested in,




i be the timestamp of the i-th element of time series X.
3.1 Lp norms
Lp norms are a popular class of similarity measures and are defined as follows
[42]:






We can define Lp norms based on different p values:
 Manhattan distance (p = 1):∑n
i=1 |xi − yi|.
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The most used distance measure in this group is the Euclidean distance,
which is a special case of Minkowski distance (p = 2):√∑n
i=1(xi − yi)2.
 Infinite norm (p =∞): This is the extreme case of Lp norm and can
be reformulated as: maxi=1,...,n |xi − yi|.
This is one of the simplest groups of measures since the measures are easy
to implement, have a linear time complexity, and are parameter-free. But
with simplicity come restrictions. Lp measures only compare two time series





The DISSIM distance was introduced by Frentzos et al. [11] and it is designed
to work for time series with different sampling rates.
Let deucl(t,X, Y ) be a function of time t and time series X and Y , which
returns the Euclidean distance between points from time series X and Y at
time t. Then we can define DISSIM as the definite integral of deucl(t,X, Y )




deucl(t,X, Y )dt, (3.2)









Time series are represented by multiple discrete points over a period of







deucl(t,X, Y )dt. (3.3)
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Each tk represents the timestamp when X or Y recorded a value. If only
one time series recorded a value at a certain timestamp, linear interpolation
is then used to obtain the value of the other. Figure 3.1 represents the
calculation of DISSIM distance of two time series with different sampling
intervals.
Figure 3.1: The purple area represents the DISSIM distance between the red
and blue time series.
The DISSIM distance can be normalized by dividing by (n − 1) when
time series are extended, but no normalization is required if we increase the
sampling frequency on the same time interval. The time complexity of this
method is O(m + n). It requires a computation of a sum of integrals for up
to m + n points, where integral can be computed in O(1) time, resulting in
a linear complexity of DISSIM.
3.3 Dynamic Time Warping
Dynamic time warping (DTW) was introduced by Berndt and Clifford [4]
in order to overcome some restraints of simpler distance measures such as
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Euclidean distance. It is to this day one of the most popular methods to
solve time series problems, used in many disciplines, including bioinformatics,
robotics, and music [32]. Measures like Lp and DISSIM are very nonintuitive
since two time series that are practically identical but shifted along the time
axis are considered very different. DTW can ignore shifts along the time axis,
resulting in a much more intuitive approach. Nevertheless, this advantage
also comes with the drawback of a worse time complexity of O(mn) [32].
Given two time series X and Y , DTW constructs a mn matrix where
element (i, j) represents the squared distance between points xi and yj. After
all squared distances are calculated, DTW distance is then defined as the
optimal warping path, which is the path that minimizes warping cost [32].
More precisely, a warping path W = w1, ..., wl, ...wL with the length of
L, where max(|X|, |Y |) ≤ L < |X| + |Y | − 1 is created, with every element
defined as wl = (i, j)l, consisting of neighbouring matrix elements, which
represent a mapping between the two time series.
Typically we introduce some additional constraints on the warping path
[4]:
 Boundary Conditions: The starting point of W is w1 = (1, 1) and
the end point of W is wL = (m,n). That is, the starting point should
be the top left corner, while the end point should be the bottom right
corner of the mn matrix.
 Continuity: The path elements are limited to the adjacent points.
That is il+1 − il ≤ 1 and jl+1 − jl ≤ 1.
 Monotonicity: Indices i and j must stay the same or must increase,
but never decrease. That is, we never go back in time.
 Slope Constraint: Long sequences of steps in a single direction must
be avoided. After a certain number of steps in the horizontal direction,
it must take a step in the vertical direction and vice versa.
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 Window Constraint: The path should not go too far from the diago-
nal. A positive integer s, acting as a window, is introduced to guarantee
il − jl < s.








Figure 3.2: Calculation of the DTW distance between the red and blue time
series. Purple lines represent the best alignment between the series.
Using dynamic programming this can be obtained as
γ(i, j) = d(xi, yj) + min{γ(i− 1, j − 1), γ(i− 1, j), γ(i, j − 1)}, (3.5)
where γ(i, j) represents the cumulative distance and is obtained by summing
up the distance found in the current cell and the minimum of cumulative
distances γ(i− 1, j − 1), γ(i− 1, j), and γ(i, j − 1) of neighbouring cells [32].
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A step pattern is a set of allowed transitions and weights between matched
pairs when searching for an optimal path. Different step patterns have been
discussed in the literature including those by Sakoe and Chiba [34], Rabiner
[30], and Myers et al. [26]. Depending on different step patterns, normaliza-
tion can be made in some cases by dividing the distance by n, m, or (n+m).
The DTW allows comparison of time series of unequal lengths as well as
comparison of two time series with different sampling intervals. Figure 3.2
shows the calculation of the DTW distance of two time series with different
sampling intervals.
3.4 Edit Distance on Real sequence
Edit Distance on Real sequence (EDR) is, as its name suggests, based on the
Edit Distance algorithm, which is a popular algorithm used in many disci-
plines (e.g., speech recognition, bioinformatics). The idea of the algorithm
is that one can measure the similarity of two strings S1 and S2 by counting
the number of insert, delete, and replace operations in order to transform S1
into S2.
When it comes to comparing time series, the values that are compared
are not letters but numerical values. In this regard a matching of two time
series was defined [7]. Let ai = (xi, t
(x)
i ) be a point on the time series X
and let bi = (yi, t
(y)
i ) be a point on the time series Y . Matching can then be
defined as
match(ai, bi) =




i | <= ε
false ; otherwise
, (3.6)
where ε is an user defined treshold that reduces the effect of noise.
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Now the EDR between X and Y can be recursively defined as
E(X, Y ) =

m ;n = 0
n ;m = 0
min

E(R(X), R(Y )) + s,
E(R(X), Y ) + 1,
E(X,R(Y )) + 1
 ; otherwise
, (3.7)
where s is a subcost:
s =
0 ; match(a1, b1) = true1 ; otherwise . (3.8)
According to Chen et al. [7], we get the best clustering results when ε is set
to a quarter of the maximum standard deviation of time series. The time
complexity of this measure is O(mn) [7], it supports time series of different
lengths, and when normalization is needed, it can be provided by dividing
the distance by max(n,m).
3.5 Edit distance with Real Penalty
Edit distance with Real Penalty (ERP) operates with edit operations. There-
fore when addition or deletion happens in Y to make it more similar to X,
ERP treats this as a gap. To define ERP, we first define d as
d(xi − yi) =

|xi − yi| ;xi, yi not gaps
|xi − g| ;xi is a gap
|yi − g| ; yi is a gap
, (3.9)
It can be seen that ERP uses a real penalty between two elements that are
not gaps. On the other hand, when the distance for gaps must be calculated,
ERP uses an user defined constant, e.g., 0 [6].
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The ERP distance can then be defined as
E(X, Y ) =

∑m
i=1 |xi − g| ;n = 0∑n
i=1 |yi − g| ;m = 0
min

E(R(X), R(Y )) + d(x1, y1),
E(R(X), Y ) + d(x1, g),
E(X,R(Y ) + d(y1, g)
 ; otherwise
. (3.10)
ERP is based on the Edit distance algorithm in the same fashion as EDR.
It similarly allows comparison of time series of unequal lengths and the dis-
tance can be normalized by dividing the distance by max(n,m). The time
complexity of the ERP is also O(mn) [6].
On the other hand, one can look at the ERP as a combination of DTW
and EDR. It combines the best of both measures, because it supports time
shifting while it is still a metric [20].
3.6 Longest common subsequence
The idea of the Longest common subsequence (LCSS) model is, that it can
compare two time series by allowing them to stretch, but it still allows some
points to stay unmatched. We can define LCSS distance function as
D(δ, ε,X, Y ) = 1− Lδ,ε(X, Y )
min(n,m)
, (3.11)
with Lδ,ε(X, Y ) defined as
Lδ,ε(X, Y ) =

0, ;A
1 + Lδ,ε(H(X), H(Y ), ;B
max { Lδ,ε(H(X), Y ), Lδ,ε(X,H(Y )} ; otherwise
, (3.12)
where A and B stand for the following conditions A = {n = 0∨m = 0} and
B = {|xn − ym| < ε, |t(x)n − t(y)m | < ε, |n−m| < δ}.
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Parameter ε represents a treshold, defining maximum distance between
two points. Whereas parameter δ defines the maximum allowed time distance
between two points.
LCSS shares the O(mn) [40] time complexity with EDR and ERP and it
does not require normalization.
It can be used when one wants to cope with various problems such as dif-
ferent sampling rates, time series of different lengths, outliers, and efficiency
[40]. Two main advantages of the LCSS measure are allowing unmatched
elements and efficient approximate calculation.
3.7 Time Warp Edit Distance
Time Warp Edit Distance (TWED) is an attempt to combine Lp norms
with the edit distance approach. Marteau [20] wanted to create a similarity
measure that satisfies the triangle inequality, therefore, a metric. TWED uses
timestamp differences which are multiplied with parameter γ, called stiffness,
in order to control for the elasticity of TWED. Instead of traditional edit
operations (insert, delete, match) Marteau introduces delete-X, delete-Y, and
match operations for time series X and Y . The operations are described in
the terms of a graphical editor paradigm, where each time series is represented
as a succession of linear segments between sequential samples.
Let ai = (xi, t
(x)
i ) be a point on the time series X and let bi = (yi, t
(y)
i ) be
a point on the time series Y . Then we can define TWED’s edit operations
as follows.
 delete-X: This operation takes a point ai and puts it onto the previous
sample point ai−1. The cost of this operation is the length of the vector
(ai−ai−1) and a constant non-negative deletion penalty λ is also added.
 delete-Y: This operation takes a point bi and puts it onto the previous
sample point bi−1. The cost of this operation is the length of the vector
(bi−bi−1) and a constant non-negative deletion penalty λ is also added.
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 match: This operation takes not only the point, but the entire segment
(ai−1−ai) and puts it into the matching segment (bi−1−bi). The cost of
this operation is equal to the sum of the lengths of the vectors (ai− bi)
and (ai−1 − bi−1).
Let Xn1 be the time series X with discrete time index varying between 1 and
n and let d be defined as:





where γ is a non negative constant and dLP a measure from Lp norms group,
chosen by the user.





















1 ) + d(bm−1, bm) + λ ; delete-Y
. (3.14)
















 and a0 = b0 = 0
TWED works for time series of different lengths and it has a time com-
plexity of O(mn) [20].
Determining the normalization of TWED is more difficult than with other
measures, because the normalization depends on the parameters. This topic
requires additional research and it exceeds the work of this thesis.
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3.8 Threshold Query Execution for Large Sets
of Time Series
Threshold Query Execution for Large Sets of Time Series (TQuEST) was in-
troduced in 2006 [3]. When dealing with multiple time series, this approach
compares the time series X to a database of other time series. The time
series are transformed into disjoint time intervals, where each interval con-
tains only values above the specificied parameter ε. With that being said,
intervals that are the object of comparison are to be the largest possible
that satisfy condition of being above threshold ε. Then the threshold query
(TQdatabase(X, ε)) returns the time series in a database, that matches X the
most.
Let there be S(X, ε) the set of intervals of time series X with values
above ε and S(Y, ε) the set of intervals of time series Y with values above ε.
TQuEST is defined as

















Each time interval is treated as a point in 2D space with starting time and
ending time forming the two dimensions. Then the similarity is defined as
the sum of normalized sums of Euclidean distances between each point and
its closest point from the other time series [3].
The time complexity of this method is O(mn logmn) [9] and it supports
time series of unequal legths. The normalization is not required.
3.9 Cross-corelation distance
Cross-correlation distance (CC) was presented by Liao [18] and is obtained
with the help of Pearson’s correlation coefficient between two time series. CC
supports comparing time series of different lengths, but for the sake of this
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definition, we assume both time series are of the length n.
CC(X, Y )k =
∑n−1−k
i=0 (xi − x̄)(yi+k − ȳ)√∑n−1
i=0 (xi − x̄)2
√∑n−1
i=0 (yi+k − ȳ)2
. (3.16)
The CC distance between X and Y is then defined as
dCC(X, Y ) =
√
1− CC0(X, Y )∑maxlag
k=0 CCk(X, Y )
, (3.17)
where maxlag is the maximum allowed lag between X and Y and should not
exceed the length of the series. By default, it is min{n,m} − 1 [25].
The time complexity of this method is O(mn) [5] and the normalization
is performed by dividing by (maxlag)−
1
2 .
3.10 Compression-based similarity measure
This family of similarity measures, introduced by Keogh et al. [16], is a step
towards parameter-free data mining.
The compression-based similarity measure (CDM) is based on the Kol-
mogorov complexity and is defined as
CDM(X,Y) =
C(XY )
C(X) + C(Y )
, (3.18)
where C(X) is the size in bytes of the compressed time series X, C(Y ) is
the size in bytes of the compressed time series Y , and C(XY ) stands for the
size of concatenated and compressed time series X and Y . The smaller the
CDM, the more closely related timeseries X and Y are.
To achieve good compression there are two main options. When one has
some knowledge about the studied data, the compression algorithm opti-
mized for that domain type of data can be used. The other option is to
represent the data in a format that ensures effective compression. That is,
preserving important information about the original data. Symbolic Aggre-
gate Approximation (SAX) is a popular way to represent the data and is also
used in Keogh et al. [16] paper, which introduces CDM.
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This measure works for time series of different lengths and has a linear
time complexity O(m+ n) [9].
Since this is a parameter-free approach, the only choice here is a selec-
tion of the compression algorithm, which can be gzip, bzip2, or some other
algorithm.
3.11 Piccolo distance
The Piccolo distance [27] is a model-based approach that uses invertible
ARIMA models, more specifically, coefficients of the series’ AR(∞) formula-
tions, to process the similarity between the time series.
Time series X and Y are approximated using truncated AR(∞), where
the orders are chosen with the help of a model selection criterion such as
Akaike information criterion (AIC) or Bayesian information criterion (BIC).
Let there be k1 and k2 representing the orders of approximations of X and
Y , respectively.
Then we can define the distance as Euclidean distance of the π weights
of the AR(∞) formulations:
dPIC(X, Y ) =
√√√√ k∑
i=1
(πxi − πyi)2, (3.19)
where k is the maximum of orders k1 and k2. The coefficients of the series
with the smaller order are then padded with zeros to length k. The advantage
of this approach is that the Piccolo distance exists for any invertible ARIMA
process [24].
This measure works for time series of unequal lengths and has a time
complexity of O(m + n). The complexity stems from fitting the ARIMA
model to a time series of length n and comparing the coefficients, both in
O(n) time, which results in a linear time complexity. To normalize the Piccolo
distance, we divide by max(k1, k2).
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3.12 Prediction-based distance
Similarity measures introduced up to this point focus more on the closeness
of the raw data or the closeness of underlying generating processes. With
prediction-based distances, time series’ behaviour over longer periods of time
is considered, since the idea of this measures is, that two time series are
similar if they are close at a specific time point in the future. This is useful
when the goal of clustering is grouping the forecasts at a specific horizon [39].
Implementations of this approach (e.g., [1, 39]) compare forecast densi-
ties, rather than just point forecasts. Therefore, we take into account the
variabilty of predictions.
Since forecast densities are unknown, they must be approximated. Alonso
et al. [1] use smoothed sieve bootstrap together with nonparametric kernel
density estimations to approximate the distribution of predictions. A dissim-
ilarity matrix is then obtained as a matrix of differences between each pair
of bootstrap densities. This kind of approach is limiting since it assumes
that the time series admit an AR(∞) representation that is required by the
sieve bootstrap, since it is based on resampling residuals from autoregressive
approximations [24]. A more general procedure that does not assume any
parametric model for the true autoregressive structure of the series exists
and we use it in this thesis. It is proposed by Vilar et al. [39] and defined as
follows.
Let XT and YT be real valued stationary proccesses that admit a general
autoregressive representation of
XT = s(XT−1) + εT , (3.20)
with s(·) assumed to be a smooth function that is not restricted to any pre-
specified parametric model, and {εT} independent and identically distributed
sequence.
Then the distance is defined as
dPRED(X, Y ) =
∫ ∣∣fXT+h(x)− fYT+h(x))∣∣ dx, (3.21)
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where fXT+h and fYT+h represent estimates of forecast densities for XT and
YT at time T + h. The h represents a forecast horizon, which can be set to
e.g., 1 for short term, 3 for intermediate, and 10 for long term.
The time complexity of prediction-based approach varies depending on a
choice of a model we use. In implementation by Vilar et al. [39] autoregressive
models are used, where the time to learn the model is O(m + n). The
computation of an integral can be made in O(1) time which results in a
combined complexity of O(m + n) for dPRED. This measure also supports
comparison of time series of different lengths.
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Chapter 4
Classification of time series
similarity measures
There exist more than 40 similarity measures [13], so there is some need of
classifying them into groups. We will review three classifications of similarity
measures, those according to Wang et al. [41], Montero et al. [24], and Esling
and Agon [9], each of which divides similarity measures based on different
characteristics. Eventhough these classifications provide different views, they
are, as we will show, still incomplete.
Wang et al. [41] divide similarity measures into 4 groups:
 Lock-step: These measures can only compare parallel points. That
is, the i-th point of one time series to the i-th point of another time
series. The most famous representatives of this group are Lp norms.
DISSIM is another example from this group.
 Elastic: Similarity measures in this group are further divided into 2
subgroups: similarity measures that allow comparison of one-to-many
points (e.g., DTW) and measures that allow not only that, but also
comparison of one-to-none points (e.g., LCSS).
 Threshold-based: As the name suggests, this group uses a threshold,
which ensures that only values above it are taken into account when
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calculating the distance. Wang et al. [41] suggest TQuEST as the main
representative of this group.
 Pattern-based: The approach of this group is based on finding the
most similar pair of matching segments between the given time se-
ries. The representative of this group is Spatial Assembling Distance
(SpADe) [8].
Montero et al. [24] suggest 4 groups:
 Model-free: These measures define two time series to be similar based
on the closeness of their values at a specific time. Some representatives
of this group are Lp norms, DTW, and Frechet distance [10].
 Model-based: Similarity measures in this group are based on specific
models, such as invertible ARIMA models. A model is fitted to the
time series and the dissimilarity between the fitted models is measured.
Some representatives of this group are Piccolo and Maharaj distance
[19].
 Complexity-based: This group’s measures define the distance be-
tween two time series as the amount of mutal information between
them. Normalized compression distance (NCD) and its simplified ver-
sion CDM are members of this group.
 Prediction-based: This class of similarity measures is based on the
idea that two time series are similar if they are close at a specific time
in the future. Often forecast densities at future times are compared as
in implementation of dPRED (see Eq. (3.21)).
The third classification, and some say the most universal, since it covers
almost all known similarity measures [13], is proposed by Esling and Agon
[9]. They classify the similarity measures into 4 groups:
 Shape-based: Similarity measures in this group compare shapes of
the time series. This class includes many similarity measures such as
Lp norms, DTW, and SpADe.
Undergraduate Thesis 23
 Edit-based: This group includes similarity measures based on the
Edit distance algorithm. That is, these measures (e.g., ERP) define
similarity of the time series based on the number of edit operations
required to transform one time series into another.
 Feature-based: The idea of this class is to extract and then compare
the features of the time series. The representative of this group is
TQuEST.
 Structure-based: In contrast to shape, edit, and feature-based simi-
larity measures, elements of this group can find higher level structures
in the time series. Having said that, they are more suitable for the time
series of bigger lengths, comparing them on a global, rather than just
on a local level.
This group can be further divided into 2 subgroups: Model-based sim-
ilarity measures and Compression-based similarity measures. The
idea of the first subgroup is that a model, such as ARIMA or Hidden
Markov Model, can be fitted to the time series, and then the parameters
of those fitted models can be compared to define the similarity between
the given time series. The second subgroup uses compression to com-
pare the time series in a way that two time series are considered more
similar, if they produce higher compression ratios. One of the similarity
measures in this group, based on the Kolmogorov complexity, is CDM.
The problem with existing classifications is twofold. The first problem is that
classifications are not equivalent, meaning that some measures can be in the
same group in one classification, but in two different groups in the another
classification. For example, Lp norms and DTW both fall into the shape-
based group according to the classification by Esling and Agon [9], while
they are in different groups in the classification by Wang et al. [41], Lp is a
lock step and DTW is an elastic measure. The second problem with existing
classifications is that they often leave out some popular similarity measures,
therefore they are incomplete. The example of this is the classification by
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Wang et al. Esling and Agon Montero and Vilar
Lp lock-step shape model-free
DISSIM lock-step shape model-free
DTW elastic shape model-free
EDR elastic edit model-free
ERP elastic edit model-free
LCSS elastic edit model-free
TWED elastic edit model-free
TQuEST threshold feature model-free
CC elastic feature model-free
CDM / structure complexity
Piccolo / structure model-based
dPRED / structure prediction
Table 4.1: Classifications that were not made by the authors of classifications
themselves are in italics, / denotes that Wang et al. [41] treated different
representations separately from similarity measures.
Wang et al. [41] that leaves out popular CC distance. Furthermore, none
of the three classifications discussed in this thesis include all 12 similarity
measures presented in Chapter 3.
Table 4.1 shows the classification of each of the 12 similarity measures
according to Wang et al. [41], Montero et al. [24], and Esling and Agon [9].
Similarity measures that were not classified by the authors of the classifi-
cation, but could be classified according to their nature and properties, are
written in italics.
We agree with Górecki and Piasecki [13] that the classification according to
Esling and Agon [9] is the most universal. They also included the largest
number of similarity measures and provided the most systematic division.
Classification according to Montero et al. [24] is in our opinion also suitable,
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but it deals with groups that are too vaguely defined, e.g., model-free group
includes many similarity measures that could be further separated into sub-
groups. We consider the classification according to Wang et al. [41] the least
appropriate, since the pattern-based and the threshold-based groups are too




We conducted our experiment using the R programming language [29] and
Matlab [21].
Some similarity measures require parameters to work and to compute the
similarity between given time series. Here we state the values of parameters
that were used in the empirical evaluation. For EDR and LCSS we set ε to
a quarter of the maximum standard deviation of time series X and Y . For
ERP we set the gap to 0. For TQuEST we set ε to the mean of means of
time series X and Y . For dPRED we set the forecast horizon h to 1. Also, for
the purpose of this empirical evaluation we used Euclidean distance as the
representative of Lp norms group.
5.1 Invariance with respect to warping and
scaling
We wanted to see whether similarity measures discussed in this thesis are
invariant with respect to warping and scaling. Furthermore, the goal was
to check whether the measures are weakly or strongly invariant to warping.
Our approach was to check the invariances empirically and at the same time
we wanted to analyze measures’ definitions. This is how we found that some
invariance properties of the implementations differ from the definitions.
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Figure 5.1: The figure on the left represents original time series. The figure
on the right represents original (blue) and warped (red) time series for the
strong invariance to warping experiment.






















Figure 5.2: The figure on the left represents original time series. The figure
on the right represents original (blue) and scaled (red) time series for the
invariance to scaling experiment.
Lp DISSIM DTW EDR ERP LCSS TWED TQuEST CC CDM Piccolo dPRED
W strong no strong weak* weak* weak* strong weak* strong weak* strong no
S no no no no no no no no yes no yes no
Table 5.1: Results of invariance to warping (W) and scaling (S). Some imple-
mentations in R do not consider time, making the measures appear strongly
invariant. ∗ denotes invariance based on the definitions by the authors, where
the time is also considered.
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We generated two time series of length 10 with values drawn from the
standard normal distribution. For the warping experiment we first changed
the times of one time series to check strong invariance to warping, and then we
applied the same change of times to both time series to check weak invariance
to warping. Figure 5.1 shows original time series and time series used for
the strong invariance to warping experiment. For the scaling experiment
we multiplied time series’ values with a constant and observed whether the
distance between them remained the same or not. Figure 5.2 shows original
time series and time series used for the invariance to scaling experiment.
Inconsistency occured as some similarity measure implementations in R do
not consider the time of the given time series, displaying EDR, ERP, LCSS,
TQuEST, and CDM as strongly invariant to warping. However, when their
original definitions by the authors are observed, one can see that they are in
fact weakly invariant to warping. Another remark must be made for TWED
since its invariance depends on the setting of parameter γ that controls elas-
ticity. TWED is strongly invariant to warping iff γ is set to 0. Results of the
empirical evaluation can be seen in Table 5.1.
5.2 Clustering
We wanted to identify which similarity measures perform similarly and also
whether and when some measures fail.
To see how similarity measures work on different types of time series we
generated 9 groups of time series:
1. group: random + N noise,
2. group: random + G noise,
3. group: linear + N noise,
4. group: linear + G noise,
5. group: linear + varying slope + N noise,
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Figure 5.3: Pearson correlation between similarity measures across all pairs
of time series from all 9 groups. Diagonal gray lines over some cells denote
negative values.
6. group: sine + N noise,
7. group: sine + G noise,
8. group: sine + varying phase + N noise,
9. group: sine + varying amplitude + N noise,
where N is normally distributed noise (µ = 0, σ = 0.5) and G is gamma-
distributed noise (α = 0.5, β = 3). We generated 100 time series of length
100 for each group. The visualization of the 9 groups can be seen in Figure
5.4.
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The following approach was then repeated for each of similarity measures:
We computed the similarity between each pair of groups and between each
pair of time series in the groups. Afterwards, we clustered them into 2 clusters
with k-medoids clustering. Then we used adjusted Rand index (ARI) to
evaluate the results of clustering.
The results of clustering include the ARI for each measure and each com-
bination of groups compared to known labels and can be seen in Table 5.2.
ERP and Piccolo have the best average performance, followed closely by
LCSS, DTW, and EDR. Measures with somewhat worse average performance
are Euclidean distance, DISSIM, CC, TWED, and dPRED. Measures with the
worst average performance are CDM and TQuEST.
When it comes to worst-case performance all tested measures result in
ARI around 0 at least with one pair of groups, which means the performance
of the measure is close to random. CDM and TQuEST perform exceptionally
poor on almost all pairs. However, there are two pairs (linear time series with
N noise and linear time series with varying slope, linear time series with G
noise and linear time series with varying slope) where CDM performs better
than all other measures.
Overall, when distinguishing between specific combinations of generated
groups, usually more than one measure performs well. The example of this
is the distinguishment between the 3. group (linear with N noise) and the 9.
group (sine with varying amplitude and N noise) where all measures, except
CDM, perform very well.
To see which measures give similar clustering results we used Pearson
correlation and the results can be seen in Figure 5.3. It can be seen that
TWED, DISSIM, and Euclidean distance perform the most similar. However,
other measures such as DISSIM and ERP, EDR and LCSS, ERP and TWED,
and ERP and Euclidean are also somewhat similar to each other. Measures
that differ the most in the similarity of clustering are TQuEST and CDM.
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PAIR L2 DISSIM DTW EDR ERP LCSS CC CDM Piccolo dPRED TQuEST TWED
1 2 0.06 0.07 0.30 0.53 0.70 1.00 0.67 0.70 0.01 -0.00 0.16 0.04
1 3 0.00 0.05 0.90 0.86 1.00 1.00 0.59 0.33 1.00 1.00 0.81 0.00
1 4 0.29 0.65 0.98 0.94 1.00 1.00 0.70 0.59 0.52 0.53 0.42 0.27
1 5 0.01 0.00 -0.00 -0.00 -0.00 0.04 0.61 0.67 0.56 0.39 0.12 0.00
1 6 1.00 1.00 1.00 1.00 1.00 1.00 0.45 -0.00 1.00 0.96 0.65 1.00
1 7 1.00 1.00 0.98 1.00 1.00 1.00 0.45 -0.00 1.00 1.00 0.81 1.00
1 8 0.08 0.08 1.00 1.00 1.00 1.00 -0.00 -0.00 1.00 0.94 0.10 0.09
1 9 1.00 1.00 0.35 1.00 1.00 1.00 0.46 0.02 1.00 0.86 0.65 1.00
2 3 0.70 1.00 1.00 1.00 1.00 1.00 0.76 0.05 1.00 0.05 1.00 1.00
2 4 1.00 1.00 1.00 1.00 1.00 1.00 0.69 0.01 0.47 0.13 0.72 1.00
2 5 0.25 0.20 0.20 0.19 0.23 0.20 0.72 0.50 0.55 -0.00 0.21 0.20
2 6 1.00 1.00 1.00 1.00 1.00 1.00 0.45 0.56 1.00 0.07 0.02 1.00
2 7 1.00 1.00 1.00 1.00 1.00 1.00 0.42 0.53 1.00 0.04 0.06 1.00
2 8 0.08 0.09 1.00 1.00 1.00 1.00 0.61 0.69 1.00 0.13 0.04 0.10
2 9 1.00 1.00 1.00 1.00 1.00 1.00 0.45 0.69 1.00 0.21 0.05 1.00
3 4 0.49 0.94 0.85 0.09 1.00 0.77 0.00 0.04 0.96 0.96 1.00 0.41
3 5 0.35 0.35 0.33 0.35 0.36 0.28 0.00 0.76 0.07 0.29 0.25 0.35
3 6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 -0.00 1.00 0.98 1.00 1.00
3 7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.04 1.00 1.00 1.00 1.00
3 8 0.08 0.10 1.00 1.00 1.00 1.00 1.00 -0.00 1.00 0.98 0.23 0.10
3 9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.01 1.00 1.00 1.00 1.00
4 5 0.35 0.35 0.33 0.36 0.36 0.28 0.00 0.92 0.36 0.35 0.46 0.35
4 6 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.01 1.00 0.29 0.26 1.00
4 7 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.02 1.00 0.59 0.50 1.00
4 8 0.10 0.10 1.00 1.00 1.00 1.00 1.00 -0.00 1.00 0.27 0.02 0.11
4 9 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.03 1.00 0.65 0.16 1.00
5 6 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.05 1.00 0.55 0.15 1.00
5 7 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.12 1.00 0.55 0.21 1.00
5 8 0.08 0.09 1.00 1.00 1.00 1.00 0.96 0.14 1.00 0.53 0.15 0.09
5 9 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.04 1.00 0.72 0.15 1.00
6 7 0.49 0.94 0.17 0.01 0.17 -0.00 0.04 0.01 1.00 0.86 0.03 0.41
6 8 0.41 0.26 1.00 1.00 1.00 1.00 1.00 0.00 1.00 0.96 0.14 0.39
6 9 0.36 0.37 0.35 0.30 0.36 0.30 -0.00 0.00 0.22 0.35 0.00 0.36
7 8 0.52 0.31 1.00 1.00 1.00 1.00 1.00 0.03 1.00 1.00 0.15 0.46
7 9 0.35 0.36 0.35 0.36 0.35 0.36 0.00 0.04 1.00 0.23 -0.00 0.35
8 9 1.00 1.00 0.88 1.00 1.00 0.77 1.00 -0.00 0.92 0.50 0.14 1.00
mean 0.61 0.65 0.80 0.80 0.85 0.83 0.64 0.21 0.85 0.55 0.36 0.61
median 0.61 0.97 1.00 1.00 1.00 1.00 0.70 0.04 1.00 0.54 0.19 0.73
min 0.00 0.00 -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 0.01 -0.00 -0.00 0.00
Table 5.2: ARI results for clustering: For each measure we calculated the
mean, median, and minimum ARI. The first representing the average perfor-
mance of the measure, the second the most frequent performance, and the







































































































































































































Figure 5.4: A visualization of the time series groups for the clustering exper-




This thesis covered some of the most commonly used similarity measures
and some that are often overlooked in the related works. We provided a
compact overview of similarity measures and at the same time discussed often
neglected properties, such as normalization. We showed how to normalize
time series so that results are insensitive to changes of sampling frequency
and length, whereas related works [9, 35, 41] did not investigate this type of
normalization.
We also performed an experiment checking invariances of similarity mea-
sures to warping and scaling. Existing works sometimes omit invariances, or
present them in a less systematic way. Example of this is Wang et al. [41] who
just briefly mention a few invariances at some measure’s descriptions, but do
not pay special attention to this properties and do not perform an evaluation
to see which measure is invariant or not. Similarly Serra and Arcos [35] only
briefly discuss some measure’s invariances but do not empirically check it
and do not present it in an systematic way.
We discussed the three most common classifications of the similarity mea-
sures, exposed their weaknesses, and provided our opinion. We agreed with
Górecki and Piasecki [13] about the classification according to Esling and
Agon [9] being the most universal. For the measures that were not classified
by the authors, but could be, we suggested possible classification.
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Furthermore, we performed an empirical evaluation to check similarity
measures’ clustering performance as well as how similar they are. We con-
clude that no measure performs remarkably well, although some measures
still stand out. One of them is Piccolo distance, which had the best over-
all performance while still providing linear time complexity. Our results are
consistent with those from Wang et al. [41], where they state that TQuEST
is in general inferior to elastic measures. However, they conclude that DTW
is still slightly better than elastic measures, which was not the case in our
experiment. The results from Serra and Arcos [35] claim that TWED is
the similarity measure with the best performance, which is not consistent
with our results. They compared similarity measures with the help of the
1-Nearest Neighbor classifier, which is a different approach and cannot be
directly compared to our results. Nevertheless, choosing different values for
the parameters could possibly lead to better results in our evaluation.
There are over 40 different similarity measures and in this thesis we cov-
ered only 12. A clear direction for future work would be to extend our analysis
to include other similarity measures. Additionally, it would be worth inves-
tigating other types of robustness - to noise and to outliers. We were unable
to derive how to correctly normalize TWED, so we delegate this to future
work.
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[7] Lei Chen, M Tamer Özsu, and Vincent Oria. Robust and fast similarity
search for moving object trajectories. In Proceedings of the 2005 ACM
37
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[10] M Maurice Fréchet. Sur quelques points du calcul fonctionnel. Rendi-
conti del Circolo Matematico di Palermo (1884-1940), 22(1):1–72, 1906.
[11] Elias Frentzos, Kostas Gratsias, and Yannis Theodoridis. Index-based
most similar trajectory search. In 2007 IEEE 23rd International Con-
ference on Data Engineering, pages 816–825. IEEE, 2007.
[12] Parameswaran Gopikrishnan, Vasiliki Plerou, Yan Liu, LA Nunes Ama-
ral, Xavier Gabaix, and H Eugene Stanley. Scaling and correlation in
financial time series. Physica A: Statistical Mechanics and its Applica-
tions, 287(3-4):362–373, 2000.
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[24] Pablo Montero, José A Vilar, et al. TSclust: An R package for time
series clustering. Journal of Statistical Software, 62(1):1–43, 2014.
[25] Usue Mori, Alexander Mendiburu, and José Antonio Lozano. Distance
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