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Notation
Throughout this paper, all scalar variables are denoted by ordinary lowercase letters (a). Interval variables are enclosed in square brackets ([a] ). Underscores and overscores denote lower and upper bounds, respectively. A real interval [x] is a nonempty set of real numbers
where x and x are called the infimum (inf) and supremum (sup), respectively, andx is a point value belonging to an interval variable [x] .
The set of all intervals R is denoted by I(R) where A form of interval arithmetic perhaps first appeared in 1924 and 1931 in (Chen & van Emden, 1995; Young, 1931) , then later in (Ullrich, 1990) . Modern development of interval arithmetic began with R. E. Moore's dissertation (Moore, 1962) as a method for determining absolute errors of an algorithm, considering all data errors and rounding, after R.E. Moore introduced interval analysis (Moore, 1966) . Interval arithmetic is an arithmetic defined on sets of intervals, rather than sets of real numbers. The power of interval arithmetic lies in its implementation on computers. In particular, outwardly rounded computations allows rigorous enclosures. An important result is the inclusion property theorem . Rall aptly calls this the fundamental theorem of interval analysis (Hansen & Walster, 2004; Rall, 1969) . 
Enclosures for the range of function
Consider a function f from R n to R. The interval function [f] from I(R n ) to I(R) is an inclusion
Interval analyses provides, for a large class of functions f , inclusion functions such that [ f ] ([x] is not too large.
An inclusion function for f : R n → R is obtained with two optimizations to compute the in f imum anad supremum of f . However, these optimization problems are far from trivial in general. An more tractable approach uses the following theorem (Jaulin et al., 2001) , which is a direct consequence of Theorem 2.1.
ISPN formalism
Petri Nets (PNs) represent a family of forms of graphical representation for description of systems whose dynamics are characterized by concurrency, synchronization, mutual exclusion, and conflict, which are typical features of distributed environments (Murata, 1989) . PNs incorporate a notion of local state and a rule for state change (transition firing) that allow them to capture both the static and the dynamic characteristics of a real system being explicit about time considerations. The introduction of timing concepts into PN models were proposed later by Ramchandani (Ramchandani, 1974) , Merlin (Merlin & Farber, 1976) , and Sifakis (Sifakis, 1978) from distinct viewpoints. Molloy (Molloy, 1981) as well as Florin (Florin & Natkin, 1989) proposed PN models in which stochastic timing was considered. These works opened the possibility of connecting PN theory and stochastic modeling. Nowadays, these models as well as their extensions are generically named Stochastic Petri nets (SPN). ISPN is an extension of GSPN (Generalized Stochastic Petri Nets) model in order to introduce the interval analysis (Galdino & Maciel, 2006) and has a lot of potential to practical applications. As part of the contribution in the development of this work, the authors also brought out its related practical applications in performance and dependability evaluation (Galdino & Maciel, 2006; Galdino et al., 2007a; b) . GSPN is a particular timed PN (Petri Net) that incorporates both stochastic timed transitions (represented as white boxes) and immediate transitions (represented as thin black bars). Timed transitions have an exponentially distributed firing time and immediate transitions fire in zero time. GSPNs were originally defined (Marsan, Balbo & Conte, 1984 ) and later modified as described in (Brinksma, 2001) . A formal definition of ISPN is provided below. This definition keeps to the SPN definition presented in (German, 2000) , but considers real intervals assigned to transition delays and weights instead of adopting real single values. Let ISPN =(P, T, I, O, Π, G, M 0 , Atts) be an interval stochastic Petri net, where • O ∈ (N n → N) n×m is a matrix of marking-dependent multiplicities of output arcs, where o jk entry of O gives the possibly marking-dependent arc multiplicity of output arcs from transition t j to place p k ,
• H ∈ (N n → N) n×m is a matrix of marking-dependent multiplicities of inhibitor arcs, where h jk entry of H gives the possibly marking-dependent arc multiplicity of inhibitor arcs from place p j to transition t k ,
• G ∈ (N n → {true, false}) m is a vector that assigns a guard condition related to place markings to each transition,
• M 0 ∈ N n is a vector that assigns the initial marking of each place (initial state),
• Atts = (Dist, W, Markdep, Police, Concurrency) m comprises the set of attributes for transitions, where
where the transition interval firing timing distribution could be marking independent (constant) or enabling dependent ( enabdep -the distribution depends on the actual enabling condition), -Police ∈ {prd, prs} is the preemption policy (prdpreemptive repeat different means that when a preempted transition becomes enabled again the previous elapsed firing time is lost; prs-preemptive resume, in which the firing time related to a preempted transition is resumed when the transition becomes enabled again), -Concurrency ∈ {ss, is} is the degree of concurrency of transitions, where ss represents single server semantics and is depicts infinite-server semantics.
It is worth noting that if only point intervals are assigned to delays and immediate transition weights the model is reduced to a GSPN. This case the ISPN analysis provides GSPN verified results.
ISPN steady state analysis
ISPN is considered to be a high-level formalism for ICTMC (Interval Continuous Time Markov Chain) generation Galdino et al. (2007b) . The classical algorithms found in literature (Bolch et al., 2006) are adapted to take into account the interval coefficients of the ISPN model. This is a contribution to analysis of models ISPN that will be presented in sequel. The analysis of models using ISPN is accomplished in four subtasks:
• generation of the IERG (Interval Extended Reachability Graph),
• elimination of vanishing markings and the corresponding state transitions,
• interval steady-state analysis,
• computation of measures. Standard measures such as the average number of tokens in places and the throughput of timed transitions are computed using interval arithmetic. [
The interval matrix of the infinitesimal generator is [Q]=[q] ij , where its entries are given by:
where T denotes the set of tangible markings.
Steady-state probability vector evaluation
Now we describe the third of four steps of ISPN analysis. The steady-state solution of the ICTMC model underlying the ISPN is obtained by solving the interval linear system of equations with as many equations as the number of tangible markings.
[π] · [Q] = 0 ∑ M∈T [π](M) = 1 (7)
[π] is the interval vector for the equilibrium pmf (probability mass function) over the reachable tangible markings, and we write [π] (M) for the interval steady-state probability of a given tangible marking M.
Once the interval generator matrix [Q] of the ICTMC associated with a ISPN model has been derived, the steady state probability is calculated so that other respective metrics might be subsequently computed. ISPN models deal with system uncertainties by considering intervals for representing time as well as weights assigned to transition models. The proposed model and the respective methods, adapted to take interval arithmetic into account, allow the influence of simultaneous parameters and variabilities on the computation of metrics to be considered, thereby providing rigorously bounded metric ranges. It is also important to stress that even when only taking into account thin intervals, one may make use of the proposed model, since rounding and truncation errors are naturally dealt with in interval arithmetic, so that the metrics results obtained are certain to belong to the intervals computed. 
Interval performance indices
The computation of performance indices (metrics) of interest is the fourth and final step in the analysis ISPN. In the case of ISPN steady state analysis, where interval p.m.f. has already been obtained, indices are calculated by interval function evaluation. Interval performance indices are interval functions extended on classical indices (Marsan, Bobbio, Conte & Cumani, 1984) .
Examples of ISPN models
The purpose of this section is to present clearly all steps of ISPN analysis. Two examples are used. One is very simple and can be followed up and have calculations performed without using a computer. The second case, however, you must use a software with an interval arithmetic library as a tool to carry out by all his calculations. Example 1 has only two tangible markings and two vanishing markings. Example 2 has sixteen tangible markings and twelve vanishing markings. The performance evaluations are carried out in MATLAB with the INTLAB toolbox (MATLAB toolbox INTLAB framework). The ISPN model analysis considering only degenerated intervals (points) leads to the classic model GSPN, with verified computations (self-validating).
Example 1: ISPN analysis of a single machine
The model depicted in Figure 1 represents a failure prone machine and finite capacity buffer (Desrochers & Al-Jaar, 1994) . As a result of the first step of ISPN analysis we obtain the reachability set (Table 2) , and the reachability graph ( Figure 2 ). 
Afterwards, carry out the elimination of vanishing markings (Equation 5 Finally, using Equation 6, we find the infinitesimal generator interval matrix:
The third step of ISPN analysis solves the system of interval linear equations described by Equation (7). The interval linear equations solution is carried out by the verifylss function of the MATLAB toolbox INTLAB. Substituting the last equation of system The verified interval bounds of each state probabilities on tangible states are:
[π] (1) =[0.62499999999998, 6.25000000000001] and
[π] (2) =[0.37499999999999, 0.37500000000001].
Finally we can make the fourth and final step of analysis ISPN, computation of metrics. The machine production rate is
. This results exhibit the enclosure of exact value obtained by GSPN analysis. The ISPN analysis results give us verified results, ensuring that the exact value is certain to belong to the intervals computed. One can, for example, to compare this result with interval P = 6.25 exact value in this simple case.
Introducing parameters with input uncertainties
Now we calculate a solution in which the parameters are not known exactly, but it is known that they are within certain intervals. 
Example 2: ISPN analysis of Two-Machine One-Buffer Transfer Line Model
Consider the Two-Machine One-Buffer Transfer Line Model in Figure 4 (Desrochers & Al-Jaar, 1994) . Table 3 . Interval transition firing rates for the Two-Machine One-Buffer Transfer Line model.
As a result of the first step of ISPN analysis we obtain the reachability set (Table 4 ) and the reachability graph ( 
Afterwards, carry out the elimination of vanishing markings (Equation 5), to obtain the matrix of rate intervals [U] representing the IREMC: 
Finally, using Equation 6, we find the infinitesimal generator interval matrix: 
out by the verifylss function of the MATLAB The third step of ISPN analysis solves the system of interval linear equations described by Equation (7) 
Finally we can make the fourth (final) step of analysis ISPN, i.e. computation of metrics. The average utilization of machines, i.e., the probability that a machine is processing a part are:
The evaluation result provides the following values: These results gives interval bounds to exact value and can be used to verify conventional analysis of GSPN results. 
Experiment for Two-Machine One-Buffer Transfer Line Model

Introducing parameters with input uncertainties:
In sequel, the variations in the rates of exponential transitions are considered. To avoid redundancy, will not be displayed detailing of ISPN analysis as in previous examples. Table  7 shows the average machine utilization, UM 1 and UM 2 for three [µ 1 ] rate intervals. All exponential rate variabilities have ±1 as errors in the 3 rd significant digits: 
ISPN.m Line
Concluding remarks
In this chapter, ISPN is used as an approach to ISPN performance analysis in which the exponential rates fall within pre-assumed intervals. ISPN is mainly applied in modeling, where input data are known within definite interval of accuracy. Such uncertainties include the errors involved with experimental data obtained from measurements. This framework provides a way to formalize and study problems related to the presence of uncertainties. Such uncertainties include data errors occurring during data measurements and rounding errors generated during calculations. The model proposed and the related method of analysis, involves the case of simultaneous variability in values of parameters. As an immediate consequence, the ISPN analysis, designed for evaluation of results obtained from measurements, may appear to be useful for engineers and technicians as a tool for decision making. As future works, methods for interval transient analysis and simulation should considered. Furthermore, other case studies should also be take into account. ISPN MATLAB toolbox INTLAB Prototype Tool will allow you to specify your own ISPNs. We plan to post future developments of ISPN MATLAB toolbox INTLAB Prototype Tool.
