Abstract: In order to discuss the impact of land consumption, it is first necessary to localize and quantify the extent of sealed surfaces. Here, we describe a comprehensive data inspection of soil sealing and potential influential factors. Structural interrelationships are identified under the application of classical and spatial regression methods.
Introduction

The Problem of Land Take and Soil Sealing
"In contrast to water or biomass, soils are an exhaustible and non-renewable natural resource. In general, they are finite, ecologically sensitive and can only be restored under considerable technical and financial investment" [1] . Currently, the question of how to reconcile the consumption of previously undisturbed sites for settlement and transportation infrastructure (= land take) with the general principle of sustainable development has been at the heart of discussions in the national and international spatial sciences (e.g., Research for the Reduction of Land Consumption and for Sustainable Land Management (REFINA) 2006-2012, Research for Sustainability (FONA) 2009-2015, [2] [3] [4] ), as well as at the political level (cf. National Strategy on Biological Diversity, German Adaptation Strategy to Climate Change, National Sustainability Strategy). The increase in the extent of soil sealing is closely linked, though not identical with, land consumption. Soil sealing has repercussions for groundwater reserves, the urban climate, as well as local flora and fauna [5] [6] [7] [8] [9] [10] . There exists a range of various definitions of soil sealing: "Soil sealing is the covering or sealing of soil with partially permeable (e.g., water-bound surface materials, grass pavers) or impermeable materials (e.g., concrete, tarmac) for buildings as well as transport infrastructure (and open space development)" (cf. [11] , p. 38). "Sealed soils are those whose natural succession of soil horizons or substrate layers have been altered by the introduction of a structural foundation or barrier layer (concrete, tarmac, cobblestones, plastic sheeting, buildings, etc.)" ( [12] , p. 325). "Soil sealing can be defined as the covering of soils by buildings, constructions and layers of completely or partly impermeable artificial material (asphalt, concrete, etc.). It is the most intense form of land take and is essentially an irreversible process" (cf. [9] , p. 200).
In Germany, there exists a number of laws that serve to protect the natural basis for life (cf. Basic Law Art. 20 a), to secure the efficient and careful handling of land and soils (cf. Federal Building Code § 1a, Federal Spatial Planning Act § 2) or to reduce the extent of soil sealing (cf. Federal Soil Protection Act § 1, § 5, Federal Nature Conservation Act § 1, Soil Framework Directive § 1). At the European Level, efforts to reduce the destruction of soils by means of the Soil Framework Directive (EU-SFD) have been hotly discussed (see also: Soil Thematic Strategy, Soil Framework Directive, Resource Efficiency Roadmaps). In 2012, the EU Environment Commissioner, Janez Potocnik, emphasized the necessity of limiting the extent of soil sealing (EU Commission, 2012): "The loss of soil resources through urbanisation and the conversion of our landscape is one of the major environmental challenges facing Europe. There is an urgent need to use this valuable resource more wisely, in order to secure its many vital services for future generations. We simply cannot pave over our chances for a sustainable future". Against this backdrop, one prerequisite for an informed discussion on the extent and repercussions of land consumption is the localization and quantification of sealed surfaces. In Germany, as well as in other European nations, the challenge now is to survey the level of soil sealing for entire national territories. Hitherto, now spatially-differentiated maps of sealed surfaces have only been drawn up as part of research projects and often only in selected regions (see Section 2) . However, recently available remote-sensing data provided by the European Environmental Agency (EEA) now enable the uniform detection of sealed surfaces for the whole of Europe (EEA 2010) [13] . This also permits us to specify possible correlations with other economic, social, ecological and technical variables (cf. [14, 15] ).
Objectives and Structure of the Paper
The aim of this paper is to use the recently available EEA data to classify Germany's municipalities according to the degree of soil sealing, as well as to map the current extent of sealing. The main emphasis is on applying correlation and regression methods to uncover interdependencies with other influential factors (using additional statistical data). This will create an empirical basis to help pinpoint potential developments in soil sealing and to underpin discussions on how political instruments can help reduce the extent of soil sealing (cf. [2] ). The paper is structured as follows. Section 2 provides an overview of previous methods to estimate and describe soil sealing. Then, we present a list of hypothesis on the complex bundle of influential factors (Section 3). On this basis, we present some specially-developed data capturing and processing steps (Section 4), as well as relevant data analysis methods in support of correlation and regression analysis (Section 5). A discussion of the results of the data analysis (Section 6) provides the basis for a detailed discussion (Section 7) and some conclusions (Section 8).
Studies on the Quantification of Soil Sealing
Previous approaches to the quantification and description of soil sealing can be distinguished according to the underlying methodology, i.e., indicator-based calculations, remote sensing models or estimates based on multivariate statistics.
In this section, we concentrate on the discussion of approaches for a nationwide investigation of soil sealing. Further, this discussion will be complemented by references to studies that have examined the local and regional characteristics of soil sealing. In the following, we do not describe the local surveying and mapping of sealed surfaces, as the resulting data can generally not be fully transferred to the national level due to a lack of time or resources.
Indicator-Based Calculations
Assisted by expert knowledge, as well as a range of previous studies on soil sealing, the indicator-based calculations should determine the surface area within settlement and transportation areas that is either built-up or sealed (e.g., water-bound surfaces or surfaces covered by concrete, tarmac or paving). Pre-determined soil sealing ratios (indicators) for the various classes of land use have been applied in previous studies [16] [17] [18] .
Datasets from Remote Sensing
Remote sensing imagery combined with techniques of image analysis can provide an up-to-date, detailed and spatially-differentiated analysis of soil sealing. Previous studies at the local and regional level have confirmed the potential of these techniques to determine the extent of soil sealing both in Germany (such as Agglomeration Cologne/Bonn: [19] ; Stuttgart: [20] ; North Rhine-Westphalia: [21] ; Bavaria: [22, 23] and elsewhere (such as the Columbus Metropolitan Area, Ohio: [24] ; large regions in the USA: [25] ; and Italy: [26, 27] ). Furthermore, efforts have been made to predict impervious surface extents based on urban growth models (e.g., [28] ).
However, results derived in this way are generally unsuited to the analysis of soil sealing at the national level as the processing steps are highly complex and may require some manual input.
As mentioned earlier, the European Environment Agency [13] published the first exhaustive dataset on imperviousness in Europe for the years 2006, 2009 and 2012 based on the analysis of high-resolution satellite data. Several technical EEA documentations indicate the acquisition, analysis and evaluation processes of the soil sealing (resp. imperviousness) datasets [29, 30] . The estimation of the degree of soil sealing is based on the strong (negative) correlation between the extent of vegetation and the degree of imperviousness in urban areas. Vegetation coverage can be reliably derived from the Normalized Differenced Vegetation Index (NDVI), which allows for the discrimination of vegetation from other surfaces due to its specific spectral signature in the red and near-infrared bands [19] .
Estimates of Soil Sealing Using Multivariate Analysis
When multivariate analysis is applied in this context, soil sealing is treated as a highly aggregated indicator that can be used to investigate complex and interrelated urban development processes that are often difficult to model [11, 31, 32] . In order to support the comparative evaluation of land services (e.g., ecological and economic services), variables are carefully selected to reveal dependencies between features, as well as other causal relationships. Generally, bivariate correlation and regression analysis is applied [11, [33] [34] [35] [36] [37] [38] [39] [40] , as well as principal component analysis [11, 31, 37] . In connection with data on soil sealing, cluster analysis is also used in individual cases to create a classification of urban types representing specific features of land use or services provision on the basis of economic and ecological criteria (e.g., [41] ). The creation of "complex" systems of functions helps to reveal interdependencies that can be used to characterize soil sealing at the national level [2, 42, 43] . Previous quantitative studies have largely focused on urban areas.
It is the view of the authors of the current paper that the investigation of the named interdependencies has been greatly facilitated in recent years by the increased availability and topicality of geo-referenced data sources on soil sealing, as well as statistical data on potential influential factors. It is the aim of the current article to classify the extent of soil sealing at the level of Germany's municipalities using nationally available data (see Section 4: European Soil Sealing Data). This will also enable the creation of functions to estimate the extent of soil sealing and can help to improve our understanding of the underlying interdependencies, as well as related spatial structures. Table 1 gives an overview of hypotheses on the expected complex bundle of influential factors. The table aims to support data collection and, in particular, multidimensional data analyses (cf. Section 6).
Hypotheses on Soil Sealing and the Complex Bundle of Influential Factors
Each hypothesis refers to a thematic dimension, such as mobility, economy, politics, etc. [44] . Selected references to other studies on influential factors are listed in the last column of the Table. The list is intended to encourage the discussion of geostatistical results and to provide a comparison with similar results in other countries or with results referring to other spatial scales (cf. Section 7). Demographic and social issues, economy [2, 11, 31, 40, 45, 46] 2. Tourism infrastructure shows a very heterogeneous spatial dimension, indicating a weak correlation with soil sealing for the pan-German study.
Demographic and social issues [36, 46] 3. The degree of soil sealing is higher for areas that enjoy good transport connections. The expansion of transport infrastructure closely determines the degree of soil sealing.
Mobility [2, 26, 39, 47] 4. Municipalities with a surplus of inbound commuters presumably show an increased soil sealing in commercial and traffic areas, though this is not true of residential areas.
Mobility [44] 5. Soil sealing in commercial and settlement areas is driven by municipal revenues in the form of trade and income taxes.
Economy [33] 6. Lifestyles and consumption patterns (e.g., living space per household/inhabitant, journeys between home, work, shops and leisure areas) influence demand for new developments and, thus, are correlated with soil sealing.
Land and real estate market [2, 33, 48] 7. If a municipality has a large proportion of economic sectors with a low specific demand for land, then the degree of soil sealing will be smaller.
Land and real estate market [2] 8. The greater the influence of human activity on a landscape (reflecting the concept of hemeroby), the higher the degree of soil sealing.
Spatial context [40, 49] 9. Natural features, such as topographical restrictions, can influence the spatial distribution of settlement areas/sealed surfaces.
Spatial context [2, 36] 10. The degree of soil sealing largely depends on the category of land protection (regulation of land use by federal and regional planning authorities). Subsidies for urban reconstruction and rural development are provided to restrict the extent of soil sealing.
Politics [2] 4. Data
European Soil Sealing Data
The Imperviousness High Resolution Layer (HRL) constitutes one of the first operational geo-information services of the European Copernicus Land Monitoring Services (formerly GMES (Global Monitoring for Environment and Security)) of the European Commission (EC) and the European Space Agency (ESA). Previously, this dataset was referred to as the EEA Fast Track Service Precursor on Land Monitoring-Degree of soil sealing. The temporal perspective not only enables the analysis of the current state of soil sealing, but also offers insight into the way this changes over The accuracy of the data is specified at 85%R 2 for urbanized areas. Validation of the 20 m dataset revealed an above-average correlation of R 2 = 0.65 with imperviousness reference data. However, after aggregating pixels to larger units (up to a 500 m cell size), the correlation could be increased to R 2 = 0.88 [29] .
As we intended to analyze soil sealing degrees for the German municipalities, the calculation of mean municipal values corresponds (as previously mentioned) to pixel aggregation. Thus, a high accuracy for calculated imperviousness degree values can be expected.
The EEA soil sealing data used in this article consist of 905 tiles, each of spatial extent 100 km × 100 km. The naming of the tiles conforms with the INSPIRE Data Specification on Geographical Grid Systems (INSPIRE D2.8.I.2), i.e., descriptors are placed on the upper left tile corner (e.g., 100KME09N27). The pixel values (or grid codes) of the EEA dataset represent three different information types: The vast majority of pixels are accorded a value from 0-100 representing the degree of imperviousness (expressed as a percentage of the pixel area) ranging from unsealed (= 0) to completely impervious (= 100). The values 254 and 255 are used to indicate pixels that represent unclassifiable areas (e.g., due to cloud coverage or shadow) or which are outside the study area (e.g., sea areas or EEA non-member states), respectively. In order to analyze soil sealing for the whole of Germany, the first step was to select all tiles lying within the country's national borders (see Figure 1 ). This was accomplished using an authoritative border dataset for Germany called Verwaltungsgebiete 1:250,000 (VG250), provided by the Federal Agency for Cartography and Geodesy [50] . The selected 57 tiles were then formed into a raster mosaic. In those cases where tiles extended beyond the national borders, the external areas were simply cut off to match the borderline. The degree of soil sealing was calculated as the mean value of the EEA soil sealing raster for various administrative units from the national state to the federal states, spatial planning regions, districts and municipalities and for geographical grid cells with cell sizes ranging from 100 m to 10 km using zonal statistical procedures. No-data values were assigned to administrative units and grids cells for which implausible soil sealing values were expected due to heavy cloud coverage in the input data. The applied threshold for discriminating these indeterminate spatial units was a maximum permissible cloud coverage of 10%R 2 of the urbanized area.
Statistical Data on Influential Factors
In 2010, there were n = 11, 669 municipalities and n = 16 states. In order to uncover interdependencies in regard to soil sealing, statistical data were captured for 11,441 municipalities in Germany and around 220 variables calculated (see Table 2 ). In compiling this database, attention was paid to producing a set of results that would encompass the widest range of factors, such as demographic and social issues, mobility, the spatial context, the land and real estate market, as well as the economy and public policy. Table 2 shows these various dimensions, as well as the total number of derived variables and the primary data sources. Each dimension is illustrated by means of some thematic examples.
Complete datasets could not be obtained for n = 120 municipalities in the year 2010 due to restrictions of data protection and problems of data availability. In addition, there were n = 228 so-called "unincorporated areas", which are generally forested areas, lakes and larger rivers. 
Methods
In this paper we undertake a comprehensive data inspection and apply several regression techniques in order to investigate the interdependency between a dependent variable (e.g., degree of soil sealing) and one or more independent variables (e.g., influential factors). Relevant procedural steps are described in Figure 2 . Data exploration consists of data inspection, data transformation and correlation analysis. The aim here is to understand the distribution of each variable and to discover dependencies between several variables. Data are inspected and distributions analyzed by means of statistical methods and visualization techniques (histograms, density plots, quantile-quantile plots) [51] [52] [53] [54] . Transformation processes and the so-called "ladder of power" can be applied to the data in order to ensure the required linear correlations between the dependent and independent variables within the regression analysis, as well as to reveal skewed distributions [52] . In this way, it is possible to describe nonlinear correlations, to make distribution patterns more symmetrical and to reduce the spread of data points [52] . The objective of the correlation analysis is to identify the strength and direction of the relationship between two variables. If the relationship is approximately linear, the Pearson product-moment correlation coefficient can be used [52, 53] . Furthermore, scatter plots are a useful visual tool to analyze the relationship between two variables.
In this study, three different models of regression analysis (ordinary least squares regression, spatial lag regression and spatial error regression) are applied in order to determine which model is best suited to describing the correlations within the data. Ordinary least squares regression (OLS) is a linear regression model using the least-squares estimation to fit the model. It assumes an approximately linear dependence between the dependent and independent variables. This method applies an approach of minimizing the sum of the squared residuals [52] .
The regression equation is created by an iterative process and has to be checked for validity and consistency after every model fit. The F-test is used to examine the overall validity and significance. The significance of the F-test indicates that the null-hypothesis can be rejected (i.e., that all slope coefficients of a model are 0), and thus, the model possesses some explanatory value. The significance of the regression coefficients is determined by the t-test, which is calculated by dividing the regression coefficients by the standard deviation. The null-hypothesis also indicates that the independent variables do not significantly influence the dependent variable. In the case at hand, the null-hypothesis is rejected for all independent variables, which therefore are seen to significantly influence the dependent variable. Such regression diagnostics is necessary to ensure that the required model assumptions are met. Multicollinearity in regression equations increases the standard deviation and hence can have the effect that independent variables are declared to be statistically non-significant. The severity of multicollinearity can be tested by the variance inflation factor (VIF). If the value for a variable is larger than 10, then this can potentially be a source of multicollinearity. A further criterion for the detection of multicollinearity is the so-called condition number. If the condition number is higher than 30, then the regression model can be affected by multicollinearity between the independent variables.
In statistical approaches, data should be statistically independent. However, data subject to spatial analysis are often found to be spatially autocorrelated, which means that a variable is found to cluster in space [55] . This reflects Waldo Tobler's first law of geography: "Everything is related to everything else, but near things are more related than distant things." [56] . To test data for spatial dependence, we can apply Moran's I to calculate global autocorrelation and the local indicator of spatial association (LISA) for local autocorrelation [57] . On this basis, spatial patterns in variables and their conduct (e.g., values that are spatially near are more similar) can be detected and visualized. Moran's I can measure the global spatial autocorrelation, which is the correlation of a variable with itself, by applying a matrix of weights [58] . Anselin [59] defined LISA as an indicator of the extent of significant spatial clustering of similar values around an observation, determining that the mean of LISA is proportional to the global indicator of spatial association. LISA can identify local hotspots and can be used to detect clustering. The local Moran's I can be visualized in a choropleth map showing potential spatial clustering and its significance. In a multiple regression with several independent variables, the primary focus is to determine which of these most strongly influences the dependent variable. Standardization of the regression coefficients allows the strength of their influence on the independent variables to be compared by removing the various units of measurement.
Spatial regression deals with spatial effects such as spatial dependence and spatial heterogeneity [57, 60] . The spatial lag and the spatial error model consider the fact of autocorrelation in linear models. Thus autocorrelation can compromise the statistical explanatory power. Spatial lag models are basically the OLS model with an additional term of a weights matrix and an autoregressive factor ρ, which determines the strength of the spatial autoregressive relation between y i and ∑ j W ij y j [61] . This model assumes autocorrelation in the dependent variable and includes an autoregressive term for the spatial autocorrelation [62] . The spatial error model assumes autocorrelation in the error term [61] . The Lagrange multiplier tests [63] provide information about whether spatial dependence exists and, if so, whether a lag or error model are more appropriate. Based on the OLS residuals, the Lagrange multipliers tests examine for a missing lag variable (LM (lag)) and for dependencies in the error term (LM (error)). In the case of significant results for both tests, the robust lag model determines which regression model is best suited.
A regression model's goodness-of-fit is determined by the coefficient of determination R 2 with the value range [0, 1], where 1 is a perfect fit. A few model assumptions must be verified in a linear regression, mostly through examination of the residuals. First, the residuals should be normally distributed, otherwise the statistical F-test and t-test are invalid. Second, the residuals should be independent, i.e., they should not show autocorrelation, which otherwise causes inefficiency in the least square estimation and incorrect calculation of the standard deviation, also leading to a false determination of significance. Third, the independent variables should not be correlated (a phenomenon called multicollinearity), as this reduces the precision of the estimators. If residuals do not have the same constant variance, then heteroscedasticity occurs, producing the same inefficiency as with autocorrelation [52] . An often used criterion to determine the model fit is the Akaike information criterion (AIC). AIC tries to minimize the trade-off between goodness-of-fit and degrees of freedom [64] . It can be used for model selection and comparison, where the model with the lowest AIC performs best.
Results
The aim in this section is to extend our understanding of how influential factors can impact the degree of soil sealing by examining the results of an investigation at the level of Germany's municipalities in which classical linear regression, as well as spatial regression methods are applied.
Data Inspection
Data exploration will be illustrated using the example of the dependent variable degree of soil sealing at the level of Germany's municipalities. Initially, a hypothesis was formulated on the expected distribution, which could then be either verified or rejected. The distribution of the proportion of soil sealing was assumed to be right-skewed, i.e., only a few municipalities have a high degree of soil sealing, and in contrast, a high number display a lower degree of soil sealing. Table 3 shows the distribution measures for the analysis. By considering the median and mean, we can verify the positive skew. The normal QQ-plot (cf. Figure 3 , left) plots the theoretical distribution against the data. This shows that the data do not follow a straight line and therefore are not normally distributed.
The empirical cumulative distribution function (ECDF) provides a good statistical inference. Here, we clearly see an uneven distribution, with just a small group of German municipalities having a degree of soil sealing above 20%R 2 (cf. Figure 3, right) . 
Data Transformation
Statistical models such as correlation and linear regression analysis make a number of key assumptions. Often, the variables do not sufficiently meet these assumptions. Therefore, in some cases, data must be transformed to ensure more symmetric distributions and to ensure linear correlation between two variables ( [52] ). The family of powers and that of roots (−1/X, log(X), X, X 2 , X 3 ) are two useful techniques to transform data. A positive skew can be transformed by descending the ladder of power, and a negative skew can be smoothed out by ascending the ladder of power.
Transformation measurements will also be illustrated using the example of the variable degree of soil sealing. Figure 4 shows the kernel density of soil sealing. It is a smooth reproduction of the data. The distribution attributes of the logarithmized data are more regular in form. The two maps in Figure 5 illustrate the degree of soil sealing for all municipalities in Germany. On the left, we see a quantile map of soil sealing. The interquartile range covers 50%R 2 of the data, i.e., the range between Q1 and Q3 (raw data: 1.614%-4.959%) (see Table 2 ). The highest values for soil sealing (upper quartile: 4.959%R 2 < soil sealing < 59.560%R 2 ) are observed in densely-populated cities (e.g., Berlin, Dresden, Stuttgart) and urban agglomerations (e.g., Rhine-Main area, North Rhine-Westphalia). The map on the right illustrates the deviation from mean of the degree of soil sealing. Here, the data should be near-normally distributed. A contrasting picture emerges of central municipalities (e.g., Germany's urban regions) and peripheral regions (sparsely built-up regions, e.g., Black Forest, Alpine foothills, Palatinate Forest, Eifel, Uckermark, Mecklenburg-Western Pomerania). Figure 6 illustrates average values of soil sealing differentiated according to the size of municipalities and specific land-use classes. Differences between major cities and rural municipalities are obvious. The highest values are found in industrial/commercial areas followed by other built-up and transportation areas. 
Correlation Analysis
As a result of the previous data inspection, 138 variables were classified as non-normally distributed (n = 48) or those with unusual observations/missing data (n = 90, e.g., hospital beds per 1000 inhabitants or percentage of military areas). On the basis of Pearson product-moment correlation, it was possible to select those variables from Table 2 that were strongly correlated with the dependent variable degree of soil sealing. Pearson product-moment correlation can be applied because the data of n = 83 variables was near-normally distributed. Examples of negative, no and positive correlation are illustrated in Figure 7 . Here, we see that as the degree of soil sealing increases, the driving time to schools has a tendency to decrease (negative correlation), the rate of unemployment is unaffected (no correlation), while the population density also increases (positive correlation). Several other variables show an approximately linear bivariate relationship with soil sealing. Regarding the total number of normally distributed variables (n = 83), Table 4 lists a total of 25 influential factors with an absolute correlation value above 0.5. The table indicates the labels, as well as the units and the transformation used to make distribution patterns more symmetrical and to reduce the spread of data points. Alongside moderate or strongly-correlated influential factors, some additional factors are presented in Table 4 : the typical commuting distance (r = −0.43), the driving time to regional centers (r = −0.41), the driving time to motorways (r = −0.4), the driving time by truck to cargo centers (r = −0.4) and the percentage of vacation homes (r = −0.29). The selection of additional factors follows further content-related considerations (cf. Hypotheses 2 and 3 in Table 1 ). 
Regression Analysis
In order to investigate the complex bundle of influential factors on the degree of soil sealing, several regression models are devised to reflect diverse thematic backgrounds. The aim is to explain the spatial distribution of the dependent variable as influenced by the various independent variables. Data inspection and transformation, as well as content-related considerations led to the pinpointing of 30 variables (cf. Table 4 ) suitable for regression analysis. The presented Models A-D meet the following conditions: high model precision realized by the coefficient of determination R 2 along with low complexity, i.e., the explanation for the proportion of sealed soil to municipal area (log) should be described using as few variables as possible (see Section 5, e.g., [52] ).
Ordinary Least Squares Model
Initially, relatively simply models were established (see Table 5 ) in order to inspect the various density values (Model A, cf. Hypothesis 1 in Table 1 ) and to consider the transport connections (accessibility) of municipalities (Model B, cf. Hypothesis 3 in Table 1 ) on an individual basis.
A model of the daytime population density, the density of flats and the road network density was found to be well correlated with the degree of soil sealing (see Table 5 , Model A). Only a partial correlation could be determined in the case of the accessibility of municipalities (see Table 5 , Model B). When developing more thematically-complex model equations, it was found that those density values highly correlated with soil sealing (see Figure 7 ) strongly influence the coefficient of determination in the regression function (see Table 5 , Model C). If the population density is included in the estimation of the regression equation, then standardization of the variables shows that additional variables have a comparatively low influence on soil sealing (e.g., schools, trade tax, vacation homes, buildings 3-X). The relative significance of the influential factors is indicated by the standardized variables (cf. Table 5 , Model C: Standardized Beta).
A further model was created (cf. Table 5 , Model D) to take into account both the road network density and the settlement density, as well as additional frequently-discussed influential factors. As expected, the degree of soil sealing is strongly influenced by the expansion of the transportation network. Furthermore, a complex bundle of diverse factors showing variable influence on the degree of soil sealing is also illustrated: e.g., tax capacity, job centrality, commuting distance, buildings 3-X.
Regression Diagnostics
The process of regression diagnostics will be illustrated using Model D. Figure 8 provides an evaluation of this model, largely by considering residuals. On the top left, we see the residuals plotted against the fitted values. This serves to check the heteroscedasticity. The residuals should be evenly distributed around the zero line with no obvious pattern. According to the model assumptions, residuals should be normally distributed. The QQ-plot on the top right confirms this normal distribution. The scale-location (bottom left) also serves to check the heteroscedasticity by searching for patterns in the residuals, which cannot be detected here. The final illustration (bottom right) serves to check for influential observations (values higher than one), which can have a large impact on the estimations of the regression equation.
Every model was tested for the variance inflation factor (VIF) and the condition number. The VIF for every variable in both models was less than four. The condition number of the models lay under the conservative value of 30 (Model A = 28.6, Model B = 28.5, Model C = 25.2 and Model D = 26.5). In Model D, the variable with the strongest influence on the degree of soil sealing is the road network density, followed by the settlement density and the municipal tax capacity. The un-standardized regression coefficients measure the influence that one independent variable shows with respect to the dependent one while the other independent factors are kept constant [52] . For the presented Model D, this means that an increase in the road network density by one unit with no change in the other independent variables leads to an increase in the degree of soil sealing of 1.104 units ( [52] , p. 100). In the following section, we present regression models that take explicit account of spatial autocorrelations with the aim of producing more efficient estimates. 
Spatial Regression Analysis
One common assumption in statistical investigations is that spatial data are independent. In the case at hand, this means that the observed municipal units display no neighborhood effects or interdependencies. While spatial autocorrelations may undermine statistical findings in linear regressions, they can also be included in the model calculations as additional information. Spatial simultaneous autoregressive regression takes account of spatial dependences in models (either in the dependent variable or in the residuals) [57] . Spatial regression is applied in order to estimate the influential factors with no distortion. The spatial lag and the spatial error model consider the fact of autocorrelation in linear models (see Section 5 for further details).
The Durbin-Watson test and Moran's I can be used to investigate whether spatial autocorrelation is given. Global testing shows autocorrelation in the degree of soil sealing with a value 0.54 at significance 0.001. This leads us to conclude that soil sealing is clustered at many locations and that adjacent observations are more greatly affected than distant observations. In order to determine the locations of the autocorrelation, the local Moran's I can be calculated and the results visualized (see Figure 9) .
The calculation is in terms of inverse distance (adjacent municipalities have a greater influence than municipalities that are further apart), as well as Euclidean distance, defined as the straight-line distance between two points. LISA shows the presence of spatial clusters or outliers with a statistically-significant confidence level of 95% R 2 . The clusters high-high and low-low represent positive autocorrelations, whereas low-high and high-low are negative autocorrelations. High-high represents municipalities with a high degree of soil sealing, which are surrounded by municipalities with similarly high levels of soil sealing. Low-low, on the other hand, indicates a low degree of soil sealing with surrounding municipalities also displaying low sealing. High-low indicates a high degree of soil sealing surrounded by low values, and low-high low values surrounded by high values [64] . The presentation of the bivariate local Moran's I reveals similar clustering of two variables. In Figure 9 , we note similar geographical distributions in the case of the degree of soil sealing and the proportion of settlement and transportation area. Clusters of high values in both variables are termed high-high clustering, while clusters of low values are termed low-low clustering. The results of spatial regression are presented in Table 6 . Comparing the spatial lag and spatial error models, it is obvious that both models improve on the original OLS model. The goodness-of-fit of the spatial regression model can be characterized by pseudo-R 2 , determined by the maximum-likelihood estimation of this approach. A direct model comparison is not attempted using the coefficient of determination R 2 , but instead via the AIC. The AIC values show that the spatial error model has the best model fit in every regression model. This leads us to suspect autocorrelations in the residuals. For the purpose of illustration, we compare the autocorrelation of the models using the example of the spatial error regression of Model D by examining Moran's I of the residuals. Figure 10 shows Moran's I scatter plots of the "prediction error" and "residuals" of the spatial error regression. In these scatter plots, the standard error is plotted against the error derived from the weighting matrix. The respective quadrants reveals the four autocorrelation groups with high-high and low-low correlation (above right, below left) for positive autocorrelation and the other two quadrants for negative correlation. By comparing the values of Moran's I, we can determine whether the introduction of the autoregressive term serves to reduce autocorrelation. If we ignore autocorrelation, the value of Moran's I is 0.52, a value that approximately corresponds to that of the OLS regression model at 0.48. Taking into account the autocorrelation (by introducing the autoregressive term) gives a value of −0.05. Figure 11 visualizes the residuals of the regression models in order to reveal potential systematic over-or under-estimates and, hence, autocorrelations. These can be mapped using data from the covariance matrix of the regression coefficients or the estimated values and the residuals at every regression point. In this way, the degree of reduction in the autocorrelation can be visually inspected.
Here, we clearly see a considerable reduction in the autocorrelation through the introduction of the autoregressive term in the spatial regression models, constituting a major improvement over the OLS model. We conclude that the model fit can be greatly improved by taking explicit account of spatial dependencies. 
Discussion
In order to limit the degree of soil sealing by means of spatial planning instruments, it is first necessary to obtain information on likely influential factors. In view of the constantly increasing mass of analyzable data, it is becoming ever more difficult to formulate individual hypotheses. Some spatial patterns may remain hidden if an overly narrow or biased approach is adopted. Due to these problems, it can happen that complex datasets are not examined with sufficient thoroughness, i.e., not all possible aspects are considered. Consequently, interesting interdependencies may be ignored. Against this backdrop, the present study adopts the method of urban data mining [65, 66] to reveal logical or mathematical and partly complex descriptions of patterns and regularities inside a set of geospatial data. A large number of variables (n = 220) was collected and inspected. On this basis, correlation and regression analyses were undertaken in order to identify diverse bundles of variables that characterize the degree of soil sealing. As a result, 25 variables were identified that have an approximately linear bivariate relationship with soil sealing.
For example, the hypothesis that the extent of sealed surface in Germany's municipalities is dependent on the density of settlements and/or a high level of economic activity has been confirmed (cf. Hypothesis 1 in Table 1 ). The following measures of density are significant in this regard: e.g., population density (r = 0.92), road network density (r = 0.86), settlement density (r = 0.75), density of flats (r = 0.75), daytime population density (r = 0.7) and housing density (r = 0.65). The tax capacity (r = 0.72) and municipal revenues from commercial taxes (r = 0.5) are also correlated with the extent of soil sealing (cf. Hypothesis 5 in Table 1 ), as is (transport) accessibility. Driving times to schools (r = 0.58) are clearly correlated to soil sealing and, thus, serve as a specific indicator for the development of infrastructure in a region (cf. Hypothesis 3 in Table 1 ).
Currently, it is difficult to determine a clear dependency between lifestyle and consumption patterns (living space per inhabitant/household, journeys between home, work, shops and leisure areas) and the degree of soil sealing. There is only a moderate correlation between living space per inhabitant (r = 0.58) and the degree of soil sealing and a similar (negative) correlation between the average commuting distance and soil sealing (R 2 = −0.43). Other variables should be taken into account in order to investigate the assumed relationships more precisely (cf. Hypothesis 5 in Table 1 ). Regarding the formulated hypotheses on tourism infrastructure (cf. Hypothesis 2 in Table 1 ), we note that the percentage of vacation homes in a municipality is not a useful influential factor to characterize soil sealing in a pan-German study. The dependencies between soil sealing and this variable are relatively weak when considering all of Germany's municipalities (R 2 = −0.29). Thus, it is recommended that analysis be conducted at a different/smaller spatial scale and that supplementary variables be used as indicators for tourism infrastructure. Furthermore, no strong dependency could be identified between soil sealing and the attractiveness of the landscape or the underlying topography (cf. Hypothesis 9 in Table 1 ). There is only a very weak correlation between relief diversity and the degree of soil sealing. In future investigations, terrain slope might be a suitable variable to investigate the assumed relationship more precisely.
In regard to the dimensions of public policy (cf. Hypothesis 10 in Table 1 ), only very weak correlations were found with the degree of soil sealing. Here, further data must be gathered to permit quantitative analysis. Currently, such influences cannot be suitably illustrated, even if they are doubtless of considerable importance. Small-scale analyses are likely to be the best approach to uncovering potential dependencies.
Regarding methodology, the presented process of data analysis can be broken down into several stages: selecting the target data, pre-processing the data, applying transformations if necessary, performing correlation and regression analysis to extract relationships and then interpreting and assessing the results. Theory-driven data selection and, in particular, close data inspection, including transformation measurements, are required to ensure good quality results. The presented approach leads to a deeper understanding of the distribution of each variable. It was observed that most of the selected variables follow a log-normal distribution. Against this background, the mean and standard deviation are appropriate measures to distinguish variable characteristics. For example, it was possible to distinguish between six different soil sealing classes and to discern finer spatial patterning at the level of German municipalities (central vs. peripheral municipalities). Due to the confirmation that data are normally distributed, the strength and direction of the relationship could be measured using Pearson's correlation coefficient. The data analytical process used scatter plots to check for linear dependence between the independent and dependent variables as a precondition for the ordinary least squares regression. In previous studies, ordinary least squares regression has often been applied to explain soil sealing or more general land consumption properties. In some cases, stepwise regression has been used to identify so-called relevant variables. In contrast to such approaches involving stepwise regression, here we have applied correlation measurements and visual techniques, such as scatter plots, in combination with substantive considerations. Furthermore, several different spatial regression approaches have been presented in this article to investigate the complex bundle of influential factors. These are the spatial lag model and the spatial error model. Such spatial regression methods possess a high explanatory value by incorporating various spatial characteristics in the model, such as spatial autocorrelation.
Furthermore, geographically-weighted regression (GWR) should be discussed as a powerful technique to study influential factors at the local level. Through the use of local statistics, non-stationarity can be detected to show how several administrative units can serve to characterize the whole study area. Non-stationarity implies that phenomena can vary over space, and hence, it is necessary to deal with their spatial distribution [57] . GWR is a local regression model that estimates new coefficient values for each unit, contrary to the OLS and SAR, which estimate one equation for the whole study area [67] . In this way, GWR addresses non-stationarity directly by providing a range of regression coefficients over the study area. However, it is rather difficult to create a model encompassing a large number of variables for the entire national territory of Germany. In order to devise such a model, the authors stress the importance of employing regression diagnostics, as well as the need to diagnose model collinearity, e.g., variance inflation factor, condition indexes (for more information, see [68] [69] [70] [71] ). Under the prerequisite of small-scale data on influential factors, future work should focus on GWR applications in selected study areas (e.g., urban regions, other soil sealing hotspots). Furthermore, other spatial interpolation approaches (e.g., regression kriging/cokriging) might be appropriate to get a deeper understanding of influential factors at the local level [72] .
In general, this paper has attempted to provide an overview of methodological approaches and related challenges. In the future, depending on the availability of new datasets, it should be possible to conduct deeper analysis into the influential factors of soil sealing at fixed time points (static perspective), as well as examining changes in the extent of soil sealing along multidimensional pathways (dynamic perspective).
The recently published remote sensing data of the European Environment Agency (EEA) opens up new avenues to apply the techniques presented here to other European study regions in order to analyze the complex bundle of influential factors for the time frames 2006, 2009 and 2012. This will doubtless reveal differences between Europe's various spatial units. Future comparative studies, as well as case studies should be undertaken to determine whether the values for sealed surfaces calculated for municipalities from EEA data are reliable.
Conclusions
The presented data analysis aims to identify and quantify influential factors (driving forces, determining factors) for soil sealing using an up-to-date, high-resolution dataset. In this way, it provides for more accurate investigation of the various dimensions of soil sealing, including socio-demographic, economic, infrastructural, topographic and planning-related factors. The chosen study units were Germany's cities and municipalities, which constitute the smallest administrative units (n = 11, 441).
Data on sealed surfaces (ratio of sealed area to municipal area) were provided by the IÖR Monitor on Settlement and Open Space Development since 2013 [73] . We have given an overview of the steps needed to derive the indicator degree of soil sealing. Building on this, additional steps were the data inspection, as well as the classification of the extent of soil sealing in Germany's municipalities. In combination with additional statistical data and multidimensional regression models (e.g., ordinary least squares regression, spatial lag model, spatial error model), the direction of influence and the intensity of various influential factors on soil sealing were investigated. These types of findings can support information and evaluation instruments when attempting to observe and investigate (both quantitatively and qualitatively) current land use structures and their changes at diverse spatial levels. Author Contributions: Martin Behnisch conceived and designed the study and analyzed the data in collaboration with Hanna Poglitsch. Hanna Poglitsch was further responsible for statistical data collection and related geovisualization. Tobias Krüger was responsible for geoprocessing the soil sealing data distributed by the EEA. Tobias Krüger also did the literature study of relevant remote sensing data and documents. The manuscript was written in collaboration.
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