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Pro´logo
El objetivo de esta Memoria se centra en desarrollar una metodolog´ıa para
efectuar un ana´lisis de sensibilidad en Redes Bayesianas Gaussianas.
Las Redes Bayesianas son un tipo de modelos gra´ficos probabil´ısticos, que
se caracterizan por modelizar dependencias de tipo causal. Dentro de las Redes
Bayesianas, se describen las Redes Bayesianas Discretas y las Redes Bayesianas
Gaussianas, siendo estas u´ltimas el objeto fundamental de estudio en la presente
Memoria.
Los modelos gra´ficos probabil´ısticos se componen de una parte cualitativa,
dada por un grafo que representa la estructura de dependencia entre las varia-
bles del problema, y una parte cuantitativa, que hace referencia a la distribucio´n
condicionada o conjunta de las variables del mismo. Por tanto, en los mode-
los gra´ficos probabil´ısticos se au´nan conceptos de la Teor´ıa de Grafos y de la
Teor´ıa de la Probabilidad con la finalidad de modelizar un conjunto de variables
relacionadas entre s´ı.
Para poder describir el modelo, dado por una Red Bayesiana Gaussiana, es
fundamental introducir algunos conceptos y definiciones de la Teor´ıa de Grafos y
de la Teor´ıa de la Probabilidad, en los que se apoya el modelo de estudio. Con
este objetivo, en el Cap´ıtulo 1 de esta Memoria, se presentan definiciones funda-
mentales para el desarrollo posterior de las Redes Bayesianas Gaussianas. Dichas
definiciones hacen referencia a estructuras gra´ficas de intere´s, como los grafos no
dirigidos, los grafos dirigidos y los grafos mixtos. Tambie´n se introducen algunas
manipulaciones sobre el grafo, que mantienen la estructura de dependencia y que
facilitan el tratamiento local de las distribuciones de probabilidad que definen el
problema.
Ligadas a las definiciones de la Teor´ıa de Grafos presentadas, se introducen
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conceptos de separacio´n gra´fica, que se reflejan en la distribucio´n de probabili-
dad mediante relaciones de independencia condicionada entre variables, lo cual
permite la descripcio´n probabil´ıstica de la red, a trave´s de una factorizacio´n de
la distribucio´n conjunta.
Una vez que se han introducido estos conceptos, ba´sicos para el desarrollo de
un modelo gra´fico probabil´ıstico, se definen los tres tipos de modelos gra´ficos
probabil´ısticos existentes, sobre grafos no dirigidos, grafos dirigidos y grafos mix-
tos. Adema´s, se caracterizan las Redes de Markov, las Redes Bayesianas y las
Redes Cadena, como las clases ma´s destacables dentro de los modelos gra´ficos
probabil´ısticos introducidos.
En el Cap´ıtulo 2 se describen las Redes Bayesianas y sus principales
caracter´ısticas. Cabe destacar, entre los autores que han estudiado los funda-
mentos y aplicaciones de las Redes Bayesianas, nombres como Dawid (1979),
Pearl (1988), Heckerman (1995), Lauritzen (1996) o Jensen (2001).
Una Red Bayesiana, adema´s de describir un problema formado por un con-
junto de variables relacionadas entre s´ı, puede actualizar la informacio´n que se
tiene acerca de las variables del problema, cuando se conoce el valor que toma
alguna de ellas para casos concretos. Este proceso se denomina actualizacio´n
de la evidencia y se realiza para conocer y describir las variables de intere´s del
problema cuando se tiene informacio´n o evidencia acerca de la ocurrencia de otra
u otras variables del mismo.
Se han desarrollado diversos algoritmos para propagar la evidencia en Redes
Bayesianas. En esta Memoria, se presentan dos algoritmos fundamentales para
Redes Bayesianas Discretas y un algoritmo para Redes Bayesianas Gaussianas,
que se utilizara´ posteriormente en el desarrollo del ana´lisis de sensibilidad
propuesto.
Adema´s de introducir un algoritmo de propagacio´n, se profundiza en los
conceptos de las Redes Bayesianas Gaussianas. La caracter´ıstica principal de
este modelo es la de ser una Red Bayesiana en la que todas las variables del
problema tienen distribucio´n normal. De manera que, se definen las Redes
Bayesianas Gaussianas como aquellas cuya distribucio´n conjunta es normal mul-
tivariante. A continuacio´n, se enuncian y estudian propiedades fundamentales de
los para´metros que caracterizan relaciones de independencia condicionada.
Cuando se modeliza un problema mediante una Red Bayesiana Gaussiana, y
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en general mediante una Red Bayesiana, los expertos en el campo de aplicacio´n
de la red han de determinar las relaciones de dependencia que existen entre las
variables, para reflejarlas posteriormente en el grafo ac´ıclico dirigido (DAG) que
representa la parte cualitativa de la red. Posteriormente, los expertos han de
asignar valores a los para´metros de la distribucio´n de probabilidad conjunta o
condicionada que describen la parte cuantitativa de la misma.
En el caso de una Red Bayesiana Gaussiana, se deben determinar por ejem-
plo, los valores de los para´metros que describen la distribucio´n conjunta normal
multivariante. Esta tarea es compleja, porque a veces se trabaja con informacio´n
parcial del problema, que puede llevar a detallar la red de forma inexacta. Por
este motivo, surge la necesidad de estudiar la sensibilidad de la Red Bayesiana
Gaussiana que modeliza el problema de intere´s.
En el Cap´ıtulo 3, se desarrollan dos ana´lisis de sensibilidad para determinar
la respuesta de la red frente a cambios en los para´metros. Se estudia el problema
tras realizarse la propagacio´n de la evidencia y se da una medida que permite
cuantificar la sensibilidad de los resultados.
Se han propuesto diversas te´cnicas para determinar la sensibilidad de las
Redes Bayesianas, la mayor´ıa para Redes Discretas. As´ı, autores como Laskey
(1995), Coupe´, et al. (2002) o Chan, et al. (2004) describen ana´lisis de sensibi-
lidad para este tipo de redes. En Redes Bayesianas Gaussianas, cabe destacar
el desarrollo propuesto por Castillo, et al. (2003), que generaliza la idea de
Laskey (1995) estudiando as´ı, pequen˜as incertidumbres y pequen˜as perturba-
ciones alrededor de los para´metros propuestos inicialmente al describir el pro-
blema, efectuando por tanto un ana´lisis de sensibilidad local.
Con el ana´lisis de sensibilidad de una v´ıa que se presenta en el Cap´ıtulo 3, se
disen˜a un ana´lisis de sensibilidad global para Redes Bayesianas Gaussianas que
cuantifica el efecto de la incertidumbre acerca de los para´metros que describen
la distribucio´n conjunta de las variables del problema. Posteriormente, se
generalizan los resultados obtenidos y se desarrolla un ana´lisis de sensibilidad de
n v´ıas para Redes Bayesianas Gaussianas.
Ambos ana´lisis de sensibilidad consisten en utilizar la divergencia de Kullback-
Leibler despue´s de la propagacio´n de la evidencia. Otros autores como Chan, et
al. (2004) tambie´n apoyan sus ana´lisis de sensibilidad en medidas de discrepancia.
La metodolog´ıa seguida en ambos ana´lisis consiste en, modificar los para´metros
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que describen la red, cuantificando la incertidumbre mediante unas perturba-
ciones aditivas, de forma que se llega a un modelo perturbado. Tanto el modelo
original, con los para´metros inicialmente asignados, como el modelo perturbado,
describen la red inicialmente, es decir, antes de introducir evidencia acerca de
las variables del problema. A continuacio´n, se introduce la evidencia en la red
y se propaga por la misma, obtenie´ndose dos salidas de intere´s, la del modelo
original y la del modelo perturbado. Con la medida de sensibilidad propuesta, se
comparan ambas salidas.
En el ana´lisis de sensibilidad de una v´ıa desarrollado, se introduce en cada
paso una u´nica perturbacio´n asociada a un para´metro. De esta forma, se obtiene
una medida de sensibilidad para cada tipo de para´metro perturbado, adoptando
diferentes expresiones que permiten evaluar la importancia de la perturbacion en
los distintos casos.
En el ana´lisis de sensibilidad de n v´ıas, se consideran, en cada paso, un con-
junto de para´metros perturbados, respondiendo a unas caracter´ısticas concretas.
De nuevo, en funcio´n del conjunto de para´metros perturbados, se obtienen
diferentes medidas de sensibilidad que pueden ser comparadas y teniendo en
cuenta sus valores concluirse resultados acerca de la sensibilidad de la red.
En el Cap´ıtulo 3, tambie´n se propone una aproximacio´n para estudiar la
robustez de una Red Bayesiana Gaussiana. La idea de la robustez surge de los
resultados asociados al ana´lisis de sensibilidad para distintas Redes Bayesianas
Gaussianas.
Para obtener un resultado concreto acerca de la robustez de una Red Bayesiana
Gaussiana, se desarrolla un ana´lisis de robustez siguiendo la propuesta intro-
ducida para los ana´lisis de sensibilidad. De esta forma, se calcula una u´nica
medida de robustez, para todas las posibles imprecisiones que se determinan al
asignar los para´metros de la red, y en funcio´n de su valor se puede concluir que
la Red Bayesiana Gaussiana de estudio, es ma´s o menos robusta frente a las
perturbaciones propuestas.
Finalmente, quiero agradecer la inestimable ayuda que los profesores Miguel
A´ngel Go´mez Villegas y Paloma Ma´ın Yaque me han brindado en todo momento,
sobresaliendo su val´ıa profesional y humana. Tambie´n quiero darle las gracias a
mi familia y a todos los que con su apoyo, a´nimo y comprensio´n han hecho posible
la realizacio´n de esta Memoria.
1Definiciones Fundamentales
1.1. Introduccio´n
En este Cap´ıtulo se recogen algunas definiciones fundamentales para la
descripcio´n del modelo de estudio en esta Memoria, las Redes Bayesianas
Gaussianas.
Conceptos asociados a la Teor´ıa de Grafos, a la separacio´n gra´fica o a la
independencia condicionada, se introducen como base de los modelos gra´ficos
probabil´ısticos; modelos que se definen en la u´ltima Seccio´n del Cap´ıtulo y en los
que se enmarcan las Redes Bayesianas.
1.2. Conceptos de la Teor´ıa de Grafos
Con el fin de profundizar en los modelos gra´ficos probabil´ısticos, en este
Apartado se introducen definiciones e ideas de la Teor´ıa de Grafos sobre los que
se apoyara´n algunos resultados posteriormente introducidos.
En este Apartado, adema´s de definir conjuntos y formaciones ba´sicas de un
grafo y de describir algunos tipos de grafos, se presentan las estructuras necesarias
para poder desarrollar resultados computacionales localmente de forma sencilla,
reducie´ndose as´ı la complejidad de los ca´lculos generales.
2 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
1.2.1. Tipos de Grafos
Cuando se representa gra´ficamente una coleccio´n de objetos V = {V1, ..., Vn}
que se relacionan entre si mediante aristas, siendo Eij la arista que une los
elementos Vi y Vj de V , estamos definiendo impl´ıcitamente un grafo, donde
V = {V1, ..., Vn} son los nodos y E el conjunto de aristas que lo forman.
Definicio´n 1.1 (Grafo)
Un Grafo se presenta como un par G = (V,E), donde V = {V1, V2, ..., Vn} es
el conjunto finito de nodos o ve´rtices y E es el conjunto de aristas, es decir, el
conjunto de pares ordenados de los distintos elementos de V que se relacionan.
En la Figura 1.1 se muestra un grafo con dos tipos de aristas.
A B
C D
G
E
F
Figura 1.1. Grafo
Dependiendo de la relacio´n y el orden que existe entre los nodos del grafo,
se puede hablar de dos tipos de aristas: aristas dirigidas y aristas no dirigidas.
De esta manera, se utilizan aristas dirigidas cuando Eij ∈ E pero Eji /∈ E , y se
denota como Vi → Vj, de forma que Vi se conecta con Vj y no viceversa. Por el
contrario, las aristas no dirigidas, cuya notacio´n sera´ Vi–Vj , se presentan cuando
Eij ∈ E y Eji ∈ E , quedando ambos nodos Vi y Vj conectados.
El tipo de arista puede determinar el grafo, as´ı si un grafo tiene todas sus
aristas dirigidas, se define el grafo como grafo dirigido; si todas las aristas del
mismo son no dirigidas, el grafo se denomina grafo no dirigido y cuando el grafo
tiene aristas dirigidas y no dirigidas, el grafo se dice grafo mixto.
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A B
C D
G
E
F
(1)
A B
ED
G
C
F
(2)
A B
FE
G
C
D
(3)
Figura 1.2. Grafo dirigido (1), grafo no dirigido (2) y grafo mixto (3)
En la Figura 1.2 aparece un grafo dirigido (1), un grafo no dirigido (2) y un
grafo mixto (3).
Como se puede ver, en el grafo dirigido se observa un orden entre los distintos
nodos mientras que no existe orden aparente entre los nodos del grafo no dirigido.
Se define un camino entre nodos como una sucesio´n de nodos conectados por
una arista, de este modo si se busca un camino entre los nodos Vi y Vj se tendra´
la sucesio´n de nodos (Vk1 , ..., Vkr) donde Vi = Vk1 y Vj = Vkr , de forma que existe
una arista entre los nodos Vkl y Vkl+1 ∀l = 1, ..., r. Se dice que el camino es
cerrado cuando el nodo inicial del camino coincide con el nodo final del mismo,
es decir, si Vk1 = Vkr .
1.2.2. Conceptos ba´sicos de Grafos no dirigidos
En este Apartado se introducen definiciones y caracter´ısticas particulares de
los grafos no dirigidos G = (V,E), que van a ser utilizadas para reducir la
estructura gra´fica y solucionar aspectos computacionales.
Algunas definiciones surgen de las relaciones entre nodos y como se agrupan,
de esta manera, se utiliza el concepto de vecino de un nodo Vi como el conjunto
de nodos directamente alcanzables desde Vi, y se denota como vec(Vi); y se define
la frontera de un conjunto de nodos C como la unio´n de los conjuntos de vecinos
de los nodos que hay en C, excluyendo los propios elementos de C, es decir,
la frontera denotada como frn(C), es tal que frn(C) =
(
∪
Vi∈C
vec(Vi)
)
\ C.
En la Figura 1.2 (2), los vecinos del nodo G son los nodos D y F , tal que
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vec(G) = {D,F}, y si se busca la frontera del conjunto S = {D,G} se tiene que
frn(S) = {A,B,C, F}.
Cuando el grafo de estudio es un grafo no dirigido se define un bucle como
un camino cerrado, esto es, como una sucesio´n de nodos conectados tales que el
nodo inicial coincide con el nodo final, por tanto, en la Figura 1.2 (2) so´lo existe
un bucle que viene dado por los nodos {D,F,G}.
A continuacio´n, se presentan algunos tipos de grafos no dirigidos.
Definicio´n 1.2 (Subgrafo asociado a un conjunto C)
Sea G = (V,E) un grafo no dirigido, y C un conjunto de nodos del mismo.
Se define el subgrafo C asociado al conjunto C como el grafo no dirigido formado
por los nodos de C y las aristas de E que unen a elementos de C.
Las definiciones que se muestran en este Apartado, son fundamentales para
tratar el grafo localmente en funcio´n de los conjuntos que presentan las carac-
ter´ısticas que se muestran a continuacio´n.
Definicio´n 1.3 (Grafo completo)
Un grafo no dirigido G = (V,E) es un grafo completo cuando existe una arista
entre cada par de nodos.
A B
C D
Figura 1.3. Grafo completo
Cuando un grafo no dirigido tampoco es completo, se podra´ estudiar si existe
algu´n conjunto completo dentro del propio grafo, a continuacio´n se define dicho
concepto.
Definicio´n 1.4 (Conjunto completo)
Sea C un subgrafo asociado a un subconjunto C de un grafo no dirigido, se
dice que C es un subconjunto completo cuando existe una arista entre cada par
de nodos de C.
Por tanto, cada par de nodos unidos por una arista en un grafo no dirigido
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formara´ un conjunto completo.
Una estructura ba´sica en los modelos gra´ficos probabil´ısticos que se estudiara´n
en posteriores cap´ıtulos, es el ciclado que se obtiene cuando un subconjunto com-
pleto del grafo es maximal. Formalmente
Definicio´n 1.5 (Ciclado)
Sea C un subconjunto completo de un grafo. Se dice que C es un ciclado
cuando adema´s C no es subconjunto propio de otro subconjunto completo, es
decir, cuando C es maximal.
A B
C D
G
E
F
Figura 1.4. Ciclado C = {A,B,D,E} asociado a un grafo no dirigido
Teniendo en cuenta los caminos que aparecen en un grafo, se enuncian dos
tipos de grafos: los grafos conexos no dirigidos que son aquellos en los que existe
al menos un camino entre cada par de nodos, ve´ase la Figura 1.4 como ejemplo
tambie´n de grafo conexo no dirigido, y los a´rboles que son grafos conexos no
dirigidos en los que existe un u´nico camino entre cada par de nodos. El grafo de
la Figura 1.5 muestra un a´rbol obtenido a partir de la Figura 1.4 tras eliminar
las aristas EAE , EBD, EDE.
A B
C D
G
E
F
Figura 1.5. A´rbol
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1.2.3. Conceptos ba´sicos de Grafos dirigidos
Al igual que en los grafos no dirigidos, las relaciones y agrupaciones entre los
nodos definen conjuntos de nodos espec´ıficos. En los grafos dirigidos las relaciones
familiares marcan algunas definiciones de igual cara´cter, as´ı, si Vi → Vj se dice
que Vi es padre de Vj, y se denota como pa(Vj), y que Vj es hijo de Vi.
Al conjunto formado por un nodo Vi y sus padres pa(Vi) se le llama familia
del nodo Vi, de forma que fa(Vi) = Vi ∪ pa(Vi).
En el grafo dirigido (1) de la Figura 1.2 se tiene que pa(G) = {C,D} y los
hijos de C son los nodos {F,G}, adema´s fa(G) = {G,C,D}.
Dependiendo del nu´mero de padres de un nodo se presentan distintos tipos de
grafos dirigidos, as´ı, si cada nodo tiene como ma´ximo un padre, el grafo dirigido
se denomina grafo o a´rbol simple y en caso contrario polia´rbol.
A
B C
GF
(1) (2)
D E
A
C D
IH
E F
B
G
Figura 1.6. A´rbol simple (1) y polia´rbol (2)
Continuando con las relaciones entre nodos, se definen los ascendientes de un
nodo Vi, y se denota por as(Vi), al conjunto de nodos que tienen un camino hasta
Vi y se denominan descendientes del nodo Vi, de(Vi), al conjunto de nodos a los
que se puede ir desde Vi, as´ı, en el polia´rbol (2) de la Figura 1.6, el nodo D tiene
de ascendientes a los nodos {A,B} y de descendientes a {F,H, I}. Igualmente,
se define el conjunto de no ascendientes de un nodo Vi, na(Vi), como el conjunto
de nodos V menos los ascendientes de Vi y el propio Vi, de forma que na(Vi) =
V \ (as(Vi) ∪ Vi) y el conjunto de no descendientes de un nodo Vi, nd(Vi), como
el conjunto de nodos dado por V \ (de(Vi) ∪ Vi).
Adema´s, se dice que un conjunto C es un conjunto ancestral, y se denota como
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an(C), cuando C contiene todos los ascendientes de los nodos que conforman
dicho conjunto. En la Figura 1.6 (2) el conjunto C = {A,B,C,D} es un conjunto
ancestral.
Como se ha comentado anteriormente, un grafo dirigido, cuya notacio´n vendra´
dada por D = (V,E), refleja una ordenacio´n entre sus nodos. Si se le asigna un
nu´mero a cada uno de los nodos, se dice que se tiene una numeracio´n ancestral
cuando el nu´mero de cada nodo es menor que el correspondiente a sus hijos. En
la Figura 1.7 se presenta un numeracio´n ancestral de un grafo dirigido.
A 
1
C 
3
E 
6
G 
7
I  
9
B 
2
D 
4
F 
5
H 
8
Figura 1.7. Numeracio´n ancestral de un grafo dirigido
El camino cerrado en un grafo dirigido D se llama ciclo (recue´rdese que bucle
es cuando el camino cerrado se encuentra en un grafo no dirigido). En funcio´n
de la existencia o no de ciclos en el grafo se tiene la siguiente definicio´n.
Definicio´n 1.6 (Grafo ac´ıclico y c´ıclico)
Un grafo dirigido D = (V,E) es ac´ıclico (DAG) cuando no contiene ningu´n
ciclo; en caso de contener al menos un ciclo el grafo es un grafo c´ıclico.
En la Figura 1.7 se muestra un grafo ac´ıclico dirigido (DAG). Esta estructura
gra´fica es ba´sica para, posteriormente, poder especificar mediante un grafo un
problema con incertidumbre en el que se relacionan un conjunto de variables.
Para finalizar se tiene, que asociado a un grafo dirigido siempre existe un grafo
no dirigido que se obtiene cambiando las aristas dirigidas del grafo por aristas no
dirigidas, siendo el nuevo grafo el grafo no dirigido asociado.
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A
C D
I
(1) (2)
F G
E
B
H
A
C D
I
F G
E
B
H
Figura 1.8. DAG (1) y su grafo no dirigido asociado (2)
1.2.4. Conceptos ba´sicos de grafos mixtos
Como se ha visto anteriormente, los grafos mixtos tienen una parte de grafo
dirigido y otra de grafo no dirigido. As´ı, algunas de las definiciones introducidas
en los apartados anteriores se ven ahora ampliadas debido al cara´cter del grafo
mixto.
De esta forma, las definiciones de padre e hijo de un nodo presentadas para
grafos dirigidos, se pueden aplicar a grafos mixtos. Adema´s, se pueden definir
tanto para grafos dirigidos como para grafos mixtos los padres de un conjunto de
nodos C que viene dado por pa(C) =
(
∪
Vi∈C
pa(Vi)
)
\ C, y a su vez, los hijos de
un conjunto de nodos C dados por hi(C) =
(
∪
Vi∈C
hi(Vi)
)
\ C.
En grafos mixtos tambie´n se utilizan conceptos asociados a los grafos no
dirigidos, as´ı, la definicio´n de vecino de un nodo es va´lida tanto para grafos
no dirigidos como para grafos mixtos. Tambie´n, en ambos tipos de grafos, se
presenta la definicio´n de vecinos de un conjunto de nodos C, que viene dada por
vec(C) =
(
∪
Vi∈C
vec(Vi)
)
\ C.
En los grafos mixtos se amplia la definicio´n de frontera de un conjunto de
nodos C, que viene dada por el conjunto de padres y vecinos de C, es decir
frn(C) =
((
∪
Vi∈C
pa(Vi)
)
∪
(
∪
Vi∈C
vec(Vi)
))
\C = pa(C) ∪ vec(C).
Una nueva definicio´n que aparece en los grafos mixtos es la de cierre de un
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conjunto de nodos C que se obtiene uniendo a la frontera del conjunto, el propio
conjunto C, es decir ci(C) = C ∪ frn(C). Tanto el concepto de frontera como el
de cierre de un conjunto de nodos C, se aplica tambie´n en grafos dirigidos y en
grafos no dirigidos.
Un conjunto ancestral en grafos dirigidos es el conjunto que contiene a todos
los ascendientes de los nodos que conforman dicho conjunto, ahora, en los grafos
mixtos hay conexiones dirigidas y no dirigidas, por tanto, el conjunto ancestral
cambia y pasa a definirse como el conjunto ma´s pequen˜o que contiene a la frontera
de todos los elementos que conforman dicho conjunto, es decir, el conjunto C tal
que ∀Vi ∈ C, frn(Vi) ⊆ C.
En un grafo mixto se entiende por ciclo dirigido al camino cerrado formado
por aristas dirigidas.
El grafo mixto que se utiliza para representar un problema con incertidumbre,
ha de cumplir que no tenga ciclos dirigidos y se define como
Definicio´n 1.7 (Grafo cadena)
Un grafo mixto K = (V,E) es un grafo cadena cuando no contiene ningu´n
ciclo dirigido.
A
BC D
G EF
Figura 1.9. Grafo cadena
Esta estructura es ba´sica para el desarrollo posterior de modelos gra´ficos
probabil´ısticos con relaciones mixtas. Ve´ase la Figura 1.9.
Al igual que sucede en los grafos dirigidos, es posible obtener el grafo no
dirigido asociado a un grafo mixto. El grafo no dirigido asociado existe siempre
y se obtiene tras cambiar las aristas dirigidas del grafo mixto por aristas no
dirigidas.
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H
Figura 1.10. Grafo cadena (1) y su grafo no dirigido asociado (2)
1.2.5. Estructuras gra´ficas de intere´s
En este Apartado se presentan algunas estructuras gra´ficas que se obtienen
tras manipular un grafo, para facilitar el tratamiento del mismo. De esta manera,
tras modificar el grafo se obtiene finalmente una estructura simple que mantiene
algunas propiedades del grafo original. Las aplicaciones de estos nuevos grafos
son diversas y su conocimiento es fundamental para poder tratar los elementos
del grafo localmente, sin dificultades computacionales, en procesos que se vera´n
ma´s adelante.
Grafo moral
Definicio´n 1.8 (Grafo moral)
Sea un grafo no dirigido G = (V,E), que puede venir asociado a un grafo
dirigido o un grafo mixto. Se define el grafo moral asociado a G, y se denota con
Gm, como aquel que se obtiene tras an˜adir una arista entre cada par de nodos
con algu´n hijo comu´n.
La estructura que aqu´ı se presenta se puede obtener igualmente a partir de un
grafo dirigido como de un grafo mixto, ya que asociado a ambos tipos de grafos
aparece un grafo no dirigido y partiendo de ese nuevo grafo G se obtiene el grafo
moral asociado Gm.
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En la Figura 1.11 se presenta el grafo moral asociado al grafo no dirigido (2)
de la Figura 1.8.
A
C D
I
F G
E
B
H
Figura 1.11. Grafo moral Gm del grafo no dirigido (2) de la Figura 1.8
Grafo triangulado y grafo descomponible
A continuacio´n, se introducen los conceptos de grafo triangulado y grafo descom-
ponible que definen estructuras gra´ficas obtenidas tras modificar un grafo no
dirigido, aunque primero se han de introducir nuevos conceptos.
Si en un grafo no dirigido hay un bucle, a la arista que une dos nodos del
bucle que no pertenece al bucle, se le denomina cuerda del bucle.
En la definicio´n que se presenta a continuacio´n es fundamental este concepto
ya que se obtiene un grafo triangulado cuando a cada bucle de longitud mayor o
igual que 4 se le an˜ade al menos una cuerda.
Definicio´n 1.9 (Grafo triangulado)
Un grafo no dirigido G = (V,E) se define como grafo triangulado, cuando
todos los bucles de longitud mayor o igual que cuatro contienen al menos una
cuerda.
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C D
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I
F G
E
B
H
(1) (2)
Figura 1.12. Dos grafos triangulados asociados al grafo moral de la Figura 1.11
En la Figura 1.12 se muestran dos grafos triangulados obtenidos a partir del
grafo no dirigido (2) de la Figuras 1.8. Como se puede observar en el ejemplo,
es posible convertir un grafo en triangulado an˜adiendo cuerdas que dividan los
bucles, aunque este proceso no es trivial ya que se ha de mantener en lo posi-
ble la estructura original del grafo, buscando que la triangulacio´n contenga el
nu´mero mı´nimo de cuerdas, siendo as´ı una triangulacio´n minimal. Pese a que
el problema de obtener la triangulacio´n minimal de un grafo es NP-completo
(Yannakakis, 1981), se han desarrollado varios algoritmos para triangular el grafo
en tiempo lineal, aunque ninguno de ellos garantiza que la triangulacio´n obtenida
sea minimal1.
Lauritzen (1996) demuestra un resultado en el que se asocia la obtencio´n de
un grafo triangulado con la numeracio´n perfecta de los nodos. Antes de ver este
resultado se ha de introducir la definicio´n de numeracio´n perfecta.
Definicio´n 1.10 (Numeracio´n perfecta)
Se dice que una numeracio´n de los nodos de un grafo, α, es perfecta, si el
subconjunto de nodos Frn(α(i))∩(α(1), ..., α(i− 1)) es completo para i = 2, ..., n,
es decir, cuando para cualquier ve´rtice sus vecinos con menor numeracio´n forman
un subgrafo completo.
En la Figura 1.13 se observa una numeracio´n perfecta para el grafo triangulado
(1) de la Figura 1.12. Aplicando la definicio´n anterior se tiene que Frn(α(2)) =
Frn(B) = {A,D,E} y Frn(α(2)) ∩ α(1) es {A,D,E} ∩ {A} = {A} que es
un conjunto completo trivial. Para Frn(α(3)) = Frn(D) = {A,B,C,F,G} se
tiene que Frn(α(3))∩ (α(1), α(2)) es {A,B,C, F,G}∩{A,B} = {A,B} conjunto
1Algunos de estos algoritmos se pueden ver en Rose, et al. (1976) o Tarjan, et al. (1984)
Definiciones Fundamentales 13
completo, y as´ı para i = 4, ..., 9.
A
1
B
2
D
3
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E
8
H
9
Figura 1.13. Numeracio´n perfecta del grafo triangulado (1) de la Figura 1.12
No´tese que la numeracio´n perfecta de un grafo no tiene por que ser u´nica.
Teorema 1.1
Un grafo no dirigido G = (V,E) es triangulado si y solo si admite una nu-
meracio´n perfecta.
Demostracio´n 1.1
La demostracio´n puede verse en Lauritzen (1996).
Una caracter´ıstica importante de los grafos triangulados, es la propiedad de
interseccio´n dina´mica, que se define a continuacio´n y que favorece la ordenacio´n
de ciclados, de forma que los nodos comunes a un ciclado espec´ıfico y a todos los
anteriores este´n contenidos en algunos de los ciclados previos, es decir
Definicio´n 1.11 (Propiedad de interseccio´n dina´mina)
Una numeracio´n de los ciclados de un grafo no dirigido {C1, .., Ck} satisface
la propiedad de interseccio´n dina´mica cuando Ci∩ (C1∪ ...∪Ci−1) esta´ contenido
en, al menos, uno de los ciclados {C1, ..., Ci−1} para todo i = 1, ..., k.
Esta propiedad es fundamental en el desarrollo de algunos modelos gra´ficos
probabil´ısticos que se detallara´n en secciones posteriores.
Continuando con la propiedad presentada y teniendo en cuenta que, en al-
gunos casos, se pueden ordenar los ciclados, podra´ aparecer una cadena de cicla-
dos asociada a un grafo no dirigido. Esto so´lo se da cuando el grafo es triangulado.
En el grafo triangulado de la Figura 1.13 una cadena de ciclados puede venir dada
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por los siguientes ciclados C1 = {A,B,D}, C2 = {A,C,D}, C3 = {C,D, F},
C4 = {D,F,G}, C5 = {F,G, I}, C6 = {B,E} y C7 = {E,H}.
Cuando el grafo con el que se trabaja es no dirigido, aparecen una serie de
resultados enunciados por Berge (1973) y Golumbic (1980), que se muestran en el
Teorema 1.2. Estos resultados relacionan el grafo triangularizado con un nuevo
tipo de grafo denominado grafo descomponible, aunque antes de presentar su
definicio´n formal se ha de introducir el concepto de descomposicio´n de un grafo.
Definicio´n 1.12 (Descomposicio´n de un grafo)
Sea un grafo no dirigido G = (V,E), se dice que los subconjuntos disjuntos de
nodos de V no vac´ıos (A,B,C) forman una descomposicio´n de G o descomponen
G si V = A∪B ∪C tal que C es un subconjunto completo de V tal que cualquier
camino de A a B, pasa por C.
La idea introducida al exigir que cualquier camino entre A y B pase por C,
es un nuevo concepto que se definira´ en posteriores secciones y hace referencia a
que C separa A de B.
La definicio´n de grafo descomponible viene dada de forma recursiva y presenta
un tipo de grafo ba´sico para posteriores ana´lisis.
Definicio´n 1.13 (Grafo descomponible)
Dado un grafo no dirigido G = (V,E), se dice que G es un grafo descomponible
si:
(i) o es completo
(ii) o se obtiene una descomposicio´n apropiada (A,B,C) del grafo, de forma que
los subgrafos GA∪C y GB∪C son grafos descomponibles.
Teorema 1.2
Sea un grafo no dirigido G = (V,E). Las siguientes condiciones son equiva-
lentes:
(i) G es un grafo descomponible
(ii) G es un grafo triangulado
(iii) Cualquier separador mı´nimo existente entre dos ve´rtices es completo.
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Demostracio´n 1.2
Ve´ase Lauritzen (1996).
Arbol de unio´n
Para finalizar con las estructuras gra´ficas de intere´s, se presenta el a´rbol de unio´n
que agrupa en cada nodo un conjunto de nodos que forman conjuntos comple-
tos maximales, reducie´ndose as´ı la estructura inicial del grafo y facilitando la
realizacio´n de ca´lculos locales que se presentara´n en posteriores cap´ıtulos.
El a´rbol de unio´n que se recoge en este Punto, es el paso final en la transfor-
macio´n de un grafo dirigido o no dirigido en una nueva estructura que relaciona
ciclados y simplifica la estructura topolo´gica, manteniendo ciertas propiedades
del grafo original. Para introducir este concepto, se necesita antes la definicio´n
siguiente.
Definicio´n 1.14 (Grafo de ciclados)
Sea G = (V,E) un grafo no dirigido y sea C = {C1, ..., Ck} un conjunto de
ciclados tal que V = C1∪ ...∪Ck. Se dice que el grafo G′ = (C,E′) es un grafo de
ciclados de G si las aristas contenidas en E′ solo unen ciclados con algu´n nodo
comu´n, es decir, si (Ci, Cj) ∈ E′ ⇒ Ci ∩Cj = ∅.
Definicio´n 1.15 (A´rbol de unio´n)
Un grafo de ciclados se dice que es a´rbol de unio´n de ciclados si es un a´rbol
y todo nodo que pertenece a dos ciclados tambie´n pertenece a todos los ciclados
contenidos en el camino que los une.
A,B,D
A,C,D
C,D,F
D,F,G
F,G,I
B,E
E,H
Figura 1.14. A´rbol de unio´n del grafo moral de la Figura 1.11
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En la Figura 1.14 se incluye el a´rbol de unio´n de ciclados obtenido a partir
de la cadena de ciclados del grafo triangulado de la Figura 1.13.
Jensen (1988) presenta el resultado que se muestra en el siguiente teorema,
asociado a la obtencio´n de un a´rbol de unio´n a partir de un grafo no dirigido.
Teorema 1.3
Un grafo no dirigido G = (V,E) tiene un a´rbol de unio´n si y solo si es trian-
gulado.
Demostracio´n 1.3
La demostracio´n puede verse en Jensen (1988).
Existen algunos me´todos fundamentales para actualizar la informacio´n que
se tiene acerca de una red basados en el uso el a´rbol de unio´n de ciclados para
simplificar los ca´lculos, tratando localmente la informacio´n entre grupos de va-
riables. Por tanto, dada la importancia de la obtencio´n del a´rbol de unio´n, se
han desarrollado diversos algoritmos para obtener un a´rbol de unio´n de ciclados,
o varios, partiendo de distintas estructuras asociadas al grafo inicial2.
En este Apartado se ha visto, co´mo, a partir de un grafo no dirigido, de un
grafo dirigido o de un grafo mixto se pueden obtener diversos grafos ma´s simples
en los que se agrupan nodos que conforman un mismo ciclado, pero con una
estructura que mantiene parte de la topolog´ıa inicial del grafo; as´ı, se obtiene
el grafo no dirigido asociado, para los grafos dirigidos (Figura 1.8) y los grafos
mixtos y se determina el grafo moral Gm (Figura 1.11) del mismo y de ah´ı el
grafo triangulado (Figuras 1.12). Con los ciclados que se muestran en el grafo
triangulado se obtiene una cadena de ciclados y posteriormente el a´rbol de unio´n
de ciclados, como se presenta en la Figura 1.14.
De esta manera, se observa como se puede modificar la estructura de un grafo
original para obtener un grafo en el que se agrupan los nodos, forma´ndose as´ı
estructuras locales sobre las que se trabajara´ posteriormente. En el Cap´ıtulo
2 se definen de forma extensa los conceptos relativos a la actualizacio´n de la
informacio´n en una red, que parte de un grafo modificado y simplifica los ca´lculos
que se han de realizar, a ca´lculos sobre las estructuras locales.
2Se pueden encontrar algoritmos para la obtencio´n del a´rbol de unio´n en Cowell, et al. (1999)
Definiciones Fundamentales 17
1.3. Grafos y distribuciones de probabilidad
Hasta aqu´ı, se han introducido definiciones ba´sicas asociadas a la Teor´ıa de
Grafos. En esta Seccio´n se busca relacionar un grafo, con sus nodos y aristas, con
un conjunto de variables aleatorias y su estructura de dependencia. Para ello, los
nodos representan a las distintas variables y, debido a la potencia de los grafos,
las aristas representan las relaciones de dependencia e independencia que se dan
entre el conjunto de variables del problema.
As´ı, al trabajar con un grafo que representa el problema en estudio, se in-
troducen de forma impl´ıcita determinadas propiedades. Lo que se busca en esta
Seccio´n es conocer el comportamiento de la distribucio´n de probabilidad conjunta,
a partir de dichas propiedades del grafo; con esta finalidad se analiza la posi-
bilidad de factorizar una distribucio´n de probabilidad, de manera que se obtenga
mediante el producto de otras funciones ma´s sencillas definidas para subconjuntos
de variables. La posibilidad de factorizar la distribucio´n de probabilidad permite
simplificar los ca´lculos en posteriores desarrollos, as´ı como, analizar los efectos
de las interdependencias de las variables.
Estas propiedades del grafo se denominan propiedades de Markov sobre grafos
y se enuncian teniendo en cuenta el tipo de grafo en estudio.
Conceptos como el de independencia condicionada o la factorizacio´n de una
distribucio´n y propiedades de los grafos ligadas a las relaciones de dependencia
entre las variables del problema, como las propiedades de Markov fundamentales
para obtener criterios de separacio´n gra´fica, son introducidos en esta Seccio´n
con el objetivo de describir mediante un grafo un conjunto de variables y sus
dependencias. Adema´s, las propiedades presentadas van a servir para justificar
ca´lculos locales que se desarrollara´n en el Cap´ıtulo 2.
1.3.1. Independencia condicionada
Esta definicio´n ba´sica dentro de la Teor´ıa de la Probabilidad, muestra la no
relacio´n entre dos conjuntos de variables dado un tercero.
Definicio´n 1.16 (Independencia condicionada)
Sean X, Y y Z tres conjuntos disjuntos de variables aleatorias. Se dice que X
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e Y son independientes condicionalmente dado Z, y se denota como X ‖ Y |Z,
si y solo si
p(x|y, z) = p(x|z).
De forma equivalente se puede definir la independencia condicionada entre X
e Y dado Z si y solo si se cumple cualquiera de las siguientes condiciones:
(i) p(x, y|z) = p(x|z)p(y|z) con p(z) > 0.
(ii) p(x, y, z) = p(x|z)p(y|z)p(z) con p(z) > 0.
(iii) p(x, y, z) = p(x,z)p(y,z)p(z) con p(z) > 0.
Como caso particular se puede enunciar la independencia entre dos conjuntos
disjuntos de variables, de forma que dos conjuntos disjuntos de variables X e Y
son independientes, y se denota como X ‖ Y |∅, donde ∅ es el conjunto vac´ıo,
cuando p(x|y) = p(x).
Cabe resaltar el resultado que muestra que dos conjuntos disjuntos de varia-
bles pueden ser independientes y dejar de serlo cuando se condiciona la ocurrencia
a otro conjunto de variables, de forma que puede darse el caso de X ‖ Y |∅ y
ser condicionalmente dependientes dado Z. A su vez, dos conjuntos de variables
X e Y pueden ser condicionalmente independientes dado Z, tal que X ‖ Y |Z y
cuando no se condiciona a la ocurrencia de Z, ser variables dependientes, dando
lugar a ciertas paradojas muy conocidas.
Propiedades de la Independencia condicionada
Las propiedades que se muestran en este Punto facilitan la obtencio´n de nuevas
relaciones de independencia entre conjuntos de variables, de forma que se pueda
tratar localmente la informacio´n entre subconjuntos de variables.
(i) Conmutativa: X ‖ Y |Z ⇔ Y ‖ X|Z
(ii) Descomposicio´n: X ‖ (Y ∪W )|Z ⇒ X ‖ Y |Z y X ‖ W |Z
(iii) Unio´n De´bil: X ‖ (Y ∪W ) |Z ⇒ X ‖ Y | (Z ∪W ) y X ‖ W | (Z ∪ Y )
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(iv) Contraccio´n: X ‖ W | (Z ∪ Y ) y X ‖ Y |Z ⇒ X ‖ (Y ∪W ) |Z
(v) Interseccio´n: X ‖ W | (Z ∪ Y ) y X ‖ Y | (Z ∪W )⇒ X ‖ (Y ∪W ) |Z
(vi) Unio´n fuerte: X ‖ Y |Z ⇒ X ‖ Y | (Z ∪W )
1.3.2. Factorizacio´n de una funcio´n
La posibilidad de factorizar la distribucio´n de probabilidad asociada al con-
junto de variables X = {X1, ..., Xn}, permite trabajar con subconjuntos de varia-
bles y con funciones que so´lo dependen de dichos subconjuntos, lo que simplificara´
posteriores ca´lculos.
A continuacio´n, se introduce el concepto de distribucio´n jera´rquica que mues-
tra como una distribucio´n de probabilidad puede venir dada mediante la
factorizacio´n de un conjunto de funciones, siendo estas funciones los factores po-
tenciales.
Definicio´n 1.17 (Distribucio´n jera´rquica)
Sean C1, ..., Ck una coleccio´n de subconjuntos de X = {X1, ...,Xn} y sea
ψ1(c1), ..., ψk(ck) una coleccio´n de funciones no negativas tales que ψi(ci) solo
depende de ci, donde ci es una realizacio´n de Ci.
Se dice que una distribucio´n de probabilidad conjunta es una distribucio´n
jera´rquica si su distribucio´n conjunta se puede obtener mediante el producto de
las funciones ψi(ci) de forma que la distribucio´n se factoriza tal que
p(x1, ..., xn) =
k∏
i=1
ψi(ci).
A las funciones ψi(ci) se las denomina factores potenciales de la distribucio´n de
probabilidad.
En consecuencia, se dice que una distribucio´n de probabilidad conjunta
factoriza si y solo si dicha distribucio´n es jera´rquica.
Adema´s, al trabajar conjuntamente con el grafo y con una distribucio´n
jera´rquica asociada al conjunto de variables del problema, se pueden conocer las
propiedades de independencia condicionada que se presentan asociadas a dicha
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distribucio´n jera´rquica. Para ello, se ha de tratar el grafo como un grafo no di-
rigido y a la coleccio´n de subconjuntos C1, ..., Ck de X = {X1, ..., Xn} como los
ciclados que se presentan en el grafo. Esto permite trabajar y realizar ca´lculos
localmente con las variables que conforman cada uno de los ciclados, para pos-
teriormente obtener la distribucio´n conjunta jera´rquica de las variables del grafo
como el producto de los factores potenciales definidos para cada uno de los cicla-
dos.
X1 X2 X3
(1) (2)
X1
X2
X3
Figura 1.15. Grafos en los que a partir de la factorizacio´n de la densidad
conjunta se obtienen relaciones de independencia condicionada. En (1)
X1
‖
X3|X2 mientras que en (2) no se muestra ninguna relacio´n de
independencia condicionada
Por ejemplo, si se considera el grafo presentado en la Figura 1.15 (1) los cicla-
dos del grafo son C1 = {X1,X2} y C2 = {X2,X3} de forma que la distribucio´n
conjunta factoriza tal que p(x1, x2, x3) = ψ1(x1, x2)ψ2(x2, x3) , donde ψ1(x1, x2)
y ψ2(x2, x3) son los factores potenciales asociados a la distribucio´n jera´rquica.
En este caso, la factorizacio´n que se muestra para la distribucio´n conjunta es
equivalente a tener X1 ‖ X3|X2.
Si ahora se considera el grafo de la Figura 1.15 (2) con el mismo conjunto de
nodos pero con los ciclados C1 = {X1,X2}, C2 = {X2,X3} y C3 = {X1, X3}, la
distribucio´n conjunta factoriza como p(x1, x2, x3) = ψ1(x1, x2)ψ2(x2, x3)ψ3(x1, x3),
pero en este caso, la factorizacio´n presentada no muestra ninguna relacio´n de in-
dependencia condicionada.
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1.3.3. Propiedades de Markov sobre Grafos
En este Apartado se tratan las propiedades de Markov que se definen sobre
los distintos grafos con los que se puede trabajar. A partir de estas propiedades,
aparecen implicaciones sobre la factorizacio´n de la distribucio´n conjunta, de forma
que como se ha visto, a trave´s de la factorizacio´n, se obtienen diversas relaciones
de independencia condicionada que aparecen entre las variables de estudio.
Para ampliar la informacio´n acerca de las Propiedades de Markov que aqu´ı se
presenta, puede verse Cowell, et al. (1999).
Propiedades de Markov sobre grafos no dirigidos
La primera propiedad que se presenta so´lo hace referencia a la factorizacio´n de
la distribucio´n conjunta y viene dada por
(F) Propiedad de Markov de la factorizacio´n: La distribucio´n conjunta factoriza
y por tanto la distribucio´n de probabilidad conjunta es una distribucio´n
jera´rquica.
Considera´ndose ahora un grafo no dirigido G = (V ,E), asociadas a G se tienen
las siguientes propiedades:
(P) Propiedad de Markov por pares: Para cualquier par de ve´rtices no adyacentes
Vi y Vj , se tiene que Vi ‖ GVj | (V \ {Vi, Vj}).
(L) Propiedad local de Markov: Para cualquier ve´rtice Vi ∈ V se tiene que
Vi ‖ G (V \ ci(Vi)) |frn (Vi).
(G) Propiedad global de Markov: Para cualquier terna de conjuntos disjuntos de
V dada por (A,B,S), donde S separa A de B en G, se tiene que A ‖ GB|S.
En general se tiene la siguiente implicacio´n entre las propiedades presentadas:
(F )⇒ (G)⇒ (L)⇒ (P )
En los dos teoremas que se muestran a continuacio´n, aparecen nuevas im-
plicaciones entre las propiedades de Markov en la distribucio´n de probabilidad
conjunta y su funcio´n de densidad o de masa asociada.
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Teorema 1.4
Si una distribucio´n de probabilidad de X cumple la propiedad (v) de la inde-
pendencia condicionada, denominada propiedad de la interseccio´n, para todo par
de subconjuntos disjuntos
(G)⇔ (L)⇔ (P )
Demostracio´n 1.4
Puede verse en Pearl, et al. (1987).
Teorema 1.5
Una distribucio´n de probabilidad definida sobre un espacio muestral discreto,
con funcio´n de densidad o de masa conjunta estrictamente positiva, satisface la
propiedad (P ) si y solo si la distribucio´n es jera´rquica, es decir
(P )⇔ (F )
Demostracio´n 1.5
Ve´ase Lauritzen (1996).
En general, sin la suposicio´n de trabajar con una funcio´n de densidad o de
masa conjunta positiva, (G) (F ).
A continuacio´n, se enuncian dos proposiciones que muestran las distintas
propiedades que cumple la distribucio´n de probabilidad conjunta para cualquier
terna de conjuntos disjuntos (A,B, S) de V, que formen una descomposicio´n del
grafo G = (V,E).
Proposicio´n 1.1
Sea (A,B,S) una descomposicio´n de G. La distribucio´n de probabilidad fac-
toriza con respecto a G, si y solo si, las distribuciones de probabilidad de A∪S y
de B∪S factorizan con respecto a GA∪S y GB∪S respectivamente y la distribucio´n
conjunta satisface
p(x) =
pA∪S(xA∪S)pB∪S(xB∪S)
pS(xS)
Demostracio´n 1.1
Puede verse en Cowell, et al. (1999).
Proposicio´n 1.2
Sea (A,B,S) una descomposicio´n de G y sea un espacio muestral discreto.
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La distribucio´n de probabilidad cumple la propiedad global de Markov con respecto
a G si y solo si las distribuciones de probabilidad de A ∪ S y de B ∪ S cumplen
dicha propiedad con respecto a GA∪S y GB∪S respectivamente, y
p(x) =
p(xA∪S)p(xB∪S)
p(xS)
Demostracio´n 1.2
Ve´ase Lauritzen (1996).
Tras e´stos resultados, se obtiene una nueva factorizacio´n de la distribucio´n
de probabilidad conjunta, a trave´s de los ciclados del grafo, ya que si G se puede
descomponer, la aplicacio´n recursiva presentada en la Proposicio´n 1.1, muestra
que
p(x) =
∏
C∈C
p(xC)∏
S∈S
p(xS)
siendo C el conjunto de ciclados del grafo G, y S el conjunto separadores, es
decir, el conjunto de elementos que pertenecen a la interseccio´n de dos ciclados
consecutivos, tal que Si = Ci ∩Ci−1.
Propiedades de Markov sobre grafos ac´ıclicos dirigidos
Para introducir la propiedad de Markov de la factorizacio´n se ha de presentar
la definicio´n de factorizacio´n recursiva de un DAG. Adema´s, se ha de obtener el
grafo moral del grafo no dirigido asociado al grafo ac´ıclico dirigido D = (V,E).
Por tanto, un paso inicial ba´sico sera´ obtener un grafo moral no dirigido, Dm,
asociado a la estructura original del DAG.
A continuacio´n, se presenta la definicio´n de factorizacio´n recursiva de un
DAG, ya que al trabajar con DAGs es posible obtener, de forma recursiva, una
distribucio´n de probabilidad conjunta asociada a las variables del problema,
descomponiendo dicha probabilidad conjunta en el producto de las distribuciones
de probabilidad condicionadas de cada una de las variables dada la ocurrencia de
sus padres en el DAG.
Definicio´n 1.18 (Factorizacio´n recursiva segu´n un DAG)
Se dice que una distribucio´n de probabilidad conjunta admite una factorizacio´n
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recursiva segu´n un DAG D, si la distribucio´n de probabilidad se puede expresar
como
p(x) =
n∏
i=1
p(xi|pa(Xi))
siendo p(xi|pa(Xi)) la distribucio´n de probabilidad condicionada de Xi dados sus
padres en D, pa(Xi).
Recue´rdese que los padres de un nodo Xi en D son los nodos que env´ıan
aristas a dicho nodo Xi, y su notacio´n viene dada por pa(Xi).
La definicio´n recogida es fundamental para introducir los resultados que se
muestran a continuacio´n, dados por las propiedades de Markov sobre DAGs.
Dichas propiedades pueden ser ampliadas en Cowell, et al. (1999).
Lema 1.1
Cuando la distribucio´n de probabilidad de un conjunto de variables represen-
tadas mediante un DAG, D, admite una factorizacio´n recursiva segu´n D, entonces
dicha distribucio´n de probabilidad se factoriza tomando el grafo moral Dm, aso-
ciado a D, y adema´s cumple la propiedad global de Markov relativa a dicho grafo
moral.
Demostracio´n 1.1
La factorizacio´n viene dada por la construccio´n del grafo moral Dm asociado
al DAG, D, ya que los conjuntos Vi ∪ pa(Vi) son conjuntos completos en Dm,
entonces se tiene una funcio´n ψVi∪pa(Vi) definida para dicho conjunto. Por tanto,
se cumple la propiedad global de Markov por la relacio´n (F ) ⇒ (G) ⇒ (L) ⇒
(P ).
Teniendo en cuenta las implicaciones entre las propiedades de Markov, la
propiedad local de Markov sobre el grafo moral Dm, muestra que
Vi ‖ Dm (V \ Vi) |man(Vi)
siendoman(Vi) elmanto de Markov sobre el grafo moral de D, esto es, el conjunto
de vecinos de Vi en el grafo moral asociado a D. Si en lugar de considerar el grafo
moral Dm, se trabaja directamente con el DAG D, el manto de Markov sobre D
vendra´ dada como man(Vi) = pa(Vi)∪ hi(Vi)∪ es(Vi), donde es(Vi) representa a
los esposos de Vi, dados por aquellos nodos Vj tales que hi(Vj) ∩ hi(Vi) = ∅.
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Se tiene, por tanto,
Proposicio´n 1.3
Cuando la distribucio´n de probabilidad de un conjunto de variables repre-
sentadas mediante un DAG, D, admite una factorizacio´n recursiva segu´n D, y
C es un conjunto ancestral, de forma que C contiene todos los ascendientes de
los nodos que conforman dicho conjunto, entonces la distribucio´n de probabilidad
marginal de C admite una factorizacio´n recursiva de acuerdo al subgrafo asociado
a C, dado por el DAG DC.
Como resultado de la proposicio´n, se tiene el siguiente corolario, que introduce
la propiedad global de Markov en DAGs.
Corolario 1.1
Sea una distribucio´n de probabilidad que admite una factorizacio´n recursiva
respecto a D. Entonces,
A ‖ DB|S
siempre que A y B este´n separados por S en el grafo moral del conjunto ancestral
ma´s pequen˜o que contiene la unio´n entre A, B y S, es decir, siempre que A y B
este´n separados por S en el grafo moral de Dan(A∪B∪S), tal que Dman(A∪B∪S).
Todos los resultados expuestos anteriormente facilitan el encontrar una relacio´n
de independencia condicionada del tipo A ‖ DB|S en un DAG, D, a partir del
grafo estricto del conjunto ancestral ma´s pequen˜o que contiene a los elementos
A,B y S. Conocer e´stos resultados permite encontrar una distribucio´n de pro-
babilidad que admite una factorizacio´n recursiva.
Ejemplo 1.1
Sea desea estudiar si A ‖ DB|S con S = {X,Y } en el DAG D que se presenta
en la Figura 1.16.
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A B
Y
X
Figura 1.16. DAG D = (V,E)
Para conocer si existe una relacio´n de independencia condicionada del tipo
A ‖ DB|S, se obtiene el grafo moral del conjunto ancestral ma´s pequen˜o que
contiene la unio´n A ∪ B ∪ S, dado por Dman(A∪B∪S) (ve´ase la Figura 1.17). En
dicho grafo, se observa que S = {X,Y } separa ambos conjuntos A y B, por lo
tanto, A ‖ DB|S.
A B
Y
X
Figura 1.17. Grafo moral del conjunto ancestral ma´s pequen˜o que contiene a
A ∪B ∪ S de D, dado por Dman(A∪B∪S)
Propiedades de Markov sobre grafos cadena
Se va a considerar ahora un grafo cadena K, esto es un grafo mixto sin ciclos
dirigidos parcialmente. Una distribucio´n de probabilidad conjunta satisface las
siguientes propiedades de Markov sobre grafos cadena en un grafo K:
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(PC) Propiedad de Markov por pares para grafos cadena: Para cualquier
par de ve´rtices no adyacentes (Vi, Vj) con Vj ∈ nd(Vi), se tiene que
Vi ‖ KVj |(nd(Vi) \ {Vi, Vj}).
(LC) Propiedad local de Markov para grafos cadena: Para cualquier ve´rtice
Vi ∈ V, se tiene que Vi ‖ K (nd(Vi) \ frn(Vi)) |frn(Vi).
(GC) Propiedad global de Markov para grafos cadena: Para cualquier terna
(A,B,S) de conjuntos disjuntos de V , donde S separa A de B en el grafo
moral formado por el conjunto ancestral ma´s pequen˜o que contieneA∪B∪S,
dado por Kman(A∪B∪S), se tiene que A ‖ KB|S.
Las propiedades de Markov relativas a un grafo cadena K, unifican las
propiedades vistas para grafos no dirigidos y para grafos ac´ıclicos dirigidos.
Cuando se interpretan las relaciones de independencia condicionada en K, se
utiliza una aproximacio´n basada en la extensio´n de la propiedad de ordenacio´n de
Markov dada para DAGs, as´ı, al tener un grafo K mixto sin ciclos dirigidos par-
cialmente, el conjunto de nodos se puede particionar, tal que V = V (1)∪...∪V (T )
de forma que cada conjunto V (t) o componente cadena, solo tenga aristas no di-
rigidas entre sus ve´rtices; cuando aparezcan nodos cuyas u´nicas uniones sean
aristas dirigidas y por tanto no este´n en ninguna componente cadena, se formara´
una nueva componente cadena compuesta por el menor nu´mero de ve´rtices posi-
ble, inicialmente unidos con una arista dirigida. E´sta particio´n se denota como
cadena dependiente.
Sea C(t) = V (1) ∪ ... ∪ V (t). La distribucio´n de probabilidad conjunta, se
dice que satisface la propiedad de bloques recursivos de Markov (BC), si para
cualquier par de ve´rtices no adyacentes (Vi, Vj), se tiene que
Vi ‖ KVj|(C(t∗) \ {Vi, Vj})
siendo t∗ el menor t tal que {Vi, Vj} ⊆ C(t).
Teorema 1.6
Si una distribucio´n de probabilidad cumple la propiedad (v) de independencia
condicionada para los subconjuntos de V , entonces
(GC)⇔ (LC)⇔ (PC)⇔ (BC)
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Demostracio´n 1.6
Ve´ase Frydenberg (1990).
Ejemplo 1.2
Conside´rese el grafo cadena K de la Figura 1.18, se desea estudiar si
C ‖ KH|{B,E}.
A B
D
I
C G H
E F KJ
Figura 1.18. Grafo cadena K = (V,E)
Trabajando con la aproximacio´n anteriormente expuesta, se observa que cada
componente cadena o conjunto V (t) viene dado por {A,B,C,D}, {E,F}, {I, J},
{G,H} y {K}.
El grafo moral formado por el conjunto ancestral ma´s pequen˜o que contiene a
los ve´rtices {C,H,B,E}, que se muestra en la Figura 1.19, an˜ade una arista entre
C y D porque ambos tienen hijos en una componente cadena {E,F}. Como se
puede observar en dicho grafo moral Kman(C∪H∪{B,E}), no se puede concluir que
C ‖ KH|{B,E}.
A B
DC G H
E F
Figura 1.19. Grafo moral del conjunto ancestral ma´s pequen˜o que contiene a
C ∪H ∪ {B,E} de K, dado por Kman(C∪H∪{B,E})
Si en este ejemplo se quiere comprobar si C ‖ KH|B, se considera el grafo
moral Kman(C∪H∪B), que contiene el conjunto ancestral ma´s pequen˜o formado por
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los ve´rtices {C,H,B}, que se presenta en la Figura 1.20, y se concluye C y H
son independientes condicionalmente dado B, es decir C ‖ KH|B.
A B
DC G H
Figura 1.20. Grafo moral del conjunto ancestral ma´s pequen˜o que contiene a
C ∪H ∪B de K, dado por Kman(C∪H∪B)
Una forma de construir una distribucio´n de probabilidad conjunta que
satisfaga las propiedades de Markov de los grafos cadena es mediante la
factorizacio´n. As´ı, si V (1), ..., V (T ) es una cadena dependiente de K, entonces
cualquier distribucio´n de probabilidad conjunta se factoriza de manera que
p(x) =
T∏
t=1
p(xV (t)|xC(t−1))
siendo C(t) = V (1) ∪ ... ∪ V (t).
Si B(t) = pa(V (t)) = frn(V (t)) la factorizacio´n de la distribucio´n de proba-
bilidad toma la siguiente expresio´n
p(x) =
T∏
t=1
p(xV (t)|xB(t)).
Pero en los grafos cadena K, la factorizacio´n no conduce a que se satisfagan
todas las propiedades de Markov de grafos cadena. Para describir el resto de
propiedades, se define K∗(t) como un grafo no dirigido con conjunto de nodos
V (t)∪B(t), de forma que Vi y Vj sera´n adyacentes en el nuevo grafo si (Vi, Vj) ∈ E
o (Vj , Vi) ∈ E o si (Vi, Vj) ⊆ B(t), y se an˜aden las aristas no dirigidas que faltan
entre todos los elementos de B(t), de manera que el conjunto B(t) sea completo
en el nuevo grafo K∗(t).
Se han desarrollado ma´s resultados asociados a las propiedades de Markov
sobre grafos cadena que muestran la factorizacio´n de la distribucio´n de proba-
bilidad, cuando el conjunto de variables que forman el problema son discretas.
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Ve´ase Cowell, et al. (1999). Aqu´ı se han recogido los resultados ma´s interesantes
para la introduccio´n a los modelos gra´ficos probabil´ısticos formados con grafos
cadena.
1.3.4. Separacio´n gra´fica
Para las propiedades de Markov sobre grafos, se van a recoger algunos cri-
terios que surgen como formulacio´n alternativa a las propiedades de Markov y
que facilitan la obtencio´n de relaciones de independencia condicionada entre las
variables del problema a partir de la disposicio´n de las mismas en el grafo. Esto
permite describir relaciones de independencia condicionada en el grafo, al igual
que la posibilidad de tratar localmente los ca´lculos que se han de realizar con la
red de intere´s, como se vera´ en posteriores cap´ıtulos.
Separacio´n en grafos no dirigidos
Cuando se representa un conjunto de variables mediante un grafo no dirigido G =
(V,E), las aristas no dirigidas del grafo muestran las relaciones de dependencia
entre las variables, as´ı si dos variables X e Y son dependientes entonces ha de
existir un camino entre los nodos X e Y que representan a dichas variables.
Si adema´s existe dependencia indirecta entre dos variables X e Y , de forma
que son dependientes dada una tercera Z, gra´ficamente Z no ha de cortar el
camino existente entre X e Y . Esta idea conduce de forma directa al criterio
de separacio´n que se define en grafos no dirigidos, as´ı si existe un nodo Z (o un
conjunto de nodos) que corta todos los posibles caminos entre dos variables X e
Y (o dos conjuntos de variables), se dice que X e Y esta´n separadas dado Z.
Por tanto, las relaciones de independencia condicionada que se tienen entre
un conjunto de variables, se pueden representar gra´ficamente teniendo en cuenta
la siguiente definicio´n.
Definicio´n 1.19 (Separacio´n)
Sean X, Y y Z tres conjuntos disjuntos de nodos de un grafo no dirigido
G = (V,E). Se dice que Z separa X e Y en G, y se escribe X ‖ GY |Z, si y solo
si cada camino entre X e Y contiene algu´n nodo de Z.
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Esta definicio´n auna las propiedades de Markov para grafos no dirigidos,
mostrando las relaciones de independencia condicionada que hay entre un con-
junto de variables representadas mediante un grafo no dirigido G.
En el grafo de la Figura 1.21 se observa como X ‖ GW |{Y, Z}.
X
Y
W
Z
Figura 1.21. Grafo con relaciones de independencia condicionada
Separacio´n en grafos dirigidos ac´ıclicos
Antes de introducir el criterio de separacio´n gra´fica en grafos ac´ıclicos dirigidos
es fundamental analizar los tipos de relaciones o conexiones que aparecen entre
los nodos de un DAG D.
1. Conexio´n en serie: Es cuando un nodo es padre de otro que a su vez es
padre de un tercero. En el grafo dirigido (1) de la Figura 1.22 se puede ver
dicha conexio´n.
2. Conexio´n divergente: Es cuando un nodo es padre de un conjunto de nodos
no conectados entre s´ı. Ve´ase el grafo dirigido (2) de la Figura 1.22.
3. Conexio´n convergente: Es cuando un conjunto de nodos no conectados entre
s´ı son padres de un nodo concreto. En el grafo dirigido (3) de la Figura
1.22 se presenta una conexio´n convergente entre un conjunto de nodos.
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A B C
(1) (2)
A
B GC …
(3)
A
B GC …
Figura 1.22. Los grafos dirigidos (1), (2) y (3) muestran conexiones en serie,
divergente y convergente, respectivamente
Pearl (1986a) introduce la definicio´n de separacio´n gra´fica en DAGs, llamada
d−separacio´n, como alternativa a las propiedades de Markov en grafos ac´ıclicos
dirigidos. Este concepto se trata formalmente en Verma, et al. (1990).
Definicio´n 1.20 (d−separacio´n)
Sean X, Y y Z tres conjuntos disjuntos de nodos de un grafo ac´ıclico di-
rigido (DAG), D = (V,E). Se dice que Z d−separa X e Y , y se denota como
X ‖ DY |Z, si y solo si, para cualquier camino no dirigido entre un nodo de X y
un nodo de Y existe un nodo intermedio V tal que
(i) Existe una conexio´n convergente, siendo V el nodo al que convergen las aris-
tas, y ni V ni los descendientes de V esta´n en Z.
(ii) La conexio´n es en serie y V es un nodo intermedio o la conexio´n es divergente
siendo V el padre, y V esta´ en Z.
X Y
V
Z
W
Figura 1.23. Grafo dirigido D con relaciones de independecia condicionada
En la Figura 1.23 se muestra un grafo ac´ıclico dirigido DAGD = (V,E), donde
si no se consideran agrupaciones entre nodos se pueden ver algunas relaciones de
independencia condicionada entre las variables. As´ı, se tiene que:
Definiciones Fundamentales 33
1. X ‖ DY |∅ ya que X e Y aparecen en una conexio´n convergente y el u´nico
camino entre X e Y es X–Z–Y y ni Z ni sus descendientes esta´n en ∅.
2. V ‖ DW |Z, aparecen en una conexio´n divergente donde el u´nico camino
entre V y W es V–Z–W, siendo Z el padre de V y W en la conexio´n del
grafo.
3. (X ∪ Y ) ‖ D (V ∪W ) |Z, teniendo en cuenta la propiedad de la indepen-
dencia condicionada de la descomposicio´n se tiene que X ‖ DV |Z y
X ‖ DW |Z y Y ‖ DV |Z y Y ‖ DW |Z. En los cuatro casos presentados la
conexio´n es en serie y en todos los casos, Z es el u´nico nodo que aparece en
el camino entre X y V , X y W , Y y V , y Y y W , siendo nodo intermedio
para cualquiera de los caminos mostrados.
A continuacio´n se introduce otra definicio´n de separacio´n en grafos dirigidos,
presentada por Lauritzen, et al. (1990), que es la definicio´n ma´s utilizada de
d−separacio´n por ser ma´s sencillo su manejo.
Definicio´n 1.21 (d−separacio´n)
Sean X, Y y Z tres conjuntos disjuntos en un DAG, D = (V,E). Se dice que
Z d−separa X e Y , y se denota como X ‖ DY |Z, si y solo si Z separa X e Y
en el grafo moral del menor subconjunto ancestral que contenga a los nodos de
X, Y y Z, dado por Dman(X∪Y ∪Z).
Se puede observar como al obtener el grafo moral Dman(X∪Y ∪Z) del DAG D
original, todas las conexiones convergentes pasan a tener una arista entre los
padres, de forma que habra´ un camino no dirigido entre los padres que no sera´
cortado por el hijo de la conexio´n. En el resto de conexiones, bien en serie, bien
divergente, Z ha de separar X e Y , independientemente de que se considere el
grafo moral del DAG D inicial. Por tanto, esta segunda definicio´n refleja las
condiciones de la definicio´n de d−separacio´n introducida por Pearl (1986a).
Separacio´n en grafos cadena
Para los grafos cadena, el criterio de separacio´n gra´fica que refleja las propiedades
de Markov en K ha sido introducido por Studeny´, et al. (1998), definiendo el con-
cepto de c−separacio´n. Dicho concepto es una extensio´n de la d−separacio´n para
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DAGs y es equivalente a la propiedad de separacio´n global de Markov presentada
para grafos cadena en el tercer Punto del Apartado 1.3.3.
Al igual que en los DAGs, para enunciar el criterio de c−separacio´n es fun-
damental introducir algunos conceptos especiales de grafos, que generan clasifi-
caciones ana´logas a las conexiones entre los nodos.
As´ı, sea un grafo cadena K, se define un deslizamiento del nodo X al nodo
Y como un camino V1, ..., Vk con k ≥ 2 tal que X es la cima del deslizamiento
siendo X = V1 −→ V2, adema´s, para todo i = 2, ..., k − 1 la conexio´n entre los
nodos es mediante una arista no dirigida, tal que Vi–Vj , y finalmente Y = Vk.
Sea un grafo cadena K, se define un corte de ruta σ, dado por V1, ..., Vk con
k ≥ 1, como cualquier subcamino maximal de aristas no dirigidas tal que Vi–...–
Vj con 1 ≤ i ≤ j ≤ k. Cualquier ruta o camino se descompone en partes. As´ı, los
nodos Vi y Vj se denominan terminales del corte de ruta σ y se llama cabeza del
terminal al nodo Vi (respecto a Vj) si i > 1 y Vi−1 −→ Vi en K (respectivamente
j < k y Vj ←− Vj+1 en K), y en caso contrario, es decir para Vi tal que o i = 1
o Vi−1 ←− Vi y para Vj tal que o j = k o Vj −→ Vj+1, se denomina cola del
terminal.
Se dice que un corte de ruta σ es:
• de cabeza a cabeza si tiene dos cabezas del terminal.
• de cabeza a cola si tiene una cabeza del terminal y una cola del terminal.
• de cola a cola si tiene dos colas del terminal.
No´tese que si el corte de ruta tiene un solo nodo, tal que i = j, el nodo se
considera dos veces como terminal, porque dos aristas del camino deben entrar
en el nodo.
Para terminar con las definiciones previas antes de exponer el concepto de
c−separacio´n, se ha de introducir la idea de bloqueo de un corte de ruta como un
conjunto de nodos Z, de forma que el corte esta´ bloqueado por Z si se da una
cualquiera de las siguientes condiciones:
1. El corte de ruta σ es de cabeza a cabeza respecto a la interseccio´n entre
el conjunto de nodos descendientes del corte y Z es vac´ıa, es decir,
de(σ) ∩Z = ∅.
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2. El corte de ruta σ no es de cabeza a cabeza con respecto a un nodo de la
ruta o camino, si esta´ en Z y para al menos una de sus colas del terminal
X, todos los deslizamientos en K hacia X tienen un nodo en Z.
A continuacio´n, se presenta el criterio y la definicio´n de c−separacio´n.
Definicio´n 1.22 (Criterio de c−separacio´n)
Sea un grafo cadena K = (V,E). Se dice que un camino o ruta del grafo esta´
c−separado por Z si al menos uno de sus cortes de ruta esta´ bloqueado por Z.
Definicio´n 1.23 (c−separacio´n)
Sean X, Y y Z tres subconjuntos distintos de K = (V,E), se tiene que Z
c−separa X e Y , y se denota como X ‖ KY |Z, si cualquier camino o ruta del
grafo de X a Y cumple el criterio de c−separacio´n dado Z.
A continuacio´n, se introduce un ejemplo para determinar si se tiene indepen-
dencia condicionada en un grafo cadena.
Ejemplo 1.3
Conside´rese el grafo cadena de la Figura 1.24. Se desea conocer si A es
condicionalmente independiente de F dado {C,E,G}.
C D E BA
F G
Figura 1.24. Grafo cadena K = (V,E)
Con el objetivo de determinar si A ‖ KF |{C,E,G}, se buscan las rutas de A
a F y se estudia si se cumple el criterio de c−separacio´n.
El camino A −→ C–D −→ F esta´ c−separado por {C,E,G}, porque el corte
de cabeza a cola C–D esta´ bloqueado por {C,E,G}, ya que el nodo C esta´ en
{C,E,G} y desde la cola del terminal todos los deslizamientos hacia A tienen un
nodo en {C,E,G}.
Tambie´n se tiene un camino de A a F dado por A −→ C–D–E ←− B −→
G←− D −→ F, en este caso, el camino o ruta no esta´ c−separado por {C,E,G},
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porque si se consideran los cortes de cabeza a cabeza C–D–E, la interseccio´n
entre el conjunto descendiente del corte y {C,E,G} es G, y por tanto, no es vac´ıa.
Adema´s, el resto de cortes no contienen los nodos {C,E,G}.
De esta forma, se puede concluir que A y F no esta´n c−separados dado
{C,E,G} y por tanto, no existe una relacio´n de independencia condicionada
entre los mismos.
Finalmente, se debe destacar que se han desarrollado diversos algoritmos que
sirven para obtener las distintas relaciones de separacio´n gra´fica, bien en grafos
no dirigidos como dirigidos. Alguno de estos algoritmos pueden ser encontrados
en Castillo, et al. (1997a).
1.4. Modelos gra´ficos probabil´ısticos
Los modelos gra´ficos probabil´ısticos surgen como resultado de la unio´n entre
la Teor´ıa de Grafos y la Teor´ıa de la Probabilidad, ya que cuando se construye un
modelo matema´tico probabil´ıstico, es fundamental tener en cuenta dos compo-
nentes importantes relativas a la informacio´n de la que se dispone: la informacio´n
cualitativa y la informacio´n cuantitativa del problema.
La informacio´n cualitativa del problema introduce informacio´n asociada a
las relaciones de dependencia entre las variables del modelo. Apoya´ndose en la
Teor´ıa de Grafos, esta informacio´n se puede resumir mediante un grafo, en el
que los nodos representan a las variables del problema y las aristas del grafo las
relaciones de dependencia y causalidad entre las mismas, de forma que la falta
de aristas induce a relaciones de independencia.
Adema´s de la informacio´n cualitativa, al construir un modelo matema´tico
probabil´ıstico se dispone de informacio´n relativa a la distribucio´n de probabilidad
de las variables del problema, tambie´n denominada informacio´n cuantitativa del
problema. La Teor´ıa de la Probabilidad es fundamental para obtener relaciones
entre las distribuciones de probabilidad de las variables del problema; dichas
distribuciones, pueden ser estimadas a partir de un conjunto de datos o mediante
la informacio´n que los expertos tienen acerca del problema en estudio.
Definiciones Fundamentales 37
Por tanto, con la informacio´n cualitativa y cuantitativa del problema, se define
el modelo gra´fico probabil´ıstico asociado al mismo, como el nexo entre la Teor´ıa
de Grafos y la Teor´ıa de la Probabilidad, dado por un par (G,P ) donde G es
el grafo que representa la informacio´n cualitativa del problema, siendo los nodos
las variables del modelo y las aristas las relaciones de dependencia entre dichas
variables; y P es el conjunto de distribuciones, que pueden ser distribuciones
condicionadas mediante las cuales se obtiene la distribucio´n de probabilidad con-
junta del problema.
Los tipos de variables que se utilizan son discretas o absolutamente continuas,
as´ı es que nos referiremos a distribuciones de probabilidad para recoger estos dos
casos y referirnos a funcio´n de masa en el caso discreto y funcio´n de densidad en
el caso continuo.
Muchos de los problemas cla´sicos de ana´lisis multivariante estudiados en cam-
pos como la Estad´ıstica, la Ingenier´ıa o la Teor´ıa de la Informacio´n, en los que in-
tervienen un gran nu´mero de variables con diversas relaciones de dependencia en-
tre las mismas, se pueden representar mediante modelos gra´ficos probabil´ısticos,
favorecie´ndose una visio´n ma´s intuitiva y sencilla de los mismos. Adema´s, como se
ha visto en la Seccio´n 1.3, los grafos permiten describir y estudiar las relaciones de
dependencia o independencia condicionada existentes entre las variables que com-
ponen el problema y teniendo en cuenta la Teor´ıa de la Probabilidad, la obtencio´n
de la distribucio´n conjunta del problema se simplifica debido a la factorizacio´n
de la misma.
As´ı, se han utilizado modelos gra´ficos probabil´ısticos en a´reas de Matema´tica
Aplicada y Estad´ıstica (Whittaker, 1990) y en ana´lisis de datos en general (Gilks,
et al., 1993), en sistemas dina´micos y series temporales (Kjæruff, 1992; Dagum,
et al., 1995), en te´cnicas de diagno´stico (Jensen, 2001) y en diversas aplicaciones
de Ingenier´ıa como sistemas expertos (Cowell, et al., 1999) y planificacio´n y con-
trol (Dean, et al., 1991; Chan, et al., 1992). Los modelos gra´ficos probabil´ısticos,
tambie´n juegan un importante papel en el disen˜o y ana´lisis de sistemas de apren-
dizaje y de actualizacio´n de la informacio´n.
Investigadores de diversas a´reas como Ciencias de la Computacio´n, Inge-
nier´ıas, Ciencias Sociales o Estad´ıstica entre otras, trabajan en el desarrollo y
aplicacio´n de los modelos gra´ficos probabil´ısticos.
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En los u´ltimos an˜os, se han presentado operaciones gra´ficas para manipular
la estructura del grafo mantenie´ndose la informacio´n relevante entre las variables
que lo conforman. De esta manera, se puede obtener el a´rbol de unio´n de un
grafo no dirigido G, o de un DAG, D, o de un grafo cadena, K. Adema´s, se
han desarrollado mu´ltiples algoritmos que facilitan el tratamiento del mismo y
la actualizacio´n de la informacio´n cuantitativa del problema, incluyendo toda la
nueva evidencia o informacio´n de que se disponga asociada a una variable o a un
conjunto de variables del problema.
Dependiendo del tipo de grafo que se utilice al definir el problema, es decir,
dependiendo del tipo de arista que se emplea en la representacio´n gra´fica del
mismo, se han de distinguir tres tipos de modelos gra´ficos probabil´ısticos:
• Modelos gra´ficos probabil´ısticos no dirigidos. Redes de Markov.
• Modelos gra´ficos probabil´ısticos dirigidos. Redes Bayesianas.
• Modelos gra´ficos probabil´ısticos dirigidos y no dirigidos, o mixtos. Redes
Cadena.
1.4.1. Modelos gra´ficos probabil´ısticos no dirigidos. Redes de
Markov
Se trabaja con modelos gra´ficos probabil´ısticos no dirigidos, en los que el grafo
que representa la informacio´n cualitativa del problema es un grafo no dirigido G,
cuando las relaciones de dependencia entre las variables de problema son rela-
ciones de asociacio´n o correlacio´n, sin determinarse ninguna variable como causa
o como efecto, de manera que la informacio´n de la que se dispone indica que un
conjunto de variables presentan distintos niveles de asociacio´n o correlacio´n.
Una vez que se construye el grafo no dirigido G, que representa el conjunto de
variables y sus relaciones de asociacio´n, se busca la distribucio´n de probabilidad
conjunta asociada a las variables del problema, como una factorizacio´n de fun-
ciones. Para ello, se introducen algunas ideas que pueden ser ampliadas en Pearl
(1988) y Lauritzen, et al. (1988).
Con el objetivo de obtener la distribucio´n de probabilidad conjunta como una
distribucio´n jera´rquica, se triangula el grafo no dirigido original G. Del grafo
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triangulado se obtiene un conjunto de ciclados ordenados {C1, ..., Ck} que han de
cumplir la propiedad de la interseccio´n dina´mica. Sean los separadores tales que
Si = Ci ∩ (C1 ∪ ... ∪Ci−1) con i = 2, ..., k, por la citada propiedad, Si ⊂ Ci y en
consecuencia se definen los conjuntos residuales como los elementos que esta´n en
Ci pero no esta´n en Si, tales que Ri = Ci \ Si con i = 2, ..., k. Como el conjunto
residual Ri contiene todos los elementos de Ci que no esta´n en C1 ∪ ...∪Ci−1 , la
distribucio´n de probabilidad conjunta se puede factorizar mediante
p(x1, ..., xn) =
k∏
i=1
p(ri|ri, ..., ri−1) =
k∏
i=1
p(ri|si).
De esta forma, se obtiene la distribucio´n de probabilidad conjunta como una
distribucio´n jera´rquica mediante la factorizacio´n de distribuciones de probabili-
dad condicionada. Estas ideas se resumen en el siguiente teorema.
Teorema 1.7
Si la distribucio´n de probabilidad conjunta se puede descomponer segu´n el
grafo no dirigido G, entonces dicha distribucio´n se puede obtener como el producto
de las distribuciones de probabilidad condicionada de los residuos obtenidos a
partir de los ciclados del grafo G y de sus separadores.
Demostracio´n 1.7
Ve´ase Lauritzen, et al. (1988).
Una clase importante de modelos gra´ficos no dirigidos son lasRedes de Markov,
tambie´n denominadas Markov Random Fields, y se definen a continuacio´n.
Definicio´n 1.24 (Red de Markov)
Una Red de Markov es un par (G,Ψ), donde G es un grafo no dirigido y
Ψ = {ψ1(c1), ..., ψk(ck)} es un conjunto de k factores potenciales definidos en los
ciclados C1, ..., Ck de G. As´ı, el conjunto Ψ define una distribucio´n de probabi-
lidad conjunta como
p(x) =
k∏
i=1
ψi(ci).
Si el grafo no dirigido G es triangulado, la distribucio´n de probabilidad con-
junta tambie´n puede ser factorizada utilizando las distribuciones de probabilidad
condicionada obtenidas a partir de los residuos y los separadores de los cicla-
dos {p(r1|s1), ..., p(rk|sk)}. En este caso, la Red de Markov viene dada por el par
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(G, P ), con P = {p(r1|s1), ..., p(rk|sk)}, y la distribucio´n de probabilidad conjunta
se obtiene mediante el producto de todos los elementos de P , es decir
p(x) =
k∏
i=1
p(ri|si).
Como se puede observar, la factorizacio´n de la distribucio´n de probabilidad
conjunta esta´ basada en la triangulacio´n del grafo G, obtenie´ndose los ciclados
que cumplen la propiedad de la interseccio´n dina´mica. As´ı, con los separadores
y los residuos, los factores potenciales se pueden definir como distribuciones de
probabilidad condicionada cuyo producto permite construir la distribucio´n de
probabilidad conjunta. A pesar de esto, no existe una relacio´n directa entre
estos factores potenciales y las distribuciones de probabilidad de las variables
que conforman el problema.
Los Redes de Markov se utilizan ba´sicamente en campos como la F´ısica, la
Robo´tica (Anguelov, et al., 2005), para el ana´lisis de ima´genes (Besag, 1974) y
actualmente en el ana´lisis de textos.
1.4.2. Modelos gra´ficos probabil´ısticos dirigidos. Redes Bayesianas
Cuando las relaciones de dependencia entre las distintas variables del pro-
blema son de tipo causal, es decir, cuando se sabe que el efecto de una variable
Xj es producido por otra variable Xi, se utiliza un grafo dirigido para represen-
tar la informacio´n cualitativa del problema, donde las aristas dirigidas indican la
existencia de una relacio´n causa-efecto entre las variables en estudio.
Teniendo en cuenta que los criterios de separacio´n gra´fica se enuncian para
grafos ac´ıclicos dirigidos (DAGs) y que la existencia de ciclos en el grafo dirigido
dificulta la obtencio´n de una distribucio´n de probabilidad conjunta jera´rquica
consistente, se trabaja con DAGs para la representacio´n de la informacio´n cuali-
tativa del modelo gra´fico probabil´ıstico dirigido.
Adema´s, como se observa en el teorema que se introduce a continuacio´n,
cuando la distribucio´n de probabilidad conjunta se obtiene mediante una
factorizacio´n recursiva, las relaciones de independencia condicionada en el grafo,
obtenidas mediante el criterio de d−separacio´n, son verificadas por las relaciones
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de independencia condicionada de la distribucio´n de probabilidad en estudio.
Por tanto, dado un DAG, D, se puede obtener la distribucio´n de probabilidad
conjunta mediante la factorizacio´n recursiva segu´n D, como el producto de las
distribuciones condicionadas p(xi|pa(Xi)), como se vio´ en la definicio´n de fac-
torizacio´n recursiva de un DAG. Este resultado, obtenido por Pearl (1988), se
enuncia en el siguiente teorema.
Teorema 1.8
Sea D un DAG y sea p(x) una distribucio´n de probabilidad conjunta de X.
Entonces, las siguientes condiciones son equivalentes:
(i) p(x) admite una factorizacio´n recursiva segu´n D.
(ii) D verifica todas las relaciones de dependencia de p(x), de forma que la inde-
pendencia condicionada gra´fica coincide con las relaciones de independencia
condicionada de p(x).
Demostracio´n 1.8
Puede verse en Pearl (1988).
Una clase importante de modelos gra´ficos probabil´ısticos dirigidos es la
constituida por las Redes Bayesianas.
Las Redes Bayesianas tienen una factorizacio´n recursiva segu´n el DAG, D, ya
que por el teorema anteriormente expuesto, cualquier relacio´n de independencia
que se observe en el grafo D utilizando el criterio de d−separacio´n, tambie´n
estara´ en el modelo probabil´ıstico correspondiente, obtenie´ndose la distribucio´n
de probabilidad conjunta como el producto de las distribuciones de probabilidad
condicionadas de cada uno de los nodos de D dada la ocurrencia de sus padres
en dicho grafo D.
Definicio´n 1.25 (Red Bayesiana)
Una Red Bayesiana es un par (D, P ), donde D es un DAG tal que los nodos
representan las variables del problema X = {X1, . . . ,Xn} y los arcos representan
las dependencias probabil´ısticas, y P = {p(x1|pa(X1)), ..., p(xn|pa(Xn))} es un
conjunto de n distribuciones de probabilidad condicionada, una para cada varia-
ble, siendo pa(Xi) el conjunto de padres del nodo Xi en el grafo D.
Adema´s, la distribucio´n de probabilidad conjunta del problema se obtiene me-
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diante el producto de los elementos de P , tal que
p(x) =
n∏
i=1
p(xi|pa(Xi)). (1.1)
Si se comparan las Redes de Markov y las Redes Bayesianas, se observa que el
proceso de construccio´n del modelo es ma´s sencillo e intuitivo en el caso dirigido,
ya que la factorizacio´n asociada a la distribucio´n de probabilidad conjunta del
problema requiere menos pasos iniciales. As´ı, cuando se trabaja con una Red
Bayesiana, el DAG D que representa el conjunto de variables y sus relaciones de
dependencia, muestra gra´ficamente las relaciones de dependencia e independencia
condicionada que se presentan en el propio modelo probabil´ıstico.
Adema´s, en las Redes Bayesianas la descomposicio´n de la distribucio´n de
probabilidad conjunta se obtiene de forma directa tras definir las distribuciones
condicionadas de los nodos, dados sus padres en D.
En los u´ltimos an˜os ha aumentado la popularidad de las Redes Bayesianas
y su campo de aplicacio´n es cada vez ma´s amplio. Fundamentalmente se tra-
baja con Redes Bayesianas en la construccio´n de sistemas expertos, utilizados en
Inteligencia Artificial y en Estad´ıstica. Adema´s, se aplican en diversos campos
como por ejemplo, el diagno´stico me´dico, la bioinforma´tica y la hidroinforma´tica,
en sistemas dina´micos o en planificacio´n y control.
1.4.3. Modelos gra´ficos probabil´ısticos mixtos. Redes Cadena
Puede darse el caso de que el problema de intere´s presente relaciones de
dependencia de tipo causal y relaciones de asociacio´n o correlacio´n, entre las
variables que lo conforman.
Cuando la informacio´n cualitativa del modelo indica la existencia de rela-
ciones de dependencia causales y de asociacio´n, el grafo adjunto al modelo gra´fico
probabil´ıstico ha de ser un grafo mixto, con aristas dirigidas para representar las
relaciones causales y aristas no dirigidas para mostrar las relaciones de asociacio´n.
En este caso, el grafo asociado al modelo probabil´ıstico, es un grafo cadena K.
Como se observa en la Definicio´n 1.7, un grafo cadena K, es un grafo mixto
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sin ciclos dirigidos, en el que, por tanto, pueden existir ciclos formados so´lo por
aristas no dirigidas.
Para obtener con este tipo de grafos una distribucio´n de probabilidad conjunta
asociada a las variables del problema, y definir mediante el grafo las relaciones
de independencia condicionada entre las variables en estudio, se trabaja con la
definicio´n de c−separacio´n que combina conceptos de los modelos gra´ficos
probabil´ısticos no dirigidos y dirigidos, que se han presentado previamente.
La obtencio´n de la distribucio´n de probabilidad conjunta mediante la
factorizacio´n de un conjunto de distribuciones, depende del tipo de variables
del problema (variables discretas, continuas: Gaussianas o ambas) y de como se
agrupan en funcio´n de las aristas no dirigidas del grafo K. Por tanto, aunque,
como en las Redes de Markov, se obtienen factores potenciales para calcular la
distribucio´n de probabilidad conjunta mediante una factorizacio´n, su tratamiento
depende de ma´s caracter´ısticas asociadas al problema en estudio.
Para ampliar la informacio´n presentada acerca de los modelos gra´ficos
probabil´ısticos mixtos, puede verse Lauritzen, et al. (1984) que generalizan este
tipo de grafos cadena partiendo de los grafos no dirigidos y dirigidos.
Una clase fundamental de modelos gra´ficos probabil´ısticos mixtos viene dada
por las Redes Cadena.
Buntine (1994), basa´ndose en la definicio´n de componentes cadena presentada
por Frydenberg (1990), define las Redes Cadena como una cadena de grafos no
dirigidos, conectados mediante grafos dirigidos. La interpretacio´n de dicha Red
Cadena, se muestra como la de una Red Bayesiana definida sobre unas compo-
nentes cadena en lugar de sobre las variables originales del problema. Adema´s,
presenta la factorizacio´n de la probabilidad conjunta como un nexo entre el cri-
terio de c−separacio´n y las factorizaciones introducidas en Redes de Markov y
Redes Bayesianas.
Para profundizar en la definicio´n del modelo y en conceptos de independencia
en el grafo cadenaK, puede verse Lauritzen, et al. (1989a) y (1989b) y Frydenberg
(1990).
A continuacio´n se muestra un ejemplo cla´sico de Redes Cadena, presen-
tado por Cowell, et al. (1999) en el que todas las variables del problema son
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catego´ricas.
Fuma? (F)
Tuberculosis (Tb)Bronquitis (B) Cáncer de 
pulmón (P)
Visita a 
Asia (A)
Ambos tub. o cáncer 
de pulmón (TbP)
Disnea (D) Positivo en Rayos X (X)Tos (T)
Figura 1.25. Red Cadena Ch-Asia
En este ejemplo solo hay una componente cadena formada por las variables
D y T . Trabajando con las ideas anteriormente expuestas, la distribucio´n de
probabilidad conjunta se puede obtener como una factorizacio´n de distribuciones
de probabilidad condicionadas, apoya´ndose en las Redes Bayesianas, donde las
variables D y T aparecen como una misma componente. Dicha factorizacio´n es
tal que,
P (F,A,B,P, Tb, TbP,D, T,X) =
= P (F )P (A)P (B|F )P (P |F )P (Tb|A)P (TbP |P, Tb)P (D,T |B,TbP )P (X|TbP )
Cowell, et al. (1999) desarrollan diversos algoritmos, para la obtencio´n de la
probabilidad conjunta, as´ı como para el tratamiento de estos modelos, en funcio´n
de la definicio´n de las variables que intervienen en el problema.
Las posibles aplicaciones de las redes mixtas son muy amplias, aunque la
dificultad de manejo y desarrollo de las mismas hacen laboriosa su definicio´n
inicial. Las Redes Cadena se utilizan principalmente en la descripcio´n de sistemas
expertos asociados al campo de la Inteligencia Artificial (Stephenson, et al., 2002).
2Redes Bayesianas
2.1. Introduccio´n
En este Cap´ıtulo se estudian las Redes Bayesianas, y ma´s concretamente las
Redes Bayesianas Gaussianas, sus propiedades y los mecanismos de inferencia
ma´s caracter´ısticos en ellas.
En la Seccio´n 2.2, se introducen las Redes Bayesianas y los distintos tipos
de redes que se obtienen en funcio´n de las variables del modelo. Tambie´n, se
presentan algunas aplicaciones de las Redes Bayesianas.
En la siguiente Seccio´n, se presenta el mecanismo de inferencia de las Redes
Bayesianas. Este proceso consiste en la actualizacio´n de la probabilidad de la
red cuando se tiene informacio´n acerca del estado de alguna de las variables del
problema, y se denomina propagacio´n de la evidencia.
La red objeto de estudio, para la que se introduce en el Cap´ıtulo 3 el ana´lisis de
sensibilidad propuesto, es una Red Bayesiana Gaussiana. Por tanto, es necesario
conocer bien su estructura antes de enunciar algunos conceptos fundamentales
asociados a la sensibilidad de la red. Con este finalidad, en la Seccio´n 2.4 se pro-
fundiza en las Redes Bayesianas Gaussianas y en sus caracter´ısticas y se presenta
una metodolog´ıa sencilla para la realizacio´n de la propagacio´n de la evidencia en
este tipo de redes con estructura Gaussiana.
46 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
2.2. Redes Bayesianas
Las Redes Bayesianas son una clase de modelos gra´ficos probabil´ısticos dirigi-
dos intr´ınsecamente, asociados a relaciones de dependencia de tipo causal.
Jensen (2001) introduce un ejemplo para distinguir las relaciones de tipo
causal de las relaciones de asociacio´n. As´ı, considerando las variables catego´ricas,
fumar (F ) y ca´ncer de pulmo´n (C), existe una relacio´n causal entre las mismas
cuando se hace la suposicio´n de que fumar presenta un efecto directo sobre la
incidencia de ca´ncer de pulmo´n. Conside´rese esta misma situacio´n, pero ahora
sabiendo que las variables F y C presentan una relacio´n de asociacio´n debido,
por ejemplo, a la existencia de un gen - no expl´ıcito en el modelo - que se presenta
en determinados individuos y que los predispone a fumar y tambie´n a padecer
un ca´ncer de pulmo´n. En este caso, F y C presentan una relacio´n de asociacio´n
o correlacio´n, sin la existencia de causalidad.
Aunque las relaciones causales no son siempre obvias y el concepto de
causalidad puede presentar dificultades en su interpretacio´n, Jensen (2001) con-
tribuye a determinar dicha relacio´n, con un sencillo ejemplo. Sean Xi y Xj dos
variables correladas de las que no se puede determinar si una es causa de la otra.
Entonces, imag´ınese que un agente externo fija un estado de Xi y esto no cambia
la incertidumbre acerca de Xj , entonces, se puede concluir queXi no es una causa
de Xj . Si con este sencillo test no se indica ninguna relacio´n causal entre Xi y
Xj, entonces se ha de buscar un evento que tenga un impacto sobre Xi y Xj.
As´ı, si Xk es dicho evento, se ha de revisar si Xi y Xj se vuelven independientes
dado Xk.
El tipo de relacio´n de dependencia que se presenta entre las variables en
estudio, es fundamental en el desarrollo del modelo gra´fico probabil´ıstico
apropiado para la resolucio´n del problema. De esta forma, en modelos gra´ficos
probabil´ısticos dirigidos, la relacio´n de dependencia causal conforma la propia
definicio´n del modelo.
Para un estudio ma´s completo del concepto de causalidad, se puede ver Pearl
(2000) o Spirtes, et al. (2000).
Como se ha introducido en el Cap´ıtulo 1, los modelos gra´ficos probabil´ısticos
en general y las Redes Bayesianas en particular, se componen de una parte
cualitativa y otra parte cuantitativa.
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Para la especificacio´n de la informacio´n cualitativa de la Red Bayesiana, se
utiliza un grafo ac´ıclico dirigido (DAG) D = (V,E), donde cada uno de los nodos
de D representa las variables del problema X = {X1, . . . ,Xn}, siendo por tanto
V = {X1, . . . ,Xn}, y las aristas dirigidas que esta´n en E muestran las relaciones
de tipo causal, siendo e´l o los nodos padre, la causa y e´l o los nodos hijos, el
efecto.
En el primer caso del ejemplo del tabaco y el ca´ncer de pulmo´n, en el que
se tiene una relacio´n de tipo causal entre T y C, el DAG que representa la
informacio´n cualitativa del problema tiene una arista dirigida que va de T a C.
La existencia de un DAG, D, en la especificacio´n del problema, facilita la
definicio´n de los tres tipos de conexiones ba´sicas entre los nodos (conexio´n en
serie, divergente y convergente) que son fundamentales al enunciar el concepto
inicial de d−separacio´n.
Recue´rdese que la d−separacio´n muestra criterios de separacio´n gra´fica en
D asociados a la idea de independencia condicionada. En el Apartado 1.3.4 se
presentaron los criterios de separacio´n gra´fica, en funcio´n del tipo de grafo en estu-
dio. Para los DAGs se enunciaron dos definiciones del concepto de d−separacio´n,
aunque es la definicio´n introducida por Lauritzen, et al. (1990) la ma´s utilizada
a la hora de concluir si dos conjuntos disjuntos X e Y de D son d−separados
segu´n el grafo D dado un tercer conjunto Z, es decir X ‖ DY |Z, ya que
X ‖ DY |Z ⇔ Z separa X e Y en el grafo moral del menor
subconjunto ancestral que contiene a X,Y y Z
Adema´s, en las Redes Bayesianas, las relaciones de independencia condi-
cionada fijadas por D, aplicando el concepto de d−separacio´n, coinciden con las
relaciones de independencia condicionada que presenta el modelo probabil´ıstico
que se especifica mediante la informacio´n cuantitativa de la Red Bayesiana (ve´ase
el Teorema 1.8).
Como ya se indico´, la informacio´n cuantitativa de la Red Bayesiana viene dada
por un conjunto de distribuciones de probabilidad condicionada P = {p(x1|pa(X1)),
..., p(xn|pa(Xn))}, de forma que para cada variable Xi ∈ X se tendra´ la dis-
tribucio´n de probabilidad condicionada de Xi dada la ocurrencia de sus padres
pa(Xi) en el grafo D, denotada por p(xi|pa(Xi)).
Por tanto, como herramienta fundamental para el manejo de la Red Bayesiana
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se puede obtener la distribucio´n de probabilidad conjunta asociada a las variables
del problema como una distribucio´n jera´rquica, de forma que dicha probabilidad
se calcula multiplicando todos los elementos que describen P , es decir
p(x1, ..., xn) =
n∏
i=1
p(xi|pa(Xi))
Los modelos gra´ficos probabil´ısticos, y en particular las Redes Bayesianas,
se utilizan como mecanismo de inferencia, actualizando la probabilidad conjunta
del modelo, cuando se dispone de informacio´n o evidencia acerca de alguna de
las variables que componen el problema. Por tanto, en una Red Bayesiana se
pueden incorporar variables observables y no observables, incluyendo en esta
denominacio´n las variables y los para´metros de los modelos de inferencia ha-
bituales, desde una perspectiva bayesiana, con tal de que se puedan establecer
distribuciones iniciales sobre las variables que no tienen padres en el DAG, y
distribuciones condicionadas de cada variable por sus padres, para el resto de
variables.
Se dice que se tiene evidencia acerca de una de las variables que describen
una Red Bayesiana, cuando se conoce el estado preciso de dicha variable alea-
toria. As´ı, por ejemplo, conside´rese una Red Bayesiana disen˜ada para resolver
problemas de diagno´stico me´dico, con una estructura de ”s´ıntomas-enfermedad”.
La red esta´ formada por un conjunto de variables, de manera que hay n variables
que representan la ausencia o presencia de determinados s´ıntomas y m variables
que representan la ausencia o presencia de varias enfermedades.
Cuando llega un paciente, que tiene una de las m enfermedades, describe los
s´ıntomas que sufre y por tanto se tiene evidencia de los s´ıntomas que padece
el paciente y de los que no padece. Con esa evidencia, la red actu´a como un
mecanismo de inferencia, actualizando la probabilidad conjunta, y por
consiguiente, todas las probabilidades de la Red Bayesiana.
Este proceso, definido como propagacio´n de la evidencia, esta´ basado en el
Teorema de Bayes actuando como trasmisor de la informacio´n. De esta forma,
tras conocerse los s´ıntomas del paciente en el ejemplo anterior, se obtiene la pro-
babilidad final o a posteriori asociada a sufrir una enfermedad, dada la evidencia
acerca de los s´ıntomas. Siendo la probabilidad inicial o a priori, la probabili-
dad de presencia de la enfermedad, y la verosimilitud, la probabilidad de que un
paciente con una enfermedad tenga los s´ıntomas descritos.
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A continuacio´n se introduce un ejemplo de Red Bayesiana muy utilizado,
denominado Asia. Este ejemplo es una variacio´n de la Red Cadena Ch-Asia in-
troducida en el Cap´ıtulo 1. En realidad, el ejemplo presentado mediante una Red
Cadena es una variacio´n del ejemplo Asia que se muestra a continuacio´n y fue
introducido por Lauritzen, et al. (1988).
Ejemplo 2.1
Se sabe que una disnea puede ser producida por la tuberculosis, el ca´ncer
de pulmo´n o la bronquitis, cualquier combinacio´n entre las tres enfermedades o
ninguna de las tres. Una visita reciente a Asia incrementa la posibilidad de tener
turberculosis, mientras que fumar es un factor de riesgo tanto para el ca´ncer de
pulmo´n como para la bronquitis. El resultado de una prueba simple de rayos X
no discrimina entre ca´ncer de pulmo´n y tuberculosis, al igual que entre presencia
y ausencia de disnea.
Fuma? (F)
Tuberculosis (Tb)Bronquitis (B) Cáncer de 
pulmón (P)
Visita a 
Asia (A)
Ambos tub. o cáncer 
de pulmón (TbP)
Disnea (D)
Positivo en 
Rayos X (X)
Figura 2.1. DAG asociado a la Red Bayesiana que modeliza el problema Asia
El DAG de la Figura 2.1, representa las variables del problema y las relaciones
de dependencia que existen entre las mismas. La parte cuantitativa del problema
viene dada por la tabla que se muestra a continuacio´n.
50 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
P (A = 1) = 0.01 ⇒ P (A = 0) = 0.99
P (F = 1) = 0.5 ⇒ P (F = 0) = 0.5
P (B = 1|F = 1) = 0.6 ⇒ P (B = 0|F = 1) = 0.4
P (B = 1|F = 0) = 0.3 ⇒ P (B = 0|F = 0) = 0.7
P (P = 1|F = 1) = 0.1 ⇒ P (P = 0|F = 1) = 0.9
P (P = 1|F = 0) = 0.01 ⇒ P (P = 0|F = 0) = 0.99
P (Tb = 1|A = 1) = 0.05 ⇒ P (Tb = 0|A = 1) = 0.95
P (Tb = 1|A = 0) = 0.01 ⇒ P (Tb = 0|A = 0) = 0.99
P (D = 1|B = 1, T bP = 1) = 0.9 ⇒ P (D = 0|B = 1, TbP = 1) = 0.1
P (D = 1|B = 0, T bP = 1) = 0.7 ⇒ P (D = 0|B = 0, TbP = 1) = 0.3
P (D = 1|B = 1, T bP = 0) = 0.8 ⇒ P (D = 0|B = 1, TbP = 0) = 0.2
P (D = 1|B = 0, T bP = 0) = 0.1 ⇒ P (D = 0|B = 0, TbP = 0) = 0.9
P (TbP = 1|P = 1, T b = 1) = 1 ⇒ P (TbP = 0|P = 1, T b = 1) = 0
P (TbP = 1|P = 0, T b = 1) = 1 ⇒ P (TbP = 0|P = 0, T b = 1) = 0
P (TbP = 1|P = 1, T b = 0) = 1 ⇒ P (TbP = 0|P = 1, T b = 0) = 0
P (TbP = 1|P = 0, T b = 0) = 0 ⇒ P (TbP = 0|P = 0, T b = 0) = 1
P (X = 1|TbP = 1) = 0.98 ⇒ P (X = 0|TbP = 1) = 0.02
P (X = 1|TbP = 0) = 0.05 ⇒ P (X = 0|TbP = 0) = 0.95
Tabla 2.1. Probabilidades condicionadas de las variables del Ejemplo 2.1
Se sabe que la distribucio´n conjunta se puede calcular como el producto de
las condicionadas, siendo
P (F,A,B,P, Tb, TbP,D, T,X) =
= P (F )P (A)P (B|F )P (P |F )P (Tb|A)P (TbP |P, Tb)P (D|B, TbP )P (X|TbP )
Adema´s, si se tiene evidencia acerca de alguna de las variables del problema
y por ejemplo se sabe que un paciente con los s´ıntomas presentados es fumador,
siendo F = 1, entonces, se puede actualizar cualquier probabilidad de intere´s
de la red, dada la evidencia. As´ı, si se desea conocer la probabilidad de que el
paciente fumador tenga disnea, se sabe que
P (D = 1|F = 1) = P (D = 1, F = 1)
P (F = 1)
= 0.5528
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de forma que P (D = 1, F = 1) y P (F = 1) se obtienen marginalizando la
distribucio´n de probabilidad conjunta.
El proceso de inferencia realizado mediante la propagacio´n de la evidencia,
puede tener como objetivo describir el conjunto de variables no evidenciales o
describir el comportamiento de una u´nica variable de intere´s Xi. En este u´ltimo
caso, que aparece con frecuencia en las Redes Bayesianas y en los modelos gra´ficos
probabil´ısticos, la variable de intere´s se suele representar en el DAG mediante un
nodo compuesto por dos c´ırculos conce´ntricos (ve´ase el Ejemplo 2.9) y el proceso
de propagacio´n de la evidencia se ve reducido a obtener respuestas so´lo para dicha
variable de intere´s.
Se han desarrollado una amplia coleccio´n de algoritmos para realizar el pro-
ceso de propagacio´n de la evidencia en Redes Bayesianas. Entre otros autores
se puede destaca a Kim, et al. (1983) que presentan una versio´n para actualizar
la probabilidad en DAGs basada en el env´ıo de mensajes por la Red Bayesiana.
Shafer, et al. (1990) que desarrollan un me´todo basado en la propagacio´n en los
a´rboles de unio´n. Lauritzen, et al. (1988) y Jensen, et al. (1990a) que proponen
el me´todo Hugin, que posteriormente sera´ implementado creando el programa
informa´tico HUGIN (Andersen, et al., 1989), basado en la multiplicacio´n de po-
tenciales, de forma que los potenciales de los ciclados cambian dina´micamente.
Gilks, et al. (1994) que desarrollan el sistema BUGS, basado en el muestreador
Gibbs en Redes Bayesianas.
En la Seccio´n 2.3, se define y se profundiza en este concepto de propagacio´n
de la evidencia.
2.2.1. Tipos de Redes Bayesianas
Existen diversos tipos de Redes Bayesianas dependiendo de las variables alea-
torias que intervienen en el problema.
As´ı, si las variables del problema son todas discretas, el modelo asociado
es una Red Bayesiana Discreta o Red Bayesiana Multinomial. Si las variables
del problema son normales, la red es una Red Bayesiana Gaussiana, y aunque
se trabaja en la definicio´n de una Red Bayesiana para otro tipo de variables
aleatorias continuas, todav´ıa no esta´ determinado el mecanismo de inferencia
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cuando la red esta´ formada por otro tipo de variables continuas no Gaussianas.
Adema´s, tambie´n existen las Redes Bayesianas Mixtas formadas por variables
discretas y Gaussianas. A continuacio´n se presentan estos tipos de redes.
Redes Bayesianas Discretas
Las Redes Bayesianas Discretas se caracterizan porque todas las variables del
modelo son discretas, de forma que cada variable so´lo puede tomar un conjunto
finito de valores.
Cuando adema´s las variables del problema son binarias, respondiendo a los
procesos de Bernoulli, la red se denota como Red Bayesiana Multinomial.
A continuacio´n, se presenta un ejemplo de Red Bayesiana Discreta muy uti-
lizado en la literatura. La red queda definida mediante el DAG de la Figura 2.2
y las distribuciones de probabilidad condicionada asociadas a los valores de las
variables, dados sus padres en el DAG.
Ejemplo 2.2
Una man˜ana al levantarse, el Sr. Sa´nchez comprueba que su ce´sped esta´
mojado. No sabe si habra´ llovido durante la noche o si dejo´ encendido el aspersor
de su jard´ın. Observando el jard´ın de su vecino el Sr. Pe´rez puede obtener alguna
conclusio´n.
El problema que se plantea puede modelizarse mediante una Red Bayesiana,
siendo el DAG que representa la informacio´n cualitativa de la red, tal que
¿Césped de Pérez 
mojado? (P)
¿Lluvia?
(LL)
¿Aspersor? 
(A)
¿Césped de Sánchez 
mojado? (S)
Figura 2.2. DAG asociado a la Red Bayesiana que modeliza el problema del
ce´sped mojado del Sr. Sanchez
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Todas las variables del problema son dicoto´micas, siendo 1 el valor asociado
a la respuesta ’si’ y 0 a la respuesta ’no’.
Para determinar la Red Bayesiana Multinomial, se presentan en la Tabla 2.2
las probabilidades condicionadas P (LL), P (A), P (P |LL) y P (S|LL,A)
P (LL = 1) = 0.2 ⇒ P (LL = 0) = 0.8
P (A = 1) = 0.1 ⇒ P (A = 0) = 0.9
P (P = 1|LL = 1) = 1 ⇒ P (P = 0|LL = 1) = 0
P (P = 1|LL = 0) = 0.2 ⇒ P (P = 0|LL = 0) = 0.8
P (S = 1|LL = 1, A = 1) = 1 ⇒ P (S = 0|LL = 1, A = 1) = 0
P (S = 1|LL = 1, A = 0) = 1 ⇒ P (S = 0|LL = 1, A = 0) = 0
P (S = 1|LL = 0, A = 1) = 0.9 ⇒ P (S = 0|LL = 0, A = 1) = 0.1
P (S = 1|LL = 0, A = 0) = 0 ⇒ P (S = 0|LL = 0, A = 0) = 1
Tabla 2.2. Probabilidades condicionadas de las variables del Ejemplo 2.2
Teniendo en cuenta la definicio´n de Red Bayesiana, se puede obtener la pro-
babilidad conjunta como el producto de todas las probabilidades condicionadas,
de forma que
P (LL,A,P, S) = P (LL)P (A)P (P |LL)P (S|LL,A)
Con la distribucio´n de probabilidad conjunta es posible calcular la distribucio´n
de las variables de intere´s, cuando se tiene evidencia acerca de alguna variable del
problema. As´ı, en este caso, se sabe que el ce´sped del Sr. Sanchez esta´ mojado,
por tanto, se puede calcular P (A|S = 1) y P (LL|S = 1), siendo
P (A = 1|S = 1) = 0.3382
P (LL = 1|S = 1) = 0.7353
Como se puede observar con las probabilidades obtenidas, una vez que se
ha introducido evidencia en la red, siendo S = 1, tanto la probabilidad de que
sea debido al aspersor, A = 1, como la de que sea debido a la lluvia, LL = 1,
aumentan su valor respecto a las probabilidades iniciales.
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Cuando se observa el ce´sped del vecino, se puede calcular de nuevo la dis-
tribucio´n de A y de LL, as´ı, si por ejemplo el ce´sped del vecino tambie´n esta´
mojado, se tiene que
P (A = 1|S = 1, P = 1) = 0.1604
P (LL = 1|S = 1, P = 1) = 0.9328
Ahora con esta nueva evidencia, disminuye la probabilidad asociada a A = 1
y aumenta la probabilidad de LL = 1. Este efecto por el que las probabilidades
condicionadas se ven notablemente alteradas al incorporar nueva evidencia, se
conoce como explaining away y reproduce claramente el feno´meno de la trans-
misio´n de la evidencia entre los diferentes nodos de una red, no so´lo entre los que
existe un enlace.
Redes Bayesianas Gaussianas
Cuando las variables aleatorias del problema son normales, la Red Bayesiana que
lo modeliza es una Red Bayesiana Gaussiana.
En las Redes Bayesianas Gaussianas, la distribucio´n conjunta de las variables
del problema X = {X1, ..., Xn} es tambie´n normal multivariante N(µ,Σ), de
forma que la funcio´n de densidad conjunta es
f(x) = (2π)−n/2|Σ|−1/2 exp
{
−1
2
(x−µ)TΣ−1(x−µ)
}
donde µ es el vector de medias de dimensio´n n, Σ es la matriz de covarianzas,
definida positiva de dimensio´n n× n, |Σ| denota el determinante de la matriz de
covarianzas y (x−µ)T el vector traspuesto de (x−µ).
Cabe sen˜alar que la condicio´n de normalidad aplicada a las distribuciones
condicionadas de cada hijo por sus padres no implica una distribucio´n conjunta
normal multivariante , salvo en el caso en que se exigen varianzas condicionadas
constantes y regresiones lineales (Arnold, et al., 1999).
Por la definicio´n de Red Bayesiana se ha de verificar que la probabilidad
Redes Bayesianas 55
conjunta es jera´rquica, factorizandose mediante
f(x) =
n∏
i=1
f(xi|pa(Xi)).
Por tanto, partiendo de la densidad conjunta del problema N(µ,Σ), la densi-
dad condicionada f(xi|pa(Xi)) ∀Xi, es tambie´n normal y para cada variable del
problema Xi dados sus padres, viene dada por
f(xi|pa(Xi)) ∼ N
µi + i−1∑
j=1
βij(xj − µj), vi

donde βij es el coeficiente de regresio´n de Xj en la regresio´n de Xi sobre sus
padres, y vi es la varianza condicionada de Xi dados sus padres, siendo
vi = Σi −Σipa(Xi)Σ−1pa(Xi)ΣTipa(Xi).
No´tese que el coeficiente de regresio´n es cero (βij = 0) si y solo si no hay una
arista dirigida de Xj a Xi.
Para ilustrar el concepto de Red Bayesiana Gaussiana, a continuacio´n se in-
troduce un ejemplo tomado de Castillo, et al. (2003).
Ejemplo 2.3
Se desea estudiar el caudal de un r´ıo; para ello se toman varios puntos en el
r´ıo en los que se mide dicho caudal. Se asume que la distribucio´n conjunta del
caudal del agua del r´ıo es normal.
Se puede modelizar el problema mediante una Red Bayesiana Gaussiana,
donde las variables del problema son los distintos puntos del r´ıo, as´ı X =
{A,B,C,D}.
El DAG que se muestra a continuacio´n especifica una parte de la Red Bayesiana
Gaussiana
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D
B
A
C
Figura 2.3. DAG asociado a la Red Bayesiana Gaussiana que modeliza el
problema del caudal del rio
Para continuar con la especificacio´n de la Red Bayesiana Gaussiana, se han
de definir los para´metros de la distribucio´n conjunta N(µ,Σ). En este ejemplo,
µ =

3
4
9
14
 Σ =

4 4 8 12
4 5 8 13
8 8 20 28
12 13 28 42

Verifica´ndose que
f(a, b, c, d) = f(a)f(b|a)f(c|a)f(d|b, c)
Adema´s, dichas densidades condicionadas han de responder a
f(a) ∼ N(µA, vA)
f(b|a) ∼ N(µB + βBA(a− µA), vB)
f(c|a) ∼ N(µC + βCA(a− µA), vC)
f(d|b, c) ∼ N(µD + βDB(b− µb) + βDC(c− µC), vD)
Tabla 2.3. Distribucio´n condicionada de las variables del Ejemplo 2.3
Se han desarrollado diversas te´cnicas para obtener el para´metro Σ, a partir de
los para´metros βij y vi que determinan la densidades condicionadas. La matriz
de covarianzas Σ ha de ser una matriz definida positiva y ha de mantener en
su estructura, las caracter´ısticas de independencia condicionada que muestra el
DAG. Dichas te´cnicas y propiedades se exponen con detalle en la Seccio´n 2.4.
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Redes Bayesianas Mixtas
Las Redes Bayesianas Mixtas, tambie´n denotadas como Redes Bayesianas
Discretas-Gaussianas, se caracterizan por incluir variables discretas y con-
tinuas en el modelo gra´fico probabil´ıstico dirigido.
Para poder especificar el modelo, las variables discretas toman un nu´mero
finito de estados y las variables continuas han de ser Gaussianas. Adema´s, las
variables discretas deben preceder a las continuas en el grafo.
En las Redes Bayesianas Mixtas, se particiona el conjunto de nodos V =
{X1, ...,Xn} en funcio´n de si representan a variables discretas (∆) o a variables
continuas (Γ), siendo V = ∆∪Γ. As´ı, se denota el conjunto de todas las variables
aleatorias como
X = (x)α∈V = (i, ς) = ((iδ)δ∈∆ , (ςγ)γ∈Γ)
Las distribucio´n conjunta asociada a las variables que forman una Red
Bayesiana Mixta, es la distribucio´n condicionada Gaussiana, cuya densidad viene
dada por
f(x) = f(i, ς) = exp
{
g(i) + h(i)T ς − ςTK(i)ς/2}
donde i representa las variables discretas y ς las continuas, g(i) es un escalar,
h(i) un vector, K(i) una matriz definida positiva y h(i)T denota el vector h(i)
traspuesto.
Existen diversas propiedades para que la densidad conjunta se presente de
forma jera´rquica y se pueda factorizar, considerando las densidades condicionadas
de las variables dada la ocurrencia de sus padres en el DAG. Para ampliar los
conceptos introducidos acerca de Redes Bayesianas Mixtas, ve´ase Cowell, et al.
(1999).
A continuacio´n se muestra un ejemplo, introducido por Cowell, et al. (1999),
relativo al control de la emisio´n de metales pesados en los residuos de una
incineradora.
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Ejemplo 2.4
La emisio´n de residuos de una incineradora depende de los diferentes compo-
nentes de los residuos resultantes.
Otro factor importante es el residuo quemado que se mide en funcio´n de la
concentracio´n de CO2 en la emisio´n.
La eficiencia del filtro depende del estado te´cnico del electrofiltro y de la com-
posicio´n del residuo.
La emisio´n de metales pesados depende de la concentracio´n de metal en los
residuos resultantes y de la emisio´n de part´ıculas de polvo. La emisio´n de
part´ıculas de polvo se monitoriza midiendo la penetrabilidad de la luz.
Este problema se puede modelizar mediante una Red Bayesiana Mixta, ya
que se observan variables de tipo discreto y de tipo continuo en la red. Tras la
especificacio´n del DAG se presentan las variables y sus distribuciones de probabi-
lidad condicionada. Los valores de los para´metros de dichas distribuciones vienen
especificadas por los expertos tras realizar un estudio minucioso de las variables.
El DAG que describe las relaciones de dependencia entre las variables en
estudio, se muestra en la Figura 2.4.
Residuo 
quemado (B)Estado del filtro (F)
Tipo de 
residuo (W)
Metal en el 
residuo (Min)
Concentración 
de CO2 (C)
Eficiencia del filtro (E)
Emisión de 
polvo (D)
Emisión de 
metal (Mout) Penetrabilidad de la luz (L)
Figura 2.4. DAG asociado a la Red Bayesiana que modeliza el problema de la
emisio´n de residuos
Las variables discretas del problema sonW,F yB, cuyas probabilidades condi-
cionadas de intere´s se muestran en la Tabla 2.4.
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P (W = industrial) = 27 ⇒ P (W = dome´stico) = 57
P (F = eficiente) = 0.95 ⇒ P (F = deficiente) = 0.05
P (B = estable) = 0.85 ⇒ P (B = inestable) = 0.15
Tabla 2.4. Probabilidades de las variables discretas del Ejemplo 2.4
El resto de variables son normales y se representan en una escala logar´ıtmica,
especificando sus distribuciones condicionadas en la Tabla 2.5.
Min|industrial ∼ N(0.5, 0.01)
Min|dome´stico ∼ N(−0.5, 0.005)
E|eficiente, dome´stico ∼ N(−3.2, 0.00002)
E|deficiente, dome´stico ∼ N(−0.5, 0.0001)
E|eficiente, industrial ∼ N(−3.9, 0.00002)
E|deficiente, industrial ∼ N(−0.4, 0.0001)
C|estable ∼ N(−2, 0.1)
C|inestable ∼ N(−1, 0.3)
D|estable, industrial, e ∼ N(6.5 + e, 0.03)
D|estable, dome´stico, e ∼ N(6 + e, 0.04)
D|inestable, industrial, e ∼ N(7.5 + e, 0.1)
D|inestable, dome´stico, e ∼ N(7 + e, 0.1)
Mout|d,Min ∼ N(d+Min, 0.002)
L|d ∼ N(3− d/2, 0.25)
Tabla 2.5. Distribuciones condicionadas de las variables del Ejemplo 2.4
La Red Bayesiana Mixta queda determinada mediante el DAG de la Figura
2.4 y las Tablas 2.4 y 2.5.
Se han realizado interesantes aplicaciones de Redes Bayesianas Mixtas. Por
ejemplo, en modelos polige´nicos para determinar el pedigr´ı gene´tico (Sham, 1998),
donde los genes mayores son variables discretas y los efectos polige´nicos son las
variables continuas.
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Sin embargo, existen restricciones asociadas al modelo y a su disen˜o, que
dificultan la propagacio´n exacta de la evidencia (Cowell, et al., 1999).
2.2.2. Aplicaciones de las Redes Bayesianas
Como se ha ido viendo a la largo de la Seccio´n, las aplicaciones de las Redes
Bayesianas son muchas y muy diversas permitiendo modelizar problemas con
estructuras complejas. Adema´s, el mecanismo de propagacio´n de la evidencia
sirve para el aprendizaje de los para´metros y para realizar inferencia, a medida
que se tiene informacio´n acerca de las variables de la red.
Algunos autores como Buntine (1994), Heckerman (1995), Lauritzen, et al.
(2003), Dobra, et al. (2004) o Pe´rez, et al. (2006) entre otros, han aplicado las
Redes Bayesianas en la resolucio´n de problemas de distintas a´reas.
En este Apartado se muestran algunos campos que ma´s han contribuido al
desarrollo de los modelos gra´ficos en general y dos aplicaciones de las Redes
Bayesianas. La primera, de las ma´s significativas, es el diagno´stico me´dico y la
segunda, ma´s actual, esta´ en el campo de la gene´tica.
Una de las a´reas que ma´s han influido en el desarrollo de los modelos gra´ficos,
y en particular de la Redes Bayesianas, es la de la Inteligencia Artificial con los
sistemas expertos.
Un sistema experto se utiliza para codificar el conocimiento y las habilidades
de un grupo de expertos en una herramienta que pueda ser utilizada por indi-
viduos no expertos.
Los sistemas expertos esta´n formados por dos partes, la base del conocimiento
y el motor de inferencia. La base del conocimiento contiene el conocimiento
espec´ıfico de un problema, codificado. Y el motor de inferencia consiste en
uno o varios algoritmos que procesan el conocimiento codificado de la base del
conocimiento, junto con futura informacio´n espec´ıfica introducida en la apli-
cacio´n, para realizar inferencias y obtener resultados relativos a las variables
del problema.
Inicialmente, los sistemas expertos se formaban con deducciones lo´gicas (re-
glas), aunque este proceso era insuficiente y limitado, ya que no siempre es posible
Redes Bayesianas 61
determinar con certeza la ocurrencia de un evento concreto y es este aspecto del
manejo de la incertidumbre el que restaba una enorme eficiencia a los pro-
cedimientos basados en reglas.
Entonces, se introduce la idea de cuantificar la incertidumbre asociada a los
resultados de las reglas lo´gicas y surgen los sistemas expertos probabil´ısticos, que
describen las relaciones entre las variables mediante su distribucio´n de probabili-
dad conjunta.
El razonamiento bayesiano es perfecto como motor de inferencia, ya que cono-
ciendo la probabilidad conjunta del modelo, se puede actualizar la informacio´n
acerca de cualquier variable cuando se tiene evidencia sobre otra de las variables
del problema.
Son muchas las aplicaciones que los sistemas expertos han tenido en el a´rea
del diagno´stico me´dico. Cada vez ma´s problemas complejos descritos mediante
un conjunto de variables relacionadas entre s´ı, se modelizan mediante Redes
Bayesianas y la variedad de los mismos en el a´rea del diagno´stico me´dico es
cada vez mayor.
A continuacio´n se incluye un ejemplo de Red Bayesiana, introducido
inicialmente por Franklin, et al. (1991) denominado Child.
Ejemplo 2.5
El Hospital Great Ormond Street de enfermedades de nin˜os en Londres, actu´a
como centro de referencia de nin˜os prematuros con enfermedad coronaria
conge´nita.
Se sospecha de la existencia de una enfermedad cardiovascular cuando se pre-
senta cianosis (coloracio´n azul de la piel del bebe´), debido a algu´n fallo del corazo´n
ocurrido inmediatamente tras el nacimiento del bebe´. Es vital llevar al bebe´ a
algu´n centro especialista de referencia, aunque antes de transportar al bebe´ debe
comenzarse algu´n tratamiento apropiado que se consulta telefo´nicamente.
El diagno´stico no es sencillo y normalmente lo realizan me´dicos residentes
no especialistas a cualquier hora del d´ıa. La decisio´n se basa en una descripcio´n
cl´ınica dada por el pediatra de referencia y pruebas como tensio´n arterial,
electrocardiograma y rayos X.
Por la premura con la que se ha de tomar la decisio´n acerca del posible
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diagno´stico, se construye una Red Bayesiana, con informacio´n y valoraciones
aportadas por pediatras expertos, que ayude a los me´dicos a obtener un juicio
sobre la enfermedad. La Red Bayesiana construida debe ser muy eficiente, sin em-
bargo, se producira´n errores si se permiten datos ausentes, presentaciones at´ıpicas
o errores en las interpretaciones de los signos cl´ınicos.
Se consideran seis enfermedades distintas (PFC, TGA, tetralog´ıa de Fallot,
PAIVS, TAPVD y enfermedad pulmonar) que categorizan la variable Enfer-
medad.
n1: Asfixia al
nacer?
n2:
Enfermedad?
n4: LVH? n5: Conducto
de flujo?
n6: Moco
cardiaco?
n7: Cardio
parénquimia?
n8: Flujo 
pulmonar?
n9: Enfermo?
n3: Edad de 
presentación
n10: Distribución
de hipoxia
n11: Hipoxia
en O2?
n12: CO2? n13: Rayos X
del pecho?
n14: Ruidos?
n15: Informe
de LVH?
n16: Bajo 
cuerpo O2?
n17: Derecha
sup. O2?
n18: Informe
de CO2?
n19: Informe
de Rayos X?
n20: Informe 
de Ruidos?
Figura 2.5. DAG asociado a la Red Bayesiana que modeliza el problema Child
En la Figura 2.5 se muestra el DAG que describe la Red Bayesiana del pro-
blema.
Las probabilidades condicionadas fueron asignadas por los expertos mediante
la observacio´n de las bases de datos existentes.
La Red Bayesiana del ejemplo Child es muy efectiva y se utiliza para
describir la distribucio´n de la variable Enfermedad del problema, en funcio´n de
los s´ıntomas mostrados por un nin˜o concreto. De esta forma, se diagnostica la
posible enfermedad y se realizan las pruebas adecuadas.
Otra aplicacio´n importante de las Redes Bayesianas se encuentra en el campo
de la gene´tica. Esta aplicacio´n surge debido a la elevada dimensio´n de los pro-
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blemas gene´ticos, que hace intratable el problema computacionalmente. Con
Redes Bayesianas, y modelos gra´ficos probabil´ısticos en general, se pueden
realizar ca´lculos eficientes y simplificados, imponiendo hipo´tesis de independen-
cia condicionada entre las variables del problema. Estas hipo´tesis, pueden reducir
el problema a pequen˜as componentes ma´s manejables. Adema´s, debido a la es-
tructura compleja de los problemas gene´ticos, es posible representar el problema
gra´ficamente mediante los grafos introducidos en la Seccio´n 1.2.
Laurtizen, et al. (2003) describen una Red Bayesiana para tratar v´ınculos
gene´ticos asociados con el pedigr´ı, entendiendo por pedigr´ı el conjunto de rela-
ciones familiares entre un grupo de individuos. En los pedigr´ıs, es frecuente
trabajar con su representacio´n gra´fica (ve´ase la Figura 2.6).
Ejemplo 2.6
Se desea estudiar el pedigr´ı mostrado en la Figura 2.6. En dicho pedigr´ı, los
fundadores iniciales del mismo son los individuos 1,2,3, y 4. Los individuos 5,8 y
9 son fundadores recientes que se han incorporado al pedigr´ı empareja´ndose con
miembros del mismo. Finalmente, los individuos 11, 12, 13 y 14 son los u´ltimos
del pedigr´ı y no esta´n emparejados.
1 2 3 4
5 6 7 8
9 10 11 12
13 14
Figura 2.6. Representacio´n gra´fica esta´ndar del Ejemplo 2.6, donde las hembras
se muestran mediante un c´ırculo y los machos mediante un cuadrado
Para expresar el pedigr´ı de la Figura 2.6 como una Red Bayesiana, los nodos
del grafo deben representar variables aleatorias para las que se puedan definir
una distribucio´n de probabilidad conjunta que satisfaga la factorizacio´n (1.1).
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Existen varias formas de disen˜ar la Red Bayesiana y sus propiedades aso-
ciadas. En este ejemplo, se describe la red de segregacio´n, que es la ma´s directa y
que recoge todas las relaciones inherentes a las relaciones familiares del pedigr´ı.
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Figura 2.7. DAG asociado a la Red Bayesiana descrita para el problema del
pedigr´ı del Ejemplo 2.6
La Red Bayesiana de la Figura 2.7, se construye de forma que para cada indi-
viduo i, se tengan dos nodos (i0 y i1) que representen la maternidad o paternidad
heredada en los genes de i, siendo 0 la etiqueta asociada a la maternidad heredada
y 1 a la paternidad heredada. Las variables aleatorias subyacentes pueden tomar
cualquiera de los tipos de alelos del gen a del sistema.
A cada miembro del pedigr´ı no fundador, le llegan dos aristas dirigidas de los
dos genes del padre al gen paternidad y dos aristas dirigidas de los genes de la
madre al gen maternidad.
Los nodos etiquetados como i1 se asocian a la variable aleatoria Li1 asignando
el tipo de alelo del gen heredado por el individuo i de su padre. Igualmente, se
tiene para el gen heredado por i de su madre, siendo Li0 la variable aleatoria.
El resto de nodos adicionales son indicadores de la meiosis (proceso de re-
duccio´n croma´tica en el que se reduce a la mitad el nu´mero de cromosomas,
gametos o ce´lulas reproductoras) o la segregacio´n; de forma que se an˜aden a
los padres de cada nodo gen. Estos nodos son binarios, donde 1 denota que se
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ha heredado una copia del gen de paternidad y 0 indica la herencia del gen de
maternidad. De esta forma, cada tipo de alelo de los no fundadores es una funcio´n
determin´ıstica de sus padres. Por tanto, para la herencia del gen de paternidad
se tiene que
Li1 = f(lp1i
, lp0i
, spi,i) =
{
lp1i
si spi,i = 1
lp0i
si spi,i = 0
Y de forma similar para el gen de maternidad heredada
Li0 = f(lm1i
, lm0i
, smi,i) =
{
lm1i si smi,i = 1
lm0i
si smi,i = 0
donde mi y pi son etiquetas ligadas a la madre y el padre del individuo i, y spi,i
y smi,i son variables binarias que asignan indicadores de segregaciones de i del
padre y de la madre, respectivamente.
La leyes de la herencia se pueden codificar dejando que los indicadores de
segregacio´n sean independientes, con probabilidades de transmisio´n dadas por
P (Spi,i = 1) = p1 y P (Smi,i = 1) = p0
siendo para el caso ma´s simple de la herencia Mendeliana p1 = p0 = 1/2.
En la Red Bayesiana de la Figura 2.7 tambie´n se supone la unio´n aleatoria
de los gametos (ce´lulas que, en la reproduccio´n sexual, se unen a otra ce´lula para
dar origen a un nuevo ser), adema´s de mostrarse la independencia entre genes
fundadores del resto y de los indicadores de segregacio´n.
Para obtener ma´s detalles acerca de la obtencio´n de la Red Bayesiana que
describe el problema del pedigr´ı presentado, puede verse Lauritzen, et al. (2003).
Tambie´n Dobra, et al. (2004) contiene aplicaciones de las Redes Bayesianas,
para la descripcio´n y resolucio´n de problemas de deteccio´n de patrones en las
expresiones gene´ticas obtenidas mediante microarrays.
2.3. Propagacio´n de la evidencia en Redes Bayesianas
En esta Seccio´n se presenta el proceso de propagacio´n de la evidencia, que
es una de las caracter´ısticas fundamentales asociadas a las Redes Bayesianas.
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Este proceso, tambie´n denominado propagacio´n de incertidumbre o inferencia
probabil´ıstica, consiste en actualizar la informacio´n probabil´ıstica de las variables
de la red cuando se tiene informacio´n o evidencia acerca del estado o del valor de
alguna de las variables que componen el problema.
Como se ha comentado en el Cap´ıtulo anterior, estos me´todos de propagacio´n
de la evidencia se basan principalmente en el Teorema de Bayes, que permite
calcular las probabilidades a posteriori de ocurrencia de un determinado suceso,
dada la probabilidad a priori de dicho suceso y la verosimilitud de los datos.
La informacio´n actualizada de las variables es la probabilidad a posteriori de las
mismas.
De hecho, las Redes Bayesianas reciben dicho nombre por la utilizacio´n del
Teorema de Bayes en la actualizacio´n de las probabilidades de la red. Sin em-
bargo, para Redes Bayesianas con un gran nu´mero de variables se ha de recurrir
a me´todos de propagacio´n eficientes, como los que se describira´n posteriormente,
que generalizan la idea del Teorema de Bayes.
Los me´todos de propagacio´n de la evidencia que se introducen en esta Seccio´n
se han desarrollado para el caso discreto y son ba´sicos para entender la idea
fundamental de propagacio´n de la evidencia basada en el env´ıo de mensajes y la
multiplicacio´n de potenciales para actualizar las probabilidades de la red.
Adema´s, se presentan dos algoritmos de propagacio´n de la evidencia. El
primero se basa en el env´ıo de mensajes cuando la estructura del DAG es simple,
un polia´rbol. El segundo algoritmo muestra la misma idea pero cuando la estruc-
tura del DAG es ma´s compleja y existe un a´rbol de unio´n asociado a dicho DAG.
Este u´ltimo algoritmo es ba´sico para el conocimiento de las Redes Bayesianas y
es el ma´s utilizado; adema´s, se ha implementado en programas espec´ıficos para el
tratamiento de Redes Bayesianas, como el programa HUGIN1 (Andersen, et al.,
1989).
En esta Seccio´n se presenta la definicio´n de evidencia y los algoritmos de
propagacio´n comentados. Dado que en la siguiente Seccio´n se estudian a fondo las
Redes Bayesianas Gaussianas, es en dicho punto donde se introduce un algoritmo
de propagacio´n de la evidencia para el modelo Gaussiano.
1Pa´gina web del programa http://www.hugin.com
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2.3.1. Evidencia y propagacio´n
En las Redes Bayesianas se tiene evidencia acerca de una variable aleatoria,
cuando para una situacio´n particular, se conoce el estado de dicha variable. As´ı,
se define el concepto de evidencia como
Definicio´n 2.1 (Evidencia)
Sea una Red Bayesiana donde X = {X1, ...,Xn} es el conjunto de variables
del problema. Se dice que existe evidencia acerca de un subconjunto de variables
E ⊂ X, cuando se conocen los valores exactos que toman dichas variables, siendo
E = {Xe1 = e1, ...,Xek = ek} con k < n.
El conjunto de evidencias tambie´n se denota como E = e.
La evidencia es un elemento dina´mico que var´ıa en funcio´n de la situacio´n de
la red en el momento. As´ı, en Redes Bayesianas disen˜adas por ejemplo para el
diagno´stico me´dico, con una estructura de ”s´ıntomas-enfermedad”, dependiendo
de los s´ıntomas del paciente, se tendra´ una evidencia u otra, y por tanto una
probabilidad distinta asociada a las posibles enfermedades causantes de dichos
s´ıntomas.
Inicialmente, cuando se describe una Red Bayesiana no se tiene evidencia
acerca de ninguna de las variables del problema, por tanto en este caso el proceso
de propagacio´n de la evidencia consiste en calcular las probabilidades marginales
para cada variable Xi ∈ X, obtenie´ndose as´ı una primera informacio´n sobre la
distribucio´n marginal de cada variable del problema.
Cuando para un caso particular, se tiene evidencia acerca de la ocurrencia de
alguna de las variables del problema, el proceso de propagacio´n de la evidencia
consiste en calcular las probabilidades condicionadas de cada variable Xi /∈ E
dada la evidencia E = e, obtenie´ndose p(xi|e) en el caso discreto o f(xi|e) en el
continuo, para todo Xi /∈ E.
Obviamente, cuando no se dispone de evidencia, siendo E = φ, las probabili-
dades condicionadas son las probabilidades marginales obtenidas al comienzo.
Considerando como se indico´ anteriormente una Red Bayesiana Discreta, en
el proceso de propagacio´n de la evidencia se puede obtener la probabilidad condi-
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cionada de intere´s p(xi|e) mediante su propia definicio´n, de forma que
p(xi|e) = p(xi, e)
p(e)
∝ p(xi, e) (2.1)
siendo 1p(e) la constante de proporcionalidad.
Como existe una estructura de dependencia entre las variables del problema,
es fundamental trabajar teniendo en cuenta las distintas relaciones de indepen-
dencia que se tienen entre dichas variables. As´ı, la distribucio´n de probabilidad
conjunta puede obtenerse mediante la expresio´n de la definicio´n de Red Bayesiana,
en (1.1), donde la probabilidad conjunta viene dada por el producto de todas las
probabilidades condicionadas dada la ocurrencia de sus padres en el DAG, es
decir
p(x) =
n∏
i=1
p(xi|pa(Xi))
Para realizar de forma eficiente el proceso de propagacio´n de la evidencia, y
por tanto los distintos ca´lculos asociados a la probabilidad conjunta y a la proba-
bilidad condicionada, es fundamental trabajar con la estructura de dependencia
que presenta la Red Bayesiana en el DAG. De no ser as´ı, el proceso de propagacio´n
de la evidencia ser´ıa ineficiente ya que el tiempo de procesamiento necesario para
realizar los ca´lculos crece exponencialmente a medida que aumenta el nu´mero de
variables del problema.
2.3.2. Algoritmos de propagacio´n de la evidencia
Existen diversos algoritmos de propagacio´n de la evidencia en Redes Bayesianas
y se pueden clasificar en algoritmos exactos y aproximados. Para los algoritmos
de propagacio´n exactos, se obtienen las probabilidades de los nodos de forma pre-
cisa y sin error. Los algoritmos de propagacio´n aproximados2 utilizan te´cnicas de
simulacio´n para obtener valores aproximados de las probabilidades y se aplican
cuando los exactos son muy costosos o inaplicables.
Diversos autores han desarrollado algoritmos de propagacio´n de la evidencia.
As´ı, en Redes Bayesianas Discretas destacan Olmsted (1983) y Shachter (1988)
2Ve´ase Saul, et al. (1996) y Jaakkola, et al. (1996)
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que desarrollan un algoritmo basado en hacer las aristas del DAG reversibles,
hasta que la respuesta a la pregunta probabil´ıstica pueda ser le´ıda directamente
del grafo, de forma que la probabilidad de intere´s asociada a cada arista re-
versible se obtiene tras la aplicacio´n del Teorema de Bayes. Kim, et al. (1983)
y Pearl (1986b) desarrollan el esquema de ”paso-de-mensaje” que actualiza la
distribucio´n de probabilidad de cada nodo de la Red Bayesiana cuando se tiene
evidencia acerca de una o ma´s variables. Lauritzen, et al. (1988), Jensen, et al.
(1990a), Jensen, et al. (1990b) y Dawid (1992) desarrollan un algoritmo basado
en transformar el DAG inicial, que representa la Red Bayesiana, en un a´rbol
donde cada nodo del a´rbol esta´ formado por un subconjunto de variables de X;
adema´s, este algoritmo explota diversas propiedades matema´ticas del a´rbol para
realizar el proceso de propagacio´n de la evidencia. Posteriormente, D’Ambrosio
(1991) desarrolla un algoritmo de propagacio´n de la evidencia que simplifica al-
guno de los ca´lculos del algoritmo especificado anteriormente, aunque sigue siendo
el algoritmo descrito por Lauritzen, et al. (1988), Jensen, et al. (1990a), Jensen,
et al. (1990b) y Dawid (1992) el ma´s utilizado en Redes Bayesianas Discretas.
Para las Redes Bayesianas Gaussianas o Redes Bayesianas Mixtas, los algorit-
mos desarrollados utilizan resultados asociados a la independencia condicionada,
para simplificar el proceso de inferencia. En dichas redes Normand, et al. (1992)
y Lauritzen (1992), respectivamente, desarrollan dos algoritmos de propagacio´n
exactos; el primero basa´ndose en la propagacio´n en polia´rboles y el segundo en
la propagacio´n en a´rboles de unio´n. Lauritzen, et al. (2001) desarrollan un al-
goritmo alternativo a Lauritzen (1992) en el que se estabiliza el esquema de los
ca´lculos locales y Cowell (2005) presenta un esquema de propagacio´n en Redes
Bayesianas Gaussianas sobre el grafo descomponible asociado, describiendo un
algoritmo para realizar los ca´lculos locales en dichos modelos que combina la
aproximacio´n de Lauritzen, et al. (2001) con algunos elementos descritos por
Shachter, et al. (1989) para modelos gra´ficos Gaussianos.
A pesar de trabajar con las relaciones de independencia condicionada para
simplificar el proceso de propagacio´n de la evidencia, la propagacio´n exacta en
Redes Bayesianas es un problema NP-duro (Cooper, 1990). Incluso los algorit-
mos de propagacio´n aproximados son tambie´n NP-duros, ve´ase Dagum, et al.
(1993). Esto es debido a la estructura gra´fica de la Red Bayesiana que a pesar
de ser un DAG, en la propagacio´n de la evidencia se modifica dicha estructura
gra´fica pudiendo existir ciclos no dirigidos, que hacen intratable el proceso de
propagacio´n de la evidencia. No obstante en la mayor´ıa de los casos particulares
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se llega a una solucio´n mediante un proceso eficiente.
En esta Memoria se trabaja con un algoritmo de propagacio´n exacto para
Redes Bayesianas Gaussianas que se detalla posteriormente en el Apartado 2.4.4
de la Seccio´n 2.4.
En los siguientes puntos se muestra el desarrollo del proceso de propagacio´n de
la evidencia desde que Kim, et al. (1983) y Pearl (1986b) presentan su algoritmo
basado en ”paso-de-mensaje” pensado para la propagacio´n en polia´rboles, hasta
el algoritmo ma´s frecuentemente utilizado en la propagacio´n en Redes Bayesianas
Discretas, desarrollado por diversos autores como Lauritzen, et al. (1988), Jensen,
et al. (1990a) y Dawid (1992), denominado propagacio´n en a´rboles de unio´n o
universos del conocimiento (Jensen, et al., 1990b).
El objetivo de este Apartado es conocer e implementar el proceso de propa-
gacio´n de la evidencia en Redes Bayesianas, pasando de una estructura gra´fica
sencilla de DAG, los polia´rboles, a una estructura ma´s compleja y general de
DAG. A pesar de esto, se han introducido diversos me´todos de propagacio´n efi-
cientes considerando otras estructuras gra´ficas caracter´ısticas aunque el me´todo
de propagacio´n en a´rboles de unio´n es el ma´s generalizado.
Este proceso se muestra para un conjunto de variables discretas ya que fueron
las Redes Bayesianas Discretas las primeras en describirse y presentan claramente
la idea que subyace en el proceso de propagacio´n de la evidencia basa´ndose en el
Teorema de Bayes.
A pesar de realizarse los procesos de propagacio´n cuando se tiene evidencia
acerca de alguna de las variables de la red, la propagacio´n de la evidencia tambie´n
se puede efectuar en una fase inicial del problema, cuando no se tiene evidencia
de ninguna variable. En este caso se obtienen las probabilidades marginales de
cada una de las variables que forman la red, p(xi), a partir de la definicio´n de
Red Bayesiana, con P dado por p(xi|pa(Xi)) para todo Xi.
Propagacio´n en Polia´rboles
En este Punto se muestra la idea inicial de propagacio´n de la evidencia presentada
por Kim, et al. (1983) y Pearl (1986b) basada en el env´ıo de un mensaje a
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trave´s de la red, siendo dicho mensaje el resultado de algunos ca´lculos locales.
Adema´s, se introduce el algoritmo asociado de propagacio´n, que destaca por tener
una complejidad lineal en el nu´mero de nodos y aristas que componen la Red
Bayesiana. El grafo que representa la Red Bayesiana en estudio es un polia´rbol.
Como se ha visto en el Cap´ıtulo 1, un polia´rbol es una estructura simple
que se caracteriza por tener un u´nico camino entre cada par de nodos, pudiendo
existir nodos con ma´s de un padre. Por tanto, cada nodo Xi divide al polia´rbol
en dos polia´rboles inconexos: uno que contiene a sus padres y a los nodos que
son accesibles desde Xi a trave´s de sus padres y otro que contiene a sus hijos y
a los nodos que son accesibles desde Xi a trave´s de sus hijos.
Sea E = e la evidencia de la Red Bayesiana. Teniendo en cuenta la estructura
del polia´rbol, para calcular la probabilidad de intere´s p(xi|e) para todo xi de
Xi /∈ E, se descompone la evidencia E en dos subconjuntos disjuntos, de forma
que cada subconjunto esta´ contenido en uno de los polia´rboles obtenidos al separar
el polia´rbol original por el nodo Xi, quedando
E+i : subconjunto de E accesible desde Xi a trave´s de sus padres
E−i : subconjunto de E accesible desde Xi a trave´s de sus hijos
Donde E = E+i ∪E−i .
Aplicando la definicio´n de probabilidad condicionada (2.1) se tiene que
p(xi|e) = p(xi|e+i , e−i ) =
p(xi,e
+
i ,e
−
i )
p(e+i ,e
−
i )
=
p(e+i ,e
−
i |xi)p(xi)
p(e+i ,e
−
i )
Como en el polia´rbol inicial el nodoXi separaE
+
i deE
−
i , entoncesE
+
i ‖ E−i |Xi,
siendo la probabilidad de intere´s
p(xi|e) = p(e
+
i |xi)p(e−i |xi)p(xi)
p(e+i ,e
−
i )
=
p(e+i , xi)p(e
−
i |xi)
p(e+i ,e
−
i )
Considerando k = 1
p(e+i ,e
−
i )
la constante de normalizacio´n y siendo λi(xi) =
p(e−i |xi) la probabilidad de tener evidencia procedente de los hijos de Xi y
ρi(xi) = p(e
+
i , xi) la probabilidad conjunta asociada a la evidencia procedente
de los padres de Xi, se tiene que
p(xi|e) = kλi(xi)ρi(xi) = kβi(xi) ∝ βi(xi)
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donde βi(xi) = λi(xi)ρi(xi)
Las funciones λi(xi) y ρi(xi) son los mensajes de env´ıo entre pares de nodos,
por tanto, para su ca´lculo se considera la siguiente situacio´n mostrada en la
Figura 2.8 donde el nodo Xi tiene p padres y h hijos, siendo U = {U1, ..., Up} el
conjunto de padres de Xi y L = {L1, ..., Lh} el conjunto de hijos de Xi.
U1 Up
Xi
LhL1
…
…
Figura 2.8. Padres e hijos del nodo Xi
De esta forma, el conjunto E+i de evidencias accesibles desde Xi a trave´s de
sus padres y el conjunto E−i de evidencias accesibles desde Xi a trave´s de sus
hijos, pueden venir dados como
E+i = {E+U1Xi , ..., E+UpXi}
E−i = {E−XiL1 , ..., E−XiLh}
donde E+UjXi es el subconjunto de E
+
i contenido en el grafo asociado al nodo Uj
cuando se elimina la arista Uj −→ Xi y E+XiLj es el subconjunto de E−i contenido
en el grafo asociado al nodo Lj cuando se elimina la arista Xi −→ Lj .
Para obtener ρi(xi) se considera una realizacio´n de los padres del nodo Xi tal
que u = {u1, .., up} y se trabaja con la relacio´n de independencia condicionada
que se tiene entre {Uj , E+UjXi} y {Uk, E+UkXi} ∀j = k.
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ρi(xi) = p(e
+
i , xi) =
∑
u
p(u ∪ e+i , xi) =
∑
u
p(xi|u ∪ e+i )p(u ∪ e+i ) =
=
∑
u
p(xi|u ∪ e+i )p(u ∪ e+U1Xi ∪ ... ∪ e+UpXi) =
=
∑
u
p(xi|u ∪ e+i )
p∏
j=1
p(uj ∪ e+UjXi) =
=
∑
u
p(xi|u ∪ e+i )
p∏
j=1
ρUjXi(uj) (2.2)
siendo ρUjXi(uj) = p(uj ∪ e+UjXi) el mensaje ρ que Xi recibe de su padre Uj . Por
tanto, la funcio´n ρi(xi) se puede obtener en cuanto el nodo Xi haya recibido los
mensajes ρ de todos sus padres.
Si Uj fuese una variable evidencial, con uj = ej , entonces el mensaje que env´ıa
Uj a su hijo Xi es
ρUjXi(uj) =
{
1 si uj = ej
0 si uj = ej
Para calcular la funcio´n λi(xi) se tiene en cuenta que los elementos de E
−
i
esta´n d−separados dado Xi. Por tanto se obtiene λi(xi) como
λi(xi) = p(e
−
i |xi) = p(e−XiL1 , ..., e−XiLh |xi) =
h∏
j=1
p(e−XiLj |xi) =
h∏
j=1
λLjXi(xi)
(2.3)
donde λXiLj(xi) = p(e
−
XiLj
|xi) es el mensaje λ que Xi recibe de su hijo Lj . Por lo
que λi(xi) se puede calcular en cuanto Xi haya recibido los mensajes λ de todos
sus hijos.
La probabilidad de intere´s viene dada por la siguiente expresio´n
p(xi|e) ∝ βi(xi) =
 h∏
j=1
λLjXi(xi)
∑
u
p(xi|u ∪ e+i )
p∏
j=1
ρUjXi(uj)

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Una vez que Xi recibe todos los mensajes de sus padres y de sus hijos, es
fundamental conocer el mensaje que el nodo Xi env´ıa a un hijo cualquiera Lj,
es decir ρXiLj(xi). Para ello se considera el nodo Xi y su hijo Lj. Teniendo en
cuenta que la evidencia accesible desde Lj a trave´s de su padre Xi viene dada
por la evidencia accesible desde Xi a trave´s de sus padres (E
+
i ) y por la evidencia
accesible desde Xi a trave´s del resto de sus hijos Lk con k = j, siendo
E+XiLj = E
+
i ∪
k =j
E−XiLk
se puede calcular el mensaje que Xi env´ıa a su hijo Lj como ρXiLj (xi), tal que
ρXiLj(xi) = p(xi ∪ e+XiLj ) = p
xi ∪
e+i ⋃
k =j
e−XiLk
 =
= p
e+i |xi⋃
k =j
e−XiLk
 p
xi⋃
k =j
e−XiLk
 =
= p
(
e+i |xi
)
p
⋃
k =j
e−XiLk |xi
 p(xi)
∝ p (xi|e+i )∏
k =j
p
(
e−XiLk |xi
)
∝ ρi(xi)
∏
k =j
λLkXi (xi) (2.4)
En este caso, el mensaje ρXiLj (xi) puede ser enviado del nodo Xi a su hijo
Lj tan pronto se haya calculado su funcio´n ρi(xi) y recibido los mensajes λ del
resto de sus hijos, es decir, en cuanto Xi haya recibido todos los mensajes de sus
padres y del resto de sus hijos.
Del mismo modo, si Xi es un nodo con evidencia, entonces el mensaje de Xi
a Lj es
ρXiLj (xi) =
{
1 si xi = ei
0 si xi = ei
Finalmente para calcular el mensaje λ que Lj manda a su padreXi (λLjXi(xi))
se considera el conjunto de todos los padres de Lj distintos de Xi como V =
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{V1, ..., Vq}, de forma que el nodo Lj tiene q + 1 padres. Entonces la evidencia
accesible desde Xi a trave´s de su hijo Lj es tal que
e−XiLj = e
−
Lj
∪ e+V Lj
siendo e+V Lj la evidencia que Lj obtiene a trave´s de todos sus padres, excepto del
nodo Xi.
De esta forma,
λLjXi(xi) = p
(
e−XiLj |xi
)
=
∑
lj ,v
p
(
lj ,v, e
−
XiLj
|xi
)
=
∑
lj ,v
p
(
lj,v, e
−
Lj
, e+V Lj |xi
)
=
=
∑
lj ,v
p
(
e−Lj |lj,v, e+V Lj , xi
)
p
(
lj|v, e+V Lj , xi
)
p
(
v, e+V Lj |xi
)
=
=
∑
lj
p
(
e−Lj |lj
)∑
v
p (lj |v, xi) p
(
v, e+V Lj
)
=
=
∑
lj
λLj (lj)
∑
v
p (lj |pa(Lj))
q∏
k=1
ρVkLjp (vk) (2.5)
Por tanto, el nodo Xi puede enviar el mensaje λ a su padre Uj (λXiUj(uj)) en
cuanto haya calculado la funcio´n λi(xi) y haya recibido los mensajes ρ del resto
de los padres, es decir, en cuanto Xi haya recibido todos los mensajes de sus hijos
y del resto de sus padres.
A continuacio´n se introduce un algoritmo, basado en lo anterior, para calcular
las probabilidades p(xi|e) para todos sus nodos no evidenciales Xi /∈ E. En dicho
algoritmo, para no tener problema con los mensajes que se env´ıan, se generaliza la
notacio´n dada a cualquier variable Xi del conjunto de variables X, de forma que
Xi puede ser variable evidencial Xi ∈ E y variable no evidencial, tal que Xi /∈ E.
Para profundizar en la idea y en el algoritmo de propagacio´n en polia´rboles ve´ase
Kim, et al. (1983), Pearl (1986b) o Castillo, et al. (1997a).
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Algoritmo de propagacio´n en polia´rboles
Entrada: La Red Bayesiana (D, P ) donde D es un polia´rbol, X = {X1, ..., Xn}
es el conjunto de variables de la red y E = e es un conjunto de evidencias.
Salida: Las distribuciones de probabilidad condicionadas p(xi|e) para todo
Xi /∈ E.
Paso 1. Inicializar los mensajes de env´ıo para todas las variables evidencialesXi ∈ E
tal que
ρi(xi) =
{
1 si xi = ei
0 si xi = ei
λi(xi) =
{
1 si xi = ei
0 si xi = ei
Paso 2. Para las variables no evidenciales Xi /∈ E que no tengan padres en el DAG,
inicializar el mensaje ρi(xi) como
ρi(xi) = p(xi)
Paso 3. Para las variables no evidenciales Xi /∈ E que no tengan hijos en el DAG,
inicializar el mensaje λi(xi) como
λi(xi) = 1
Paso 4. Para cada variable no evidencial Xi /∈ E calcular
(a) Si Xi a recibido los mensajes ρ de todos sus padres entonces ρi(xi) se
calcular como en (2.2), tal que
ρi(xi) =
∑
u
p(xi|u ∪ e+i )
p∏
j=1
ρUjXi(uj)
(b) Si Xi ha recibido los mensajes λ de todos sus hijos, entonces λi(xi) se
calcula mediante la siguiente expresio´n, presentada en (2.3)
λi(xi) =
h∏
j=1
λLjXi(xi)
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(c) Si ya se ha calculado ρi(xi), entonces, para cada hijo Lj de Xi, tal
que Xi ya ha recibido los mensajes λ del resto de sus hijos, calcular y
enviar el mensaje ρXiLj (xi) apoya´ndose en (2.4).
Si Xi ha recibido los mensajes λ de todos sus hijos, entonces ya puede
enviar todos los mensajes ρ.
(d) Si ya se ha calculado λi(xi), entonces, para cada padre Uj de Xi, tal
que Xi ya ha recibido los mensajes ρ del resto de sus padres, calcular
y enviar el mensaje λXiUj (ui) apoya´ndose en (2.5).
De igual forma, si Xi ha recibido los mensajes ρ de todos sus padres,
entonces ya puede enviar todos los mensajes λ.
Paso 5. Repetir el Paso 4 tantas veces sea necesario hasta obtener las funciones ρ
y λ de todas las variables no evidenciales Xi /∈ E, de forma que no exista
ningu´n nuevo mensaje en una iteracio´n completa.
Paso 6. Calcular βi(xi) para cada variable no evidencial Xi /∈ E, siendo βi(xi) ∝
p(xi|e), teniendo en cuenta que
βi(xi) = λi(xi)ρi(xi)
Paso 7. Calcular p(xi|e) para cada variable no evidencial Xi /∈ E, normalizando la
funcio´n βi(xi), de forma que
p(xi|e) = βi(xi)∑
xi
βi(xi)
Cuando solo se tenga intere´s en una variable Xi del problema, siendo dicha
variable la variable objetivo o de intere´s, no es necesario realizar todo el proceso
de propagacio´n hasta encontrar las funciones ρ y λ ya que el objetivo es conocer
ρi(xi) y λi(xi).
Propagacio´n en a´rboles de unio´n
En este Punto se introduce la idea de transformar la estructura gra´fica del DAG
en un a´rbol de unio´n de ciclados, para obtener de forma eficiente la distribucio´n
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de probabilidad de las variables del problema, cuando se tiene evidencia acerca
de la ocurrencia de alguna de las mismas.
Al igual que en el me´todo de propagacio´n en polia´rboles, el algoritmo que se
presenta se basa en el env´ıo de mensajes, pero ahora la estructura gra´fica es la
de un a´rbol de unio´n de ciclados construido a partir del DAG, que representa la
Red Bayesiana en estudio.
Como se ha expuesto en el Cap´ıtulo 1, la estructura del DAG que representa la
red del problema puede manipularse hasta obtener un a´rbol de unio´n de ciclados.
Para ello, se moraliza el grafo no dirigido asociado al DAG. Posteriormente, se
triangula el grafo resultante, obteniendo as´ı el a´rbol de unio´n de ciclados3. En
la Figura 2.9 se muestra un DAG y su transformacio´n en un a´rbol de unio´n de
ciclados.
B
C D
(1) (2)
E F
A
A,B,C B,C,D
C,D,FC,E
Figura 2.9. DAG (1) y a´rbol de unio´n asociado (2)
Conside´rese un a´rbol de unio´n de ciclados en el que cada nodo representa un
ciclado C = {C1, ..., Ck}. El conjunto de potenciales asociados a los ciclados del
grafo viene dado por {ψ1(c1), ..., ψk(ck)}, siendo
ψi(ci) =
∏
xi∈Ci
p(xi|pa(Xi))
Sean Sij , o Sji, el conjunto separador de los ciclados Ci y Cj , dado por
Sij = Ci ∩Cj . En la Figura 2.10 se representa el a´rbol de unio´n (2) de la Figura
2.9 con los separadores de los ciclados.
3Para ampliar la informacio´n acerca del proceso de manipulacio´n del DAG hasta obtener un
a´rbol de unio´n, ve´ase el Apartado 1.2.5. Estructuras gra´ficas de intere´s.
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A,B,C B,C,D
C,D,FC,E
B,C
C C,D
Figura 2.10. A´rbol de unio´n con el conjunto de separadores
Teniendo en cuenta la estructura del a´rbol de unio´n, el proceso de propagacio´n
de la evidencia, consiste en realizar los ca´lculos locales necesarios en cada ciclado
enviando y propagando mensajes entre los ciclados vecinos del a´rbol de unio´n,
de manera que se efectu´e la propagacio´n de la evidencia de forma ana´loga a la
propagacio´n en polia´rboles.
Sea E = e el conjunto de evidencias. Se sabe que la probabilidad de intere´s
p(xi|e) de un nodo cualquiera Xi /∈ E, se puede obtener aplicando el Teorema de
Bayes, considerando las funciones potenciales de los ciclados. Aunque el primer
paso consiste en que las funciones potenciales absorban la evidencia, de forma
que si una variable Xi es evidencial, entonces se asocia dicha variable a uno de
los ciclados Ci a los que pertenece y se modifica la funcio´n potencial de dicho
ciclado, de manera que
ψ∗i (ci) =
{
0 si algu´n valor de ci no es consistente con e
ψi(ci) en otro caso
El resto de potenciales no se modifican.
En adelante, se denotan todos los potenciales de igual forma, ψi(ci), aunque
algunos se hayan modificado en el proceso de absorcio´n de la evidencia.
El paso siguiente, consiste en calcular los mensajes que se env´ıan entre ci-
clados vecinos en el a´rbol de unio´n, trabajando con el producto de las funciones
potenciales de los vecinos.
Teniendo en cuenta la informacio´n de los mensajes recibidos por cada ciclado,
se calcula la distribucio´n de probabilidad del separador y del ciclado, como la
distribucio´n marginal de la probabilidad conjunta, quedando dicha probabilidad
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en funcio´n de los mensajes que se env´ıan entre ciclados. Posteriormente, se mar-
ginaliza la distribucio´n de probabilidad del ciclado p(ci) que contenga a la variable
Xi, sobre el resto de variables del ciclado, para obtener la probabilidad de intere´s
p(xi|e); generalmente se considera en este proceso el ciclado de menor taman˜o
que contiene a la variable Xi.
Sea Ci un ciclado cualquiera del a´rbol de unio´n y sean {B1, ..., Bq} sus ciclados
vecinos. Si se elimina la arista que une los ciclados Ci y Bj se obtienen dos
subgrafos disjuntos, uno en el que esta´n Ci y sus ciclados vecinos, excepto Bj y
otro en el que esta´ Bj . Conside´rese en esta situacio´n los siguientes conjuntos:
Cij : conjunto de ciclados asociados a Ci. Al eliminarse la arista entre Ci y Bj
se tiene que Bj /∈ Cij .
Xij: conjunto de todos los nodos contenidos en Cij.
De forma que los conjuntos Cij y Cji son complementarios, al igual que Xij y
Xji, siendo el conjunto de todas las variables del problema tal que X = Cij∪Cji =
Xij ∪Xji.
Con el grafo separado, obtenido tras eliminar la arista Ci–Bj, se procede
al ca´lculo de las distribuciones de probabilidad conjuntas tanto de cada ciclado,
como de cada separador. Para ello, se comienza con la distribucio´n de probabili-
dad de los separadores.
Para obtener la distribucio´n de probabilidad de un conjunto separador Sij , se
ha de tener en cuenta que
X \ Sij = (Xij ∪Xji) \ Sij = (Xij \ Sij) ∪ (Xji \ Sij) = Rij ∪Rji
donde Rij = Xij \ Sij son los residuos dados por el conjunto de variables con-
tenidas en el suba´rbol asociado a Ci pero que no esta´n en Bj cuando se elimina
la arista Ci–Bj.
Si un nodo esta´ contenido en dos ciclados distintos, entonces tiene que estar
tambie´n contenido en todos los ciclados que haya en el camino que une ambos
ciclados, as´ı, los nodos comunes entre Xij y Xji tienen que estar contenidos en
el separador Sij , por tanto los residuos Rij y Rji son subconjuntos disjuntos.
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Trabajando con esta idea se obtiene la distribucio´n de probabilidad conjunta
de Sij como
p(sij) =
∑
x\sij
k∏
l=1
ψl(cl) =
∑
rij∪rji
k∏
l=1
ψl(cl) =
=
∑
rij
∏
cl∈Cij
ψl(cl)
∑
rji
∏
cl∈Cji
ψl(cl)
 =
= Mij(sij)Mji(sij)
donde Mij(sij) =
∑
rij
∏
cl∈Cij
ψl(cl) es el mensaje que env´ıa el ciclado Ci al ciclado
vecino Bj y Mji(sij) =
∑
rji
∏
cl∈Cji
ψl(cl) es el mensaje que env´ıa el ciclado Bj a Ci.
Por tanto, la distribucio´n de probabilidad conjunta del separador Sij viene
dada por el producto de los dos mensajes que se env´ıan entre los ciclados Ci y
Bj . No´tese que la informacio´n necesaria para calcular cada uno de los mensajes,
esta´ en uno de los dos subgrafos obtenidos al eliminar la arista Ci–Bj, como
son subgrafos separados del a´rbol de unio´n de ciclados, estos mensajes propagan
la informacio´n de una parte del grafo en la otra parte. Adema´s los mensajes
pueden calcularse de forma independiente, lo que facilita la implementacio´n del
algoritmo.
Para obtener la distribucio´n de probabilidad del ciclado Ci, se procede de
igual manera que con los separadores, de forma que
X \ Ci =
(
q⋃
l=1
Xli
)
\ Ci =
q⋃
l=1
(Xli \ Ci) =
q⋃
l=1
Rli
siendo Rli = Xli \Ci, ya que segu´n la propiedad de los a´rboles de unio´n que dice
que cada variable de Xli que esta´ contenida en Ci tambie´n esta´ contenida en Sli,
de manera que Rli = Xli \ Ci = Xli \ Sli.
De esta forma, se puede calcular la distribucio´n de probabilidad del ciclado
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Ci como
p(ci) =
∑
x\ci
k∏
j=1
ψj(cj) = ψi(ci)
∑
x\ci
∏
j =i
ψj(cj) =
= ψi(ci)
∑
r1i∪...∪rqi
∏
j =i
ψj(cj) =
= ψi(ci)
∑
r1i
∏
cl∈C1i
ψl(cl)
 ...
∑
rqi
∏
cl∈Cqi
ψl(cl)
 =
= ψi(ci)
q∏
j=1
Mji(sji)
donde Mji(sij) es el mensaje que env´ıa el ciclado Bj al ciclado vecino Ci.
Por tanto, la distribucio´n de probabilidad del ciclado p(ci) se puede calcular
en cuanto Ci haya recibido todos los mensajes de los ciclados vecinos. Y la
distribucio´n de probabilidad conjunta de un ciclado cualquiera se obtiene cuando
se han calculado y enviado todos los mensajes.
Si p(ci) no acumula una probabilidad total de 1, entonces se divide cada una
de las probabilidades de todos los posibles valores entre la suma que acumula
p(ci), de forma que la probabilidad del ciclado valga 1.
Se puede simplificar el ca´lculo de los mensajes Mij(sij), teniendo en cuenta
que
Xij \ Sij = (Ci \ Sij) ∪
⋃
l =j
Xli \ Sli
 .
As´ı, se obtiene que el mensaje que env´ıa el ciclado Ci al ciclado vecino Bj como
Mij(sij) =
∑
xij\sij
∏
cs∈Cij
ψs(cs) =
∑
ci\sij
∑
(xli\sli),l =j
∏
cs∈Cij
ψs(cs) =
=
∑
ci\sij
ψi(ci)
∏
l =j
∑
xli\sli
∏
cs∈Cli
ψs(cs) =
=
∑
ci\sij
ψi(ci)
∏
l =j
Mli(sli). (2.6)
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Por tanto, el mensajeMij(sij) que env´ıa el ciclado Ci a su vecino Bj se puede
calcular en el momento que Ci haya recibido todos los mensajes Mli(sli) de sus
ciclados vecinos.
Como se ha comentado anteriormente, cuando se tiene la distribucio´n de
probabilidad conjunta de todos los ciclados, se marginaliza la distribucio´n de
probabilidad del ciclado que contenga a Xi para obtener la probabilidad de in-
tere´s p(xi|e). Cuando el nodo Xi este´ contenido en ma´s de un ciclado, se puede
tomar cualquier ciclado para su obtencio´n, aunque para reducir ca´lculos es ma´s
adecuado tomar el ciclado de menor taman˜o, como se hace en el algoritmo que
se presenta a continuacio´n. Dicho algoritmo sirve para obtener la probabilidad
de intere´s p(xi|e), de todas las variables no evidenciales, cuando se introducen
los datos de una Red Bayesiana y se puede obtener el a´rbol de unio´n asociado al
DAG que describe la red.
Algoritmo de propagacio´n en a´rboles de unio´n
Entrada: La Red Bayesiana (D, P ), siendo X = {X1, ...,Xn} el conjunto de
variables de la red y E = e el conjunto de evidencias. El a´rbol de unio´n asociado
al DAG D, donde cada nodo es un ciclado Ci, siendo C = {C1, ..., Ck}.
Salida: Las distribuciones de probabilidad condicionadas p(xi|e) para todo
Xi /∈ E.
Paso 1. Para cada ciclado Ci, calcular
ψi(ci) =
∏
xi∈Ci
p(xi|pa(Xi))
Paso 2. Introducir la evidencia en las funciones potenciales mediante el proceso de
absorcio´n de la evidencia, de forma que cada variable evidencial se asigna
a uno de los ciclados Ci al que pertenece, definie´ndose la funcio´n potencial
de Ci como
ψ∗i (ci) =
{
0 si algu´n valor de ci no es consistente con e
ψi(ci) en otro caso
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Para el resto de ciclados no es necesario realizar ningu´n cambio sobre su
funcio´n potencial ψi(ci).
Paso 3. Para todos los ciclados, con i = 1, ..., k, se calcula el mensaje Mij(sij) que
el ciclado Ci env´ıa a su vecino Bj como en (2.6), tal que
Mij(sij) =
∑
ci\sij
ψi(ci)
∏
l =j
Mli(sli)
En este paso se pueden dar tres situaciones distintas:
(a) Que el ciclado Ci haya recibido los mensajes de todos sus vecinos. En
este caso Ci puede calcular y enviar los mensajes a todos sus vecinos.
(b) Que el ciclado Ci haya recibido los mensajes de todos los vecinos ex-
cepto de Bj. En este caso Ci solo puede calcular y enviar su mensaje
al ciclado Bj.
(c) Que el ciclado Ci no haya recibido los mensajes de dos o ma´s vecinos.
En este caso todav´ıa no se puede calcular ningu´n mensaje.
Paso 4. Repetir el Paso 3 hasta que no se obtenga ningu´n mensaje nuevo.
Paso 5. Para cada ciclado Ci, calcular la distribucio´n de probabilidad del ciclado,
mediante
p(ci) = ψi(ci)
∏
k
Mki(ski)
Paso 6. Para cada variable Xi de la red, calcular la probabilidad condicionada de
intere´s, utilizando la siguiente expresio´n
p(xi|e) =
∑
cl\xi
p(cl)
siendo Cl el ciclado de menor taman˜o que contiene a Xi.
Existen muchas variaciones sobre este algoritmo que reducen los ca´lculos o
muestran soluciones para DAGs en los que es dif´ıcil encontrar el a´rbol de unio´n
asociado, aunque la popularidad del mismo hace que siga siendo e´ste un algoritmo
ba´sico de propagacio´n de la evidencia en Redes Bayesianas Discretas.
El ejemplo que se muestra a continuacio´n, introducido por Castillo, et al.
(1997a), ilustra el algoritmo presentado. En el Ejemplo 2.7, se realiza el algo-
ritmo en una fase inicial del problema, donde se busca conocer las probabilidades
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asociadas a los ciclados del grafo que representa la Red Bayesiana antes de in-
troducir la evidencia en la red. Tras obtenerse dichas probabilidades, es posible
calcular la probabilidad marginal de cada una de las variables de la red, mar-
ginalizando la probabilidad del ciclado. En el Ejemplo 2.8 se introduce evidencia
acerca de dos variables de la red y se realiza el algoritmo para propagar dicha
evidencia, con el fin de determinar las probabilidades de intere´s de cada variable
Xi /∈ E dada la evidencia, p(xi|e).
Ejemplo 2.7
Conside´rese la siguiente Red Bayesiana Discreta definida por el DAG D de
la Figura 2.11 y el conjunto de probabilidades condicionadas p(xi|pa(Xi)) de la
Tabla 2.6.
A
B C
D E F
Figura 2.11. DAG de la Red Bayesiana descrita para el Ejemplo 2.7
P (A = 1) = 0.7 ⇒ P (A = 0) = 0.3
P (B = 1|A = 1) = 0.9 ⇒ P (B = 0|A = 1) = 0.1
P (B = 1|A = 0) = 0.6 ⇒ P (B = 0|A = 0) = 0.4
P (C = 1|A = 1) = 0.5 ⇒ P (C = 0|A = 1) = 0.5
P (C = 1|A = 0) = 0.8 ⇒ P (C = 0|A = 0) = 0.2
P (E = 1|B = 1, C = 1) = 0.8 ⇒ P (E = 0|B = 1, C = 1) = 0.2
P (E = 1|B = 1, C = 0) = 0.3 ⇒ P (E = 0|B = 1, C = 0) = 0.7
P (E = 1|B = 0, C = 1) = 0.5 ⇒ P (E = 0|B = 0, C = 1) = 0.5
P (E = 1|B = 0, C = 0) = 0.6 ⇒ P (E = 0|B = 0, C = 0) = 0.4
P (D = 1|B = 1) = 0.8 ⇒ P (D = 0|B = 1) = 0.2
P (D = 1|B = 0) = 0.7 ⇒ P (D = 0|B = 0) = 0.3
P (F = 1|C = 1) = 0.6 ⇒ P (F = 0|C = 1) = 0.4
P (F = 1|C = 0) = 0.9 ⇒ P (F = 0|C = 0) = 0.1
Tabla 2.6. Probabilidades condicionadas que definen la Red Bayesiana
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Para obtener la distribucio´n de probabilidad conjunta de cada ciclado, se
aplica el algoritmo presentado. Para ello, es necesario obtener el a´rbol de unio´n
asociado al DAG. En la Figura 2.12 se muestra un a´rbol de unio´n asociado al
grafo que describe la Red Bayesiana.
A,B,C
B,C,EB,D C,F
Figura 2.12. A´rbol de unio´n asociado al DAG del Ejemplo 2.7
Siendo los ciclados del grafo C1 = {A,B,C}, C2 = {B,C,E}, C3 = {B,D} y
C4 = {C,F}.
En el primer paso del algoritmo se calculan las funciones potenciales de los
ciclados. Las Tablas 2.7 y 2.8 muestran el ca´lculo y los valores nume´ricos de
dichas funciones.
ψ1(a, b, c) = p(a)p(b|a)p(c|a)
ψ2(b, c, e) = p(e|b, c)
ψ3(b, d) = p(d|b)
ψ4(c, f) = p(f |c)
Tabla 2.7. Funciones potenciales de la Red Bayesiana
No´tese que la distribucio´n de probabilidad conjunta de la red, se puede cal-
cular como el producto de las funciones potenciales mostradas.
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ψ1(1, 1, 1) = 0.315 ψ2(1, 1, 1) = 0.8
ψ1(1, 1, 0) = 0.315 ψ2(1, 1, 0) = 0.2
ψ1(1, 0, 1) = 0.035 ψ2(1, 0, 1) = 0.3
ψ1(1, 0, 0) = 0.035 ψ2(1, 0, 0) = 0.7
ψ1(0, 1, 1) = 0.144 ψ2(0, 1, 1) = 0.5
ψ1(0, 1, 0) = 0.036 ψ2(0, 1, 0) = 0.5
ψ1(0, 0, 1) = 0.096 ψ2(0, 0, 1) = 0.6
ψ1(0, 0, 0) = 0.024 ψ2(0, 0, 0) = 0.4
ψ3(1, 1) = 0.8 ψ4(1, 1) = 0.6
ψ3(1, 0) = 0.2 ψ4(1, 0) = 0.4
ψ3(0, 1) = 0.7 ψ4(0, 1) = 0.9
ψ3(0, 0) = 0.3 ψ4(0, 0) = 0.1
Tabla 2.8. Valores asociados a las funciones potenciales de la Red Bayesiana
En el Paso 3 del algoritmo, se calculan los mensajes que se van a enviar desde
cada ciclado.
• Como se puede observar, el ciclado C1 solo tiene un vecino (C2), por tanto
se puede calcular el mensaje que C1 manda a C2 y enviarlo. Aplicando
(2.6) se obtiene que
M12(s12) =M12(b, c) =
∑
c1\s12
ψ1(c1) =
∑
a
ψ1(a, b, c).
En funcio´n de los distintos valores de B y C se tiene que
M12(1, 1) = ψ1(0, 1, 1) + ψ1(1, 1, 1) = 0.459
M12(1, 0) = ψ1(0, 1, 0) + ψ1(1, 1, 0) = 0.351
M12(0, 1) = ψ1(0, 0, 1) + ψ1(1, 0, 1) = 0.131
M12(0, 0) = ψ1(0, 0, 0) + ψ1(1, 0, 0) = 0.059
• El ciclado C2 tiene tres vecinos y solo ha recibido el mensaje de C1, por
tanto todav´ıa no puede enviar ningu´n mensaje.
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• El ciclado C3 tiene un u´nico vecino, C2, as´ı que se puede calcular y enviar
el mensaje aplicando (2.6)
M32(s23) =M32(b) =
∑
c3\s23
ψ3(c3) =
∑
d
ψ3(b, d).
Siendo,
M32(1) = 1
M32(0) = 1
• El ciclado C4 tambie´n puede calcular y enviar su mensaje, ya que solo tiene
por vecino al ciclado C2. El mensaje que C4 env´ıa a C2 es tal que
M42(s24) =M42(c) =
∑
c4\s24
ψ4(c4) =
∑
f
ψ4(c, f).
Por lo tanto,
M42(1) = 1
M42(0) = 1
Como se han obtenido varios mensajes en esta iteracio´n, se repite el Paso 3.
Ahora el ciclado C2 ha recibido todos los mensajes de sus vecinos, por lo que
ya se pueden calcular los mensajes que C2 mandara´ a C1, C3 y C4.
• El mensaje que C2 manda al ciclado vecino C1 es
M21(s12) =M21(b, c) =
∑
c2\s12
ψ2(c2)
∏
l =1
Ml2(sl2) =
∑
e
ψ2(b, c, e)M32(b)M42(c).
Por tanto,
M21(1, 1) = ψ2(1, 1, 0)M32(1)M42(1) + ψ2(1, 1, 1)M32(1)M42(1) = 1
M21(1, 0) = ψ2(1, 0, 0)M32(1)M42(0) + ψ2(1, 0, 1)M32(1)M42(0) = 1
M21(0, 1) = ψ2(0, 1, 0)M32(0)M42(1) + ψ2(0, 1, 1)M32(0)M42(1) = 1
M21(0, 0) = ψ2(0, 0, 0)M32(0)M42(0) + ψ2(0, 0, 1)M32(0)M42(0) = 1
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• El mensaje que C2 manda al ciclado C3 se obtiene mediante
M23(s23) =M23(b) =
∑
c2\s23
ψ2(c2)
∏
l =3
Ml2(sl2) =
∑
c,e
ψ2(b, c, e)M12(b, c)M42(c).
De esta forma cada mensaje viene dado por
M23(1) =
∑
c,e
ψ2(1, c, e)M12(1, c)M42(c) = 0.81
M23(0) =
∑
c,e
ψ2(0, c, e)M12(0, c)M42(c) = 0.19
• Finalmente, el mensaje que C2 manda a su vecino C4 es
M24(s24) =M24(c) =
∑
c2\s24
ψ2(c2)
∏
l =4
Ml2(sl2) =
∑
b,e
ψ2(b, c, e)M12(b, c)M32(b).
Por consiguiente,
M24(1) =
∑
b,e
ψ2(b, 1, e)M12(b, 1)M32(b) = 0.59
M24(0) =
∑
b,e
ψ2(b, 0, e)M12(b, 0)M32(b) = 0.41
La Figura 2.13 muestra el orden en el que se han calculado y enviado los
mensajes entre ciclados, tras realizarse el Paso 3 completo.
A,B,C
B,C,EB,D C,F
1 4
2
5
3
6
C1
C2C3 C4
Figura 2.13. Orden en el que se calculan y env´ıan los mensajes
Con todos los mensajes enviados entre los ciclados, el algoritmo llega al Paso
5 en el que se calculan las distribuciones de probabilidad de los ciclados, objetivo
inicial del problema. Dichas distribuciones de probabilidad se presentan en las
Tablas 2.9 y 2.10.
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p(c1) = p(a, b, c) = ψ1(a, b, c)M21(b, c)
p(c2) = p(b, c, e) = ψ2(b, c, e)M12(b, c)M32(b)M42(c)
p(c3) = p(b, d) = ψ3(b, d)M23(b)
p(c4) = p(c, f) = ψ4(c, f)M24(c)
Tabla 2.9. Ca´lculo de las probabilidades de los ciclados
p(A = 1, B = 1, C = 1) = 0.315 p(B = 1, C = 1, E = 1) = 0.3672
p(A = 1, B = 1, C = 0) = 0.315 p(B = 1, C = 1, E = 0) = 0.0918
p(A = 1, B = 0, C = 1) = 0.035 p(B = 1, C = 0, E = 1) = 0.1053
p(A = 1, B = 0, C = 0) = 0.035 p(B = 1, C = 0, E = 0) = 0.2457
p(A = 0, B = 1, C = 1) = 0.144 p(B = 0, C = 1, E = 1) = 0.0655
p(A = 0, B = 1, C = 0) = 0.036 p(B = 0, C = 1, E = 0) = 0.0655
p(A = 0, B = 0, C = 1) = 0.096 p(B = 0, C = 0, E = 1) = 0.0354
p(A = 0, B = 0, C = 0) = 0.024 p(B = 0, C = 0, E = 0) = 0.0236
p(B = 1,D = 1) = 0.648 p(C = 1, F = 1) = 0.354
p(B = 1,D = 0) = 0.162 p(C = 1, F = 0) = 0.236
p(B = 0,D = 1) = 0.133 p(C = 0, F = 1) = 0.369
p(B = 0,D = 0) = 0.057 p(C = 0, F = 0) = 0.041
Tabla 2.10. Valores de las probabilidades de los ciclados
Ejemplo 2.8
Considerando la Red Bayesiana del Ejemplo 2.7, obtener los mensajes que se
env´ıan a trave´s de la red cuando se tiene evidencia acerca de las variables C y
D, siendo E = {C = 1,D = 1}.
La evidencia C = 1 se puede introducir en el ciclado C1 y D = 1 en el ciclado
C3, por tanto, en el Paso 2 del algoritmo, se modifican las funciones potenciales
de C1 y C3 quedando
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ψ∗1(1, 1, 1) = 0.315
ψ∗1(1, 1, 0) = 0
ψ∗1(1, 0, 1) = 0.035
ψ∗1(1, 0, 0) = 0
ψ∗1(0, 1, 1) = 0.144
ψ∗1(0, 1, 0) = 0
ψ∗1(0, 0, 1) = 0.096
ψ∗1(0, 0, 0) = 0
ψ∗3(1, 1) = 0.8
ψ∗3(1, 0) = 0
ψ∗3(0, 1) = 0.7
ψ∗3(0, 0) = 0
Tabla 2.11. Nuevas funciones potenciales de los ciclados C1 y C3
Las funciones potenciales de los ciclados C2 y C4 se mantienen como en la
Tabla 2.8. A partir de los potenciales ψ∗1(c1), ψ2(c2), ψ
∗
3(c3) y ψ4(c4), se procede
al ca´lculo de los mensajes.
Igual que en el ejemplo anterior, el orden de env´ıo de los mensajes, es el que
se muestra en la Figura 2.13 ya que C1, C3 y C4 solo tienen un vecino (el ciclado
C2) y por tanto se puede calcular el mensaje que se env´ıa desde dichos ciclados
a C2. Una vez que C2 haya recibido todos los mensajes de sus vecinos, se puede
calcular el mensaje que C2 les env´ıa.
• El mensaje que C1 env´ıa a su u´nico vecino C2 se obtiene, igual que en el
ejemplo anterior, aplicando (2.6), mediante
M12(s12) =M12(b, c) =
∑
c1\s12
ψ∗1(c1) =
∑
a
ψ∗1(a, b, c).
En funcio´n de los distintos valores de B y C se tiene que
M12(1, 1) = ψ
∗
1(0, 1, 1) + ψ
∗
1(1, 1, 1) = 0.459
M12(1, 0) = ψ
∗
1(0, 1, 0) + ψ
∗
1(1, 1, 0) = 0
M12(0, 1) = ψ
∗
1(0, 0, 1) + ψ
∗
1(1, 0, 1) = 0.131
M12(0, 0) = ψ
∗
1(0, 0, 0) + ψ
∗
1(1, 0, 0) = 0
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• El mensaje que C3 env´ıa a C2 se calcula mediante
M32(s23) =M32(b) =
∑
c3\s23
ψ∗3(c3) =
∑
d
ψ∗3(b, d).
Por tanto,
M32(1) = ψ
∗
3(1, 1) + ψ
∗
3(1, 0) = 0.8
M32(0) = ψ
∗
3(0, 1) + ψ
∗
3(0, 0) = 0.7
• El mensaje que C4 env´ıa a C2 es
M42(s24) =M42(c) =
∑
c4\s24
ψ4(c4) =
∑
f
ψ4(c, f).
Por lo que el mensaje es
M42(1) = 1
M42(0) = 1
Se repite el Paso 3 del algoritmo para obtener los mensajes que C2 env´ıa a
sus vecinos, ya que el ciclado C2 ha recibido todos los mensajes de sus vecinos.
• As´ı, el mensaje que C2 env´ıa al ciclado C1 viene dado por
M21(s12) =M21(b, c) =
∑
c2\s12
ψ2(c2)
∏
l =1
Ml2(sl2) =
∑
e
ψ2(b, c, e)M32(b)M42(c).
Por lo tanto,
M21(1, 1) = ψ2(1, 1, 0)M32(1)M42(1) + ψ2(1, 1, 1)M32(1)M42(1) = 0.8
M21(1, 0) = ψ2(1, 0, 0)M32(1)M42(0) + ψ2(1, 0, 1)M32(1)M42(0) = 0.8
M21(0, 1) = ψ2(0, 1, 0)M32(0)M42(1) + ψ2(0, 1, 1)M32(0)M42(1) = 0.7
M21(0, 0) = ψ2(0, 0, 0)M32(0)M42(0) + ψ2(0, 0, 1)M32(0)M42(0) = 0.7
• El mensaje que C2 manda al ciclado C3 es
M23(s23) =M23(b) =
∑
c2\s23
ψ2(c2)
∏
l =3
Ml2(sl2) =
∑
c,e
ψ2(b, c, e)M12(b, c)M42(c).
De esta forma cada mensaje viene dado por
M23(1) =
∑
c,e
ψ2(1, c, e)M12(1, c)M42(c) = 0.459
M23(0) =
∑
c,e
ψ2(0, c, e)M12(0, c)M42(c) = 0.131
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• Finalmente, el mensaje que C2 manda a su vecino C4 se calcula a partir de
la siguiente expresio´n
M24(s24) =M24(c) =
∑
c2\s24
ψ2(c2)
∏
l =4
Ml2(sl2) =
∑
b,e
ψ2(b, c, e)M12(b, c)M32(b).
Siendo,
M24(1) =
∑
b,e
ψ2(b, 1, e)M12(b, 1)M32(b) = 0.4589
M24(0) =
∑
b,e
ψ2(b, 0, e)M12(b, 0)M32(b) = 0
Con todos los mensajes enviados, se puede calcular la probabilidad de cualquier
ciclado y posteriormente cualquier probabilidad de intere´s. En este caso, la pro-
babilidad de cada ciclado suma 0.4589, por tanto dividiendo entre dicha cantidad
cada una de las probabilidades asociadas a los distintos valores de las variables
del ciclado se obtiene una probabilidad conjunta que suma 1.
Posteriormente, se puede calcular cada probabilidad de intere´s p(xi|e), mar-
ginalizando la distribucio´n conjunta de cada ciclado. En la Figura 2.14 se mues-
tran las probabilidades condicionadas, dada la evidencia E = {C = 1,D = 1},
de cada una de las variables de la red.
A
B C
D E F
0.40
0.61
F
0.260
0.741
E
00
11
D
00
11
C
0.20
0.81
B
0.39750
0.60251
A
Figura 2.14. Probabilidades de intere´s de las variables de la red, dada la
evidencia E = {C = 1,D = 1}
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2.4. Redes Bayesianas Gaussianas
Inicialmente, las Redes Bayesianas se definieron para un conjunto finito de
variables aleatorias discretas de las que se conoc´ıa su distribucio´n de probabilidad
condicionada, dada la ocurrencia de sus padres en el DAG. Aplicando conceptos
ba´sicos del Ca´lculo de Probabilidades, la obtencio´n de las probabilidades finales
de intere´s, p(xi|e), tras presentarse evidencia, es un paso directo, como se ha visto
en las te´cnicas de propagacio´n de la evidencia presentadas en la Seccio´n anterior.
Posteriormente, se busca ampliar el concepto de Red Bayesiana a variables
aleatorias continuas, aunque la distribucio´n ma´s frecuente con propiedades de
intere´s para la descripcio´n de una Red Bayesiana Continua, cuya distribucio´n
es cerrada frente al ca´lculo de la distribucio´n condicionada y marginal, es la
distribucio´n Normal.
Dempster (1972) introduce la teor´ıa de los modelos gra´ficos Gaussianos,
tambie´n denominados modelos de seleccio´n de la covarianza, en los que se rela-
ciona un conjunto de variables X con distribucio´n normal multivariante con un
grafo G que representa las relaciones entre las variables del problema. Existe
un desarrollo teo´rico para grafos descomponibles (Definicio´n 1.13) que generaliza
algunos de los conceptos presentados en esta Memoria, como se puede ver en
Giudici, et al. (1999). Adema´s, estos modelos gra´ficos Gaussianos tambie´n han
sido estudiados por autores como Wermuth (1980), Whittaker (1990), Andersen,
et al. (1995) o Lauritzen (1996), entre otros.
Con el intere´s puesto en los modelos cuya representacio´n gra´fica viene dada
por un DAG, se definen las Redes Bayesianas Mixtas como una combinacio´n entre
las Redes Bayesianas Discretas y las Gaussianas.
Actualmente, se trabaja en la descripcio´n de modelos gra´ficos con distribu-
ciones continuas distintas de la Normal, como es el caso de las variaciones de
la normal asime´trica o Skew-Normal (Azzalini, 1985) que presenta Capitanio, et
al. (2003), aunque aparecen dificultades asociadas al concepto de independencia
condicionada y a la propagacio´n de la evidencia.
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En esta Memoria, el intere´s se centra en las Redes Bayesianas Gaussianas.
Se define una Red Bayesiana Gaussiana como una Red Bayesiana, dada por el
par (D, P ) donde D es un DAG, que representa las variables del problema y
su estructura de dependencia, y P = {f(x1|pa(X1)), ..., f(xn|pa(Xn))} es el
conjunto de distribuciones condicionadas de cada una de las variables, dada la
ocurrencia de sus padres en el DAG. Adema´s, la hipo´tesis del modelo en las
Redes Bayesianas Gaussianas es que su distribucio´n de probabilidad conjunta
viene dada por una distribucio´n normal multivariante.
Definicio´n 2.2 (Red Bayesiana Gaussiana)
Se dice que una Red Bayesiana es una Red Bayesiana Gaussiana, cuando la
distribucio´n conjunta asociada a las variables de la red X = {X1, . . . , Xn} es
una distribucio´n normal multivariante, de forma que la funcio´n de densidad de
X ∼ N(µ,Σ) viene dada por
f(x) = (2π)−n/2|Σ|−1/2 exp
{
−1
2
(x−µ)TΣ−1(x−µ)
}
(2.7)
donde µ es el vector de medias de dimensio´n n, Σ la matriz de covarianzas,
definida positiva de dimensio´n n × n, por |Σ| se denota el determinante de la
matriz de covarianzas y por (x−µ)T el vector traspuesto de (x−µ). A la matriz
Σ−1 se la denomina matriz de precisio´n o concentracio´n.
Adema´s, en las Redes Bayesianas la distribucio´n de probabilidad conjunta
de la red es el producto de los elementos de P , que son, en el caso de las Redes
Bayesianas Gaussianas, las funciones de densidad condicionada dada la ocurrencia
de los nodos padres en el DAG, f(xi|pa(Xi)). Por tanto,
f(x) =
n∏
i=1
f(xi|pa(Xi)). (2.8)
La distribucio´n normal multivariante tiene la ventaja de que las densidades
condicionadas y marginales se distribuyen tambie´n normalmente. Otras
propiedades como la independencia de las variables normales incorreladas o como
la determinacio´n de independencias condicionadas por los ceros en la inversa de
la matriz de covarianzas, hacen ma´s fa´cil el ca´lculo y el tratamiento local de las
variables de la red. En el Apartado 2.4.3 se describen algunas de estas propiedades
de la distribucio´n normal multivariante, que facilitan el tratamiento de una Red
Bayesiana Gaussiana.
96 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
Se describe la distribucio´n condicionada de cada una de las variables de la
red, dada la ocurrencia de sus padres en el DAG, como una distribucio´n normal
univariante tal que
f(xi|pa(Xi)) ∼ N
µi + i−1∑
j=1
βij(xj − µj), vi
 (2.9)
donde βij con j < i es el coeficiente de regresio´n de Xj en la regresio´n de Xi
sobre sus padres, y vi es la varianza condicionada de Xi dados sus padres en el
DAG.
No´tese que el coeficiente de regresio´n es cero (βij = 0), si y solo si no hay una
arista dirigida del nodo Xj al Xi, por tanto para Redes Bayesianas Gaussianas
descritas con valores de βij = 0 se sabe que existe en el DAG una arista entre
dichas variables.
La varianza condicionada vi, se puede calcular en funcio´n de los valores de la
matriz de covarianzas Σ, mediante la siguiente expresio´n
vi = Σi −Σipa(Xi)Σ−1pa(Xi)Σ
T
ipa(Xi)
siendo Σi la varianza de Xi, Σipa(Xi) la covarianza entre Xi y sus padres y Σ
−1
pa(Xi)
la inversa de la matriz de covarianzas de los padres del nodo Xi en el DAG.
Los para´metros de la expresio´n (2.9) reflejan una dependencia en la media
condicionada de los valores de los padres xj ∈ pa(Xi), y sin embargo, la
varianza condicionada es independiente de dichos valores. Adema´s, se observa
una ordenacio´n entre los nodos del grafo; esta ordenacio´n o numeracio´n perfecta
de los nodos del grafo permite la triangulacio´n del mismo, as´ı como la obtencio´n
del grafo descomponible, como se puede ver en los Teoremas 1.1 y 1.2. Estas
caracter´ısticas facilitan el tratamiento de la red localmente.
En esta Seccio´n se muestra la construccio´n de una Red Bayesiana
Gaussiana en funcio´n de los para´metros que se describen. Tambie´n, se introducen
las propiedades de independencia condicionada que presenta la matriz de
covarianzas Σ a trave´s de su inversa y se muestra un algoritmo de propagacio´n
de la evidencia en Redes Bayesianas Gaussianas, que se utilizara´ en el Cap´ıtulo
3 para el desarrollo del ana´lisis de sensibilidad.
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2.4.1. Construccio´n de una Red Bayesiana Gaussiana
Cuando se desea modelizar un problema mediante una Red Bayesiana, un
grupo de expertos en el problema en estudio ha de consensuar las variables del
problema, el conjunto de relaciones de dependencia que se tiene entre las mismas,
y las distribuciones de probabilidad condicionadas de cada una de las variables,
dados sus padres en el DAG. Dichas distribuciones se pueden obtener de un
ana´lisis previo de los datos, o los mismos expertos pueden concluir subjetivamente
las distintas distribuciones condicionadas necesarias para definir la red.
Cuando las variables aleatorias del problema son discretas y son pocas sus
categor´ıas, es posible ir asignando probabilidades a los distintos valores de las
variables, dados sus padres en el DAG, pero en el caso Gaussiano esta asignacio´n
es algo ma´s compleja.
Como se ha enunciado anteriormente, una Red Bayesiana Gaussiana puede
presentarse segu´n su propia definicio´n, es decir, mediante los para´metros
asociados a la distribucio´n normal multivariante, µ vector de medias y Σ ma-
triz de covarianzas. Y tambie´n se puede construir una Red Bayesiana Gaussiana
mediante la definicio´n de Red Bayesiana, esto es, teniendo en cuenta las dis-
tribuciones condicionadas de cada variable dada la ocurrencia de sus padres en el
DAG f(xi|pa(Xi)), para todo Xi. Por lo tanto, se tienen dos forma alternativas
de obtener la especificacio´n cuantitativa de una Red Bayesiana Gaussiana.
A continuacio´n se muestran los para´metros necesarios para construir una Red
Bayesiana Gaussiana, considerando las dos alternativas citadas.
Construccio´n de una Red Bayesiana Gaussiana con las distribuciones
de probabilidad condicionadas
Por la definicio´n de Red Bayesiana, se sabe que dicho modelo se especifica en
funcio´n del DAG que presenta las variables del problema con sus relaciones de
dependencia y un conjunto de distribuciones de probabilidad P dadas mediante
f(xi|pa(Xi)) para todo Xi.
En el caso de las Redes Gaussianas, la distribucio´n condicionada de cada
variable, dada la ocurrencia de sus padres, es normal univariante como se puede
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ver en la expresio´n (2.9), siendo
E[Xi|pa(Xi)] = µi +
i−1∑
j=1
βij(xj − µj)
V [Xi|pa(Xi)] = vi
Por lo tanto, para obtener la Red Bayesiana Gaussiana descrita a partir de
la distribucio´n condicionada de cada una de las variables, es necesario especificar
los siguientes para´metros
• µ =
 µ1...
µn

donde µi es la media marginal de la variable Xi, para todo i = 1, ..., n.
• v =
 v1...
vn

donde vi es la varianza condicionada de Xi por sus padres en el DAG, con
i = 1, ..., n.
• B =

0 0 ... 0
β21 0 ... 0
...
...
. . .
...
βn1 βn2 ... 0

siendo βij, con j < i, el coeficiente de regresio´n de Xj en el modelo de
regresio´n de Xi sobre Xj , con i = 1, ..., n.
Con esta informacio´n, obtenida bien por observacio´n e informacio´n de diver-
sos estudios, bien por un ana´lisis de datos previo, es posible definir una Red
Bayesiana Gaussiana calculando la distribucio´n conjunta normal multivariante
como el producto de las densidades condicionadas.
A continuacio´n, se analiza la construccio´n de una Red Bayesiana Gaussiana
disen˜ada para estudiar el funcionamiento de una ma´quina en la que intervienen
cinco componentes.
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Ejemplo 2.9
Se desea estudiar, mediante una Red Bayesiana Gaussiana, el funcionamiento
de una ma´quina formada por cinco componentes, conectadas como muestra el
DAG de la Figura 2.15, donde X5 es la variable de intere´s que presenta el resul-
tado final del proceso realizado por la ma´quina.
Se sabe que el funcionamiento de cada componente se distribuye normalmente.
Para especificar la probabilidad de la red, los expertos determinan los para´metros
µi, βij y vi para todo Xi dados sus padres Xj ∀j < i, en el DAG.
1X 2X
3X 4X
5X
Figura 2.15. DAG asociado a la Red Bayesiana Gaussiana descrita para el
Ejemplo 2.9
El funcionamiento de la ma´quina queda recogido por la variable de intere´s
X5. Por consiguiente, la variable de intere´s X5 se especifica en el DAG mediante
un nodo formado por dos c´ırculos conce´ntricos. En este caso, los algoritmos de
propagacio´n de la evidencia se pueden reducir, obteniendo como u´nico resultado
f(xi|e).
Se sabe que
f(x1, x2, x3, x4, x5) = f(x1)f(x2)f(x3|x1, x2)f(x4)f(x5|x3, x4)
donde
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X1 ∼ N(µ1, v1)
X2 ∼ N(µ2, v2)
X3|X1,X2 ∼ N(µ3 + β31(x1 − µ1) + β32(x2 − µ2), v3)
X4 ∼ N(µ4, v4)
X5|X3, X4 ∼ N(µ5 + β53(x3 − µ3) + β54(x4 − µ4), v5)
Por consiguiente, la red queda definida mediante los para´metros µi, vi y βij
con j < i para todas las variables de la red, siendo
µ =

2
3
3
4
5
 v =

3
2
1
2
3
 B =

0 0 0 0 0
0 0 0 0 0
2 1 0 0 0
0 0 0 0 0
0 0 1 2 0

La obtencio´n de los para´metros que describen la distribucio´n conjunta normal
multivariante de las variables de la red, se realiza de forma directa en el caso del
vector de medias y para la matriz de covarianzas se aplica la transformacio´n
enunciada en el Apartado 2.4.2 desarrollada por Shachter, et al. (1989).
Construccio´n de una Red Bayesiana Gaussiana con la distribucio´n de
probabilidad conjunta
Se trata de especificar una distribucio´n de probabilidad conjunta normal multi-
variante N(µ,Σ).
En este caso, los expertos han de especificar los valores que componen el vector
de medias µ y la matriz de covarianzas Σ, bajo la condicio´n de ser dicha matriz
una matriz definida positiva. Por consiguiente, para definir la Red Bayesiana
Gaussiana que describe un problema, se deben fijar los elementos de
• µ : vector de medias, dado por µi para todas las variables Xi de la red.
• Σ : matriz de covarianzas sime´trica definida positiva, donde σii es la
varianza de Xi y σij es la covarianza entre Xi y Xj .
Redes Bayesianas 101
Obse´rvese que la varianza condicionada de Xi por sus padres, vi, se puede
presentar en funcio´n de los elementos de la matriz Σ mediante
vi = Σi −Σipa(Xi)Σ−1pa(Xi)Σ
T
ipa(Xi)
donde Σi es la varianza de Xi, Σipa(Xi) es la covarianza entre Xi y sus padres y
Σ−1pa(Xi) es la inversa de la matriz de covarianzas de los padres del nodo Xi en el
DAG.
En el siguiente Apartado se implementa como obtener la matriz de covarianzas
Σ a partir de los para´metros que describen la distribucio´n condicionada.
A continuacio´n, se muestran el vector de medias y la matriz de covarianzas
asociados a la distribucio´n conjuntaN(µ,Σ) de los datos del problema presentado
en el Ejemplo 2.9.
µ =

2
3
3
4
5
 Σ =

3 0 6 0 6
0 2 2 0 2
6 2 15 0 15
0 0 0 2 4
6 2 15 4 26

2.4.2. Estructura de dependencia
Shachter, et al. (1989) estudian la tratabilidad de los modelos gra´ficos
Gaussianos en una estructura gra´fica concreta, el diagrama de influencia, descri-
biendo una transformacio´n de los para´metros condicionados {v1, ..., vn} y {βij
con j < i} para obtener la matriz de covarianzas Σ definida positiva. Con esta
finalidad, desarrollan un algoritmo que muestra la relacio´n entre el modelo gra´fico
Gaussiano y la representacio´n de la matriz de covarianzas para una distribucio´n
normal.
En los modelos gra´ficos Gaussianos, la matriz de covarianzas Σ es de gran
intere´s, ya que recoge la estructura de dependencia de las variables del problema
mediante la matriz inversa de Σ, como se vera´ en el siguiente Apartado. Algunos
desarrollos teo´ricos de estos modelos no exigen que la matriz de covarianzas Σ
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sea definida positiva, por ello en esta Memoria el intere´s se centra en el desarrollo
de Shachter, et al. (1989) que especifican una matriz definida positiva, que sera´
necesaria para posteriores desarrollos en el modelo gra´fico dado por una Red
Bayesiana Gaussiana.
Apoya´ndose en resultados de Yule (1907) y en la descomposicio´n de Cholesky,
Shachter, et al. (1989) concluyen que la matriz de covarianzas Σ se
puede descomponer como el producto de diversas matrices, siendo dicha matriz
Σ definida positiva e invertible o regular. Con esta finalidad, se definen las
siguientes matrices:
• D : matriz diagonal formada por las varianzas condicionadas vi, siendo
D = diag(vi)
• B : matriz triangular inferiormente formada por los coeficientes de regresio´n
βij para todo j < i.
Como B es triangular inferiormente, (I−B) es invertible y por tanto, se puede
definir la matriz U = (I−BT )−1. De esta forma, la matriz de covarianzas Σ se
obtiene como
Σ = UTDU =
[
(I−BT )−1]T D(I−BT )−1 (2.10)
Como la matriz U es regular, la transformacio´n de Σ dada en (2.10) es con-
gruente, y por tanto, si todas las varianzas condicionadas son distintas de 0, la
matriz Σ es definida positiva. En caso de existir algu´n vi = 0, entonces dicha
matriz es semidefinida positiva.
Sea la matriz de precisio´n K, la matriz de covarianzas inversa dada por K =
Σ−1. Se sabe que si Σ es regular, entonces dicha matriz de precisio´n se puede
obtener como
K = Σ−1 = U−TD−1U−1 = (I−BT )TD−1(I−BT )
La matriz de precisio´n K es de gran intere´s en el estudio de los modelos
gra´ficos Gaussianos, por reflejar relaciones de independencia entre las variables del
problema. En el caso de las Redes Bayesianas Gaussianas dicha matriz permite
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obtener relaciones de independencia condicionada entre las variables, como se
enuncia en el siguiente Apartado.
El algoritmo desarrollado por Shachter, et al. (1989), permite calcular de
forma recursiva la matriz de precisio´n a partir de los para´metros {v1, ..., vn} y
{βij con j < i}, mediante la siguiente expresio´n
K(i+ 1) =
 K(i) +
βi+1β
T
i+1
vi+1
−βi+1
vi+1
−β
T
i+1
vi+1
1
vi+1

siendo K(1) =
1
v1
(2.11)
donde K(i) es la matriz superior izquierda i× i de la matriz de precisio´n K y βi
es un vector columna que representa los coeficientes de regresio´n βij con j < i.
La matriz de covarianzas Σ se obtiene directamente tras calcular la matriz
inversa de K.
La matriz de covarianzas Σ del Ejemplo 2.9, obtenida a partir de los para´metros
{v1, ..., vn} y {βij con j < i} se obtiene igualmente aplicando (2.10) o (2.11).
2.4.3. Independencia condicionada
Han sido muchos los autores que han trabajado con la distribucio´n normal
multivariante. En este Apartado, se presentan dos resultados conocidos de dicha
distribucio´n que relacionan la independencia condicionada con la matriz de co-
varianzas Σ. Las demostraciones de las proposiciones propuestas pueden verse
en Lauritzen (1996) o Anderson (2003).
Como la matriz de covarianzas Σ esta´ formada por varianzas en la diagonal, y
por covarianzas en el resto de elementos, se puede determinar la independencia en-
tre dos variables en funcio´n de los ceros de la matriz Σ. La siguiente proposicio´n,
refleja esta idea.
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Proposicio´n 2.1
Sea X ∼ N(µ,Σ) tal que X se particiona en dos componentes X = {X1,X2}
siendo µ y Σ
µ =
(
µ1
µ2
)
y Σ =
(
Σ11 Σ12
Σ21 Σ22
)
Entonces X1 y X2 son independientes si y solo si Σ12 es la matriz 0.
Si la matriz de covarianzas Σ es regular, es decir existe su inversa, entonces
esta proposicio´n se puede enunciar tambie´n si y solo si K12 = 0.
Demostracio´n 2.1
Puede verse Anderson (2003).
Con este resultado, a continuacio´n se presenta una proposicio´n que fija la
independencia condicionada de las variables con la distribucio´n normal multi-
variante, en funcio´n de los ceros que aparecen en la matriz de precisio´n K = Σ−1
de dicha distribucio´n. Esta proposicio´n es consecuencia directa de la estructura
de la distribucio´n normal condicionada.
Proposicio´n 2.2
Sea X ∼ N(µ,Σ), donde Σ es una matriz regular (o invertible). Entonces,
las variables Xi y Xj son condicionalmente independientes dado el resto de las
variables de X, si y solo si el valor de la posicio´n (i, j) de la matriz K es cero,
es decir
Xi ‖ Xj | (X \ {Xi, Xj})⇐⇒ kij = 0
donde K = {kij}Xi,Xj∈X = Σ−1 es la matriz de precisio´n de la distribucio´n.
Demostracio´n 2.2
Puede verse Anderson (2003).
Por tanto, a partir de la matriz de covarianzas se pueden conocer las rela-
ciones de independencia condicionada existentes entre las variables del problema,
identificando los ceros en la matriz de precisio´n K. Como se vio en el Cap´ıtulo
1, estas relaciones de independencia condicionada se corresponden con las obser-
vadas gra´ficamente aplicando las propiedades de Markov sobre grafos y por tanto,
mediante los conceptos de separacio´n gra´fica.
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A continuacio´n, se presentan las relaciones de independencia condicionada
entre las variables del Ejemplo 2.9, en funcio´n de los resultados anteriormente
expuestos.
Ejemplo 2.10
Se van a describir las relaciones de independencia condicionada existentes
entre las variables X = {X1, X2,X3,X4,X5} del Ejemplo 2.9, siendo la matriz
de covarianzas que describe la distribucio´n conjunta normal multivariante
Σ =

3 0 6 0 6
0 2 2 0 2
6 2 15 0 15
0 0 0 2 4
6 2 15 4 26

Con la matriz de covarianzas se observa independencia entre las variables X1
y X2, X1 y X4, X2 y X4 y entre X3 y X4. Este mismo resultado se obtiene
estudiando las conexiones entre los nodos del DAG de la Figura 2.15. As´ı, por
ejemplo, en el DAG se tiene que X1 ‖ DX2|∅, ya que X1 y X2 aparecen en una
conexio´n convergente como padres de X3.
Por el contrario, si se estudian las relaciones de independencia condicionada
que presenta el DAG, se observa que X1 y X2 son dependientes condicionalmente,
ya que dada la variable X3, la conexio´n convergente entre X1 y X2 hace que
dichas variables sean dependientes condicionalmente. Estas mismas relaciones de
dependencia e independencia condicionada, tambie´n se pueden concluir mediante
la matriz de precisio´n K
K = Σ−1 =

13
3 2 −2 0 0
2 32 −1 0 0
−2 −1 43 23 −13
0 0 23
11
6 −23
0 0 −13 −23 13

Por lo tanto, las relaciones de independencia condicionada entre las variables
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del problema son
X1 ‖ X4|{X2,X3,X5}
X1 ‖ X5|{X2,X3,X4}
X2 ‖ X4|{X1,X3,X5}
X2 ‖ X5|{X1,X3,X4}
Se habr´ıa concluido este mismo resultado si se estudian la relaciones de in-
dependencia condicionada del DAG de la Figura 2.15, mediante el criterio de
d−separacio´n enunciado en el Apartado 1.3.4. As´ı, efectivamente al conocerse
por ejemplo el valor de X3, las variables X1 y X5 que aparecen en una conexio´n
en serie en el DAG, tal que X1 −→ X3 −→ X5, pasan a ser independientes condi-
cionalmente, siendo X1 ‖ X5|{X2, X3,X4}. Lo mismo sucede para el resto de
relaciones de independencia condicionada obtenidas mediante K.
2.4.4. Propagacio´n de la evidencia en Redes Bayesianas
Gaussianas
En la Seccio´n 2.3 se han introducido los algoritmos de propagacio´n ma´s signi-
ficativos desarrollados para Redes Bayesianas Discretas. Para Redes Bayesianas
Gaussianas, Normand, et al. (1992) desarrollan un algoritmo de propagacio´n
apoya´ndose en las ideas del algoritmo de propagacio´n en polia´rboles mostrado en
el Apartado 2.3.2. Tambie´n Lauritzen (1992), basa´ndose en el algoritmo de propa-
gacio´n en a´rboles de unio´n, desarrolla un algoritmo de propagacio´n calculando me-
dias y varianzas localmente, aunque dicho algoritmo es inestable nume´ricamente.
An˜os ma´s tarde, Lauritzen, et al. (2001) desarrollan un algoritmo alternativo
al anteriormente citado, bajo el mismo esquema de computacio´n local del a´rbol
de unio´n para las Redes Bayesianas Gaussianas. Sin embargo, la ejecucio´n de
e´ste algoritmo es compleja porque requiere evaluaciones de las matrices de pre-
cisio´n y combinaciones recursivas de las funciones potenciales. Recientemente,
Cowell (2005) presenta una alternativa a estos algoritmos, basada en realizar los
co´mputos locales, no sobre el a´rbol de unio´n sino sobre el grafo descomponible,
elimina´ndose las manipulaciones de la matrices y las operaciones complejas con
las funciones potenciales.
Algunos de e´stos algoritmos utilizan las distribuciones de probabilidad condi-
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cionadas, como punto de partida para realizar la propagacio´n de la evidencia, y
otros, comienzan con los para´metros µ vector de medias y Σ matriz de co-
varianzas, que definen la distribucio´n conjunta normal multivariante que describe
la red.
En este Apartado, se introduce un algoritmo conceptualmente distinto a
los presentados en el Apartado 2.3.2, que utiliza como punto de partida los
para´metros de la distribucio´n normal multivariante conjunta. Este algoritmo
se apoya en resultados ba´sicos propios de los modelos Gaussianos asociados a
la idea de distribucio´n condicionada normal multivariante. As´ı, si se realiza de
forma recursiva el ca´lculo de la distribucio´n condicionada dada la evidencia, con-
siderando en cada paso la existencia de una u´nica variable evidencial, se tiene un
algoritmo que actualiza las probabilidades no evidenciales de la red, en tiempo
lineal, dada la evidencia.
El siguiente teorema presenta un resultado conocido asociado a la distribucio´n
condicionada de una distribucio´n normal multivariante.
Teorema 2.1
Sea X ∼ N(µ,Σ) tal que X se particiona en dos componentes X = {Y,E},
siendo los para´metros µ y Σ tales que
µ =
(
µY
µE
)
y Σ =
(
ΣYY ΣYE
ΣEY ΣEE
)
donde µY y ΣYY son el vector de medias y la matriz de covarianzas de Y, µE y
ΣEE son el vector de medias y la matriz de covarianzas de E y ΣYE es la matriz
de covarianzas de Y y E.
Entonces, si ΣEE es regular o invertible, la distribucio´n de probabilidad condi-
cionada de Y dado E es normal multivariante de para´metros µY|E=e vector de
medias y ΣY|E=e matriz de covarianzas, donde
µY|E=e = µY +ΣYEΣ
−1
EE(e−µE)
ΣY|E=e = ΣYY −ΣYEΣ−1EEΣEY
Demostracio´n 2.1
Ve´ase Anderson (2003).
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Por tanto, considerando Y el conjunto de variables no evidenciales del pro-
blema y E el conjunto de variables evidenciales, se puede propagar la evidencia
en Redes Bayesianas Gaussianas, aplicando el Teorema 2.1. De esta forma, se
pueden obtener los para´metros que describen las probabilidades de intere´s, dadas
por f(xi|e) para todo Xi ∈Y.
El algoritmo que se introduce en este Apartado considera que el conjunto
E esta´ formado por un u´nico elemento, siendo E = {Xe = e}. La realizacio´n
iterativa del ca´lculo de la distribucio´n condicionada normal multivariante permite
actualizar, en tiempo lineal, las probabilidades de las variables no evidenciales,
dada la evidencia. As´ı, el algoritmo de propagacio´n define los para´metros condi-
cionados de la distribucio´n normal multivariante de Y|E = e como
µY|E=e = µY +ΣYE
1
σee
(e− µE)
ΣY|E=e = ΣYY −ΣYE 1
σee
ΣEY (2.12)
siendo E = e el valor que toma dicha variable Xe = e, σee la varianza de la
variable evidencial y Y = X \E las variables no evidenciales.
Tras realizarse este proceso de propagacio´n de la evidencia, se obtienen los
para´metros condicionados dados por el vector de medias y la matriz de covarian-
zas de todas las variables de Y|E = e, de forma que, adema´s de poder calcular
f(xi|e) para todo Xi ∈ Y, se conocen todas las relaciones de dependencia en-
tre las variables de Y, informacio´n que otros algoritmos no presentan tras su
realizacio´n.
En esta Memoria se trabaja con este algoritmo porque al obtener el para´metro
ΣY|E=e, se puede calcular la matriz de precisio´n KY|E=e, que determina la nueva
estructura de dependencias del resto de variables, dada la evidencia. Esto permite
describir nuevas relaciones entre las variables que intervienen en el problema, en
las condiciones introducidas por la evidencia actual.
Considerando dicho proceso de propagacio´n de la evidencia como un proceso
recursivo en el que se actualiza en cada paso una variable evidencial, el nu´mero
de operaciones necesarias para actualizar la distribucio´n de probabilidad de las
variables de Y, es lineal en el nu´mero de variables de X. Por tanto, este proceso es
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sencillo y eficiente para propagar la evidencia en Redes Bayesianas Gaussianas y
ha sido utilizado por diversos autores como Castillo (1997b) en la implementacio´n
de un me´todo de propagacio´n simbo´lica.
Algoritmo de propagacio´n en Redes Bayesianas Gaussianas
Entrada: Los para´metros µ y Σ que definen la Red Bayesiana Gaussiana
mediante la distribucio´n conjunta normal multivariante N(µ,Σ), siendo X =
{X1, ...,Xn} el conjunto de variables de la red, que se particiona tal que X =
{Y,E} donde Y es el conjunto de variables no evidenciales y E el conjunto de
variables evidenciales.
Salida: Los para´metros de la distribucio´n conjunta de las variables no evi-
denciales de la red, dada la evidencia, es decir, µY|E=e y ΣY|E=e tales que
Y|E = e ∼ N(µY|E=e,ΣY|E=e).
Paso 1. Para cada variable evidencial Xe ∈ E calcular los para´metros de la dis-
tribucio´n condicionada aplicando (2.12), de forma que el vector de medias
de las variables no evidenciales condicionadas a la evidencia Xe = e es
µY|E=e = µY +ΣYE
1
σee
(e− µE)
Y la matriz de covarianzas condicionada a la evidencia Xe = e se calcula
como
ΣY|E=e = ΣYY −ΣYE 1
σee
ΣEY
Paso 2. Repetir el Paso 1 hasta que no quede ninguna variable evidencial en la red
Paso 3. Para cada variable Xi ∈ Y se tiene que
Xi|E ∼ N(µY|E=ei , σY|E=eii )
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A continuacio´n, se muestra una aplicacio´n del algoritmo para la Red Bayesiana
Gaussiana introducida en el Ejemplo 2.9.
Ejemplo 2.11
Conside´rese la Red Bayesiana Gaussiana descrita en el Ejemplo 2.9. Se sabe
que la variable X2 = 4, por tanto E = {X2 = 4} y Y = {X1,X3,X4,X5}. Se
desea calcular la distribucio´n condicionada del resto de variables no evidenciales
de la red, dada la evidencia.
En este caso, so´lo se tiene evidencia acerca de una de las variables del pro-
blema, por tanto, so´lo es necesario realizar el Paso 1 del algoritmo una vez.
Calculando los para´metros de la distribucio´n condicionada dada la evidencia con
(2.12), se obtiene que Y|E ∼ N(µY|E=e,ΣY|E=e), donde
µY|E=e =

2
4
4
6
 ΣY|E=e =

3 6 0 6
6 13 0 13
0 0 2 4
6 13 4 24

Teniendo en cuenta que el objeto de estudio de esta red es la variable X5, se
tiene que, la variable de intere´s dada la evidencia es normal multivariante, tal
que
X5|X2 = 4 ∼ N(6, 24)
Como se puede observar en la matriz de covarianzas ΣY|E=e, se mantienen
las relaciones de independencia entre las variables X1 y X4 y entre X3 y X4.
A continuacio´n se presenta la matriz de precisio´n KY|E=e, que muestra las
relaciones de independencia condicionada que se tienen entre las variables de Y
dada la evidencia E.
KY|E=e =

13
3 −2 0 0
−2 43 23 −13
0 23
11
6 −23
0 −13 −23 13

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Se tiene que dada la evidencia acerca de X2 las variables X1 y X4 siguen
siendo condicionalmente independientes dados X3 y X5, al igual que X1 y X5
dados X3 y X4.
Los resultados concluidos para las variables de la red, de independencia e
independencia condicionada, pueden obtenerse igualmente aplicando el criterio
de d−separacio´n al DAG que representa la red cuando se tiene evidencia acerca
del valor que toma la variable X2.
3Sensibilidad en Redes
Bayesianas Gaussianas
3.1. Introduccio´n
Como se ha enunciado en el Cap´ıtulo 2, el proceso de construccio´n de una Red
Bayesiana requiere de la ayuda de los expertos en el campo de aplicacio´n de la red.
Es necesario especificar las dependencias entre las variables del problema para
disen˜ar el DAG, e indicar la parte cuantitativa de la red introduciendo los valores
convenientes de los para´metros, ya sean de las distribuciones condicionadas o de
la distribucio´n conjunta, que determinan la red.
A pesar de que en la especificacio´n de la parte cuantitativa de la red es sufi-
ciente con describir los para´metros individualmente para obtener la distribucio´n
conjunta, esta asignacio´n puede presentar consecuencias poco intuitivas sobre las
variables cuyos para´metros no se definen directamente.
Por tanto, este proceso de disen˜o y definicio´n de la Red Bayesiana suscita la
posibilidad de asignar erro´neamente los para´metros y obtener, por consiguiente,
resultados inadecuados, tras realizar el proceso de propagacio´n de la evidencia.
Dichos resultados vienen dados por la distribucio´n de probabilidad de intere´s,
siendo una distribucio´n final de una variable de intere´s o una distribucio´n final
del conjunto de variables de intere´s. Esta distribucio´n final se calcula cuando se
conocen los valores que toman un conjunto de variables en un caso espec´ıfico,
siendo e´stas las variables evidenciales.
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Como consecuencia, se muestra conveniente la realizacio´n de un ana´lisis de
sensibilidad, que indique la sensibilidad de los resultados a perturbaciones en los
para´metros, con el objeto de precisar la distribucio´n inicial de aquellas variables
con ma´s impacto sobre el resultado de intere´s en la red.
En este Cap´ıtulo se enumeran algunos ana´lisis de sensibilidad propuestos para
Redes Bayesianas en general y posteriormente, se desarrolla el ana´lisis de sensi-
bilidad que se propone para Redes Bayesianas Gaussianas.
En Redes Bayesianas Gaussianas con una variable de intere´s Xi, se realiza
un ana´lisis de sensibilidad valorando el efecto de los para´metros inciertos en
la distribucio´n obtenida tras propagarse la evidencia, f(xi|e). En la Seccio´n
3.3, el ana´lisis propuesto consiste en calcular una medida de sensibilidad, con
la divergencia de Kullback-Leibler, que compara dos funciones de densidad, la
densidad final normal multivariante del modelo original, f(xi|e) y esa misma
densidad obtenida para un modelo en el que se cuantifica la incertidumbre acerca
de los para´metros que describen la red inicialmente.
En este contexto, se estudia el comportamiento de la medida de sensibilidad
para situaciones extremas, dadas cuando los para´metros son muy distintos o muy
similares a los introducidos y se concluyen resultados intuitivamente ajustados.
Tambie´n, se estudia el comportamiento de la medida de sensibilidad cuando la
relacio´n entre la variable de intere´s y la variable evidencial es extrema.
Posteriormente, como una generalizacio´n del ana´lisis de sensibilidad
desarrollado, en la Seccio´n 3.5 se presenta una metodolog´ıa para estudiar la
sensibilidad de un conjunto de variables de intere´s y un conjunto de variables
evidenciales.
Con el ana´lisis de sensibilidad descrito, surge la idea de estudiar la robustez
de una Red Bayesiana Gaussiana. Para ello, se propone una generalizacio´n de
la metodolog´ıa propuesta al estudiar la sensibilidad de las Redes Bayesianas
Gaussianas, que sirve para determinar la robustez de la red frente a ciertos tipos
de perturbaciones sobre los para´metros.
A lo largo de todo este Cap´ıtulo, los resultados se presentan sobre un ejemplo
espec´ıfico que sirve para ilustrar los distintos conceptos introducidos.
Finalmente, se enuncian algunas conclusiones y comentarios de los ana´lisis
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propuestos, as´ı como futuras l´ıneas de investigacio´n relacionadas con el estudio
de la sensibilidad en Redes Bayesianas Gaussianas.
3.2. Ana´lisis de sensibilidad para Redes Bayesianas:
aproximacio´n histo´rica
En los u´ltimos an˜os, se han desarrollado diversas te´cnicas para estudiar la
sensibilidad de una Red Bayesiana, debido a que el proceso de construccio´n del
modelo requiere que un grupo de expertos en el problema de intere´s enumeren los
para´metros que definen la red. Esta tarea es compleja porque generalmente el pro-
blema esta´ formado por un gran nu´mero de para´metros y se tiene un conocimiento
parcial de los datos. Adema´s, como cita Coupe´, et al. (2000), ”la experiencia
muestra que los expertos son reacios a asignar los para´metros requeridos porque
creen que no son capaces de asignarlos con un alto grado de precisio´n”. Por lo
tanto, esta asignacio´n de valores a los para´metros puede ser inexacta. Un ejemplo
de las dificultades que aparecen al concretar una Red Bayesiana, puede verse en
Onisko, et al. (1999).
Como consecuencia de una asignacio´n inadecuada de los valores de los
para´metros, los resultados obtenidos de la red, tras actualizar la informacio´n que
se tiene acerca de las variables evidenciales del problema, pueden ser tambie´n
inexactos, dependiendo de la sensibilidad del modelo.
En esta Seccio´n se recogen los ana´lisis de sensibilidad ma´s destacados
desarrollados para Redes Bayesianas.
La mayor´ıa de los ana´lisis de sensibilidad propuestos, se han desarrollado para
Redes Bayesianas Discretas. En este caso, los para´metros que tienen que asignar
los expertos, son los valores de las probabilidades condicionadas a la ocurrencia
de los padres en el DAG, es decir p(xi|pa(Xi)) para todas las variables Xi del
problema.
A continuacio´n, se citan los ana´lisis de sensibilidad ma´s destacados que se
han introducido para Redes Bayesianas Discretas.
Laskey (1995) desarrolla una metodolog´ıa para estudiar la sensibilidad de las
Redes Bayesianas Discretas. En su desarrollo, trabaja con la sensibilidad sobre
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una u´nica variable de intere´s Xi en el modelo y basa el ana´lisis de sensibilidad
propuesto en calcular, para cada para´metro, una medida denominada valor de
sensibilidad, de forma que se calcula el valor de sensibilidad de la salida de la red,
tras conocerse la evidencia, considerando cada vez un para´metro distinto.
Los valores de sensibilidad de la red se calculan mediante las derivadas par-
ciales de la salida de la red respecto a las entradas del modelo. Por tanto, se
estudia la sensibilidad mediante las derivadas de la probabilidad final de la varia-
ble de intere´s p(xi|e), con respecto a los para´metros que definen la red, que son las
probabilidades condicionadas por sus padres en el DAG, dadas por p(xj|pa(Xj)),
para todo Xj.
Los valores de sensibilidad, por calcularse con las derivadas parciales, miden
el impacto de cambios pequen˜os en los para´metros de la red sobre la salida de la
misma, recogida e´sta por la probabilidad final de intere´s.
Coupe´, et al. (2000) desarrollan un algoritmo para construir una Red Bayesiana
Discreta y a la vez estudiar la sensibilidad de los resultados a los para´metros que
se van introduciendo en dicha red. Para ello, se centran en una Red Bayesiana
Discreta con una variable de intere´s Xi, construyen inicialmente una red con
valores asociados a los para´metros que sera´n mejorados. En cada paso del algo-
ritmo var´ıan un u´nico para´metro, con lo cual se modifica la distribucio´n condi-
cionada inicial.
En este desarrollo, Coupe´, et al. (2000) argumentan que se pueden obtener
los para´metros que han de fijar los expertos, realizando, en un proceso iterativo,
un ana´lisis de sensibilidad de la red que se esta´ construyendo. El ana´lisis
finaliza cuando se obtiene una Red Bayesiana Discreta que es satisfactoria para
los expertos.
Por tanto, la idea ba´sica del ana´lisis de sensibilidad propuesto consiste en
variar sistema´ticamente la asignacio´n inicial de uno de los para´metros de la red,
sobre un intervalo de valores plausible, y estudiar el efecto sobre los resultados
de la red.
Desafortunadamente, el ana´lisis de sensibilidad desarrollado esta´ basado en
la modificacio´n de los algoritmos de propagacio´n y esto requiere mucho tiempo
de realizacio´n debido a la gran cantidad de ca´lculos necesarios.
Posteriormente, Coupe´, et al. (2002) mejoran la eficiencia del ana´lisis de
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sensibilidad propuesto, introduciendo en el algoritmo algunas propiedades que
convierten el ana´lisis de sensibilidad en un ana´lisis ma´s sencillo computacional-
mente. De nuevo, el ana´lisis de sensibilidad desarrollado considera una variable
de intere´s Xi en el modelo y modifica en cada paso un u´nico para´metro.
En este caso, se reduce la complejidad computacional del algoritmo ya que se
identifican los para´metros del modelo, dados por las probabilidades condicionadas
por sus padres, cuyas modificaciones no influyen en la probabilidad final de in-
tere´s, dada por p(Xi|e). Tambie´n, se reduce el ca´lculo de la probabilidad de
intere´s, al cociente de dos funciones lineales en el para´metro de estudio. Am-
bas propiedades permiten reducir considerablemente el tiempo de ejecucio´n del
ana´lisis de sensibilidad desarrollado.
En el ana´lisis de sensibilidad propuesto por Chan, et al. (2004), se var´ıa
un conjunto de para´metros a la vez, teniendo que tratar con las probabilidades
condicionadas de un conjunto de variables, dada la ocurrencia de sus padres en
el DAG, en lugar de con la probabilidad condicionada de una u´nica variable.
Adema´s, muestran como encontrar el para´metro que ma´s perturba los resultados
de la red, dados por la probabilidad final de intere´s condicionada a la evidencia
en la red. De nuevo se trabaja con una variable de intere´s Xi, aunque ahora se
estudian simulta´neamente un conjunto de para´metros inexactos.
Chan, et al. (2005) introducen un nuevo ana´lisis de sensibilidad para Redes
Bayesianas Discretas, basado en calcular una medida que evalu´a la distancia entre
dos distribuciones de probabilidad. La medida propuesta consiste en comparar
los para´metros que describen la red calculando la distancia entre el ma´ximo y
el mı´nimo de la razo´n entre dichos para´metros. Adema´s, dicha medida puede
utilizarse para limitar los cambios resultantes de cada perturbacio´n local de los
para´metros de la red.
Otros autores como Castillo, et al. (1997c), Kjærulff, et al. (2000) o Bed-
narski, et al. (2004) tambie´n han estudiado la sensibilidad de las Redes Bayesianas
Discretas, disen˜ando en cada caso un ana´lisis con caracter´ısticas propias.
As´ı, Castillo, et al. (1997c) desarrollan un me´todo eficiente computacional-
mente, basado en explotar la estructura de la probabilidad de intere´s, dada por
la probabilidad final de la variable de intere´s, cuando se ha introducido eviden-
cia. Para ello, apoyado en un me´todo de propagacio´n simbo´lica (propagando
valores desconocidos) obtiene unas cotas para las probabilidades marginales de
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las variables de la red.
Kjærulff, et al. (2000) presentan una ana´lisis de sensibilidad que permite in-
troducir ma´s de un para´metro inexacto a la vez, para conocer como afectan dichos
para´metros a todos los posibles resultados obtenidos de la red, tras propagar la
evidencia. As´ı, generalizan otros ana´lisis considerando ma´s de una variable de
intere´s y ma´s de un para´metro inexacto a la vez.
Y Bednarski, et al. (2004) centran su ana´lisis de sensibilidad en identificar el
conjunto de sensibilidades que afecta ma´s a la variable de intere´s, consiguiendo
as´ı reducir ca´lculos.
Cuando se trabaja con Redes Bayesianas Gaussianas, los para´metros de en-
trada que definen la red cambian. En el modelo Gaussiano, dichos para´metros no
son las probabilidades condicionadas, sino los elementos del vector de medias µ
y la matriz de covarianzas Σ que definen la distribucio´n conjunta de las variables
del modelo, o la media y la varianza de cada una de las variables condicionadas
por los padres en el DAG.
La literatura sobre sensibilidad en Redes Bayesianas Gaussianas ha sido ma´s
bien escasa hasta la fecha.
Se dispone de la metodolog´ıa propuesta por Castillo, et al. (1997b), basada
en la propagacio´n simbo´lica. Este concepto de propagacio´n simbo´lica, enun-
ciado al citar el estudio en Redes Bayesianas Discretas presentado por Castillo,
et al. (1997c), consiste en realizar la propagacio´n de la evidencia partiendo de
una distribucio´n con para´metros desconocidos o inciertos representados me-
diante un s´ımbolo general, de forma que puede tomar cualquier valor. En este
contexto se muestra la propagacio´n simbo´lica sobre los para´metros µ y
Σ, descritos con algunos elementos conocidos definidos por un valor nume´rico y
otros inciertos definidos simbo´licamente. Los resultados ba´sicos para efectuar el
posterior ana´lisis permiten representar los para´metros de la distribucio´n condi-
cionada Y|E = e como funciones racionales de los valores nume´ricos y simbo´licos
introducidos.
As´ı, Castillo, et al. (1997b) muestran como obtener el vector de medias
µY|E=e y la matriz de covarianzas ΣY|E=e final, tras realizarse la propagacio´n
de la evidencia simbo´licamente, utilizando el algoritmo de propagacio´n en Redes
Bayesianas Gaussianas descrito en el Apartado 2.4.4, que es sencillo de manejar
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y simplifica los ca´lculos. Tras efectuar la propagacio´n simbo´lica de la evidencia
se tiene como salida de la red la distribucio´n de Y|E = e ∼N (µY|E=e,ΣY|E=e)
y si se trabaja con una variable de intere´s en el problema, se tiene que Xi|E =
e ∼ N
(
µ
Y|E=e
i , σ
Y|E=e
ii
)
, apareciendo los para´metros en funcio´n de los valores
inciertos introducidos simbo´licamente en µ y Σ.
Con este resultado, se posibilita el desarrollo de un ana´lisis de sensibilidad
basado en la estructura de los para´metros finales que describen a las variables de
intere´s, no evidenciales.
Este ana´lisis de sensibilidad se concreta en posteriores trabajos de los autores.
As´ı, Castillo, et al. (2001) trabajan con la estructura algebraica de las medias y
las varianzas condicionadas, dadas por funciones cuadra´ticas de los para´metros,
para estudiar la sensibilidad de la red, calculando los valores de sensibilidad,
definidos por Laskey (1995) para estudiar la sensibilidad en Redes Bayesianas
Discretas.
Con esta idea, en Castillo, et al. (2003) se fija una variable de intere´s Xi
en la Red Bayesiana Gaussiana y se estudia la salida de la red, recogida por la
distribucio´n final de Xi, condicionada a la evidencia introducida en el modelo,
para cada para´metro incierto que se ha introducido al efectuar la propagacio´n
simbo´lica. Dichos para´metros, para los cuales se realiza el ca´lculo de los valores
de sensibilidad, son los elementos desconocidos representados simbo´licamente que
aparecen en el vector de medias µ y en la matriz de covarianzas Σ y que describen
la distribucio´n conjunta de la red al inicio.
Por tanto, apoyados en los resultados obtenidos en trabajos previos,
desarrollan un ana´lisis de sensibilidad basado en el ca´lculo de los valores de sen-
sibilidad de la red, dados por las derivadas parciales de la distribucio´n final de la
variable de intere´s, para cada para´metro incierto que describe la red.
Los valores de sensibilidad, obtenidos tras calcularse todas las derivadas par-
ciales, son expresiones cerradas de la distribucio´n de probabilidad final de intere´s
con respecto a los para´metros. Sin embargo, al igual que en el desarrollo presen-
tado por Laskey (1995), son medidas de sensibilidad locales.
Por consiguiente, el ana´lisis de sensibilidad propuesto presenta una desventaja
al centrarse so´lo en pequen˜os cambios de los para´metros y no permitir estudiar
la salida de la red para otro tipo de cambios.
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En la siguiente Seccio´n se desarrolla un ana´lisis de sensibilidad para Redes
Bayesianas Gaussianas basado en el ca´lculo de una medida de divergencia. En
este caso, se mide el impacto de distintas perturbaciones en los para´metros µ y Σ,
que definen la distribucio´n conjunta inicial de la Red Bayesiana Gaussiana, desde
una perspectiva global cuantificando su efecto en la distribucio´n de probabilidad
final.
3.3. Ana´lisis de sensibilidad de una v´ıa para Redes
Bayesianas Gaussianas
Como se ha introducido anteriormente, un ana´lisis de sensibilidad se puede
definir como una te´cnica que sirve para estudiar los efectos de perturbaciones
en los para´metros que definen un modelo matema´tico sobre las salidas de dicho
modelo (Saltelli, 2004).
En las Redes Bayesianas, el ana´lisis de sensibilidad estudia el efecto de valores
inciertos o inexactos en los para´metros que definen la red sobre las salidas de la
misma, dadas por la distribucio´n final de la variable o variables de intere´s del
problema, conocida la evidencia. Para ello, los valores inciertos de los para´metros
se modifican o perturban y es el efecto de dicha perturbacio´n sobre la salida de
la red lo que cuantifica el ana´lisis de sensibilidad para una Red Bayesiana. Esta
es la aproximacio´n que se propone en esta Memoria.
Se pueden introducir distintos tipos de ana´lisis de sensibilidad en funcio´n de
los para´metros inciertos que se modifican cada vez, al estudiar la sensibilidad del
modelo.
El ana´lisis de sensibilidad ma´s simple, para una Red Bayesiana, se de-
nomina ana´lisis de sensibilidad de una v´ıa y consiste en modificar uno so´lo de
los para´metros que describen la red, manteniendo fijos el resto de para´metros,
siendo dichos para´metros los elementos que intervienen en µ y Σ. De esta forma,
el ana´lisis de sensibilidad revela el efecto de un para´metro incierto, que ha sido
variado, sobre la probabilidad final de intere´s.
Son ana´lisis de sensibilidad de una v´ıa los descritos por autores como Laskey
(1995), Coupe´, et al. (2000) o Castillo, et al. (2003).
Sensibilidad en Redes Bayesianas Gaussianas 121
En un ana´lisis de sensibilidad de dos v´ıas de una Red Bayesiana, dos son
los para´metros que se consideran inciertos al definir el modelo y se modifican a
la vez. En este caso, el ana´lisis de sensibilidad estudia el efecto separado de la
variacio´n de cada uno de estos para´metros, adema´s del efecto de su variacio´n
conjunta, sobre la salida de la red.
Aunque a medida que aumenta el nu´mero de para´metros inciertos, es ma´s
dif´ıcil la interpretacio´n del ana´lisis de sensibilidad, se define el ana´lisis de sen-
sibilidad de n v´ıas cuando se modifican a la vez un conjunto de para´metros,
estudiando la sensibilidad de la salida de la red a las variaciones individuales y
conjuntas de los para´metros inciertos del problema. Siendo en todos los casos
dicha salida, la distribucio´n final de intere´s obtenida tras la propagacio´n de la
evidencia.
Autores citados en la Seccio´n anterior como Kjærulff, et al. (2000) o Chan, et
al. (2004), desarrollan ana´lisis de sensibilidad de n v´ıas para Redes Bayesianas.
En esta Seccio´n se desarrolla un nuevo ana´lisis de sensibilidad de una v´ıa para
Redes Bayesianas Gaussianas. Dicho ana´lisis constituye uno de los elementos
ine´ditos introducidos en esta Memoria. Algunos resultados fundamentales del
mismo han sido aceptados para su publicacio´n en Go´mez-Villegas, et al. (2007).
Se considera una variable de intere´sXi, de forma que el ana´lisis de sensibilidad
estudia el efecto producido al perturbar un para´metro incierto de la red, siendo
dicho para´metro un elemento de µ y Σ, sobre la salida de la red dada por la
funcio´n de probabilidad final de la variable de intere´s tras propagarse la evidencia,
es decir f(xi|e).
Para obtener la salida de la red, se aplica el algoritmo de propagacio´n descrito
en el Apartado 2.4.4 para propagar la evidencia en la Red Bayesiana Gaussiana
de estudio, en las condiciones que se detallan.
El ana´lisis de sensibilidad que se propone en esta Memoria, consiste en calcular
sistema´ticamente, considerando incierto un u´nico para´metro de la red en cada
paso y el resto fijos, una medida de sensibilidad que se define en el Apartado
3.3.1 y que compara la distribucio´n de probabilidad final de la variable de intere´s,
dada la evidencia, obtenida para dos modelos distintos: el modelo original y el
modelo perturbado.
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Se define el modelo original como la Red Bayesiana Gaussiana descrita por
los para´metros µ y Σ con los valores asignados inicialmente por los expertos.
Se define el modelo perturbado como la Red Bayesiana Gaussiana descrita
por los para´metros perturbados µδ o Σδ que se tiene tras modificar alguno de
sus elementos; esta modificacio´n se obtiene an˜adie´ndole la perturbacio´n δ ∈ R
al para´metro incierto. Por tanto, para cada elemento del vector de medias y la
matriz de covarianzas, se considera el modelo perturbado como la Red Bayesiana
Gaussiana que se obtiene al modificar dicho elemento cuando se le suma la pertur-
bacio´n δ. Esta perturbacio´n se obtiene de los expertos, y cuantifica la inexactitud
asociada al para´metro incierto. En caso de no poder cuantificarse dicha pertur-
bacio´n, se estudian y comparan las distintas medidas de sensibilidad obtenidas
para diferentes valores de δ ∈ R, representando las medidas de sensibilidad en
funcio´n de δ, lo que permite tambie´n valorar cualitativamente el efecto de la
perturbacio´n.
Con la idea del ana´lisis de sensibilidad introducida, en el Apartado 3.3.2 se
profundiza en el me´todo, calculando la medida de sensibilidad para cada uno de
los para´metros que describen la distribucio´n normal multivariante que define la
red. Cabe sen˜alar que algunos para´metros inciertos no influyen en la variable de
intere´s, por estar trabajando con el modelo conjunto dado por X ∼N(µ,Σ) que
describe la Red Bayesiana Gaussiana y por el me´todo de propagacio´n utilizado.
En el Apartado 3.3.3 se estudian las medidas de sensibilidad resultantes,
cuando la variable de intere´s Xi y la variable evidencial Xe son dependientes
o independientes. En estos casos, se simplifica notablemente la expresio´n
asociada a las distintas medidas de sensibilidad calculadas.
Finalmente en el Apartado 3.3.4 se introduce un Algoritmo, implementado en
Susi (2006), que se ejecuta en tiempo lineal, para realizar el ana´lisis de sensibilidad
propuesto. La utilizacio´n del mismo facilita el estudio de la sensibilidad para
cualquier Red Bayesiana Gaussiana.
Uno de los objetivos de este ana´lisis de sensibilidad es mostrar la perturbacio´n
del para´metro o para´metros inciertos que afecta ma´s a la salida del modelo,
debie´ndose, por consiguiente, poner ma´s cuidado al definir estos elementos en la
red. Si los resultados del ana´lisis de sensibilidad muestran cierta insensibilidad
de la distribucio´n final de intere´s, se pueden obtener conclusiones acerca de la
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robustez del modelo, como se vera´ en la Seccio´n 3.6.
3.3.1. Medida de sensibilidad
El ana´lisis de sensibilidad que se propone en esta Memoria esta´ basado en
el ca´lculo de una medida que se ha utilizado en otros contextos para medir la
discrepancia entre dos distribuciones de probabilidad y que se propone aqu´ı para
comparar la salida de la red, considerando el modelo original y el modelo pertur-
bado de la Red Bayesiana Gaussiana en estudio.
La medida es la divergencia de Kulback-Leibler. Esta medida de divergen-
cia, introducida por Kullback, et al. (1951), es la medida de discrepancia ma´s
comu´nmente utilizada para comparar dos distribuciones estructuralmente y se
define como
KL(f(w), f ′(w)) =
∫ ∞
−∞
f(w) ln
f(w)
f ′(w)
dw
donde las funciones f(w) y f ′(w) son dos funciones de densidad definidas para el
mismo conjunto de variables.
En el estudio de la sensibilidad de una Red Bayesiana Gaussiana con una
variable de intere´s Xi, la salida de la red tras propagarse la evidencia viene dada
por la distribucio´n final de intere´s, es decir, por la funcio´n de densidad de la
variable de intere´s condicionada a la evidencia introducida en la red, dada por
f(xi|e).
Cuando se consideran los modelos original y perturbado de la Red Bayesiana
Gaussiana en estudio, se calcula la discrepancia entre las salidas de la red, dadas
por f(xi|e) para el modelo original y f(xi|e, δ) para el modelo perturbado. Lo que
se propone es calcular como medida de sensibilidad, la divergencia de Kulback-
Leibler entre las densidades finales de intere´s obtenidas para el modelo original y
el modelo perturbado.
Definicio´n 3.1 (Medida de sensibilidad)
Sea (D,P ) una Red Bayesiana Gaussiana con distribucio´n conjunta N(µ,Σ).
Sea f(xi|e) la densidad final de intere´s obtenida tras propagar la evidencia y sea
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f(xi|e, δ) esa misma densidad, obtenida tras an˜adir la perturbacio´n δ a uno de
los elementos que componen los para´metros de la distribucio´n inicial conjunta.
Se define la medida de sensibilidad como
Spj(f(xi|e), f(xi|e, δ)) =
∫ ∞
−∞
f(xi|e) ln f(xi|e)
f(xi|e, δ)dxi (3.1)
donde el sub´ındice pj indica el elemento que ha sido modificado an˜adie´ndole la
perturbacio´n δ, siendo dicho elemento en el modelo perturbado pδj = pj + δ.
En el siguiente Apartado se calcula la expresio´n que toma la medida de sensi-
bilidad considerando inexactos, de forma sistema´tica, cada uno de los para´metros
o elementos de µ y Σ.
3.3.2. Ana´lisis de sensibilidad de una v´ıa
En este Apartado se detalla el ana´lisis de sensibilidad de una v´ıa propuesto
para estudiar la sensibilidad de una Red Bayesiana Gaussiana con una variable
de intere´s Xi.
El mecanismo de ana´lisis consiste en un proceso iterativo que compara en
cada paso, considerando la especificacio´n cuantitativa de una Red Bayesiana
Gaussiana, el modelo original dado por la distribucio´n normal multivariante de las
variables X ∼N(µ,Σ), con el modelo perturbado, tambie´n normal multivariante,
obtenido tras an˜adir una perturbacio´n δ ∈ R a uno de los elementos de los
para´metros µ y Σ.
Por tanto, lo primero que se ha de saber al realizar el ana´lisis de sensibilidad
son los para´metros inexactos de la red. De esta forma, en cada paso del ana´lisis
de sensibilidad se considera un para´metro inexacto y por tanto un modelo per-
turbado concreto, obtenido tras sumarle la perturbacio´n δ a dicho para´metro del
modelo original.
Para comparar en cada paso ambos modelos se calcula la medida de sensibili-
dad, que compara la salida de la red dada por la densidad final de intere´s f(xi|e),
obtenida tras propagar la evidencia sobre el modelo original, con la densidad
final de intere´s f(xi|e, δ), obtenida tras propagar la evidencia sobre el modelo
perturbado considerado.
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Por lo tanto, para obtener estas salidas de la red, es necesario propagar la
evidencia en ambos modelos, el original y el perturbado. Para ello, se trabaja
con el algoritmo de propagacio´n para Redes Bayesianas Gaussianas, introducido
en el Cap´ıtulo 2 en el Apartado 2.4.4. Es importante recordar, que es un
proceso iterativo basado en el ca´lculo de la distribucio´n condicionada normal
multivariante, considera´ndose en cada paso una u´nica variable evidencial Xe = e.
Con la propagacio´n de la evidencia se calculan los para´metros de la dis-
tribucio´n condicionada normal multivariante del resto de las variables no eviden-
ciales, Y|E. As´ı, los nuevos para´metros de las variables no evidenciales µY|E=e
y ΣY|E=e, que se obtienen aplicando las expresiones descritas en (2.12), son
µY|E=e = µY +ΣYE
1
σee
(e−µE)
ΣY|E=e = ΣYY −ΣYE 1
σee
ΣEY
Aunque se dispone de toda la informacio´n que describe la distribucio´n final de
las variables no evidenciales Y|E, la Red Bayesiana Gaussiana en estudio tiene
una variable de intere´s Xi. En este caso, la salida de intere´s de la red viene dada
por la distribucio´n final de Xi tras propagarse la evidencia, es decir
Xi|E = e ∼ N(µY|E=ei , σY|E=eii )
donde
µ
Y|E=e
i = µi +
σie
σee
(e− µe)
σ
Y|E=e
ii = σii −
σ2ie
σee
siendo µi y σii la media y varianza iniciales, respectivamente, que describen la
variable Xi cuando se detalla la Red Bayesiana Gaussiana, σie la covarianza entre
la variable de intere´sXi y la variable evidencial Xe, y µe y σee la media y varianza
iniciales, respectivamente, que describen la variable evidencial Xe.
Como se puede observar la distribucio´n final de la variable de intere´s, so´lo
depende de la evidencia e, de los para´metros iniciales de la variable evidencial Xe
y de la propia variable de intere´s Xi. Por tanto, cuando los para´metros inciertos
sean de variables no evidenciales distintas de la variable de intere´s, tales que
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Xj ∈ Y para todo j = i, dicha incertidumbre no afecta a la distribucio´n final de
la variable de intere´s.
As´ı, al calcular la medida de sensibilidad para cada posible para´metro incierto,
se ha de diferenciar entre los para´metros de la variable de intere´sXi, los para´metros
de la variable evidencial Xe y los para´metros del resto de variables no eviden-
ciales Xj ∈ Y para todo j = i. Por tanto, cuando se modeliza un problema con
una variable de intere´s mediante una Red Bayesiana Gaussiana, todas aquellas
variables que no puedan ser evidenciales no influyen en la salida de la red.
Al realizarse un ana´lisis de sensibilidad de una v´ıa, se obtiene una medida
de sensibilidad para cada modelo perturbado considerado. Posteriormente, se
pueden comparar las medidas obtenidas, bien con el valor de las mismas, si se
han cuantificado las perturbaciones asociadas a cada para´metro inexacto, bien
gra´ficamente, presentando las medidas en funcio´n de la perturbacio´n δ ∈ R.
En el Apartado 3.3.4 se presenta un Algoritmo para efectuar el ana´lisis de
sensibilidad propuesto. Dicho Algoritmo se basa en el ca´lculo de la medida de
sensibilidad para cada uno de los para´metros inciertos que influyen en la salida,
dada por la distribucio´n de la variable Xi conocida la evidencia. El Algoritmo
presentado, compara el modelo original con el modelo perturbado, introduciendo
las perturbaciones asociadas a cada modelo perturbado en un solo paso, mediante
un vector y una matriz que muestran las perturbaciones asociadas a cada elemento
incierto de los para´metros que describen el modelo original.
A continuacio´n, se presenta el ca´lculo de la medida de sensibilidad, diferen-
ciando los resultados en funcio´n del para´metro incierto que se esta´ perturbando,
es decir, dependiendo de si la perturbacio´n δ se esta´ sumando a un elemento del
vector de medias µ o a un elemento de la matriz de covarianzas Σ.
Dentro de los casos descritos cuando se perturba un elemento del vector de
medias, cabe sen˜alar la expresio´n de la medida de sensibilidad cuando la media
de la variable evidencial µe es incierta. Esta expresio´n, coincide con la medida
de sensibilidad que se obtiene cuando se considera inexacto el valor de la evi-
dencia e. Por tanto, aunque el ana´lisis de sensibilidad que se presenta estudia
los para´metros inciertos que ma´s afectan a los resultados de la red, tambie´n se
puede considerar sime´tricamente el caso asociado a un valor de la evidencia e
variable, calculando la medida de sensibilidad con la expresio´n (3.3) asociada a
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la incertidumbre en µe.
Adema´s, para los casos de incertidumbre en los elementos de la matriz de
covarianzas, el para´metro δ no puede tomar cualquier valor de la recta real, ya
que es necesario que la matriz de covarianzas perturbada sea definida positiva.
Sensibilidad para el vector de medias
Cuando el para´metro inexacto es un elemento del vector de medias µ, el
modelo perturbado que describe la parte cuantitativa de la Red Bayesiana
Gaussiana, viene dado por X ∼ N(µδ,Σ), donde µδ puede considerarse de tres
formas distintas, en funcio´n de las siguientes situaciones:
1. La media de la variable de intere´s Xi es inexacta, por tanto, en el modelo
perturbado dicho para´metro pasa a ser
µδi = µi + δ : ∀δ ∈ R
El modelo perturbado es tal que X ∼N(µδ,Σ), donde el vector de medias
perturbado se especifica mediante µδ = (µ1, . . . ,µi + δ, . . . ,µn)
T.
2. La media de la variable evidencial Xe es incierta, de forma que en el modelo
perturbado el para´metro es tal que
µδe = µe + δ : ∀δ ∈ R
El modelo perturbado, dado por X ∼N(µδ,Σ), tiene por vector de medias
µδ = (µ1, . . . ,µi, . . . ,µe + δ, . . . ,µn)
T.
3. La media de cualquier variable no evidencial Xj, distinta de la variable de
intere´s, es incierta, siendo el para´metro en el modelo perturbado
µδj = µj + δ : ∀δ ∈ R
El modelo perturbado es tal que X ∼N(µδ,Σ), donde el vector de medias
perturbado es µδ =
(
µ1, . . . ,µj + δ, . . . ,µi, . . . ,µe, . . . ,µn
)T
.
En la Proposicio´n 3.1 se calcula la medida de sensibilidad considerando que la
relacio´n lineal entre Xi y Xe es tal que el coeficiente de correlacio´n lineal no toma
valores extremos, siendo ρ2ie ∈ (0, 1), para los tres casos anteriormente expuestos.
128 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
Proposicio´n 3.1
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), Xi variable de
intere´s y Xe variable evidencial y sea ρ
2
ie ∈ (0, 1). Si se considera la pertur-
bacio´n δ ∈ R an˜adida a cualquier elemento del vector de medias µ, la medida de
sensibilidad (3.1) es tal que
1. Cuando se suma la perturbacio´n a la media de Xi, siendo µ
δ
i = µi + δ, la
distribucio´n final de la variable de intere´s tras la propagacio´n de la evidencia
es
Xi|E = e, δ ∼ N(µY |E=e,δi , σY |E=eii )
con
µ
Y |E=e,δ
i = µ
Y |E=e
i + δ
La medida de sensibilidad es tal que
Sµi(f(xi|e), f(xi|e, δ)) = δ
2
2σ
Y |E=e
ii
(3.2)
2. Cuando se suma la perturbacio´n a la media de la variable evidencial Xe,
con µδe = µe + δ, la distribucio´n final de la variable de intere´s, tras la
propagacio´n de la evidencia, es
Xi|E = e, δ ∼ N
(
µ
Y |E=e,δ
i , σ
Y |E=e
ii
)
donde
µ
Y |E=e,δ
i = µ
Y |E=e
i −
σie
σee
δ
La medida de sensibilidad viene dada por la siguiente expresio´n
Sµe(f(xi|e), f(xi|e, δ)) = δ
2
2σ
Y |E=e
ii
(
σie
σee
)2
(3.3)
3. Si la perturbacio´n δ se suma a la media de cualquier otra variable no
evidencial distinta de la variable de intere´s, entonces, dicha perturbacio´n
no influye sobre la variable de intere´s Xi, siendo f(xi|e, δ) = f(xi|e). Por
tanto, la medida de sensibilidad es cero.
Demostracio´n 3.1
Los para´metros finales de modelo perturbado se obtienen directamente apli-
cando (2.12). Se ha de tener en cuenta en cada caso un modelo inicial perturbado.
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Para calcular la medida de sensibilidad se trabaja con la divergencia de Kullback-
Leibler. Con funciones de densidad normales se tiene que
KL(f(w), f ′(w)) =
1
2
[
ln
(
σ2′
σ2
)
+
σ2
σ2′
+
(µ′ − µ)2
σ2′
− 1
]
(3.4)
donde f(w) es una distribucio´n N(µ, σ2) y f ′(w) es una N(µ′, σ2′).
Entonces, la medida de sensibilidad se puede calcular como
Spi(f(xi|e), f(xi|e, δ)) = 1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
µ
Y |E=e,δ
i − µY |E=ei
)2
σ
Y |E=e,δ
ii
− 1

Para cada caso presentado en la demostracio´n, se tiene que
1. Sµi(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
µ
Y |E=e,δ
i − µY |E=ei
)2
σ
Y |E=e,δ
ii
− 1

=
δ2
2σ
Y |E=e
ii
siendo µ
Y |E=e,δ
i = µ
Y |E=e
i + δ y σ
Y |E=e,δ
ii = σ
Y |E=e
ii
2. Sµe(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
µ
Y |E=e,δ
i − µY |E=ei
)2
σ
Y |E=e,δ
ii
− 1

=
1
2

(
− σieσee δ
)2
σ
Y |E=e,δ
ii

=
δ2
2σ
Y |E=e
ii
(
σie
σee
)2
donde µ
Y |E=e,δ
i = µ
Y |E=e
i − σieσee δ y σ
Y |E=e,δ
ii = σ
Y |E=e
ii
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3. Tras propagarse la evidencia se comprueba que f(xi|e, δ) = f(xi|e). En este
caso, la medida de sensibilidad es cero.
Las expresiones obtenidas para la medida de sensibilidad, (3.2) y (3.3), son
cuadra´ticas en funcio´n del valor de la perturbacio´n δ y dichas expresiones se
pueden comparar mediante el cociente
(
σie
σee
)2
.
Como se ha sen˜alado anteriormente, cuando existe incertidumbre acerca de la
evidencia asociada a la variable Xe, es decir, cuando la evidencia e es inexacta,
siendo eδ = e + δ, se obtiene la medida de sensibilidad Sµe(f(xi|e), f(xi|e, δ))
para µe = e. Por tanto, se estudia este caso asociado a variaciones en la evi-
dencia cuando se trabaja con la incertidumbre acerca de la media de la variable
evidencial. As´ı, en caso de considerarse incierta la evidencia acerca de la variable
evidencial o si interesa conocer el efecto de la observacio´n de valores extremos, se
puede realizar igualmente el ana´lisis de sensibilidad calculando la medida de sen-
sibilidad, mediante la expresio´n (3.3). Dicho resultado se recoge en la Proposicio´n
3.2.
Proposicio´n 3.2
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), Xi variable de
intere´s y Xe variable evidencial. Conside´rese la evidencia e que se tiene acerca de
Xe. Perturbando dicha evidencia, de forma que la nueva evidencia sea e
δ = e+δ,
se obtiene que el modelo perturbado es
Xi|E = e, δ ∼ N
(
µ
Y |E=e,δ
i , σ
Y |E=e
ii
)
donde
µ
Y |E=e,δ
i = µ
Y |E=e
i +
σie
σee
δ
La medida de sensibilidad obtenida en este caso coincide con la media de
sensibilidad de la expresio´n (3.3), siendo
Se(f(xi|e), f(xi|e, δ)) = δ
2
2σ
Y |E=e
ii
(
σie
σee
)2
(3.5)
Demostracio´n 3.2
Ana´loga a la demostracio´n de la Proposicio´n 3.1, Apartado 2.
Sensibilidad en Redes Bayesianas Gaussianas 131
A continuacio´n, se presentan las medidas de sensibilidad obtenidas cuando la
incertidumbre se tiene en los para´metros que definen la matriz de covarianzas.
Sensibilidad para la matriz de covarianzas
Si se considera incierto o inexacto un elemento de la matriz de covarianzas Σ, el
modelo perturbado que describe la red en estudio, viene dado por X ∼N(µ,Σδ),
donde Σδ puede expresarse mediante
1. La varianza de la variable de intere´s Xi es incierta, siendo dicha varianza
en el modelo perturbado tal que
σδii = σii + δ
con
δ > −σii + σ
2
ie
σee
(se ha de imponer dicha restriccio´n a la perturbacio´n δ para que la varianza
final de la variable de intere´s sea positiva).
En este caso, Σδ coincide con la matriz de covarianzas del modelo original
en todos sus elementos salvo en la varianza de Xi.
2. La varianza de la variable evidencial Xe es inexacta, por tanto, en el modelo
perturbado dicha varianza se expresa por
σδee = σee + δ
siendo
δ > −σee(1− ma´x
Xj∈Y
ρ2je)
donde ρje es el coeficiente de correlacio´n lineal entre la variable evidencial
Xe y cualquier variable Xj no evidencial.
El modelo perturbado X ∼ N(µ,Σδ) se define como el modelo original
salvo en el para´metro asociado a la varianza de la variable evidencial, que
en este caso es σδee.
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3. La varianza de cualquier variable no evidencial Xj ∈ Y con j = i viene
dada por
σδjj = σjj + δ
con
δ > −σjj +
σ2je
σee
De forma que Σδ coincide con Σ en todos sus elementos, salvo en la varianza
de Xj .
4. La covarianza entre la variable de intere´s Xi y la variable evidencial Xe
queda modificada, de forma que en el modelo perturbado los elementos de
la matriz de covarianzas, σδie y σ
δ
ei, son
σδie = σie + δ = σ
δ
ei
donde
−σie −√σiiσee < δ < −σie +√σiiσee
El modelo perturbado X ∼ N(µ,Σδ) queda como el modelo original salvo
en el para´metro asociado a la covarianza entreXi yXe, es decir se modifican
los elementos de la matriz de covarianzas de las posiciones (i, e) y (e, i).
5. Cualquier otra covarianza queda modificada. Es decir, la covarianza entre
la variable evidencial Xi y cualquier otra variable no evidencial Xj ∈ Y
con j = i es incierta, o la covarianza entre cualquier Xj ∈ Y con j = i y la
variable evidencial Xe cambia. En el modelo perturbado se tiene que
σδij = σij + δ = σ
δ
ij
o se considera
σδje = σje + δ = σ
δ
ej
siendo
−σje −√σjjσee < δ < −σje +√σjjσee
Ahora Σδ es igual a Σ salvo para los elementos de las posiciones (i, j) y
(j, i) o (j, e) y (e, j).
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En todos los casos se deben imponer restricciones al valor de la perturbacio´n
δ, con el fin de mantener positivas las varianzas del modelo perturbado.
En la Proposicio´n 3.3 se incluyen las medidas de sensibilidad calculadas para
los distintos casos introducidos anteriormente. De nuevo, se trabaja considerando
un coeficiente de correlacio´n lineal entre Xi y Xe tal que ρ
2
ie ∈ (0, 1).
Proposicio´n 3.3
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), Xi variable de
intere´s y Xe variable evidencial. Cuando se modifica la matriz de covarianzas Σ,
suma´ndole a alguno de sus elementos la perturbacio´n δ, y se considera ρ2ie ∈ (0, 1),
la medida de sensibilidad (3.1) obtenida para cada uno de los casos posibles es tal
que
1. Si se suma la perturbacio´n a la varianza de la variable de intere´s, siendo
σδii = σii + δ para δ > −σii +
σ2ie
σee
, tras realizarse la propagacio´n de la
evidencia, la distribucio´n final de la variable de intere´s es
Xi|E = e, δ ∼ N
(
µ
Y |E=e
i , σ
Y |E=e,δ
ii
)
donde
σ
Y |E=e,δ
ii = σ
Y |E=e
ii + δ
La expresio´n dada para medida de sensibilidad en este caso es
Sσii(f(xi|e), f(xi|e, δ)) = 1
2
[
ln
(
1 +
δ
σ
Y |E=e
ii
)
− δ
σ
Y |E=e,δ
ii
]
(3.6)
2. Cuando la perturbacio´n δ se suma a la varianza de Xe, siendo σδee = σee+δ
con δ > −σee(1− ma´x
Xj∈Y
ρ2je), donde ρje es el coeficiente de correlacio´n lineal
entre Xj y Xe, la distribucio´n final de intere´s es
Xi|E = e, δ ∼ N
(
µ
Y |E=e,δ
i , σ
Y |E=e,δ
ii
)
con
µ
Y |E=e,δ
i = µi +
σ2ie
σee + δ
(e− µe)
σ
Y |E=e,δ
ii = σii −
σ2ie
σee + δ
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La medida de sensibilidad viene dada por
Sσee(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ2ie
σee
(
−δ
σee+δ
)(
1 + (e− µe)2
(
−δ
(σee+δ)σee
))
σ
Y |E=e,δ
ii

(3.7)
3. Si la perturbacio´n δ se suma a la varianza de cualquier variable no eviden-
cial Xj ∈ Y con j = i, siendo σδjj = σjj + δ, dicha perturbacio´n no afecta
a la variable de intere´s Xi, quedando f(xi|e, δ) = f(xi|e). Por tanto, la
medida de sensibilidad es cero.
4. Cuando la perturbacio´n esta´ en la covarianza entre Xi y Xe, es decir σ
δ
ie =
σie + δ = σ
δ
ei, siendo −σie −
√
σiiσee < δ < −σie +√σiiσee, la distribucio´n
final de intere´s es
Xi|E = e, δ ∼ N
(
µ
Y |E=e,δ
i , σ
Y |E=e,δ
ii
)
donde
µ
Y |E=e,δ
i = µ
Y |E=e
i +
δ
σee
(e− µe)
σ
Y |E=e,δ
ii = σii −
(σie + δ)
2
σee
La medida de sensibilidad viene dada por la siguiente expresio´n
Sσie(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(1− δ2 + 2σieδ
σeeσ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
δ
σee
(e− µe)
)2
σ
Y |E=e,δ
ii
− 1

(3.8)
5. Cuando la perturbacio´n se supone en cualquier otra covarianza de la matriz
de covarianzas, es decir, en las covarianzas entre Xi y cualquier variable no
evidencial Xj o entre la variable evidencial Xe y Xj ∈ Y para todo j = i,
entonces, dicha perturbacio´n no influye en la variable de intere´s, quedando
f(xi|e, δ) = f(xi|e). Por tanto, la medida de sensibilidad es cero.
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Demostracio´n 3.3
Los para´metros finales del modelo perturbado se obtienen tras aplicar (2.12),
siendo µ
Y |E=e,δ
i el elemento i-e´simo del vector de medias y σ
Y |E=e,δ
ii el elemento
i-e´simo de la matriz de covarianzas. En cada caso se considera una u´nica per-
turbacio´n δ.
Trabajando con la expresio´n (3.4) se calcula la medida de sensibilidad para los
casos presentados. As´ı,
1. Sσii(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
µ
Y |E=e,δ
i − µY |E=ei
)2
σ
Y |E=e,δ
ii
− 1

=
1
2
[
ln
(
1 +
δ
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii
σ
Y |E=e
ii + δ
− 1
]
=
1
2
[
ln
(
1 +
δ
σ
Y |E=e
ii
)
− δ
σ
Y |E=e,δ
ii
]
considerando µ
Y |E=e,δ
i = µ
Y |E=e
i y σ
Y |E=e,δ
ii = σ
Y |E=e
ii + δ.
Con la condicio´n de que
σ
Y |E=e,δ
ii > 0⇒
σ
Y |E=e
ii + δ > 0⇒
δ > −σii + σ
2
ie
σee
2. Sσee(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
µ
Y |E=e,δ
i − µY |E=ei
)2
σ
Y |E=e,δ
ii
− 1

=
1
2
ln(σY |E=e,δii
σ
Y |E=e
ii
)
+
σ
Y |E=e
ii +
(
µ
Y |E=e,δ
i − µY |E=ei
)2 − σY |E=e,δii
σ
Y |E=e,δ
ii

considerando los para´metros finales del modelo perturbado
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µ
Y |E=e,δ
i = µi +
σie
σee + δ
(e− µe) y σY |E=e,δii = σii −
σ2ie
σee + δ
;
y los para´metros finales del modelo original
µ
Y |E=e
i = µi +
σie
σee
(e− µe) y σY |E=eii = σii −
σ2ie
σee
Por tanto, la medida de sensibilidad queda
=
1
2
ln
(
σ
Y |E=e,δ
ii
σ
Y |E=e
ii
)
+
−σ
2
ie
σee
+
σ2ie
σee + δ
+
(
σie
σee + δ
(e− µe)− σie
σee
(e− µe)
)2
σ
Y |E=e,δ
ii

=
1
2
ln
(
σ
Y |E=e,δ
ii
σ
Y |E=e
ii
)
+
σ2ie
σee
( −δ
σee + δ
)
+
(
σie(e− µe)
( −δ
(σee + δ)σee
))2
σ
Y |E=e,δ
ii

=
1
2
ln
(
σ
Y |E=e,δ
ii
σ
Y |E=e
ii
)
+
σ2ie
σee
( −δ
σee + δ
)(
1 + (e− µe)2
( −δ
(σee + δ)σee
))
σ
Y |E=e,δ
ii

En este caso hay que imponer que para cualquier variable Xj
σ
Y |E=e,δ
jj > 0⇒
σjj −
σ2je
σee + δ
> 0⇒
σee + δ >
σ2je
σjj
Trabajando con el coeficiente de correlacio´n lineal ρ2je =
σ2je
σjjσee
σee + δ > ρ
2
jeσee ⇒
δ > σee(ρ
2
je − 1)
Como todos los elementos de la diagonal se ven afectados por la perturbacio´n
introducida, se ha de exigir que
δ > −σee(1− ma´x
Xj∈Y
ρ2je)
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3. La perturbacio´n no afecta a la salida de intere´s del modelo perturbado,
siendo f(xi|e, δ) = f(xi|e). Entonces, la medida de sensibilidad es cero.
4. Sσie(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σY |E=e,δi
σ
Y |E=e
i
)
+
σ
Y |E=e
i +
(
µ
Y |E=e,δ
i − µY |E=ei
)2
σ
Y |E=e,δ
i
− 1

=
1
2
ln(1− δ2 + 2σiiδ
σeeσ
Y |E=e
i
)
+
σ
Y |E=e
i +
(
δ
σee
(e− µe)
)2
σ
Y |E=e,δ
i
− 1

siendo µ
Y |E=e,δ
i = µ
Y |E=e
i +
δ
σee
(e− µe) y σY |E=e,δii = σY |E=eii − δ
2+2σiiδ
σee
En este caso para que la varianza final de intere´s sea mayor que cero se
tiene
σ
Y |E=e,δ
ii > 0⇒
σii − (σie + δ)
2
σee
> 0⇒
(σie + δ)
2 < σiiσee ⇒
−σie −√σiiσee < δ < −σie +√σiiσee
5. Tras propagarse la evidencia se comprueba que f(xi|e, δ) = f(xi|e), para
cualquiera de los posibles modelos perturbados. Entonces, la medida de
sensibilidad es cero.
Cuando la perturbacio´n se presenta en la matriz de covarianzas, las medidas de
sensibilidad obtenidas muestran expresiones similares respecto a la perturbacio´n
δ.
Como se ha visto en el Apartado 2.4.3 del Cap´ıtulo 2, la matriz de covarianzas
refleja las relaciones de independencia condicionada del problema mediante su
inversa, la matriz de precisio´n. Cuando se modifica la matriz de covarianzas,
tambie´n se modifica su matriz inversa, pudiendo aparecer nuevas relaciones de
independencia o dependencia condicionada. Por tanto, al modificar las varianzas
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y covarianzas, se puede modificar la estructura de dependencias que presenta la
Red Bayesiana Gaussiana. Para estudiar las modificaciones presentes se puede
calcular, para cada modelo perturbado, la matriz inversa de Σδ. En caso de
presentarse cambios importantes en la estructura de la red, los expertos han
de estudiar en profundidad la variable que provoca esta modificacio´n, a fin de
describirla con la mayor precisio´n posible.
A continuacio´n, se introduce un ejemplo que pone de manifiesto las ideas
anteriores.
Ejemplo 3.1
Conside´rese la Red Bayesiana Gaussiana introducida en el Ejemplo 2.9, cuya
definicio´n viene dada por el DAG de la Figura 3.1 y la distribucio´n conjunta
normal multivariante dada a continuacio´n y se tiene evidencia acerca de X2,
siendo E = {X2 = 4}.
1X 2X
3X 4X
5X
Figura 3.1. DAG asociado a la Red Bayesiana Gaussiana descrita para el
Ejemplo 3.1
Donde X ∼ N(µ,Σ) donde
µ =

2
3
3
4
5
 Σ =

3 0 6 0 6
0 2 2 0 2
6 2 15 0 15
0 0 0 2 4
6 2 15 4 26

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Se tiene que la media y la varianza de la variable de intere´s X5 puede ser
µδ55 = 7 = µ5 + δ5 (donde δ5 = 2) y σ
δ55
55 = 24 = σ55 + δ55 (con δ55 = −2).
Tambie´n que los para´metros que definen la variable evidencial X2 pueden ser
µδ22 = 6 = µ2 + δ2 (con δ2 = 3) y σ
δ22
22 = 5 = σ22 + δ22 (donde δ22 = 3).
La covarianza entre X5 y X2 puede venir dada por σ
δ52
52 = 3 = σ52+δ52 = σ
δ25
25
(donde δ52 = 1 = δ25).
Finalmente, la variable X3 puede definirse con µ
δ3
3 = 2 = µ3 + δ3 (siendo
δ3 = −1) y σδ3333 = 16 = σ33 + δ33 (con δ33 = 1).
Se desea estudiar la repercusio´n de las perturbaciones propuestas sobre la
salida de la red, tras propagarse la evidencia E = {X2 = 4}.
Como se vio en el Ejemplo 2.11, tras realizarse la propagacio´n de la evidencia
para el modelo original se obtiene que la variable de intere´s se distribuye segu´n
X5|X2 = 4 ∼ N(6, 24)
Para estudiar el efecto de la incertidumbre cuantificada por los expertos, se
realiza el ana´lisis de sensibilidad presentado, calculando para cada para´metro
incierto la medida de sensibilidad.
Antes de obtener las distintas medidas de sensibilidad es necesario comprobar
que los valores de las perturbaciones asociadas a la matriz de covarianzas, δ22,
δ33, δ55 y δ52 hacen que dicha matriz perturbada Σ
δ, sea definida positiva. En
este caso, las perturbaciones supuestas en el ejemplo hacen que la matriz inicial
perturbada sea definida positiva.
Existe incertidumbre acerca de los para´metros iniciales de las variables X2,
X3 y X5, siendo X2 la variable evidencial y X5 la de intere´s.
Por los resultados obtenidos al plantear el ana´lisis, se sabe que la incertidum-
bre asociada a cualquier para´metro de una variable no evidencial, distinta de la de
intere´s, en este caso X3, no afecta a la salida de la red, dada por la distribucio´n de
X5|X2. Por tanto, no se calcula la medida de sensibilidad para dichos para´metros
asociados a X3, por ser cero.
Calculando la medida de sensibilidad para las perturbaciones asociadas a los
para´metros de las variables evidencial X2 y de intere´s X5 se obtiene que:
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• Si la media de la variable de intere´s es inexacta, tras la propagacio´n de la
evidencia, la variable de intere´s es X5|X2, δ5 = 4 ∼ N(8, 24). La medida de
sensibilidad calculada mediante la expresio´n (3.2) es
Sµ5(f(x5|e), f(x5|e, δ5)) = 0.083
• Cuando se perturba la media de la variable evidencial, la distribucio´n final
de la variable de intere´s es normal, siendo en el modelo perturbado X5|X2 =
4, δ2 ∼ N(3, 24). Calculando la medida de sensibilidad con (3.3) se obtiene
que
Sµ2(f(x5|e), f(x5|e, δ2)) = 0.1875
En este ejemplo, la medida de sensibilidad calculada para cualquier pertur-
bacio´n cuando la media de la variable evidencial es incierta, coincide con la me-
dida de sensibilidad obtenida para la media de la variable de intere´s, debido a
que los valores iniciales de la covarianza entre X5 y X2, σ52, y de la varianza
evidencial σ22 coinciden. Por lo tanto, por los valores de los para´metros
asignados inicialmente, la medida de sensibilidad Sµ5(f(x5|e), f(x5|e, δ)) coincide
con Sµ2(f(x5|e), f(x5|e, δ)) cuando se considera la misma perturbacio´n δ ∈ R.
• Perturbando la varianza de la variable de intere´s, se tiene que tras la propa-
gacio´n de la evidencia, X5|X2 = 4, δ55 ∼ N(6, 22). En este caso, la media
final de intere´s se mantiene igual que en el modelo original y cambia
la varianza final de intere´s, reduciendo su valor. Esta variacio´n en la dis-
tribucio´n de intere´s parece pequen˜a, por tanto, la medida de sensibilidad
ha de ser tambie´n pequen˜a.
Con la expresio´n (3.5) se calcula la medida de sensibilidad obtenie´ndose
Sσ55(f(x5|e), f(x5|e, δ55)) = 0.0019
• Para el caso de perturbar la varianza evidencial, tras realizarse la propa-
gacio´n para el modelo perturbado, se tiene queX5|X2 = 4, δ22 ∼ N(5.8, 25.2).
Ambos para´metros finales del modelo perturbado cambian respecto al
modelo original, reducie´ndose muy poco el valor de la media y aumentando
el valor de la varianza.
La medida de sensibilidad obtenida tras aplicar la expresio´n (3.6) es tal que
Sσ22(f(x5|e), f(x5|e, δ22)) = 0.0077
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• Finalmente, si se perturba la covarianza entre la variable de intere´s X5 y
la variable evidencial X2, la distribucio´n final de intere´s para el modelo
perturbado es X5|X2 = 4, δ52 ∼ N(6.5, 21.5). Dicha incertidumbre afecta
a la media de intere´s, aumentando su valor, y a la varianza, que se ve
reducida.
La medida de sensibilidad resultante al aplicar la expresio´n (3.7) viene dada
por
Sσ52(f(x5|e), f(x5|e, δ52)) = 0.0089
No´tese que cuando se modifica algu´n elemento del vector de medias, dicha
perturbacio´n solo afecta a la media final de la variable de intere´s. Por el contrario,
cuando se perturba algu´n elemento de la matriz de covarianzas, la perturbacio´n
afecta en determinados casos a la media y la varianza final de la variable de
intere´s.
Los expertos en el problema han de determinar si los cambios producidos
sobre la variable de intere´s y las medidas de sensibilidad obtenidas, son relevantes
en funcio´n de las unidades de medida. No obstante los valores resultantes son
pequen˜os y por tanto, se puede concluir que las incertidumbres acerca de los
para´metros de la red no afectan en gran medida a la salida de la red, de forma
que la red no es sensible a los cambios propuestos. Au´n as´ı, se puede destacar
que el mayor valor de la medida de sensibilidad se obtiene cuando la media de la
variable evidencial se perturba, siendo dicho valor 0.1875.
Los valores obtenidos de las medidas de sensibilidad son mayores cuando se
modifica un elemento del vector de medias que cuando se modifica un elemento
de la matriz de covarianzas.
Si los expertos consideran que los valores de las medidas de sensibilidad su-
peran lo esperado, entonces deben revisar las variables cuyos para´metros presen-
tan un mayor valor en la medida de sensibilidad.
Conside´rese ahora la situacio´n en la que los expertos no pueden cuantificar
la incertidumbre asociada a las variables X2, X3 y X5. En este caso, se puede
calcular la medida de sensibilidad, para cada uno de los para´metros inciertos en
funcio´n de la perturbacio´n δ, obtenie´ndose
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Sµ5(f(x5|e), f(x5|e, δ)) = δ248
Sµ2(f(x5|e), f(x5|e, δ)) = δ248
Sσ55(f(x5|e), f(x5|e, δ)) = 12
[
ln
(
1 + δ24
)− δ24+δ]
Sσ22(f(x5|e), f(x5|e, δ)) = 12
[
ln
(
26− 4
2+δ
24
)
+
2( −δ2+δ )
(
1+
(
−δ
(2+δ)2
))
26− 4
2+δ
]
Sσ52(f(x5|e), f(x5|e, δ)) = 12
[
ln
(
1− δ2+4δ48
)
+
24+( δ2)
2
26−
(2+δ)2
2
− 1
]
Si se muestran las medidas de sensibilidad en un gra´fico en funcio´n del valor
de δ, se pueden comparar las medidas de sensibilidad y estudiar que´ para´metro
incierto puede afectar en mayor medida a los resultados de la red. En la Figura 3.2
se presentan dichas medidas para cualquier valor de δ, aunque cuando la pertur-
bacio´n se an˜ade a la matriz de covarianzas dicha perturbacio´n no podra´ tomar
cualquier valor posible, puesto que la matriz de covarianzas inicial perturbada
debe ser definida positiva.
Con la Figura 3.2 se observa como se pueden variar los para´metros sin pro-
ducirse grandes cambios en la salida de la red, trabajando con valores de la medida
de sensibilidad pro´ximos a cero.
52σS
55σS
5µS
22σS
Perturbation δ
2
µS 2µS
Figura 3.2. Medidas de sensibilidad obtenidas para cualquier valor de la
perturbacio´n δ para el Ejemplo 3.1
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Si se desea estudiar la medida de sensibilidad para pequen˜as perturbaciones,
tambie´n se pueden dibujar gra´ficamente las distintas medidas de sensibilidad para
valores acotados de δ. As´ı, en la Figura 3.3 se presentan dichas medidas cuando
δ ∈ [−4, 4].
52σS
55σS
5µS 22
σS
Perturbation δ
2µS
Figura 3.3. Medidas de sensibilidad obtenidas cuando la perturbacio´n
δ ∈ [−4, 4] para el Ejemplo 3.1
Los resultados de este ana´lisis son fundamentales a la hora de definir una
Red Bayesiana Gaussiana, para comprobar si los para´metros introducidos y las
posibles incertidumbres asociadas a los mismos cambian mucho los resultados
que se obtienen acerca de la variable de intere´s. En caso de obtener valores de
la medida de sensibilidad grandes, se deben estudiar de nuevo las variables que
producen dichos valores para definirlas con mayor precisio´n y as´ı garantizar que
la red define correctamente el problema que se esta´ tratando.
3.3.3. Casos extremos en la relacio´n entre la variable de intere´s
y la variable evidencial
Los resultados del ana´lisis de sensibilidad introducidos se obtienen cuando el
grado de relacio´n lineal entre la variable de intere´s Xi y la variable evidencial Xe,
no esta´ en los extremos.
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En este Apartado se analizan dos situaciones particulares de las medidas
de sensibilidad, descritas en funcio´n de los valores extremos del coeficiente de
correlacio´n lineal ρ2ie. Ambas situaciones se particularizan en el grafo con una
conexio´n concreta entre los nodos que representan a Xi y a Xe.
As´ı, si las variables Xi y Xe son independientes, el coeficiente de correlacio´n
lineal es ρ2ie = 0. En este caso, so´lo es posible una conexio´n convergente entre los
nodos que representan dichas variables en el DAG. Por el contrario, cuando las
variables Xi y Xe son linealmente dependientes con un coeficiente de correlacio´n
dado por ρ2ie = 1, ambas variables en el DAG presentan una conexio´n en serie o
divergente.
Trabajando con estas relaciones entre la variable de intere´s Xi y la varia-
ble evidencial Xe, se simplifican las expresiones de las medidas de sensibilidad
expuestas en el Apartado anterior. En las Proposiciones 3.4 y 3.5 se presen-
tan las medidas de sensibilidad obtenidas, considerando las situaciones extremas
mostradas por el coeficiente de correlacio´n lineal ρ2ie.
Proposicio´n 3.4
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), Xi variable de
intere´s y Xe variable evidencial. Conside´rese una conexio´n convergente entre los
nodos del DAG que representan dichas variables, siendo ρ2ie = 0. Entonces, tras la
propagacio´n de la evidencia, la salida de la red no se ve influida por la evidencia
introducida, siendo µ
Y |E=e
i = µi y σ
Y |E=e
ii = σii.
Por tanto, solo influyen en la salida de la red las perturbaciones asociadas a
los para´metros que describen a Xi, µi y σii, y a la covarianza entre Xi y Xe,
σie, modificandose en este u´ltimo caso la relacio´n de dependencia entre ambas
variables. Para cada uno de los para´metros inciertos se tiene que:
1. Cuando se an˜ade la perturbacio´n δ a la media de la variable de intere´s,
entonces la distribucio´n final de intere´s, tras la propagacio´n de la evidencia,
es Xi|E = e, δ ∼ N(µi + δ, σii).
La medida de sensibilidad viene dada por
Sµi(f(xi|e), f(xi|e, δ)) = δ
2
2σii
(3.9)
2. Si la perturbacio´n δ se suma a la varianza de la variable de intere´s, siendo
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σδii = σii + δ con δ > −σii, entonces la distribucio´n final de intere´s es tal
que Xi|E = e, δ ∼ N (µi, σii + δ).
La medida de sensibilidad viene dada por la siguiente expresio´n
Sσii(f(xi|e), f(xi|e, δ)) = 1
2
[
ln
(
1 +
δ
σii
)
− δ
σii + δ
]
(3.10)
3. Si se considera que puede existir alguna relacio´n entre las variables Xi y
Xe, se ha de modificar la conexio´n convergente del DAG y se pasa a tener
una covarianza distinta de cero, dada por σδie = σie + δ = δ = σ
δ
ei, siendo δ
tal que −√σiiσee < δ < √σiiσee. Entonces, la distribucio´n final de intere´s
es tal que Xi|E = e, δ ∼ N
(
µi +
δ
σee
(e− µe), σii − δ2σee
)
.
La medida de sensibilidad es
Sσie(f(xi|e), f(xi|e, δ)) = 1
2
ln(1− δ2
σeeσii
)
+
δ2
σee
(
(e−µe)2
σee
+ 1
)
σii − δ2σee

(3.11)
4. Para cualquier otra posible perturbacio´n, la variable de intere´s no se ve
modificada, siendo f(xi|e, δ) = f(xi|e) y por tanto la medida de sensibilidad
es cero.
Demostracio´n 3.4
Las expresiones de las medidas de sensibilidad obtenidas se calculan de forma
directa trabajando con la relacio´n de independencia entre Xi y Xe, dada por
σie = 0, en las Proposiciones 3.1 y 3.2.
Por tanto, cuando las variables Xi y Xe son independientes y se realiza el
proceso de propagacio´n de la evidencia, la informacio´n e acerca de Xe no afecta a
la variable de intere´s, de forma que los para´metros finales de la variable de intere´s
coinciden con dichos para´metros iniciales, siendo µ
Y |E=e
i = µi y σ
Y |E=e
ii = σii.
As´ı, al estudiar la sensibilidad de la red, solo la incertidumbre acerca de los
para´metros de la variable Xi puede afectar a la salida de la misma, recogida en
la distribucio´n final de la variable de intere´s. Tambie´n se simplifica la medida
de sensibilidad cuando se realizan modificaciones en la covarianza entre Xi y
Xe, pasando de tener una relacio´n de independencia entre ambas variables a una
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relacio´n de dependencia, dada por σie = δ. En este caso, el para´metro introducido
sen˜ala que se ha de modificar el DAG, que representa las variables del problema,
an˜adiendo una arista entre Xi y Xe. Cualquier otra perturbacio´n posible de los
para´metros de la red no influye sobre la distribucio´n de la variable de intere´s, al
igual que tampoco influye la incertidumbre acerca del valor de la evidencia e, tal
que Xe = e, por tanto, la medida de sensibilidad tambie´n es cero.
Como representacio´n de los resultados anteriores, se introduce un ejemplo en
el que la variable de intere´s y la variable evidencial son independientes.
Ejemplo 3.2
Conside´rese la Red Bayesiana Gaussiana del Ejemplo 3.1. Sea ahora la va-
riable de intere´s X1 y la variable evidencial X2. Se pretende determinar que
para´metros afectan a la salida de la red y como se realizar´ıa el ana´lisis de sensi-
bilidad.
Como se puede ver, ambas variables aparecen en una conexio´n convergente
en el DAG, de forma que X1 y X2 son independientes.
En este caso, so´lo influyen sobre la salida de la red los para´metros asociados a
la variable de intere´s µ1 y σ11 y la covarianza entre X1 y X2, dada por σ12. Para
el resto de posibles para´metros inciertos, dicha incertidumbre no afecta a la salida
de la red, siendo dicha salida, la distribucio´n final de X1 tras la propagacio´n de
la evidencia.
Al realizarse el ana´lisis de sensibilidad solo es necesario calcular las medidas
de sensibilidad mostradas en la Proposicio´n 3.4.
Por tanto, al especificarse una Red Bayesiana Gaussiana con una variable de
intere´s Xi y una variable evidencial Xe, independiente de Xi, es muy importante
ser preciso al asignar los para´metros a la variable de intere´s Xi.
La otra relacio´n extrema considerada entre Xi y Xe se tiene, cuando el coe-
ficiente de correlacio´n es tal que ρ2ie = 1. En este caso se tiene una conexio´n en
serie o divergente entre los nodos del DAG que representan a Xi y Xe, de forma
que existe una relacio´n lineal entre ambas variables.
En la Proposicio´n 3.5, se muestran las diferentes expresiones asociadas a la
medida de sensibilidad que se obtienen para este caso extremo dado cuando el
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coeficiente de correlacio´n es ρ2ie = 1.
Proposicio´n 3.5
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), Xi variable de
intere´s y Xe variable evidencial, donde existe una relacio´n lineal entre ambas va-
riables, siendo ρ2ie = 1. Entonces, tras la propagacio´n de la evidencia, la varianza
final de intere´s σ
Y |E=e
ii es cero.
La medida de sensibilidad para cualquier perturbacio´n an˜adida a los para´metros
de Xi o de Xe es igual a infinito.
Por tanto, cuando existe una relacio´n lineal entre las variables de intere´s y
evidencial, la medida de sensibilidad es extrema.
Demostracio´n 3.5
El resultado mostrado se obtiene de forma directa trabajando con las Proposi-
ciones 3.1 y 3.2 siendo ρ2ie =
σ2ie
σiiσee
= 1.
Los resultados obtenidos en este caso en que ρ2ie = 1, son los esperados,
ya que cualquier perturbacio´n asociada a los para´metros iniciales de Xi o Xe
cambian mucho los resultados acerca de la variable de intere´s que depende de
dichos para´metros, por tanto, la medida de sensibilidad resulta ser extrema.
3.3.4. Algoritmo para el ca´lculo de la medida de sensibilidad
A continuacio´n, se introduce el Algoritmo disen˜ado para realizar el ana´lisis
de sensibilidad de una v´ıa propuesto en esta Seccio´n. El Algoritmo que se pre-
senta, calcula en tiempo lineal las medidas de sensibilidad asociadas al conjunto
de para´metros inciertos que describen la Red Bayesiana Gaussiana. La Red
Bayesiana Gaussiana en estudio, ha de tener una variable de intere´s Xi y al
menos evidencia acerca de una de las variables del problema, Xe.
En el Algoritmo disen˜ado, se introduce el modelo original, un vector δ y una
matriz sime´trica ∆ con todos los valores de las perturbaciones asociadas a los
para´metros inciertos del modelo original, siendo el vector δ el vector de pertur-
bacio´n de medias y la matriz sime´trica ∆ lamatriz de perturbacio´n de covarianzas,
que describen las incertidumbres acerca de los para´metros del problema. Cuando
148 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
un elemento de µ o Σ no es incierto, entonces, en δ o ∆ aparece un cero en la
posicio´n de dicho elemento, respectivamente. De esta forma, se genera un modelo
perturbado para cada elemento de δ y ∆ distinto de cero, que pueda afectar a la
variable de intere´s Xi. Dicho modelo, se compara con el modelo original, para
calcular la medida de sensibilidad en cada caso.
No´tese que los distintos ca´lculos que se deben realizar en el Algoritmo, se
centran en los para´metros inciertos de la variable de intere´s y de la variable evi-
dencial. Adema´s, se obtienen todas las expresiones de las medidas de sensibilidad,
en funcio´n de los elementos de µ y Σ que definen el modelo original. Tambie´n,
se puede obtener la medida de sensibilidad cuando la evidencia e es incierta,
mediante la expresio´n (3.3) asociada a la incertidumbre en la media evidencial.
Algoritmo
Entrada: Los para´metros µ y Σ que definen el modelo original dado por la Red
Bayesiana Gaussiana con distribucio´n conjunta normal multivariante N(µ,Σ).
La variable de intere´s Xi, la variable evidencial Xe y la evidencia e tal que
Xe = e. Un vector de perturbacio´n de medias δ, siendo el elemento j−e´simo del
vector la perturbacio´n que se an˜ade a la media de la variable Xj. Una matriz
sime´trica de perturbacio´n de covarianzas ∆, en el que el elemento (j, j) muestra
la perturbacio´n que se suma a la varianza de la variable Xj y el elemento (j, k)
muestra la perturbacio´n asociada a la covarianza entre Xj y Xk.
Salida: Las medidas de sensibilidad asociadas a los elementos inciertos que
describen la salida de la red.
Paso 1. Calcular el coeficiente de correlacio´n entre Xi y Xe, dado por la siguiente
expresio´n
ρ2ie =
σ2ie
σiiσee
Entonces, si ρ2ie ∈ (0, 1) ir al Paso 2, si ρ2ie = 0 ir al Paso 3 y si ρ2ie = 1 ir al
Paso 4.
Paso 2. Con ρ2ie ∈ (0, 1) calcular:
(a) Las medidas de sensibilidad de los para´metros inciertos del vector de
medias, de forma que
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• Si el elemento i−e´simo del vector de perturbacio´n de medias δ es
distinto de cero, entonces, calcular Sµi(f(xi|e), f(xi|e, δ)) con la
expresio´n (3.2).
• Si el elemento e−e´simo del vector de perturbacio´n de medias δ es
distinto de cero, entonces, calcular Sµe(f(xi|e), f(xi|e, δ)) me-
diante (3.3).
• En otro caso, la medida de sensibilidad es cero.
(b) Las medidas de sensibilidad de los para´metros inciertos de la matriz
de covarianzas, teniendo en cuenta que
• Si el elemento i−e´simo de la diagonal de la matriz de pertur-
bacio´n de covarianzas ∆ es distinto de cero, entonces, calcular
Sσii(f(xi|e), f(xi|e, δ)) mediante (3.6).
• Si el elemento e−e´simo de la diagonal de la matriz de pertur-
bacio´n de covarianzas ∆ es distinto de cero, entonces, calcular
Sσee(f(xi|e), f(xi|e, δ)) con (3.7).
• Si los elementos (i, e) o (e, i) de la matriz de perturbacio´n
de covarianzas ∆ son distintos de cero, entonces, calcular
Sσie(f(xi|e), f(xi|e, δ)) mediante la expresio´n (3.8).
• En otro caso la medida de sensibilidad es cero.
Paso 3. Con ρ2ie = 0 calcular:
(a) La medida de sensibilidad asociada al vector de medias, cuando
el elemento i−e´simo del vector δ es distinto de cero, obtenie´ndose
Sµi(f(xi|e), f(xi|e, δ)) mediante la expresio´n (3.9).
Para el resto de los casos, la medida de sensibilidad es cero.
(b) Las medidas de sensibilidad asociadas a la matriz de covarianzas a
trave´s de
• Si el elemento i−e´simo de la diagonal de la matriz de pertur-
bacio´n de covarianzas ∆ es distinto de cero, entonces, calcular
Sσii(f(xi|e), f(xi|e, δ)) mediante (3.10).
• Si los elementos (i, e) o (e, i) de la matriz de perturbacio´n
de covarianzas ∆ es distinto de cero, entonces, calcular
Sσie(f(xi|e), f(xi|e, δ)) con (3.11).
• Para el resto de los casos, la medida de sensibilidad es cero.
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Paso 4. Con ρ2ie = 1, la medida de sensibilidad para cualquier elemento i−e´simo
y/o e−e´simo de δ o ∆, es igual a infinito.
Para el resto de los casos, la medida de sensibilidad es cero.
Con este Algoritmo es posible calcular de forma eficiente las medidas de sensi-
bilidad de una Red Bayesiana Gaussiana, que recogen la incertidumbre existente
en la asignacio´n de los para´metros que describen la misma. El Algoritmo esta´
implementado en Susi (2006).
3.4. Sensibilidad para perturbaciones extremas
Una caracter´ıstica importante del ana´lisis de sensibilidad presentado, es que
permite estudiar la sensibilidad de una Red Bayesiana Gaussiana desde una
perspectiva global, valorando la diferencia entre las distribuciones de probabilidad
y no so´lo entre algunas de sus caracter´ısticas. Adema´s, es posible asociar distintos
grados de perturbacio´n a los para´metros que describen el modelo original, al
contrario de algunos ana´lisis de sensibilidad desarrollados, como el descrito por
Laskey (1995) para Redes Bayesianas Discretas, o el introducido por Castillo,
et al. (2003) para Redes Bayesianas Gaussianas, que centran los ana´lisis de
sensibilidad en el estudio de perturbaciones locales sobre el para´metro descrito
por los expertos.
Con este ana´lisis de sensibilidad, tambie´n es posible valorar el efecto de posi-
bles evidencias ano´malas, por extremas, en las salidas de la red al propagar la
evidencia.
En las Proposiciones 3.6 y 3.7 de esta Seccio´n, se estudia el comportamiento
de las medidas de sensibilidad obtenidas, cuando la perturbacio´n an˜adida al
para´metro incierto es extrema.
El objetivo de este ana´lisis es determinar el efecto de perturbaciones extremas
acerca de los para´metros que describen la red inicialmente y comprobar si las
medidas de sensibilidad, desarrolladas para cada caso, reflejan el comportamiento
extremo de la perturbacio´n. Para ello, se estudia la medida de sensibilidad para
perturbaciones extremas calculando el l´ımite de la medida de sensibilidad cuando
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δ −→ uδ o δ −→ lδ, donde uδ y lδ son las perturbaciones ma´xima y mı´nima
posibles sobre el para´metro, y δ −→ 0. En este caso, el coeficiente de correlacio´n
entre Xi y Xe es tal que ρ
2
ie ∈ (0, 1).
Los resultados presentados en esta Seccio´n, han sido publicados en Go´mez-
Villegas, et al. (2006).
Proposicio´n 3.6
Sea una Red Bayesiana Gaussiana (D, P ) con Xi variable de intere´s y Xe
variable evidencial. Sea el coeficiente de correlacio´n lineal entre ambas variables
tal que ρ2ie ∈ (0, 1). Se desea estudiar la sensibilidad de la red. Entonces, cuando
la perturbacio´n δ que se an˜ade al vector de medias µ es extrema, la medida de
sensibilidad tambie´n es extrema. De forma que,
1.
(a) lim
δ→±∞
Sµi(f(xi|e), f(xi|e, δ)) =∞
(b) lim
δ→0
Sµi(f(xi|e), f(xi|e, δ)) = 0
2.
(a) lim
δ→±∞
Sµe(f(xi|e), f(xi|e, δ)) =∞
(b) lim
δ→0
Sµe(f(xi|e), f(xi|e, δ)) = 0
Demostracio´n 3.6
Las expresiones resultantes de los l´ımites se obtienen de forma directa.
Por tanto, cuando la perturbacio´n es mı´nima, pudiendo δ → 0, la medida de
sensibilidad es cero y cuando la perturbacio´n es ma´xima, con δ → ±∞, la medida
de sensibilidad es infinito. En ambas situaciones la medida de sensibilidad refleja
el comportamiento extremo de la perturbacio´n δ que cuantifica la incertidumbre
acerca de cualquier para´metro del vector de medias µ que influya en la salida de
Xi.
Los resultados obtenidos para la media evidencial µe acerca de la sensibilidad
cuando la perturbacio´n es extrema (2.(a) y 2.(b) de la Proposicio´n 3.6), coinciden
con el comportamiento de la medida de sensibilidad calculada cuando la evidencia
e, tal que Xe = e, es extrema.
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En la Proposicio´n 3.7 se estudia el comportamiento de incertidumbres ex-
tremas, cuando la perturbacio´n δ aparece en la matriz de covarianzas.
Proposicio´n 3.7
Sea una Red Bayesiana Gaussiana (D, P ) con Xi variable de intere´s y Xe
variable evidencial. Sea el coeficiente de correlacio´n lineal entre ambas variables
tal que ρ2ie ∈ (0, 1). Cuando la perturbacio´n δ que se an˜ade a los diferentes
elementos de la matriz de covarianzas Σ es extrema, la medida de sensibilidad es
tal que
1.
(a) lim
δ→∞
Sσii(f(xi|e), f(xi|e, δ)) =∞,
aunque Sσii(f(xi|e), f(xi|e, δ)) = o(δ)
(b) lim
δ→Mii
Sσii(f(xi|e), f(xi|e, δ)) =∞,
siendo Mii = −σii + σ
2
ie
σee
= −σii
(
1− ρ2ie
)
el menor valor posible para
δ.
(c) lim
δ→0
Sσii(f(xi|e), f(xi|e, δ)) = 0
2.
(a) lim
δ→∞
Sσee(f(xi|e), f(xi|e, δ)) = 12
[
− ln (1− ρ2ie)− ρ2ie (1− (e−µe)2σee )]
(b) lim
δ→Mee
Sσee(f(xi|e), f(xi|e, δ)) =
=
1
2
[
ln
(
M∗ee − ρ2ie
M∗ee(1− ρ2ie)
)
+
ρ2ie(1−M∗ee)
M∗ee − ρ2ie
(
1 +
(e− µe)2
σee
(
1−M∗ee
M∗ee
))]
donde el menor valor posible para la perturbacio´n es
Mee = −σee(1−M∗ee) con M∗ee = ma´x
Xj∈Y
ρ2je
(c) lim
δ→0
Sσee(f(xi|e), f(xi|e, δ)) = 0
3.
(a) lim
δ→M1ie
Sσie(f(xi|e), f(xi|e, δ)) =∞,
siendo M1ie = −σie −
√
σiiσee el l´ımite inferior de δ.
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(b) lim
δ→M2ie
Sσie(f(xi|e), f(xi|e, δ)) =∞,
siendo M2ie = −σie +
√
σiiσee el l´ımite superior de δ.
(c) lim
δ→0
Sσie(f(xi|e), f(xi|e, δ)) = 0
Demostracio´n 3.7
Para cada uno de los casos, se tiene que:
1.
(a) Se calcula el l´ımite de forma directa.
(b) Cuando σδii = σii + δ, la varianza final de Xi es tal que σ
Y|E=e,δ
ii =
σ
Y|E=e
ii + δ. Como σ
Y|E=e,δ
ii > 0 la perturbacio´n ha de ser tal que
δ > −σY|E=eii
Sea Mii = −σY|E=eii y sea x = σY|E=eii + δ entonces
lim
δ→Mii
Sσii(f(xi|e), f(xi|e, δ)) =
= lim
x→0
1
2
[
lnx− lnσY|E=eii −
x− σY|E=eii
x
]
=∞
(c) Se calcula el l´ımite de forma directa.
2.
(a) lim
δ→∞
Sσee(f(xi|e), f(xi|e, δ)) = 12
ln
(
σii
σ
Y |E=e
ii
)
+
−
σ2ie
σee
(
1− (e− µe)
2
σee
)
σii

Teniendo en cuenta que
σ
Y |E=e
ii = σii(1− ρ2ie) y ρ2ie =
σ2ie
σiiσee
Entonces,
lim
δ→∞
Sσee(f(xi|e), f(xi|e, δ)) = 1
2
[
− ln (1− ρ2ie)− ρ2ie(1− (e− µe)2σee
)]
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(b) Para estudiar la sensibilidad respecto a la varianza evidencial, siendo
σδee = σee + δ, la varianza final de intere´s para cualquier variable no
evidencial es σ
Y |E=e,δ
jj = σjj −
σ2je
σee+δ
.
Por tanto, se ha de imponer que σ
Y |E=e,δ
jj > 0 para todo Xj ∈ Y.
Entonces, la perturbacio´n δ ha de satisfacer
δ > −σee(1− ma´x
Xj∈Y
ρ2je)
Denotando por M∗ee = ma´x
Xj∈Y
ρ2je y por Mee = −σee(1−M∗ee), se tiene
lim
δ→Mee
Sσee(f(xi|e), f(xi|e, δ)) =
=
1
2
ln
σii − σ2ieσee+δ
σii − σ
2
ie
σee
+ σ
2
ie
σee
(
−δ
σee+δ
)(
1 + (e− µe)2
(
−δ
(σee+δ)σee
))
σii − σ
2
ie
σee+δ

=
1
2
ln( σiiσeeM∗ee − σ2ie
M∗ee(σiiσee − σ2ie)
)
+
σ2ie
σee
(
1−M∗ee
M∗ee
)(
1 + (e−µe)
2
σee
(
1−M∗ee
M∗ee
))
M∗ee − ρ2ie

=
1
2
[
ln
(
M∗ee − ρ2ie
M∗ee(1− ρ2ie)
)
+
ρ2ie(1−M∗ee)
M∗ee − ρ2ie
(
1 +
(e− µe)2
σee
(
1−M∗ee
M∗ee
))]
(c) Se calcula el l´ımite de forma directa.
3.
(a) Para estudiar la sensibilidad respecto a la covarianza entre Xi y Xe,
siendo σδie = σie + δ, la varianza final de intere´s es tal que
σ
Y |E=e,δ
ii = σii −
(σie + δ)
2
σee
Para que dicha varianza sea positiva, la perturbacio´n δ ha de ser tal
que
−σie −√σiiσee < δ < −σie +√σiiσee
Sea M2ie = −σie +
√
σiiσee, entonces, es posible calcular el l´ımite
lim
δ→M2ie
Sσie(f(xi|e), f(xi|e, δ)). Aunque si se considera δ → M2ie, esto
es equivalente a tener(
δ2 + 2σieδ
)→ σeeσY |E=eii
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Por lo tanto, la medida de sensibilidad en este caso es
Sσie(f(xi|e), f(xi|e, δ)) =
=
1
2
ln(σeeσY |E=eii − (δ2 + 2σieδ)
σeeσ
Y |E=e
ii
)
+
σeeσ
Y |E=e
ii +
(
δ
σee
(e− µe)
)2
σeeσ
Y |E=e
ii − (δ2 + 2σieδ)
− 1

Como lim
x→0
[
lnx+ kx
]
=∞ para cualquier valor de k, entonces
lim
δ→M2ie
Sσie(f(xi|e), f(xi|e, δ)) =∞
(b) Se calcula de forma ana´loga al punto anterior 3.(a).
(c) Se calcula el l´ımite de forma directa.
Los resultados obtenidos son intuitivos, ya que la medida de sensibilidad re-
fleja el comportamiento extremo de la perturbacio´n, salvo, en el caso de incer-
tidumbre extrema acerca de la varianza evidencial, para el que existe un l´ımite
finito de la medida de sensibilidad.
Esto sucede porque cuando se tiene evidencia acerca de la variable evidencial
Xe, su varianza tiene un efecto reducido sobre la variable de intere´s Xi ya que
la salida del modelo perturbado f(xi|e, δ) no es muy distinta de la obtenida
para el modelo original, dada por f(xi|e). Por tanto, aunque pueda existir una
incertidumbre extrema acerca de la varianza evidencial, la medida de sensibilidad
tiende a un valor finito.
Cuando se desee realizar un ana´lisis de sensibilidad con la metodolog´ıa
propuesta en la Seccio´n anterior y se considere incierta la varianza de la va-
riable evidencial, entonces, es conveniente calcular el valor asociado al l´ımite de
la medida de sensibilidad cuando δ → ∞ y cuando δ → Mee para estudiar si la
perturbacio´n propuesta es extrema.
Ejemplo 3.3
Conside´rese la Red Bayesiana Gaussiana definida en el Ejemplo 3.1. El grupo
de expertos que ha asignado los valores de los para´metros, esta´n en gran de-
sacuerdo con los mismos y desean estudiar la sensibilidad de la red para valores
extremos de las perturbaciones.
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Para ello, consideran los para´metros de la variable de intere´s X5, tales que,
µδ55 = −20 = µ5+δ5, siendo la perturbacio´n δ5 = −25, y σδ5555 = 3, con δ55 = −23.
Por otro lado, consideran la media y la varianza de la variable evidencial X2
tales que µδ22 = 30 = µ2 + δ2, con δ2 = 27, y σ
δ22
22 = 0.27, donde δ22 = −1.73.
Finalmente, fijan la covarianza entre X5 y X2 en σ
δ52
52 = 3, con δ52 = 1.
Se hace notar que aunque pudiese existir ma´s incertidumbre en otros
para´metros, dicha incertidumbre no afecta a la salida de la red, recogida por la
distribucio´n final de la variable de intere´s, que se obtiene tras la propagacio´n de
la evidencia.
Lo primero que se ha de comprobar es que los nuevos para´metros mantienen la
matriz de covarianzas como definida positiva. Esto permite trabajar con las per-
turbaciones δ55, δ22 y δ52, para los tres posibles modelos perturbados compatibles
con dichas perturbaciones.
Las medidas de sensibilidad para las perturbaciones propuestas, vienen recogi-
das por:
Sµ5(f(x5|e), f(x5|e, δ5)) = 13.02
Sσ55(f(x5|e), f(x5|e, δ55)) = 9.91
Sµ2(f(x5|e), f(x5|e, δ2)) = 15.19
Sσ22(f(x5|e), f(x5|e, δ22)) = 2.03
Sσ52(f(x5|e), f(x5|e, δ52)) = 0.009
En el caso de la medida de sensibilidad obtenida cuando hay incertidum-
bre en la varianza evidencial, es conveniente calcular el l´ımite de la medida
de sensibilidad cuando la perturbacio´n δ22 tiende hacia sus extremos. En este
caso, la perturbacio´n es negativa, por tanto, se ha de estudiar el l´ımite de
Sσ22(f(x5|e), f(x5|e, δ22)) cuando la perturbacio´n tiende hacia el m´ınimo Mee,
donde Mee viene dado por
Mee = −σee(1−M∗ee) = −1.7333
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con
M∗ee = ma´x
Xj∈Y
ρ2je = 0.1333.
En este caso,
lim
δ→Mee
Sσee(f(xi|e), f(xi|e, δ)) =
=
1
2
[
ln
(
M∗ee − ρ2ie
M∗ee(1− ρ2ie)
)
+
ρ2ie(1−M∗ee)
M∗ee − ρ2ie
(
1 +
(e− µe)2
σee
(
1−M∗ee
M∗ee
))]
= 2.1213
Por tanto, el valor obtenido para la medida de sensibilidad cuando la varianza
evidencial es incierta, Sσ22(f(x5|e), f(x5|e, δ22)) = 2.03, es pro´ximo a su l´ımite.
Como se puede observar en el ejemplo, la medida de sensibilidad crece a
medida que aumenta el valor de la perturbacio´n. Ve´ase la Figura 3.2 para com-
probar el comportamiento de las medidas de sensibilidad obtenidas para cualquier
perturbacio´n δ posible.
Con los resultados mostrados se puede estudiar la robustez de la Red Bayesiana
Gaussiana del problema, exigiendo valores pequen˜os de la medida de sensibilidad.
As´ı, fijando un umbral de 0.1, tal que Spj < 0.1, para las diferencias aceptables
sobre los para´metros, con pj ∈ {µ5, σ55, µ2, σ52}, las perturbaciones han de tomar
valores en los siguientes intervalos:
• Para que Sµ5 < 0.1 y Sµ2 < 0.1, las perturbaciones δ5 y δ2 han de definirse
tal que δ5 ∈ (−1.55, 1.55) y δ2 ∈ (−1.55, 1.55)
• Para conseguir que la medida de sensibilidad Sσ55 sea Sσ55 < 0.1, la per-
turbacio´n δ55 ha de ser δ55 ∈ (−10.46, 24.66)
• Para que Sσ52 < 0.1, la perturbacio´n asociada ha de definirse mediante
δ52 ∈ (−4.31, 2.51).
• Finalmente, para que la medida de sensibilidad Sσ22 < 0.1, la perturbacio´n
δ22 ha de ser δ22 > −1.32. Cuando δ22 tiende a infinito, el l´ımite de Sσ22 es
0.0208, por tanto, no es necesario imponer ninguna otra restriccio´n sobre
δ22.
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A continuacio´n, se estudia el comportamiento de la medida de sensibilidad
para perturbaciones extremas, cuando la relacio´n entre la variable de intere´s Xi
y la variable evidencialXe es tambie´n extrema. Para estudiar dicha relacio´n entre
las variables, se trabaja con el coeficiente de correlacio´n lineal, considera´ndose
una relacio´n extrema cuando ρ2ie = 0 o ρ
2
ie = 1.
3.4.1. Casos extremos en la relacio´n entre la variable de intere´s
y la variable evidencial
En las Proposiciones 3.8 y 3.9 se muestra el comportamiento de la medida de
sensibilidad para perturbaciones extremas, cuando el grado de dependencia entre
las variablesXi yXe es tambie´n extremo, siendo el coeficiente de correlacio´n lineal
tal que ρ2ie = 0 y ρ
2
ie = 1. En cada proposicio´n se estudia para cada para´metro
µ o Σ el l´ımite de la medida de sensibilidad cuando Xi y Xe son linealmente
independientes y cuando presentan dependencia lineal.
Como variables que se representan en un DAG, estas situaciones se correspon-
den con los siguientes casos:
• Xi y Xe independientes, por tanto so´lo pueden estar situadas como ances-
tros, sin conexio´n, de conexiones convergentes.
• Xi y Xe dependientes entonces pueden estar conectadas por conexiones
seriales o divergentes con una relacio´n lineal.
Proposicio´n 3.8
Sea una Red Bayesiana Gaussiana (D, P ), con Xi variable de intere´s y Xe
variable evidencial. Para estudiar la sensibilidad de la red, cuando las variables
Xi y Xe son independientes, ρ
2
ie = 0, siendo extrema la perturbacio´n δ asociada
al para´metro incierto del vector de medias, la medida de sensibilidad viene dada
por
1.
(a) lim
δ→±∞
Sµi(f(xi|e), f(xi|e, δ)) =∞
(b) lim
δ→0
Sµi(f(xi|e), f(xi|e, δ)) = 0
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2.
(a) lim
δ→±∞
Sµe(f(xi|e), f(xi|e, δ)) = lim
δ→0
Sµe(f(xi|e), f(xi|e, δ)) = 0
Cuando hay una relacio´n lineal entre Xi y Xe, ρ
2
ie = 1, la medida de sensibi-
lidad obtenida para cualquier perturbacio´n extrema, tambie´n es extrema.
Demostracio´n 3.8
Los l´ımites se calculan de forma directa, considerando cuando hay indepen-
dencia que σie = ρ
2
ie = 0 y cuando hay dependencia lineal la Proposicio´n 3.5, con
ρ2ie = 1.
La siguiente proposicio´n muestra los mismos resultados que la proposicio´n
anterior, pero considerando ahora que se perturba la matriz de covarianzas Σ.
Proposicio´n 3.9
Sea una Red Bayesiana Gaussiana (D, P ), con Xi variable de intere´s y Xe
variable evidencial. Se desea estudiar la sensibilidad de la red. Entonces, cuando
las variables Xi y Xe son independientes, con ρ2ie = 0, siendo extrema la pertur-
bacio´n δ asociada al para´metro incierto de la matriz de covarianzas, la medida
de sensibilidad es tal que
1.
(a) lim
δ→∞
Sσii(f(xi|e), f(xi|e, δ)) =∞,
aunque Sσii(f(xi|e), f(xi|e, δ)) = o(δ)
(b) lim
δ→Mii
Sσii(f(xi|e), f(xi|e, δ)) =∞,
siendo Mii = −σii
(c) lim
δ→0
Sσii(f(xi|e), f(xi|e, δ)) = 0
2.
(a) lim
δ→∞
Sσee(f(xi|e), f(xi|e, δ)) = lim
δ→Mee
Sσee(f(xi|e), f(xi|e, δ)) =
lim
δ→0
Sσee(f(xi|e), f(xi|e, δ)) = 0
donde Mee = −σee(1−M∗ee) con M∗ee = ma´x
Xj∈Y
ρ2je
3.
(a) lim
δ→M1ie
Sσie(f(xi|e), f(xi|e, δ)) =∞ siendo M1ie = −
√
σiiσee
160 Ana´lisis de Sensibilidad en Redes Bayesianas Gaussianas
(b) lim
δ→M2ie
Sσie(f(xi|e), f(xi|e, δ)) =∞ con M2ie = +
√
σiiσee
(c) lim
δ→0
Sσie(f(xi|e), f(xi|e, δ)) = 0
Cuando existe una relacio´n lineal entre Xi y Xe, con ρ2ie = 1, la medida de
sensibilidad obtenida para cualquier perturbacio´n extrema, es infinita, para todos
los casos en los que la perturbacio´n influye en la salida de la red.
Demostracio´n 3.9
Los l´ımites se calculan de forma directa considerando la Proposicio´n 3.4 y 3.5.
Adema´s, cuando hay independencia entre Xi y Xe se tiene que σie = ρ
2
ie = 0 y
con la dependencia lineal se trabaja con ρ2ie = 1.
Como se puede ver en las proposiciones presentadas, cuando Xi y Xe son
independientes, la salida de la red dada por la distribucio´n final de Xi, tras la
propagacio´n de la evidencia, so´lo se ve afectada por los para´metros inciertos de
Xi, de forma que si la perturbacio´n es extrema, la medida de sensibilidad tambie´n
es extrema. Sin embargo, cuando existe una dependencia lineal entre Xi y Xe,
con ρ2ie = 1, cualquier perturbacio´n an˜adida a los para´metros de Xi o Xe influye
notablemente en la salida de la red, siendo infinito el valor de las medidas de
sensibilidad calculadas.
3.5. Ana´lisis de Sensibilidad de n v´ıas para Redes
Bayesianas Gaussianas
En el ana´lisis de sensibilidad de una v´ıa introducido en la Seccio´n 3.3 se
trabaja con un u´nico para´metro incierto en cada paso del ana´lisis y se evalu´a la
salida de la red, trabajando con una u´nica variable de intere´s Xi.
En esta Seccio´n, se generaliza el ana´lisis de sensibilidad de una v´ıa, de forma
que se trabaja con un conjunto de variables de intere´s. Adema´s, se evalu´a ma´s de
un para´metro incierto a la vez, por tanto, el ana´lisis de sensibilidad que se presenta
es un ana´lisis de sensibilidad de n v´ıas para una Red Bayesiana Gaussiana definida
con una o varias variables de intere´s. As´ı, al trabajar con ma´s de un para´metro
incierto a la vez, en el ana´lisis de sensibilidad se recogen tanto las variaciones
producidas de forma individual por cada para´metro, como las variaciones debidas
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al conjunto de para´metros.
En el ana´lisis de sensibilidad que se desarrolla en esta Seccio´n, se considera
una particio´n del conjunto inicial de variables, dada por X = {Y,E}, donde Y
esta´ formado por q variables de intere´s y E son n−q variables evidenciales. Ahora
se tiene un conjunto de variables evidenciales, y aunque la propagacio´n de la
evidencia en Redes Bayesianas Gaussianas se realiza con el algoritmo presentado
en el Apartado 2.4.4, introduciendo en cada paso una u´nica variable evidencial,
de forma que la ejecucio´n del mismo se realiza en tiempo lineal, tras la intro-
duccio´n paso a paso de cada variable evidencial, se toma como salida de la red la
distribucio´n final del conjunto de variables de intere´s dada la evidencia, Y|E.
Los resultados que se presentan en esta Seccio´n pueden extenderse a una Red
Bayesiana Gaussiana en la que el conjunto de variables se particiona de forma
que X = {Y,E,R}, donde Y es el conjunto de variables de intere´s, E son las
variables evidenciales y R son el resto de variables. As´ı, para el caso de existir
incertidumbre acerca de los para´metros de R, dichas imprecisiones no influyen en
la distribucio´n final de las variables de intere´s, siendo cero el valor de la medida
de sensibilidad.
De nuevo, mediante el ana´lisis de sensibilidad, se busca estudiar el efecto
producido al perturbar al inicio un conjunto de para´metros inciertos, sobre la
distribucio´n final de la red, dada por la distribucio´n normal multivariante Y|E ∼
N(µY|E,ΣY|E). Los para´metros se estudian agrupados, considerando as´ı el efecto
de tener incertidumbre en las variables de intere´s o en las variables eviden-
ciales. Tambie´n se obtienen resultados por separado para los elementos de cada
para´metro, dados por el vector de medias y la matriz de covarianzas.
El mecanismo de ana´lisis para estudiar la sensibilidad de la red es similar
al presentado en la Seccio´n 3.3, de forma que se basa en comparar las salidas
finales de la red, obtenidas tras propagar la evidencia, en el modelo original y en
el modelo perturbado.
El modelo original es la Red Bayesiana Gaussiana definida por los para´metros
asignados inicialmente, de manera que X ∼N(µ,Σ).
El modelo perturbado viene dado por el modelo original, salvo un conjunto
de para´metros que se presentan perturbados porque se ha sumado, al valor inicial
de los para´metros, una perturbacio´n que cuantifica la incertidumbre acerca de los
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mismos.
Ahora la perturbacio´n no es un escalar δ, sino un vector de perturbacio´n de
medias δ y una matriz de perturbacio´n de covarianzas ∆. Teniendo en cuenta
que se estudian las perturbaciones en funcio´n de si esta´n asociadas a una variable
de intere´s o a una variable evidencial, las perturbaciones que se introducen en
esta Seccio´n, dadas por el vector de perturbacio´n de medias δ y la matriz de
perturbacio´n de covarianzas ∆, se particionan de forma que
δ =
(
δY
δE
)
∆ =
(
∆YY ∆YE
∆EY ∆EE
)
El ana´lisis de sensibilidad que se propone en este Apartado, consiste en
calcular sistema´ticamente una medida de sensibilidad para distribuciones
multivariantes, generalizacio´n de la medida definida en el Apartado 3.3.1, con-
siderando incierto en cada paso un u´nico subconjunto de la particio´n de δ o de
∆ presentada. Dicha medida de sensibilidad compara la salida final de la red,
dada por la distribucio´n de las variables de intere´s que se obtiene tras propagar
la evidencia, para el modelo original y para el modelo perturbado.
Tras realizarse el ana´lisis de sensibilidad, se obtienen cinco expresiones dis-
tintas asociadas a la medida de sensibilidad para distribuciones multivariantes,
que sirven para calcular dicha medida dependiendo de los para´metros inciertos
del modelo. En funcio´n de los resultados obtenidos para una Red Bayesiana
Gaussiana concreta, se concluye e´l o los conjuntos de para´metros inciertos que
han de ser revisados para enunciarlos con mayor precisio´n.
Al igual que en el ana´lisis de sensibilidad de una v´ıa presentado anteriormente,
cuando los valores de las medidas de sensibilidad obtenidos son pequen˜os, se puede
concluir que la red es robusta. Esta idea se concreta en la Seccio´n 3.6.
A continuacio´n, se introduce un Apartado en el que se define la medida de
sensibilidad para distribuciones multivariantes, trabajando con un conjunto de
para´metros inciertos, al igual que con un conjunto de variables de intere´s y un
conjunto de variables evidenciales. En el siguiente Apartado, se detalla el ana´lisis
de sensibilidad que sirve para estudiar la Red Bayesiana Gaussiana. Para ello, se
enuncian diversas proposiciones, en funcio´n de si son inciertos los para´metros de µ
o de Σ. Finaliza la Seccio´n, ilustrando con un ejemplo los conceptos introducidos.
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3.5.1. Medida de sensibilidad
En el ana´lisis de sensibilidad de n v´ıas que se desarrolla en esta Memoria, al
igual que en el ana´lisis de sensibilidad de una v´ıa presentado anteriormente, se
estudia la sensibilidad de la Red Bayesiana Gaussiana mediante una medida de
sensibilidad. En este caso, aplicada a distribuciones multivariantes.
La medida de sensibilidad que se define a continuacio´n, utiliza la medida
de divergencia de Kullback-Leibler para comparar dos distribuciones normales
multivariantes definidas sobre el mismo conjunto de variables. Dicha divergencia
viene dada por la siguiente expresio´n
KL(f, f ′) =
1
2
[
ln
|Σ′|
|Σ| + tr
(
ΣΣ′−1
)
+
(
µ′ −µ)T Σ′−1 (µ′ −µ)− dim(X)]
donde f es la densidad de X ∼N(µ,Σ) y f ′ la de X ∼N(µ′,Σ′).
En el estudio de la sensibilidad de una Red Bayesiana Gaussiana que
se desarrolla, se busca comparar las distribuciones finales de la red del modelo
original con las del modelo perturbado. La distribucio´n final de intere´s es una
distribucio´n normal multivariante condicionada a la evidencia, formada ahora por
un conjunto de variables evidenciales E.
Para el modelo original la salida final de intere´s es una distribucio´n normal
multivariante, dada por Y|E ∼ N(µY|E,ΣY|E), y para el modelo perturbado
dicha salida es tambie´n normal multivariante, siendo los para´metros finales, los
obtenidos tras realizarse la propagacio´n de la evidencia para el modelo pertur-
bado. Ambas salidas, se obtienen considerando el modelo inicial que describe la
red como X ∼N(µ,Σ), o como dicho modelo con un conjunto de para´metros de
µ o Σ modificados, en funcio´n de los para´metros inciertos del problema, para el
modelo perturbado. De forma que, el modelo perturbado se obtiene tras sumar
un vector o una matriz de perturbaciones, con las particiones originales aso-
ciadas al vector de perturbacio´n de medias δ y a la matriz de perturbacio´n
de covarianzas ∆. Dicha particio´n se suma a µY, µE, ΣYY, ΣEE o ΣYE, en
cada caso, definiendose as´ı cinco posibles modelos perturbados. En el Apartado
siguiente se profundiza en el proceso de ejecucio´n del ana´lisis de sensibilidad de
n v´ıas.
A continuacio´n, se define la medida de sensibilidad para distribuciones multi-
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variantes sobre una Red Bayesiana Gaussiana descrita con un conjunto de varia-
bles de intere´s. La expresio´n resultante obtenida para la medida de sensibilidad
es complicada, aunque la aplicacio´n de la misma no presenta ninguna dificultad.
Definicio´n 3.2 (Medida de sensibilidad para distribuciones multivariantes)
Sea (D,P ) una Red Bayesiana Gaussiana con distribucio´n conjunta N(µ,Σ).
Sea la salida final de la red, tras propagar la evidencia en el modelo original,
Y|E ∼ N(µY|E,ΣY|E), con f densidad asociada, y sea la salida final de la red,
tras propagar la evidencia en el modelo perturbado, Y|E, δj ∼ N(µY|E,δj ,ΣY|E,δj ),
con fpj densidad asociada.
Se define la medida de sensibilidad para distribuciones multivariantes como
Spj(f, fpj) = Ef
[
ln
f
fpj
]
=
1
2
ln
∣∣∣ΣY|E,δj ∣∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E,δj
)−1)
− dim(Y)
+
+
1
2
[(
µY|E,δj −µY|E
)T (
ΣY|E,δj
)−1 (
µY|E,δj −µY|E
)]
(3.12)
donde el sub´ındice pj indica el conjunto de para´metros inciertos para los que se
calcula la medida, siendo p
δj
j = pj + δj.
La medida de sensibilidad introducida sirve para estudiar la sensibilidad
cuando la salida de intere´s viene dada por la distribucio´n final de un conjunto de
variables.
Con la medida de sensibilidad definida para distribuciones multivariantes, en
el siguiente Apartado, se especifican los pasos que se han de seguir al realizar el
ana´lisis de sensibilidad de n v´ıas propuesto.
Sensibilidad en Redes Bayesianas Gaussianas 165
3.5.2. Ana´lisis de sensibilidad de n v´ıas
En este Apartado se muestra con detalle el proceso a realizar para estudiar
la sensibilidad de una Red Bayesiana Gaussiana formada por un conjunto de
variables de intere´s.
El mecanismo de ana´lisis es un proceso iterativo que compara en cada paso
el modelo original con el modelo perturbado, mediante la medida de sensibilidad
para distribuciones multivariantes. De forma que ambos modelos definen la red
inicial y se comparan finalmente cuando se ha realizado la propagacio´n de la
evidencia.
Sea X = {Y,E} el conjunto de variables modelizadas con la Red Bayesiana
Gaussiana en estudio. Se sabe que la distribucio´n inicial conjunta del
modelo original es normal multivariante, de manera que X ∼ N(µ,Σ). Al tener
particionado el conjunto de variables, los para´metros µ y Σ tambie´n se pueden
particionar, de manera que
µ =
(
µY
µE
)
Σ =
(
ΣYY ΣYE
ΣEY ΣEE
)
.
El modelo perturbado se obtiene tras an˜adir un conjunto de perturbaciones
a cualquiera de los para´metros particionados mostrados, es decir, si por ejemplo
se consideran inexactos los valores de las medias de intere´s, entonces, el modelo
perturbado inicial viene dado por X ∼N(µδY ,Σ), donde
µδY =
(
µY + δY
µE
)
Σ =
(
ΣYY ΣYE
ΣEY ΣEE
)
.
De esta forma se pueden definir cinco modelos perturbados distintos, en
funcio´n de donde se an˜adan las perturbaciones, es decir, en funcio´n de si se
perturba µY, µE, ΣYY, ΣEE o ΣYE.
Adema´s, como se ha introducido al comienzo de la Seccio´n, las perturbaciones
se presentan mediante un vector de perturbacio´n de medias δ y mediante la
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matriz de perturbacio´n de covarianzas Σ. De forma que el elemento j−e´simo
del vector representa una cuantificacio´n de la incertidumbre en la media de Xj,
el elemento (j, j) cuantifica la incertidumbre acerca de la varianza de Xj y el
elemento (j, k) = (k, j) representa la incertidumbre acerca de la covarianza entre
Xj y Xk. Adema´s, tanto el vector de perturbacio´n de medias δ como la matriz de
perturbacio´n de covarianzas ∆ se representan particionados, siendo el elemento
δj de la Definicio´n 3.2, un elemento de la particio´n de δ o de ∆, de forma que
δ =
(
δY
δE
)
∆ =
(
∆YY ∆YE
∆EY ∆EE
)
.
Cuando no existe incertidumbre acerca de un para´metro concreto, se le asigna
el valor cero al elemento correspondiente del vector de perturbacio´n de medias δ
o de la matriz de perturbacio´n de varianzas ∆.
Recue´rdese que el modelo original y el modelo perturbado describen la Red
Bayesiana Gaussiana inicial, y que el intere´s de la red se centra en las salidas
finales de los modelos, tras realizarse la propagacio´n de la evidencia. Es decir,
para el modelo original y para el perturbado se obtiene la distribucio´n final de
intere´s como la distribucio´n de Y|E y Y|E, δj, respectivamente, una vez que se
ha propagado la evidencia, siendo δj un elemento de la particio´n de δ o de ∆.
Posteriormente, se comparan ambas distribuciones calculando para cada modelo
perturbado las distintas medidas de sensibilidad.
Es importante sen˜alar que el proceso de propagacio´n de la evidencia se realiza
completo, es decir se introduce una a una la evidencia en la red y una vez que
se ha introducido toda la evidencia acerca de todas las variables evidenciales de
la misma se calcula la distribucio´n final de intere´s dada por una distribucio´n
conjunta condicionada a E.
En este ana´lisis de sensibilidad, se pueden obtener cinco medidas de sensibili-
dad distintas. Dependiendo de los valores de las mismas, se puede determinar el
conjunto de variables que han de ser revisadas para asignar sus para´metros con
mayor precisio´n.
Los resultados de las medidas de sensibilidad, en cada caso, se muestran en
los siguientes puntos, reflejando separadamente el comportamiento de la medida
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de sensibilidad cuando se perturba el vector de medias y cuando se perturba la
matriz de covarianzas.
Sensibilidad para el vector de medias
Cuando el conjunto de para´metros inexactos son elementos del vector de medias,
se han de considerar dos situaciones distintas al especificar el modelo pertur-
bado que describe la parte cuantitativa de la Red Bayesiana Gaussiana. Dichas
situaciones dependen de los para´metros inexactos y aparecen cuando:
1. Se quiere estudiar la sensibilidad respecto a algunas medias de las variables
de intere´s Y. En este caso, el modelo perturbado es normal multivariante,
de forma que X ∼N(µδY ,Σ), siendo
µδY =
(
µY + δY
µE
)
con δY perturbaciones de las medias de intere´s del vector de perturbacio´n
de medias δ.
2. Se quiere estudiar la sensibilidad respecto a algunas medias de las va-
riables evidenciales E. Por tanto, el modelo perturbado viene dado por
X ∼N(µδE ,Σ), donde
µδE =
(
µY
µE + δE
)
con δE perturbaciones de las medias de intere´s del vector de perturbacio´n
de medias δ.
En la Proposicio´n 3.10 se calcula la medida de sensibilidad para distribuciones
multivariantes en los dos casos anteriormente expuestos.
Proposicio´n 3.10
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), tal que X =
{Y,E}, siendo Y el conjunto de variables de intere´s y E el conjunto de variables
evidenciales. Si se considera el vector de perturbacio´n de medias δ particionado
tal que δ = (δY, δE)
T , entonces la medida de sensibilidad (3.12) es tal que
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1. Cuando se suma la perturbacio´n δY a la media de las variables de intere´s
Y, la distribucio´n final de intere´s del modelo perturbado, tras la propagacio´n
de la evidencia, es
Y|E, δY ∼ N(µY|E,δY ,ΣY|E)
con
µY|E,δY = µY|E + δY
La medida de sensibilidad viene dada por la siguiente expresio´n
SµY(f, fµY) =
1
2
[
δTY
(
ΣY|E
)−1
δY
]
(3.13)
2. Cuando se aplica la perturbacio´n δE a la media de las variables evidenciales
E, la distribucio´n final de intere´s del modelo perturbado, tras la propagacio´n
de la evidencia, es
Y|E, δE ∼ N(µY|E,δE ,ΣY|E)
donde
µY|E,δE = µY|E −ΣYEΣ−1EEδE
La medida de sensibilidad es
SµE(f, fµE) =
1
2
[
δTE
(
ΣYEΣ
−1
EE
)T (
ΣY|E
)−1 (
ΣYEΣ
−1
EE
)
δE
]
(3.14)
Demostracio´n 3.10
Los para´metros finales del modelo perturbado se obtienen directamente te-
niendo en cuenta el proceso de propagacio´n de la evidencia.
En cada caso se trabaja con un modelo perturbado inicial distinto.
Se calcula la medida de sensibilidad para distribuciones multivariantes di-
rectamente aplicando la expresio´n asociada a dicha medida. As´ı,
1. Para calcular SµY(f, fµY) se sabe que la varianza final obtenida para el
modelo perturbado, coincide con dicha varianza para el modelo original,
por tanto tr
(
ΣY|E
(
ΣY|E
)−1)
= dim(Y) y la medida de sensibilidad es
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SµY(f, fµY) =
=
1
2
[(
µY|E,δY −µY|E
)T (
ΣY|E
)−1 (
µY|E,δY −µY|E
)]
=
1
2
[
δTY
(
ΣY|E
)−1
δY
]
2. En el caso de SµE(f, fµE) tambie´n coinciden las varianzas finales del
modelo original y del perturbado, entonces tr
(
ΣY|E
(
ΣY|E
)−1)
= dim(Y).
Por tanto,
SµE(f, fµE) =
=
1
2
[(
µY|E,δE −µY|E
)T (
ΣY|E
)−1 (
µY|E,δE −µY|E
)]
=
1
2
[
δTE
(
ΣYEΣ
−1
EE
)T (
ΣY|E
)−1 (
ΣYEΣ
−1
EE
)
δE
]
Al igual que en el caso del ana´lisis de sensibilidad de una v´ıa, cuando existe
incertidumbre acerca de algunas variables evidenciales E, si se an˜ade un vector
de perturbacio´n de evidencias δe al conjunto de evidencias, siendo e
δe = e+ δe,
se obtiene la medida de sensibilidad calculada para SµE(f, fµE). Por tanto, este
caso se puede estudiar trabajando con la medida de sensibilidad obtenida cuando
se perturban las medias de las variables evidenciales. La siguiente proposicio´n,
recoge el resultado.
Proposicio´n 3.11
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), tal que X =
{Y,E}, siendo Y el conjunto de variables de intere´s y E el conjunto de variables
evidenciales. Conside´rense inexactos algunos valores evidenciales. Se define el
vector de perturbacio´n de evidencias δe, de forma que para el modelo perturbado
se trabaja con las nuevas evidencias, eδe = e + δe. La salida de la red recogida
en la distribucio´n final de intere´s para el modelo perturbado es
Y|E, δe ∼ N(µY|E,δe,ΣY|E)
donde
µY|E,δe = µY|E +ΣYEΣ
−1
EEδe
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La medida de sensibilidad obtenida coincide con la medida de sensibilidad de
la expresio´n (3.14), siendo
Se(f, fe) =
1
2
[
δTe
(
ΣYEΣ
−1
EE
)T (
ΣY|E
)−1 (
ΣYEΣ
−1
EE
)
δe
]
(3.15)
Demostracio´n 3.11
Los para´metros de la distribucio´n del modelo perturbado se obtienen directa-
mente, tras realizarse la propagacio´n de la evidencia.
La medida de sensibilidad se calcula directamente aplicando (3.12). As´ı, te-
niendo en cuenta que coinciden las varianzas finales del modelo original y del
perturbado y por tanto tr
(
ΣY|E
(
ΣY|E
)−1)
= dim(Y), entonces
Se(f, fe) =
=
1
2
[(
µY|E,δe −µY|E
)T (
ΣY|E
)−1 (
µY|E,δe −µY|E
)]
=
1
2
[
δTe
(
ΣYEΣ
−1
EE
)T (
ΣY|E
)−1 (
ΣYEΣ
−1
EE
)
δe
]
No´tese que en la Proposicio´n 3.11 se trabaja con las perturbaciones de los
valores evidenciales δe y en (3.14) se consideran las perturbaciones de las medias
correspondientes a las variables sobre las que se introduce evidencia, denotadas
como δE.
A continuacio´n, se calcula la medida de sensibilidad cuando existe incertidum-
bre en la matriz de covarianzas.
Sensibilidad para la matriz de covarianzas
Para el estudio de la sensibilidad en la matriz de covarianzas, se deben considerar
tres situaciones distintas.
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1. Se tiene incertidumbre acerca de algunas varianzas y covarianzas de las
variables de intere´s Y. Entonces, el modelo perturbado es normal multi-
variante, tal que X ∼N(µ,Σ∆YY), donde
Σ∆YY =
(
ΣYY +∆YY ΣYE
ΣEY ΣEE
)
siendo ∆YY la perturbacio´n introducida sobre las varianzas y covarianzas de
Y. Los elementos de ∆YY han de verificar que la matriz Σ
∆YY sea definida
positiva y que la matriz de covarianzas final, calculada tras la propagacio´n
de la evidencia, sea tambie´n definida positiva.
2. Estudiar la sensibilidad respecto a las varianzas y covarianzas de las varia-
bles evidenciales E. En este caso, el modelo perturbado es normal multi-
variante, dado por X ∼N(µ,Σ∆EE), donde
Σ∆EE =
(
ΣYY ΣYE
ΣEY ΣEE +∆EE
)
siendo ∆EE las perturbaciones asociadas a las varianzas y covarianzas de
E. Los elementos de ∆EE han de verificar que la matriz Σ
∆EE sea definida
positiva y que la matriz de covarianzas final, calculada tras la propagacio´n
de la evidencia, tambie´n sea definida positiva.
3. Estudiar la sensibilidad respecto a las covarianzas entre las variables de
intere´s y las variables evidenciales. El modelo perturbado se define tal que
X ∼N(µ,Σ∆YE), donde
Σ∆YE =
(
ΣYY ΣYE +∆YE
ΣEY +∆
T
YE ΣEE
)
siendo ∆YE las perturbaciones asociadas a las covarianzas entre las varia-
bles de Y y las de E. Los elementos de ∆YE han de verificar que la matriz
Σ∆YE sea definida positiva y que, tras la propagacio´n de la evidencia, la
matriz de covarianzas final sea tambie´n definida positiva.
En la Proposicio´n 3.12 se recogen las medidas de sensibilidad para los casos
anteriormente citados.
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Proposicio´n 3.12
Sea una Red Bayesiana Gaussiana (D, P ) con X ∼ N(µ,Σ), tal que X =
{Y,E}, donde Y es el conjunto de variables de intere´s y E es el conjunto de
variables evidenciales. Conside´rese la matriz de perturbacio´n de covarianzas ∆
formada por las perturbaciones asociadas a los para´metros inciertos de Σ, tal que
∆ =
(
∆YY ∆YE
∆EY ∆EE
)
La medida de sensibilidad (3.12) viene dada por
1. Cuando se suma la perturbacio´n ∆YY a las varianzas y covarianzas de las
variables de intere´s Y, la distribucio´n final de intere´s del modelo pertur-
bado, tras la propagacio´n de la evidencia es
Y|E,∆YY ∼ N(µY|E,ΣY|E,∆YY)
donde
ΣY|E,∆YY = ΣY|E +∆YY
La medida de sensibilidad es
SΣYY(f, fΣYY) =
=
1
2
[
ln
∣∣ΣY|E +∆YY∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E +∆YY
)−1)
− dim(Y)
]
(3.16)
2. Para estudiar la sensibilidad respecto a las varianzas y covarianzas de las
variables evidenciales E, se suma la perturbacio´n ∆EE. La distribucio´n
final de intere´s del modelo perturbado, tras la propagacio´n de la evidencia
es
Y|E,∆EE ∼ N(µY|E,∆EE ,ΣY|E,∆EE)
con
µY|E,∆EE = µY +ΣYE (ΣEE +∆EE)
−1 (e−µE)
ΣY|E,∆EE = ΣYY −ΣYE (ΣEE +∆EE)−1ΣEY
La medida de sensibilidad viene dada por
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SΣEE(f, fΣEE) =
=
1
2
[
ln
∣∣ΣY|E,∆EE∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E,∆EE
)−1)− dim(Y)]+
+
1
2
[(
µY|E,∆EE −µY|E
)T (
ΣY|E,∆EE
)−1 (
µY|E,∆EE −µY|E
)]
(3.17)
3. Cuando se an˜aden las perturbaciones ∆YE y ∆EY a las covarianzas entre
las variables de intere´s Y y las variables evidenciales E, la distribucio´n
final de intere´s del modelo perturbado, tras la propagacio´n de la evidencia,
es normal multivariante
Y|E,∆YE ∼ N(µY|E,∆YE ,ΣY|E,∆YE)
donde
µY|E,∆YE = µY + (ΣYE +∆YE)Σ
−1
EE(e−µE)
ΣY|E,∆YE = ΣYY − (ΣYE +∆YE)Σ−1EE (ΣEY +∆EY)
La medida de sensibilidad viene dada por
SΣYE(f, fΣYE) =
=
1
2
[
ln
∣∣ΣY|E −M(∆YE)∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E −M(∆YE)
)−1)− dim(Y)]+
+
1
2
[
(e−µE)T
(
Σ−1EE
)T
∆TYE
(
ΣY|E −M(∆YE)
)−1
∆YEΣ
−1
EE(e−µE)
]
(3.18)
siendo M(∆YE) = ∆YEΣ
−1
EEΣ
T
YE +ΣYEΣ
−1
EE∆EY +∆YEΣ
−1
EE∆EY.
Para todos los casos presentados la matriz de covarianzas inicial del modelo
perturbado ha de ser definida positiva, al igual que la matriz de covarianzas final
calculada para el modelo perturbado.
Demostracio´n 3.12
Los para´metros finales del modelo perturbado se calculan directamente.
En cada caso se trabaja con un modelo inicial perturbado distinto.
El ca´lculo de la medida de sensibilidad es directo, aplicando la expresio´n aso-
ciada a dicha medida (3.12). As´ı,
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1. En este caso la media final de intere´s del modelo perturbado coincide con
dicha media para el modelo original, lo que simplifica la expresio´n de la
medida. Teniendo esto en cuenta, se tiene que
SΣYY(f, fΣYY) =
=
1
2
[
ln
∣∣ΣY|E,∆YY ∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E,∆YY
)−1)
− dim(Y)
]
=
1
2
[
ln
∣∣ΣY|E +∆YY∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E +∆YY
)−1)
− dim(Y)
]
2. En este caso, la expresio´n asociada a la medida de sensibilidad coincide con
la descrita para la medida de sensibilidad en (3.12).
3. La medida de sensibilidad de intere´s viene dada por
SΣYE(f, fΣYE) =
=
1
2
[
ln
∣∣ΣY|E,∆YE∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E,∆YE
)−1)− dim(Y)]+
+
1
2
[(
µY|E,∆YE −µY|E
)T (
ΣY|E,∆YE
)−1 (
µY|E,∆YE −µY|E
)]
=
1
2
[
ln
∣∣ΣY|E −M(∆YE)∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E −M(∆YE)
)−1)− dim(Y)]+
+
1
2
[
(e−µE)T
(
Σ−1EE
)T
∆TYE
(
ΣY|E −M(∆YE)
)−1
∆YEΣ
−1
EE(e−µE)
]
siendo
ΣY|E,∆YE = ΣYY − (ΣYE +∆YE)Σ−1EE (ΣEY +∆EY) = ΣY|E −M(∆YE)
con M(∆YE) = ∆YEΣ
−1
EEΣ
T
YE +ΣYEΣ
−1
EE∆EY +∆YEΣ
−1
EE∆EY.
En los resultados presentados se habla de ’algunos para´metros inexactos’,
porque puede existir certeza en la asignacio´n de varios de los para´metros de la red.
Cuando existe consenso y certeza acerca del valor de un para´metro, entonces, en el
vector de perturbacio´n de medias δ o en la matriz de perturbacio´n de covarianzas
∆ se asigna un cero a la posicio´n asociada al para´metro cierto.
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A continuacio´n, se presenta un ejemplo del ana´lisis de sensibilidad de n v´ıas
introducido en este Apartado.
Ejemplo 3.4
Conside´rese la Red Bayesiana Gaussiana recogida en el Ejemplo 3.1. Ahora
el intere´s se centra en las variables X3, X4 y X5, siendo Y = {X3, X4,X5}. La
evidencia viene dada por E = {X1 = 2, X2 = 4}. En la Figura 3.4, se muestra el
DAG con la nueva situacio´n, y a continuacio´n se especifican los para´metros que
describen la red.
1X 2X
3X 4X
5X
Figura 3.4. DAG asociado a la Red Bayesiana Gaussiana descrita para el
Ejemplo 3.4
Siendo X ∼ N(µ,Σ) donde
µ =

2
3
3
4
5
 Σ =

3 0 6 0 6
0 2 2 0 2
6 2 15 0 15
0 0 0 2 4
6 2 15 4 26

Si se estudia la sensibilidad caracterizada mediante
δY =
 −2−1
0
 δE =
(
0
2
)
∆YY =
 2 0 00 1 2
0 2 2

∆EE =
(
0 0
0 3
)
∆YE =
 −1 00 0
0 1

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se obtienen los siguientes resultados.
Lo primero que se ha de sen˜alar es que para obtener los valores del vector de
perturbacio´n de medias δ y de la matriz de perturbacio´n de covarianzas ∆, es
necesario que los expertos expresen sus incertidumbres acerca de los para´metros
asignados para el modelo original.
Adema´s es necesario que, para todas las perturbaciones asociadas a la matriz
de covarianzas, la matriz de covarianzas inicial y final del modelo perturbado
sean definidas positivas. En este ejemplo, para las perturbaciones presentadas se
cumple dicha hipo´tesis.
Como se puede ver con la informacio´n del problema, se observa que no existe
incertidumbre acerca de la media o la varianza de la variable evidencial X1 y so´lo
se declara incierta la covarianza entre X1 y X3.
Lo primero que se va a calcular en esta red es la salida de intere´s final para
el modelo original, tras realizarse la propagacio´n de la evidencia. Para ello,
se sabe que la distribucio´n de intere´s final es normal multivariante, tal que
Y|E ∼N(µY|E,ΣY|E), donde
µY|E =
 44
6
 ΣY|E =
 1 0 10 2 4
1 4 12

con Y = {X3,X4,X5} conjunto de variables de intere´s y E = {X1 = 2,X2 = 4}
el conjunto de variables evidenciales de la Red Bayesiana Gaussiana que describe
el problema de intere´s.
Una vez que se ha comprobado que las perturbaciones propuestas para la
matriz de covarianzas, mantienen las matrices de covarianzas perturbadas defi-
nidas positivas, se puede calcular el valor de la medida de sensibilidad aplicando
las Proposiciones 3.10 y 3.12. Para obtener algunas expresiones de la medida
de sensibilidad es necesario calcular la distribucio´n final de intere´s para el
modelo perturbado, como es el caso de SΣEE(f, fΣEE) y SΣYE(f, fΣYE). Para
estas medidas, dichos modelos son tales que
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Y|E,∆EE ∼ N(µY|E,∆EE ,ΣY|E,∆EE)
µY|E,∆EE =

17
5
4
27
5
 ΣY|E,∆EE =

11
5 0
11
5
0 2 4
11
5 4
66
5

y
Y|E,∆YE ∼ N(µY|E,∆YE ,ΣY|E,∆YE)
µY|E,∆YE =
 44
13
2
 ΣY|E,∆YE =

14
3 0 2
0 2 4
2 4 192

La medida de sensibilidad obtenida para cada conjunto de perturbaciones es
SµY(f, fµY) = 4.916
SµE(f, fµE) = 2
SΣYY(f, fΣYY) = 0.491
SΣEE(f, fΣEE) = 0.203
SΣYE(f, fΣYE) = 1.889
Con las medidas de sensibilidad obtenidas, se observa como la incertidumbre
que ma´s afecta a la salida de la red es la referente a la media de las variables de
intere´s.
Para las incertidumbres acerca de la matriz de covarianzas se observa como la
medida de sensibilidad mayor se corresponde con incertidumbre en las covarianzas
entre Y y E. Adema´s, los valores de las medidas de sensibilidad obtenidas para
perturbaciones en la matriz de covarianzas son menores, porque para todos los
casos, salvo la covarianza entre X3 y X1, el aumento de la variabilidad de las
variables no hace que cambie demasiado la distribucio´n de intere´s. Cabe sen˜alar
el valor obtenido para la sensibilidad cuando la varianza evidencial es incierta,
que como se puede observar es el valor ma´s pequen˜o de las medidas de sensibilidad
calculadas, por lo que, al igual que en el caso del ana´lisis de sensibilidad de una
v´ıa, la medida de sensibilidad para incertidumbres en las varianzas-covarianzas de
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las variables evidenciales es pequen˜a ya que al tener evidencia sobre las variables,
la incertidumbre en su matriz de covarianzas no influye demasiado en las salidas
finales de las variables de intere´s.
3.6. Robustez en Redes Bayesianas Gaussianas
La idea de concluir resultados acerca de la robustez de una Red Bayesiana
Gaussiana surge asociada a los distintos ana´lisis de sensibilidad presentados. De
esta forma, se puede tratar la robustez de la red, respecto a las perturbaciones
propuestas, en funcio´n de los valores de las medidas de sensibilidad. As´ı, cuando
estos valores son pequen˜os, menores que un umbral previamente establecido, se
puede concluir que la red es robusta, en otro caso se tiene que la red no es robusta.
En esta Seccio´n se recoge una aproximacio´n para estudiar la robustez cuanti-
tativa, a partir de la metodolog´ıa propuesta para realizar los ana´lisis de sensibili-
dad desarrollados. Con este objetivo, se define una medida de robustez, tambie´n
basada en la divergencia de Kullback-Leibler para distribuciones normales multi-
variantes, de forma que, para todos las posibles perturbaciones de los para´metros
inexactos de la red se calcula una u´nica medida. Dicha medida de robustez
compara el modelo original con el modelo perturbado, tras la propagacio´n de la
evidencia, y en funcio´n de su valor se concluye si la Red Bayesiana Gaussiana es
o no robusta, para las perturbaciones propuestas.
En este caso, se trabaja con una Red Bayesiana Gaussiana definida en su
forma ma´s generalizada, es decir, con un conjunto de variables de intere´s y un
conjunto de variables evidenciales, siendo X = {Y,E}. Tanto el modelo original
como el perturbado se describen inicialmente, antes de introducir evidencia en
la red, y se estudian sus salidas finales, dadas por las distribuciones de intere´s,
tras la propagacio´n de la evidencia. Adema´s, el modelo perturbado se obtiene
sumando en un u´nico paso el vector de perturbacio´n de medias δ y la matriz
de perturbacio´n de covarianzas ∆, de manera que, δ y ∆ esta´n compuestas por
todas las perturbaciones indicadas por los expertos asociadas a los para´metros
que describen la red.
A continuacio´n, se define la medida de robustez para una Red Bayesiana
Sensibilidad en Redes Bayesianas Gaussianas 179
Gaussiana.
Definicio´n 3.3 (Medida de robustez)
Sea (D,P ) una Red Bayesiana Gaussiana con distribucio´n conjunta N(µ,Σ).
Sea la salida final de la red, tras propagar la evidencia en el modelo original, tal
que Y|E ∼ N(µY|E,ΣY|E), con funcio´n de densidad asociada f , y sea la salida
final de la red, tras propagar la evidencia en el modelo perturbado, tal que
Y|E,p ∼ N(µY|E,p,ΣY|E,p), con funcio´n de densidad asociada fp.
Se define la medida de robustez para distribuciones multivariantes como
Rp(f, fp) = Ef
[
ln
f
fp
]
=
1
2
[
ln
∣∣ΣY|E,p∣∣∣∣ΣY|E∣∣ + tr
(
ΣY|E
(
ΣY|E,p
)−1)− dim(Y)]+
+
1
2
[(
µY|E,p −µY|E
)T (
ΣY|E,p
)−1 (
µY|E,p −µY|E
)]
(3.19)
donde el sub´ındice p indica las perturbaciones asociadas a los para´metros incier-
tos, de forma que, si se perturba el vector de medias µ y la matriz de covarianzas
Σ, entonces p = (δ,∆), siendo en el modelo perturbado µδ = µ+δ y Σ∆ = Σ+∆.
Alternativamente se tiene
Rp(f, fp) =
= 12
[
ln
|ΣY|E,p|
|ΣY|E| + tr
(
ΣY|E
(
ΣY|E,p
)−1)− dim(Y) +M(δ,∆)T (ΣY|E,p)−1M(δ,∆)]
(3.20)
donde
M(δ,∆) = δY+(ΣYE +∆YE) (ΣEE +∆EE)
−1 (e−µE − δE)−ΣYEΣ−1EE (e−µE)
y el vector de perturbacio´n de medias δ y la matriz de perturbacio´n de covarianzas
∆ se particionan tal que
δ =
(
δY
δE
)
∆ =
(
∆YY ∆YE
∆EY ∆EE
)
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Como se puede observar, la definicio´n asociada a la medida de robustez (3.19)
coincide con la medida de sensibilidad (3.12), aunque la aplicacio´n de la misma
al estudiar la robustez, cambia respecto del ana´lisis de sensibilidad, ya que ahora
se obtiene una u´nica medida que evalu´a las diferencias entre las salidas finales
para el modelo original y esas misma salidas para el modelo perturbado.
Para mantener el concepto de Red Bayesiana Gaussiana, al estudiar una
aproximacio´n a la robustez de dicho modelo es necesario que la matriz de
covarianzas inicial del modelo perturbado, Σ∆ = Σ+∆, y la matriz de covarianzas
final, ΣY|E,∆, sean definidas positivas.
Tras realizase el proceso de propagacio´n de la evidencia, para el modelo
original y para el modelo perturbado, se obtienen las distribuciones finales de
intere´s para ambos modelos y se calcula la medida de robustez, siendo dichas
distribuciones normales multivariantes.
Como caso particular, se enuncia la medida de robustez cuando so´lo hay una
variable de intere´s en el problema Xi y una variable evidencial Xe. En este caso,
los para´metros que afectan a la variable de intere´s, para la cual se obtiene su
distribucio´n final como la salida de intere´s de la red, son la media de intere´s y
la evidencial, δi y δe y las varianzas y covarianzas entre ambas variables, δii, δee,
δie. De esta forma, la medida de robustez definida por las expresiones (3.19) y
(3.20) queda reducida al siguiente resultado
R(f, f δ) =
=
1
2
ln(σY |E,δii
σ
Y |E
ii
)
+
(σie+δie)
2
σee+δee
− σ2ieσee − δii +
(
δi +
σie+δie
σee+δee
(e− µe − δe)− σie(e−µe)σee
)2
σ
Y |E,δ
ii

(3.21)
siendo σ
Y |E,δ
ii la varianza final de intere´s calculada tras propagar la evidencia en
el modelo perturbado y σ
Y |E
ii esa misma varianza pero para el modelo original.
Las perturbaciones vienen dadas por δi, δe, asociadas a la media de intere´s y
evidencial y por δii, δee y δie asociadas a las varianzas de intere´s y evidencial y
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a la covarianza entre ambas. El resto de para´metros, son los que definen la red
inicialmente.
A continuacio´n, se presentan dos ejemplos donde se estudia la robustez de las
Redes Bayesianas Gaussianas del Ejemplo 3.1 y del Ejemplo 3.4. En la primera
red se trabaja con la expresio´n (3.21) para redes con una variable de intere´s y
una variable evidencial, y en la segunda red se emplea la expresio´n recogida en
(3.20) para un red con un conjunto de variables de intere´s y otro de variables
evidenciales.
Ejemplo 3.5
Estudiar la robustez de la Red Bayesiana Gaussiana presentada en el Ejem-
plo 3.1, teniendo en cuenta las perturbaciones propuestas para el estudio de la
sensibilidad de una v´ıa propuesto.
La red del Ejemplo 3.1, presenta como variable de intere´s aX5 y como variable
evidencial X2, siendo E = {X2 = 4}. Adema´s, las perturbaciones propuestas
indican que el vector de perturbacio´n de medias δ y la matriz de perturbacio´n de
varianzas ∆, son
δ =

0
3
0
0
2
 ∆ =

0 0 0 0 0
0 3 0 0 1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 −2

Lo primero que hay que hacer es estudiar si las perturbaciones propuestas
hacen que la matriz de covarianzas perturbada sea una matriz definida positiva y
si la matriz de covarianzas que describe la distribucio´n final es tambie´n definida
positiva. Tras dicha comprobacio´n se obtiene que Σ∆ = Σ + ∆ y ΣY|E,∆ son
matrices definidas positivas.
Los para´metros finales que describen las salidas de la red, tras la propagacio´n
de la evidencia son.
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• Para el modelo original, la distribucio´n final es Y|E ∼ N(µY|E,ΣY|E),
donde
µY|E =

2
4
4
6
 ΣY|E =

3 6 0 6
6 13 0 13
0 0 2 4
6 13 4 24

• Para el modelo perturbado, la distribucio´n final de la red viene dada por
Y|E, δ,∆ ∼N(µY|E,δ,∆,ΣY|E,∆), siendo
µY|E,δ,∆ =

2
17
5
4
38
5
 ΣY|E,∆ =

3 6 0 6
6 715 0
69
5
0 0 2 4
6 695 4
111
5

Con los para´metros finales de los modelos original y perturbado, se calcula la
medida de robustez, aplicando la expresio´n (3.21). De esta forma, se obtiene que
la medida de robustez para las perturbaciones propuestas es
Rδ,∆(f, fδ,∆) = 0.0025
Como se puede observar, la medida de robustez es pequen˜a, por tanto se
podr´ıa concluir que la Red Bayesiana Gaussiana del Ejemplo 3.1 es robusta,
frente a las perturbaciones propuestas.
Ejemplo 3.6
Conside´rese la Red Bayesiana Gaussiana descrita en el Ejemplo 3.4. Se desea
estudiar, para las perturbaciones propuestas, la robustez de la misma.
Para los datos del Ejemplo 3.4, se tiene que el vector de perturbacio´n de
medias δ y la matriz de perturbacio´n de covarianzas ∆, vienen dados por
δ =

0
2
−2
−1
0
 ∆ =

0 0 −1 0 0
0 3 0 0 1
−1 0 2 0 0
0 0 0 1 2
0 1 0 2 2

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Se esta´ trabajando con el conjunto de variables de intere´s Y = {X3,X4,X5}
y el conjunto de variables evidenciales, dadas por E = {X1 = 2,X2 = 4}.
Se estudian las matrices Σ∆ = Σ+∆ y ΣY|E,∆ y se concluye que son definidas
positivas.
Posteriormente, tras la propagacio´n de la evidencia se obtienen las siguientes
salidas de intere´s.
• Para el modelo original, la distribucio´n final de intere´s es normal multi-
variante dada por Y|E ∼N(µY|E,ΣY|E), donde
µY|E =
 44
6
 ΣY|E =
 1 0 10 2 4
1 4 12

• Para el modelo perturbado, la salida de intere´s final de la red viene dada
por Y|E, δ,∆ ∼N(µY|E,δ,∆,ΣY|E,∆), siendo
µY|E,δ,∆ =

17
5
3
28
5
 ΣY|E,∆ =

118
15 0
19
5
0 3 6
19
5 6
71
5

En funcio´n de las salidas presentadas se calcula la medida de robustez, apli-
cando la expresio´n (3.20). De esta forma, se obtiene que
Rδ,∆(f, fδ,∆) = 15.347
Teniendo en cuenta los valores de las medidas de sensibilidad calculadas para
el Ejemplo 3.4 y el valor de la medida de robustez obtenida en este ejemplo, no
se puede concluir que esta Red Bayesiana Gaussiana sea robusta para las pertur-
baciones propuestas. Por tanto, es muy importante que se definan con la mayor
precisio´n posible los para´metros que describen esta Red Bayesiana Gaussiana
para que los resultados que se obtienen, tras introducir nueva evidencia, sean los
adecuados.
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3.7. Conclusiones y futuras l´ıneas de investigacio´n
En esta Memoria se han desarrollado dos me´todos para estudiar la sensibilidad
de una Red Bayesiana Gaussiana y una aproximacio´n para evaluar la robustez
de la misma.
Los ana´lisis presentados se apoyan en el ca´lculo de la divergencia de Kullback-
Leibler, para estudiar la diferencia existente entre dos distribuciones de intere´s. Se
trabaja con esta medida por ser una medida de divergencia usual en te´rminos de la
Teor´ıa de la Informacio´n cuando se quiere establecer una discrepancia estructural
entre distribuciones.
La metodolog´ıa seguida para estudiar la sensibilidad y la robustez de una
Red Bayesiana Gaussiana concreta, consiste en comparar el modelo original, que
describe la parte cuantitativa de la Red Bayesiana Gaussiana, con un modelo
perturbado, que se obtiene tras an˜adir una o un conjunto de perturbaciones a los
para´metros del modelo original. Ambos modelos se definen inicialmente, es decir,
antes de propagar la evidencia por la red. Con la medida definida se comparan
dichos modelos finales, esto es, una vez que se ha propagado la evidencia.
En funcio´n del ana´lisis de sensibilidad, se introducen uno a uno los para´metros
perturbados o en grupo. Las medidas de sensibilidad presentadas se calculan para
cada para´metro o conjunto de para´metros inciertos. De esta forma, se obtienen
distintas medidas para cada tipo de perturbacio´n, que una vez comparadas per-
miten determinar que para´metro o conjunto de para´metros afecta ma´s a la salida
de intere´s de la red.
Con el valor de la medida calculada se puede concluir hasta que punto la Red
Bayesiana Gaussiana es sensible o no a las perturbaciones propuestas.
En el ana´lisis de sensibilidad de una v´ıa desarrollado, se trabaja con una
variable de intere´s Xi y una variable evidencial Xe, de forma que en cada paso
del mismo se introduce una u´nica perturbacio´n asociada a un para´metro incierto
de la red, y se calcula una medida de sensibilidad para cada perturbacio´n.
Es importante sen˜alar, que en este caso, so´lo los para´metros que describen
inicialmente dicha variable de intere´s y los que describen la variable evidencial,
influyen sobre la salida de la red. Esto es debido a que se trabaja con la dis-
tribucio´n conjunta de la red y no con las distribuciones condicionadas de cada
Sensibilidad en Redes Bayesianas Gaussianas 185
variable, dada la ocurrencia de los padres en el DAG.
Este resultado es interesante porque evidencia que se ha de precisar al ma´ximo
la descripcio´n inicial de Xi, al igual que la descripcio´n inicialmente de aquellas
variables que puedan ser evidenciales. Para el resto de variables de la red, la
inexactitud al definir los para´metros que las describen no afecta a la distribucio´n
final de intere´s de la red.
Para este ana´lisis de una v´ıa, se estudia adema´s el comportamiento de la
medida de sensibilidad descrita cuando la perturbacio´n, que cuantifica la incer-
tidumbre acerca de un para´metro, es extrema. Se observa como la medida de
sensibilidad refleja el comportamiento extremo del para´metro, para todos los ca-
sos, salvo cuando es incierta la varianza evidencial. Para este caso, se obtiene
como l´ımite de la medida de sensibilidad un valor finito. Por tanto, cuando las
incertidumbres acerca de los para´metros sean grandes, es conveniente estudiar
dicho l´ımite, para poder obtener algu´n resultado acerca del valor que toma la
medida de sensibilidad cuando la varianza evidencial es incierta.
Tambie´n, se estudian las medidas de sensibilidad cuando la variable de intere´s
y la evidencial son independientes o dependientes linealmente. Dichas relaciones
de dependencia se asocian de forma directa con la conexio´n entre las mismas en el
DAG. Con este estudio, se simplifican mucho las medidas de sensibilidad, de forma
que si son linealmente dependientes, con coeficiente de correlacio´n lineal ρ2ie = 1,
la medida de sensibilidad vale infinito, para cualquier perturbacio´n posible; y
si son independientes, con ρ2ie = 0, la salida de intere´s de la red, dada por la
distribucio´n final de la variable Xi, no se ve influida por la evidencia introducida.
Ambos resultados, son los esperados.
El ana´lisis de sensibilidad de n v´ıas, se presenta como una generalizacio´n del
ana´lisis de una v´ıa desarrollado. De esta forma, se trabaja con una Red Bayesiana
Gaussiana, con un conjunto de variables evidenciales y un conjunto de variables
de intere´s. Adema´s, las perturbaciones se introducen de forma conjunta en el
modelo perturbado, en funcio´n de si los para´metros inexactos, a los cuales se
suman las perturbaciones, describen variables de intere´s o evidenciales y si se
presentan en el vector de medias o en la matriz de covarianzas.
Para este ana´lisis, se define la medida de sensibilidad para distribuciones
normales multivariantes y se calcula para comparar la salida final de la red, del
modelo original, con dicha salida, para el modelo perturbado. Para cada conjunto
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de perturbaciones se tiene un modelo perturbado distinto, por tanto se calculan
varias medidas de sensibilidad para distribuciones multivariantes en funcio´n del
conjunto de para´metros inciertos. A pesar de que las expresiones asociadas a la
medida de sensibilidad para distribuciones multivariantes son grandes y aparente-
mente complicadas, la aplicacio´n de las mismas es sencilla y en la mayor´ıa de los
casos solo necesita de la especificacio´n inicial de la red.
Tras realizarse este ana´lisis de sensibilidad de n v´ıas, se obtienen distintas
medidas de sensibilidad y en funcio´n de su valor se determina e´l o los conjuntos
de para´metros que ma´s afectan a la salida final de intere´s.
La aproximacio´n al estudio de la robustez de una Red Bayesiana Gaussiana
surge cuando se obtienen valores pequen˜os asociados a las medidas de sensibilidad.
Con el fin de estudiar la robustez de una red concreta, se define la medida de
robustez que compara el modelo original con el modelo perturbado. En este
caso, solo hay un modelo perturbado que viene dado por el original ma´s todas
las perturbaciones asociadas a los para´metros inciertos que describen la red.
Cabe sen˜alar, que las conclusiones que se obtienen para una Red Bayesiana
Gaussiana concreta, son acerca de la robustez de la red para las incertidumbre
cuantificadas, es decir, si cambian las posibles perturbaciones, el comportamiento
de la red tambie´n cambiara´. No obstante, con el objetivo de establecer compara-
ciones, se pueden imponer perturbaciones dentro de unos l´ımites y estudiar su
efecto en distintas redes.
Existen muchos caminos abiertos para seguir estudiando la sensibilidad y la
robustez en Redes Bayesianas con las ideas y herramientas introducidas en la
Memoria.
Resultar´ıa interesante determinar en Redes Bayesianas Gaussianas como afecta
a la salida de la red la modificacio´n de la estructura de dependencias presentada
en el DAG. As´ı, si se elimina una arista del grafo o se introduce una nueva arista,
los para´metros que describen la red cambian y cuantificar dicho cambio puede
ayudar a conocer ma´s profundamente la Red Bayesiana Gaussiana que describe
un problema concreto. Adema´s, se podr´ıa plantear la eliminacio´n de una variable
de la red, simplificandose as´ı el modelo.
Otra l´ınea de investigacio´n planteada consiste en la aplicacio´n de la metodolog´ıa
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propuesta cuando los para´metros perturbados corresponden a las distribuciones
condicionadas de las variables por sus padres, que tambie´n determinan la Red
Bayesiana Gaussiana.
Concretar los ana´lisis de sensibilidad mostrados para Redes Bayesianas
Discretas, es tambie´n una futura l´ınea de trabajo.
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