Story Link Detection (SLD) is known as a sub-task of Topic Detection and Tracking (TDT). SLD aims to specify whether two randomly selected stories discuss the same topic or not. This sub-task drew special attention within the TDT research community as many tasks in TDT are thought to be solved automatically once SLD performs as expected. In this study, performance tests were carried out on the BilCol-2005 Turkish news corpus composed of approximately 209,000 news items using vector space model (VSM) and relevance model (RM) methods with respect to varied index term counts. Accordingly, best results obtained were as follows: the VSM method performed best with 30 terms (F-measure=0.2970) while RM method did with 4 terms (F-measure=0.1910) . Furthermore, the combination of two methods using the AND and OR functions increased the precision ratio by 7.9% and recall ratio by 1.2%, respectively, indicating that retrieval performance of SLD algorithms can be increased to some extent by employing both VSM and RM models.
I. I
The exponential growth in the published online news items and the use of various channels, platforms and presentation styles make information seeking in the online age even more difficult than before [1] [2] . More often than not, information tends to find users rather than users seeking information. Temporal Information Retrieval (T-IR) is one of the emerging areas of research in the field of IR. It aims to satisfy the temporal information needs of users by combining the traditional document relevance with time related relevance. Topic detection and tracking (TDT) is one of the sub-areas of T-IR. TDT algorithms based on IR models detect new unreported stories and organize them temporally, link incoming news items with previously detected stories on the same topic [3] , and monitor news streams online till stories peter out [4] . Story link detection (SLD) algorithms play a key role in establishing linkages between stories discussing the same subjects [5] [6] . Detected stories along with their updates can be delivered to the users based on their current interests and past behaviors. Story link detection, as defined as TDT sub-task, is the task of determining whether two stories, such as news, are about the same event, or linked.
In this paper, we analyze story link detection and investigate the effects of query expansion techniques. We present the performance of two different methods and show the improvements in the performance of the link detection our findings, results of combined methods for link generation is formulated, tested and presented.
This paper is organized as follows. In Section 2, we give an outline of the related work within the topic. In Section 3, we talk about the Methodology that has been covered in the paper. In Section 4, we give details of the testing during our experiment and present their results. In Section 5, we present the conclusion by summarizing our contribution.
II. RELATED WORK
Information Retrieval Systems aim to find the information in documents in different environments in order to submit them to the interested users [7] . The basic functionality of an information retrieval system is required to meet the information needs of users, access to all relevant documents in the corpus and comb out non-relevant ones. In order to determine relevant documents, an information retrieval system consists of a corpus of documents and a retrieval algorithm to compare the terms in the users' queries with the ones used to index the documents in the corpus.
In recent years, academic studies in traditional information retrieval systems mainly focused on Topic Detection and Tracking (TDT) programs. The goal of the TDT is to develop technologies that organize, determine and follow-up the news stories of radio, newspapers, or television [6] . In order to accomplish this goal, a TDT algorithm analyzes the incoming news streams under five main tasks: Story Segmentation; to identify story boundaries automatically within a news stream. First Story Detection; to identify stories not encountered previously.
; to determine the subject(s) of the stories. Topic Tracking; to follow a story detected by the system. Story Link Detection; to distinguish if the two different stories are on the same subject or not. In the TDT studies, the story link detection task is reported to have a critical role [5][6] [9] . the story link detection task successfully is expected to solve many problems in TDT [10] . Retrieval models used in story link detection are similar to that used in traditional IR systems oolean model [11] , vector space model [12], probabilistic models [13] [14] [15] , language model [16] and relevance model [17] ). In TDT, story link detection task requires identifying pairs of linked stories for which he relevance model seems to work better than other models. The best current technology for link detection relies on the use of cosine similarity between document terms vectors with tf.idf term weighting. In a tf.idf model, the frequency of a term in a document (tf) is weighted by the inverse document frequency (idf), the inverse of the number of documents containing a term. Researchers have tested a number of similarity measures in the link detection task, including weighted sum, language modeling and Kullback-Leibler divergence, and found that the cosine similarity produced the best results [18] . In addition, using different methods together improved the retrieval performance [8][19] [20] [21] [26] [32] .
Studies on the combination of different methods showed that it generally increases the values of recall, yet, at the same time, retrieves a lot of unrelated documents, thereby decreasing the precision values and degrading the overall systems performance. Therefore, it is extremely important to develop combined models that would provide the best possible values for both precision and recall.
In this context, this work investigates the story link detection performance of different retrieval functions and combinations thereof on a Turkish corpus. It concentrates on vector space and relevance models (and their combination) that have so far produced the optimum precision and recall values in the TDT studies.
III. METHODOLOGY

A. TDT Test Collection
In order to perform an experimental study, we used the new event detection and topic tracking test collection -2005) developed by the Information Retrieval Group at [4] . The test collection contains 209,305 news items from five different Turkish news sources on the web, namely TRT, and daily newspapers of Milliyet and Zaman. In the -2005 corpus, some 5,883 news items were classified under 80 different topic titles and the remaining 203,442 news items has been labeled as irrelevant. In this work, tests were carried using the 5,883 news items relevant with the 80 topic titles and 203,442 irrelevant news items
B. Evaluation Methodology
We assessed the performance by computing the precision, recall and the F-measure that is based on precision and recall. Recall is the proportion of relevant documents retrieved and precision is the proportion of retrieved documents that are relevant [22] . F-measure identifies the harmonic mean of precision and recall [23] . In this work, we assume that high precision and high recall or high F-measure values represent better results.
C. SLD Methods Used In The Study
In story link detection task, many methods are used comparing the quantity of the overlapping words within the two stories. Large numbers of overlapping words between the two stories represent higher probability that the two stories discuss the same topic. This approach formed the basis of all the methods from vector space models [24] [25] [27] up to statistical language models [16] [28] [29] . Information retrieval researchers focus on how to select terms representing documents and weight them effectively. Document representation is an extremely important step in traditional IR systems as well as in TDT studies. Depending on the studied areas, word-based methods [30] and language models [16] are usually used for the representation of the documents.
In this study, we used the vector space model (VSM) and relevance model (RM) to carry out the SLD task on the Turkish corpus. Although these methods have been widely used to solve the SLD problem in TDT studies, there is, to the best of our knowledge, no study carried out to test them on a Turkish corpus.
[5][6] [17] [25] [31] .
The vector space model developed in the late 1960s is still a very popular approach and commonly used in IR systems as a retrieval function [17] [24] [25] [30] [32] . In this model, documents and queries are represented as vectors of index terms and similarity between these vectors prove the vectors highlight the importance of each term to what extent it represents the documents and/or queries.
In traditional IR methods, general approach for representing the vector coefficients is identified as the idfweighted cosine coefficient and is shown as tf.idf (term frequency * inverse document frequency) [33] .
In TDT studies, the term vector is created for each document. Then, similarity between the two vectors (a and b) is calculated as in (1) where tf a (w)represents the frequency of word w in a document, tf b (w) represents the frequency of word w in b document, and idf(w) represents the frequency of word w in all documents in the corpus.
Relevance model is the advanced version of Language Model that is used extensively in carrying out the story link detection task [3][5] [17] [31] . Relevance model offers a new approach to the estimation of probabilities when the necessary conditions of training data are absent. In a document related with a query, the probability of the word w, and R representing the set of relevant documents to the query is identified as the P(w|R) conditional probability, smoothing parameter, P ml (w|D), probability of co-occurrence between the document and the word, P bg (w), probability of word w in the corpus, tf w,D the number of times the word w occurs in the document D, |D| number of words in the document D, cf w the total number of times w occurs in the corpus, coll.size the total number of words in the corpus. Accordingly, using P(w|R), as the probability of the word in a collection, the maximum likelihood is predictable as in the following equation:
Using Equation 2, we created the topic model for each document. After this stage, the probability distributions of the two models were compared on the basis of Kullback-Leibler to determine document similarity [17] .
IV. TESTING
The -2005 collection is divided into training (one third of the news items) and tests (two thirds of news items) sets. The news items in the training set obtained the threshold parameter value. In this respect, the threshold values for the VSM and RM methods were defined as the optimum point where recall and precision become equal. Tests were carried through the corpus with 3,922 news items with known topic titles and 135,609 news items with unknown topic titles that were not used as training documents. During testing, each news item with known topic titles was compared with the rest of the news items in the test set. For each query, a pairwise classification table is created.
In order to identify the effects of the number of index terms on the match performance, tests were repeated for 1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100, 125, 150, 175, 200, 225, 250, 275 , 300, 400, 500 and 1000 terms respectively. In addition, logical operators AND, and OR were applied on the results obtained through the use of VSM and RM methods so that the effects measures can be seen. In the last step, the micro-averaging method was used to create the common binary classification table of the entire test. To determine the overall performance, precision, recall and F-measure values were calculated. In the course of testing, Turkish stop-words were removed but stemming was not applied.
V. D
Findings obtained using the vector space model and relevance model are shown in Figure 1 and Figure 2 , respectively. In both figures horizontal axis represents the index terms. In vector space model, the best performance was obtained with 30 terms with an F-measure value of 0.2970 (recall: 0.2642, precision: 0.3393). In relevance model, the best performance was obtained with 4 terms with an F-measure value of 0.1910 (recall: 0.1625, precision: 0.2316). It appears that the selected best VSM method is more advantageous than the selected best RM method, providing higher recall (%10.17) and precision (%10.77) precision values.
operators AND and OR are shown in Figure 3 and Figure 4 , respectively. The highest performance for AND combinations was obtained with 4 terms with an F-measure value of 0.2216 (recall: 0.1504 precision: 0.4183). The highest performance for OR combinations was obtained for 15 terms with an F-measure value of 0.2641 (recall: 0.2762 and precision: 0.2531). Accordingly, the AND combination of the methods achieved a %7.9 increase (VSM -30 terms) compared to the best case with the highest precision value. Similarly, the OR combination of the methods achieved a %1.2 increase compared to the best case with the highest recall value. In this work, SLD that drew special attention within the TDT research is applied for the first time on a Turkish corpus using two different methods. Findings clearly show that VSM performed better than RM in identifying the similarities of news items. For further work, the effects of named entities on the retrieval performance for the identification of similar news will be studied and reported. 
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