Locally stationary wavelet (LSW) processes, built on non-decimated wavelets, can be used to analyze and forecast non-stationary time series. They have been proved useful in the analysis of financial data. In this paper we first carry out a sensitivity analysis, then propose some practical guidelines for choosing the wavelet bases for these processes. The existing forecasting algorithm is found vulnerable to outliers, and a new algorithm is proposed to avoid the sensitivity to extreme observations. The new algorithm is shown stable and outperforms the existing algorithm when applied to real financial data. The volatility forecasting ability of LSW modeling based on our new algorithm is then discussed and shown to be competitive with traditional GARCH models.
Introduction
Recently, many studies have been published in which time-scale or timefrequency techniques such as wavelet transform have been applied, in addition to traditional time domain analysis of stochastic processes, especially financial time series. One advantage of using wavelet transform is that it depends less on specifications of the dependent structure and distribution of the original series because of the 'whitening' property of wavelets, i.e., wavelet coefficients are often less correlated than the original data, see Vidakovic (1999) . Another advantage is that not only stationary time series but also non-stationary ones can be treated in the same framework using wavelets (see e.g. Mallat et al., 1998) .
The locally stationary wavelet (LSW) process is a relatively new tool, originally proposed by Nason et al. (2000) , which incorporates a class of stochastic processes based on non-decimated wavelets. By defining an evolutionary wavelet spectrum (EWS), which is the analogue of the usual spectrum for stationary processes, the power (variance) of LSW processes can be measured locally over time and scale. Estimation theory has also been developed for the EWS and localized autocovariance. Fryźlewicz (2005) showed that the LSW model can capture most of the stylized facts of financial time series. In addition, Fryźlewicz et al. (2003) developed an algorithm to forecast the LSW processes. The predictor is simply the linear combination of previous observations with the predictor coefficients obtained by minimizing the mean square prediction error (MSPE) . Hence the forecasting of non-stationary processes is possible with this algorithm. However, it is found that this algorithm has no protection against the occurrence of outliers, since an inverse of a covariance matrix is unavoidable. The presence of outliers, as a result of the frequently singular matrices, makes it very difficult to evaluate the performance of this algorithm (usually in terms of sample MSPE). In this paper, a new algorithm is proposed to avoid this problem, i.e., we impose suitable restrictions on the predictor coefficients when minimizing the MSPE. Two intuitive restrictions are examined and we focus on the algorithm with the aim of producing a prediction coefficient vector with unit length. Both the new algorithm and the original are tested on real data. The results show that even in one-step-ahead out-of-sample prediction, outliers can appear in the original algorithm, making it difficult to evaluate, while our new algorithm works consistently well.
The volatility forecasting ability of LSW modeling based on our new algorithm is now analyzed. Volatility is a central concept in capital asset pricing, portfolios investment and risk management, especially for products such as options. Volatility forecasting has been the subject of considerable attention in the last 20 years. In a comprehensive survey summarizing 93 studies, Poon and Granger (2003) classify volatility forecasting models into four categories: HISVOL (Historical volatility), ARCH family (Engle, 1982) , ISD (option implied standard deviation) and SV (stochastic volatility). LSW is not included in any of Poon and Granger's categories, so we include a new comparison here. In this paper, we compare the volatility forecasting abilities of the LSW model and GARCH models, including standard GARCH (Bollerslev, 1986) , Exponential GARCH (Nelson, 1991) and Regime-Switching GARCH (e.g., Hamilton and Susmel, 1994; Gray, 1996; Xie and Yu, 2005; Xie, 2007) , based on log-returns of the S&P500 index. LSW modeling based on our algorithm is shown to be quite competitive with GARCH models.
Our paper is organized as follows: in Section 2 we briefly introduce the definition of the LSW process and the estimation of its EWS. In addition, a sensitivity analysis of the wavelet selection problem is described. The new forecasting algorithm and applications to real financial data are presented in Section 3. The model's ability to forecast volatility is compared with that of the GARCH models in Section 4. Finally, the results and their implications are considered in the Discussion (Section 5).
Locally stationary wavelet modeling
In this section, we briefly introduce the definition of LSW processes, EWS and its estimation, mainly based on Nason et al. (2000) . The sensitivity of selection of wavelet bases in LSW modeling is examined using numerical examples.
Locally stationary wavelet processes
Definition 1 (Nason et al. (2000) ) An LSW process is a sequence of doubly-indexed stochastic processes {X t,T } t=0,...,T −1 having the following representation in the mean-square sense
where ξ j,k is a random orthonormal increment sequence, and ψ j,k is a discrete non-decimated family of wavelets for 
with Lipschitz constants L j which are uniformly bounded in j and
In addition, there exists a sequence of constants
It is well-known that a stationary stochastic process X t , t ∈ Z, can be written as
where dζ(δ) is an orthonormal increment process (Priestley, 1981) . Now, the idea behind the LSW process is to replace the set of harmonics {exp(iδt)|δ ∈ [−π, π]} in (2) with a set of non-decimated wavelets ψ j,k and the spectrum A(δ) by the time-varying ω j,k;T . In fact, LSW processes include all stationary processes with absolutely summable autocovariance as special cases (Nason et al., 2000, Corollary 2) . Assumption 3 demands that a smooth W j (z), as a function of rescaled time, z, controls the variation of ω j,k , as a function of k, so that it cannot change too quickly, allowing effective estimates to be obtained for the model. In this assumption, a rescaled time z = k/T is used which implies that as T → ∞, instead of more and more future data, more detailed local information of W j (z) are collected. For a more detailed description of the model and of rescaled time, we refer the reader to Nason et al. (2000) and Dahlhaus (1997) . From the definition of LSW processes, direct calculation gives the covariance structure with lag τ as
Considering of τ = 0 leads to Definition 2.
Definition 2 (Nason et al. (2000) ) The Evolutionary Wavelet Spectrum (EWS) of sequence {X t,T } t=0,...,T −1 for infinite sequence T ≥ 1 is defined as
The EWS measures the local power (variance) at a particular time z and scale j, which is the analogue of usual spectrum for stationary processes. In the stationary case, however, it is independent of time, i.e., S j = ω 2 j,k;T = W 2 j . The autocovariance is defined as follows:
and the local autocovariance with EWS S j (z) as (Nason et al., 2000) , which implies that the local autocovariance is the "autocorrelation wavelet" transform of the EWS. We know that for a stationary process, the autocovariance and spectrum are Fourier transforms of each other. This is the analogous result for LSW processes. In particular, the local variance
Definition 3 (Nason et al. (2000) ) The empirical wavelet coefficients of an LSW process X t,T are given by
where ψ j,k is the same wavelet basis used to build X t,T in Definition 1. The wavelet periodogram of X t,T is defined as
The wavelet periodogram is the "building block" for the estimation of EWS. Defining A J as the inner product of the autocorrelation wavelet, whose element Nason et al. (2000) to the following proposition:
Proposition 1 Assuming that the innovations ξ j,k in Definition 1 are Gaussian, we have, for the LSW process X t,T ,
Hence, for the vector of periodogram
where
Proposition 1 enables us to use the corrected wavelet periodogram as an unbiased estimate of EWS. However, equation (6) implies that the (corrected) wavelet periodogram is an inconsistent estimate of EWS and needs to be smoothed. Nason et al. (2000) used translation-invariant linear wavelet (TILW) smoothing (Coifman and Donoho, 1995) to do this. Fryźlewicz (2005) compared TILW and cubic B-splines smoothing and showed that they were almost equally powerful. In this paper, we used spline smoothing. For a more detailed description of estimating EWS and local variance, see Fryźlewicz (2005) .
Sensitivity of wavelet selection in LSW modeling
It should be observed that the wavelet periodogram used to estimate the EWS of process {X t,T } has to be constructed using the true wavelet basis of {X t,T } (Definition 3). In practice this is unrealistic, prompting Nason et al. (2000) to ask the following questions. How can we choose an appropriate wavelet basis on which to build the model, and what happens if we choose an inappropriate basis? Since these questions were posed they have not previously been answered in the literature. In this subsection, we describe a sensitivity analysis, based on numerical examples, that was conducted to demonstrate the effect of selecting the wrong wavelet on the estimate of EWS.
The analysis was conducted as follows. We predetermined a set of wavelets for the comparison and constructed true LSW processes with known EWS and local variance based on these wavelets. For each process, 50 realizations were generated. These wavelets were then applied to all realizations to construct the wavelet periodogram and estimate the EWS. The estimates were then compared with the true values and the averages (over 50 realizations) of mean square errors (MSE) were summarized.
The wavelets we selected are compactly supported orthogonal wavelets from Daubechies (1992) with different filter lengths, including: Haar, Daublets d4, d8, d12 and d20, Coiflets c6, c12, c18 and c30 and least-asymmetric wavelets s8, s12 and s20. These wavelets are generally representative, with respect to their symmetry and smoothness, of orthogonal wavelets. Descriptions and properties of these wavelets can be found in Daubechies (1992) , Bruce and Gao (1996) and Percival and Walden (2000) .
Three processes with different wavelets were considered.
• First, a non-stationary process defined by:
where S(t/T ) = 0.1 + cos 2 (3πt/T + 0.25π), ψ −1,. are the non-decimated wavelet filters at scale j = −1 and ε k is standard Gaussian. By definition, the EWS of this process is simply S(t/T ). The results of MSE for this process are presented in Table 1 .
• The second process was:
where ψ −r,. are the non-decimated wavelet filters at scale j = −r. For these processes ω j,k;T and W j equal to 1 when j = −r and otherwise equal to 0. So, the EWS S j and local variance of X r t,T are also equal to 1 when j = −r and otherwise equal to 0. In this example, we choose r = 2 and T = 2000. This sequence is stationary, and the results are presented in Table 2 .
• The third process was the concatenation of X 1 t,T , X 2 t,T , X 3 t,T and X 4 t,T as defined in (8) Table 3 .
From Table 1 it can be seen that the wavelet selection was not so sensitive for the example based on a non-stationary process. In fact, wavelet s8 is quite robust. It has the smallest MSE for eight out of 12 cases (plus another two cases for d8, which has properties very similar to s8 except symmetry). Wavelets with longer filters are almost all dominated by s8 (except one which is dominated by d8). In addition, the results for the concatenated process (Table 3 ) exhibit a similar dominance of s8 with respect to averages of MSE (for seven out of 12 cases it is the smallest, plus another two for d8). Note that the concatenated process is also non-stationary. However, the selection of wavelet bases is more sensitive for the stationary process examined here. For instance, the MSEs increase in the first column of Table 2 nearly monotonically, demonstrating that the more the filter length of a wavelet basis differs from the true one (Haar here) the worse the performance. The first row of MSE in Table 2 shows that using the Haar wavelet in the estimation, the longer filter the true wavelet basis has, the larger MSE the LSW model produces. This even happens with the concatenated process. Other columns and rows exhibit similar trends. In addition, the Daublets, 'd', and Least-asymmetric wavelets, 's', have similar smoothness characteristics, such as vanishing moments (VM), number of derivatives and Hölder exponent (HE), while Coiflet c12 (VM 3, HE 1.45 ) is close to s8 and d8 (VM 3, HE 1.62 and 1.4), c18 (VM 5, HE 2.21) to s12 and d12 (VM 5, HE 2.19 and 2.12) and c30 (VM 9, HE 3.47) to s20 and d20 (VM 9, HE 3.38 and 3.31) (see Bruce and Gao, 1996 , for a description of the Hölder exponent and these properties). Taking the above into consideration, it is always the true wavelet or wavelets with similar smoothness characteristics that produce the best fit. In general, for stationary processes, the selection of wavelet bases is sensitive, and is mainly determined by the smoothness of the wavelet. Care should be taken when choosing the wavelet basis in LSW modeling. In contrast, as can be seen from equation (3), for a wavelet with filter length L the covariance Cov(X t,T , X t+τ,T ) = 0 for τ > (2 −J −1)(L−1)+1. For a stationary series, this property may be useful when choosing the wavelet filter length, by inspecting the sample covariance and determining the minimum non-trivial scale.
Forecasting
In this section we first introduce and assess the original forecasting algorithm for LSW processes published by Fryźlewicz et al. (2003) . We found that this algorithm cannot prevent outliers from occurring. This decreases its usefulness, especially when it is evaluated using, e.g., MSPE. Therefore we propose a new algorithm, by imposing restrictions on the predictor coefficients. Here, the original and new algorithms are applied to real financial data and their performance is compared. Fryźlewicz et al. (2003) developed a forecasting algorithm for LSW processes. Observing that LSW processes have a linear form, a convenient option to consider is a linear predictor for h steps ahead forecast of X t−1+h,T , given observations X 0,T , X 1,T , ..., X t−1,T , aŝ
Fryzlewicz's algorithm
The coefficients b j,T , j = 0, ..., t − 1, are chosen to minimize the MSPE defined as
where Σ t+h−1;T is the covariance matrix of X 0,T , ..., X t−1,T and X t−1+h,T . Directly taking the derivative over the quadratic form in (10) then equating it to zero leads to a linear equation system for solving b t
where Σ t−1;T is the covariance matrix of X 0,T , ..., X t−1,T , C t−1,h is the column vector of covariances between X 0,T , ..., X t−1,T and X t−1+h,T and C h,t−1 the vector of covariances between X t−1+h,T and X 0,T , ..., X t−1,T . These (co)variances can be estimated by estimating the local autocovariance. Fryźlewicz et al. (2003, Remark 8) provided an estimate for these, which was inconsistent and suggested to be smoothed using, for instance, standard kernel smoothing. In practice, there are two compromises to be made with respect to the above algorithm. First, Σ t;T in (10) depends on the amplitudes ω j,k;T , which are not uniquely defined due to the redundancy of non-decimated wavelet families. Based on technical considerations, Fryźlewicz et al. (2003) 
, where B t+h−1;T is a (t + 1) × (t + 1) matrix whose (m, n)-th element is
and can be estimated by estimating the EWS S j . Second, considering the non-stationary nature and local smoothness of the process, it is recommended that only the most recent p observations in (9) should be used, rather than the entire sequence, i.e.,X
The parameter p, as well as g, the bandwidth of a kernel used to smooth the inconsistent estimator of local autocovariance, can be selected automatically by so-called Adaptive Forecasting (see Fryźlewicz et al., 2003 , for detail): Suppose we observe the sequence until X t−1,T and want to predict X t−1+h,T . But move first, say, s + h steps backwards and start to predict X t−s,T using X 0,T , ..., X t−h−s with initial parameters (p s , g s ). With some predetermined criterion (usually minimum distance criteria or relative absolute prediction error) and parameter space of (p, g), we obtain the optimal pair of (p s * , g s * ) and use it as the start value in the next prediction of X t−s+1,T , and so on. After this training process, an updated pair (p 1 * , g 1 * ) is finally obtained for the actual forecasting. The number s can be chosen to be the length of the largest segment at the end of sequence containing no apparent visually observable breakpoints. When feasible, we can run the algorithm several times using (p 1 * , g 1 * ) as the start value in the next iteration until it performs reasonably well.
The new algorithm
Fryźlewicz's algorithm may work well for short forecasting horizons (usually small p's) and carefully chosen parameters (see Fryźlewicz et al., 2003, and Fryźlewicz, 2005 , for examples). However, we find that in this algorithm extraordinary high value of b t is often obtained when solving (11) because the covariance matrix often become singular, even for moderately large value t in (9) (or p in (12)). A similar problem is well known in linear regression when there are many regressors. Consequently, the forecasts predict abnormally large values (outliers). After some investigation we found that this problem was difficult to circumvent without artificially intervening in a case-by-case manner. There are a number of potential remedies for this, for example, avoiding the use of the quadratic form of prediction error during the minimization, and instead selecting an alternative yet robust criterion. Further, it is also possible to avoid the use of MSPE when evaluating the performance of this forecasting algorithm, thus reducing the effect of outliers. However, it may be of more interest to prevent outliers from occurring in the first place. Here a new forecasting algorithm is proposed to achieve this.
We suggest imposing some restriction on the predictor coefficients b t when minimizing the quadratic form of (10). Particular forms of restrictions should be specified for different problems to obtain a solution. An obvious constraint in this is to require the sum of b t to be one, or
where 1 is the unit vector with same length as b t . This actually works as a weighted average predictor with data-driven coefficients. The solution of (10) with constraint (13) is quite simple using the Lagrangian Multiplier (LM) method. b t is the solution of the following equation system
where λ is the Lagrangian multiplier. However, imposing constraint (13) cannot prevent the excessively predictor coefficients from occurring. Hence, it does not fit our purpose and so we will mainly focus on another convenient choice, namely the requirement for a unit length of vector b t , i.e.,
It should be mentioned that, by imposing a restriction to b t , the parameter space of b t is reduced and we may obtain only local maxima. In addition, the solving of b t under condition (36) is more complicated. Similarly using the LM method, we obtain
where I is the identity matrix of same size as Σ, λ is again the Lagrangian multiplier and satisfies
and
It is difficult, if not impossible at all, to obtain an analytic solution of λ from equation (17). Instead we use numerical computing. The numerical experiments show that in general this equation is very unsmooth around zero and there are usually multiple roots near zero for λ depending on the covariance matrix. Alternatively, we can try to solve this by minimizing the 
In practice, selecting one of the minima of f (λ) over the interval (−1, 1) satisfying (18) gives quite satisfactory result in our forecasting applications, using the optimization routine in R (R Development Core Team, 2005) or S-plus . The two practical settings, approximating the MSPE by (b t , −1)B t+h−1;T (b t , −1) and using the 'clipped' series (12) for prediction, are also used in our procedure. The adaptive forecasting procedure to obtain the nuisance parameters is also applied.
Applications and comparison of the algorithms
In this section of study, we compare these algorithms and demonstrate the usefulness of the new algorithm and the need to avoid the influence of outliers in the evaluation.
In the first experiment, our algorithm with b t obtained from (16), denoted as the unit-length algorithm, and Fryźlewicz's algorithm (11) are applied to the log-returns of daily FTSE 100 index from 22/23 October 1992 to 10/11 May 2001, F t . We start from F 1658 and forecast one step ahead for every step, resulting in a total of 100 steps. (This sequence was also investigated by Fryźlewicz, 2005) . The parameters are automatically chosen by the adaptive forecasting procedure for given starting setups, for example, start values of p and g and so on. The MSPE is presented in Table 4 . From the sensitivity analysis, we may use wavelet s8 as an example. Wavelets Haar, d4, c6 and d10 are also included here for comparison. Table 5 shows the results for SP t , the S&P500 index daily log-returns from 2 Jan 1990 to 29 Dec 2000, from the Center for Research in Securities Prices (CRSP) database. The one-step-ahead forecasting starts from a half sample SP 1390 and runs for 100 steps. Another example with a longer forecasting horizon is also considered. Table 6 shows the MSPE of these two algorithms for a ten-step-ahead forecast of the same S&P500 return series.
Clearly, the performance of the original algorithm of Fryźlewicz et al. (2003) is severely affected by the outliers. Even in the one-step-ahead fore- (Table 6 ) for Fryźlewicz's algorithm are unsatisfactory due to outliers. Once again, such outliers are difficult to predict and avoid without artificially intervening on a case-by-case basis. Note that in the real calculation Fryźlewicz et al. (2003) deliberately set their forecasts to zeros when the parameter p, the number of observations to be used in (12), obtained is less than or equal to the corresponding forecasting horizon h. We do not see the rationale behind this and do not follow this practice. For instance, in the one-step-ahead cases, whenever p = 1, Fryźlewicz et al. (2003) forecast zero values, while the forecasts for our algorithm are the previous observations from (15). Otherwise, the setup for the two algorithms was identical for each experiment. For different setups, the results of Fryźlewicz's algorithm can change dramatically for different wavelets, depending on the occurrences of outliers, while results for the unit-length algorithm vary only slightly. However, the overall performance of Fryźlewicz's algorithm is similar to (if not worse than) that reported here. As mentioned previously, the outlier problem persists in the 'average algorithm' with constraint (13) and its performance is not significantly better than Fryźlewicz's algorithm. We, therefore, did not include it in this study. From these experiments the unit-length algorithm shows promise; it works consistently and outperforms Fryźlewicz's algorithm in most cases.
Application to volatility forecast
Our aim in this section is to illustrate the volatility forecasting ability of LSW modeling. After obtaining the forecasts described in the previous section, the next step is to obtain volatility forecasts by estimating the EWS of the sequence together with the forecasts. Fryźlewicz's algorithm is not suitable for this due to the occurrence of outliers. This problem becomes more apparent in volatility forecasts since through wavelet transform more of them will be affected by a single outlier derived from the sequence forecasting. The performance of Fryźlewicz's algorithm can be very poor in terms of MSPE. Therefore, only the unit-length algorithm was used in this study. From the sensitivity analysis presented in Section 2.2, wavelet s8 is chosen as a representative and some other wavelets are also discussed.
Here, GARCH models are compared to our LSW model. Besides the standard GARCH(1,1) model, GARCH(1,1) with student-t as a conditional distribution (GARCH-t(1,1)) and exponential GARCH (EGARCH(1,1)) model are also considered. The GARCH-t model may capture the occurrence of fat tails that are often observed in financial sequences. For the EGARCH model, the process may be written as:
where, σ t is the conditional variance of r t conditioning on information up to time t − 1, η t is usually assumed to be standard Gaussian and α i , i = 0, 1, ..., p, and β j , j = 1, ..., q, are parameters to be estimated. From equation (20), not only is the positive parameter constraint of the GARCH model unnecessary, the leverage effect exerted by bad news (negative shocks) tending to have a greater impact on the volatility than good news (positive shocks), is also incorporated, by introducing (usually negative) parameters γ j . See Nelson (1991) for detail. Finally, we will consider the Regime-Switching GARCH (RS-GARCH) model too, which is defined by:
In (21), a regular (stationary, ergodic), finite state (assuming two states in our experiment) Markov chain {Y t } is incorporated into the conditional variance equation. This model can remedy the volatility persistence problem of the GARCH model and has been shown to be superior to GARCH in model explanation and volatility forecasting in some case (e.g., Klaassen, 2002) . We use the module FinMetrics in S-plus to generate estimates and forecasts for the ordinary GARCH models. With respect to the RS-GARCH model, based on the suggestions of Klaassen (2002) and Xie and Yu (2005) , suppose we want to predict the volatility at time t based on information up to t − 1, I t−1 . By letting λ it = P r(Y t = i|I t−1 ) and making use of the Bayesian rule, it is relatively straight-forward to obtain the predicted regime
where p(j, i) is the Markov transition probability, d is the number of states (regimes), f j (r 1 , ..., r t ) is the density (assumed to be Gaussian when MLE is calculated) of r t given all previous observations r 1 , ..., r t−1 and regime j. This procedure continues recursively. After obtaining the regime forecast, the volatility forecasting of the RS-GARCH model is similar to that of the GARCH model. Further details of the RS-GARCH model are presented in Gray (1996) , Francq et al. (2001) , Xie and Yu (2005) , and Xie (2007) . The data are the same S&P500 return series that we considered in Section 3.2, with a total of 2780 samples. To perform the out-of-sample forecast, starting from a half sample (t = 1390, 29 June 1995), we estimate the parameters using all previous observations and forecast 1 to 50 steps ahead using all these models. After every 50 steps, we update the data, re-estimate the parameters and forecast again. The sample MSPEs with respect to the true volatilities (σ 2, * t , see equation (23) below) for all forecasting horizons were summarized as an evaluation criterion.
The definition of true volatility is a very important issue in volatility forecasting. The standard way is to use the square of returns (or returns minus the sample mean if it is not zero) as an approximation (see, inter alia, Poon and Granger, 2003, and Gokcan, 2000) . Andersen and Bollerslev (1998) , however, argued that using this definition generally leads to a model with poor goodness-of-fit, because this measurement typically displayed a large degree of idiosyncratic, observation-by-observation variation (see particularly their Figure 1 ). They instead proposed the use of cumulative squared intraday returns and showed strikingly improvements. Along the same line McMillan and Speight (2004) reassessed the performance of GARCH models and argued that with this measure of true volatility GARCH models outperformed smoothing and moving average models in a data set of 17 daily exchange rate series. However, the high frequency data are not always available to use this technique. Alternatively, Stǎricǎ (2003) and Stǎricǎ and Granger (2005) used grouped realized volatility, h i=1 r 2 t+i as the true volatility for forecasts of (σ 2 t+1 + ... + σ 2 t+h ), in the hope that the averaging (summation) would cancel out some of the idiosyncratic noise in the daily squared returns. It is worthy noting that Stǎricǎ and Granger (2005) gave up the stationarity assumption of whole S&P500 returns (from 1928 to 2000) and argued for the use of stationary, or even independent, identically distributed (i.i.d) sequences to model the return series piece by piece. The i.i.d sequences have a mean of zero and constant variances.
Recall that the S&P500 return series is non-stationary, but with a locally stationary structure. We propose that it is perhaps more appropriate to define the true volatility as a local mean of squared observations over a symmetric interval (t−m, t+m) around the observation at time t for some positive integer m, i.e., 
This volatility definition can also be applied to stationary processes. However, it is particularly suitable for processes with a locally stationary structure, smooth evolution of the variance or even variances which have a linear trend. Let l = 2m + 1 be the interval length. A fairly large l should be used for stationary processes, and a smaller one for non-stationary processes. In our application, l = 5, 11, 19 and 31 were used, and their differences are discussed below.
The ratios of the MSPE of different GARCH models, over that of the LSW modeling with the s8 wavelet, are presented in Figure 1 . The ratio for the RS-GARCH model is not included in the figure to facilitate interpretation of the graph. The ratios are usually over five for most forecasting horizons. Perhaps surprisingly, in-sample estimation of the data shows only one regime is visible. Regime prediction also always adheres to a single regime. In this case, the model is too complicated to produce an accurate forecast. Clearly from Figure 1 , the volatility forecasting for the LSW model is promising. For wavelet s8 and l = 5, it gives more accurate forecasts than GARCH(1,1) for most of the forecast horizons. It is more than twice as good around h = 22. It is also competitive for small h's, where it is well-known that GARCH can give good forecasts. The GARCH model only outperforms it for long horizons and large l. Recall that during the adaptive forecasting to obtain the nuisance parameters p in (10) and bandwidth g for kernel smoothing, we move h steps backwards. In a sense, we use parameters obtained from quite 'old' information for the real forecasting when h is large. This seems to be justifiable since non-stationary processes are unsuitable for long-term forecasts.
For different lengths of the intervals defining the volatility, the comparison differs slightly. With respect to the size of the ratios, the performance of GARCH(1,1) is, to some extent, improved with a 'smoother' volatility definition (large l), while LSW modeling favors a 'sharp' definition, due to the fact that wavelet methods are capable of preserving more detailed information about processes. The GARCH-t model behaves in a similar way to the standard GARCH model, but is usually less accurate. In contrast, the EGARCH(1,1) model generally performs better than GARCH(1,1) except for l = 31. With respect to other wavelets, similar figures for c6, s12, d12 and c30 are also obtained (not reported here for sake of space). In general, short wavelet (in the sense of filter length, e.g. c6, s8) preserves details of information and performs better with 'sharp' true volatility, while long wavelets (like s12) performs relatively better with 'smooth' volatility. The result for wavelet d12 was not so good, perhaps because it is a little too long and we used the symmetric volatility definition in (23) although wavelet d12 is very asymmetric. Over all, it is clear that wavelet c30 is not recommended for LSW forecasting for S&P500 data. It is too 'long' for a non-stationary process. Once again, wavelet s8, which is smooth, near-symmetric and has a support of medium length, tends to be a good choice.
Discussions
As Nason et al. (2000) and Fryźlewicz (2005) pointed out, LSW modeling was developed not because it is superior to other approaches, but as an attractive alternative, because of properties such as its linearity, local stationary nature and the availability of estimation and forecasting methods. It is particularly useful when time and scale must be jointly considered and/or local patterns are of interest.
However, the first problem with LSW modeling for real data is choosing a suitable wavelet basis. Theoretical results concerning the estimation of EWS and local covariance (Nason et al., 2000) are all based on the assumption that we know the true wavelet basis. It is unclear what will happen if a wrong wavelet is used. We conducted a sensitivity analysis of the selection of different wavelet bases, based on simulated data. The criterion was the mean of MSE (over 50 realizations) for estimating the EWS. For non-stationary processes, the selection of wavelets was found to be not sensitive, and wavelet s8 outperformed the others in most of cases. Together with its outstanding performance in the volatility forecasting of S&P500 returns in Section 4, s8 could be a good candidate for any non-stationary process with respect to LSW modeling. For the stationary process, the wavelet selection is more sensitive. There is no dominating wavelet family and the true wavelet or a wavelet with a similar smoothness characteristic always provides the best fit. However, we observed a 'cutting' property which indicates that for a wavelet whose filter length is L, the covariance Cov(X t,T , X t+τ,T ) = 0 for τ > (2 −J − 1)(L − 1) + 1. For a stationary series, it may help to identify the right wavelet filter length by inspecting the sample autocorrelation and determining the minimum nontrivial scale.
We propose a new forecasting procedure with LSW processes in order to avoid the outliers that are produced by the original algorithm developed by Fryźlewicz et al. (2003) . We suggest that some restrictions should be imposed on the choice of predictor coefficients b t in (9) or (12) when minimizing the MSPE, while focusing on the unit-length algorithm with constraint b t b t = 1. Applications to real data show that outliers in Fryźlewicz's algorithm make the evaluation of this algorithm very difficult. In contrast, the unit-length algorithm works consistently and outperforms the original in most of cases. Of course, constraints other than (13) or (15) are other possible considerations.
Note also that instead of imposing constraints on b t to prevent outliers occurring, one can also try to use more robust minimizing and evaluation criteria instead of the quadratic form.
Based on our unit-length algorithm, the volatility forecasting ability of LSW modeling was investigated and compared with that of the GARCH models. For the example of S&P500 return data, we introduced a new definition of true volatility (23) by realizing the possible non-stationary nature of this sequence. Comparison using MSPE shows that the volatility forecasting with the LSW model is promising. With wavelet s8 (among others), it outperforms GARCH models for a large range of forecasting horizons. In general, a fair comparison is not easy to achieve because even for the same pair of models, their relative merits can vary with differences in data frequency, data size, forecast horizon, true volatility definition, evaluation criterion and other factors. The overall ranking from Poon and Granger (2003) suggests that ISD performs best, followed by HISVOL and GARCH models (which perform roughly equally well, although other studies cited in their review come to different conclusions regarding GARCH and HISVOL models). ISD entails option prices and is not generally available for other assets. From our experiment, it seems that LSW forecasting can be a valuable alternative, especially in a non-stationary or locally stationary situation. Note that other methods for non-stationary processes have also been developed. For instance, Stǎricǎ and Granger (2005) divided a long, non-stationary process into homogeneity intervals, to each of which a stationary, even i.i.d sequence was modeled. They also showed the superiority of forecasting based on this methodology over the GARCH (1, 1) model. Fryźlewicz et al. (2006) used (inter alia) wavelet shrinkage to study processes with stepwise variance. We conjecture that such a technique could also be applied to stochastic processes with smoothly evolving variances, such as LSW processes, and suggest that this possibility should be explored in future work. Xie, Y. and Yu, J. (2005) . Consistency of maximum likelihood estimators for the reduced regime-switching GARCH models. Research report 2005:2, Centre of Biostochastics, Swedish University of Agricultural Sciences.
