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Zusammenfassung
Die Niederschlagsmessung mit Radar erlaubt eine fla¨chenma¨ßige Erfassung von Nie-
derschlagsverteilungen in einer hohen ra¨umlichen Auflo¨sung. Hydrologische Anwen-
dungen, wie zum Beispiel die Hochwasservorhersage, erfordern hierbei eine Genau-
igkeit der Niederschlagsmessung, die nach wie vor eine Herausforderung darstellt
und mit heutigen Wetterradargera¨ten noch nicht erreicht wird. Ziel der vorliegen-
den Arbeit ist es, die Qualita¨t der Radar–Niederschlagsmessung durch Hinzuzie-
hung von Bodenmeßdaten mittels eines statistischen objektiven Analyseverfahrens
zu verbessern. Unterstu¨tzend werden dabei verschiedene Verfahren zur Radarda-
tenaufbereitung eingesetzt, insbesondere eine dynamische Verwendung von Z–R–
Beziehungen, eine Biaskorrektur und eine Advektionskorrektur. In einer umfangrei-
chen, acht Monate umfassenden, Auswertung der verschiedenen Verfahren werden
der Einfluß sowie die Vor- und Nachteile der einzelnen Verfahrenskomponenten und
ihr Zusammenspiel im Rahmen einer RMS–Fehleranalyse mit jeweils unabha¨ngigen
Stationsdaten untersucht. Hierbei ergibt sich, daß die optimale Verfahrenskom-
bination zu einer mittleren Fehlerreduktion von 59% fu¨hrt. Zusa¨tzlich zu diesen
Methoden werden zwei Verfahren zur Ableitung von Z–R–Beziehungen, die WPM–
Methode sowie ein Wolkenmodell–Algorithmus, betrachtet und ein Algorithmus zur
Clutterkorrektur mittels Meteosat–Daten vorgestellt.
V
Summary
Precipitation measurement by radar allows the areal determination of precipitation
distributions in a high spatial resolution. Hydrological applications such as flood fo-
recasting hereby require an accuracy of the precipitation measurement which is still
a challenge and which cannot be obtained by today’s weather radar devices. The
objective of this thesis is the improvement of the quality of the radar precipitation
with the aid of ground measurements using a statistical objective analysis method.
Additionally, various algorithms for radar data preprocessing such as the dynamical
use of Z–R relationships, a bias correction and an advection correction scheme are
employed. In a detailed evaluation of the various methods, which comprises eight
months of data, the influence as well as the advantages and disadvantages of the
different algorithm components and their interactions are investigated through an
RMS error analysis using independent station data. Thereby, the optimal combi-
nation of methods leads to a mean error reduction of 59%. In addition to these
methods, two algorithms for the derivation of Z–R–relationships, the WPM method
and a cloud model algorithm, are considered and an algorithm for clutter correction
by means of Meteosat data is presented.
VI
Kapitel 1
Einleitung
1.1 Problemstellung, Motivation und Zielsetzung
Die Kenntnis der ra¨umlichen und zeitlichen Verteilung des Niederschlags ist in hy-
drologischer, meteorologischer und o¨konomischer Hinsicht von großer Bedeutung.
Fu¨r den Wasserhaushalt hydrologischer Systeme ist der Niederschlag die wichtigste
Eingangsgro¨ße. In zahlreichen Anwendungen, wie beispielsweise der Abflußsteue-
rung in Entwa¨sserungssystemen oder der Hochwasservorhersage, werden zur Be-
stimmung der Wasserhaushaltskomponenten summarische Gro¨ßen aus der gesamten
Fla¨che eines Einzugsgebiets beno¨tigt. Die Niederschlagsverteilung ist meist inhomo-
gen, und die ra¨umliche A¨nderung der Niederschlagsho¨he verla¨uft weitgehend nicht
linear. Dies gilt insbesondere fu¨r Schauerniederschla¨ge oder in orographisch stark
gegliedertem Gela¨nde.
Bodenmeßwerte sind oft nur in einem geringen Umkreis fu¨r die weitere Umgebung
repra¨sentativ. Na¨herungsverfahren, die in–situ Messungen mittels klassischer Om-
brometer in Gebietsmittelwerte transformieren, sind in der Literatur zahlreich be-
schrieben (vgl. zum Beispiel Mendel 1977 [62]), doch nur bei einer sehr hohen Meß-
netzdichte sind zufriedenstellende Ergebnisse zu erwarten. Diese Dichte ist in der
Praxis in der Regel nicht umsetzbar. Daher werden fu¨r hydrologische Anwendungen
seit langer Zeit Wetterradar–Systeme zur Niederschlagsbestimmung eingesetzt, wel-
che eine sehr gute ra¨umliche und zeitliche Auflo¨sung aufweisen. Entscheidende Vor-
aussetzung fu¨r den Erfolg hydrologischer Simulationen ist allerdings eine mo¨glichst
genaue quantitative Bestimmung des Niederschlags. Aufgrund der geringen Meßge-
nauigkeit heutiger Radargera¨te stellt dies jedoch nach wie vor eine große Herausfor-
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derung dar. Zahlreiche Fehlerquellen beeintra¨chtigen die Meßgenauigkeit, wie zum
Beispiel Abschattung sowie Abschwa¨chung des Radarstrahls, fluktuierende Boden-
echos oder die nur begrenzt generalisierbare Zuordnung von Meßwert (Radarreflek-
tivita¨t Z) und Zielwert (Niederschlagsrate R) durch die sogenannte Z–R–Beziehung.
Letztere ist vom aktuellen Tropfenspektrum abha¨ngig und kann daher stark variie-
ren. Bis in eine Entfernung von 50 km vom Radargera¨t kann der Fehlereinfluß der
Z–R–Beziehung sogar dominant gegenu¨ber den anderen Fehlerquellen werden. Die
Niederschlagsmessung mittels Radar kann somit die Messung mittels bodengebun-
dener Regenwippen nicht ersetzen (vgl. Joss & Waldvogel 1990 [51]).
Fu¨r sich genommen erzielen weder Regenwippen noch Radarmessungen die gewu¨n-
schte Genauigkeit zur Bestimmung von Gebietsniederschla¨gen. Der Ansatz, die
Radarmessung anhand von Stationsdaten zu korrigieren, tritt in den letzten Jahren
immer sta¨rker in den Vordergrund, da sich zeigt, daß die Niederschlagsquantifizie-
rung mittels Radar nur in Synergie mit anderen Meßinstrumenten zufriedenstellende
Ergebnisse liefern kann, vgl. zum Beispiel Matsoukas et al. (1999) [60], Fulton (1999)
[37] oder Pereira Fo & Crawford (1999) [69]. Als weiteres Beispiel fu¨r diesen Trend
dient das sich derzeit beim Deutschen Wetterdienst (DWD) in Entwicklung befind-
liche Projekt RADOLAN (RADdar–OnLine–ANeichung), welches vom Deutschen
Verband fu¨r Wasserwirtschaft und Kulturbau (DVWK) fachlich begleitet und von
der La¨nderarbeitsgemeinschaft Wasser (LAWA) gefo¨rdert wird.
Auch das Ziel der vorliegenden Arbeit ist es, die Qualita¨t der Radar–Niederschlags-
messung zu verbessern. Dies geschieht durch die Anwendung eines statistischen
objektiven Analyseverfahrens (SOA), welches unter Verwendung von Bodenstati-
onsdaten die Radarmessung pixelweise korrigiert. Der Vorteil des Radars, ra¨um-
lich hochaufgelo¨ste Niederschlagsho¨hen bereitzustellen, wird auf diese Weise mit
dem Vorteil der Genauigkeit von Messungen der Niederschlagsstationen am Erdbo-
den kombiniert. Im Vordergrund des Interesses steht dabei die Bereitstellung des
Niederschlags in Echtzeit (in Zeitintervallen von einer Stunde), um beispielsweise
durch Hochwasservorhersagemodelle eine rechtzeitige Vorwarnung der Bevo¨lkerung
bei drohenden U¨berflutungen gewa¨hrleisten zu ko¨nnen.
Zur Verbesserung der Bestimmung von Gebietsniederschla¨gen werden in dieser Ar-
beit eine Reihe von Verfahren umgesetzt und erweitert; die Beitra¨ge sind im einzel-
nen:
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• ein Verfahren zur zusa¨tzlichen Eliminierung von Clutter unter Zuhilfenahme
von Meteosat–Daten,
• ein Algorithmus zur automatisierten Auswahl von Z–R–Beziehungen fu¨r kon-
vektive und stratiforme Niederschlagsereignisse durch eine statistische Analyse
der Radardaten,
• ein Verfahren zur Advektionskorrektur der Radardaten mit geeigneter Behand-
lung der Randbereiche,
• ein SOA–Verfahren zur Echtzeitbestimmung von Gebietsniederschla¨gen durch
Verwendung von ra¨umlichen statt zeitlichen Mitteln zur Bestimmung der Hin-
tergrundfehlerkorrelation,
• die Optimierung der verschiedenen Parameter der Verfahren und ihre Anpas-
sung an das Bonner Radar,
• die Durchfu¨hrung einzelner Fallstudien zur quantitativen und qualitativen
Gu¨temessung der Verfahren,
• ein quantitativer Vergleich der einzelnen Verfahren zur Bestimmung von Ge-
bietsniederschla¨gen basierend auf einer umfangreichen RMS–Fehleranalyse.
Die vorliegende Arbeit war in das Teilprojekt A1 (,,Grob- und Feinstrukturen von
regionalen meteorologischen Feldern unter besonderer Beru¨cksichtigung der Ferner-
kundung des Niederschlags”) des Sonderforschungsbereichs (SFB) 350 (,,Wechsel-
wirkung kontinentaler Stoffsysteme und ihre Modellierung”) der Deutschen For-
schungsgemeinschaft (DFG) eingegliedert. Der Schwerpunkt dieses Projektes lag
dabei in der Entwicklung eines Methodenverbundes von Modellen, Radar- und Sa-
tellitendaten zur verbesserten Bestimmung von Niederschlagsfeldern, wobei sich die
Erfassung von Strukturen aus den Radardaten auf die Region Ko¨ln/Bonn und das
Agger/Sieg–Land beschra¨nkte.
1.2 Vorgehensweise und Aufbau
Im folgenden werden die einzelnen Schritte des hier vorgestellten Verfahrens zur
Bestimmung von Gebietsniederschla¨gen genauer erla¨utert (Abbildung 1.1). Die feh-
lerbehafteten Radar–Rohdaten mu¨ssen zuna¨chst aufbereitet werden. Hierzu erfolgt
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zuerst eine Korrektur der durch starke Niederschla¨ge verursachten Da¨mpfungseffekte
sowie eine Eliminierung von Clutter. Anschließend werden zur besseren Weiterver-
arbeitung die Radarreflektivita¨ten von Polar- auf kartesische Koordinaten abgebil-
det und durch Anwendung einer Z–R–Beziehung in Niederschlagsraten umgerechnet.
Die Wahl einer geeigneten Z–R–Beziehung ha¨ngt von der Art des Niederschlagsereig-
nisses ab, wobei sich konvektive und stratiforme Niederschlagstypen besonders deut-
lich voneinander unterscheiden. Hierzu werden die Regenraten zuna¨chst mit einer
einheitlichen (fu¨r stratiforme Niederschlagsereignisse geeigneten) Z–R–Beziehung
berechnet. Aus den Radardaten wird dann durch ein statistisches Analyseverfahren
ermittelt, ob ein konvektives oder stratiformes Niederschlagsereignis vorliegt. Falls
es sich um ein konvektives Ereignis handelt, werden die Radar–Rohdaten beginnend
mit der Da¨mpfungskorrektur, den genannten Verfahren mit einer korrigierten Z–R–
Beziehung ein zweites Mal unterworfen, da bereits die Da¨mpfungskorrektur von der
Wahl der Z–R–Beziehung abha¨ngt. Die so ermittelten Niederschlagsdaten werden
zur Eliminierung systematischer Fehler einer Biaskorrektur unterzogen. Zur Verbes-
serung der zeitlichen Interpolation zwischen aufeinanderfolgenden Radarscans wird
mit Hilfe des aktuellen Windvektors, der aus den Radardaten ermittelt wird, eine
Advektionskorrektur vorgenommen. Die Niederschlagsraten werden dann zu Nieder-
schlagssummen akkumuliert. In Kombination mit Stationsdaten, die ebenfalls auf
den gleichen Bezugszeitraum akkumuliert werden, erfolgt schließlich die Berechnung
des Fla¨chenniederschlags durch eine statistische objektive Analyse.
Die vorliegende Arbeit ist wie folgt aufgebaut: In Kapitel 2 werden die Datengrund-
lage und einige theoretische Aspekte der Niederschlagsmessung beschrieben. Die
verschiedenen Standardverfahren zur Datenvorverarbeitung, wie zum Beispiel die
Da¨mpfungskorrektur, die Clutterkorrektur usw., werden in Kapitel 3 erla¨utert. In
Kapitel 4 werden erweiterte Verfahren zur Radardatenaufbereitung, wie eine zusa¨tz-
liche Clutterkorrektur mit Meteosat–Daten, die Auswahl der Z–R–Beziehung und
die Advektionskorrektur, vorgestellt. Das SOA–Verfahren wird in Kapitel 5 be-
schrieben. In den Kapiteln 3 bis 5 wird die Funktionsweise der einzelnen Verfahren
jeweils theoretisch aufgezeigt und anhand von Fallbeispielen illustriert. In Kapitel
6 erfolgt dann eine detaillierte quantitative Studie der verschiedenen Verfahren und
deren Zusammenspiel. Kapitel 7 schließt mit einigen weiterfu¨hrenden Betrachtungen
und einem Ausblick.
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Abbildung 1.1: Ablaufschema der verschiedenen Verfahrenskomponenten zur Be-
stimmung von Fla¨chenniederschlag aus Radar- und Stationsdaten.
Kapitel 2
Datengrundlage und Theorie der
Niederschlagsmessung
Die vorliegende Arbeit befaßt sich mit der Niederschlagsquantifizierung aus Radar-
und Stationsdaten im Ko¨ln–Bonner Raum. Das Untersuchungsgebiet ist begrenzt
durch den Einzugsbereich des X–Band–Radars (siehe Kapitel 2.2.4), der sich um
Bonn als Radarstandort mit einem Radius von bis zu 100 km erstreckt, von dem
allerdings nur 50 km ausgewertet werden. Das Meßgebiet ist in Abbildung 2.1 darge-
Abbildung 2.1: Topographie des vom Radar erfaßten Meßgebiets.1
1Abbildung von T. Gerstner, Institut fu¨r Angewandte Mathematik, Universita¨t Bonn.
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stellt; zur Veranschaulichung der topographischen Verha¨ltnisse wurde hierbei ein
digitales Gela¨ndemodell unterlegt.
Die vom Rhein gebildete Nordwest–Su¨dost–Achse teilt das betrachtete Gebiet in
zwei fast gleich große Ha¨lften. Im Nordwesten sind die Ko¨lner Bucht und die Ju¨li-
cher Bo¨rde an den nur sehr geringen Ho¨henunterschieden erkennbar. Genau o¨stlich
von Bonn ist u¨ber Troisdorf, Hennef, Siegburg und Eitorf deutlich der Verlauf der
Sieg erkennbar, no¨rdlich davon der Verlauf der Agger. Im Su¨den ist das Gebiet in
die Ausla¨ufer des Rheinischen Schiefergebirges eingebettet: im Su¨dosten erstreckt
sich das Siebengebirge und der westliche Teil des Westerwaldes, im Su¨dwesten der
o¨stliche Teil der Eifel. Die Eifel stellt den Bereich mit den ho¨chsten Erhebungen im
Bereich des Radarmeßgebiets dar, zergliedert durch den ebenfalls gut erkennbaren
Verlauf der Ahr in su¨dwestlicher Richtung. Im Nordosten schließlich zeichnen sich
das Bergische Land und das westliche Randgebiet des Sauerlandes ab.
Der Untersuchungszeitraum umfaßt die Monate Juni bis September der Jahre 1998
und 1999. Diese Einschra¨nkung ist auf das besondere Interesse der vorliegenden Ar-
beit an der quantitativen Erfassung konvektiver Starkniederschlagsereignisse zuru¨ck-
zufu¨hren, die in Mitteleuropa am ha¨ufigsten in den Sommermonaten auftreten.
2.1 Niederschlagsmessung mit Stationswippen
Im folgenden wird das Grundprinzip der Niederschlagsmessung mit Regenwippen
kurz erla¨utert sowie die Struktur der in der vorliegenden Arbeit verwendeten Meß-
netze vorgestellt.
2.1.1 Meßprinzip
Prinzipiell existieren zur punktuellen Niederschlagsmessung zahlreiche verschiedene
Meßmethoden, zum Beispiel mittels Distrometern, wa¨genden Wippen, sowie aku-
stischen oder optischen Sensoren. An offiziellen meteorologischen Stationen und
Meßstellen in Deutschland bestehen die Meßgera¨te in jedem Fall aus einem Auffang-
gefa¨ß mit einer 200 cm2 großen O¨ffnung, die sich in einem Meter Ho¨he u¨ber dem
Erdboden befindet. Gemessen wird die Niederschlagsho¨he in mm, die angibt, wie
hoch der gefallene Niederschlag den Erdboden bedecken wu¨rde (1 mm Niederschlag
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entspricht dabei der Flu¨ssigkeitsmenge von einem Liter pro m2 Bodenfla¨che). Wird
die Niederschlagsho¨he auf die Niederschlagsdauer bezogen, ergibt sich die Regenrate
(in mm pro Minute oder Stunde).
2.1.2 Verfu¨gbares Stationsnetz
Folgende Meßgera¨te standen im Rahmen der vorliegenden Arbeit zur Auswertung
zur Verfu¨gung:
• 21 Regenmesser des Erftkreisverbandes (Pluvio–Meßstationen bzw. ein Tages-
trommelschreiber mit digitalisierten Streifen) und des SFB–eigenen Nieder-
schlagsmeßnetzes (Thies–Clima–Wippen) mit einer zeitlichen Auflo¨sung von 5
Minuten oder ho¨her,
• 21 Regenmesser des Deutschen Wetterdienstes, Wetteramt Essen, sowie des
SFB–eigenen Niederschlagsmeßnetzes im Sieg–Einzugsbereich, die den Nie-
derschlag als Tagessummen registrieren.
Im folgenden werden die Regenmesser unabha¨ngig von ihrem jeweiligen Typ ein-
heitlich als Regenwippen bezeichnet. Zu keinem Zeitpunkt waren alle Meßgera¨te
gleichzeitig in Betrieb. Eine genaue Auflistung der Datenausfa¨lle findet sich in Ta-
belle A.3 im Anhang.
Abbildung 2.2 zeigt die ra¨umliche Verteilung der Meßgera¨te. Die genauen Stations-
bezeichnungen, die Gauß–Kru¨ger–Koordinaten sowie die jeweilige Distanz der Stati-
on zum Bonner Radar sind in Tabelle 2.1 angegeben. Die Stationen sind nicht homo-
gen u¨ber das vom Radar erfaßte Untersuchungsgebiet verteilt, sondern bilden zwei
ra¨umliche Cluster: Ein Cluster mit zeitlich hoch auflo¨senden Wippen (im folgenden
als Stationscluster I bezeichnet) befindet sich vor allem im su¨dwestlichen Bereich
(hauptsa¨chlich linksrheinisch), ein zweites Cluster, bestehend aus den nur Tages-
summen liefernden Regenschreibern (im folgenden als Stationscluster II bezeichnet),
deckt im wesentlichen den Nordosten ab (hauptsa¨chlich rechtsrheinisch). Innerhalb
dieser beiden Cluster weisen die Stationen allerdings eine recht gleichfo¨rmige Struk-
tur auf und liegen im Mittel nicht weiter als 6 km voneinander entfernt.
Zur U¨bersicht sind in Abbildung 2.3 fu¨r alle betrachteten Monate der mittlere Ta-
gesniederschlag (nur auf Regentage bezogen) sowie die Monatssumme des Nieder-
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Abbildung 2.2: Lage der 5–Minuten–Regenwippen (Stationscluster I, oben) sowie
der Tagesschreiber (Stationscluster II, unten) im Untersuchungsgebiet.
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Nr. Stationsbezeichnung Gauß–Kru¨ger–Koordinaten Distanz
(Rechtswert, Hochwert) (km)
1 Bergheim 2544440, 5647395 41.2
2 Stommeln 2552270, 5653350 40.0
3 Stein 2594965, 5638391 24.8
4 Wahnbach1 2592910, 5634655 19.8
5 Frankenforst 2585693, 5619839 8.1
6 Zu¨ndorf 2573966, 5635902 14.1
7 Schwadorfer Hof 2565782, 5630285 14.2
8 Weilerswist 2559175, 5625630 17.5
9 Klein Vernich 2556848, 5623567 20.1
10 Fu¨ssenich 2543550, 5618150 33.1
11 Vlatten 2539170, 5613450 37.7
12 Mech–Glehn 2542585, 5607900 36.4
13 Zingsheim 2546965, 5597090 37.6
14 Harzheim 2548980, 5602040 33.0
15 Kirspenich 2556290, 5608090 23.9
16 Niederkastenholz 2558620, 5610270 20.6
17 Odendorf 2564003, 5610530 15.6
18 Todenfeld 2567210, 5605350 17.5
19 Kleinaltendorf 2570167, 5609923 12.5
20 Eckendorf 2574938, 5607391 13.0
21 FGAN Wachtberg 2579977, 5609878 11.4
Nr. Stationsbezeichnung Gauß–Kru¨ger–Koordinaten Distanz
(Rechtswert, Hochwert) (km)
1 Puhlheim 2556187, 5648473 33.6
2 Leverkusen–Hitdorf 2564476, 5659695 39.8
3 Leverkusen 2568755, 5654187 33.0
4 Ko¨ln–Wahn 2582349, 5637697 16.8
5 Ro¨ßrath–Forsbach 2582244, 5644371 23.5
6 Overath–Immekeppel 2586387, 5648889 28.5
7 Wiehl 2600476, 5646918 34.0
8 Much 2598150, 5642260 29.7
9 Ruppichteroth–Do¨rgen 2605575, 5638117 32.2
10 Ruppichteroth–Scheid 2602100, 5635822 28.7
11 Krawinkel 2596655, 5635245 23.6
12 Neunkirchen 2593815, 5632465 19.4
13 Braschoß 2589490, 5631705 15.6
14 Siegburg 2584587, 5629945 10.6
15 Hennef 2588168, 5626667 12.1
16 Bonn–Roleber 2584714, 5622159 7.1
17 Ko¨nigswinter 2586887, 5618857 9.2
18 Mu¨nstereifel 2563779, 5601838 23.0
19 Rheinbach 2567208, 5610780 13.5
20 Euskirchen 2555135, 5615089 21.8
21 Wahnbach2 2592910, 5634655 19.8
Tabelle 2.1: Stationsbezeichnungen, Koordinatenangaben und Distanzen zum Bon-
ner Radar fu¨r die 5–Minuten–Regenwippen (Stationscluster I, oben) und fu¨r die
Tagesschreiber (Stationscluster II, unten).
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schlags dargestellt, in beiden Fa¨llen u¨ber alle verfu¨gbaren Stationen gemittelt. In
diesem Zeitraum war der September 1998 sowohl in der Monatssumme als auch im
Tagesmittel der niederschlagsreichste Monat und der Juli 1999 der niederschlagsa¨rm-
ste. Die u¨brigen Monate unterscheiden sich zum Teil stark in ihrer Niederschlags–
Charakteristik; so hat es zum Beispiel im August 1998 in nur 5 Tagen fast ebenso
viel geregnet wie im September 1999 in 10 Tagen.
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Abbildung 2.3: U¨ber alle Regentage (die Zahl der Regentage ist im jeweiligen Bal-
ken angegeben) und u¨ber alle jeweils verfu¨gbaren Stationen gemittelter Tagesnieder-
schlag (oben) sowie u¨ber die Stationen gemittelte Monatssumme des Niederschlags
(unten).
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2.2 Niederschlagsmessung mit Radar
In den folgenden Abschnitten werden nun die Grundprinzipien und die Theorie der
Radarmessung erla¨utert sowie die technischen Details des Bonner X–Band–Radars
beschrieben.
2.2.1 Meßprinzip
Das Prinzip eines Radars la¨ßt sich aus der englischen Abku¨rzung (RAdio Detection
And Ranging) ablesen. Es bedeutet soviel wie Ortung eines Zieles sowie die Mes-
sung dessen Entfernung mit Radiowellen, also elektromagnetischen Wellen. Die
Antenne eines Pulsradars sendet fu¨r ein kurzes Zeitintervall eine elektromagnetische
Welle in eine zuvor definierte Richtung aus, eine mo¨glichst scharfe Bu¨ndelung er-
folgt dabei durch den Antennenreflektor. Der an Hindernissen (beim Wetterradar
vor allem an Hydrometeoren) reflektierte und zuru¨ckgestreute Strahlanteil wird als
Echoimpuls bezeichnet. Dieser wird — ha¨ufig von der gleichen Antenne mittels
eines automatischen Antennenumschalters, des Duplexers — empfangen, versta¨rkt
und in ein Spannungssignal umgewandelt. Aus der Laufzeit zwischen Abstrahlung
und Empfang kann u¨ber die bekannte Lichtgeschwindigkeit die Zielentfernung be-
stimmt werden. Der zur Regenmessung verwendbare Frequenzbereich kann dabei
nicht kontinuierlich, sondern nur in sogenannten ,,Ba¨ndern”, genutzt werden. Die
gebra¨uchlichen Ba¨nder fu¨r Wetterradarsysteme sind in Tabelle 2.2 dargestellt.
Band Frequenz (MHz) Wellenla¨nge (cm)
L 1 000 - 2 000 30 - 15
S 2 000 - 4 000 15 - 8
C 4 000 - 8 000 8 - 4
X 8 000 - 12 000 4 - 2.5
K 12 000 - 40 000 2.5 - 0.75
Tabelle 2.2: Gebra¨uchliche Wetterradarba¨nder und deren Frequenzen bzw. Wel-
lenla¨ngen (vgl. Rinehart 1991 [77]).
Generell ist zu beachten, daß zu große Wellenla¨ngen ein zu geringes Ru¨ckstreusignal
liefern, wa¨hrend zu kleinwellige Strahlen von den Hydrometeoren zu stark geda¨mpft
werden. Wichtig fu¨r eine genaue Messung ist daher der Wert, der sich aus dem
Verha¨ltnis zwischen dem Ziel-(Tropfen)radius r und der Wellenla¨nge λ definiert.
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Abbildung 2.4 verdeutlicht den Zusammenhang zwischen dem Tropfendurchmesser,
der Wellenla¨nge und dem normierten Ru¨ckstreuquerschnitt kugelfo¨rmiger Tropfen
σ, der sich aus den Ru¨ckstreuquerschnitten der einzelnen Tropfen zusammensetzt.
Gut erkennbar ist eine Unterteilung in drei Bereiche. Im rechten, optischen Bereich
mit sehr kleinen Wellenla¨ngen reflektieren die Teilchen so stark, daß elektromagne-
tische Wellen nicht tief genug eindringen ko¨nnen. Im mittleren Bildabschnitt, dem
sogenannten Mie–Bereich, ist aufgrund der Schwingung keine eindeutige Zuordnung
der Partikelgro¨ße zum Ru¨ckstreuquerschnitt mo¨glich. Im linken Bildabschnitt, dem
sogenannten Rayleigh–Bereich, besteht jedoch ein linearer Zusammenhang zwischen
Ru¨ckstreuung und Tropfendurchmesser. Die aufsteigende Gerade, die diesen linken
Bereich sehr gut approximiert, heißt Rayleigh–Approximation.
Jedes der in Tabelle 2.2 aufgelisteten Ba¨nder erreicht den ,,kritischen Rayleigh–
Punkt” bei einer anderen Tropfengro¨ße, beim X–Band–Radar des Meteorologischen
Instituts der Universita¨t Bonn (siehe Kapitel 2.2.4) ist das bei einem Tropfendurch-
messer von 6.6 mm der Fall. Das X–Band hat gegenu¨ber gro¨ßeren Wellenla¨ngen
den Vorteil eines gu¨nstigeren Verha¨ltnisses der Empfangsleistung von Regen- und
Festzielen, da die Empfangsleistung fu¨r Regenziele quadratisch mit der Abnahme
der Wellenla¨nge ansteigt, wa¨hrend es sich bei Festzielen genau umgekehrt verha¨lt
(vgl. Breuer 1988 [16]). Ein Nachteil kleinerer Wellenla¨ngen sind allerdings sta¨rkere
Da¨mpfungsverluste (siehe Kapitel 3.2.3).
Abbildung 2.4: Normierter Ru¨ckstreuquerschnitt spha¨rischer Tropfen in Abha¨ngig-
keit von der Wellenla¨nge (vgl. Schroth 1995 [84]).
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Die Hauptausbreitung des Strahls erfolgt in Keulenform (Abbildung 2.5). Zusa¨tzlich
bilden sich Nebenkeulen geringerer Intensita¨t, welche bei nah gelegenen Zielen zu
Echoeffekten und damit zu einer verfa¨lschten Messung fu¨hren ko¨nnen. Um diesen
Nebeneffekt weitgehend zu unterdru¨cken, wird immer nur ein Teil der Reflektor-
fla¨che, maximal 2/3 der Fla¨che, bestrahlt (vgl. Breuer 1988 [16]).
Abbildung 2.5: Schematische Abbildung der Strahlausbreitung bei einer Parabolan-
tenne (vgl. Collier 1996 [19]).
Der horizontale O¨ffnungswinkel θ bestimmt die Strahlbreite (bei einer Parabolanten-
ne sind horizontaler und vertikaler O¨ffnungswinkel identisch). Außerdem nimmt die
Strahlbreite mit zunehmender Entfernung von der Antenne zu. Das heißt, mit zu-
nehmender Entfernung zum Radar wird mit einem Strahlimpuls ein immer gro¨ßeres
Volumen erfaßt, wodurch die Meßgenauigkeit abnimmt. Infolge der Erdkru¨mmung
wandert das Meßvolumen mit zunehmender Entfernung zudem in immer gro¨ßere
Ho¨hen, so daß in weiter entfernten Bereichen nur Niederschlagsgebiete mit aus-
reichender Vertikalerstreckung noch vom Radarstrahl geortet werden ko¨nnen. Die
Strahlho¨he ha¨ngt dabei in erster Linie vom gewa¨hlten Elevationswinkel ab. Der
Elevationswinkel definiert den Abstrahlungswinkel bezu¨glich des Zenits und soll-
te bei reiner Niederschlagsmessung so gewa¨hlt werden, daß die Strahlachse unter
2–3 km bleibt. Der Azimutwinkel gibt die Himmelsrichtung an, in der gemessen
wird (Blick nach Norden: 0◦). Wird bei einem fest vorgegebenen Azimutwinkel der
Elevationswinkel nahezu kontinuierlich von 0◦ auf 90◦ erho¨ht, ergibt sich ein Eleva-
tionsscan (oder auch RHI = Range–Height Indicator). Diese Darstellung ermo¨glicht
einen vertikalen Querschnitt des Niederschlagsgebiets in jedem beliebigen Azimut.
Umgekehrt ergibt sich ein Azimutscan (oder auch PPI = Plan Parallel Indicator),
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wenn die Abtastung bei festgehaltenem Elevationswinkel nahezu kontinuierlich in al-
le Himmelsrichtungen erfolgt. In beiden Fa¨llen ist die resultierende Darstellungsform
die Polarkoordinaten–Darstellung. Die reflektierenden Ziele werden dabei in ihrer
Entfernung zum Radarstandort unter dem entsprechenden Azimut aufgezeichnet.
Werden mehrere Azimutscans bei verschiedenen Elevationswinkeln aufgenommen,
ergibt sich ein dreidimensionales Bild, der Volumenscan.
In der vorliegenden Arbeit werden — insbesondere wegen ihrer ho¨heren zeitlichen
Auflo¨sung — nur Azimutscans mit dem niedrigsten Elevationswinkel zur Analyse
der Niederschlagsereignisse herangezogen (siehe Kapitel 2.2.4 fu¨r die technischen
Details des Bonner X–Band–Radars).
2.2.2 Theorie der Radarmessung
Nach erfolgter Ru¨ckstreuung wird die Intensita¨t des empfangenen Signals in einen
Reflektivita¨tswert Z umgerechnet, welcher die Gro¨ßenverteilung der Hydrometeore
innerhalb des ru¨ckstreuenden Volumens widerspiegelt. Dies erfolgt bei bekannten
Gera¨teparametern u¨ber die sogenannte Radargleichung. Auf eine ausfu¨hrliche Her-
leitung der Radargleichung wird an dieser Stelle verzichtet, da diese in der Literatur
an vielen Stellen beschrieben worden ist, vgl. zum Beispiel Battan (1973) [6] oder
Rinehart (1991) [77]. Es werden hier nur die wichtigsten Bestandteile etwas na¨her
betrachtet.
Die Radargleichung fu¨r Volumenziele lautet:
P¯r =
Pt ·G2 · λ2 · θ2 · hp
512 · pi2︸ ︷︷ ︸
Radarkonstante
· 1
d2
·∑
vol
σi. (2.1)
Hierbei sind P¯r die Empfangsleistung, Pt die Senderleistung, G der sogenannte An-
tennengewinn (ein Maß fu¨r die Versta¨rkung des Strahls infolge der gebu¨ndelten Ab-
strahlung im Vergleich zu einer isotrop abstrahlenden Antenne), λ die Wellenla¨nge
des Radars, θ der horizontale O¨ffnungswinkel, womit der Winkel beschrieben wird,
bei dem der Antennengewinn G relativ zur Strahlachse auf die Ha¨lfte abgenommen
hat (auch als Halbwertsbreite bezeichnet), hp die Pulsla¨nge und d die Entfernung
zum Volumenziel. Die radarspezifischen Gro¨ßen lassen sich zur Radarkonstante
zusammenfassen. Kleine Fehler bei den einzelnen Gro¨ßen ko¨nnen einen beachtli-
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chen Gesamtfehler ergeben, so daß die genaue Vermessung der Radarparameter von
großer Bedeutung ist (vgl. Schroth 1995 [84]). Die Bezeichnung Volumenziel im-
pliziert bereits, daß mit dem Radarstrahl wegen der hohen Tropfendichte einzelne
Echos von Regentropfen nicht voneinander unterscheidbar sind. Da sich die Trop-
fen außerdem relativ zueinander bewegen und als im Pulsvolumen zufa¨llig verteilt
angenommen werden, muß u¨ber genu¨gend viele Pulse gemittelt werden (was durch
den Querbalken u¨ber P¯r in Gleichung 2.1 beschrieben wird). Durch eine Eichung
des Meßgera¨ts kann der Zusammenhang zwischen dem gemessenen Spannungssi-
gnal und der ru¨ckgestreuten Leistung P¯r bestimmt werden. Der letzte Faktor in
Gleichung 2.1 beschreibt den Inhalt des Pulsvolumens als Summe aller enthaltener
Ru¨ckstreuquerschnitte σi pro Einheitsvolumen:
∑
vol
σi =
1
V
·∑
i
σi (2.2)
Die Ausbreitung des Radarstrahls wird vereinfacht als Kegel angenommen, der sich
bei einer Parabolantenne symmetrisch um die Strahlachse erstreckt. Das Pulsvolu-
men entspricht dabei einem Kegelstumpf (Abbildung 2.6).
Abbildung 2.6: Schematische Darstellung des Pulsvolumens (vgl. Hacker 1996 [41]).
Der Puls passiert jeden Punkt der Strahlstrecke zweimal (beim Hin- und beim Ru¨ck-
weg). Hat der Puls die La¨nge hp, so betra¨gt die Breite des Pulsvolumens hp/2. Fu¨r
das Pulsvolumen V ergibt sich damit
V = pi ·
(
d · θ
2
)2
· hp
2
(2.3)
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Voraussetzung fu¨r Gleichung 2.1 ist ein homogen ausgefu¨lltes Pulsvolumen V . Fu¨r
kleine Pulsvolumina (das heißt wenn hp, θ und d klein sind) ist diese Bedingung
anna¨hernd erfu¨llt. Die Annahme eines homogen gefu¨llten Pulsvolumens ist fu¨r gro¨ße-
re Pulsvolumina jedoch nicht realistisch. Vielmehr liegt das Intensita¨tsmaximum in
der Strahlmitte, wa¨hrend die Intensita¨t nach außen hin abnimmt. Eine solche Ver-
teilung wird ha¨ufig durch die Gaußsche Glockenkurve beschrieben. Damit ergibt
sich als neue Radargleichung fu¨r Volumenziele:
P¯r =
Pt ·G2 · λ2 · θ2 · hp
1024 · ln 2 · pi2 ·
1
d2
·∑
vol
σi (2.4)
Weitere Probleme sind zum einen die Gro¨ßendynamik der Tropfen im Pulsvolumen,
deren Durchmesser Di typischerweise zwischen 0.05 und 5 mm liegen, und zum an-
deren die Variabilita¨t des Tropfenspektrums (vgl. Rogers 1979 [78]). Es ist daher
notwendig, die Gro¨ßenverteilung in die Radargleichung einzufu¨gen. Innerhalb des
Rayleigh–Bereichs kann, wie oben bereits erla¨utert, anstelle der Mie’schen Streu-
theorie die sogenannte Rayleigh–Approximation benutzt werden. Danach gilt fu¨r
die Ru¨ckstreuquerschnitte σi von kugelfo¨rmigen Tropfen:
∑
vol
σi =
pi5
λ4
· |Kb|2 ·
∑
vol
D6i fu¨r λ piD (2.5)
Hierbei ist Kb eine Funktion des komplexen Brechungsindexes und ha¨ngt von den
dielektrischen Eigenschaften der Teilchen ab; ihr Betrag |Kb| ist 0.93 fu¨r reines Was-
ser (vgl. Battan 1973 [6]) und wird fu¨r die gesamte Messung unter Vernachla¨ssigung
der Temperaturabha¨ngigkeit als konstant angenommen.
Wird Gleichung 2.5 in die Radargleichung fu¨r Volumenziele (Gleichung 2.4) einge-
setzt, ergibt sich die vollsta¨ndige Radargleichung fu¨r Regenziele:
P¯r =
pi3 · Pt ·G2 · θ2 · hp
1024 · ln 2 · λ2 · |Kb|
2 · 1
d2
·∑
vol
D6i (2.6)
Wichtigster Faktor ist die Summe u¨ber die sechsten Potenzen der auf das Einheits-
volumen bezogenen Tropfenquerschnitte, welche als Radarreflektivita¨tsfaktor Z be-
zeichnet wird. Die Einheit von Z ist mm6/m3. Meist wird jedoch das logarithmische
Maß dBZ (entspricht 10 · logZ/Z0 mit Z0 = 1 mm6/m3) verwendet.
KAPITEL 2. DATENGRUNDLAGE 18
Der Reflektivita¨tsfaktor Z wird in der Literatur und auch in der vorliegenden Ar-
beit oft nur als Reflektivita¨t Z bezeichnet. Es sei darauf hingewiesen, daß die
wahre Reflektivita¨t η eigentlich die Summe u¨ber die Ru¨ckstreuquerschnitte pro
Einheitsvolumen darstellt. Der Zusammenhang mit dem Reflektivita¨tsfaktor Z ist
η = pi5 |Kb|2 Z/λ4, siehe Gleichung 2.5 (vgl. auch Hagen 1998 [42]).
Es zeigt sich hier, daß gerade die großen Tropfen einen wesentlichen Einfluß auf die
Ru¨ckstreuung haben. Die D6-Abha¨ngigkeit zeigt folgendes Zahlenbeispiel (vgl. Ol-
bru¨ck 1975, [66]):
1 Tropfen (D = 3 mm) ' 46 656 Tropfen (D = 0.5 mm)
Dies bedeutet, daß circa 46 656 kleine Tropfen erforderlich sind, um dasselbe Echo
zu erzeugen wie ein großer Tropfen.
2.2.3 Die Z–R–Beziehung
Mit der Radarreflektivita¨t Z ist zwar eine qualitative Auswertung der Radardaten
mo¨glich, fu¨r quantitative Aussagen u¨ber Niederschlagsereignisse wird jedoch die
Regenrate R (in mm/h) beno¨tigt, welche die in einem bestimmten Zeitintervall auf
den Erdboden fallende Niederschlagsmenge angibt. Der Zusammenhang zwischen R
und Z wird durch die sogenannte Z–R–Beziehung hergestellt. Diese Umrechnung,
die erforderlich ist, weil die Radarmessung nicht die physikalische Zielgro¨ße an sich
erfaßt, stellt die gro¨ßte Fehlerquelle bei der Quantifizierung des Niederschlags dar.
Im allgemeinen wird folgende Form der Beziehung angenommen, die auch als Z–R–
Beziehung bezeichnet wird:
Z = a ·Rb (2.7)
Die Konstanten a und b sind hierbei vom aktuellen Tropfenspektrum im Meßvolumen
abha¨ngig. Das Tropfenspektrum wiederum ha¨ngt von der jeweiligen Wettersitua-
tion, der Jahreszeit sowie dem Niederschlagstyp und den lokalen Bedingungen ab.
Es variiert oft wa¨hrend eines einzigen Niederschlagsereignisses und ist in der Regel
unbekannt.
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Zum Versta¨ndnis dieser fu¨r die Radarmeteorologie zentralen Problemstellung sind
einige U¨berlegungen notwendig. Es werden wiederum nur die wichtigsten Punkte
herausgegriffen; fu¨r eine detaillierte Herleitung sei auf die zahlreich vorhandene Li-
teratur zu diesem Thema verwiesen, vgl. zum Beispiel Battan (1973) [6], Rinehart
(1991) [77] oder Beheng (1998) [7].
Das Tropfenspektrum (die Verteilung aller Regentropfen eines gegebenen Volumens
auf die unterschiedlichen Tropfengro¨ßen) la¨ßt sich mathematisch durch eine Funk-
tion NT (D) des Tropfendurchmessers D (in mm) beschreiben. Hierbei ist die Trop-
fenanzahl NT pro Gro¨ßenintervall auf das betrachtete Volumen (m
3) zu beziehen.
Die empirische Annahme, daß sich bei ausreichend langer Falldauer der Tropfen ein
Gleichgewichtsspektrum einstellt, fu¨hrt zu der Darstellung des Tropfenspektrums
mittels einer Exponentialfunktion:
NT (D) = NT (0) · exp(−Λ ·D) (2.8)
NT (0) ist hierbei die Zahl der Tropfen mit Durchmesser D fu¨r den Grenzwert D → 0.
Der in der Literatur verbreitetste Ansatz ist der von Marshall und Palmer (1948)
[58] mit NT (0) = 8000 m
−3mm−1 und Λ = 4.1 · R−0.21 mm−1. Hierbei ist fu¨r R der
Zahlenwert der Regenrate in mm/h einzusetzen (also ohne die zugeho¨rige Einheit).
Ein Nachteil dieser Verteilung ist die starke U¨berscha¨tzung der Anzahl sehr kleiner
Tropfen.
Eine neuere Form der Parametrisierung stellt die Gammaverteilung dar:
NT (D) = NT (0) ·Dµ · exp(−Λ ·D) (2.9)
Der hier zusa¨tzlich eingefu¨hrte Parameter Dµ, der die Spektrumsform beeinflußt,
kann insbesondere dazu benutzt werden, die U¨berscha¨tzung des kleintropfigen Be-
reichs zu vermeiden. Der Exponent µ liegt zwischen -1 und 4, fu¨r µ=0 geht die
Gammaverteilung in die Exponentialverteilung u¨ber. Nach Ulbrich (1983) [91] ist
eine mo¨gliche Gammaverteilung fu¨r Gewitter, die der von Fujiwara (1965) [35] vor-
geschlagenen Z–R–Beziehung entspricht, durch µ = 0.40, Λ = 34.5 ·R−0.2 cm−1 und
NT (0) = 70 500 m
−3cm−1−µ gegeben. Das resultierende Tropfenspektrum NT (D)
hat hier die Einheit m−3cm−1.
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Im folgenden werden nun die Radarreflektivita¨t Z und die Regenrate R formal zu-
einander in Beziehung gesetzt. Hierzu wird zuna¨chst eine integrale Regenkenngro¨ße
J betrachtet, die nach Ulbrich (1983) [91] die folgende allgemeine Form hat:
J = Cp
∫ Dmax
Dmin
NT (D)D
pdD (2.10)
Dabei ist Cp eine vom Tropfendurchmesser unabha¨ngige Konstante. Werden fu¨r das
Tropfenspektrum obige Gammaverteilung und als Integralgrenzen 0 und∞ gewa¨hlt,
so ist eine analytische Lo¨sung des Integrals bekannt:
J = Cp · Γ(p+ µ+ 1) ·NT (0) · Λ−(p+µ+1) (2.11)
Hierbei steht Γ fu¨r die Gammafunktion.
Damit lassen sich bei bekanntem Tropfenspektrum die fu¨r die Radarmeteorologie
zentralen integralen Kenngro¨ßen Z und R analytisch u¨ber
R =
pi
6
∫ Dmax
Dmin
vt(D)NT (D)D
3dD (2.12)
mit der vom Tropfendurchmesser abha¨ngigen Endfallgeschwindigkeit vt(D) und
Z =
∫ Dmax
Dmin
NT (D)D
6dD (2.13)
berechnen.
Werden nun die Parametrisierungen fu¨r NT (0), Λ und µ des gewa¨hlten Tropfen-
spektrums eingesetzt, kann die Beziehung zwischen den beiden Kenngro¨ßen u¨ber
ein einfaches Potenzgesetz dargestellt werden. Fu¨r die von Marshall & Palmer
(1948) [58] gefundenen Werte ergibt sich damit zum Beispiel die Z–R–Beziehung
Z = 296R1.47, und die auf Fujiwara (1965) [35] zuru¨ckgehende Z–R–Beziehung hat
die Form Z = 450R1.46.
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Die Spannbreite der bisher in der Literatur beschriebenen Z–R–Beziehungen ist
sehr groß. Allein Battan (1973) [6] stellt 69 Beziehungen verschiedener Autoren
zusammen, welche in Abbildung 2.7 graphisch dargestellt sind. Der Wertebereich
fu¨r den Parameter a betra¨gt hierbei [66.5 : 520], der Wertebereich fu¨r b [1.16 : 2.87].
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Abbildung 2.7: Plot der von Battan (1973) [6] zitierten 69 Z–R–Beziehungen der
Form Z = aRb.
Es ist offensichtlich, daß die beschriebene Vorgehensweise zur Umrechnung des Ra-
darechos in eine quantitative Regenrate nur eine ungefa¨hre Anna¨herung an die Rea-
lita¨t darstellt und keineswegs als allgemein gu¨ltig bezeichnet werden kann. Selbst
bei bekanntem aktuellen Tropfenspektrum muß noch beru¨cksichtigt werden, daß
die Radarmessung nicht am Erdboden selbst erfolgt. Mit zunehmender Entfernung
vom Radarstandort wird diese Ho¨hendifferenz zu einer immer gro¨ßeren Unsicher-
heitsquelle. Daru¨ber hinaus gibt es noch eine Reihe weiterer Fehlermo¨glichkeiten,
die vom Gera¨t, dem Meßaufbau sowie der Signalverarbeitung abha¨ngen.
Der Ansatz der vorliegenden Arbeit besteht gerade darin, diese Unsicherheiten durch
Hinzuziehung von unabha¨ngigen Niederschlagsmessungen am Boden zu kompensie-
ren.
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2.2.4 Das Bonner X–Band–Radar
Das Meteorologische Institut der Universita¨t Bonn betreibt ein Pulsradar vom Typ
Selenia METEOR–200. Dieses wurde Ende der 60er Jahre auf dem Dach eines nahe
dem Institut gelegenen Geba¨udes installiert. Es handelt sich um ein X–Band–Radar,
dessen Wellenla¨nge von 3.2 cm sich besonders fu¨r die Niederschlagserfassung im Nah-
bereich eignet. Die maximale Reichweite solcher Nahbereichs–Wetterradargera¨te
liegt bei kommerziellen Standardgera¨ten bei etwa 80 nautischen Meilen (circa 120
km). Die genauen technischen Daten des Gera¨tes sind in Tabelle 2.3 zusammenge-
stellt.
Typ Selenia METEOR–200 X–Band–Radar
Software Frog2.0 (Gamic)
Frequenz 9.375 GHz
Wellenla¨nge 3.2 cm
Antenne Parabolspiegel (Durchmesser: 2 m)
Antennenposition geographische La¨nge: 07◦ 04’ 31.7” Ost,
geographische Breite: 50◦ 43’ 53.5” Nord,
Ho¨he u¨ber NN: 98.5 m
Antenneno¨ffnungswinkel 1.06◦ Halbwertsbreite
Antennengeschwindigkeit maximal 4 Umdrehungen pro Minute
Meßradius bis zu 100 km
Pulsfolgefrequenz (PRF) 250 Hz
Pulsdauer 3 µs
Pulsleistung 200 kW
Mittlere Sendeleistung 150 W
Entfernungsauflo¨sung circa 440 m (nach Digitalisierung: 250 m)
Tabelle 2.3: Technische Daten des Bonner Radars (Werte nach Meetschen 1999 [61]
und Grimbacher 2001 [39]).
Umfassende Modernisierungen im Jahre 1997 gestatteten ab Mitte Januar 1998 re-
gelma¨ßige Routinescans in hoher zeitlicher Auflo¨sung. Zuna¨chst wurden pro Stunde
(neben Volumen- und Elevationsscans) jeweils zwei, spa¨ter vier und schließlich 10
Azimutscans mit einer Reichweite von 50 km und einem Elevationsswinkel von 2.5◦
durchgefu¨hrt. Da die Volumenscans ebenfalls jeweils einen Scan bei 2.5◦ einschlie-
ßen, standen fu¨r die betrachteten Monate Juni bis September der Jahre 1998 und
1999 Azimutscans in einer zeitlichen Auflo¨sung von circa 15, 10 bzw. 5 Minuten
zur Verfu¨gung. Aufgrund technischer Probleme konnten jedoch nicht alle Nieder-
schlagsereignisse lu¨ckenlos erfaßt werden. Eine genaue Auflistung der Datenausfa¨lle
findet sich in den Tabellen A.1 und A.2 im Anhang.
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2.3 Meteosat–Daten
Im Rahmen der vorliegenden Arbeit werden zusa¨tzlich zu den Radar- und Stations-
daten Meteosat- (Meteorological Satellite) Daten verwendet. Diese werden in zwei
Einzelfallstudien zur erga¨nzenden Elimination von Clutter aus den Radardaten her-
angezogen. Es wird jedoch keine Niederschlagbestimmung aus diesen Satellitendaten
durchgefu¨hrt, denn dies bringt eigene Probleme mit sich. Mit der Niederschlagser-
fassung aus Meteosat–Daten hat sich Reudenbach (2000) [74] im Rahmen des SFB
350 eingehend bescha¨ftigt.
Der fu¨r die Regionen Europa und Afrika eingesetzte geostationa¨re Wettersatellit
Meteosat befindet sich bei 0◦ geographischer La¨nge u¨ber dem A¨quator. Die Flugho¨he
betra¨gt circa 36 000 km, die Umlaufdauer 23 Stunden und 56 Minuten, was einem
Sterntag entspricht.
Die Datengewinnung stellt sich wie folgt dar: Meteosat ist mit Radiometern im
sichtbaren (VIS–Kanal, 0.5 bis 0.9 µm) und infraroten (IR–Kanal, 10.5 bis 12.5 µm)
Spektralbereich sowie im Wasserdampf–Absorptionsband ausgestattet. Innerhalb
von 25 Minuten wird die Erde vom Su¨d- zum Nordpol im infraroten Bereich in 2 500
Zeilen und im sichtbaren Bereich in 5 000 Zeilen abgetastet. Gemessen wird dabei
die von der Erde emittierte bzw. reflektierte Strahldichte (Radianz), die als digitales
Signal (8 Bit Counts) gespeichert wird. Es entstehen somit Bilder der Erdhalbkugel,
die aus 2 500 × 2 500 (bzw. aus 5 000 × 5 000) Pixeln mit Grauwerten zwischen 0
und 255 bestehen.
Als Datengrundlage in der vorliegenden Arbeit dienen digitale Meteosat–Daten (Me-
teosat–5, der sich seit 1991 auf der Umlaufbahn befindet) des IR- sowie des VIS–
Spektralbereichs fu¨r ausgewa¨hlte Tage im Juli und August 1996. Die Daten wur-
den von der Betreiberorganisation EUMETSAT (European Organisation for the
Exploitation of Meteorological Satellites, fru¨her ESOC = European Space Opera-
tions Centre), in geometrisch korrigierter Form zur Verfu¨gung gestellt. Die zeitliche
Auflo¨sung betra¨gt 30 Minuten. Die ra¨umliche Auflo¨sung betra¨gt im IR–Bereich 6.4
km in Ost–West–Richtung bzw. 10.0 km in Nord–Su¨d–Richtung bei einem Breiten-
grad von φ = 50◦ und einem La¨ngengrad von ψ = 10◦. Im VIS–Bereich ist die
Auflo¨sung entsprechend doppelt so hoch.
Kapitel 3
Datenvorverarbeitung
In diesem Kapitel werden einige ha¨ufig eingesetzte Vorverarbeitungsverfahren fu¨r
Stations-, Radar- und Meteosat–Daten (vgl. zum Beispiel Fulton et al. 1998 [36])
erla¨utert und ihre Funktionsweise anhand von Fallbeispielen aufgezeigt. Die ver-
schiedenen Parameter in diesen Verfahren werden auf die verfu¨gbaren Stationen,
das Bonner Radar und den relevanten Ausschnitt der Meteosat–Daten kalibriert.
3.1 Stationsdaten
Aus Gru¨nden der Vergleichbarkeit mit den Tagessummen des Stationsclusters II
werden die hochaufgelo¨sten Wippendaten des Stationsclusters I zuna¨chst zu vollen
Stundensummen, und hieraus wiederum zusa¨tzlich zu Tagessummen aufsummiert.
Weiterhin mu¨ssen alle Meßdaten in ein gemeinsames Zeitsystem gebracht werden,
da die Daten der Erftkreis–Stationen in Mitteleuropa¨ischer Sommerzeit (MEZ), die
SFB–eigenen Stationsdaten hingegen in Weltzeit (UTC) abgespeichert werden. Alle
nachfolgenden Zeitangaben beziehen sich auf UTC.
3.1.1 Qualita¨tspru¨fung
Bei allen Arten der Niederschlagsmessung mit konventionellen Meßgera¨ten gibt es
zudem systematische Fehler. Die Hauptursache hierfu¨r sind Windfelddeformatio-
nen u¨ber dem Auffangtrichter, Haftwasserverluste, Verdunstungsverluste, Spritz-
wasserverluste und Schneeverwehungen. Dies fu¨hrt zu einer Variation des Fehlers in
Abha¨ngigkeit vom Niederschlagsmeßtyp und der Jahreszeit. In den meisten Fa¨llen
wird der aktuelle Niederschlag etwas unterscha¨tzt. Dies ist vor allem bei starken
24
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Regenraten und bei hohen Windgeschwindigkeiten der Fall (vgl. Nystuen 1999 [65]).
Die durch systematische Meßfehler bedingten Ungenauigkeiten sind in der Regel je-
doch deutlich geringer als diejenigen, die aus einer zu geringen Stationsdichte oder
indirekten Meßmethoden resultieren (vgl. Reiss et al. 1992 [76]).
Die Stationsdaten wurden zuna¨chst manuell gesichtet. Dies fu¨hrte in einigen Fa¨llen
zur Eliminierung von Datenreihen, wenn zum Beispiel eine sich offiziell im Betrieb
befindliche Station u¨ber einige Wochen hinweg auch bei starken Niederschlagsereig-
nissen, die von benachbarten Stationen registriert wurden, konstant 0 mm anzeigte
oder, wie im Fall einer der Frankenforst–Stationen, eine u¨ber zwei Monate andau-
ernde konstante Stundensumme von 0.4 mm aufwies. Diese Datenlu¨cken sind zu-
sammen mit den ,,offiziellen” technischen Datenausfa¨llen in Tabelle A.3 im Anhang
aufgefu¨hrt.
Auch wenn die kleinra¨umige Variation gerade bei konvektiven Niederschla¨gen sehr
hoch ist und selbst von dichten Meßnetzen oft nicht ausreichend erfaßt werden kann,
sollte, gemittelt u¨ber einen la¨ngeren Zeitraum, zwischen sehr nah beieinander gele-
genen Stationen eine gewisse statistische Korrelation bestehen. Es wurden daher die
Korrelationen der Tagessummen aller benachbarter Stationen mit einer maximalen
Distanz von 10 km zueinander fu¨r den Zeitraum von jeweils einigen Monaten berech-
net (Tabelle 3.1). Eine zu niedrige Korrelation wa¨re ein Hinweis auf eine eventuelle
Fehlerbehaftung zumindest einer der beiden Stationen. Die Korrelationen weisen
in den meisten Fa¨llen auch bei gro¨ßeren Distanzen noch einen Mindestkoeffizienten
von 0.6 oder ho¨her auf. In einem Fall jedoch war die Korrelation zweier Stationen
des Stationsclusters II (der Stationen 18 und 19 im Zeitraum von Juni bis August
1998) mit 0.28 besonders niedrig. Eine na¨here Betrachtung der Meßdaten zeigte,
daß am 15. Juni 1998 (Tag 9) an Station 18 mit 43.6 mm (Abbildung 3.1) ein mehr
als 10 mal gro¨ßerer Wert als an allen anderen Stationen vorlag. Ein Auslassen die-
ses Ausreißers wu¨rde eine deutlich ho¨here Korrelation von 0.76 fu¨r den betrachteten
Zeitraum ergeben, was im Einklang mit anderen Stationspaaren gleichen Abstandes
stu¨nde. Die Radardaten dieses Tages (Abbildung 3.2) zeigen jedoch eine konvektive
Zelle mit Niederschlagsmengen bis zu 40 mm in unmittelbarer Na¨he der Station
18, so daß der Stationsmeßwert trotz der geringen Korrelation realistisch erscheint.
Dieses Beispiel zeigt, daß geringe Korrelationen zwischen benachbarten Stationen in
solchen Extremfa¨llen durchaus auftreten ko¨nnen, aber u¨berpru¨ft werden sollten.
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Cluster I
Paar Distanz (km) Korrelation
8–9 3.6 0.95
20–21 4.5 0.53
10–11 5.7 0.64
16–17 6.0 0.75
11–12 6.7 0.40
7–8 7.8 0.92
1–2 10.0 0.81
Cluster I
Paar Distanz (km) Korrelation
8–9 3.6 0.93
15–16 3.6 0.94
20–21 4.5 0.81
18–19 5.0 0.88
13–14 5.4 0.79
19–20 5.4 0.80
10–11 5.7 0.92
11–12 6.7 0.84
18–20 8.2 0.82
19–21 9.0 0.65
12–14 9.2 0.80
14–15 9.2 0.80
1–2 10.0 0.73
Cluster II
Paar Distanz (km) Korrelation
9–10 3.6 0.89
16–17 3.6 0.89
12–13 4.1 0.80
11–12 4.2 0.91
7–8 4.5 0.82
14–15 5.0 0.88
13–15 5.1 0.81
13–14 5.4 0.89
5–6 5.7 0.86
15–16 5.7 0.72
10–11 6.0 0.85
14–16 7.0 0.66
4–5 7.0 0.80
2–3 7.2 0.71
15–17 7.3 0.68
8–11 7.3 0.90
12–15 7.8 0.90
11–13 8.1 0.73
8–10 8.1 0.78
4–14 8.2 0.75
8–9 8.6 0.65
4–13 9.2 0.58
9–11 9.2 0.79
10–12 9.5 0.77
12–14 9.5 0.90
18–19 9.9 0.28
Cluster II
Paar Distanz (km) Korrelation
12–21 2.2 0.97
9–10 3.6 0.97
16–17 3.6 0.80
12–13 4.1 0.78
11–21 4.1 0.93
13–21 4.2 0.70
11–12 4.2 0.90
7–8 4.5 0.79
14–15 5.0 0.90
13–15 5.1 0.86
13–14 5.4 0.91
5–6 5.7 0.77
15–16 5.7 0.91
10–11 6.0 0.95
14–16 7.0 0.82
4–5 7.0 0.84
2–3 7.2 0.58
15–17 7.3 0.82
8–11 7.3 0.91
12–15 7.8 0.94
11–13 8.1 0.62
8–10 8.1 0.96
4–14 8.2 0.62
8–9 8.6 0.93
15–21 8.9 0.92
4–13 9.2 0.69
9–11 9.2 0.91
14–21 9.4 0.79
10–12 9.5 0.96
12–14 9.5 0.87
18–19 9.9 0.72
Tabelle 3.1: Korrelation benachbarter Regenwippen aus Stationscluster I (oben)
und II (unten), berechnet aus den Tagessummen fu¨r Juni bis August 1998 (links)
sowie fu¨r Juni bis August 1999 (rechts).
KAPITEL 3. DATENVORVERARBEITUNG 27
0
5
10
15
20
25
30
35
40
45
1 3 5 7 9 11 13 15 17 19 21 23 25 27
N
i e
d e
r s
c h
l a
g  
( m
m )
Tage
Station 18
Station 19
Abbildung 3.1: Vergleich der Tagessummen des Niederschlags von Station 18 und
19 des Stationsclusters II zwischen Juni und August 1998 (Tag 9 = 15. Juni 1998).
Abbildung 3.2: Radarniederschlagsverteilung fu¨r die Tagessumme am 15. Juni 1998,
mit Stationscluster II u¨berlagert.
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3.1.2 Interpolation der Punktdaten auf die Fla¨che
Fu¨r spa¨tere Vergleiche ist es sinnvoll, aus den Stationsdaten durch Interpolation fu¨r
begrenzte Bereiche mit ausreichend hoher Stationsdichte ra¨umliche Gebietsmittel
des Niederschlags zu erstellen.
Generell lassen sich zu diesem Zweck statistische und nichtstatistische Interpola-
tionsverfahren unterscheiden. Bei den nichtstatistischen Verfahren mu¨ssen intuitive
Annahmen u¨ber den ra¨umlichen Zusammenhang der betrachteten Variablen getrof-
fen werden. Statistische Interpolationsverfahren hingegen untersuchen den ra¨umli-
chen Zusammenhang und nutzen diese Information zur Interpolation. Dabei wird
angenommen, daß die Variablenwerte mehr oder weniger stark miteinander korre-
lieren. Die Untersuchung dieser Korrelationen wird oft als Strukturanalyse bezeich-
net. In der Hydrologie haben insbesondere geostatistische Interpolationsmethoden
eine breite Verwendung gefunden. Sie basieren auf dem Variogramm, das die Va-
rianz zwischen zwei Punktepaaren mit einer bestimmten Distanz zueinander angibt
(vgl. Blo¨schl & Merz 2002 [14]). In der vorliegenden Arbeit wird das ra¨umliche Inter-
polationsverfahren Kriging (in Unterscheidung zu anderen Varianten auch gewo¨hn-
liches Kriging genannt) eingesetzt. Kriging ist ein anerkanntes Verfahren, um die
punktuelle Niederschlagsinformation der Stationsmessungen in eine fla¨chendecken-
de Niederschlagsinformation (pixelbezogene Niederschlagsho¨hen) umzurechnen und
bietet die Mo¨glichkeit, die mit Radardaten bestimmten Gebietsniederschlagsho¨hen
mit den Stationsdaten zu vergleichen. Die einzelnen Arbeitsschritte werden im fol-
genden nur kurz skizziert, fu¨r eine ausfu¨hrlichere Darstellung des Verfahrens sei auf
die zahlreich vorhandene Literatur zu diesem Thema, zum Beispiel Chile`s & Delfiner
(1999) [18], Schlu¨ter (1996) [83], Ma¨chel (1989) [57] oder Akin & Siemes (1988) [3],
verwiesen.
Mit Kriging wird ein Scha¨tzvorgang bezeichnet, der eine gegebene Anzahl von Meß-
werten in einen Wichtungsprozess so einbezieht, daß die Scha¨tzvarianz minimiert
wird. Gegeben seien hierzu die K Stationsmessungen Pg(x1, y1), Pg(x2, y2), . . . ,
Pg(xK , yK) in den zugeho¨rigen Punkten (x1, y1), . . . , (xK , yK). Es soll der unbe-
kannte Wert P (x0, y0) gescha¨tzt werden. Als Bedingungen an das Verfahren gelten
die Annahme der Stationarita¨t (das heißt die Verteilung einer Zufallsvariable a¨ndert
sich nicht durch Verschiebung) und die intrinsische Hypothese (dies bedeutet, daß
die statistischen Parameter nicht von der absoluten Lage im Raum, sondern von
KAPITEL 3. DATENVORVERARBEITUNG 29
der relativen Distanz der Punkte zueinander abha¨ngen). Die zentrale Komponente
stellt dabei die Variogrammanalyse dar. Zur Berechnung eines Variogramms werden
die Quadrate der Differenzen der in einer Distanzklasse h voneinander entfernt lie-
genden Meßwerte ermittelt. Die Werte werden aufsummiert und durch die Anzahl
der betrachteten Wertepaare geteilt. Der so gebildete Mittelwert der quadrierten
Differenzbetra¨ge wird durch 2 dividiert, da man an der senkrechten Abweichung der
Wertepaare von der 45◦ Linie interessiert ist (vgl. Isaaks & Srivastava 1989 [47]).
Die entsprechende Formel hierzu lautet:
δ(h) =
1
2K(h)
K(h)∑
i=1
(Pg(xj, yj)− Pg(xk, yk))2 (3.1)
Hierbei sind δ der Variogrammwert (da Pg in mm gemessen wird, ist hier die Einheit
mm2), Pg die Meßwerte an den Positionen (xj, yj) bzw. (xk, yk) und K(h) die Anzahl
der Wertepaare in der Distanzklasse h. Die Distanzklasse h umfaßt alle Positions-
paare mit einem Abstand zwischen h− e/2 und h + e/2, wobei e die Klassenbreite
ist. Die Summe aller Absta¨nde betra¨gt
∑
K(h) = K(K − 1)/2. Bei der Mittel-
wertbildung in den einzelnen Klassen sollten genu¨gend Werte vorhanden sein, um
eine repra¨sentative Scha¨tzung zu gewa¨hrleisten (vgl. auch Ma¨chel 1989 [57]). Als
Klassenbreite e wird in der vorliegenden Arbeit ein Wert von 5 km gewa¨hlt.
Die diskreten Variogrammwerte werden nun durch eine kontinuierliche Modellfunk-
tion approximiert. Zur Anpassung der Ausgleichskurve wird mittels eines nicht-
linearen least–squares Levenberg–Marquardt–Algorithmus (vgl. Press et al. 1992
[72]), ausgehend von verschiedenen Modellen, jeweils die Funktion mit dem klein-
sten RMS–Fehler ausgewa¨hlt. Als Modelle werden verwendet:
lineares Modell: δ(h) = ζ h
q
fu¨r 0 ≤ h ≤ q
δ(h) = ζ fu¨r h > q
exponentielles Modell: δ(h) = ζ
(
1− exp(−h
q
)
)
fu¨r h ≥ 0
spha¨risches Modell: δ(h) = ζ
(
3h
2q
− 1
2
(
h
q
)3)
fu¨r 0 ≤ h ≤ q
δ(h) = ζ fu¨r h > q
Hierbei ist ζ ein horizontaler Skalierungsfaktor, der durch den Minimierungsalgo-
rithmus bestimmt wird. Die Angleichung erfolgt nur fu¨r die ersten acht Klassen,
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also bis zu einem Abstand von q = 40 km. Das resultierende Variogramm wird
fu¨r die anschließende ra¨umliche Interpolation verwendet. Exemplarisch ist in Abbil-
dung 3.3 fu¨r die Monatssumme des Niederschlags im Juni 1998 ein auf diese Weise
erzeugtes Variogramm dargestellt.
Zur Ableitung der eigentlichen Scha¨tzung wird angenommen, daß sich der zu inter-
polierende Wert P (x0, y0) als gewichtetes Mittel (Linearkombination) der Meßwerte
darstellen la¨ßt:
P (x0, y0) =
K∑
i=1
gi · Pg(xi, yi) (3.2)
Die Gewichte gi sind so zu bestimmen, daß der Scha¨tzwert P (x0, y0) die folgenden
Bedingungen erfu¨llt:
• P (x0, y0) ist erwartungstreu, das heißt, die Abweichung zwischen wahren und
gescha¨tzten Werten ist im Mittel gleich Null,
• die Varianz der gescha¨tzten Werte ist minimal.
Da die Scha¨tzwerte P (x0, y0) erwartungstreu sein sollen, wird
∑
gi = 1 verlangt.
Aufgrund der Minimalita¨t der Varianz lautet das Kriging–Gleichungssystem dann:

0 δ12 · · · δ1K 1
δ21 0 · · · δ2K 1
· · · · · · ·
δK1 δK2 · · · 0 1
1 1 · · · 1 0


g1
g2
·
gK
τ
 =

δ10
δ20
·
δK0
1

mit δjk = δ(|(xj, yj)− (xk, yk)|) und dem Lagrange–Multiplikator τ .
Die Gewichte gi lassen sich aus dem Variogramm und dem Abstand der Meßwerte
zueinander durch Lo¨sung dieses Gleichungssystems mittels LR–Zerlegung (vgl. Press
et al. 1992 [72]) bestimmen. Auf diese Weise wird fu¨r jeden Gitterpunkt ein Scha¨tz-
wert berechnet.
Ein Beispiel fu¨r auf die Fla¨che interpolierte Niederschlagsdaten aus Bodenmessungen
zeigt Abbildung 3.4 fu¨r die Monatssumme des Niederschlags im Juni 1998. Die
verwendeten Stationsdaten des Stationsclusters II sind in Tabelle 3.2 dargestellt.
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Abbildung 3.3: Empirisches Variogramm mit angepaßter Ausgleichskurve (spha¨ri-
sches Modell) fu¨r Juni 1998. Die Zahlen geben die Anzahl der gefundenen Werte-
paare K(h) in der entsprechenden Distanzklasse an.
Abbildung 3.4: Mit Kriging interpolierte Monatssumme des Niederschlags der Sta-
tionen des Stationsclusters II fu¨r Juni 1998.
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Stationsnr. 1 2 3 4 5 6 7
Monatssumme (mm) 94.9 108.2 89.4 109.4 104.7 114.1 117.2
Stationsnr. 8 9 10 11 12 13 14
Monatssumme (mm) 108.3 93.5 95.5 89.5 100.7 65.7 80.3
Stationsnr. 15 16 17 18 19 20
Monatssumme (mm) 74.2 71.4 80.6 98.0 54.7 54.5
Tabelle 3.2: Monatssumme des Niederschlags der Regenwippen 1 bis 20 des Sta-
tionsclusters II im Juni 1998.
Die Qualita¨t des Kriging–Interpolationsverfahrens fu¨r Fla¨chenmittelvergleiche wird
in folgender Studie u¨berpru¨ft: Zuna¨chst werden mit allen fu¨r die Monate Juni
bis September 1999 jeweils verfu¨gbaren Stationen des Stationsclusters I die Fla¨-
chenniederschla¨ge auf Tagessummenbasis mittels Kriging aus den Stationswerten
ermittelt. Dabei wird im Leave–one–out–Verfahren jeweils eine Station ausgelassen,
um diese als unabha¨ngige Vergleichsstation heranziehen zu ko¨nnen und die resultie-
rende RMS–Differenz berechnet (vgl. hierzu auch Kapitel 6.1). Der Vergleich der
tatsa¨chlich gemessenen Stationswerte mit den interpolierten Werten zeigt, daß das
Kriging–Verfahren die Stationswerte im Mittel besser scha¨tzt als das Radar (Tabelle
3.3).
Monat RMS–Diff. RMS–Diff. Diff.
Radar allein Kriging (%)
(mm) (mm)
Juni ’99 4.40 2.87 34.8
Juli ’99 2.33 2.41 -3.4
Aug. ’99 2.87 2.82 1.7
Sep. ’99 1.64 1.55 5.5
Tabelle 3.3: RMS–Differenzen zwischen Stations- und Radarwerten bzw. Stations-
und Kriging–Scha¨tzwerten, monatsweise berechnet auf Tagessummenbasis fu¨r das
(unabha¨ngige) Stationscluster I.
Gemittelt u¨ber alle vier Monate des Jahres 1999 und alle verfu¨gbaren Stationen
des Clusters I auf Tagessummenbasis (68 Fa¨lle) betra¨gt die RMS–Differenz fu¨r die
Radarmessung allein 3.38 mm und fu¨r die Kriging–Interpolation 3.27 mm, was einem
um circa 3.3% besseren Wert entspricht.
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In einem zweiten Schritt wird der Einfluß der Lage einzelner Stationen auf die
vorgenommene Mittelbildung untersucht. Wird von den sich im nordwestlichen
Randbereich befindenden Stationen 1 und 2 des Clusters I nur jeweils eine fu¨r die
Kriging–Scha¨tzung verwendet, sind die Ergebnisse um 30–40% schlechter als die
Radarmessungen. Wird hingegen eine Station aus der Mitte des Clusters herausge-
nommen (zum Beispiel Station 15), so wird diese durch die benachbarten Stationen
um 50–60% deutlich besser interpoliert als durch das Radar allein (Tabelle 3.4).
Vergleichsstation RMS–Diff. RMS–Diff. Diff.
(Cluster I) Radar allein Kriging (%)
(mm) (mm)
1 3.82 4.96 -29.8
2 4.98 6.83 -37.1
8 3.26 1.65 49.4
9 2.63 1.33 49.4
15 2.10 0.83 60.5
Tabelle 3.4: U¨ber alle vier Monate des Jahres 1999 gemittelte RMS–Differenzen
zwischen Stations- und Radarwerten bzw. zwischen Stations- und Kriging–Scha¨tz-
werten, berechnet auf Tagessummenbasis fu¨r einzelne (unabha¨ngige) Stationen des
Clusters I.
Insgesamt la¨ßt sich also sagen, daß das Kriging–Verfahren durchaus zuverla¨ssige
Vergleichsdaten fu¨r Fla¨chenmittelvergleiche liefern kann, sofern die betrachteten Ge-
biete sich im Nahbereich von Stationen befinden.
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3.2 Radardaten
Die Radarmeßdaten sind aus verschiedensten Gru¨nden fehlerbehaftet und mu¨ssen
zuna¨chst zahlreichen Korrekturverfahren unterworfen werden. Diese und weitere
notwendige Vorverarbeitungsschritte werden im folgenden skizziert.
3.2.1 Darstellung und Geokodierung
Die in Polarkoordinaten vorliegenden Rohdaten werden auf ein kartesisches Koor-
dinatensystem mit einer Gitterweite von 1 × 1 km2 fu¨r ein Gesamtfeld von 100
× 100 km2 umgerechnet. Dafu¨r wurde ein von Meetschen (1999) [61] entwickeltes
Programm verwendet, welches zuna¨chst mittels der ,,Nearest–Neighbour–Methode”
jedem Gitterpunkt den Meßwert des na¨chstgelegenen Meßpunktes zuordnet, wo-
bei alle Meßpunkte beru¨cksichtigt werden, die in einem bestimmten Umkreis um
den Gitterpunkt liegen (500 m beim 50 km–Scan). Die Meßpunkte innerhalb eines
Umkreises werden dann mit einer exponentiell mit dem Abstand vom Gitterpunkt
abfallenden Funktion gewichtet.
Anschließend werden noch fu¨r jedes Pixel die Gauß–Kru¨ger–Koordinaten bestimmt.
Dies ist wichtig fu¨r die in der vorliegenden Arbeit vorgenommenen Vergleiche der Ra-
darmessungen mit den Stationsmessungen. Jede Station muß zuvor genau einem Ra-
darpixel zugeordnet werden. Bei einer ra¨umlichen Auflo¨sung von einem Kilometer ist
die U¨bertragbarkeit der Punktmessung auf die Pixelfla¨che noch zumutbar, obgleich
kleinra¨umige Niederschlagsereignisse zum Teil bereits innerhalb einiger hundert Me-
ter variieren ko¨nnen (vgl. Grimbacher 2001 [39]). Um den durch die Rasterung der
Daten verursachten Interpolationsfehler bei direkten Punkt–zu–Punkt Vergleichen
mit entsprechenden Bodenstationen zu gla¨tten sowie etwaige Winddrift–Effekte von
in der Ho¨he gemessenem Niederschlag auszugleichen, wird hierbei jeweils aus dem
zentralen Pixelwert sowie den acht Nachbarn das arithmetische Mittel gebildet. Bo-
len et al. (1998) [15] bezeichnen eine solche Mittelbildung als gebra¨uchliche Praxis.
Die Betrachtung dieses sogenannten Neunerfeldes wird auch vom DWD zur Anei-
chung von Radardaten mit Stationsdaten praktiziert (vgl. Lang 1997 [55]), wobei
dort allerdings jeweils der Pixelwert mit der ho¨chsten Korrelation ausgewa¨hlt wird.
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3.2.2 Umrechnung der Radarreflektivita¨ten in Regenraten
Zur Umrechnung der Radarreflektivita¨ten in Regenraten wird in der vorliegenden
Arbeit zuna¨chst einheitlich die Z–R–Beziehung nach Marshall et al. (1955) [59] ver-
wendet. Bildet man ein einfaches Mittel aus den 69 von Battan (1973) [6] vorgestell-
ten Parametern fu¨r a und b, ergibt sich die mittlere Z–R–Beziehung von Z = 277R1.48
(vgl. Uijlenhoet 2001 [90]). Abbildung 3.5 veranschaulicht, daß die von Marshall et
al. (1955) [59] vorgestellte Beziehung Z = 200R1.60 bei einem unbekanntem Trop-
fenspektrum offensichtlich eine gute erste Na¨herung an die verschiedenen Typen von
Niederschla¨gen darstellt2.
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Abbildung 3.5: Vergleich von Z = 277R1.48 (durchgezogen), dem Mittel der 69
Z–R–Beziehungen nach Battan (1973) [6] mit Z = 200R1.60 (gestrichelt), der Z–R–
Beziehung von Marshall et al. (1955) [59].
Auch Grimbacher (2001) [39] zeigt, daß diese Beziehung insbesondere fu¨r den Stand-
ort des Bonner Radars im Vergleich zu Z–R–Beziehungen mit niedrigeren oder
ho¨heren Exponenten (zwischen 1.1 und 2.1) gu¨nstig gewa¨hlt ist. In Kapitel 4.2
wird zusa¨tzlich die Z–R–Beziehung von Fujiwara (1965) [35] zur Umrechnung mit
Z = 450R1.46 fu¨r konvektive Niederschlagsereignisse herangezogen.
2In der Literatur wird verwirrenderweise oftmals Z = 200R1.60 als die von Marshall & Palmer
(1948) [58] gefundene Z–R–Beziehung bezeichnet. Tatsa¨chlich wurde sie von Marshall et al. (1955)
[59] jedoch erst einige Jahre spa¨ter als leicht revidierte Version pra¨sentiert.
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3.2.3 Da¨mpfungskorrektur
Der Begriff Da¨mpfung bezeichnet Absorptions- und Streuungsverluste der Ru¨ckstreu-
leistung durch Niederschlag. Generell gibt es fu¨r die hydrometriefa¨higen Frequenzen
keine wesentliche Da¨mpfung durch atmospha¨rische Gase, einschließlich Wasserdampf
(vgl. Breuer 1988 [16]). Es tritt allerdings Da¨mpfung ein, wenn der Radarstrahl auf
Hydrometeore trifft. Die Da¨mpfungsverluste sind dabei von der Regenintensita¨t R
und der verwendeten Wellenla¨nge λ abha¨ngig. Mit abnehmender Wellenla¨nge wird
die Da¨mpfung sta¨rker. Die Da¨mpfungsverluste addieren sich zudem mit der La¨nge
der Regenstrecke im Meßbereich. Das X–Band–Radar ist daher nur im Nahbereich
und da¨mpfungskorrigiert sinnvoll einsetzbar, allerdings macht sich der Da¨mpfungs-
effekt erst bei sehr starken Niederschla¨gen wirklich bemerkbar. Ebenso wie die
Radarreflektivita¨t wird in der Praxis auch die Da¨mpfung mit der Regenrate para-
metrisiert. Nach Gunn & East (1954) [40] la¨ßt sich der Da¨mpfungskoeffizient Kd
(in dB/km) schreiben als
Kd = β ·Rγ (3.3)
Hierbei ist fu¨r R der Zahlenwert der Regenrate in mm/h einzusetzen (also ohne die
zugeho¨rige Einheit). Einige ga¨ngige Literaturwerte fu¨r β und γ sind in Tabelle 3.5
dargestellt.
β γ Quelle
0.0074 1.31 Gunn & East (1954) [40]
0.0110 1.15 Wexler & Atlas (1963) [98]
0.0119 1.063 Eissing (1976) [29]
Tabelle 3.5: Parameter β und γ des Da¨mpfungskoeffizienten Kd fu¨r die einfache
Wegstrecke bei λ=3.2 cm (Einwegda¨mpfung).
Damit kann die Da¨mpfung entlang eines Radarstrahls sukzessive fu¨r alle Meßpunkte
berechnet werden, beginnend beim ersten Strahlwert und nach außen hin fortfah-
rend. In der vorliegenden Arbeit werden die Parameter nach Eissing (1976) [29]
fu¨r die Da¨mpfungskorrektur verwendet, die nach Kammer (1982) [53] die Abha¨ngig-
keit des Da¨mpfungskoeffizienten Kd von der Regenrate R fu¨r das Bonner Radar am
treffendsten beschreiben. Eine ausfu¨hrliche Diskussion der Da¨mpfungsproblematik
bezogen auf das Bonner X–Band–Radar findet sich auch bei Hacker (1996) [41].
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Zur Veranschaulichung des Da¨mpfungseffektes wurden fu¨r alle Niederschlagstage
der Monate Juni bis September 1998/1999 die Radarniederschla¨ge mit und ohne
Da¨mpfungskorrektur berechnet und mit den Tagessummen der Regenwippen ver-
glichen. Fu¨r eine detaillierte Beschreibung der Vorgehensweise zur Bildung von
Niederschlagssummen aus den Radardaten sei an dieser Stelle auf Kapitel 4.4 ver-
wiesen. Abbildung 3.6 zeigt das Verha¨ltnis von Radar- zu Wippenniederschlag mit
zunehmender Entfernung vom Radarstandort. In den Monaten Juni bis September
1999 weisen beide Ausgleichsgeraden eine fallende Tendenz auf, ohne Da¨mpfungs-
korrektur ist diese jedoch sta¨rker. Die Abnahme des Verha¨ltnisses von Radar- zu
Wippenniederschlag ohne Korrektur betra¨gt circa 0.09 pro 10 km, mit Korrektur
nur noch circa 0.05 pro 10 km.
In den Monaten Juni und Juli 1998 betra¨gt die Abnahme des Verha¨ltnisses von
Radar- zu Wippenniederschlag ohne Da¨mpfungskorrektur circa 0.05 pro 10 km, mit
Da¨mpfungskorrektur tritt mit zunehmender Entfernung vom Radarstandort eine
leichte Zunahme des Verha¨ltnisses ein (0.04 pro 10 km) (Abbildung 3.7, oben). Die
gewa¨hlte Z–R–Beziehung nach Marshall et al. (1955) [59] fu¨hrt in diesem Zeitraum
mit und ohne Da¨mpfungskorrektur zu einer U¨berscha¨tzung des Niederschlags.
Es deutet sich hier ein Effekt an, der in den Monaten August und September 1998
(Abbildung 3.7, unten) noch sta¨rker zum Tragen kommt. Ein Nachteil der be-
schriebenen Korrektur ist na¨mlich, daß sich eine U¨berscha¨tzung des Radarwertes
selbstversta¨rkend bis zum entferntesten Echowert durchzieht. Die Berechnung von
Kd ist nicht immer stabil und fu¨hrt im ungu¨nstigsten Fall zu einer unrealistischen
U¨berscha¨tzung des Niederschlags. Besonders in den Monaten August und September
1998 wird der Effekt der U¨berscha¨tzung durch die Da¨mpfungskorrektur in einzelnen
Fa¨llen erheblich versta¨rkt. In solchen Fa¨llen ist es ratsam, die Da¨mpfungskorrek-
tur auszuschalten. Eine Untersuchung solcher Einzeleffekte ist im operationellen
Radarbetrieb allerdings nicht akzeptabel. Da die Da¨mpfungskorrektur in den mei-
sten Fa¨llen sinnvolle Ergebnisse liefert und nur in einzelnen Fa¨llen zu Fehlern fu¨hrt,
wird sie in der vorliegenden Arbeit eingesetzt. Wichtig erscheint vor allem, eine
gu¨nstige Z–R–Beziehung zu finden und damit allzu große systematische Unter- oder
U¨berscha¨tzungen von vornherein zu vermeiden bzw. diese zu korrigieren.
KAPITEL 3. DATENVORVERARBEITUNG 38
Abbildung 3.7 (unten) veranschaulicht, daß hierdurch ein negativer Effekt der Da¨mp-
fungskorrektur weitgehend unterdru¨ckt wird. Abgebildet sind wiederum das entfer-
nungsbedingte Verha¨ltnis von unkorrigierten sowie korrigierten Radarniederschla¨gen
zu Wippenniederschla¨gen, in diesem Fall fu¨r die Monate August und September
1998. Zusa¨tzlich wurde eine Trennung zwischen konvektiven und stratiformen Nie-
derschlagsereignissen vorgenommen (siehe Kapitel 4.2), auf die dann jeweils eine
unterschiedliche Z–R–Beziehung angewandt wurde. Trotz durchgefu¨hrter Da¨mp-
fungskorrektur ist jetzt die U¨berscha¨tzung des Radarniederschlags im Vergleich zu
den anderen beiden La¨ufen am geringsten.
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Abbildung 3.6: Entfernungsbedingtes Verha¨ltnis von da¨mpfungskorrigierten und
nicht da¨mpfungskorrigierten Radarniederschla¨gen zu Wippenniederschla¨gen fu¨r Juni
bis September 1999.
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Abbildung 3.7: Entfernungsbedingtes Verha¨ltnis von da¨mpfungskorrigierten und
nicht da¨mpfungskorrigierten Radarniederschla¨gen zu Wippenniederschla¨gen fu¨r Ju-
ni bis Juli 1998 (oben) sowie August bis September 1998 (unten). Die Trennung im
unteren Bild bezieht sich auf eine dynamische Anwendung zweier Z–R–Beziehungen
fu¨r stratiforme und konvektive Niederschlagsereignisse.
KAPITEL 3. DATENVORVERARBEITUNG 40
3.2.4 Clutterfilterung
Mit dem Begriff Clutter werden u¨blicherweise unerwu¨nschte Radarechos bezeichnet,
die vor allem im Nahbereich des Radars auftreten und im wesentlichen von Reflektio-
nen durch den Hauptstrahl oder die Nebenkeulen an Festzielen auf der Erdoberfla¨che
oder, bei niedriger Elevation, an der Erdoberfla¨che selbst verursacht werden. Letzte-
res Pha¨nomen ist auch als ,,Anaprop–Effekt” (von anomalous propagation) bekannt.
Damit ist gemeint, daß unter bestimmten atmospha¨rischen Bedingungen ein Radar-
strahl, der unter Standardbedingungen in der Atmospha¨re bliebe, auf den Boden
trifft. Dies ha¨ngt damit zusammen, daß der Brechungsindex der Luft temperatur-
und feuchteabha¨ngig ist und entsprechende Inhomogenita¨ten zu einer Biegung des
Radarstrahles fu¨hren ko¨nnen. Clutter durch bewegliche Objekte, wie zum Beispiel
Flugzeuge oder Vo¨gel, spielt eine eher untergeordnete Rolle. Selbst im niederschlags-
freien Fall sind die Radardaten in der Regel nicht vollsta¨ndig clutterfrei, sondern
von einem sta¨ndigen ,,Rauschen” u¨berlagert. Beispiele fu¨r Festziele, die das Bonner
X–Band–Radar beeintra¨chtigen, sind hohe Schornsteine von Industrieanlagen oder
Bergzu¨ge su¨dlich bzw. westlich des Radars. Vor einer quantitativen Interpretation
der Radarmessung ist es daher notwendig, unechte Niederschlagssignale weitgehend
zu eliminieren. Ein einfaches, aber dennoch effektives Verfahren stellt nach wie vor
die Erstellung einer Cluttermap dar. Hierbei werden die Radarreflektivita¨ten einiger
niederschlagsfreier Tage als Clutter interpretiert, zu einer Cluttermap zusammen-
gefaßt und anhand dieser jedes aktuelle Radarsignal korrigiert. Eine ausfu¨hrliche
Darstellung dieser Problematik und die Entwicklung eines entsprechenden, in dieser
Arbeit verwendeten Programms zur Clutterfilterung liefert Meetschen (1999) [61].
Empfehlenswert ist auch eine regelma¨ßige Neuerstellung der Cluttermap. Die in
der vorliegenden Arbeit verwendeten Cluttermaps, die der Arbeit von Grimbacher
(2001) [39] entstammen, wurden fu¨r jeden Monat aktualisiert.
3.2.5 Beamblocking und Brightband
Festziele machen sich nicht nur als Clutter in den Radardaten bemerkbar, sondern
ko¨nnen auch zur Abschattung einzelner Bereiche fu¨hren. Dieser Effekt, der auch
als ,,Beamblocking” bezeichnet wird, tritt dann ein, wenn sich hinter einem Festziel
ein Niederschlagsgebiet befindet, das wegen der am Festziel auftretenden Da¨mpfung
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nur noch mit einer geringen Leistung erfaßt wird. Beim Bonner X–Band–Radar
kann das Beamblocking besonders deutlich im su¨do¨stlichen Bildbereich beobachtet
werden. Aufgrund der Breite dieser sogenannten ,,Venusberg–Abschattung” ist eine
Korrektur nicht mo¨glich, was bei quantitativen Interpretationen beru¨cksichtigt wer-
den muß. In diesem Bereich befindet sich allerdings nur eine Bodenmeßstation, die
Wippe Nr. 21 des Stationsclusters I, vgl. auch Abbildung 2.2, oben. Einige weitere
Radarstrahlen (1◦, 49◦, 50◦ und 149◦), die regelma¨ßig durch Abschattungseffekte
hervortreten, werden aus jedem Radarscan eliminiert.
Sind bei einem Niederschlagsereignis sowohl Wassertropfen als auch Eiskristalle be-
teiligt, kann es vorkommen, daß die Eiskristalle eine ringfo¨rmige Struktur stark
erho¨hter Reflektivita¨ten in den Radardaten erzeugen, wenn sie die 0◦–Isotherme
durchfallen haben und von außen nach innen zu schmelzen beginnen. Diese Erschei-
nung wird als ,,Bright Band” (Helles Band) bezeichnet. Der Grund hierfu¨r ist, daß
die Eisteilchen zwar noch den Durchmesser von Schneeflocken besitzen, aber wegen
der a¨ußeren Wasserschicht bereits wie Wassertropfen reflektieren (Eisteilchen weisen
bei gleicher Geometrie aufgrund unterschiedlicher Dielektrizita¨tskonstanten norma-
lerweise deutlich geringere Ru¨ckstreuquerschnitte als Regentropfen auf). Grimba-
cher (2001) [39] beobachtete fu¨r die Radardaten der Jahre 1998 und 1999 ausschließ-
lich in den Monaten Oktober bis April Erscheinungen des Brightbands, so daß die
in der vorliegenden Arbeit herangezogenen Radardaten der Sommermonate Juni bis
September als Brightband–frei betrachtet werden ko¨nnen.
3.2.6 Biaskorrektur
Das Pru¨fmaß ,,Bias” beschreibt den sogenannten systematischen Fehler, eine grund-
sa¨tzliche Verzerrung (engl. bias: schief, schra¨g) zwischen Prognose und Wirklichkeit
(vgl. Balzer et al. 1998 [5]). Er berechnet sich wie folgt:
Bias =
1
N
·
N∑
j=1
(P jr (xi, yi)− P jg (xi, yi)) (3.4)
Hierbei sind P jr die Radarmessung und P
j
g die Stationsmessung zum Zeitpunkt j
am Gitterpunkt (xi, yi) sowie N die Anzahl der Messungen. Systematische Fehler
tendieren mit wachsender Zahl der Beobachtungen nicht — wie es bei zufa¨lligen
Fehlern der Fall ist — zum gegenseitigen Ausgleich und sollten nach Mo¨glichkeit eli-
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miniert werden. Liegt keine Verzerrung vor, so ist die Scha¨tzfunktion erwartungstreu
(unbiased), eine Bedingung, die auch vom SOA–Verfahren gefordert wird (siehe Ka-
pitel 5). Aus diesem Grund wird im folgenden versucht, den systematischen Fehler
in Form einer Unter- oder U¨berscha¨tzung der Radarniederschlagswerte zu bestim-
men. Dazu wird fu¨r alle acht Monate der Radarniederschlag mit den Werten der
Stationswippen verglichen und der Bias als Mittelwert u¨ber die Zeit fu¨r jede Station
bestimmt; fu¨r beide Stationscluster werden als Ausgangsbasis hierzu die Tagessum-
men herangezogen. Aus allen Stationswerten, die eine Mindestkorrelation von 0.5
zu den Radarwerten nicht unterschreiten, wird schließlich der mittlere Biasfaktor
berechnet. Die eigentliche Korrektur der Radardaten erfolgt u¨ber eine pixelweise
Multiplikation mit dem mittleren Korrekturfaktor f , der sich u¨ber
1
N
·
N∑
j=1
(P jg (xi, yi)− fi · P jr (xi, yi)) = 0
aus
fi =
N∑
j=1
P jg (xi, yi)/
N∑
j=1
P jr (xi, yi) (3.5)
und
f =
1
K
K∑
i=1
fi (3.6)
berechnet, wobei K die Anzahl der Stationen ist. Auf diese Weise werden eventuelle
negative Niederschlagswerte vermieden. Somit ergibt sich fu¨r die Z–R–Beziehung
von Marshall et al. (1955) [59] ein Korrekturfaktor f von 0.8 und fu¨r die Z–R–
Beziehung von Fujiwara (1965) [35] ein Korrekturfaktor von 1.3.
Die Biaskorrektur ist eigentlich eine Korrektur des Vorfaktors a der Z–R–Beziehung
(zur Wichtigkeit einer solchen Korrektur siehe auch Ulbrich & Lee (1999) [92]).
Durch den auf Pr anzuwendenden Korrekturfaktor f ergeben sich mit
a′ =
a
f b
(3.7)
fu¨r die beiden Z–R–Beziehungen folgende angeeichte Werte a′ fu¨r den Vorfaktor a:
Marshall et al. (1955): a = 200 a′ = 286
Fujiwara (1965): a = 450 a′ = 307
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Prinzipiell la¨ßt sich der Biaskorrekturfaktor auch fu¨r ku¨rzere Zeitreihen berechnen.
In Tabelle 3.7 sind, exemplarisch fu¨r den August 1999, das Verha¨ltnis V zwischen
Radar- und Stationsniederschlag, der Korrelationskoeffizient ρ zwischen Radar- und
Stationsniederschlag sowie der Korrekturfaktor fi fu¨r alle in diesem Monat verfu¨gba-
ren Stationen dargestellt. Durch die Biaskorrektur wird das Verha¨ltnis zwischen
Radar- und Stationsniederschlag verbessert, wobei die bereits sehr hohen Korrela-
tionskoeffizienten nicht vera¨ndert werden. Die Mittel von V , ρ und fi u¨ber alle
Stationen ergeben in diesem Monat fu¨r die beiden Z–R–Beziehungen die Werte in
Tabelle 3.6.
V ρ f
Marshall et al. (1955) 1.28 0.88 0.81
Fujiwara (1965) 0.81 0.87 1.29
Tabelle 3.6: Mittlere Kenngro¨ßen fu¨r die angeeichten Z–R–Beziehungen fu¨r den
August 1999: das Verha¨ltnis V zwischen Radar- und Stationsniederschlag, der Kor-
relationskoeffizient ρ sowie der Biaskorrekturfaktor f .
Werden die Korrekturfaktoren fu¨r jeden Monat einzeln berechnet, liegen sie nicht
in jedem Monat so nahe bei dem Wert f , der im Mittel u¨ber alle acht Monate be-
stimmt wurde, sondern weisen eine mehr oder weniger starke Variation von bis zu
60 Prozent auf. Dennoch erscheint es sinnvoll, die Biaskorrektur nicht fu¨r kleinere
Zeitabschnitte getrennt anzuwenden, da an dieser Stelle nur eine Art Gera¨tekorrek-
tur erfolgt. Die eigentliche Aneichung der Radardaten an die Stationsdaten erfolgt
spa¨ter (siehe Kapitel 5).
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Marshall et al. (1955)
Nr. Pg Pr V ρ fi
(mm) (mm)
Cluster I
1 62.0 67.2 1.08 0.97 0.92
2 115.1 93.1 0.81 0.97 1.24
3 84.1 99.3 1.18 0.84 0.85
8 47.7 64.0 1.34 0.98 0.75
9 44.5 66.9 1.50 0.95 0.67
10 34.8 52.3 1.50 0.99 0.67
11 40.7 50.2 1.23 0.93 0.81
12 31.3 45.6 1.46 0.80 0.69
13 48.9 49.4 1.01 0.87 0.99
14 42.3 42.3 1.00 0.93 1.00
15 38.5 40.8 1.06 0.96 0.94
16 33.0 49.3 1.50 0.83 0.67
18 51.3 57.4 1.12 0.83 0.89
19 50.4 56.9 1.13 0.87 0.89
20 49.7 68.0 1.37 0.87 0.73
21 58.9 56.7 0.96 0.94 1.04
Cluster II
1 58.8 84.9 1.44 0.93 0.75
2 69.0 85.0 1.23 0.91 0.81
3 65.5 86.6 1.32 0.89 0.76
4 69.7 99.6 1.43 0.98 0.70
5 84.3 98.6 1.17 0.95 0.85
6 66.0 95.4 1.45 0.82 0.69
7 86.8 85.0 0.98 0.79 1.02
8 85.7 92.0 1.07 0.95 0.93
9 75.0 98.7 1.32 0.72 0.76
10 75.1 97.0 1.29 0.81 0.77
11 89.9 97.3 1.08 0.89 0.92
12 77.3 103.6 1.34 0.84 0.75
13 49.2 97.0 1.97 0.63 0.51
14 65.2 76.1 1.17 0.82 0.86
15 57.0 77.3 1.36 0.92 0.74
16 41.6 64.3 1.55 0.94 0.65
17 71.7 81.0 1.13 0.84 0.89
18 36.8 57.7 1.39 0.89 0.64
19 38.8 53.9 1.57 0.86 0.72
20 35.8 55.3 1.54 0.86 0.65
21 85.2 99.3 1.16 0.92 0.86
Fujiwara (1965)
Pg Pr V ρ fi
(mm) (mm)
62.0 40.9 0.66 0.96 1.52
115.1 61.1 0.53 0.98 1.88
84.1 65.5 0.78 0.80 1.28
47.7 40.7 0.85 0.98 1.17
44.5 42.9 0.96 0.96 1.04
34.8 31.3 0.90 0.99 1.11
40.7 29.9 0.73 0.92 1.36
31.3 28.2 0.90 0.74 1.11
48.9 29.6 0.61 0.86 1.65
42.3 24.9 0.59 0.95 1.70
38.5 24.7 0.64 0.96 1.56
33.0 31.1 0.94 0.78 1.06
51.3 36.2 0.71 0.82 1.42
50.4 36.7 0.73 0.88 1.37
49.7 44.5 0.90 0.83 1.12
58.9 37.3 0.63 0.93 1.58
58.8 55.5 0.94 0.94 1.15
69.0 49.8 0.72 0.90 1.39
65.5 54.4 0.83 0.91 1.20
69.7 67.6 0.97 0.97 1.03
84.3 64.2 0.76 0.95 1.31
66.0 59.4 0.90 0.80 1.11
86.8 49.8 0.57 0.81 1.74
85.7 56.1 0.65 0.96 1.53
75.0 60.2 0.80 0.74 1.25
75.1 59.8 0.80 0.82 1.26
89.9 62.5 0.70 0.87 1.44
77.3 67.4 0.87 0.82 1.15
49.2 63.6 1.29 0.58 0.77
65.2 51.1 0.78 0.79 1.28
57.0 49.7 0.87 0.91 1.15
41.6 41.1 0.99 0.93 1.01
71.7 54.2 0.76 0.80 1.32
36.8 35.6 0.97 0.88 1.03
38.8 34.2 0.88 0.87 1.13
35.8 35.6 0.99 0.83 1.01
85.2 65.5 0.77 0.90 1.30
Tabelle 3.7: Niederschlagssumme der Stationsmessung Pg sowie der Radarmessung
Pr, Verha¨ltnis V zwischen Radar- und Stationsmessung, Korrelation ρ zwischen
Radar- und Stationsmessung sowie Korrekturfaktor fi, berechnet fu¨r den gesamten
August 1999, jeweils ausgehend von Tagessummen fu¨r zwei unterschiedliche Z–R–
Beziehungen.
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3.2.7 Bildung von Niederschlagssummen
Die zeitliche Integration der berechneten Niederschlagsintensita¨ten wird zum einen
fu¨r den Vergleich mit Stationsdaten geringerer zeitlicher Auflo¨sung (Tagessummen)
und zum anderen fu¨r das in Kapitel 5 beschriebene SOA–Verfahren beno¨tigt. Hierzu
ist es erforderlich, die Intensita¨ten der einzelnen Azimutscans zuna¨chst auf Stunden-
summen und diese dann jeweils zu Tagessummen zu akkumulieren. Hierzu mu¨ssen
die Pixelwerte mit der zeitlichen Auflo¨sung der Scans (in h) multipliziert werden,
um sie von Niederschlagsraten (mm/h) in Niederschlagsho¨hen (mm) umzurechnen.
Die zeitlichen Absta¨nde der zur Verfu¨gung stehenden Scans sind jedoch nicht immer
a¨quidistant. Drei Fa¨lle mu¨ssen unterschieden werden:
1. Juni bis September 1998:
1:08 Uhr, 1:21 Uhr, 1:38 Uhr, 1:51 Uhr, usw. (4 Azimutscans pro Stunde, 96
Azimutscans pro Tag)
2. Juni 1999:
1:03 Uhr, 1:13 Uhr, 1:21 Uhr, 1:33 Uhr, 1:43 Uhr, 1:51 Uhr, usw. (6 Azimuts-
cans pro Stunde, 144 Azimutscans pro Tag)
3. Juli bis September 1999:
1:01 Uhr, 1:06 Uhr, 1:11 Uhr, 1:16 Uhr, 1:21 Uhr, 1:26 Uhr, 1:31 Uhr, 1:36 Uhr,
1:41 Uhr, 1:46 Uhr, 1:51 Uhr, 1:56 Uhr, usw. (12 Azimutscans pro Stunde, 288
Azimutscans pro Tag)
Bei gro¨ßeren Zeitabsta¨nden werden zur Bildung von Stundensummen zusa¨tzlich zu
jeder Stunde der jeweils vorherige und nachfolgende Azimutscan herangezogen. Im
Jahr 1998 werden somit beispielsweise die Scans zwischen 0:51 Uhr und 1:08 Uhr
bzw. zwischen 1:51 Uhr und 2:08 Uhr auf 8 bzw. 9 Minuten aufgeteilt, so daß sich
mit den restlichen Scan–Intervallen von 2 × 13 und 1 × 17 Minuten wieder 60 Mi-
nuten ergeben. Aus den 24 Stundensummen werden schließlich durch Akkumulation
Tagessummen erzeugt.
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3.3 Meteosat–Daten
Um zwischen den ausgestrahlten Radianzen und den von Meteosat gemessenen 256
Digitalwerten (Counts) einen funktionalen Zusammenhang aufstellen zu ko¨nnen, ist
eine entsprechende Kalibrierung der Kana¨le erforderlich.
3.3.1 Kalibrierung des IR–Kanals
Der IR–Kanal liegt mit seinem Spektralbereich in einem atmospha¨rischen Wasser-
dampffenster im mittleren Infrarot–Bereich und damit im Bereich der terrestrischen
Wa¨rmestrahlung. Die vom Sensor aufgenommene Energie kann als Repra¨sentativ-
wert fu¨r die Oberfla¨chentemperatur der strahlenden Fla¨chen verwendet werden. Die
Kalibrierungsgleichung fu¨r den IR–Spektralbereich lautet
L = α · (C − C0) (3.8)
Es sind dabei L die Radianz (in W · m−2 · sr−1), α der Kalibrierungsfaktor, C der
gemessene Grauwert und C0 der sogenannte ,,Space Count”. Diese Faktoren wer-
den von EUMETSAT in den viertelja¨hrlich erscheinenden ,,Meteosat Calibration
Reports” (vgl. ESOC 1996 [34]) vero¨ffentlicht. Anhand des Planckschen Strah-
lungsgesetzes lassen sich fu¨r den IR–Kanal weiterhin die berechneten Radianzen in
Strahlungsa¨quivalenttemperaturen umrechnen. Die Umrechnung erfolgt mit Hilfe
sogenannter ,,Look–up”–Tabellen, die ebenfalls von EUMETSAT vero¨ffentlicht wer-
den (vgl. ESOC 1991 [33]) und fu¨r die gesamte Lebensdauer des Satelliten Gu¨ltigkeit
besitzen.
3.3.2 Kalibrierung des VIS–Kanals
Der VIS–Kanal liegt mit seinem Spektralbereich hauptsa¨chlich im Bereich des so-
laren Spektrums. Die am Satelliten empfangenen Meßsignale ko¨nnen als direktes
Abbild des an der Erdoberfla¨che und an Wolken in der Atmospha¨re reflektierten Son-
nenlichts angesehen werden. Zur physikalischen Interpretation der Meteosat–Daten
im Spektralbereich des VIS–Kanals ist eine Umrechnung der digitalen Grauwerte in
Reflektionsfaktoren notwendig. Die Parameter zur Bestimmung der Kalibrierungs-
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gleichung (3.8) wurden Kriebel et al. (1996) [54] entnommen, da die Kalibrierung
des VIS–Kanals von EUMETSAT nicht operationell durchgefu¨hrt wird. Der Reflek-
tionsfaktor Fr berechnet sich u¨ber
Fr =
pi · L
ν · E (3.9)
wobei ν den Cosinus des Sonnenzenitwinkels und E die ungefilterte solare Bestrah-
lungssta¨rke fu¨r den Spektralbereich 0.4 bis 1.05 µm darstellen. Die Bestimmung von
E erfolgt mit Hilfe der bei Thekaekara (1974) [87] in tabellarischer Form vorliegen-
den Strahlungswerte. Fu¨r eine detaillierte Beschreibung der Umrechnungen sei auf
Heuel (1996) [44] verwiesen.
3.3.3 Georeferenzierung
Die Georeferenzierung der Meteosatpixel erfolgt mit der sogenannten Bahnparame-
termethode, welche aus der festen Position und den Abtasteigenschaften der Scan-
ner die geographischen Koordinaten direkt fu¨r jedes Bildelement berechnet. Hierfu¨r
wird ein Programm benutzt, das von EUMETSAT operationell zur Transformation
verwendet und Anwendern zur Verfu¨gung gestellt wird. Die Transformationsroutine
bezieht sich allerdings auf das sogenannte Full Disk Format. Da es sich bei den
vorliegenden Daten nur um einen Ausschnitt aus der Full Disk handelt, mu¨ssen die
Eckpunkte der Bildausschnitte vor der pixelweisen Anwendung der Transformations-
gleichungen zur Festlegung der Startposition bekannt sein. Bei den Meteosat–Daten
von Juli und August 1996 (IR) werden folgende Bildausschnitte verwendet: Zeile
2001 (Su¨d) bis Zeile 2460 (Nord) = 459 Zeilen sowie Spalte 713 (Ost) bis Spalte
1660 (West) = 947 Pixel.
Kapitel 4
Erweiterte Verfahren zur
Radardatenaufbereitung
In diesem Kapitel werden einige erweiterte Verfahren zur Radardatenaufbereitung
vorgestellt. Dies sind eine Clutterkorrektur durch U¨berlagerung mit Meteosat–
Daten, ein automatisches Trennverfahren zwischen konvektiven und stratiformen
Niederschlagsereignissen, zwei Verfahren zur Ableitung von Z–R–Beziehungen und
eine Advektionskorrektur zur zeitlichen Akkumulation von Radarscans.
4.1 Clutterkorrektur mit Meteosat–Daten
Der im folgenden beschriebene Algorithmus zur Clutterfilterung mit Meteosat–
Daten (vgl. auch Heuel & Heinemann 1999 [45]) wird in der vorliegenden Arbeit
als gesonderte Fallstudie betrachtet, jedoch nicht in die weitere operationelle Be-
stimmung von Gebietsniederschla¨gen mit einbezogen. Er ist nicht als Alternative,
sondern als Erga¨nzung zu den Standardverfahren der Clutterkorrektur zu sehen.
Es erscheint sinnvoll, alle verfu¨gbaren Informationsquellen, die die Genauigkeit der
Radardaten erho¨hen ko¨nnen, auch nutzbar zu machen. Vor diesem Hintergrund wer-
den die Meteosat–Daten einem Wolkenerkennungsalgorithmus unterzogen und auf
die ra¨umliche Auflo¨sung der Radardaten rektifiziert. Bei einer geometrischen U¨ber-
lagerung ko¨nnen falsche Radarsignale, die in wolkenfreien Meteosatgebieten liegen,
erkannt werden.
A¨hnliche Studien fu¨hren beispielsweise Pamment & Conway (1998) [67], Levizzani
et al. (1997) [56] oder Nu´n˜ez & Serda´n(1996) [64] durch. Im Unterschied zu diesen
48
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Arbeiten wird hier kein Niederschlags–Algorithmus auf die Satellitendaten ange-
wandt, wie beispielsweise in der bekannten Technik nach Adler & Negri (1988) [1],
oder Pixel mit Regenwahrscheinlichkeiten bzw. Trockenheitsindizes belegt, sondern
es werden lediglich Wolkenmasken erstellt. Damit soll gewa¨hrleistet werden, daß bei
einer wolkenfreien Pixelidentifikation im Meteosatbild kein Niederschlag im Radar-
scan zu erwarten ist. Zusa¨tzlich wird der geometrische Versatz bei hohen Wolken in
den Satellitendaten beru¨cksichtigt.
4.1.1 Verfahrensablauf
Einen Gesamtu¨berblick u¨ber den Ablauf des Verfahrens gibt Abbildung 4.1. Die
einzelnen Arbeitsschritte werden im folgenden jeweils kurz erla¨utert.
Im ersten Schritt werden aus den Meteosat–Daten Wolkenmasken erstellt. Dies soll-
te mo¨glichst nur mit den Daten des VIS–Kanals erfolgen, da diese eine doppelt so
hohe ra¨umliche Auflo¨sung wie die Daten des IR–Kanals aufweisen. Allerdings sind
die Daten des visuellen Kanals wegen ihrer Beleuchtungsabha¨ngigkeit nicht zu allen
Zeitpunkten verfu¨gbar, so daß nachts auf die Daten des IR–Kanals zuru¨ckgegrif-
fen werden muß. Im VIS–Kanal erfolgt die Wolkenmaskierung durch eine einfache
Schwellwertmethode (vgl. auch Porcu` & Levizzani 1992 [71]). Die Schwellwerte zur
Maskierung werden aus Grauwert–Histogrammen bestimmt, die fu¨r jeden Zeitpunkt
einzeln erstellt werden. Im IR–Kanal erfolgt die Wolkenmaskierung mittels einer
dynamischen Schwellwertmethode nach Perrone et al. (1985) [70]. Hierzu werden
zuna¨chst in einer zweiwo¨chigen Reihe aus allen 48 Zeitpunkten eines Tages, an de-
nen ein Meteosatbild verfu¨gbar ist, sogenannte Maximum–Temperaturdaten erstellt.
Dann wird jeder aktuelle IR–Scan von dem zeitlich entsprechenden Maximumsbild
subtrahiert. Ist die sich ergebende Temperatur kleiner als ein vorgegebener Schwell-
wert (hier: 10 K), wird das betrachtete Pixel als wolkenfrei angesehen, anderenfalls
ist es bewo¨lkt.
Im zweiten Schritt erfolgt eine Korrektur des Wolkenversatzes in den Satellitendaten.
Abha¨ngig von der Ho¨he der Wolkenoberfla¨che tritt mit wachsender Entfernung vom
Subsatellitenpunkt ein immer gro¨ßerer Fehler in der Zuordnung der geographischen
Position der Wolke auf, indem sie einer weiteren Entfernung vom Subsatellitenpunkt
zugeordnet wird, als es ihrer wahren Position entspricht (Tabelle 4.1).
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der Radardaten
Überlagerung der
Radardaten mit den 
Meteosat-Daten
Eliminierung
der
Clutterpixel
Radardaten
Histogramm-Methode
(VIS-Kanal)
Dynamische 
Schwellwertmethode 
(IR-Kanal)
Erstellung
von 
Wolkenmasken
Meteosat-Daten
VIS-Kanal
verfügbar?
Ja
Nein
Abbildung 4.1: U¨berblick u¨ber den Verfahrensablauf zur Clutterfilterung mittels
U¨berlagerung mit Meteosat–Daten.
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ψ=0◦ ψ=10◦ ψ=20◦ Richtung
φ=45◦ 15.8 15.9 16.1 N/S
0.0 4.0 8.3 O/W
φ=50◦ 19.4 19.5 19.8 N/S
0.0 4.5 9.4 O/W
φ=55◦ 24.1 24.2 24.7 N/S
0.0 5.2 10.9 O/W
Tabelle 4.1: Mißpositionierung eines Meteosatpixels in km bei einer Wolkenho¨he
von 12.5 km, vgl. Eriksson (1987) [32].
ψ=0◦ ψ=10◦ ψ=20◦ Richtung
φ=45◦ 8.6 8.6 8.7 N/S
5.6 6.1 6.6 O/W
φ=50◦ 9.9 10.0 10.1 N/S
5.8 6.4 6.9 O/W
φ=55◦ 11.8 11.9 12.1 N/S
6.0 6.8 7.4 O/W
Tabelle 4.2: Auflo¨sung eines Meteosatpixels in Abha¨ngigkeit von der geographischen
Position bei einem gegebenen O¨ffnungswinkel der Aufnahme von 0.008◦ sowie einer
Flugho¨he von 35 800 km, vgl. Scholl (1991) [82].
Betrachtet man desweiteren die Auflo¨sung der Meteosatpixel (in km) in Abha¨ngig-
keit von der geographischen Position (Tabelle 4.2), kann eine erste Fehlerabscha¨tzung
erfolgen. Fu¨r den interessierenden Bereich um 50◦N und 6◦O ist eine Verschiebung
von maximal 2 Pixeln zur Korrektur des gro¨ßtmo¨glich vorkommenden Wolkenversat-
zes ausreichend. Um den Versatz im einzelnen fu¨r jedes Pixel berechnen zu ko¨nnen,
werden folgende Arbeitsschritte durchgefu¨hrt: Zuna¨chst wird ein Referenzbild er-
stellt, das jedem Pixel eine Wolkenho¨he als Funktion der Temperatur zuordnet. Hier-
zu werden zuvor aus dem vom DWD herausgegebenen europa¨ischen Wetterbericht
(vgl. DWD 1996 [21]) fu¨r den betrachteten Zeitraum die tabellarisch vorliegenden
Radiosonden–Meßwerte (Station Essen) interpoliert und mittels Polynomregression
ein funktionaler Zusammenhang zwischen Temperatur und geometrischer Ho¨he be-
rechnet. Daraufhin wird ein zweites Referenzbild erstellt, das jedem Pixel einen
Versatz (sowohl in N–S als auch in O–W–Richtung) als Funktion der Wolkenho¨he
zuordnet. Hierzu erfolgt zuna¨chst eine erneute Geokorrektur, jetzt aber mit pixel-
weise vera¨nderten Werten fu¨r den Erdradius re und der Flugho¨he hf in der Weise
re = re + hf und hf = hf − hw, wobei hw die Wolkenho¨he ist. Der durch eine
bestimmte Wolkenho¨he verursachte Versatz in der Zuordnung der geographischen
Position la¨ßt sich nun durch Differenzbildung mit den Koordinaten eines mit kon-
stant vorgegebenen Werten fu¨r re und hf erstellten geokorrigierten Bildes ermitteln.
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Hierbei wird fu¨r re = 6 370 km und fu¨r hf = 35 800 km gewa¨hlt. Schließlich
wird noch die geometrische Auflo¨sung der Meteosatpixel aus den N/S und O/W–
Differenzen der Koordinaten benachbarter Pixel berechnet (vgl. Heuel (1996) [44]).
Die Verschiebung der Pixelinformation (Temperaturwert) erfolgt, wenn der berech-
nete Versatz jeweils die Ha¨lfte der Kantenla¨nge eines Meteosatpixels u¨berschreitet.
Der Pixelwert an der urspru¨nglichen Position wird dabei auf Null gesetzt. Da fu¨r den
VIS–Kanal keine Temperaturinformation zur Verfu¨gung steht, wird der aus den IR–
Daten berechnete Pixelversatz analog auf die ra¨umlich doppelt so hoch aufgelo¨sten
VIS–Daten u¨bertragen.
Im dritten Schritt werden die Meteosat–Daten auf die ra¨umliche Auflo¨sung der Ra-
dardaten rektifiziert. Hierbei kommt es durch die U¨bertragung der Grauwertinfor-
mation vom Input- ins Outputbild zu einer Neuordnung der Bildmatrix. Das ange-
wandte Resamplingverfahren beruht auf der ,,Nearest–Neighbour–Methode”. Diese
hat den Vorteil, daß es zu keiner Mittelung der Pixelwerte kommt, die urspru¨nglichen
Werte werden also nicht vera¨ndert. Allerdings ko¨nnen sich die Objektstrukturen
verschieben.
Im vierten Schritt schließlich werden die beiden Bildmatrizen u¨berlagert. Liegen
beide Bilder in gleicher ra¨umlicher Auflo¨sung vor, kann dies mittels einer einfachen
Additionsroutine erfolgen. Es ist sinnvoll, auch die Radardaten zuvor mit einer
Maske zu hinterlegen, um die Pixelattribute auf die Information ,,mit Radarecho”
bzw. ,,ohne Radarecho” zu reduzieren. Ergeben sich nach erfolgter Bildu¨berlagerung
Bereiche, in denen die Radardaten Echosignale zeigen, aber in den Meteosat–Daten
wolkenfreie Pixel klassifiziert werden, wird von Falschsignalen in den Radardaten
ausgegangen, die als Clutter eliminiert werden ko¨nnen. Beispielhaft sind in Tabel-
le 4.3 und 4.4 die mo¨glichen Kombinationen der Pixelwerte und deren Kodierung
dargestellt.
Eine anna¨hernd zeitgleiche U¨berlagerung kann aufgrund der zeitlichen Auflo¨sung
von Meteosat nur alle 30 Minuten erfolgen. Da Meteosat den interessierenden Be-
reich bei 50◦ N circa 7 Minuten fru¨her erfaßt, als es der in jeder halben Stunde
angegebenen Endzeit eines Scans entspricht, sind jeweils die Azimutscans von 23
und 53 Minuten nach jeder vollen Stunde am geeignetsten fu¨r die U¨berlagerung.
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Meteosat Bewo¨lkt Wolkenfrei
2 4
X–Band–Radar mit Radarecho ohne Radarecho
5 6
Tabelle 4.3: Pixelkodierung in den Meteosat- und Radardaten vor der U¨berlagerung.
mit Radarecho ohne Radarecho
Wolkenfrei 9 10
Bewo¨lkt 7 8
Tabelle 4.4: Pixelkodierung in den Meteosat- und Radardaten nach der U¨berlage-
rung.
4.1.2 Fallstudien und Ausblick
Beispielhaft sei das beschriebene Verfahren an zwei Fallstudien vom 21.8.96 und
29.7.96 demonstriert. Am 21. August entwickelten sich an einer Kaltfrontokklu-
sion heftige Schauer und Gewitter mit Niederschlagssummen von 90 mm in Bonn–
Friesdorf; am 29. Juli brachte ein Ho¨hentrog von Nordwestfrankreich her in großen
Teilen Deutschlands Schauer und Gewitter (das sogenannte ,,Nu¨rnberger Hagelun-
wetter”, vgl. auch Berliner Wetterkarte 1996 [9]). Die Radardaten weisen fu¨r das
Jahr 1996 noch ein anderes Format auf als diejenigen nach der Modernisierung des
Bonner Radars im Jahr 1997. Die ra¨umliche Auflo¨sung betra¨gt auch hier 1 × 1 km2,
es wird jedoch nicht der gesamte Umkreis von 50 km, sondern nur der nordo¨stliche
Bildsektor erfaßt.
Im ersten betrachteten Fall (Abbildung 4.2) sind zwei Meteosatbilder des sichtbaren
Spektralbereichs abgebildet, links oben im Original und rechts daneben mit Wol-
kenmaske nach erfolgter Klassifizierung. Etwa in der Bildmitte befindet sich eine
Markierung fu¨r den Bonner Radarstandort. Weiße Pixel bedeuten dabei bewo¨lkte
Fla¨chen, gru¨ne Pixel wolkenfreie Fla¨chen und blaue Pixel Wasser. Darunter abge-
bildet sind die entsprechenden Radarscans, links wiederum im Original, rechts u¨ber-
lagert mit dem klassifizierten Meteosatbild. Niederschlagsbereiche im Radarscan, in
denen im Meteosatbild bewo¨lkte Pixel klassifiziert werden, sind rot eingefa¨rbt, nie-
derschlagsfreie Gebiete blau. Wolken- und niederschlagsfreie Gebiete sind schwarz
und lassen sich in den gru¨nen Strukturen des klassifizierten Meteosatbildes wieder-
finden. Der deutlich erkennbare ,,Leuchtturmstrahl” in den Radardaten ist ein klares
Artefakt der Da¨mpfungskorrektur, das zumindest teilweise durch die im Meteosat-
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bild in diesem Bereich als wolkenfrei klassifizierte Region als Clutter besta¨tigt wird.
Dieser Effekt wird ebenso im zweiten betrachteten Fall (Abbildung 4.3) besta¨tigt.
In diesem Fall wird zur U¨berlagerung das IR–Meteosatbild verwendet, da das VIS–
Bild zur betrachteten Uhrzeit zu dunkel erscheint. Trotz schlechterer ra¨umlicher
Auflo¨sung wird der artefaktische Strahl recht deutlich als Clutter erkannt.
Abbildung 4.4 zeigt einige weitere Beispiele fu¨r U¨berlagerungen mit klassifizierten
VIS–Bildern des gleichen Tages. Hierbei werden vor allem sich am Bildrand befin-
dende isolierte Pixelcluster als Clutter klassifiziert, was durchaus realistisch scheint.
Die betrachteten Fallstudien zeigen, daß das vorgestellte Verfahren trotz vorhande-
ner Schwierigkeiten mit den unterschiedlichen ra¨umlichen und zeitlichen Skalen und
der Wolkenmaskierung erfolgversprechend ist. Dies ist insbesondere im Hinblick auf
die Mo¨glichkeiten der erst ku¨rzlich gestarteten MSG (Meteosat Second Generation)
zu sehen. Diese neue Satellitengeneration bringt insbesondere fu¨r die kurzfristi-
ge Wetterprognose grundlegende Verbesserungen mit sich. Die MSG–Satelliten sind
mit dem SEVIRI- (Spinning Enhanced Visible and Infrared Imager) Radiometer aus-
gestattet, das multispektrale Daten in 12 Kana¨len mit einer ra¨umlichen Auflo¨sung
von 3 × 3 km im Nadir liefert. Somit sind ku¨nftig alle AVHRR–Kana¨le (Advanced
Very High Resolution Radiometer) der polnah umlaufenden NOAA–Satellitenserie
(NOAA = National Oceanic and Atmospheric Administration) mit der verbesserten
zeitlichen Auflo¨sung geostationa¨rer Satelliten verfu¨gbar, was sowohl hinsichtlich der
U¨berlagerung der Bildmatrizen als auch der Klassifizierungsmo¨glichkeiten eindeutige
Verbesserungen mit sich bringt.
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Abbildung 4.2: Fallbeispiel fu¨r die Clutterfilterung am 21. August 1996. Oben links:
VIS–Meteosatbild (Original) von 15:30 MEZ, oben rechts: VIS–Meteosatbild (klassi-
fiziert) von 15:30 MEZ, unten links: X–Band–Azimutscan (Original) von 15:53 MEZ,
unten rechts: X–Band–Azimutscan mit klassifiziertem VIS–Meteosatbild u¨berlagert.
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Abbildung 4.3: Fallbeispiel fu¨r die Clutterfilterung am 29. Juli 1996. Links: X–
Band–Azimutscan von 20:53 MEZ mit klassifiziertem IR–Meteosatbild u¨berlagert,
rechts: X–Band–Azimutscan (Original) von 20:53 MEZ nach Cluttereliminierung
(Legende vgl. Abb. 4.2).
Abbildung 4.4: Fallbeispiel fu¨r die Clutterfilterung am 29. Juli 1996. Gezeigt sind
X–Band–Azimutscans von 13:23 MEZ (links oben), 13:53 MEZ (rechts oben), 14:23
MEZ (links unten) sowie 16:23 MEZ (rechts unten), jeweils mit klassifiziertem VIS–
Meteosatbild u¨berlagert (Legende vgl. Abb. 4.2).
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4.2 Trennung zwischen konvektiven und stratifor-
men Niederschlagsereignissen
Unterschiedliche Regentropfenspektren, deren Auspra¨gungen insbesondere von der
jeweiligen geographischen Lage, der Jahreszeit, dem Niederschlagstyp und dem Le-
benszyklus der Wolke abha¨ngen, fu¨hren zu Unter- oder U¨berscha¨tzungen des Nieder-
schlags, wenn fu¨r alle Niederschlagsereignisse eine einheitliche Z–R–Beziehung zur
Umrechnung der Radarreflektivita¨t verwendet wird. Bei der ausschließlichen Ver-
wendung einer mittleren Z–R–Beziehung ko¨nnen sich nach Doelling et al. (1998) [27]
Abweichungen von der realen Niederschlagsho¨he um das fu¨nf- bis achtfache ergeben.
Um diesen Fehler zu verringern, werden ha¨ufig konvektive von nicht konvektiven
(stratiformen) Niederschlagsereignissen unterschieden, da sich bei diesen beiden Nie-
derschlagstypen die Tropfenspektren besonders stark unterscheiden (vgl. zum Bei-
spiel Tokay & Short 1996 [89] oder Houze 1993 [46]). In der vorliegenden Arbeit wird
zu diesem Zweck der bisher einheitlich verwandten mittleren Z–R–Beziehung fu¨r
stratiforme Fa¨lle von Marshall et al. (1955) [59] (Z = 200R1.60) eine Z–R–Beziehung
fu¨r konvektive Niederschlagsereignisse von Fujiwara (1965) [35] (Z = 450R1.46) ge-
genu¨bergestellt.
Konvektiver Niederschlag ist durch eine hohe ra¨umliche und zeitliche Variabilita¨t
gekennzeichnet. Wa¨hrend eines kurzen Zeitraums kommt es zu hohen Niederschlags-
intensita¨ten. Besonders in den Sommermonaten bilden sich zudem — vornehmlich
in den spa¨ten Nachmittagsstunden und am Abend — ha¨ufig Gewitterwolken (Cumu-
lonimben). Das Niederschlagsgebiet ist dabei oft lokal sehr begrenzt, jedoch geho¨ren
neben diesen als Einzelzellen bezeichneten Gewittern auch Multi- und Superzellen
sowie Front- und Liniengewitter zu den konvektiven Niederschlagssystemen, deren
Ausdehnung wesentlich gro¨ßer sein kann und die eine ho¨here Lebensdauer aufweisen
(vgl. auch Wallace & Hobbs 1977 [94] oder Jaeneke 1995 [49]). Wa¨hrend konvekti-
ve Niederschlagssysteme an vertikale Luftbewegungen (Konvektion) gebunden sind,
entstehen stratiforme Niederschlagssysteme durch vorwiegend großra¨umige Aufgleit-
vorga¨nge. Stratiforme Niederschla¨ge sind die Folge von großra¨umigen Hebungspro-
zessen und ha¨ufig verbunden mit dem Frontensystem (Warmfronten) von Tiefdruck-
gebieten. Die fu¨r diese Niederschla¨ge typische Schichtbewo¨lkung (Stratus) hat meist
nur eine geringe vertikale Erstreckung.
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In den Radardaten ko¨nnen konvektive Niederschlagssysteme durch ihre charakte-
ristische Zellstruktur, einen starken horizontalen Gradienten sowie ihre hohen Re-
flektivita¨ten relativ gut erkannt werden. Wegen der Gro¨ße der Tropfen (zwischen
1 und 5 mm) sind Reflektivita¨ten zwischen 30 und 50 dBZ (bei Vorkommen von
Hagel sogar noch ho¨her) typisch. Sichtbarstes Zeichen fu¨r stratiforme Niederschla¨ge
in den Radardaten ist das großfla¨chige gleichfo¨rmige Niederschlagsgebiet, verbunden
mit moderaten Reflektivita¨ten (< 30 dBZ) (vgl. Raghavan 2003 [73]).
Viele Klassifizierungsverfahren nutzen diese Information, um aus der Struktur der
Radarreflektivita¨ten den Niederschlagstyp bestimmen zu ko¨nnen, vgl. zum Beispiel
DWD (2001) [26], Biggerstaff & Listemaa (2000) [13] oder Steiner et al. (1995) [86].
Das in der vorliegenden Arbeit zur automatischen Trennung konvektiver und strati-
former Niederschlagsereignisse angewandte Verfahren wird spa¨ter bei der Struktur-
analyse im Rahmen des SOA–Verfahrens (siehe Kapitel 5) noch einmal herangezo-
gen.
4.2.1 Manuelle Trennung
Um fu¨r die automatisierte Trennung einen Referenzdatensatz zur Verfu¨gung zu ha-
ben, wird zuna¨chst eine manuelle Trennung vorgenommen.
Neben einer visuellen Auswertung der Animation aufeinanderfolgender Azimutscans
wurden hierzu verschiedene Wetterkarten als Klassifizierungshilfsmittel herangezo-
gen (vgl. Berliner Wetterkarte 1998 [10] und 1999 [11] sowie Amtsblatt des Deut-
schen Wetterdienstes, DWD 1998b [23] und DWD 1999b [25]), siehe hierzu auch die
Tabellen B.1 bis B.8 im Anhang. Der Schwerpunkt der Klassifizierung lag darauf,
konvektive Niederschlagsereignisse zu erfassen. Alle anderen Zeitra¨ume, in denen
neben dem ,,klassischen” stratiformen Fall der Niederschlag beispielsweise nach ei-
nem konvektiven Ereignis wieder abklang oder die Niederschlagsintensita¨t generell
sehr gering war, wurden als stratiformer Niederschlag zusammengefaßt und wei-
terhin mit der Z–R–Beziehung von Marshall et al. (1955) [59] umgerechnet. Das
Ergebnis dieser subjektiven Analyse ist in den Tabellen A.1 und A.2 im Anhang
zusammengestellt.
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Abbildung 4.5 (links) zeigt ein Fallbeispiel fu¨r einen Azimutscan vom 10. August
1999 mit konvektivem Niederschlag. An diesem Tag bildeten sich u¨ber mehrere
Stunden hinweg lokal immer wieder einzelne Gewitterzellen aus, die im Rheinland
zum Teil zu großen Niederschlagsmengen fu¨hrten. In Abbildung 4.5 (rechts) ist
ein Beispiel fu¨r ein eher stratiformes Niederschlagsereignis vom 26. August 1999
dargestellt.
Abbildung 4.5: Azimutscan vom 10.8.99, 13:36 Uhr UTC (links) als Beispiel fu¨r
ein konvektives Niederschlagsereignis sowie Azimutscan vom 26.8.99, 6:01 Uhr UTC
(rechts) als Beispiel fu¨r ein stratiformes Niederschlagsereignis.
Um die Auswirkungen der manuell erfolgten Trennung in konvektive und strati-
forme Fa¨lle zu testen, werden die Radarreflektivita¨ten zuna¨chst statisch mit der
Z–R–Beziehung von Marshall et al. (1955) [59] und anschließend dynamisch mit
zwei unterschiedlichen Z–R–Beziehungen (stratiform: Marshall et al. 1955 [59], kon-
vektiv: Fujiwara 1965 [35]) umgerechnet, zu Tagessummen akkumuliert und der sich
ergebende Niederschlag mit den Tagessummenmessungen der Regenwippen vergli-
chen.
Exemplarisch zeigt Abbildung 4.6 (oben) fu¨r den gesamten Monat August 1999 das
Verha¨ltnis des Radarniederschlags zum Stationsniederschlag vor bzw. nach durch-
gefu¨hrter Trennung. Berechnet mit einer einheitlichen Z–R–Beziehung und gemittelt
u¨ber in diesem Fall 37 Stationen, wird der mittlere Tagesniederschlag (nur auf Re-
gentage bezogen) um circa 23% u¨berscha¨tzt, wa¨hrend er sich nach Anwendung von
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Abbildung 4.6: Vergleich von Stations- und Radarniederschlag, berechnet mit einer
statischen Z–R–Beziehung fu¨r stratiforme und konvektive Niederschlagsereignisse
(Marshall et al. 1955, st + kv) bzw. mit 2 manuell getrennten Z–R–Beziehungen
(Marshall et al. 1955, st + Fujiwara 1965, kv) fu¨r den gesamten August 1999. Oben:
Verha¨ltnis von Radar- zu Stationsniederschlag, unten: mittlerer Tagesniederschlag
(nur auf Regentage bezogen).
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zwei, nach stratiformen und konvektiven Niederschlagsereignissen getrennten, Z–R–
Beziehungen den Stationswerten mit einer nur noch leichten U¨berscha¨tzung von circa
4% anna¨hert. Die Korrektur erfolgt dabei fu¨r Stationen mit geringen Niederschlags-
mengen ebenso wie fu¨r Stationen mit hohen Niederschlagsmengen (Abbildung 4.6,
unten).
4.2.2 Automatische Trennung
Obgleich sich beide Niederschlagstypen grundlegend voneinander unterscheiden, ist
die automatisierte Trennung von stratiformem und konvektivem Niederschlag jedoch
nicht immer so einfach. Die in der vorliegenden Arbeit verwendete automatische
Trennung basiert auf einer ra¨umlichen Strukturanalyse der Radardaten, die beim
SOA–Verfahren auf Stundensummenbasis, an dieser Stelle jedoch auf die einzelnen
Azimutscans angewandt wird. Dabei wird die Annahme zugrunde gelegt, daß der
Durchmesser der meisten konvektiven Niederschlagsereignisse geringer ist als der
stratiformer Niederschlagsereignisse. Als geeignetes Instrument dienen hierzu Kor-
relogramme, die fu¨r jeden Azimutscan einzeln erstellt werden. Ein Korrelogramm
stellt einen statistischen Zusammenhang zwischen zwei Variablenwerten und deren
Abstand h her. Eine detaillierte Beschreibung der Korrelogrammerzeugung findet
sich in Kapitel 5.2.1. Die Vorgehensweise a¨hnelt der Erstellung empirischer Vario-
gramme, die in vielen geostatistischen Interpolationsmethoden, wie zum Beispiel
dem Kriging, als Hilfsmittel herangezogen werden (siehe Kapitel 3.1.2).
Abbildung 4.7 (oben) zeigt zwei auf diese Weise erstellte Korrelogramme fu¨r die in
Abbildung 4.5 dargestellten Beispieltage. In diesem Fall sind die beiden Nieder-
schlagstypen aufgrund der deutlich verschiedenen Steigungskoeffizienten der Korre-
logrammkurven gut voneinander unterscheidbar. Die generelle Unterscheidbarkeit
konvektiver bzw. stratiformer Ereignisse mittels einer ra¨umlichen Strukturanalyse
zeigt sich auch in den mittleren Korrelogrammen, die unter Zugrundelegung der
oben erfolgten manuellen Trennung aus zahlreichen (2127) solcher Strukturanalysen
erstellt wurden (Abbildung 4.7, unten).
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Abbildung 4.7: Vergleich von aus Azimutscans erstellten Korrelogrammen fu¨r kon-
vektive und stratiforme Niederschlagsereignisse. Oben: Korrelogramme der Azi-
mutscans von 13:36 Uhr UTC am 10.8.99 (konvektiv) bzw. von 6.01 Uhr UTC am
26.8.99 (stratiform), unten: aus 2127 Azimutscans erstellte mittlere Korrelogramme.
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Um eine automatische Trennung von konvektiven und stratiformen Niederschlagser-
eignissen zu erreichen, werden die aus den Strukturanalysen ermittelten Korrelo-
gramme jeweils an eine Modellkurve der Form ech angepaßt und der Steigungsko-
effizient c als Ha¨ufigkeitshistogramm aufgetragen (Abbildung 4.8). Eine geeignete
Trennung, bei der mit einer Fehlerwahrscheinlichkeit von rund 24 Prozent auf beiden
Seiten die konvektiven von den stratiformen Niederschlagsereignissen unterschieden
werden ko¨nnen, ergibt sich bei c = −0.193.
Restclutter kann selbst bei weitgehend niederschlagsfreien Radardaten in der Struk-
turanalyse hohe negative Steigungskoeffizienten c (sehr niedrige Korrelationen) ver-
ursachen. Da solch steile Steigungen in den Korrelogrammen selbst bei sehr klein-
ra¨umigen konvektiven Zellen nicht realistisch erscheinen, werden Niederschlagsereig-
nisse mit c < −0.7 nicht mit der Z–R–Beziehung fu¨r konvektive Fa¨lle, sondern mit
der fu¨r stratiforme Fa¨lle behandelt.
Das Histogramm zeigt allerdings auch deutlich, daß großra¨umige konvektive Systeme
von stratiformen Ereignissen kaum zu unterscheiden sind. Dennoch erscheint es
sinnvoll, eine Trennung zu versuchen, um den Fehler, der durch eine einheitlich
verwendete Z–R–Beziehung verursacht wird, so gering wie mo¨glich zu halten.
Die exemplarische Anwendung des automatischen Trennverfahrens auf den Monat
August 1999 ergibt eine Anna¨herung des u¨berscha¨tzten mittleren Tagesniederschlags
von circa 23% (ohne Trennung) auf circa 5%, was im Vergleich zur manuell durch-
gefu¨hrten Trennung nur eine Verschlechterung um 1% darstellt.
Abbildung 4.9 veranschaulicht einen Vergleich der Ergebnisse beider Trennverfahren
fu¨r die Radarniederschlagsverteilungen von 5 Tagen im August 1998. Hieran wird
deutlich, daß die automatisierte Methode vor allem bei den U¨bergangsphasen von
einem Niederschlagstyp zum anderen verzo¨gert reagiert, aber prinzipiell die manuelle
Vorgabe recht gut widerspiegelt.
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Abbildung 4.8: Als Histogramm aufgetragene Steigungskoeffizienten fu¨r aus konvek-
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Abbildung 4.9: Vergleich der Niederschlagstyperkennung (st = stratiform, kv =
konvektiv) der manuellen und der automatischen Methode fu¨r den August 1998.
KAPITEL 4. RADARDATENAUFBEREITUNG 65
4.3 Ableitung von Z–R–Beziehungen
Zur Ableitung geeigneter Z–R–Beziehungen bestehen verschiedene Mo¨glichkeiten.
Eine gute U¨bersicht u¨ber die unterschiedlichen Methoden findet sich in Bringi &
Chandrasekar (2001) [17]. Theoretische Ansa¨tze versuchen, das unbekannte Tropfen-
spektrum beispielsweise durch ein physikalisches Wolkenmodell zu modellieren. Eine
andere Mo¨glichkeit besteht in der direkten Messung des aktuellen Tropfenspektrums
mit Distrometern. Hierbei kann eine Z–R–Beziehung bestimmt werden, indem eine
einfache Regression fu¨r die ermittelten Z- und R–Werte berechnet wird. Derartige
direkte Messungen sind in der Praxis allerdings ha¨ufig nicht durchfu¨hrbar, und zu-
dem mu¨ssen sehr große Tropfenzahlen beru¨cksichtigt werden, um gu¨ltige statistische
Aussagen treffen zu ko¨nnen (vgl. Jameson & Kostinski 2002 [50]). Prinzipiell kann
eine Ausgleichsgerade auch fu¨r die mit dem Radar gemessenen Reflektivita¨ten und
die mit Regenwippen ermittelten Regenraten bestimmt werden. Hierbei zeigt sich
in der Regel jedoch eine so große Streuung, daß eine sinnvolle Regression nicht prak-
tikabel erscheint. Direkte Fitting–Techniken erfordern lange Zeitserien zeitgleicher
Messungen beider Meßsysteme und ein sehr dichtes Bodenmeßnetz. Da das Radar
oberhalb der Erdoberfla¨che mißt, die Regenwippen hingegen am Boden, existiert oft
ein Versatz im Punktvergleich von Radar- und Regenwippendaten, insbesondere bei
starken Windgeschwindigkeiten.
4.3.1 WPM–Methode
Bei der WPM–Methode (Window Probability Matching) nach Rosenfeld et al. (1993)
[79] wird die Beziehung zwischen Z und R hergestellt, indem nur die Z- und R–Paare
gegeneinander aufgetragen werden, die die gleiche kumulative Wahrscheinlichkeit be-
sitzen. Xin et al. (1997) [100] zeigen, daß insbesondere bei kurzlebigen konvektiven
Niederschlagsereignissen mit der WPM–Methode in Edmonton (Kanada) zur Ab-
leitung von Z–R–Beziehungen durch direktes Kurvenfitting gute Ergebnisse erzielt
werden. Insbesondere, wenn durch Zeitversatz und geometrische Ungenauigkeiten
Fehler beim Z–R–Abgleich eingefu¨hrt werden, ist die WMP–Methode den einfachen
Fitting–Techniken u¨berlegen (vgl. Rosenfeld & Amitai 1998 [80]).
Die WPM–Methode wird im folgenden auf die Messungen des Bonner X–Band–
Radars sowie der zur Verfu¨gung stehenden Regenwippen mit dem Ziel angewandt,
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eine geeignete Z–R–Beziehung fu¨r sommerliche konvektive Niederschlagsereignisse
im Bonner Raum abzuleiten.
Das Grundprinzip der WPM–Methode besteht darin, die zu fittenden Z–R–Paare
mit der gleichen kumulativen Wahrscheinlichkeit aus ra¨umlich und zeitlich gese-
hen sehr kleinen Radarfenstern auszuwa¨hlen. In dieser Fallstudie werden hierfu¨r
neun konvektive Niederschlagsereignisse aus den Monaten Juli und August 1999
ausgewa¨hlt. Es werden jeweils 15 Radarfenster, die ein Zeitintervall von 5 Minuten
und eine ra¨umliche Auflo¨sung von 3 × 3 km2 besitzen und genau u¨ber jeweils einer
Niederschlagsstation lokalisiert sind, verwendet.
Zuna¨chst wird ein Streudiagramm erstellt, in dem jeweils der maximale Reflekti-
vita¨tswert des entsprechenden Neunerfeldes im Azimutscan gegen die 5–Minuten–
Regenrate der dazugeho¨rigen Station aufgetragen ist (Abbildung 4.10, oben). Eine
Verwendung des Maximums (statt zum Beispiel des Mittelwerts) ist hier wegen der
geringen Uniformita¨t des Reflektivita¨tsfeldes angebracht (vgl. Xin et al. 1997 [100]).
Die hieraus berechnete Regressionsgerade weist einen Korrelationskoeffizienten von
0.181 auf. Dies besta¨tigt die Annahme, daß ein direkter Vergleich von zeitgleich
beobachteten Z- und R–Werten zur Ableitung einer Z–R–Beziehung zumindest fu¨r
kurzlebige konvektive Niederschlagsereignisse nicht geeignet ist.
In einem zweiten Schritt werden die kumulativen Wahrscheinlichkeiten von Z und
R bestimmt mit
V(Zi) =
∫ Zi
0
P(Z)dZ (4.1)
bzw.
V(Ri) =
∫ Ri
0
P(R)dR (4.2)
Es sind dabei V(Zi) die kumulative Verteilungsfunktion der Radarreflektivita¨ten
bis zur Intensita¨t Zi, V(Ri) die kumulative Verteilungsfunktion der Regenraten bis
zur Intensita¨t Ri, P(Z) die Wahrscheinlichkeit des Auftretens von Z und P(R) die
Wahrscheinlichkeit des Auftretens von R. Das Ergebnis dieser Berechnungen ist in
Abbildung 4.11 dargestellt.
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Abbildung 4.10: Streudiagramm der maximalen Radarreflektivita¨ten sowie der am
Boden gemessenen Regenraten (oben) bzw. durch die WPM–Methode abgeleitete
Z–R–Paare und zwei daraus abgeleitete Z–R–Beziehungen (ZR1 und ZR2) (unten)
fu¨r jeweils neun ausgewa¨hlte konvektive Niederschlagsereignisse aus den Monaten
Juli und August 1999.
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Abbildung 4.11: Kumulative Wahrscheinlichkeiten der Radarreflektivita¨ten (oben)
bzw. der am Boden gemessenen Regenraten (unten) fu¨r jeweils neun ausgewa¨hlte
konvektive Niederschlagsereignisse aus den Monaten Juli und August 1999.
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In einem dritten Schritt schließlich werden Z–R–Paare mit den gleichen kumulativen
Wahrscheinlichkeitsklassen einander gegenu¨bergestellt und hieraus Z–R–Beziehun-
gen abgeleitet (Abbildung 4.10, unten). Es ergeben sich hierbei zwei Zweige mit
unterschiedlichen Z–R–Beziehungen: ein Zweig mit Wertepaaren im Bereich bis circa
30 dBZ mit Z = 42.5R4.03 (ZR1) und ein Zweig mit Wertepaaren im Bereich ab circa
35 dBZ mit Z = 522R1.55 (ZR2). ZR2 a¨hnelt dabei der bekannten Gammaverteilung
fu¨r Gewitter nach Fujiwara (1965) [35] mit Z = 450R1.46. Die Korrelation liegt fu¨r
beide Zweige jeweils u¨ber 0.9. Es erscheint sinnvoll, fu¨r die praktische Anwendung
beider gefundener Z–R–Beziehungen eine Trennung bei einer Radarreflektivita¨t von
35 dBZ einzufu¨hren.
Die beiden gefundenen Z–R–Beziehungen werden nun auf den Monat August 1999
angewandt, wobei zuna¨chst eine Trennung in stratiforme und konvektive Nieder-
schlagsereignisse erfolgt (siehe Kapitel 4.2). Die Anwendung der beiden neuen Z–R–
Beziehungen erfolgt nur fu¨r die konvektiven Fa¨lle, die restlichen Radardaten werden
mit der Z–R–Beziehung nach Marshall et al. (1955) [59] umgerechnet. Das Verha¨lt-
nis des Radarniederschlags zum Stationsniederschlag sowie der mittlere (nur auf
Regentage bezogene) Tagesniederschlag vor bzw. nach Durchfu¨hrung der WPM–
Methode (Abbildung 4.12) zeigt, daß die Anwendung der neu gefundenen Z–R–
Beziehungen zu einem sehr a¨hnlichen Ergebnis wie die in Kapitel 4.2 beschriebene
manuelle Trennung fu¨hrt. In 62% der betrachteten Fa¨lle ist nach Anwendung der
beiden gefundenen Z–R–Beziehungen ZR1 und ZR2 die auf Tagessummenbasis be-
rechnete RMS–Differenz geringer, als wenn nur die einheitliche Z–R–Beziehung nach
Marshall et al. (1955) [59] angewandt wird. Quantitativ wird die RMS–Differenz
hierbei von 3.75 auf 3.51 mm, also um circa 6.4%, verringert. Da, wie in Kapitel
4.2 gezeigt, durch die Anwendung der Z–R–Beziehung nach Fujiwara (1965) [35]
ein Ergebnis von 3.49 mm erzielt wird, erscheint es gerechtfertigt, fu¨r konvektive
Niederschlagsereignisse weiterhin mit dieser Z–R–Beziehung zu rechnen.
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Abbildung 4.12: Vergleich von Stations- und Radarniederschlag, berechnet mit ei-
ner statischen Z–R–Beziehung fu¨r stratiforme und konvektive Niederschlagsereignis-
se (Marshall et al. 1955, st + kv), mit zwei manuell getrennten Z–R–Beziehungen
(Marshall et al. 1955, st + Fujiwara 1965, kv) bzw. mit drei manuell getrennten
Z–R–Beziehungen (Marshall et al. 1955, st + ZR1 und ZR2, kv) fu¨r den gesamten
August 1999. Oben: Verha¨ltnis von Radar- zu Stationsniederschlag, unten: mitt-
lerer Tagesniederschlag (nur auf Regentage bezogen).
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4.3.2 Wolkenmodell
Eine weitere Mo¨glichkeit, das unbekannte aktuelle Tropfenspektrum zu bestimmen,
besteht in der Modellierung des Spektrums mittels physikalischer Modelle. Dies sei
im folgenden beispielhaft anhand eines Wolkenmodells, das von Issig (1997) [48] am
Meteorologischen Institut der Universita¨t Bonn entwickelt wurde, kurz erla¨utert.
Die Wolke wird dabei als zylindrische Sa¨ule mit einem festen Radius betrachtet.
Der Konvektionsbereich innerhalb der Wolke ist vertikal in verschiedene Ho¨henstu-
fen unterteilt, die wolkenfreie Umgebungsluft in radialer Richtung wird allerdings
zeitlich und ra¨umlich (als sogenanntes 1.5–dimensionales Modell) konstant gehalten.
Eine besondere Eigenschaft des spektralen Modells, das auf einem Modell von Emde
& Kahlig (1989) [31] basiert, ist die besonders detaillierte Beschreibung der mikro-
physikalischen Prozesse. Der Gesamtflu¨ssigwassergehalt wird dabei in 40 Klassen
(zwischen 1 µm und 8 mm) eingeteilt, was die Berechnung realistischer Tropfen-
spektren ermo¨glicht. Alle wesentlichen Prozesse fu¨r die flu¨ssige Phase wie Konden-
sation, Evaporation, Koagulation und break–up Prozesse werden explizit behandelt.
Die wesentlich komplexere Eisphase wird mittels eines Parametrisierungsschemas
von Emde & Kahlig (1989) [31] formuliert. Die Anfangssto¨rung erfolgt entweder
durch eine Warmluftblase oder durch die Vorgabe eines Anfangimpulses in Form
einer Vertikalgeschwindigkeit. Der Anfangszustand der Atmospha¨re wird durch eine
feuchtlabile Schicht charakterisiert. Die notwendigen Vertikalprofile von Tempera-
tur und Feuchte in 20 Schichten liefert das Lokalmodell des DWD, das ebenfalls am
Meteorologischen Institut der Universita¨t Bonn, in diesem Fall mit einer Gitterweite
von 2.8 km, zur Verfu¨gung steht.
Reudenbach et al. (2001) [75] fu¨hren am Beispiel eines konvektiven Starknieder-
schlagsereignisses am 4. Juli 1994 einige Fallstudien mit diesem Modell durch, die
zu folgendem Ergebnis fu¨hren: die sich ergebenden Z- und R–Werte legen nahe, fu¨r
das Anfangs- und das Reifestadium wa¨hrend der Zellentwicklung zwei unterschiedli-
che Z–R–Beziehungen anzuwenden. Dabei a¨hneln die sich ergebenden Zweige in der
ersten Phase der Z–R–Beziehung nach Marshall & Palmer (1948) [58], in der zwei-
ten Phase der Z–R–Beziehung nach Fujiwara (1965) [35]. Die alleinige Verwendung
der Marshall & Palmer–Beziehung hingegen fu¨hrt zu einer U¨berscha¨tzung des am
Boden mit Vergleichsstationen gemessenen Niederschlags.
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Die operationelle Unterscheidung der einzelnen Entwicklungsstadien innerhalb eines
konvektiven Niederschlagsereignisses wird in der vorliegenden Arbeit nicht vorge-
nommen, jedoch wird die Trennung nach konvektiven bzw. nicht konvektiven Er-
eignissen und die Wahl der hierfu¨r entsprechenden Z–R–Beziehungen durch diese
Studie noch einmal besta¨tigt.
4.4 Advektionskorrektur
Bevor die Niederschlagsho¨hen der Radarmessung mit Stationsmessungen verglichen
werden ko¨nnen, ist es notwendig, die Radardaten auf geeignete Art und Weise zu
akkumulieren. Ha¨ufig wird dies lediglich durch einfache Addition der verfu¨gbaren
Azimutscans vorgenommen. Bei der Bestimmung von Gebietsniederschla¨gen kann
der hierbei nicht beachtete ra¨umliche Versatz auf kurzer Zeitskala allerdings, insbe-
sondere bei hohen Windgeschwindigkeiten, zu erheblichen Fehlern fu¨hren. Realisti-
scher ist die Annahme, daß sich ein in einem bestimmten Zeitintervall betrachtetes
Niederschlagsgebiet fortbewegt und dabei zudem seine Intensita¨t vera¨ndert. Vor
der Akkumulation ist daher eine sogenannte Advektionskorrektur sinnvoll, die eine
ra¨umliche Interpolation der Niederschlagsdaten vornimmt.
Zur schematischen Veranschaulichung wird in Anlehnung an Bellon et al. (1991) [8]
ein ku¨nstliches Regenband betrachtet, das sich ostwa¨rts bewegt und mittels Radar-
messung in einer zeitlichen Auflo¨sung von 15 Minuten abgebildet wird (Abbildung
4.13, links und Mitte).
Abbildung 4.13: Schematische Darstellung eines Regenbandes in 15–minu¨tigem Ab-
stand (links und Mitte) sowie das resultierende Niederschlagsfeld nach Advektions-
korrektur (rechts).
Zur Interpolation wird angenommen, daß das Regenband sich mit einer konstan-
ten Geschwindigkeit fortbewegt und dabei seine Intensita¨t linear vera¨ndert. Hierzu
werden zuna¨chst die Zugrichtung sowie die Zuggeschwindigkeit des Regenbandes
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bestimmt. Das interpolierte Niederschlagsfeld ergibt sich dann, indem der Nieder-
schlag, der u¨ber jedem Regenpixel fa¨llt, linear u¨ber alle in Zugrichtung liegende
Pixel des betrachteten Zeitintervalls interpoliert wird (Abbildung 4.13, rechts). Die
Vorgehensweise wird im folgenden genauer beschrieben.
4.4.1 Berechnung des Windfeldes durch Zellverfolgung
Zur Bestimmung des Verlagerungsvektors einzelner Regenzellen ist es notwendig,
ein automatisiertes Zellverfolgungs–Verfahren zu verwenden. Ein geeignetes stati-
stisches Verfahren stellt die Kreuzkorrelationsmethode dar, die in der vorliegenden
Arbeit eingesetzt wird.3
Hierfu¨r werden zwei aufeinanderfolgende Azimutscans betrachtet, die Ursprungsscan
und Zielscan genannt werden. Der Ursprungsscan wird in gleich große quadratische
Teilgebiete untergliedert. In Anlehnung an Anagnostou & Krajewski (1999) [4], die
in ihrer Studie 10 × 10 Teilgebiete mit einer Gro¨ße von 20 × 20 Pixel (zu je 2 km ×
2 km) verwenden, werden in der vorliegenden Arbeit ebenfalls 10 × 10 Teilgebiete,
jedoch mit einer Gro¨ße von 10 × 10 Pixel (zu je 1 km × 1 km) verwendet.
Fu¨r jedes dieser 100 Teilgebiete im Ursprungsscan wird die Kreuzkorrelation mit
verschiedenen Gebieten gleicher Gro¨ße im Zielscan innerhalb einer quadratischen
Suchumgebung berechnet. Die Suchumgebung ergibt sich aus der Position des Ur-
sprungsscans, versetzt um den letzten Windvektor, welche um U Pixel in jede Rich-
tung erweitert wird (Abbildung 4.14). Dadurch werden Regenzellen in Bildberei-
chen, die bei der gerade vorherrschenden Windsta¨rke und Windrichtung mit hoher
Wahrscheinlichkeit nicht erreicht werden ko¨nnen, bei der Suche von vornherein aus-
geschlossen. Am Rand des Azimutscans werden nur solche Zielgebiete betrachtet,
bei denen mindestens 75% der Pixel innerhalb des Radargebietes liegen. Damit er-
geben sich bis zu (2U + 1)2 verschiedene Zielgebiete pro Teilgebiet. Bei 5–Minuten
Scans wird U auf 5 gesetzt, bei 15–Minuten Scans wird U gleich 10 gewa¨hlt.
Fu¨r ein Teilgebiet und fu¨r alle seine zugeho¨rigen Zielgebiete werden Mittelwert, Stan-
dardabweichung und Kovarianz der entsprechenden Pixelwerte bestimmt. Daraus
wird dann der Korrelationskoeffizient ρ nach der Formel
3Die Umsetzung dieses Verfahrens und die im folgenden beschriebenen Erweiterungen erfolgten
zusammen mit Tobias Grimbacher, vgl. auch Grimbacher (2001) [39].
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Abbildung 4.14: Schematische Abbildung zur Festlegung der Suchumgebung.
ρXY =
covXY
sXsY
(4.3)
berechnet, wobei covXY die Kovarianz der Pixelwerte im Ursprungs- und Zielgebiet
darstellt und sX beziehungsweise sY die Standardabweichungen. Allerdings wird
nun nicht einfach jenes Zielgebiet, fu¨r welches sich die beste Korrelation mit dem
Ursprungsgebiet ergibt, bedingungslos als verlagertes Ursprungsgebiet angenommen,
sondern zuvor jeder berechnete Korrelationskoeffizient ρ (der Wertebereich von ρ
ist dabei auf positive Korrelationskoeffizienten zu beschra¨nken), mit zwei weiteren
Parametern gewichtet.
Das erste Gewicht beru¨cksichtigt das Verha¨ltnis der Mittelwerte der Niederschlags-
raten beider Teilgebiete, da ansonsten nur die strukturelle A¨hnlichkeit der Felder
erfaßt wird. Somit wird verhindert, daß eine stark regnende Zelle mit einer schwach
regnenden vertauscht wird, die nur zufa¨llig dieselbe Struktur und damit einen sehr
hohen Korrelationskoeffizienten aufweist. Diese Problematik wird schematisch in
Abbildung 4.15 veranschaulicht. Zelle 0 stellt das Teilgebiet im Ursprungsscan dar,
Zelle 1 und Zelle 2 sind zwei potentielle Trefferkandidaten im Zielscan. Durch eine
a¨hnliche Struktur der Pixelwerte bekommt Zelle 2 mit ρ02 = 0.999 zuna¨chst einen
ho¨heren Korrelationskoeffizienten zugewiesen als Zelle 1 mit ρ01 = 0.995. Zelle 1
weist jedoch im Vergleich zu Zelle 2 deutlich ho¨here Regenraten auf und stellt mit
großer Wahrscheinlichkeit die richtigere Zielzelle dar.
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In diesem Beispiel ergibt sich fu¨r Zelle 0 als Mittelwertm0 = 16.375, fu¨r Zelle 1 erha¨lt
man m1 = 14.563 und fu¨r Zelle 2 gilt m2 = 8.250. Dadurch ergibt sich fu¨r Zelle 1
ein gewichteter Korrelationskoeffizient von 0.885 = 0.995× (14.563/16.375) und fu¨r
Zelle 2 ein gewichteter Korrelationskoeffizient von 0.504 = 0.999 × (8.250/16.375).
Somit erzielt Zelle 1 ein ho¨heres Resultat als Zelle 2 und wird daher zur Bestimmung
des Verlagerungsvektors verwendet.
Abbildung 4.15: Schematische Darstellung zum Zellverfolgungs–Verfahren. Zelle 0
stellt ein Teilgebiet im Ursprungsscan dar, Zelle 1 und Zelle 2 sind zwei potentielle
Trefferzellen im Zielscan. Die Zahlenwerte stellen die Regenraten fu¨r die einzelnen
Pixel dar.
Bei der Bildung der Mittelwertverha¨ltnisse muß darauf geachtet werden, daß der
Wertebereich des gewichteten Korrelationskoeffizienten zwischen 0 und 1 bleibt.
Dies wird dadurch erreicht, daß jeweils der kleinere der beiden Mittelwerte durch
den gro¨ßeren dividiert wird.
Das zweite Gewicht beru¨cksichtigt die Lage des betrachteten Teilgebiets innerhalb
der Suchumgebung. Als Kriterium dient hier der Abstand zwischen tatsa¨chlicher
Verschiebung und vermuteter Verschiebung. Je na¨her der Verlagerungsvektor des
betrachteten Teilgebiets am vorhergehenden Windvektor liegt, desto ho¨her ist auch
das ihm zugewiesene Gewicht.
Insgesamt ergibt sich der gewichtete Korrelationskoeffizient ρ¯XY als
ρ¯XY = ρXY ·min
{
mX
mY
,
mY
mX
}
·
(
1− cv |~vY − ~va||~vmax|
)
(4.4)
KAPITEL 4. RADARDATENAUFBEREITUNG 76
wobei mX und mY die Mittelwerte der Teilgebiete X bzw. Y sind, ~vY der Ver-
schiebungsvektor fu¨r das Zielgebiet Y , ~va der vorhergehende Windvektor und |~vmax|
die maximal auftretende Windsta¨rke. Der Faktor cv soll den Einfluß der Verschie-
bung im Verha¨ltnis zum ersten Gewicht limitieren und wird auf 0.4 gesetzt. Als
Schwellwert fu¨r die maximal auftretende Windsta¨rke wird 100 km/h gewa¨hlt.
Zwei weitere Schwellwerte sind die Mindestgro¨ße des als Treffer noch verwertbaren
Korrelationskoeffizienten (0.1) sowie der minimale Niederschlagswert einer Regen-
zelle (0.1 mm), die als solche u¨berhaupt verfolgt werden soll.
Zum Schluß wird als Windvektor des Teilgebiets der Verschiebungsvektor fu¨r das
Zielgebiet mit dem gro¨ßten gewichteten Korrelationskoeffizienten gewa¨hlt. Das gan-
ze Verfahren wird auf alle 100 Teilgebiete des Ursprungsscans angewandt.
Die auf diese Weise ermittelten Windfelder zeigen in der Regel ein recht homogenes
Bild (Abbildung 4.16). Es erscheint daher zula¨ssig, aus den zahlreichen, fu¨r alle
Teilgebiete einzeln ermittelten Windvektoren einen jeweils mittleren Windvektor zu
bestimmen, der die meteorologische Situation zum momentanen Zeitpunkt repra¨sen-
tiert und fu¨r die anschließende Interpolation herangezogen wird. Der so ermittelte
Windvektor wird dann als Ausgangsvektor fu¨r die Zellverfolgung im na¨chsten Azi-
mutscan verwendet.
Prinzipiell ko¨nnte fu¨r jedes Teilgebiet auch ein unterschiedlicher Windvektor einge-
setzt werden. Dabei ergeben sich allerdings zwei Probleme. Zum einen wird bei der
Zellverfolgung nicht fu¨r jedes Teilgebiet ein Windvektor gefunden. Zum anderen
kann es vorkommen, daß bei Konvergenz der Windvektoren die Regenraten eines
Teilgebiets mehrmals zur Interpolation herangezogen werden. Diese Problematik
wird in der vorliegenden Arbeit durch die Verwendung eines einheitlichen Windvek-
tors fu¨r das gesamte Radargebiet vermieden. Auch diejenigen Teilgebiete, in denen
kein geeigneter Windvektor, zum Beispiel aufgrund des zu geringen Niederschlags,
gefunden wurde, bekommen diesen mittleren Windvektor zugeordnet.
Zur Initialisierung des Zellverfolgungs–Programms wird der Windvektor visuell aus
den ersten Azimutscans ermittelt. Eine visuelle Initialisierung wird zum Beispiel
durchgefu¨hrt, wenn durch la¨ngere Niederschlagslu¨cken oder durch Datenausfall kein
aktueller Windvektor bekannt ist.
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Abbildung 4.16: Niederschlagsintensita¨ten der Azimutscans vom 14.8.99, jeweils mit
eingezeichneten Windvektoren fu¨r jedes Teilgebiet: oben: 18:36 Uhr UTC (links)
und 18:41 Uhr UTC (rechts), unten: 18:46 Uhr UTC (links) und 18:51 Uhr UTC
(rechts).
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4.4.2 Interpolation des Niederschlagsfeldes
Der ermittelte mittlere Windvektor wird nun dazu verwendet, den Niederschlag
zwischen Ursprungs- und Zielscan zu interpolieren. Unter Annahme einer linearen
Fortbewegung des Regenfeldes lautet die Gleichung fu¨r die zeitliche Interpolation:
R(~u) =
1
T (T + 1)
T∑
t=0
[
(T −∆T )R1
(
~u− ∆T
T
~v
)
+ ∆TR2
(
~u+
T −∆T
T
~v
)]
(4.5)
Hierbei sind T das Zeitintervall zwischen zwei aufeinanderfolgenden Bildern, ∆T das
Zeitintervall (1 Minute) der diskreten zeitlichen Interpolation, ~v der Windvektor,
R(~u) die Regenrate an der Pixelstelle ~u = (x, y) und R1 bzw. R2 die Regenraten an
den angegebenen Pixelstellen im Ursprungsscan 1 und Zielscan 2.
Wandern Zellen aus dem Radargebiet hinein bzw. hinaus, ist die Niederschlags-
rate im Ursprungs- beziehungsweise im Zielscan an einigen Punkten entlang des
Windvektors allerdings unbekannt. Diese Randproblematik wird in der vorliegen-
den Arbeit durch konstante Extrapolation an solchen Stellen gelo¨st. Hierbei wird bei
fehlendem Niederschlag im Zielscan die Niederschlagsrate aus dem Ursprungsscan,
zuru¨ckversetzt um den Windvektor, verwendet und umgekehrt. Dies entspricht dann
einer konstanten Fortbewegung des Niederschlagsgebiets ohne Intensita¨tsa¨nderung.
4.4.3 Fallbeispiele
Exemplarisch ist in Abbildung 4.17 (oben) ein Niederschlagsereignis vom 10.6.98
dargestellt. Gut erkennbar ist ein langgezogenes Niederschlagsband, das sich in
nordo¨stlicher Richtung fortbewegt. Die berechnete durchschnittliche Windrichtung
betra¨gt 231◦, die Windgeschwindigkeit 50 km/h. Werden die Azimutscans oh-
ne vorherige Advektionskorrektur addiert, ergibt sich ein Niederschlagsmuster von
zwei voneinander getrennt erscheinenden Regenba¨ndern, die einen niederschlagsfrei-
en Streifen einschließen (Abbildung 4.17, unten links). Bei Beru¨cksichtigung der
Advektion wird hingegen auch der Bereich erfaßt, der mit hoher Wahrscheinlichkeit
zwischen den beiden betrachteten Zeitpunkten von dem sich nordostwa¨rts verlagern-
den Niederschlagsband gestreift wurde (Abbildung 4.17, unten rechts). Besta¨tigt
wird dies beispielsweise durch die Betrachtung der Station 5 des Stationsclusters
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I, an der im Zeitraum zwischen 10:38 Uhr und 10:51 Uhr UTC 2.6 mm Nieder-
schlag registriert wurden. Ohne Anwendung der Advektionskorrektur liegt diese
Station genau in der niederschlagsfreien Zone zwischen zwei Konvektionsba¨ndern,
die Radarmessung betra¨gt in diesem Fall 0.5 mm. Nach Durchfu¨hrung der Advekti-
onskorrektur hingegen wird auch diese Zwischenzone durch die Interpolation erfaßt;
die Radarmessung betra¨gt nun 2.0 mm.
Einige weitere Beispiele zur Niederschlagsakkumulation, jedoch diesmal auf eine
la¨ngere Zeitskala angewandt, sind in Abbildung 4.18 jeweils mit und ohne Advek-
tionskorrektur dargestellt. Insbesondere bei den Monatssummen zeigt sich, daß sich
die Advektionskorrektur auf lange Sicht wieder herausmittelt. Das mit Advektions-
korrektur berechnete Niederschlagsfeld erscheint jedoch deutlich homogener, da das
typische ,,Fischgra¨tenmuster” verwischt wird. Ein Nachteil der Advektionskorrektur
besteht allerdings darin, daß fehlerhafte Signale, wie beispielsweise Restclutter oder
Signale im Bereich der Venusbergabschattung im su¨do¨stlichen Bildbereich (siehe
Kapitel 3.2.5), ebenfalls advehiert werden.
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Abbildung 4.17: Niederschlagsintensita¨ten der Azimutscans von 10:38 Uhr (oben
links) und 10:51 Uhr UTC (oben rechts) am 10.6.98, sowie 13–minu¨tige Nieder-
schlagssummen von 10:38 Uhr bis 10:51 Uhr UTC, jeweils ohne (unten links)
bzw. mit Advektionskorrektur (unten rechts) ermittelt und mit Stationscluster I
u¨berlagert.
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Abbildung 4.18: Niederschlagsverteilungen fu¨r die Tagessummen am 29.7.98 (oben)
sowie fu¨r die Monatssummen fu¨r Juni 1998 (unten), ermittelt jeweils ohne (links)
bzw. mit Advektionskorrektur (rechts).
Kapitel 5
Niederschlagsquantifizierung
mittels statistischer objektiver
Analyse
Das zwei- oder dreidimensionale Abbild der Atmospha¨re und deren Unterlage zu
einem bestimmten Zeitpunkt, welches zum Beispiel als Anfangszustand fu¨r eine
Vorhersage genutzt werden kann, wird auch als Analyse bezeichnet (vgl. Wergen
2002 [97]). Eine Problemstellung bei der Vorhersage besteht darin, daß der An-
fangszustand der Atmospha¨re durch Beobachtungsmeßdaten beschrieben wird, die
unregelma¨ßig im Raum verteilt sind und zuna¨chst durch ein entsprechendes Ver-
fahren auf das gewa¨hlte Raumgitter gebracht werden mu¨ssen. Wa¨hrend zum Bei-
spiel fu¨r das Lokal–Modell (LM) des DWD in den vergangenen Jahren ein neues
Datenassimilations–Schema entwickelt wurde, das sogenannte Nudging–Verfahren,
welches auf empirischem Wege optimiert werden muß (vgl. Adrian & Fru¨hwald 2002
[2]), ist das neue Vorhersagemodell GME des DWD, welches die bisherigen Vor-
hersagemodelle GM (Global–Modell) und EM (Europa–Modell) ersetzt, mit einem
statistischen Interpolationsverfahren (einem vier–dimensionalen Verfahren zur in-
krementellen optimalen Interpolation, vgl. Schraff & Hess 2002 [81]) ausgestattet.
Die sogenannte ,,optimale Interpolation” (OI), die auf Eliassen (1954) [30] bzw. Gan-
din (1963) [38] zuru¨ckgeht, wird ha¨ufig als Lo¨sungsmethode der Assimilationsproble-
me großskaliger Vorhersagemodelle genannt. Es handelt sich dabei um ein Minimum–
Varianz–Scha¨tzverfahren, das sehr nahe mit der Kriging–Interpolation (siehe Kapitel
3.1.2) verwandt ist, die als Spezialfall der optimalen Interpolation angesehen werden
kann (vgl. Bhargava & Danard 1994 [12]). Per Definition gewa¨hrleistet diese Me-
82
KAPITEL 5. STATISTISCHE OBJEKTIVE ANALYSE 83
thode fu¨r die Analyse meteorologischer Felder in dem Sinne die ,,optimale” Lo¨sung,
daß der Interpolationsfehler durch eine entsprechende Wahl der a posteriori zu be-
stimmenden Interpolationsgewichte minimiert wird. Die sich ergebende Analysefeh-
lervarianz ist dann kleiner als die minimale Fehlervarianz der Beobachtungsdaten.
Die zu bestimmenden Gewichte sind allerdings nur dann wirklich ,,optimal”, wenn
gewa¨hrleistet ist, daß sowohl die Beobachtungs- als auch die Hintergrundfehlervari-
anz korrekt angegeben werden ko¨nnen. Ist dies nicht der Fall, ist die Methode nicht
mehr ,,optimal” und wird als statistische Interpolation bezeichnet (vgl. Daley 1991
[20]).
Allgemein formuliert erlaubt die statistische objektive Analyse (SOA), Beobach-
tungsdaten mit einem fehlerhaften Hintergrundfeld der gleichen Meßgro¨ße zu kom-
binieren, um ein ,,update–Feld”, das sogenannte Analysefeld, mit reduziertem Be-
obachtungs- und Analysefehler, zu generieren. Neu an dem Verfahren von Pereira
Fo & Crawford (1999) [69], das in der vorliegenden Arbeit modifiziert und auf die
Bonner Radardaten angepaßt wird, ist die Heranziehung von ra¨umlich und zeitlich
hochaufgelo¨sten Radardaten als Hintergrundgitter fu¨r das Niederschlagsfeld. Der
analysierte Radarniederschlag ergibt sich, indem die Radarmessung pixelweise mit
der Summe der gewichteten Differenzen zwischen Radarmessung und Bodenmes-
sung korrigiert wird. Das Problem besteht nun darin, die Interpolationsgewichte so
zu wa¨hlen, daß der Fehler minimiert wird. Deshalb treffen die meisten Verfahren
Annahmen u¨ber das Verhalten der Variablen. Fu¨r den SOA–Algorithmus werden a
priori folgende Annahmen getroffen:
1. die Beobachtungs- und Hintergrundfehler sind unkorreliert (also voneinander
unabha¨ngig),
2. die Beobachtungs- und Hintergrundfehler sind erwartungstreu (,,unbiased”),
3. die Beobachtungsfehler sind unkorreliert,
4. der Hintergrundfehler ist homogen (ortsunabha¨ngig).
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Die erste Annahme, daß die Messung des Hintergrundes (Radar) die Beobachtungs-
messung (Regenwippen) nicht beeinflußt, erscheint ohne weiteres akzeptabel. Die
zweite Annahme ist nicht vollsta¨ndig zufriedenstellend, denn sowohl bei der Messung
mit Regenwippen als auch bei der Radarmessung sind systematische Fehler zu erwar-
ten. Bei der Bodenmessung beispielsweise wird der tatsa¨chlich gefallene Niederschlag
ha¨ufig systematisch leicht unterscha¨tzt (siehe Kapitel 3.1.1). Bei der Radarmessung
spielt die Z–R–Beziehung eine ganz wesentliche Rolle bei der systematischen Fehl-
interpretation des zu berechnenden Niederschlags (siehe Kapitel 2.2.2). Der Bias
kann aber, soweit er bekannt ist, vor der Anwendung des SOA–Algorithmus aus den
Daten entfernt werden, so daß auch diese Bedingung fu¨r das Verfahren gilt (sie-
he Kapitel 3.2.6). Die dritte Annahme ist in der Regel immer dann vertretbar,
wenn die Meßdaten mit verschiedenen Instrumenten erhoben werden (vgl. Daley
1991 [20]). Die vierte Annahme, daß sich der Hintergrundfehler homogen verha¨lt,
also keine Anisotropie beru¨cksichtigt, wird bei der horizontalen Betrachtungsweise
ha¨ufig getroffen. Pereira Fo & Crawford (1999) [69] beispielsweise vernachla¨ssigen
die Anisotropie–Komponente zugunsten der einfacheren Berechenbarkeit, verweisen
an dieser Stelle aber auf Thiebaux (1976) [88], der zeigt, daß eine vorhandene Aniso-
tropie im Hintergrundfeld insbesondere in Gebieten mit geringer Datendichte, oder
wenn das Datenmeßnetz im Raum sehr unregelma¨ßig konfiguriert ist, eine nicht zu
vernachla¨ssigende Fehlerquelle darstellt.
5.1 Herleitung der Modellgleichungen
Im folgenden wird der theoretische Hintergrund des SOA–Algorithmus na¨her erla¨u-
tert. Die mathematischen Herleitungen basieren auf Daley (1991) [20] sowie Pereira
Fo et al. (1998) [68].
Die grundlegende Analyse–Gleichung des SOA–Verfahrens lautet
Pa(xi, yi) = Pr(xi, yi) +
K∑
k=1
wik [Pg(xk, yk)− Pr(xk, yk)] (5.1)
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mit
Pa(xi, yi) = Analysierter Niederschlag (mm) am Gitterpunkt (xi, yi),
Pr(xi, yi) = Radarmessung des Niederschlags (mm) am Gitterpunkt (xi, yi),
Pg(xk, yk) = Stationsmessung des Niederschlags (mm) am Stationspunkt (xk, yk),
Pr(xk, yk) = Radarmessung des Niederschlags (mm) am Stationspunkt (xk, yk),
wik = noch nicht bestimmtes a posteriori Gewicht,
K = Anzahl der Regenwippen (bzw. Anzahl der Beobachtungspunkte).
Gleichung 5.1 kann auch etwas einfacher formuliert werden, wenn folgende De-
finitionen gelten: Pa(xi, yi) = ai (,,analysis”), Pg(xk, yk) = ok (,,observation”),
Pr(xi, yi) = bi und Pr(xk, yk) = bk (,,background”).
Die Analyse–Gleichung lautet dann:
ai = bi +
K∑
k=1
wik(ok − bk) (5.2)
Hierbei stellen ai − bi das Analyse–Inkrement und ok − bk das Beobachtungs–Inkre-
ment dar. Die Punkte (xi, yi) geho¨ren dabei zu einem regelma¨ßigen Pixelgitter,
wa¨hrend die Punkte (xk, yk) unregelma¨ßig im zwei–dimensionalen Raum verteilt
sind. Sowohl die Beobachtungs- als auch die Hintergrundmessung entha¨lt einen
Fehler. t(xi, yi) und t(xk, yk) werden als die wahren Werte (,,true”) an den Pixelgit-
terpunkten (xi, yi) und den Stationspunkten (xk, yk) definiert. Werden die wahren
Werte ti = t(xi, yi) am Gitterpunkt (xi, yi) auf beiden Seiten von Gleichung 5.2
subtrahiert, ergibt sich
ai − ti = bi − ti +
K∑
k=1
wik(ok − bk) (5.3)
Es wird angenommen, daß Beobachtungs- und Hintergrundfehler frei von Bias sind,
also der Erwartungswert des Fehlers gleich Null ist (vgl. Annahme Nr. 2), so daß
gilt:
〈bi − ti〉 = 〈bk − tk〉 = 〈ok − tk〉 = 0 (5.4)
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Die eckigen Klammern 〈〉 stehen hierbei fu¨r den Erwartungswert. Werden beide
Seiten von Gleichung 5.3 quadriert und der Erwartungswert genommen, ergibt sich
〈(ai − ti)2〉 = 〈(bi − ti)2〉+ 2
K∑
k=1
wik〈(ok − bk)(bi − ti)〉
+
K∑
k=1
K∑
l=1
wikwil〈(ok − bk)(ol − bl)〉 (5.5)
Dabei wird E2ai = 〈(ai− ti)2〉 als die erwartete Analysefehlervarianz am Gitterpunkt
(xi, yi), und E
2
bi = 〈(bi− ti)2〉 als die erwartete Hintergrundfehlervarianz am Gitter-
punkt (xi, yi) bezeichnet. Weiterhin ist 〈(ok − bk)(bi − ti)〉 die Kovarianz zwischen
Hintergrundfehler und Beobachtungs–Inkrement sowie 〈(ok − bk)(ol − bl)〉 die Ko-
varianz zwischen den Beobachtungs–Inkrementen an den Stationspunkten (xk, yk)
und (xl, yl).
Das Problem besteht nun darin, die Gewichte wik so zu bestimmen, daß Gleichung
5.5 minimiert wird. Beim SOA–Verfahren wird hierzu nach den Gewichten diffe-
renziert, wa¨hrend dieser Ausdruck beim Kriging–Verfahren weiter umgeformt wird.
Differenzieren in Bezug auf jedes der Gewichte wik (mit 1 ≤ k ≤ K) fu¨hrt zu
∂E2ai
∂wik
= 2〈(ok − bk)(bi − ti)〉+ 2
K∑
l=1
wil〈(ok − bk)(ol − bl)〉 (5.6)
Wird die Ableitung zu Null gesetzt, ergibt sich
K∑
l=1
wil〈(ok − bk)(ol − bl)〉 = −〈(ok − bk)(bi − ti)〉 (5.7)
Der rechte Term von Gleichung 5.7 kann auch umgeformt werden zu
〈(ok − bk)(bi − ti)〉 = 〈(ok − tk)(bi − ti)〉 − 〈(bk − tk)(bi − ti)〉 (5.8)
Terme der Form 〈(ok−tk)(bi−ti)〉 sind Kovarianzen zwischen dem Hintergrundfehler
und dem Beobachtungsfehler. Unter Beru¨cksichtigung von Annahme Nr. 1 kann der
erste Term der rechten Seite von Gleichung 5.8 vernachla¨ssigt werden, denn sind
zwei Variablen unkorreliert, verschwindet die Kovarianz.
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Nun wird auch der Term in der Summe der linken Seite von Gleichung 5.7 umge-
formt, indem man die folgende Gleichung verwendet:
〈(ok − bk)(ol − bl)〉 = 〈(ok − tk)(ol − tl)〉+ 〈(bk − tk)(bl − tl)〉 (5.9)
Die sich ergebenden Terme auf der rechten Seite von Gleichung 5.9 stellen jeweils
Kovarianzen des Hintergrundfehlers sowie des Beobachtungsfehlers dar.
Setzt man die Umformungen 5.8 und 5.9 in Gleichung 5.7 ein, erha¨lt man schließlich
K∑
l=1
wil [〈(ok − tk)(ol − tl)〉+ 〈(bk − tk)(bl − tl)〉] = 〈(bk − tk)(bi − ti)〉 (5.10)
Nun wird Gleichung 5.10 noch normalisiert, um mit dimensionslosen Gro¨ßen rechnen
zu ko¨nnen. Dazu wird zuna¨chst ein neuer Ausdruck fu¨r die Gewichte definiert:
wil =
√
〈(bi − ti)2〉√
〈(bl − tl)2〉
·Wil (5.11)
In Gleichung 5.10 eingesetzt und den Za¨hler auf die rechte Seite gebracht, folgt
hieraus:
K∑
l=1
1√
〈(bl − tl)2〉
·Wil · [〈(ok − tk)(ol − tl)〉+〈(bk − tk)(bl − tl)〉]= 〈(bk − tk)(bi − ti)〉√〈(bi − ti)2〉
bzw.
K∑
l=1
Wil ·
〈(ok − tk)(ol − tl)〉√
〈(bl − tl)2〉
+
〈(bk − tk)(bl − tl)〉√
〈(bl − tl)2〉
 = 〈(bk − tk)(bi − ti)〉√
〈(bi − ti)2〉
(5.12)
Nun wird Gleichung 5.12 durch
√
〈(bk − tk)2〉 dividiert, was zu
K∑
l=1
Wil ·
 〈(bk − tk)(bl − tl)〉√
〈(bk − tk)2〉〈(bl − tl)2〉
+
〈(ok − tk)(ol − tl)〉√
〈(bk − tk)2〉〈(bl − tl)2〉

=
〈(bk − tk)(bi − ti)〉√
〈(bk − tk)2〉〈(bi − ti)2〉
(5.13)
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fu¨hrt. Dies ist gleichbedeutend mit
K∑
l=1
Wil(ρkl + 
2
kl) = ρik 1 ≤ k ≤ K (5.14)
wobei
ρkl = Hintergrundfehler–Kreuzkorrelation an den Stationspunkten k und l
ρik = Hintergrundfehler–Kreuzkorrelation zwischen Gitterpunkt i und
Stationspunkt k
Wil = a posteriori Gewicht
2kl = normalisierter Beobachtungsfehler
Da die Voraussetzung gilt, daß die Beobachtungsfehler unkorreliert sind (vgl. An-
nahme Nr. 3), folgt 2kl = 0 fu¨r k 6= l. Damit wird (2kl) zu einer Diagonalmatrix
mit den Eintra¨gen 2kk = 〈(ok − tk)2〉/〈(bk − tk)2)〉 bzw. 2kk = E2ok/E2bk (mit der
Beobachtungsfehlervarianz E2ok und der Hintergrundfehlervarianz E
2
bk).
Gleichung 5.14 ist dimensionslos und kann herangezogen werden, um die a posteri-
ori–Gewichte zu bestimmen. Werden die auf diese Weise bestimmten Gewichte in
die Analyse–Gleichung (5.1) eingesetzt, ergibt sich fu¨r Pa(xi, yi) eine Minimum–
Varianzscha¨tzung von Pt(xi, yi), dem wahren Niederschlagswert am Gitterpunkt
(xi, yi).
Auf a¨hnliche Weise kann auch die Analysefehlervarianz bestimmt werden. Dies kann
sogar geschehen, bevor das SOA–Verfahren angewandt wird. Die Analysefehlervari-
anz gibt Auskunft u¨ber die ra¨umliche Verteilung des erwarteten Analysefehlers und
kann zum Beispiel ein Hilfsmittel zur Bestimmung einer optimalen Verteilung von
Regenwippen sein.
Dazu wird zuerst Gleichung 5.5 in eine normalisierte Form gebracht. Zuna¨chst wird
— wie in Gleichung 5.8 — der Ausdruck 〈(ok − bk)(bi − ti)〉 umgeformt, so daß
Gleichung 5.5 nun lautet:
E2ai = E
2
bi + 2
K∑
k=1
wik (〈(ok − tk)(bi − ti)〉 − 〈(bk − tk)(bi − ti)〉)
+
K∑
k=1
K∑
l=1
wikwil〈(ok − bk)(ol − bl)〉 (5.15)
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Wegen Annahme Nr. 1 entfa¨llt wiederum der Term 〈(ok− tk)(bi− ti)〉. Damit ergibt
sich
E2ai = E
2
bi − 2
K∑
k=1
wik〈(bk − tk)(bi − ti)〉+
K∑
k=1
K∑
l=1
wikwil〈(ok − bk)(ol − bl)〉 (5.16)
Nach Anwendung von Gleichung 5.9 und Gleichung 5.10 ergibt sich:
E2ai = E
2
bi −
K∑
k=1
wik〈(bk − tk)(bi − ti)〉 (5.17)
Werden beide Seiten von Gleichung 5.17 noch durch E2bi dividiert, erha¨lt man:
〈(ai − ti)2〉
〈(bi − ti)2〉 = 1−
K∑
k=1
wik
〈(bk − tk)(bi − ti)〉
〈(bi − ti)2〉 (5.18)
Nun wird noch der in Gleichung 5.11 bereits eingefu¨hrte Ausdruck fu¨r die Gewichte
wik eingesetzt und der linke Term durch 
2
ai ersetzt, so daß Gleichung 5.18 lautet:
2ai = 1−
K∑
k=1
Wik · 〈(bk − tk)(bi − ti)〉〈(bi − ti)2〉 ·
√
〈(bi − ti)2〉√
〈(bk − tk)2〉
beziehungsweise
2ai = 1−
K∑
k=1
Wik · 〈(bk − tk)(bi − ti)〉√〈(bk − tk)2〉〈(bi − ti)2〉 (5.19)
Gleichung 5.19 kann nun auch so formuliert werden:
2ai = 1−
K∑
l=1
ρikWil (5.20)
KAPITEL 5. STATISTISCHE OBJEKTIVE ANALYSE 90
wobei 2ai = E
2
ai/E
2
bi die normalisierte erwartete Analysefehlervarianz (engl. Nexerva
= ,,normalized expected analysis error variance”) darstellt. Die Analysefehlervarianz
steht bereits vor Anwendung der Analysegleichung fest und eignet sich damit gut
zur ra¨umlichen Konfiguration eines optimalen Meßnetzes. Im allgemeinen ist die
Analysefehlervarianz fu¨r ein betrachtetes Pixel umso kleiner, je na¨her der Analyse–
Gitterpunkt an einem Beobachtungspunkt liegt.
5.2 Anwendung des SOA–Verfahrens
Pereira Fo & Crawford (1999) [69] zeigen in einem Vergleich von Niederschlagsak-
kumulationen zwischen 15 und 120 Minuten, daß die Qualita¨t der SOA–Scha¨tzung
mit wachsendem Akkumulationsintervall steigt. Als Kompromiß zwischen dieser
zu beobachtenden Tendenz und dem Ziel, die analysierten Radardaten im Online–
Verfahren zur Niederschlagsvorhersage verwenden zu ko¨nnen, wird in der vorliegen-
den Arbeit das SOA–Verfahren auf der Basis von stu¨ndlichen Niederschlagssummen
angewandt. Im folgenden werden nun die einzelnen Arbeitsschritte, die zur Bestim-
mung der Gewichte Wil fu¨hren, aufgezeigt.
5.2.1 Bestimmung der Hintergrundfehlermatrix
Da der wahre Niederschlagswert unbekannt ist, muß der Hintergrundfehler gescha¨tzt
werden. Die Hintergrundfehlermatrix ist die wichtigste Komponente im ganzen
SOA–Algorithmus, da sie die Genauigkeit der Analyse in erheblichem Maße be-
einflußt.
Pereira Fo & Crawford (1999) [69] oder Michelson et al. (2000) [63] verwenden fu¨r alle
SOA–La¨ufe eine einheitliche Korrelogrammfunktion, die sie aus zahlreichen u¨ber die
Zeit gemittelten empirischen Korrelogrammen (250 Stundensummen) ermitteln. Fu¨r
eine Echtzeit–Niederschlagsbestimmung ist jedoch eine von der momentanen Wetter-
situation abha¨ngige Hintergrundfehlermatrix geeigneter. In der vorliegenden Arbeit
wird daher fu¨r jedes stu¨ndliche Niederschlagsereignis eine aktuelle Strukturanalyse
durchgefu¨hrt und das Korrelogramm neu angepaßt. Hierzu wird anstatt des langfri-
stigen zeitlichen Mittels ein ra¨umliches Mittel verwendet, um den Hintergrundfehler
ra¨umlich unabha¨ngig zu machen. Die Hintergrundfehler–Kreuzkorrelation ist defi-
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niert als
ρkl =
〈(Pr(xk, yk)− Pt(xk, yk))(Pr(xl, yl)− Pt(xl, yl))〉√
〈(Pr(xk, yk)− Pt(xk, yk))2〉〈(Pr(xl, yl)− Pt(xl, yl))2〉
(5.21)
Zur praktischen Berechnung wird die Kreuzkorrelation ρkl = ρ((xk, yk), (xl, yl))
durch ein eindimensionales Korrelogramm ρ(h), das nur noch von dem Abstand
h zweier Pixelpunkte (xk, yk) und (xl, yl) abha¨ngt, ersetzt. Dabei liegt die Annah-
me zugrunde, daß der ra¨umliche Zusammenhang nicht vom Ort, sondern nur vom
Abstand der Beobachtungspunkte abha¨ngt (Stationarita¨tshypothese, siehe Kapitel
3.1.2). Eine mo¨glicherweise vorhandene ra¨umliche Anisotropie wird auf diese Weise
allerdings nicht beru¨cksichtigt (vgl. Annahme 4). Neben der Scha¨tzung der Kreuz-
korrelation kann das Korrelogramm auch zur Beschreibung der ra¨umlichen Struktur
des Niederschlagsfeldes verwendet werden, siehe Kapitel 4.2.2.
Das Korrelogramm wird nun durch ein ra¨umliches Mittel, statt dem sonst u¨blichen
zeitlichen Mittel, bestimmt. Somit ist das Korrelogramm ρ(h) fu¨r den Abstand
h gegeben als die mittlere Kreuzkorrelation u¨ber alle (gleich großen) Teilgebiete
mit Abstand h. Statt jedoch alle mo¨glichen Teilgebiete zu betrachten, wird aus
Effizienzgru¨nden jeweils ein Teilgebiet im zentralen Bildbereich festgehalten. Zu
diesem Referenzgebiet wird die Kreuzkorrelation mit allen Teilgebieten mit Abstand
h in horizontaler, vertikaler und diagonaler Richtung (0◦ 45◦, 90◦, 135◦, 180◦, 225◦,
270◦, 315◦) berechnet und daraus das Mittel gebildet (Abbildung 5.2). Der Abstand
h wird mit einer Auflo¨sung von (1 +
√
2)/2 ≈ 1.21 km bis zu einem Maximum von
circa 30 km diskretisiert.
Als gu¨nstiger Wert wurde fu¨r die Seitenla¨nge der Teilgebiete empirisch 40 × 40
Pixel ermittelt. Dazu wurden fu¨r den Monat September 1998 stufenweise die Sei-
tenla¨ngen der Teilgebiete variiert und anhand der Tagessummen der nicht in die
SOA–Berechnung einbezogenen Stationen des Clusters II die RMS–Differenzen zwi-
schen Stationswert und Radarwert berechnet (Abbildung 5.1). Hier zeigt sich, daß
sich die RMS–Differenz ab 40 km nicht mehr wesentlich verringert. Da der maxi-
mal mo¨gliche Abstand h jedoch mit steigender Seitenla¨nge kontinuierlich abnimmt,
erscheint dieser Wert als ein guter Kompromiß.
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Abbildung 5.1: RMS–Differenzen zwischen analysierten Radardaten und Stations-
daten (Stationscluster II auf Tagessummenbasis) fu¨r verschiedene Seitenla¨ngen U
der Teilgebiete im September 1998.
In der Regel ist das Korrelogramm eine monoton fallende Funktion. Mit wachsen-
dem Abstand zwischen zwei Punkten nimmt die ra¨umliche Korrelation zwischen zwei
Punkten ab, bis sie schließlich gegen Null konvergiert. Die Monotonie des Korrelo-
gramms ist eine notwendige Voraussetzung fu¨r die positive Definitheit der Hinter-
grundfehlermatrix und damit der Anwendbarkeit des SOA–Verfahrens (vgl. Weber
& Talkner 1993 [95]). Daher werden die Werte des ermittelten (empirischen) Kor-
relogramms mittels der Methode der kleinsten Quadrate durch eine kontinuierliche
Modellfunktion approximiert, welche den beiden Bedingungen ρ(h) ist positiv und
monoton fallend und ρ(0) = 1 genu¨gt. In der vorliegenden Arbeit wird eine Funk-
tion der Form ρ(h) = ech verwendet. Der Steigungskoeffizient c wird dabei fu¨r jede
stu¨ndliche Niederschlagsverteilung neu berechnet.
5.2.2 Bestimmung des Beobachtungsfehlers und Initialisie-
rung der Korrelationsmatrizen
Im na¨chsten Schritt mu¨ssen die Werte fu¨r die normalisierten Beobachtungsfehler
2kk(= E
2
ok/E
2
bk) bestimmt werden. Die Meßgenauigkeit wird bei den zeitlich hoch-
aufgelo¨sten Regenwippen mit 0.1 mm angegeben. Dieser Wert wird fu¨r alle Wippen
als konstant angenommen.
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Abbildung 5.2: Abgrenzung eines zentralen Referenzgebietes zur Erstellung der
Hintergrundfehler–Kreuzkorrelation aus den Radardaten.
Desweiteren mu¨ssen die Matrix (ρkl + 
2
kl) sowie der Spaltenvektor ρik initialisiert
werden. Zuna¨chst werden hierzu die Distanzen aller Stationen untereinander sowie
die Distanzen aller Radarpixel zu allen Stationen (in km) berechnet. Dieser Schritt
muß nur wiederholt werden, wenn sich die Anzahl K der vorhandenen Stationen
a¨ndert. Damit ergeben sich eine (K × K) Matrix fu¨r die Distanzen der Stationen
untereinander sowie eine (K× Pixelanzahl) Matrix fu¨r die Distanzen der Stationen
zu allen Radarpixeln. In diesem Fall betra¨gt die Pixelanzahl 100 × 100 (= 10 000)
Pixel (siehe Kapitel 3.2.1). Analoge Matrizen ergeben sich fu¨r die Kreuzkorrela-
tionen, die mittels der approximierten Modellfunktionen aus den Distanzmatrizen
sofort bestimmt werden ko¨nnen.
5.2.3 Lo¨sung des Gleichungssystems
Zur Bestimmung der Gewichte ergibt sich aus Gleichung 5.14 folgendes K × K
Gleichungssystem:
(ρ11 + 
2
11)Wi1 + ρ12Wi2 + · · ·+ ρ1KWiK = ρi1
ρ21Wi1 + (ρ22 + 
2
22)Wi2 + · · ·+ ρ2KWiK = ρi2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ρK1Wi1 + ρK2Wi2 + · · ·+ (ρKK + 2KK)WiK = ρiK
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Mit der quadratischen Matrix A = (ρkl + 
2
kl) folgt A · ~Wi = ~ρi und somit fu¨r die
Gewichte ~Wi = A
−1 · ~ρi. Die Inversion der Matrix A erfolgt mittels LR–Zerlegung
(vgl. Press et al. 1992 [72]) und muß nur einmal pro SOA–Lauf durchgefu¨hrt werden.
Zur Berechnung der Gewichte ~Wi muß dann nur fu¨r jedes Radarpixel (xi, yi) eine
Matrix–Vektor–Multiplikation durchgefu¨hrt werden. Aufgrund der Homogenita¨ts-
bedingung (vgl. Annahme 4) gilt, daß die Gewichte der normalisierten und nicht
normalisierten Form gleich sind, also wik = Wik (vgl. Daley 1991 [20]). Mit diesen
Gewichten kann die Analysegleichung des SOA–Verfahrens (Gleichung 5.1) auf jedes
Radarpixel angewendet und eine neue Niederschlagsverteilung berechnet werden.
5.2.4 Fallbeispiele
Im folgenden werden die oben beschriebenen Arbeitsschritte exemplarisch an zwei
ausgewa¨hlten Fallbeispielen verdeutlicht. Das SOA–Verfahren wird dabei jeweils auf
mit Biaskorrektur und Advektionskorrektur vorbehandelte Radardaten angewandt.
Am 14. August 1999 u¨berquerte ein Frontensystem Deutschland, das vielerorts fu¨r
kra¨ftige Schauer und Gewitter sorgte (Tabelle B.7). Dieses Regenereignis wies von
den verfu¨gbaren Fa¨llen des Jahres 1999 die ho¨chsten Niederschlagswerte im Meßge-
biet auf. Der mittlere Tagesniederschlag, bezogen auf insgesamt 37 Stationen beider
Cluster, betrug rund 20 mm, der maximale an Station 10 (Cluster II) registrierte
Tagesniederschlag rund 31 mm. Die Radarmessung zeigt an diesem Tag deutlich
niedrigere Werte als die Stationsmessungen (Abbildung 5.3, unten). Zuna¨chst wird
die Strukturanalyse zur Ermittlung der Korrelogrammfunktion durchgefu¨hrt. Die
sich ergebende approximierte Funktion lautet in diesem Fall ρ(h) = e−0.0977·h (Ab-
bildung 5.4). Fu¨r die Distanzen zwischen den Stationen des Clusters I ergibt sich
folgende (16 × 16) Matrix (Angaben in km, Stationsnummer fettgedruckt):
1 2 3 8 9 10 11 12 13 14 15 16 18 19 20 21
1 0.0 10.0 48.8 26.6 26.8 29.0 33.4 39.1 50.1 45.3 40.8 38.6 47.0 45.2 49.8 50.9
2 10.0 0.0 43.4 28.9 30.3 36.1 41.1 46.1 56.2 51.1 45.2 42.4 49.3 46.6 50.5 50.8
3 48.8 43.4 0.0 33.2 36.7 50.6 55.7 55.5 57.5 52.8 43.6 40.2 36.9 31.9 30.5 26.8
8 26.6 28.9 33.2 0.0 3.6 17.5 22.8 24.0 30.5 25.1 17.3 14.0 20.6 18.6 23.3 25.0
9 26.8 30.3 36.7 3.6 0.0 13.9 19.2 20.5 27.5 22.1 15.0 12.2 20.2 19.1 24.2 26.4
10 29.0 36.1 50.6 17.5 13.9 0.0 5.7 10.0 21.4 17.1 16.4 16.6 26.8 28.2 33.5 36.9
11 33.4 41.1 55.7 22.8 19.2 5.7 0.0 6.7 18.8 15.6 18.0 19.2 29.1 31.3 36.5 40.2
12 39.1 46.1 55.5 24.0 20.5 10.0 6.7 0.0 12.1 9.2 14.0 16.3 25.1 28.1 33.0 37.1
13 50.1 56.2 57.5 30.5 27.5 21.4 18.8 12.1 0.0 5.4 14.2 17.8 21.9 26.4 30.1 34.5
14 45.3 51.1 52.8 25.1 22.1 17.1 15.6 9.2 5.4 0.0 9.2 12.7 18.4 22.5 26.7 31.0
15 40.8 45.2 43.6 17.3 15.0 16.4 18.0 14.0 14.2 9.2 0.0 3.6 11.2 14.1 19.0 23.1
16 38.6 42.4 40.2 14.0 12.2 16.6 19.2 16.3 17.8 12.7 3.6 0.0 10.3 12.0 17.3 21.0
18 47.0 49.3 36.9 20.6 20.2 26.8 29.1 25.1 21.9 18.4 11.2 10.3 0.0 5.0 8.2 12.6
19 45.2 46.6 31.9 18.6 19.1 28.2 31.3 28.1 26.4 22.5 14.1 12.0 5.0 0.0 5.4 9.0
20 49.8 50.5 30.5 23.3 24.2 33.5 36.5 33.0 30.1 26.7 19.0 17.3 8.2 5.4 0.0 4.5
21 50.9 50.8 26.8 25.0 26.4 36.9 40.2 37.1 34.5 31.0 23.1 21.0 12.6 9.0 4.5 0.0
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Abbildung 5.3: Vergleich von Radar- und Stationsniederschlag (Stationscluster II),
berechnet mit bzw. ohne SOA–Verfahren, fu¨r die Tagessumme am 14.8.99. Oben:
Verha¨ltnis von Radar- zu Stationsniederschlag, unten: Tagesniederschlag.
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Abbildung 5.4: Korrelogrammfunktion und empirisches Korrelogramm fu¨r die Nie-
derschlagsverteilung der Stundensumme des Zeitintervalls von 18:00 Uhr bis 19:00
Uhr UTC am 14.8.99.
Aus der approximierten Modellfunktion ergibt sich weiterhin fu¨r die Korrelations-
matrix:
1 2 3 8 9 10 11 12 13 14 15 16 18 19 20 21
1 1.00 0.38 0.01 0.07 0.07 0.06 0.04 0.02 0.01 0.01 0.02 0.02 0.01 0.01 0.01 0.01
2 0.38 1.00 0.01 0.06 0.05 0.03 0.02 0.01 0.00 0.01 0.01 0.02 0.01 0.01 0.01 0.01
3 0.01 0.01 1.00 0.04 0.03 0.01 0.00 0.00 0.00 0.01 0.01 0.02 0.03 0.04 0.05 0.07
8 0.07 0.06 0.04 1.00 0.70 0.18 0.11 0.10 0.05 0.09 0.19 0.25 0.13 0.16 0.10 0.09
9 0.07 0.05 0.03 0.70 1.00 0.26 0.15 0.13 0.07 0.11 0.23 0.30 0.14 0.15 0.09 0.08
10 0.06 0.03 0.01 0.18 0.26 1.00 0.58 0.37 0.12 0.19 0.20 0.20 0.07 0.06 0.04 0.03
11 0.04 0.02 0.00 0.11 0.15 0.58 1.00 0.52 0.16 0.22 0.17 0.15 0.06 0.05 0.03 0.02
12 0.02 0.01 0.00 0.10 0.13 0.37 0.52 1.00 0.31 0.41 0.25 0.20 0.09 0.06 0.04 0.03
13 0.01 0.00 0.00 0.05 0.07 0.12 0.16 0.31 1.00 0.59 0.25 0.18 0.12 0.08 0.05 0.03
14 0.01 0.01 0.01 0.09 0.11 0.19 0.22 0.41 0.59 1.00 0.41 0.29 0.16 0.11 0.07 0.05
15 0.02 0.01 0.01 0.19 0.23 0.20 0.17 0.25 0.25 0.41 1.00 0.70 0.34 0.25 0.16 0.10
16 0.02 0.02 0.02 0.25 0.30 0.20 0.15 0.20 0.18 0.29 0.70 1.00 0.37 0.31 0.19 0.13
18 0.01 0.01 0.03 0.13 0.14 0.07 0.06 0.09 0.12 0.16 0.34 0.37 1.00 0.61 0.45 0.29
19 0.01 0.01 0.04 0.16 0.15 0.06 0.05 0.06 0.08 0.11 0.25 0.31 0.61 1.00 0.59 0.42
20 0.01 0.01 0.05 0.10 0.09 0.04 0.03 0.04 0.05 0.07 0.16 0.19 0.45 0.59 1.00 0.65
21 0.01 0.01 0.07 0.09 0.08 0.03 0.02 0.03 0.03 0.05 0.10 0.13 0.29 0.42 0.65 1.00
Die Niederschlagsmessungen der Stationen des Clusters I sowie des Radars vor
bzw. nach Anwendung des SOA–Verfahrens fu¨r die Stundensumme von 18:00 Uhr bis
19:00 Uhr UTC zeigt Tabelle 5.1. Es werden dabei im ,,Leave–one–out”–Verfahren
abwechselnd jeweils eine der 16 Stationen bei der Anwendung des SOA–Verfahrens
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Stationsnr. 1 2 3 8 9 10 11 12
Pg (mm) 0.9 1.3 2.9 3.1 1.9 0.9 1.1 5.0
Pr vor SOA (mm) 0.8 1.1 1.4 1.6 1.5 0.8 0.5 1.8
Pr nach SOA (mm) 0.8 1.3 1.6 2.2 2.8 1.6 1.1 3.4
Stationsnr. 13 14 15 16 18 19 20 21
Pg (mm) 8.4 5.0 4.6 5.0 11.7 9.5 9.0 7.7
Pr vor SOA (mm) 2.0 1.9 2.3 2.4 3.7 4.0 4.9 4.2
Pr nach SOA (mm) 4.3 6.1 5.3 5.0 7.4 9.0 8.9 6.8
Tabelle 5.1: Radar (Pr)- und Stationsniederschlag (Pg) (Stationscluster I) vom
14.8.99, 18:00 Uhr bis 19:00 Uhr UTC vor bzw. nach Anwendung des SOA–
Verfahrens.
ausgelassen, um auch fu¨r die hochauflo¨senden Stationen einen unabha¨ngigen Ver-
gleichsdatensatz zu bewahren (auf die Methodik der Fehleranalyse wird in Kapitel
6 noch genauer eingegangen). Der zuna¨chst stark unter den Stationsmessungen lie-
gende Radarniederschlag wird durch das SOA–Verfahren deutlich angehoben (siehe
zum Beispiel die Stationen 16–21). In einigen Fa¨llen steigt die Korrektur u¨ber den
Stationswert hinaus (zum Beispiel bei den Stationen 14 und 15), aber auch hier ist
die Differenz zwischen dem Stationswert und dem Radarwert nach Anwendung des
SOA–Verfahrens geringer als vorher. Die Niederschlagsverteilungen vor bzw. nach
Anwendung des SOA–Verfahrens (unter Verwendung aller Stationen des Clusters I)
sind in Abbildung 5.5 dargestellt.
Als weitere Vergleichsstationen werden 21 Stationen des Stationsclusters II heran-
gezogen, dessen Niederschlagsmessungen nur in Form von Tagessummen vorliegen
und daher nicht in das SOA–Verfahren mit einbezogen werden. Die Tagessummen
vor beziehungsweise nach Anwendung des SOA–Verfahrens weisen an diesem Tag
eine a¨hnliche Struktur auf (Abbildung 5.6). Das Verha¨ltnis des Radarniederschlags
zum Stationsniederschlag des Clusters II sowie die dazugeho¨rigen Tagessummen sind
in Abbildung 5.3 dargestellt. Der ebenfalls unter den Stationsmessungen liegende
Radarniederschlag wird auch hier deutlich angehoben. Die u¨ber die Stationen ge-
mittelte RMS–Differenz wird durch die Anwendung des SOA–Verfahrens fu¨r beide
Stationscluster um u¨ber 40% verringert.
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Abbildung 5.5: Niederschlagsverteilungen fu¨r die Stundensummen von 18:00 Uhr
bis 19:00 Uhr UTC am 14.8.99 vor (links) bzw. nach (rechts) Anwendung des SOA–
Verfahrens, u¨berlagert mit Stationscluster I.
Abbildung 5.6: Niederschlagsverteilungen fu¨r die Tagessummen am 14.8.99 vor
(links) bzw. nach (rechts) Anwendung des SOA–Verfahrens, u¨berlagert mit Stations-
cluster II. Fu¨r das SOA–Verfahren werden nur die Messungen des Stationsclusters I
verwendet; den quantitativen Vergleich mit Stationscluster II zeigt Abbildung 5.3.
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Betrachtet man die erwartete Analysefehlervarianz (Nexerva) (Abbildung 5.7) am
Beispiel des 14.8.99 fu¨r die Stundensumme von 18:00 Uhr bis 19:00 Uhr UTC, so
sieht man, daß die lokalen Minima der Varianz an den Regenwippen–Standorten lie-
gen. Die Analysefehlervarianz wird dort jedoch nicht ganz Null, da die Regenwippen
mit einem Beobachtungsfehler (0.1 mm) behaftet sind. Wa¨re der Beobachtungsfeh-
ler Null, so wa¨re die Fehlervarianz an den Regenwippen ebenfalls Null und somit
das SOA–Verfahren wie das Kriging exakt interpolierend. Ab einem Abstand von
circa 20 km liegt hier die normalisierte Analysefehlervarianz 2ai nahe bei eins, was
bedeutet, daß in diesen Bereichen nahezu keine Korrektur durch das SOA–Verfahren
erfolgt und nur die Niederschlagsinformationen des Radars verwendet werden. Weil
hier eine isotrope Korrelationsfunktion eingesetzt wird, sind die Isolinien der Analy-
sefehlervarianz bei isolierten Stationen (wie zum Beispiel bei der rechtsrheinischen
Station 3 des Clusters I) konzentrische Kreise. Bei Stationsclustern ist die Vari-
anz jedoch nicht eine einfache U¨berlagerung von konzentrischen Kreisen, weil be-
nachbarte Stationen einen gewissen Informationsbeitrag leisten, wodurch sich der
Analysefehler bei Clustern sta¨rker reduziert als bei isolierten Stationen.
Abbildung 5.7: Berechnete Analysefehlervarianz fu¨r die Stundensumme von 18:00
Uhr bis 19:00 Uhr UTC am 14.8.99.
Als weiteres Beispiel wird der 1. August 1998 betrachtet, an dem am spa¨ten Abend
im Rheinland heftige Schauer und Gewitter auftraten (Tabelle B.3). An einzelnen
Stationen wurde auch an diesem Tag bis zu 30 mm Niederschlag gemessen. Im
Vergleich zum vorangegangenen Beispiel sind hier die Niederschlagszellen sehr viel
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kleinra¨umiger und strukturierter. Die Niederschlagsmessungen der Stationen des
Clusters I sowie des Radars vor bzw. nach Anwendung des SOA–Verfahrens fu¨r die
Stundensumme von 20:00 Uhr bis 21:00 Uhr UTC zeigt Tabelle 5.2.
Stationsnr. 1 2 4 6 7 8 9 10
Pg (mm) 0.0 0.0 0.1 0.4 2.3 5.6 15.7 2.2
Pr vor SOA (mm) 0.0 0.1 1.2 1.2 5.4 8.1 6.9 2.6
Pr nach SOA (mm) 0.2 0.0 1.1 0.2 4.1 13.1 5.3 4.5
Stationsnr. 11 12 13 16 17 20 21
Pg (mm) 4.7 4.3 3.6 12.1 8.2 0.8 0.9
Pr vor SOA (mm) 4.3 4.3 4.1 8.8 6.8 1.7 1.1
Pr nach SOA (mm) 4.1 4.8 4.1 8.9 7.1 1.0 0.3
Tabelle 5.2: Radar (Pr)- und Stationsniederschlag (Pg) (Stationscluster I) vom
1.8.98, 20:00 Uhr bis 21:00 Uhr UTC vor bzw. nach Anwendung des SOA–Verfahrens.
Die Niederschlagsverteilungen vor und nach Anwendung des SOA–Verfahrens sind in
Abbildung 5.8 dargestellt. Die Struktur der urspru¨nglichen Niederschlagsverteilung
bleibt auch hier nach durchgefu¨hrter Analyse weitgehend erhalten, wobei das SOA–
Verfahren dennoch zum Teil starke lokale Korrekturen vornimmt. Insgesamt zeigen
sich hier jedoch die Grenzen des SOA–Verfahrens bei sehr kleinra¨umigen Strukturen.
Abbildung 5.8: Niederschlagsverteilungen fu¨r die Stundensummen von 20:00 Uhr
bis 21:00 Uhr UTC am 1.8.98, vor (links) bzw. nach (rechts) Anwendung des SOA–
Verfahrens, u¨berlagert mit Stationscluster I.
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In diesem Beispiel treten an den nahe benachbarten Stationen 8 und 9 stark unter-
schiedliche Meßwerte auf, wa¨hrend das Radar an diesen Stationen den Regen weit
u¨ber- bzw. unterscha¨tzt hat. Wird nun entweder Station 8 oder Station 9 ausgelas-
sen, so fu¨hrt dies dazu, daß die Niederschlagsintensita¨t nach durchgefu¨hrter Analyse
an der jeweils anderen Station stark nach oben bzw. unten gezogen wird. Hierdurch
wird die Differenz zwischen Radar- und Stationswerten weiter vergro¨ßert anstatt
verringert. Die u¨ber die Stationen des Clusters I gemittelte RMS–Differenz wird
durch diesen Effekt nach Anwendung des SOA–Verfahrens um circa 32% verschlech-
tert. Eine Stunde spa¨ter fu¨hrt das SOA–Verfahren jedoch wieder zu einer 37%-igen
Verbesserung.
Exemplarisch zeigt Abbildung 5.9 schließlich fu¨r den ganzen Monat August 1998 das
Verha¨ltnis des Radarniederschlags zum Stationsniederschlag vor bzw. nach durch-
gefu¨hrter Analyse. Als Vergleichsstationen werden dazu 20 Stationen des Stations-
clusters II herangezogen. Nach durchgefu¨hrter Analyse betra¨gt das Verha¨ltnis von
Radar- zu Stationsniederschlag, das zuvor bei etwa 1.5 lag, nahezu 1.
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Abbildung 5.9: Vergleich von Stations- und Radarniederschlag, berechnet mit
bzw. ohne SOA–Verfahren, fu¨r den gesamten August 1998. Oben: Verha¨ltnis von
Radar- zu Stationsniederschlag, unten: mittlerer Tagesniederschlag (nur auf Regen-
tage bezogen).
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5.2.5 Sensitivita¨tsstudie
An dieser Stelle wird eine Sensitivita¨tsstudie durchgefu¨hrt, um festzustellen, wie
empfindlich das SOA–Verfahren auf das Weglassen einzelner Stationen reagiert. Dies
ist besonders interessant im Hinblick auf plo¨tzliche Datenausfa¨lle bzw. die generelle
Planung der Stationsdichte. Zu diesem Zweck wird fu¨r die Monate August und Sep-
tember 1998 das SOA–Verfahren mit einer schrittweise verringerten Stationsdichte
des Stationsclusters I (Abbildung 5.10, schwarz) angewandt und anschließend an-
hand eines aus 7 Stationen des Clusters II bestehenden Kontrollnetzes (Abbildung
5.10, rot) die RMS–Differenzen auf Tagessummenbasis berechnet (Abbildung 5.11).
Abbildung 5.10: Kontrollnetz (Cluster II, rot) sowie abnehmende Stationsdichte
(Cluster I, schwarz) fu¨r SOA–La¨ufe. Die Distanzen der Stationen zueinander be-
tragen links oben ≥ 5 km, rechts oben ≥ 10 km, links unten ≥ 20 km sowie rechts
unten ≥ 30 km.
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Im August 1998 betra¨gt die u¨ber die 7 Stationen des Kontrollnetzes gemittelte RMS–
Differenz ohne Anwendung des SOA–Verfahrens 6.0 mm. Nach Anwendung des
SOA–Verfahrens verringert sich die RMS–Differenz selbst bei einem Einsatz von
nur vier Stationen auf 5.1 mm. Mit allen 15 Stationen ergibt sich hier eine weite-
re 6%-ige Verbesserung auf 4.8 mm. Im September 1998 liegt die Radarmessung
im Vergleich zu den Stationsmessungen generell recht hoch. Ohne angewandtes
SOA–Verfahren betra¨gt die mittlere RMS–Differenz 21.1 mm, mit SOA–Verfahren
auch bei Durchfu¨hrung mit nur vier Stationen 8.6 mm. Dieses Ergebnis ist wie-
derum deutlich niedriger als ohne Verwendung des SOA–Verfahrens und entspricht
ebenfalls einer nur etwa 6%-igen Verschlechterung gegenu¨ber einer Verwendung aller
Stationen.
Insgesamt reagiert das SOA–Verfahren recht stabil auf das Weglassen einzelner Sta-
tionen und ist auch bei geringer Stationsdichte noch sinnvoll einsetzbar. Die RMS–
Differenz steigt allerdings mehr oder weniger kontinuierlich an, wenn sich die Stati-
onsdichte verringert.
Im September 1998 waren die Korrelogramme wegen der großra¨umigen Struktur der
Niederschlagsereignisse im Monatsvergleich relativ flach, was die geringe Sensitivita¨t
des SOA–Verfahrens erkla¨ren kann. Obige Aussagen gelten jedoch prinzipiell auch
fu¨r die anderen Monate, wobei die Sensitivita¨t des SOA–Verfahrens mit der Steilheit
der Korrelogramme zunimmt. Aber auch fu¨r die anderen Monate stellt sich heraus,
daß sich mit dem SOA–Verfahren auch bei geringeren Stationsdichten eine sichtbare
Fehlerreduktion erzielen la¨ßt.
Eine weitere Fehlerreduktion durch eine Erho¨hung der Stationsdichte scheint nach
unten durch andere Faktoren (zum Beispiel der fehlenden Korrespondenz einer Sta-
tionsmessung, die eine Punktmessung am Boden darstellt, zu der entsprechenden
Radarmessung, die eine Volumenmessung in der Ho¨he repra¨sentiert) limitiert zu
sein. Es ist also nicht zu erwarten, daß die RMS–Differenz gegen Null geht, wenn
die Stationsdichte immer ho¨her wird.
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Abbildung 5.11: Mittlere RMS–Differenzen von analysiertem Radar- und Stations-
niederschlag ausgewa¨hlter Stationen des Clusters II, berechnet mit abnehmender
Stationsdichte des Clusters I fu¨r die Monate August 1998 (oben) sowie September
1998 (unten).
Kapitel 6
Quantitative Analyse der
Verfahren
Im folgenden werden nun die einzelnen Verfahren einer umfangreichen quantitativen
Auswertung, die alle verfu¨gbaren Meßdaten der Jahre 1998/99 umfaßt, unterzogen.
Es wird dabei zum einen die Wirkungsweise der einzelnen Verfahren quantifiziert
und zum anderen ihr Zusammenspiel analysiert. Zuna¨chst wird die angewandte
Methodik der Fehlerquantifizierung kurz erla¨utert.
6.1 Fehlerquantifizierung
Die Qualita¨t eines Interpolationsverfahrens la¨ßt sich anhand eines Vergleichs der
gemessenen und interpolierten Werte an derselben Station u¨berpru¨fen. Die Reihen
sind genau dann voneinander unabha¨ngig, wenn in die Scha¨tzung des Interpolations-
wertes der Meßwert am betrachteten Punkt nicht mit eingeht. Grundsa¨tzlich stehen
fu¨r einen Vergleich zweier Datensa¨tze mehrere Methoden zur Verfu¨gung. Im ein-
fachsten Fall wird die Methode des linearen Regressionsmodells angewandt, bei der
gepru¨ft wird, inwieweit die interpolierten Werte die gemessenen wiedergeben. Bei
einer exakten Wiedergabe erga¨be sich hierbei ein Korrelationskoeffizient von 1 und
eine Regressionssteigung von 1. Eine exakte U¨bereinstimmung beider Datenreihen
ist natu¨rlich nicht zu erwarten. Zur Fehlerquantifizierung wird das Fehlerbewer-
tungsmaß RMS (engl. rmse = root mean square error) mit
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RMS =
√√√√√ 1
N
N∑
j=1
(P jg (xi, yi)− P jr (xi, yi))2 (6.1)
in der Meteorologie international bevorzugt und von der WMO (World Meteoro-
logical Organization) empfohlen (vgl. Balzer 1998 et al. [5]). Hierbei sind P jg die
Stationsmessungen zum Zeitpunkt j am Gitterpunkt (xi, yi) und P
j
r die Radarmes-
sungen zum Zeitpunkt j am Gitterpunkt (xi, yi). N bezeichnet die Anzahl aller be-
trachteten Zeitpunkte. Durch die Fehlerquadrierung werden große Fehler weit mehr
,,bestraft” als kleine, eine Eigenschaft, die einer Vielzahl praktischer Konsequen-
zen fehlerhafter Entscheidungen sehr viel a¨hnlicher ist als die ,,lineare” Bewertung
von Fehleinscha¨tzungen. Dieses Maß wird auch in der vorliegenden Arbeit fu¨r die
folgenden Auswertungen herangezogen.
Es wird dazu angenommen, daß die Stationsmessungen den tatsa¨chlich gefalle-
nen Niederschlag an ihren jeweiligen Standorten am besten repra¨sentieren und als
,,ground–truth” herangezogen werden du¨rfen. Genaugenommen ist auch die Stati-
onsmessung nur eine Scha¨tzung des ,,wahren”, unbekannten Niederschlags. Theore-
tisch lassen sich die wahren Werte hydrologischer Gro¨ßen nicht exakt durch Messun-
gen bestimmen, da Meßfehler nie ganz auszuschließen sind. Um dieser Tatsache ge-
recht zu werden, wird der RMS–Fehler in der vorliegenden Arbeit als RMS–Differenz
zwischen Stations- und Radarmessung bezeichnet. Auch in den von der WMO her-
ausgegebenen Richtlinien zur hydrologischen Praxis (vgl. WMO 1994 [99]) wird der
Unterschied zwischen dem Meßergebnis und dem wahren Wert der gemessenen Gro¨ße
als Differenz zwischen dem Meßergebnis und der gro¨ßten Anna¨herung an den wahren
Wert bezeichnet.
Dennoch messen Regenwippen punktuell den Niederschlag genauer als das Radar, sie
sind jedoch nur in einem kleinen Umkreis repra¨sentativ. Der Regenwippen–Fehler
variiert mit steigender Niederschlagsintensita¨t zwischen 50% und 10% (vgl. Duchon
et al. 1995 [28]), wobei sehr hohe relative Fehler nur bei ohnehin sehr geringen
Niederschlagsraten auftreten. Die Radarmessung hingegen kann Differenzen von
100% und mehr aufweisen (vgl. Smith et al. 1996 [85]).
Die Qualita¨t der Verfahren wird im folgenden anhand von Punktvergleichen mit
unabha¨ngigen Stationsdaten u¨berpru¨ft. Dazu stehen grundsa¨tzlich zur Verfu¨gung:
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1. der Datensatz des Stationsclusters I (akkumuliert zu Stunden- und Tagessum-
men)
2. der Datensatz des Stationsclusters II (nur Tagessummen)
Da das SOA–Verfahren auf den zu Stundensummen akkumulierten Niederschlags-
messungen des Stationsclusters I basiert, wird zur Fehlerquantifizierung jeweils die
Station ausgelassen, an der der Fehler gemessen wird (Leave–one–out–Verfahren)
und die Analyse fu¨r jeden Monat jeweils so oft wiederholt, wie Stationen zu Verfu¨-
gung stehen, also
RMS =
√√√√√ 1
K ·N
K∑
i=1
N∑
j=1
(P jg (xi, yi)− P ja (xi, yi))2 (6.2)
Hierbei sind N die Zahl der Zeitpunkte, K die Zahl der Stationen und P jg die
Stationsmessung bzw. P ja der analysierte Niederschlag zum Zeitpunkt j am Gitter-
punkt (xi, yi). Bei der Berechnung von P
j
a (xi, yi) geht die Station am Gitterpunkt
(xi, yi) jeweils nicht in die Analyse mit ein. So kann auch fu¨r das SOA–Verfahren
das Stationscluster I zum Vergleich herangezogen werden. Da die Tagesmessungen
des Stationsclusters II nicht in das SOA–Verfahren mit eingehen, werden dort alle
Stationen zur Fehlerquantifizierung genutzt.
6.2 Einzelanalyse
An dieser Stelle wird nun der quantitative Einfluß der wichtigsten Verfahrenskompo-
nenten (der Advektionskorrektur, der Wahl der Z–R–Beziehung, der Biaskorrektur
und des SOA–Verfahrens) auf die Fehlerreduktion bei der Niederschlagsquantifizie-
rung hin untersucht.
6.2.1 Einfluß der Advektionskorrektur
Zuna¨chst wird der Einfluß der Advektionskorrektur auf die Genauigkeit der Nieder-
schlagsquantifizierung betrachtet. Dies geschieht in einem ersten Schritt durch eine
rein quantitative Ausza¨hlung der Fa¨lle, bei denen die RMS–Differenz nach Durch-
fu¨hrung der Advektionskorrektur im Vergleich zu vorher kleiner bzw. gro¨ßer ist. Die
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quantitative Ausza¨hlung der auf Tagessummen basierenden 288 Fa¨lle ergibt, daß
in nur 57% der Fa¨lle eine Verbesserung durch die Advektionskorrektur erzielt wird
(Tabelle 6.1).
RMS–Differenz nach Advektionskorrektur kleiner 163 57%
RMS–Differenz nach Advektionskorrektur gro¨ßer 125 43%
Tabelle 6.1: Fallstudie zur Advektionskorrektur, basierend auf den RMS–Differenzen
auf Tagessummenbasis (Stationscluster I und II).
Die 288 Fa¨lle ergeben sich durch die Betrachtung aller in den acht Monaten jeweils
verfu¨gbaren Stationen.
Die nach Monaten getrennten Auswertungsergebnisse sind in Tabelle 6.2 darge-
stellt. Die prozentuale Verbesserung bzw. Verschlechterung der Advektionskorrektur
schwankt dabei nur zwischen circa -4% und 4%.
Monat RMS–Diff. RMS–Diff. Diff.
ohne Advek. mit Advek. (%)
(mm) (mm)
Juni ’98 7.33 7.10 3.1
Juli ’98 3.16 3.02 4.4
Aug. ’98 9.14 8.93 2.3
Sep. ’98 24.08 24.14 -0.2
Juni ’99 4.16 4.13 0.7
Juli ’99 2.70 2.81 -4.1
Aug. ’99 3.79 3.75 1.1
Sep. ’99 3.00 2.95 1.7
Tabelle 6.2: RMS–Differenzen zwischen Stations- und Radarwerten (Stationsclu-
ster I und II), monatsweise berechnet auf Tagessummenbasis, jeweils mit und ohne
Advektionskorrektur (Advek.).
Gemittelt u¨ber alle acht Monate und alle verwendeten Stationen ergibt sich ohne
Advektionskorrektur eine RMS–Differenz von 11.6 mm, mit Advektionskorrektur
eine RMS–Differenz von 11.5 mm, also eine sehr geringe Verbesserung um circa 1%.
Hier zeigt sich die starke Abha¨ngigkeit der Advektionskorrektur von der verwende-
ten Z–R–Beziehung. Zum Beispiel versta¨rkt die Advektionskorrektur in der Regel
eine Unterscha¨tzung des Niederschlags (wie an einigen Tagen im Juli 1999). Die
Advektionskorrektur bringt jedoch oft eine Verbesserung bei einer geringen zeitli-
chen Auflo¨sung der Radardaten (wie im Jahr 1998). Wie schon in Kapitel 4.4.2
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erwa¨hnt, schwa¨cht sich der Einfluß der Advektionskorrektur bei la¨ngeren zeitlichen
Mitteln ab. Zur Echtzeit–Niederschlagsvorhersage ist es dennoch sinnvoll, insbeson-
dere bei sich schnell fortbewegenden Regenfronten, die Advektionskorrektur einzu-
setzen. Aufgrund ihres geringen Einflusses auf die Fehlerreduktion auf Tagessum-
menbasis wird in den folgenden Verfahrensanalysen die Advektionskorrektur jeweils
mit durchgefu¨hrt.
6.2.2 Einfluß der Z–R–Beziehung
Nun wird untersucht, welchen Einfluß auf die Fehlerreduktion eine dynamische Ver-
wendung von Z–R–Beziehungen durch die Unterscheidung von stratiformen und kon-
vektiven Niederschlagsereignissen besitzt.
Ein Vergleich der RMS–Differenzen auf Tagessummenbasis ergibt, daß in 224 von
288 mo¨glichen Fa¨llen (circa 78%) die RMS–Differenz verringert wird (Tabelle 6.3).
RMS–Differenz nach manueller Trennung kleiner 224 78%
RMS–Differenz nach manueller Trennung gro¨ßer 64 22%
Tabelle 6.3: Fallstudie zur manuellen Trennung, basierend auf den RMS–Differenzen
auf Tagessummenbasis (Stationscluster I und II).
Gemittelt u¨ber alle acht Monate und alle verwendeten Stationen, betra¨gt die RMS–
Differenz ohne die manuelle Trennung 11.5 mm, mit manuell durchgefu¨hrter Tren-
nung hingegen nur noch 6.9 mm. Der Fehler wird also im Mittel um circa 40%
verringert.
Die quantitative Ausza¨hlung der Fa¨lle, bei denen die RMS–Differenz nach der auto-
matischen Trennung im Vergleich zu vorher kleiner bzw. gro¨ßer ist, kommt zu einem
a¨hnlichen Ergebnis (Tabelle 6.4).
RMS–Differenz nach automatischer Trennung kleiner 209 73%
RMS–Differenz nach automatischer Trennung gro¨ßer 79 27%
Tabelle 6.4: Fallstudie zur automatischen Trennung, basierend auf den RMS–
Differenzen auf Tagessummenbasis (Stationscluster I und II).
Gemittelt u¨ber alle acht Monate und alle verwendeten Stationen ergibt sich mit
dem automatischen Trennverfahren allerdings eine RMS–Differenz von 10.5 mm, im
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Vergleich zur manuellen Trennung also im Mittel nur noch eine Verbesserung um
circa 9%.
Die in Kapitel 4.2.2 angesprochene Schwierigkeit, großfla¨chige konvektive Systeme
allein aufgrund der ra¨umlichen Ausdehnung zu erkennen, ist sicherlich ein bedeu-
tender Grund dafu¨r, daß die Rate von 40% nicht erreicht wird, da gerade diese Er-
eignisse ha¨ufig zu betra¨chtlichen Niederschla¨gen fu¨hren. Ebenso fallen Radardaten
mit nur geringen Niederschla¨gen, wie sie zum Beispiel im Zerfallsstadium eines ehe-
mals konvektiven Systems auftreten ko¨nnen und die in der manuellen Analyse den
stratiformen Fa¨llen zugeordnet werden, bei der automatischen Trennung wegen feh-
lender ra¨umlicher Ausdehnung nicht in die stratiforme Kategorie. Trotz dieser Ein-
schra¨nkungen hinsichtlich des zu erwartenden Erfolgs bei der Erkennung großra¨umi-
ger konvektiver Fa¨lle erscheint es jedoch lohnend, die Trennung stets durchzufu¨hren.
Ein Vergleich der automatischen Trennung mit der manuell erfolgten Trennung er-
gibt, daß hin 4359 von insgesamt 7680 betrachteten Fa¨llen die manuelle Vorgabe
richtig erkannt wird oder die Erkennung wegen zu geringen Niederschlags in den
Radardaten keine Rolle spielt. In 3321 Fa¨llen wird falsch erkannt, wobei jedoch
konvektive Fa¨lle, deren Erkennung das eigentliche Ziel der Trennung darstellt, nur
eine geringe Fehlerquote von circa 35% aufweisen. Die einzelnen Fallunterscheidun-
gen sind in Tabelle 6.5 dargestellt.
manuelle Trennung automatische Trennung
stratiformes Ereignis 5972 Fa¨lle stratiformes Ereignis 3247 Fa¨lle
konvektives Ereignis 2725 Fa¨lle
konvektives Ereignis 1708 Fa¨lle konvektives Ereignis 1112 Fa¨lle
stratiformes Ereignis 596 Fa¨lle
Tabelle 6.5: Vergleich zwischen manueller und automatischer Trennung von konvek-
tiven und stratiformen Niederschlagsereignissen.
Die nach Monaten getrennten Auswertungsergebnisse sind in Tabelle 6.6 dargestellt.
Die prozentuale Verbesserung bei der manuellen Trennung schwankt zwischen circa
2% und 50% und fu¨hrt im Monatsmittel in keinem Fall zu einer Verschlechterung.
Auch bei der automatisierten Methode kann die Verbesserung der RMS–Differenz
im gu¨nstigsten Fall noch fast 20% betragen, und im Mittel bewirkt sie auch hier in
keinem Monat eine Verschlechterung.
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Monat RMS–Diff. RMS–Diff. mit Diff. RMS–Diff. mit Diff
ohne Tr. manueller (%) automatischer (%)
(mm) Tr. (mm) Tr. (mm)
Juni ’98 7.10 6.39 10.0 6.66 6.2
Juli ’98 3.02 2.96 2.0 2.45 18.9
Aug. ’98 8.93 6.28 29.7 7.40 17.1
Sep. ’98 24.14 12.53 48.1 21.73 10.0
Juni ’99 4.13 3.70 10.4 4.08 1.2
Juli ’99 2.81 2.75 2.1 2.72 3.2
Aug. ’99 3.75 3.49 6.9 3.61 3.7
Sep. ’99 2.95 2.88 2.4 2.94 0.3
Tabelle 6.6: RMS–Differenzen zwischen Stations- und Radarwerten (Stationscluster
I und II), monatsweise berechnet auf Tagessummenbasis jeweils ohne, mit manueller
sowie mit automatischer Trennung (Tr.) zwischen konvektiven und stratiformen Nie-
derschlagsereignissen.
6.2.3 Einfluß der Biaskorrektur
Die quantitative Ausza¨hlung der 288 Fa¨lle im Hinblick auf die RMS–Differenz nach
Anwendung der Biaskorrektur ergibt, daß in 75% der Fa¨lle eine Verbesserung erzielt
wird (Tabelle 6.7).
RMS–Differenz nach Biaskorrektur kleiner 217 75%
RMS–Differenz nach Biaskorrektur gro¨ßer 71 25%
Tabelle 6.7: Fallstudie zur Biaskorrektur, basierend auf den RMS–Differenzen auf
Tagessummenbasis (Stationscluster I und II).
Die nach Monaten getrennten Auswertungsergebnisse sind in Tabelle 6.8 dargestellt.
Die prozentuale Verbesserung bei der Biaskorrektur schwankt dabei zwischen circa
-2% und 28%.
Gemittelt u¨ber alle acht Monate und alle verwendeten Stationen ergibt sich oh-
ne Biaskorrektur eine RMS–Differenz von 11.5 mm, mit Biaskorrektur eine RMS–
Differenz von 8.7 mm, also eine Verbesserung um circa 24%.
Diese doch sehr starke Reduktion der RMS–Differenz legt es nahe, die Biaskorrektur
in jedem Fall anzuwenden. In dieser Statistik wird ein einheitlicher Biaskorrektur-
faktor u¨ber alle acht Monate (77 Niederschlagstage) verwendet, was einer einma-
ligen Gera¨teaneichung entspricht. Natu¨rlich ist auch eine Aneichung fu¨r ku¨rzere
Zeitra¨ume mo¨glich (was die RMS–Differenzen insbesondere im Jahr 1999 weiter
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Monat RMS–Diff. RMS–Diff. Diff.
ohne Biaskorr. mit Biaskorr. (%)
(mm) (mm)
Juni ’98 7.10 5.74 19.2
Juli ’98 3.02 2.48 17.9
Aug. ’98 8.93 6.47 27.6
Sep. ’98 24.14 17.49 27.5
Juni ’99 4.13 4.01 2.9
Juli ’99 2.81 2.64 6.0
Aug. ’99 3.75 3.39 9.6
Sep. ’99 2.95 3.00 -1.7
Tabelle 6.8: RMS–Differenzen zwischen Stations- und Radarwerten (Stationsclu-
ster I und II), monatsweise berechnet auf Tagessummenbasis, jeweils mit und ohne
Biaskorrektur.
verringern wu¨rde). Dies wu¨rde jedoch zum einen dem Echtzeit–Gedanken wider-
sprechen, zum anderen ist Vorsicht bei der Verwendung zu kurzer Zeitra¨ume zur
Bestimmung des Korrekturfaktors geboten, da dann zu sehr auf das momentane
Niederschlagsereignis und zu wenig auf die Gera¨techarakteristik geeicht wird. Ins-
besondere nach A¨nderungen oder Wartungsarbeiten an der Radaranlage erscheint
es jedoch sinnvoll, den Biaskorrekturfaktor neu zu berechnen.
6.2.4 Einfluß des SOA–Verfahrens
Ein Vergleich der Tagessummen ergibt, daß in 78% von 288 mo¨glichen Fa¨llen die
RMS–Differenz durch das SOA–Verfahren verringert wird (Tabelle 6.9). Hierbei
werden die Stationen des Clusters I im Leave–one–out–Verfahren herangezogen (sie-
he Kapitel 6.1), so daß insgesamt wiederum beide Stationscluster fu¨r den Vergleich
zur Verfu¨gung stehen.
RMS–Differenz nach SOA–Verfahren kleiner 224 78%
RMS–Differenz nach SOA–Verfahren gro¨ßer 64 22%
Tabelle 6.9: Fallstudie zum SOA–Verfahren, basierend auf den RMS–Differenzen
auf Tagessummenbasis (Stationscluster I und II).
Gemittelt u¨ber alle acht Monate und alle verfu¨gbaren Stationen auf Tagessummen-
basis betra¨gt die RMS–Differenz vor Anwendung des SOA–Verfahrens 11.5 mm,
danach 6.0 mm. Die RMS–Differenz pro Tag wird also durch das SOA–Verfahren
im Mittel um circa 48% verbessert.
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Auf Stundensummenbasis, wobei hier nur die Stationen des Clusters I eingehen,
ergibt sich ebenfalls in circa 75% aller Fa¨lle eine Verringerung der RMS–Differenz
(Tabelle 6.10). Unterscheidet man in dieser Statistik nach konvektiven und nicht
konvektiven Niederschlagsereignissen auf Stundensummenbasis, so zeigt sich, daß in
den nicht konvektiven Fa¨llen (welche die Mehrzahl der Ereignisse darstellen) das
SOA–Verfahren den RMS–Fehler in 75% der Fa¨lle verbessert, wa¨hrend sich fu¨r die
rein konvektiven Fa¨lle (welche fu¨r die gro¨ßten Niederschlagsmengen verantwortlich
sind) sogar eine Rate von 78% ergibt. Die Verbesserungsrate liegt fu¨r Stunden, in
denen die Klassifikation von stratiform zu konvektiv (oder umgekehrt) wechselt, mit
72% nur leicht darunter. Insgesamt la¨ßt sich also sagen, daß das SOA–Verfahren den
RMS–Fehler in etwa 3/4 der Fa¨lle unabha¨ngig vom Niederschlagsereignis verbessert.
alle Fa¨lle nicht konv. konv. gemischt
RMS–Differenz nach 25502 75% 16373 75% 5592 78% 3537 72%
SOA kleiner
RMS–Differenz nach 8562 25% 5558 25% 1604 22% 1400 28%
SOA gro¨ßer
Tabelle 6.10: Fallstudie zum SOA–Verfahren, basierend auf den RMS–Differenzen
auf Stundensummenbasis (Stationscluster I).
Schließlich wird die RMS–Differenz auf Tagessummenbasis monatsweise betrachtet
(Tabelle 6.11). Dabei zeigen sich fu¨r die einzelnen Monate hohe Differenzen hinsicht-
lich der Effizienz des SOA–Verfahrens. Am deutlichsten hebt sich der September
1998 ab, in dem die U¨berscha¨tzung des Radarniederschlags recht hoch war (siehe
Kapitel 3.2.3). Durch das SOA–Verfahren wird die RMS–Differenz pro Tag immer-
hin um fast 58% verringert, sie ist allerdings mit 10.16 mm immer noch recht hoch.
Bei fast allen Monaten ist eine Verbesserung zu beobachten (wie auch bei Pereira Fo
und Crawford 1999 [69]). Allerdings ist diese nur gering, wenn die RMS–Differenz
schon vor Anwendung des SOA–Verfahrens recht niedrig war, wie beispielsweise im
September 1999. Im Juli 1999 zeichnet sich eine leichte Verschlechterung um circa
1% durch das SOA–Verfahren ab. In diesem Monat wurde generell wenig Nieder-
schlag registriert, so daß diese Verschlechterung nicht so stark ins Gewicht fa¨llt.
Nimmt man bei der Auswertung den 12. und 13. Juli heraus, ergibt sich bereits
wieder eine leichte Verbesserung um circa 5%. An diesen beiden Tagen kam es
zeitweilig zur Entwicklung kleinra¨umiger konvektiver Zellen, die lokal begrenzt zu
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starken Niederschla¨gen fu¨hrten, beim Punkt–zu–Punkt–Vergleich mit dem Radar in
dieser Intensita¨t aber nicht erfaßt wurden. So kam es, wie auch in dem bereits be-
schriebenen Fallbeispiel vom 1.8.98, zu großen Unterschieden in der Radarmessung
bei eng benachbarten Stationen, was beim Auslassen jeweils einer dieser Stationen
zu entgegengesetzten Interpolationsrichtungen des SOA–Verfahrens fu¨hrt.
Monat RMS–Diff. RMS–Diff. Diff.
ohne SOA mit SOA (%)
(mm) (mm)
Juni ’98 7.10 5.23 26.3
Juli ’98 3.02 2.37 21.5
Aug. ’98 8.93 4.99 44.1
Sep. ’98 24.14 10.16 57.9
Juni ’99 4.13 2.85 31.0
Juli ’99 2.81 2.83 -0.7
Aug. ’99 3.75 3.11 17.1
Sep. ’99 2.95 2.76 6.4
Tabelle 6.11: RMS–Differenzen zwischen Stations- und Radarwerten (Stationsclu-
ster I und II), monatsweise berechnet auf Tagessummenbasis, jeweils mit und ohne
SOA–Verfahren.
6.3 Zusammenspiel der Verfahren
Nach der Untersuchung des Einflusses der einzelnen Verfahrenskomponenten soll
nun das Zusammenspiel der Komponenten analysiert werden. Dies geschieht zum
einen, wie im vorhergehenden Kapitel, anhand der RMS–Differenzen der beiden Sta-
tionscluster auf Tagessummenbasis, und zum anderen an Fla¨chenmittelvergleichen
zweier ausgewa¨hlter Gebiete im Radargebiet.
Hierbei werden nicht alle mo¨glichen Verfahrenskombinationen, bestehend aus oh-
ne/mit Advektionskorrektur, ohne/mit Biaskorrektur, ohne/mit SOA–Verfahren,
ohne Trennung sowie mit automatischer bzw. mit manueller Trennung (insgesamt 24
Kombinationen) betrachtet, sondern nur die wichtigsten Kombinationen ausgewa¨hlt.
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6.3.1 Punktvergleiche
In Abbildung 6.1 werden die RMS–Differenzen auf Tagessummenbasis fu¨r 14 ver-
schiedene Verfahrenskombinationen gegenu¨bergestellt.
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Abbildung 6.1: RMS–Differenzen zwischen Stations- und Radarwerten (Stationsclu-
ster I und II) fu¨r unterschiedliche Verfahrenskombinationen, jeweils berechnet auf
Tagessummenbasis u¨ber alle acht Monate.
Hierbei lassen sich folgende Feststellungen treffen:
• der Einfluß der Advektionskorrektur ist, wie schon in der Einzelanalyse gese-
hen, auch in der Kombination mit den anderen Verfahren gering,
• die Trennung (insbesondere die manuelle) hat ohne Biaskorrektur einen recht
großen Einfluß auf die Fehlerreduktion, mit der Biaskorrektur jedoch nur noch
einen recht geringen,
• die manuelle Trennung bringt mit 41% Verbesserung auch ohne das SOA–
Verfahren und die Biaskorrektur eine schon recht starke Fehlerreduktion; dies
zeigt, wie wichtig die Wahl der richtigen Z–R–Beziehung ist,
• die automatische Trennung leistet ohne die Biaskorrektur nicht soviel wie die
manuelle Trennung,
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• die Biaskorrektur bringt alleine schon etwa 25% Verbesserung, der Fehler la¨ßt
sich ohne das SOA–Verfahren durch andere Verfahren jedoch kaum weiter
verringern,
• das SOA–Verfahren erzielt mit und ohne Biaskorrektur mit etwa 55% Verbes-
serung die gleiche Leistung, mit Biaskorrektur ist der Einfluß der Trennung
aber geringer.
Die optimale Kombination besteht in dieser Studie aus dem gleichzeitigen Einsatz
von SOA–Verfahren und manueller Trennung. Fu¨r die Echtzeit–Niederschlagsbe-
stimmung ist die Kombination aus SOA–Verfahren, Advektionskorrektur und Bias-
korrektur (evtl. mit automatischer Trennung) empfehlenswert.
Betrachtet man die einzelnen Monate (Abbildung 6.2), so zeigt sich, daß vor allem
der September 1998 fu¨r den Unterschied zwischen diesen beiden Kombinationen
verantwortlich ist.
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Abbildung 6.2: RMS–Differenzen zwischen Stations- und Radarwerten (Stations-
cluster I und II), monatsweise berechnet auf Tagessummenbasis, jeweils fu¨r unter-
schiedliche Verfahrenskombinationen.
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Prinzipiell la¨ßt sich hier aber sagen, daß obige Feststellungen auch fu¨r die Einzel-
monate zutreffen. Nur im Juli 1999 konnte durch kein Verfahren eine Reduktion
des RMS–Fehlers erreicht werden (das SOA–Verfahren war sogar um 1% schlechter
als das Radar). Weiterhin zeigt sich, daß es Monate gibt (wie der Juli 1999 und der
September 1999), in denen die automatische und die manuelle Trennung gleich gute
Ergebnisse erzielen. Einen U¨berblick u¨ber die detaillierten Ergebnisse der monats-
weise durchgefu¨hrten Fehler–Analyse fu¨r 14 Verfahrenskombinationen gibt Tabelle
C.1 im Anhang.
6.3.2 Fla¨chenmittelvergleiche
Zur Beurteilung der Wassersta¨nde von Flu¨ssen ist die Kenntnis von exakten Gebiets-
niederschlagsho¨hen entscheidend. Im folgenden werden daher fu¨r zwei ausgewa¨hlte
Gebiete die Monatssummen des Niederschlags, wie sie sich nach Anwendung der
verschiedenen Verfahrenskombinationen ergeben, auch im Fla¨chenmittel miteinan-
der verglichen. Im Gegensatz zu Punktvergleichen ist ein Fla¨chenmittelvergleich
zudem, was positionelle Ungenauigkeiten von Stations- und Radarpixeln betrifft,
weniger fehleranfa¨llig.
Fu¨r das Gebietsniederschlagsmittel PB eines betrachteten Gebietes B der Fla¨che |B|
gilt:
PB =
1
|B|
∫ ∫
B
P (x, y) dx dy (6.3)
In der praktischen Berechnung wird dieses Fla¨chenmittel durch eine Summe an-
gena¨hert:
PB ≈ 1
N
N∑
i=1
P (xi, yi) (6.4)
N ist dabei die Anzahl aller zu diesem Gebiet geho¨renden Pixel mit den Nieder-
schlagsho¨hen P (xi, yi).
Es wurden zwei Gebiete derart ausgewa¨hlt, daß jeweils eines der beiden Stations-
cluster in einem der Gebiete mit einer mo¨glichst hohen Stationsdichte pra¨sent ist.
Im Bereich des Stationsclusters I wurde ein rechteckiges Gebiet (im folgenden als
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G1 bezeichnet, mit einer Gro¨ße von 290 km2) definiert, das zum einen etwa das
Einzugsgebiet der Ahr darstellt und zum anderen noch genu¨gend Stationen entha¨lt
(Abbildung 6.3, links). Im Bereich des Stationsclusters II bietet sich hierzu das
Einzugsgebiet der Wahn an (im folgenden als G2 bezeichnet, mit einer Gro¨ße von
70 km2, Abbildung 6.3, rechts).
Abbildung 6.3: Links: ausgewa¨hltes Gebiet im Einzugsbereich der Ahr (G1, weiße
Fla¨che) mit Stationscluster I, rechts: Einzugsbereich der Wahn (G2, weiße Fla¨che)
mit Stationscluster II.
Ein Nachteil bei Fla¨chenmittelvergleichen ist das Fehlen von geeigneten Vergleichs-
daten, da hier nicht — wie bei Punktvergleichen — unabha¨ngige Stationsdatensa¨tze
zur Fehleranalyse herangezogen werden ko¨nnen. Die Qualita¨t der auf die Fla¨che
interpolierten Stationsdaten ist von der Gu¨te des verwendeten Interpolationsverfah-
rens abha¨ngig. Eine Qualita¨tspru¨fung des in der vorliegenden Arbeit verwendeten
Kriging–Interpolationsverfahrens (siehe Kapitel 3.1.2) besta¨tigt allerdings die An-
nahme, daß bei einer relativ hohen Stationsdichte fu¨r begrenzte Gebiete wie G1 und
G2 die mittels Kriging interpolierte Niederschlagsinformation als ,,ground–truth”
fu¨r den Fla¨chenmittelvergleich herangezogen werden darf.
Dennoch werden zur Fehleranalyse an dieser Stelle keine RMS–Differenzen, son-
dern nur die Tendenzen der ermittelten Niederschlagssummen betrachtet. In erster
Na¨herung sollten die absoluten Differenzen zwischen den Radar- und den Boden-
gebietsmitteln mit fortschreitender Korrektur und Aneichung geringer werden. Es
werden hierzu ausschließlich Monatssummen untersucht, da sich bei statistischen
Interpolationsverfahren die Fehlervarianz u¨ber la¨ngere Zeitreihen reduziert.
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Betrachtet man die Monatssummen–Fla¨chenmittel des Niederschlags der beiden Ein-
zugsgebiete (Abbildung 6.4) unter Verwendung der Advektions- und Biaskorrektur,
der Trennung und des SOA–Verfahrens, so sieht man, daß in fast allen Fa¨llen die
Niederschlagsho¨hen na¨her an den Vergleichsdaten liegen als ohne diese Verfahren.
Die detaillierten Ergebnisse dieser Auswertung sind in den Tabellen C.2 und C.3
im Anhang aufgelistet. Vor allem stark u¨berscha¨tzter Niederschlag (wie im Sep-
tember 1998) wird gut an den Stationsniederschlag angeglichen. Insgesamt ist die
Angleichung im Jahr 1998 etwas besser als im Jahr 1999. Optimal ist wiederum
die Kombination aus SOA–Verfahren und manueller Trennung beziehungsweise die
Kombination aus SOA–Verfahren, Advektionskorrektur und Biaskorrektur. Die Er-
gebnisse beider Verfahren liegen hier sehr nahe beieinander.
Im Juli 1998 entfernt sich fu¨r das Wahn–Einzugsgebiet das Fla¨chenmittel des SOA–
Verfahrens von dem Fla¨chenmittel aus dem Stationscluster II und die manuelle Tren-
nung alleine fu¨hrt zu einer besseren U¨bereinstimmung. Fu¨r das Ahr–Einzugsgebiet
na¨hert sich in diesem Monat das Fla¨chenmittel des SOA–Verfahrens jedoch wie-
der beiden Kriging–Fla¨chenmitteln an. Betrachtet man speziell den Juli 1999, in
dem das SOA–Verfahren fu¨r den Punktvergleich zu einer Vergro¨ßerung der RMS–
Differenz gefu¨hrt hat, so sieht man bei den Fla¨chenvergleichen sogar eine leichte
Verbesserung. Im Gegensatz dazu schneiden der Ergebnisse der verschiedenen Ver-
fahrenskombinationen im Juni 1999 nicht so gut ab wie bei den Punktvergleichen.
Bei der Interpretation muß beru¨cksichtigt werden, daß nur die mit Stationswerten
des Clusters II gebildeten Fla¨chenmittel vollsta¨ndig unabha¨ngig von den analysierten
Radarniederschlagswerten sind, da das Stationscluster I in das SOA–Verfahren mit
eingeht. Dennoch werden jeweils beide Kriging–Cluster betrachtet, da insbesondere
im Fall des Gebietes G2 nur vergleichsweise wenige Stationen des Clusters II zur
Kriging–Interpolation zur Verfu¨gung stehen.
Insgesamt la¨ßt sich jedoch sagen, daß das SOA–Verfahren mit automatischer bzw.
manueller Trennung auch u¨ber gro¨ßere Gebiete hinweg zu einer sehr guten U¨berein-
stimmung mit dem Stationsniederschlag fu¨hrt.
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Abbildung 6.4: Fla¨chenmittel des Radar- und Stationsniederschlags als Monatssum-
men in Gebiet G1 (oben) und Gebiet G2 (unten). Die Radardaten wurden dabei
jeweils mit unterschiedlichen Verfahrenskombinationen bearbeitet.
Kapitel 7
Schlußbetrachtung und Ausblick
Zum Abschluß werden die Beitra¨ge und Ergebnisse der vorliegenden Arbeit noch
einmal zusammengefaßt und mit anderen Projekten mit a¨hnlicher Zielsetzung ver-
glichen. Es werden einige Erweiterungs- und Verbesserungsmo¨glichkeiten der ver-
wendeten Verfahren aufgezeigt und ein Ausblick auf zuku¨nftige Einsatzmo¨glichkeiten
und Forschungsrichtungen gegeben.
7.1 Zusammenfassung der Ergebnisse
In der vorliegenden Arbeit wurden verschiedene Verfahren zur Niederschlagsquan-
tifizierung aus Radardaten umgesetzt, erweitert, miteinander verglichen und ihr
Zusammenspiel untersucht. Hierzu za¨hlen insbesondere die Advektionskorrektur,
die Biaskorrektur, eine manuelle und automatisierte Trennung von konvektiven und
nicht konvektiven Niederschlagsereignissen sowie das SOA–Verfahren. Erga¨nzend
wurden zwei Verfahren zur Ableitung von Z–R–Beziehungen betrachtet sowie eine
Methode zur Clutterkorrektur mit Meteosat–Daten vorgestellt. In Einzelfallbeispie-
len und einer acht Sommermonate umfassenden Studie wurden die Eigenschaften
sowie die Vor- und Nachteile der verschiedenen Verfahren aufgezeigt. Die dabei ge-
wonnenen Erkenntnisse werden an dieser Stelle noch einmal zusammengefaßt und
diskutiert.
Die Advektionskorrektur dient der ra¨umlichen Interpolation bei der zeitlichen Ak-
kumulation der Radardaten. In verschiedenen Fallbeispielen hat sich besta¨tigt, daß
die Advektionskorrektur eine realistischere Darstellung der Niederschlagsverteilung
ermo¨glicht, insbesondere bei sich mit großer Geschwindigkeit fortbewegenden Nie-
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derschlagsba¨ndern. U¨ber la¨ngere Zeitra¨ume gesehen tra¨gt die Advektionskorrektur
zur Fehlerreduktion insgesamt jedoch nur wenig bei. Bei der Betrachtung ku¨rze-
rer Zeitskalen (zum Beispiel einer Stunde oder weniger), die fu¨r die Echtzeitbereit-
stellung der Niederschlagsmessung im Vordergrund des Interesses stehen, kann sie
jedoch — wie in Kapitel 4.4.2 gezeigt — durchaus zu einer genaueren Niederschlags-
bestimmung aus den Radardaten fu¨hren.
Die Biaskorrektur erfolgt zur Elimination systematischer Fehler in den Radardaten
durch einen Vergleich des Radarniederschlags mit Stationsdaten u¨ber einen la¨nge-
ren Zeitraum hinweg. Sie kann starke U¨ber- oder Unterscha¨tzungen in der Z–R–
Beziehung zur Umrechnung der Radarreflektivita¨ten in Niederschlagsho¨hen korri-
gieren, sie hat jedoch nur Einfluß auf die Konstante, nicht aber auf den Exponenten
der Z–R–Beziehung. Weiterhin erlaubt die Biaskorrektur keine ra¨umlich lokalen
Korrekturen und ist fu¨r ku¨rzere Zeitra¨ume nicht sinnvoll anwendbar. Dennoch kann
sie in einigen Fa¨llen zu einer mittleren Fehlerreduktion von u¨ber 25% fu¨hren, wie in
Kapitel 6.2.3 gezeigt wird.
Die manuelle bzw. automatische Trennung von konvektiven und stratiformen Nie-
derschlagsereignissen ermo¨glicht eine Anpassung der Z–R–Beziehung an den jewei-
ligen Typ des Niederschlagsereignisses. Durch die Verwendung verschiedener Z–
R–Beziehungen kann auch der Exponent in der Z–R–Beziehung variiert werden,
was in fast allen Fa¨llen einen erheblichen Einfluß auf die Fehlerreduktion hat. Die
in Kapitel 6.2.2 durchgefu¨hrte Fehleranalyse zeigt, daß durch die manuelle Tren-
nung im Extremfall Korrekturen von bis zu 48% erreicht werden. Die automatische
Unterscheidung zwischen konvektiven und stratiformen Niederschlagsereignissen im
operativen Betrieb erreicht immerhin noch eine Fehlerreduktion von bis zu 20%, ist
also in jedem Fall empfehlenswert.
Das SOA–Verfahren schließlich erlaubt auch eine lokale Korrektur der Radarmes-
sung durch Hinzuziehung von Stationsdaten und damit eine deutliche Verbesserung
der Niederschlagsquantifizierung. Dabei bleibt die Struktur der urspru¨nglichen Ra-
darniederschlagsverteilungen weitgehend erhalten, wa¨hrend die Niederschlagsho¨hen
den Werten der Bodenmessungen angeglichen werden. Das SOA–Verfahren ist fu¨r
großfla¨chige Niederschlagsereignisse besonders geeignet. Bei lokal sehr begrenzten
konvektiven Zellen kann es in Einzelfa¨llen zu einer fehlerhaften Interpolation fu¨hren,
insbesondere, wenn das Radar die Niederschlagsmessung eng benachbarter Statio-
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nen in jeweils entgegengesetzter Tendenz unter- beziehungsweise u¨berscha¨tzt. Zur
Echtzeit–Anpassung an die aktuelle Niederschlagssituation wurde das urspru¨ngliche
SOA–Verfahren modifiziert, wodurch quantitativ auch fu¨r kurze Zeitra¨ume sehr gute
Ergebnisse erzielt werden ko¨nnen. Zusammen mit der Advektionskorrektur und der
Biaskorrektur wird hier der Fehler bei der Niederschlagsquantifizierung durchschnitt-
lich um 54% reduziert. In einer Sensitivita¨tsstudie zeigt sich, daß die Stationsdichte
einen relativ geringen Einfluß auf die Fehlerreduktion hat, wodurch sich das SOA–
Verfahren auch bei wenigen Stationen zumindest bei großfla¨chigen Ereignissen noch
sinnvoll einsetzen la¨ßt.
In einer acht Monate umfassenden Auswertung der verschiedenen Verfahren, die
alle verfu¨gbaren Meßdaten (Radar und Stationen) umfaßt, wurde der Einfluß der
einzelnen Verfahrenskomponenten und ihr Zusammenspiel im Rahmen einer RMS–
Fehleranalyse mit jeweils unabha¨ngigen Stationsdaten untersucht. Hierbei stellt
sich heraus, daß die Kombination aus Advektionskorrektur, manueller Trennung
und SOA–Verfahren zu den besten Ergebnissen mit einer durchschnittlich 59%-igen
Fehlerreduktion fu¨hrt. Auch in Fla¨chenvergleichen schneidet diese Kombination am
besten ab.
Zusa¨tzlich zu diesen Verfahren wurden zwei Verfahren zur Ableitung von Z–R–
Beziehungen betrachtet. Die Anwendung der WPM–Methode auf die Radar- und
Stationsdaten ergab fu¨r konvektive Niederschlagsereignisse eine Z–R–Beziehung, die
der von Fujiwara (1965) [35] fu¨r Gewitter vorgeschlagenen Z–R–Beziehung sehr
a¨hnelt. Das eingesetzte Wolkenmodell lieferte ebenfalls ein a¨hnliches Ergebnis, al-
lerdings begrenzt auf das Reifestadium der Zellentwicklung. Diese Resultate ko¨nnen
zum einen als Besta¨tigung der Eignung dieser Z–R–Beziehung fu¨r konvektive Nie-
derschlagsereignisse im Bonner Raum gesehen werden. Zum anderen wird damit
noch einmal die Notwendigkeit eines dynamischen Einsatzes von Z–R–Beziehungen
unterstrichen. Weiterhin wurde ein Algorithmus zur Clutterkorrektur mit Meteosat–
Daten vorgestellt. Es zeigt sich, daß die Anwendung eines solchen Verfahrens zur
zusa¨tzlichen Cluttererkennung prinzipiell geeignet ist. Fu¨r einen effektiveren Ein-
satz sind allerdings ho¨her aufgelo¨ste Satellitendaten no¨tig. Diese stehen nun durch
den ersten Satelliten der MSG–Generation (Meteosat–8), der sich seit Januar 2004
im operationellen Einsatz befindet, zur Verfu¨gung.
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7.2 Verbesserungs- und Erweiterungsmo¨glichkeiten
Das Potential der in der vorliegenden Arbeit angewandten Verfahren zur genaueren
Niederschlagsmessung mittels Radardaten ist sicherlich noch nicht ausgescho¨pft. Im
folgenden werden daher einige Verbesserungsmo¨glichkeiten diskutiert.
Ein zentraler Ansatzpunkt zur verbesserten Niederschlagsbestimmung ist die Wahl
und Handhabung der Z–R–Beziehung. An vielen Stellen in der Literatur wird die
dynamische Auswahl der Z–R–Beziehung in Abha¨ngigkeit von der Art des Nieder-
schlagsereignisses, dem Wolkenstadium sowie dem Ort betont (siehe Kapitel 4.2).
Dies kann zum einen durch die Verwendung von mehr als zwei bzw. eines gan-
zen Spektrums von Z–R–Beziehungen fu¨r verschiedene Niederschlagsereignisse ge-
schehen. Zum anderen ko¨nnten mit physikalischen Wolkenmodellen aktualisierte
Z–R–Beziehungen in automatisierter Weise lokal sowie angepaßt an das Entwick-
lungsstadium der Wolke bestimmt werden. Dabei ko¨nnen die zur Initialisierung
des Wolkenmodells beno¨tigten Vertikalprofile von Druck und Feuchte aus Radioson-
denaufstiegen oder aus einem numerischen Wettervorhersagemodell stammen. Die
operationelle Realisierung solcher aufwendiger Verfahren ist jedoch zum jetzigen
Zeitpunkt noch ungelo¨st.
Weiterhin ko¨nnte die automatisierte Trennung konvektiver und stratiformer Nieder-
schlagsereignisse mittels Strukturanalysen, wie sie in der vorliegenden Arbeit vorge-
nommen wird, mit anderen in der Literatur bekannten Trennverfahren kombiniert
werden. Durch die Hinzuziehung eines maximalen Reflektivita¨tswertes als weiteren
Schwellwert (neben dem Steigungskoeffizienten der Korrelogramme) fu¨r die Tren-
nung sowie die Durchfu¨hrung einer Gradientenanalyse der Reflektivita¨ten ließen sich
vermutlich insbesondere die großra¨umigen konvektiven Niederschlagsereignisse bes-
ser erfassen, die ansonsten als stratiformer Niederschlag klassifiziert werden. Auch
die Analyse der Struktur dreidimensionaler Radarscans kann zu einer verbesserten
Klassifizierung fu¨hren.
Die Strukturanalyse an sich, die neben der Trennung zur Bestimmung der Gewich-
te im SOA–Verfahren eine zentrale Rolle spielt, ko¨nnte durch ein aufwendigeres
Verfahren zur Erzeugung der Korrelogramme mo¨glicherweise genauere Ergebnisse
erzielen. In dem in der vorliegenden Arbeit angewandten Verfahren wird jeweils ein
Teilgebiet im zentralen Bereich des Azimutscans festgehalten und zu diesem Refe-
KAPITEL 7. SCHLUSSBETRACHTUNG UND AUSBLICK 126
renzgebiet die Kreuzkorrelation mit den Teilgebieten in horizontaler, vertikaler und
diagonaler Richtung mit einem festgelegten Abstand bestimmt. Denkbar ist jedoch
auch ein Verfahren, das alle mo¨glichen Teilgebiete mit diesem Abstand betrach-
tet. Dadurch wa¨re sichergestellt, daß alle vorhandenen Niederschlagsgebiete erfaßt
werden, allerdings auf Kosten einer weniger effizienten Berechenbarkeit.
Eine mo¨gliche Verbesserung der Advektionskorrektur besteht darin, die Interpolati-
on nicht nur fu¨r einen einheitlichen Windvektor durchzufu¨hren, sondern einzeln fu¨r
die in jedem Teilgebiet bestimmten Windvektoren. Somit wu¨rden auch kleinra¨umige
Turbulenzen im Windfeld beru¨cksichtigt. Eventuelle Ausreißer bei den ermittelten
Windvektoren wu¨rden allerdings auch sta¨rker betont, was ein geeignetes Erkennen
der Ausreißer und deren Elimination oder eine entsprechende Gla¨ttung des Wind-
vektorfeldes notwendig macht. Der Aufwand fu¨r ein derartiges rechen- und zeitin-
tensives Verfahren erscheint jedoch im Vergleich mit den Verbesserungsquoten, die
durch die anderen Verfahren erzielt werden, nicht gerechtfertigt. Daru¨ber hinaus
ko¨nnte das Advektionsverfahren mit Hilfe der bekannten Zugrichtungen zur Nie-
derschlagsvorhersage auf sehr kurzer Zeitskala genutzt werden (vgl. Verworn 1998
[93]).
Auch das SOA–Verfahren kann in einigen Punkten sicherlich noch verbessert wer-
den. Eine Mo¨glichkeit besteht in der bereits angesprochenen Beru¨cksichtigung von
Anisotropien im Hintergrundfeld, was besonders bei Niederschlagsba¨ndern vorteil-
haft wa¨re. Weiterhin ko¨nnte die reine Distanzabha¨ngigkeit der Hintergrundfehler–
Kreuzkorrelation durch eine lokale, zum Beispiel von der Orographie abha¨ngige,
Funktion ersetzt werden. Beide Fa¨lle wu¨rden zu einem erheblichen Mehraufwand
bei der Berechnung fu¨hren, was mo¨glicherweise die Echtzeitfa¨higkeit des Verfahrens
gefa¨hrden wu¨rde.
Neben statistischen Interpolationsverfahren ko¨nnen auch ganz andere Klassen von
Verfahren zur Fusion von Stations- und Radardaten, zum Beispiel Neuronale Netze
(vgl. Matsoukas et al. 1999 [60]), eingesetzt werden. Die Nachteile von Neuronalen
Netzen fu¨r die Echtzeitvorhersage sind jedoch die lange Laufzeit, das Fehlen einer
Minimierung von statistischen Kenngro¨ßen, zum Beispiel der Fehlervarianz, und
ein schlechtes Abschneiden bei nicht gelernten, das heißt bisher nicht aufgetretenen
Fa¨llen.
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7.3 Vergleich mit a¨hnlichen Untersuchungen
Ein Projekt mit a¨hnlicher Zielsetzung wie die der vorliegenden Arbeit ist das bereits
mehrfach erwa¨hnte RADOLAN–Projekt des Deutschen Wetterdienstes. Das dort
verwendete Aneichungsverfahren ist eine Kombination verschiedener Teilprogram-
me, unter anderem zur dynamischen Bestimmung von Z–R–Beziehungen, zur Clut-
terkorrektur und zur Trennung von stratiformen und konvektiven Niederschlagser-
eignissen, die u¨ber mehrere Jahre hinweg entwickelt wurden. Die angeeichten Ra-
dardaten berechnen sich dort aus der pixelweisen Multiplikation der Radardaten
mit zuvor bestimmten Aneichfaktoren, welche a¨hnlich wie die Korrekturfaktoren
der Biaskorrektur aus dem Verha¨ltnis von Stationswerten und Niederschlagswerten
(Faktorenverfahren) ermittelt werden. Eine zweite Aneichmethode besteht darin, die
Differenz zwischen Boden- und Radardaten zu den Radardaten zu addieren (Diffe-
renzenverfahren). Nach der Aneichung stimmen die Radarwerte — wie auch beim
SOA–Verfahren — an den Stationspunkten mit den Stationsmessungen weitgehend
u¨berein. Im Gegensatz zum SOA–Verfahren wird jedoch die Distanzabha¨ngigkeit der
Korrektur nicht an das aktuelle Niederschlagsereignis angepaßt, und die Aneichungs-
fehlervarianz wird nicht minimiert. Im Rahmen der RADOLAN–Untersuchungen
besta¨tigen sich einige Resultate, die auch in der vorliegenden Arbeit gefunden wur-
den. Insbesondere bei konvektiven Niederschlagsereignissen konnte dort gezeigt wer-
den, daß die ha¨ufig auftretenden radarseitigen U¨ber- oder Unterscha¨tzungen durch
eine dynamische Anwendung mehrerer Z–R–Beziehungen stark reduziert werden,
was im allgemeinen auch zu besser aneichbaren Radarniederschlagsdaten fu¨hrt. Die
Gro¨ßenordnungen der Qualita¨tsverbesserung quantitativer Radarniederschlagsdaten
durch dynamische Z–R–Beziehungen erreichen jedoch ebenso wie in der vorliegen-
den Arbeit in der Regel nicht diejenige Verbesserung, die allein durch die Aneichung
an Stationsdaten erfolgt. Weiterhin konnte gezeigt werden, daß eine Verbesserung
der Radarniederschlagsho¨hen — wie beim SOA–Verfahren — auch durch Verwen-
dung einer nur geringen Anzahl von Bodenniederschlagsmeßwerten zu erreichen ist.
Auch die RADOLAN–Aneichung fu¨hrt in der Mehrzahl der betrachteten Einzelfa¨lle
im Offline–Verfahren zu einer Verringerung des Fehlers, fu¨r la¨ngere Zeitra¨ume liegt
jedoch noch keine Fehlerstatistik mit unabha¨ngigen Stationsdaten vor (vgl. DWD
1998a [22], DWD 1999a [24], DWD 2001 [26] und Weigl 2002 [96]).
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Ein weiteres Verbundprojekt in diesem Forschungsbereich ist das EU–Projekt MU-
SIC (Multiple Sensor Precipitation Measurements, Integration, Calibration and
Flood Forecasting) in Italien. Hauptzielsetzung auch dieses Projekts ist die verbes-
serte Niederschlagsquantifizierung aus der Kombination von Wetterradar, Satelliten-
fernerkundung und konventioneller Bodenmessung. Insbesondere das Arbeitspaket
4 bescha¨ftigt sich dabei mit Niederschlagsscha¨tzung aus Radardaten. Im Rahmen
der dortigen Untersuchungen besta¨tigte sich beispielsweise die Notwendigkeit einer
hohen zeitlichen Auflo¨sung, am besten im Minutenabstand, der Radardaten fu¨r den
Vergleich mit Stationsdaten. Falls eine solche Auflo¨sung nicht verfu¨gbar ist, wird
eine Advektionskorrektur, entweder basierend auf Doppler–Windgeschwindigkeiten
oder u¨ber eine Korrelationsanalyse, wie in der vorliegenden Arbeit durchgefu¨hrt,
empfohlen. Weiterhin zeigt sich auch hier, daß eine Trennung der Z–R–Beziehungen
fu¨r verschiedene Typen von Niederschlagsereignissen zu einer verbesserten Nieder-
schlagsquantifizierung fu¨hrt. Dabei wird außerdem empfohlen, die dreidimensiona-
len Radardaten zu einer verbesserten Trennung von konvektiven und stratiformen
Ereignissen u¨ber vertikale Gradienten und das Bright Band heranzuziehen (vgl. Han-
nesen (2001) [43]).
7.4 Ausblick
Die Bedeutung einer verla¨ßlichen Niederschlagsquantifizierung fu¨r unsere Gesell-
schaft ist unbestritten. Insbesondere der Hochwasserschutz profitiert von genaue-
ren Niederschlagsdaten, die als Eingabe in Hochwasservorhersagemodelle beno¨tigt
werden. Fu¨r hydrologische Anwendungen wird eine Genauigkeit der Niederschlags-
messung von mindestens 10% gefordert (vgl. Joss et al. 1998 [52]). Dies kann mo-
mentan nur mit aufwendigen statistischen Verfahren, wie beispielsweise dem SOA–
Verfahren, erreicht werden. Weitere wichtige Anwendungsbereiche sind die Land-
wirtschaft, die Abflußregulierung in Sta¨dten oder der Betrieb von Kla¨ranlagen.
Die Verbesserung der Niederschlagsquantifizierung ist daher Gegenstand intensi-
ver gegenwa¨rtiger Forschungsbemu¨hungen. Im April 2004 beispielsweise beginnt
ein Schwerpunktprogramm der deutschen Forschungsgemeinschaft mit genau diesem
Inhalt (,,Quantitative Niederschlagsvorhersage”). Internationale Anstrengungen in
dieser Richtung sind neben dem MUSIC–Projekt beispielsweise das im Mai 2003 als
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GARP- (Global Atmospheric Research Program) Nachfolger etablierte Vorhaben
THORPEX (,,The Observing System Research and Predictability Experiment”),
ein globales atmospha¨risches Forschungsprogramm des WWRP (,,World Weather
Research Program”).
In diesem Forschungsrahmen ist die vorliegende Arbeit als weiterer Baustein zu
sehen, um die Quantifizierung des komplexen Pha¨nomens Niederschlag fu¨r wasser-
wirtschaftliche Anwendungen voranzubringen.
Anhang A
Auflistung der
Niederschlagsereignisse
In den Tabellen A.1 und A.2 sind alle Niederschlagsereignisse fu¨r den Zeitraum von
Juni bis September 1998 und 1999 zusammengestellt, an denen mindestens eine von
allen verfu¨gbaren Regenwippen im Untersuchungsraum eine Niederschlagsmenge ≥
0.1 mm/Stunde aufwies. Insgesamt wurden so 77 Tage erfaßt. Weiterhin angege-
ben sind die ungefa¨hre Dauer der Niederschlagsereignisse, die in den Radardaten
als konvektiv klassifiziert wurden, sowie die Zeitra¨ume (nur Regentage) in denen
aufgrund technischer Probleme keine Radardaten erfaßt wurden.
Tabelle A.3 gibt einen U¨berblick u¨ber die jeweiligen Ausfallzeiten der Regenwippen.
Wenn eine Regenwippe nur an einigen Regentagen im Monat ausgefallen ist, so
wurde sie fu¨r den gesamten Monat nicht verwendet. La¨ngere Ausfa¨lle bedeuten
zum Teil, daß die entsprechende Wippe erst zu einem spa¨teren Zeitpunkt in Betrieb
genommen wurde.
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Nr. Tag Azimutscans mit konvektiven Nie- Datenausfa¨lle/
derschlagsereignissen (h in UTC) techn. Probleme
1 1.6.98
2 2.6.98 14:21–18:08, 19:08–21:08, 22:21–23:08
3 6.6.98 5:08–6:08, 7:38–10:08, 16:51–17:38
22:21–23:21
4 7.6.98 10:51–12:21
5 10.6.98 9:38–11:21
6 11.6.98 8:21–9:51, 11:08–18:51
7 12.6.98
8 14.6.98 2:08–3:38, 5:21–5:51, 11:51–17:51
9 15.6.98 8:51–19:51
10 16.6.98 10:08–13:08, 14:21–16:21
17.6.98 Tag fehlt
25.6.98 Tag fehlt
11 27.6.98 22:21–23:38
12 30.6.98 18:08–20:51
13 6.7.98
14 7.7.98
15 8.7.98
16 11.7.98 11:08–15:21
17 12.7.98
18 13.7.98 17:51–20:21
19 15.7.98 10:38–13:38, 16:38–18:38
20 16.7.98
23.7.98 Tag fehlt
21 28.7.98 11:21–15:38, 17:21–19:21
22 29.7.98
23 1.8.98 18:21–22:08
4.8.98 Tag fehlt
24 21.8.98 15:38–17:38, 19:08–22:38, 23:51
25 22.8.98 0:08–1:51
26 23.8.98 21:21–23:08
27 24.8.98 1:21–3:08, 10:08–14:21, 15:21–15:51
26.8.98 Tag fehlt
28 1.9.98
29 2.9.98 2:08–8:51 15:38–16:51 UTC fehlt
30 3.9.98 2:08–6:21, 11:21–13:21,
31 5.9.98 1:38–2:38, 15:51–17:51
32 6.9.98 0:38–5:21, 10:51–13:08
33 7.9.98 7:08–9:08, 18:21–23:21
34 8.9.98
35 9.9.98 4:21, 13:21–13:38, 17:08–18:08
36 12.9.98 10:21–14:51
37 13.9.98 17:51–23:51
38 14.9.98 0:08–2:21, 10:51–16:08, 19:38–23:51
39 15.9.98 0:08–6:51
40 16.9.98 5:51–8:38, 14:08–14:21, 20:51–23:38 13:51 UTC fehlt
41 17.9.98 4:08–10:21
42 30.9.98 7:51–10:51 00:08–7:43 UTC fehlt
Tabelle A.1: Ausgewa¨hlte Niederschlagsereignisse von Juni bis September 1998.
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Nr. Tag Azimutscans mit konvektiven Nie- Datenausfa¨lle/
schlagsereignissen (h in UTC) techn. Probleme
1.6.99 Tag fehlt
43 2.6.99 13:03–13:43, 14:43–15:13
44 3.6.99
45 4.6.99 9:33–10:33 UTC fehlt
46 5.6.99
6.6.99 Tag fehlt
47 7.6.99
48 10.6.99
49 13.6.99 10:33, 11:33–12:43, 13:43–14:03
50 27.6.99 14:33–16:21, 18:13–18:21, 19:13–21:33
22:43–23:03
28.6.99 Tag fehlt
51 29.6.99 23:51 UTC fehlt
30.6.99 Tag fehlt
52 5.7.99 0:01–1:11, 5:11–6:11
53 6.7.99
54 7.7.99 12:06–12:26, 13:06–20:46
55 12.7.99 10:21–15:26
56 13.7.99 9:26–20:11
14.7.99 Tag fehlt
18.7.99 Tag fehlt
19.7.99 Tag fehlt
20.7.99 Tag fehlt
22.7.99 Tag fehlt
57 5.8.99 5:46–7:31, 14:21–16:46
58 7.8.99 0:56–1:36
59 10.8.99 8:11–9:26, 11:01–16:31, 17:16–20:41
21:26–23:46
60 14.8.99 18:31–21:26, 22:46–23:56
61 15.8.99 11:36–13:41, 14:11–16:51
62 16.8.99 16:31–19:46
63 17.8.99
64 18.8.99 13:21–14:26, 15:31–17:11
65 19.8.99
66 20.8.99 17:11–18:06
25.8.99 Tag fehlt
67 26.8.99 11:21–12:56, 18:31–21:06
6.9.99 Tag fehlt
68 15.9.99 13:11–15:01, 15:31–16:06, 16:46–17:31,
20:36–20:56, 21:46–22:11, 22:31–23:56
69 17.9.99
70 20.9.99
71 21.9.99
72 22.9.99
73 23.9.99 00:01–00:46, 02:56–06:16, 23:11–23:26
24.9.99 Tag fehlt
74 26.9.99 10:16–11:36, 11:51–13:36, 14:16–14:41
75 28.9.99
76 29.9.99
77 30.9.99 13:36–15:21, 17:06–17:31
Tabelle A.2: Ausgewa¨hlte Niederschlagsereignisse von Juni bis September 1999.
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Zeitraum Wippenausfall
Juni 1998 Zu¨ndorf, FGAN Wachtberg
Juni–August 1998 Kleinaltendorf
Juni–September 1998 Harzheim, Kirspenich, Todenfeld, Stein, Wahnbach2
Juli 1998 Odendorf
Juli–September 1998 Frankenforst
September 1998 FGAN Wachtberg, Bonn–Roleber
Juni–September 1999 Schwadorfer Hof, Odendorf, Wahnbach1
August–September 1999 Zu¨ndorf, Frankenforst
September 1999 Krawinkel
Tabelle A.3: Wippenausfa¨lle im Zeitraum Juni bis September 1998/99
Anhang B
Kurzcharakteristik der
Wettersituationen
Unter Hinzuziehung verschiedener Wetterkarten (Berliner Wetterkarte 1998 [10],
Berliner Wetterkarte 1999 [11], DWD 1998b [23] und DWD 1999b [25] wird im
folgenden in knapper Form die jeweilige Wettersituation fu¨r jeden betrachteten Tag
charakterisiert (Tabelle B.1 bis B.8).
134
B. WETTERSITUATIONEN 135
Nr. Tag Kurzcharakteristik der Wettersituation
1 1.6.98 Ein Vorstoß ku¨hler Meeresluft brachte vor allem im Westen und Su¨den Deutschlands ge-bietsweise Schauerniederschla¨ge.
2 2.6.98
In der ersten Tagesha¨lfte sorgte ein Vorstoß warmer Meeresluft zuna¨chst fu¨r u¨berwiegend
ma¨ßigen Niederschlag. In der zweiten Tagesha¨lfte wurde die Warmluft von einer aus westli-
cher Richtung kommenden Kaltfront verdra¨ngt, die bundesweit vielfach heftige Schauernie-
derschla¨ge brachte.
3 6.6.98
Ein markantes Tiefdruckgebiet zog im Tagesverlauf von Nordfrankreich nach Ju¨tland. Im
Warmsektor der Kaltfront traten im Nordwesten und westlich des Rheins Gewitter mit star-
ken Bo¨en und Hagel auf, wa¨hrend der Su¨dosten Deutschlands weitgehend niederschlagsarm
blieb.
4 7.6.98 Im Tagesverlauf u¨berquerte die Kaltfront eines Nordseetiefs den gro¨ßten Teil Deutschlandsostwa¨rts. Die Frontpassage erfolgte im Rheinland gegen Mittag.
5 10.6.98
Ein Trog u¨ber der Deutschen Bucht zog an diesem Tag nach Nordosten. Im Nordwesten
regnete es in der ersten Tagesha¨lfte anfangs recht ergiebig, vereinzelt traten auch Schauer
und Gewitter auf.
6 11.6.98
Zwischen einer nach Osten abziehenden Kaltfront und einer von der Nordsee sich na¨hernden
Kaltfront herrschte voru¨bergehend schwacher Zwischenhocheinfluß. In der Westha¨lfte und
im Su¨den Deutschlands herrschte im Bereich labil geschichteter Luft u¨berwiegend Schauer-
wetter, vereinzelt traten Gewitter mit ergiebigen Niederschla¨gen auf.
7 12.6.98
Zwischen der nach Osten abgezogenen Kaltfront griff im Tagesverlauf ein Zwischenhochkeil
auf den Norden und Westen u¨ber. Im Rheinland traten nur vereinzelt Schauer auf, wa¨hrend
es im Su¨dosten Deutschlands zu andauernden Niederschla¨gen kam.
8 14.6.98
Ein Tiefdruckgebiet zog von Su¨dostengland zu den Niederlanden, seine Okklusion u¨berquerte
Deutschland ostwa¨rts. Gegen 13:00h UTC lag diese genau u¨ber der Ko¨lner Bucht und
brachte vereinzelt Schauer und Gewitter.
9 15.6.98
Eine u¨ber Deutschland liegende Okklusion eines Tiefdruckgebiets schob sich langsam nord-
ostwa¨rts; auf ihrer Ru¨ckseite bestimmten labil geschichtete Luftmassen das Wetter mit star-
ker Bewo¨lkung, Schauern und Gewittern.
10 16.6.98
Ein kra¨ftiges Tief verlagerte sich von Su¨dskandinavien nach Norwegen. Seine Front lag u¨ber
dem Norden Deutschlands, wo es verbreitet zu schauerartigen oder gewittrigen Regenfa¨llen
unterschiedlicher Intensita¨t kam.
11 27.6.98
Die Witterung war bestimmt durch ein Tiefdrucksystem mit seinem Bodenzentrum u¨ber
Schottland. In einer bis nach Nordwestdeutschland reichenden Konvergenzlinie, die mit
Warmluftzufuhr verbunden war, wurde konvektive Hebung gefo¨rdert. Vor allem im Norden,
aber auch im u¨brigen Deutschland bildeten sich im Tagesverlauf zum Teil gewittrige Schauer
aus.
12 30.6.98 Im Laufe des Tages griff auf den Nordwesten und Norden Deutschlands eine Warmfrontwelleu¨ber. Im Nordwesten kam es zu teils gewittrigen Regenfa¨llen.
Tabelle B.1: Wettersituation Juni 1998
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Nr. Tag Kurzcharakteristik der Wettersituation
13 6.7.98
Zwischen einem kra¨ftigen Tiefdrucksystem mit seinem Zentrum u¨ber Su¨dskandinavien und
einem Hoch u¨ber dem Nordatlantik gelangte ku¨hle Meeresluft arktischen Ursprungs in den
Norden und die Mitte Deutschlands. Im no¨rdlichen Deutschland war es wechselnd bewo¨lkt,
Schauer traten nur vereinzelt auf.
14 7.7.98
Deutschland lag an diesem Tag am Rand eines Tiefdrucksystems u¨ber Su¨dschweden in einer
ku¨hlen nordwestlichen Stro¨mung arktischen Ursprungs. Von Nordwesten her na¨herte sich
am Abend ein weiterer Tiefausla¨ufer. Vor allem in Norddeutschland kam es zu Schauern,
wa¨hrend es im mittleren Deutschland vielfach trocken blieb.
15 8.7.98
Zwischen einem Azorenhoch und einem ausgepra¨gten Tiefdruckwirbel u¨ber Su¨dskandinavien
stro¨mte hochreichende kalte Luft arktischen Ursprungs nach Mitteleuropa, die in Deutsch-
land zu reger Schauerta¨tigkeit fu¨hrte.
16 11.7.98
Im Tagesverlauf u¨berquerte ein sich ostwa¨rts verlagerndes Frontensystem Deutschland, wel-
ches im Westen Deutschlands zuna¨chst zu Niederschla¨gen fu¨hrte. In der zweiten Tagesha¨lfte
setzte sich dann schwacher Zwischenhocheinfluß durch und die Bewo¨lkung lockerte auf. Am
Abend na¨herte sich dem Westen wiederum eine Welle aus dem atlantischen Raum.
17 12.7.98
Wetterbestimmend waren ein Tiefdruckwirbel westlich der Britischen Inseln, der sich im Lau-
fe des Tages weiter versta¨rkte, sowie ein zweites Tiefdrucksystem, das unter Abschwa¨chung
von Su¨dengland ostwa¨rts u¨ber Deutschland hinweg zog. An dessen Warmfront versta¨rkten
sich die Hebungsprozesse, und es entwickelte sich ein u¨ber die Mittelgebirge hinweg laufendes
Regenband. In der zweiten Tagesha¨lfte lockerte die Bewo¨lkung von Su¨dwesten her wieder
auf.
18 13.7.98
Das Frontensystem eines quasiortsfesten und fu¨r die Jahreszeit sehr kra¨ftigen Tiefdruckge-
biets u¨ber der Nordsee u¨berquerte ganz Deutschland. Im Norden Deutschlands bestimmte
subpolare Meeresluft mit Schauern das Wetter.
19 15.7.98
Das u¨ber der Nordsee liegende Tiefdrucksystem verlagerte sich nach Schweden, das zu-
geho¨rige Bodentief zog von der Nordsee unter Abschwa¨chung nach Skandinavien. Labile
Meereskaltluft war die Ursache, daß in vielen Orten Deutschlands im Tagesverlauf Schauer
niedergingen.
20 16.7.98
Vom Ostatlantik her zog ein Tiefdrucksystem unter leichter Versta¨rkung nach Osten und lag
mittags mit seinem Zentrum u¨ber dem A¨rmelkanal. Es war begleitet von einem ausgedehnten
Niederschlagsband, das mittags fast den gesamten Su¨den und Westen Deutschlands erfaßte
und im Rheinland vor allem in der ersten Tagesha¨lfte Dauerregen brachte. Innerhalb von
sechs Stunden fiel dabei in der Eifel o¨rtlich bis zu 12 Liter/Quadratmeter.
21 28.7.98
Bestimmend fu¨r das Wetter in Mitteleuropa war ein großer Ho¨hentrog, der mit seiner Ach-
se u¨ber den Britischen Inseln und der Biskaya lag und im weiteren Tagesverlauf auch die
Deutsche Bucht sowie Westdeutschland erreichte. Die auf der Ru¨ckseite des Wirbels nach
Deutschland wehende Luft wies große Labilita¨t auf, und verschiedentlich bildeten sich Ge-
witter.
22 29.7.98
Nach kurzem Zwischenhocheinfluß wurde Deutschland in der zweiten Tagesha¨lfte von
Tiefausla¨ufern erreicht. Eine Okklusion u¨berquerte das Rheinland mit einem ausgedehn-
ten Regengebiet gegen Mittag.
Tabelle B.2: Wettersituation Juli 1998
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Nr. Tag Kurzcharakteristik der Wettersituation
23 1.8.98
Ganz Europa lag im Bereich eines umfangreichen Troges, dessen Achse sich von Skandinavien
u¨ber die Britischen Inseln bis nach Portugal ausdehnte. Eine Front, die in ihrer vollen
Ausdehnung von Ostspanien u¨ber die Alpen hin bis nach Polen reichte, fu¨hrte im Rheinland
am spa¨ten Abend zu heftigen Schauern und Gewittern.
24 21.8.98
Von Nordwesten her fu¨hrten Tiefausla¨ufer wolkenreiche Luft heran. Es traten verbreitet
ergiebige Regenfa¨lle auf, die im Norden Deutschlands mit dem Durchzug einer Okklusion
am Abend in Schauer und Gewitter u¨bergingen.
25 22.8.98
Die u¨ber Su¨ddeutschland liegende Kaltfront verlagerte sich zu den Alpen, so daß ganz
Deutschland in den Zustrom ku¨hler, aus Westen einfließender Meeresluft geriet. Es tra-
ten wiederholt Regenfa¨lle auf, vor allem im Norden Deutschlands auch einzelne Gewitter.
26 23.8.98
Auf der Ru¨ckseite eines umfangreichen Tiefausla¨ufers floß zuna¨chst noch ku¨hle (subpolare)
Meeresluft in die Nordha¨lfte Deutschlands, wa¨hrend der Su¨den Deutschlands bereits unter
Zwischenhocheinfluß stand. Im Norden kam es gelegentlich zu Schauern.
27 24.8.98
Ein gut ausgepra¨gter Tiefausla¨ufer wanderte von Schottland her nach Osten, wobei sich
durch Einbeziehung feuchtwarmer subtropischer Meeresluft ein eng begrenzter Sturmwirbel
entwickelte. Auf ungewo¨hnlichem Wege u¨berquerte er in der ersten Tagesha¨lfte mit seinem
Zentrum das Norddeutsche Tiefland und verursachte dort zum Teil heftige Regenfa¨lle.
Tabelle B.3: Wettersituation August 1998
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Nr. Tag Kurzcharakteristik der Wettersituation
28 1.9.98 Ein Tief u¨ber der Biskaya zog mit seinem Regengebiet zur Deutschen Bucht und gestaltetedas Wetter in Nordrhein–Westfalen in der zweiten Tagesha¨lfte unbesta¨ndig.
29 2.9.98 Eine ostwa¨rts wandernde Okklusionsfront sorgte an diesem Tag immer wieder zu schauer-artigen Versta¨rkungen des Niederschlags und fu¨r einzelne Gewitter.
30 3.9.98
Ein Tiefausla¨ufer mit feuchtwarmen Luftmassen, begleitet von einem Niederschlagsfeld,
drang langsam nach Nordosten vor. Die Warmfrontokklusion brachte dabei in vielen Gebie-
ten Deutschlands gro¨ßere Niederschlagsmengen.
31 5.9.98 Eine sich von Westen nach Osten bewegende Warmfrontokklusion eines Nordseetiefaufla¨uferssorgte in der ersten Tagesha¨lfte fu¨r Niederschla¨ge im Rheinland.
32 6.9.98
Ganz Mitteleuropa stand unter dem Einfluß zweier umfangreicher Atlantikwirbel, die mit
einer su¨dlichen bis su¨dwestlichen Stro¨mung fu¨r warme Luftmassen sorgten. Im Bereich der
Warmluftschlieren von der nach Deutschland gezogenen Okklusion kam es vor allem im
Nordosten Deutschlands zu Dauerniederschlag.
33 7.9.98
Deutschland war noch immer gepra¨gt von zwei kra¨ftigen Wirbeln tropischer Herkunft, die
zu wechselhaftem Wetter mit Niederschla¨gen fu¨hrten. Die westlich wandernde Okklusion
brachte allerdings nur noch dem westlichen Deutschland nennenswerte Regenfa¨lle.
34 8.9.98
Eine Okklusionsfront, die Norddeutschland u¨berquerte, wurde nur von einem sehr schwach
ausgepra¨gten Niederschlagsband begleitet. Im Rheinland kam es im Laufe des Tages zu
vereinzelten schwachen Niederschla¨gen.
35 9.9.98
Auf der Ostseite eines Tiefdrucksystems u¨ber Nordwesteuropa gelangte voru¨bergehend sehr
warme Luft subtropischen Ursprungs in den Osten Deutschlands. Die zugeho¨rige Kaltfront
brachte o¨rtlich geringfu¨gige Niederschla¨ge.
36 12.9.98
Infolge weitra¨umiger Hebungsprozesse der u¨ber Mitteleuropa vorhandenen sehr warmen und
feuchten Luftmassen subtropischen Ursprungs entstanden ausgedehnte Niederschlagsfelder,
die in weiten Teilen Deutschlands zu Dauerregen fu¨hrten.
37 13.9.98
Zwischen zwei Tiefdruckwirbeln entstanden an einer gut ausgepra¨gten Okklusion immer
wieder Wellen, die sich nordwa¨rts bewegten. An dieser Okklusion und auch an der aufgrund
der Temperatur recht scharfen Kaltfront, die bis zum zentralen Mittelmeerraum reichte, kam
es in Deutschland zu ergiebigen Niederschla¨gen.
38 14.9.98
Ein kleines Teiltief an der Westseite des u¨ber Deutschland liegenden Ho¨henwirbels wanderte
nach Su¨dosten. An seiner Vorderseite entstand ein gro¨ßeres Niederschlagsfeld, das vor allem
den Westen und den Su¨dwesten Deutschlands erfaßte.
39 15.9.98
Im Randbereich des weiter nach Osten gewanderten Tiefdruckwirbels erstreckte sich eine Zo-
ne starken und ergiebigen Niederschlags von den Niederlanden bis nach Su¨dwestdeutschland.
Die maximalen Niederschla¨ge fielen in den fru¨hen Morgenstunden.
40 16.9.98
Das niederschlagsreiche Wetter setzte sich auch an diesem Tag im gro¨ßten Teil Deutschlands
noch fort. Der u¨ber der Nordsee gelegene Tiefdruckausla¨ufer zog zwar unter erheblicher
Abschwa¨chung nach Su¨dosten, brachte aber bis mittags vor allem im Westen und Nordwesten
Deutschlands gebietsweise ergiebige Niederschla¨ge.
41 17.9.98
Innerhalb eines breiten Ho¨hentroges blieb ganz Mitteleuropa im Einfluß ku¨hler subpolarer
Meeresluft. Ein ostwa¨rts wandernder Tiefdruckwirbel brachte besonders in den Mittelgebir-
gen ergiebigen Regen, wa¨hrend in Norddeutschland nur vereinzelt Schauer auftraten.
42 30.9.98
Ein sich nordostwa¨rts verlagernder Tiefdruckwirbel versta¨rkte sich unter Einbeziehung fri-
scher Kaltluft an seiner Ru¨ckseite erheblich. Seine Okklusion u¨berquerte bis zum Vormittag
Frankreich und griff mittags mit starken Niederschla¨gen auf den Westen Deutschlands u¨ber.
Tabelle B.4: Wettersituation September 1998
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Nr. Tag Kurzcharakteristik der Wettersituation
43 2.6.99
Auf der Vorderseite eines Tiefdruckwirbels setzte sich von Su¨den her voru¨bergehend subtro-
pische Warmluft auch in Bodenna¨he durch. Mit heftigen Gewittern zog dann in der zweiten
Tagesha¨lfte die Kaltfront des Wirbels u¨ber Deutschland hinweg.
44 3.6.99
Das Tiefdrucksystem vom Vortag hatte den gro¨ßten Teil Deutschlands u¨berquert und zog
weiter ostwa¨rts, auf seiner Ru¨ckseite floß ku¨hle Meeresluft nach Deutschland ein. In der
verha¨ltnisma¨ßig stabil geschichteten subpolaren Meeresluft entstanden nur noch vereinzelt
Schauer.
45 4.6.99 Die Passage einer ostwa¨rts wandernden Okklusion brachte dem Rheinland nachmittags undgegen Abend verbreitet Gewitter in der erwa¨rmten subpolaren Meeresluft.
46 5.6.99
Die Okklusionsfront vom Vortag verlagerte sich nur langsam nach Osten, wobei es zu Wel-
lenbildung kam. Dadurch entstand ein gro¨ßeres Regengebiet, das sich entsprechend der
tropospha¨rischen Stro¨mung von Su¨dwesten nach Nordosten ausbreitete und das nordwestli-
che Deutschland erfaßte.
47 7.6.99
Mitteleuropa lag zwischen einem hochreichenden kalten Langwellentrog im Westen und einer
warmen Antizyklone im Osten unter einer kra¨ftigen su¨dwestlichen Ho¨henstro¨mung. Mit ihr
wanderten im Luftdruckfeld nur schwach ausgepra¨gte Tiefdruckwellen nach Nordosten. Im
Westen Deutschland kam es vereinzelt zu Schauern.
48 10.6.99
Ein hochreichender, recht aktiver Tiefdruckwirbel mit seinem Zentrum u¨ber der deutschen
Nordseeku¨ste sorgte mit der dazugeho¨rigen Okklusion und dessen ausgepra¨gter Wolkenspi-
rale vor allem auf Ju¨tland fu¨r starken Regen. Im Binnenland hingegen blieb die Schau-
erta¨tigkeit gering.
49 13.6.99
Deutschland lag weiterhin im Einfluß eines sich abschwa¨chenden Ho¨hentiefs. In Bereich
dieses flachen Tiefdruckwirbels kam es mittags im Westen und Su¨den Deutschlands o¨rtlich
zu Schauern und Gewittern, die aber nur von geringer Intensita¨t waren.
50 27.6.99
Ein Randtief, das vom A¨rmelkanal nach Su¨dschweden zog, beeinflußte an diesem Tag das
Wetter in Deutschland. Die dazugeho¨rige Kaltfront u¨berquerte Deutschland im Tagesverlauf
und lo¨ste o¨rtlich Schauer und Gewitter aus.
51 29.6.99
Bereits am Vormittag griffen auf den Nordwesten Deutschlands Wolkenfelder u¨ber, die mit
dem Frontensystem eines Randtiefs in Verbindung standen. Hinter einer nur sehr undeutlich
ausgepra¨gten Warmfront setzte sich in ganz Deutschland von Su¨dwesten her subtropische
Meeresluft durch. Infolge ihres großen Feuchtegehalts u¨berwog im Westen Deutschlands
starke Bewo¨lkung, doch fiel nur wenig Niederschlag.
Tabelle B.5: Wettersituation Juni 1999
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Nr. Tag Kurzcharakteristik der Wettersituation
52 5.7.99
Auf der Vorderseite eines westeuropa¨ischen Ho¨hentrogs lag Deutschland im Zustrom
schwu¨lwarmer und labil geschichteter Luftmassen. Die Kaltfront auf der Trogvorderseite
drang von Nordwesten her bis nach Mitteldeutschland. Im Vorfeld der Front bildeten sich
immer wieder Gewitterzellen und auch großra¨umige Gewittercluster aus.
53 6.7.99
Eine Luftmassengrenze quer u¨ber Deutschland trennte sehr warme Luftmassen im Osten von
ku¨hlerer, wolkenreicher Luft im Westen. In der feuchtlabil geschichteten Warmluft bildeten
sich teilweise Gewitter mit verbreiteten Niederschla¨gen, die im Rheinland aber nur gering
ausfielen.
54 7.7.99
U¨ber Deutschland wurden im Laufe des Tages die Reste der feuchtwarmen Luft nach
Su¨dosten abgedra¨ngt, von Norden her stro¨mte ku¨hlere und trockenere Luft nach. Die Re-
genfa¨lle verlagerten sich dadurch von der Mitte Deutschlands nach Su¨den. Die einfließende
Luftmasse war aber weiterhin labil geschichtet, so daß sich im Tagesverlauf in Westdeutsch-
land zahlreiche kleinra¨umige Gewitterzellen mit o¨rtlich sehr ergiebigen Niederschla¨gen aus-
bilden konnten.
55 12.7.99
Tiefer Luftdruck u¨ber Mitteleuropa sog schwu¨lwarme Luftmassen nach Deutschland. Um
die Mittagszeit entwickelten sich erste Gewitter, die vor allem in Su¨ddeutschland besonders
kra¨ftig ausfielen.
56 13.7.99
U¨ber Deutschland blieb die nahezu u¨berall labil geschichtete und feuchtwarme Luft erhal-
ten. Hebungsvorga¨nge sorgten fu¨r konvektive Umlagerungen mit heftigen Gewittern und
Starkregen.
Tabelle B.6: Wettersituation Juli 1999
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Nr. Tag Kurzcharakteristik der Wettersituation
57 5.8.99
Die Wettersituation in Deutschland wurde von dem Frontensystem eines Tiefdruckwirbels
westlich von Irland bestimmt. Eine rasch nordostwa¨rts wandernde Kaltfrontokklusion sorgte
fu¨r schauerartige und teilweise gewitterdurchsetzte Niederschlagsgebiete in großen Teilen
Deutschlands.
58 7.8.99
Deutschland lag in einer vom Atlantikgebiet su¨dwestlich der Britischen Inseln ausgehenden
Tiefdruckrinne. Der Wetterablauf wurde dabei von feuchtwarmen Luftmassen bestimmt.
Ein von Nordostfrankreich nach Norddeutschland ziehendes Tiefdruckgebiet wies einen sehr
breiten Warmsektor auf, in dessen schwu¨lwarmer Luft sich mit der trogvorderseitigen He-
bung und der damit einhergehenden Labilisierung Gewitterwolken bildeten.
59 10.8.99
Deutschland lag am Su¨dwestrand eines Tiefdruckgebiets u¨ber dem Ostseeraum. Eine Kalt-
luftstaffel dieses Tiefs u¨berquerte den Norden und Westen Deutschlands. Hinter ihr floß
Meeresluft polaren Ursprungs nach. Mit einer kra¨ftigen su¨dwestlichen Ho¨henstro¨mung zo-
gen Schauer und Gewitter rasch nach Nordosten, die dem Rheinland teilweise sehr große
Niederschlagsmengen brachten.
60 14.8.99
Deutschland lag auf der Su¨dseite eines Tiefdruckwirbels mit seinem Kern bei Schottland.
Sein weitgehend okkludiertes Frontensystem u¨berquerte ganz Deutschland und bestimmte
den Wetterverlauf mit kra¨ftigen Schauern und Gewittern.
61 15.8.99
Am Rande eines Tiefdruckwirbels u¨ber den Britischen Inseln und der Nordsee gelangte
feuchte und ku¨hle Luft nach Deutschland. In dieser von Westen herangefu¨hrten subpolaren
Meeresluft bildeten sich mittags rasch weitere Schauer und Gewitter. Die Niederschlagsin-
tensita¨t im Rheinland war jedoch gering.
62 16.8.99
Ganz Deutschland wurde von den Ausla¨ufern eines Tiefdruckgebiets bei Schottland u¨ber-
quert. Ab der zweiten Tagesha¨lfte begann es von Su¨dwesten her zu regnen, wobei in Nord-
deutschland der Schauercharakter u¨berwog.
63 17.8.99
Deutschland lag auf der Su¨dostseite eines Zentraltiefs u¨ber den Britischen Inseln, von dem
sich eine Tiefdruckrinne u¨ber die Nord- und Ostsee zu einem Tiefdruckwirbel u¨ber Nordruß-
land erstreckte. Ostwa¨rts wandernde Sto¨rungen gestalteten das Wetter wechselhaft. O¨rtlich
wurden aber nur geringe Niederschlagsmengen gemessen.
64 18.8.99
Von Westen her erreichte ein Tiefausla¨ufer Deutschland. Auf seiner Vorderseite labilisierte
sich besonders in Norddeutschland die Schichtung der Luftmasse. Die dazugeho¨rige Okklu-
sion brachte dem Westen und Nordwesten Schauer und vereinzelte Gewitter.
65 19.8.99
Der am Vortag noch u¨ber der Nordsee gelegene Tiefdruckwirbel verlagerte sich bis zum
Kattegat. An seiner Su¨dseite frischte der Su¨dwestwind in Norddeutschland kra¨ftig auf. Mit
entsprechend hoher Geschwindigkeit verlagerten sich die verbreitet in der subpolaren Mee-
resluft entstehenden Schauerzellen u¨ber das no¨rdliche Deutschland hinweg nach Nordosten.
Das Rheinland wurde davon aber nur gestreift und wies kaum Niederschlag auf.
66 20.8.99
Am Su¨drand einer von der Nordsee nach Su¨dschweden verlaufenden Tiefdruckzone gelangte
subpolare Meeresluft in den Norden Deutschlands, in der Schauer und Gewitter entstanden.
Die Kaltfrontokklusion hatte Norddeutschland bereits am Mittag u¨berquert. Im Rheinland
wurden erst in der zweiten Tagesha¨lfte kleinere Niederschlagsmengen gemessen.
67 26.8.99
Deutschland wurde von einem Frontensystem des Tiefdruckwirbels u¨ber der Nordsee mit
seinem Zentrum bei Nordirland u¨berquert. Auf der Vorderseite dieses Tiefdruckwirbels
setzte sich u¨ber Su¨ddeutschland sehr warme tropische Luft durch. Starke Bewo¨lkung, ha¨ufig
verbunden mit Schauern und Gewittern, u¨berquerte fast ganz Deutschland.
Tabelle B.7: Wettersituation August 1999
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68 15.9.99
U¨ber dem westlichen Deutschland versta¨rkte sich ein Hitzetief. In den Norden drang mit
einer Kaltfront von Osten her etwas ku¨hlere Luft ein. Im Rheinland kam es in der zweiten
Tagesha¨lfte zu ergiebigen Niederschla¨gen.
69 17.9.99
Atlantische Fronten u¨berquerten Deutschland im Laufe des Tages von West nach Ost und
fu¨hrten ma¨ßig warme Meeresluft heran. Schauer und Gewitter waren in ganz Deutschland
zu verzeichnen.
70 20.9.99
Die Kaltfront eines Tiefdruckwirbels mit Zentrum u¨ber den Britischen Inseln u¨berquerte
Deutschland von Su¨dwesten her und fu¨hrte zu Schauer- und Gewitterta¨tigkeit in vielen
Teilen Deutschlands.
71 21.9.99
Deutschland lag am Su¨dostrand eines umfangreichen Tiefdrucksystems u¨ber dem o¨stlichen
Nordatlantik, den Britischen Inseln und der Nordsee. Am spa¨ten Abend u¨berquerte eine
Kaltfront das Rheinland, brachte aber nur geringe Niederschlagsmengen.
72 22.9.99
In einer su¨dwestlichen Stro¨mung u¨berquerte ein atlantischer Tiefausla¨ufer die Mitte und
den Norden Deutschlands. In den fru¨hen Morgenstunden u¨berquerte ein Frontensystem das
Rheinland, den Rest des Tages blieb es trocken.
73 23.9.99
Mit der Anna¨herung eines kurzwelligen Troges wurden warme Luftmassen gehoben und es
entstanden an der Kaltfront zahlreiche Gewitter, die in den Morgenstunden auf den Westen
Deutschlands u¨bergriffen und vielerorts zu starken Niederschla¨gen fu¨hrten (bis zu 24 mm
Regen pro Quadratmeter innerhalb kurzer Zeit am Flughafen Ko¨ln–Bonn).
74 26.9.99
Die Welle eines Frontensystems u¨berquerte in der ersten Tagesha¨lfte Su¨ddeutschland.
Ausla¨ufer dieser Niederschla¨ge erreichten auch das Rheinland, allerdings waren die gemes-
senen Regenmengen gering.
75 28.9.99
Aufgrund einer West–Wetterlage verlagerten sich in rascher Folge atlantische Tiefausla¨ufer
u¨ber Deutschland hinweg. Vor allem im Norden Deutschlands wurden hohe Niederschlags-
intensita¨ten verzeichnet.
76 29.9.99
Ein Sturmtief zog von Irland zum Skagerrak. Seine Warmfront u¨berquerte im Laufe des
Tages Norddeutschland, eine nachfolgende Kaltfront drang von Nordwesten her bis in die
Mitte Deutschlands vor, wo sie sich durch Wellenbildung verzo¨gerte. Die Regenfa¨lle setzten
im Rheinland am fru¨hen Nachmittag ein.
77 30.9.99
Die Wellen ausbildende Kaltfront eines nach Skandinavien ziehenden Tiefdruckwirbels zog
langsam su¨dostwa¨rts. Im Tagesverlauf gingen die Niederschla¨ge von Nordwesten her in
Schauer und Gewitter u¨ber.
Tabelle B.8: Wettersituation September 1999
Anhang C
Detaillierte Ergebnistabellen der
Fehleranalyse
Auf den na¨chsten Seiten folgen die detaillierten Ergebnisse der monatsweise durch-
gefu¨hrten Fehleranalyse (RMS–Differenzen) sowie der Gebietsmittelbestimmung fu¨r
die verschiedenen Verfahrenskombinationen. Bei der RMS–Fehleranalyse ist zusa¨tz-
lich in der letzten Spalte jeweils der Mittelwert des Fehlers sowie die mittlere pro-
zentuale Verbesserung u¨ber alle Monate angegeben.
143
C. DETAILLIERTE ERGEBNISTABELLEN 144
Juni ’98 Juli ’98 Aug. ’98 Sep. ’98 Juni ’99 Juli ’99 Aug. ’99 Sep. ’99 Ø
Radar allein 7.33 3.16 9.14 24.08 4.16 2.70 3.79 3.00 11.6
+ Advek 7.10 3.02 8.93 24.14 4.13 2.81 3.75 2.95 11.5
(ca. 1%)
+ Advek 6.66 2.45 7.40 21.73 4.08 2.72 3.61 2.94 10.5
+ automat. Tr. (ca. 9%)
Advek 6.39 2.96 6.28 12.53 3.70 2.75 3.49 2.88 6.9
+ manuelle Tr. (ca. 41%)
+ Advek 5.23 2.37 4.99 10.16 2.85 2.83 3.11 2.76 6.0
+ SOA (ca. 48%)
+ Advek 5.12 2.34 4.47 9.17 2.92 2.72 3.01 2.76 5.7
+ automat. Tr. (ca. 51%)
+ SOA
+ Advek 4.99 2.38 4.43 7.17 2.89 2.69 2.98 2.66 4.8
+ manuelle Tr. (ca. 59%)
+ SOA
+ Biask. 5.75 2.59 6.56 17.52 4.04 2.57 3.40 2.99 8.7
(ca. 25%)
+ Advek 5.74 2.48 6.47 17.49 4.01 2.64 3.39 2.95 8.7
+ Biask. (ca. 25%)
+ Advek 5.80 2.43 6.47 17.37 4.05 2.74 3.39 2.85 8.6
+ automat. Tr. (ca. 26%)
+ Biask.
+ Advek 5.88 2.49 6.47 16.5 4.04 2.72 3.57 2.97 8.2
+ manuelle Tr. (ca. 29%)
+ Biask.
+ Advek 4.84 2.33 4.45 8.42 2.92 2.67 2.94 2.73 5.3
+ Biask. (ca. 54%)
+ SOA
+ Advek 4.87 2.32 4.39 8.48 2.95 2.74 3.01 2.66 5.2
+ automat. Tr. (ca. 55%)
+ Biask. + SOA
+ Advek 4.92 2.34 4.47 8.16 2.94 2.78 3.06 2.76 5.1
+ manuelle Tr. (ca. 56%)
+ Biask. + SOA
Tabelle C.1: RMS–Differenzen (in mm) zwischen Stations- und Radarwerten, mo-
natsweise berechnet fu¨r die Tagessummen beider Stationscluster, jeweils fu¨r un-
terschiedliche Verfahrenskombinationen. Letzte Spalte: mittlere RMS–Differenzen
u¨ber alle acht Monate zusammen und prozentuale Verbesserung im Vergleich zum
,,unbehandelten” Radarniederschlag (Radar allein).
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Juni ’98 Juli ’98 Aug. ’98 Sep. ’98 Juni ’99 Juli ’99 Aug. ’99 Sep. ’99
Radar allein 79.5 47.5 54.8 228.4 29.0 9.1 53.1 31.7
Radar + Advek 82.1 48.2 56.3 233.1 29.6 9.0 53.6 31.6
Radar + Advek 69.2 39.5 49.1 210.5 25.5 7.6 45.0 27.7
+ automatische Tr.
Radar + Advek 68.0 47.4 42.3 163.4 24.7 7.6 45.0 27.7
+ manuelle Tr.
Radar + Advek 67.9 38.1 33.6 100.3 28.2 9.1 48.3 28.0
+ SOA
Radar + Advek + 64.9 35.8 33.0 95.3 27.5 8.4 46.5 27.3
automatische Tr. + SOA
Radar + Advek 64.8 37.6 32.1 92.5 27.8 8.4 46.5 27.3
+ manuelle Tr. + SOA
Radar + Biaskorr. 63.9 37.8 44.5 182.7 23.3 7.3 42.3 25.4
Radar + Advek 65.6 38.5 45.1 186.4 23.7 7.3 42.8 25.2
+ Biaskorr.
Radar + Advek 66.4 37.9 45.1 187.6 24.0 7.5 46.2 26.8
+ automatische Tr.
+ Biaskorr.
Radar + Advek 68.0 38.7 46.3 189.8 24.2 7.7 44.6 26.5
+ manuelle Tr.
+ Biaskorr.
Radar + Advek 64.7 31.9 34.0 93.8 27.4 8.5 46.5 27.0
+ Biaskorr. + SOA
Radar + Advek 65.3 32.6 34.0 93.7 27.2 8.8 46.8 27.6
automatische Tr.
+ Biaskorr. + SOA
Radar + Advek 65.7 35.4 33.4 95.5 27.4 8.8 47.0 27.3
manuelle Tr.
+ Biaskorr. + SOA
Kriging mit Cluster I 67.8 43.2 29.0 83.8 35.0 7.8 48.5 25.9
Kriging mit Cluster II 75.6 37.9 41.8 115.1 34.4 11.8 43.1 28.1
Tabelle C.2: Fla¨chenmittel des Radar- und Stationsniederschlags (in mm) auf Mo-
natssummenbasis in Gebiet G1. Die Radardaten wurden dabei jeweils mit unter-
schiedlichen Verfahrenskombinationen bearbeitet.
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Juni ’98 Juli ’98 Aug. ’98 Sep. ’98 Juni ’99 Juli ’99 Aug. ’99 Sep. ’99
Radar allein 135.1 82.6 88.5 461.1 35.5 16.1 93.0 60.0
Radar + Advek 137.2 81.6 87.6 469.2 35.0 16.1 91.7 60.0
Radar + Advek 119.3 69.1 77.3 428.4 31.2 12.9 78.8 53.1
+ automatische Tr.
Radar + Advek 115.1 76.8 70.3 312.2 28.1 12.9 78.8 53.1
+ manuelle Tr.
Radar + Advek 111.3 57.9 51.1 219.7 35.7 17.3 84.3 62.2
+ SOA
Radar + Advek + 103.7 51.0 47.6 203.0 33.4 14.2 78.3 57.9
automatische Tr. + SOA
Radar + Advek 103.4 55.8 46.6 181.2 32.8 14.2 78.3 57.9
+ manuelle Tr. + SOA
Radar + Biaskorr. 110.0 65.7 69.8 369.3 28.5 12.9 74.2 48.1
Radar + Advek 110.4 65.6 70.3 376.0 27.9 12.8 73.4 48.0
+ Biaskorr.
Radar + Advek 111.5 66.7 70.3 372.5 28.0 14.4 76.7 53.4
+ automatische Tr.
+ Biaskorr.
Radar + Advek 112.9 67.3 68.9 362.3 27.9 15.2 75.3 48.8
+ manuelle Tr.
+ Biaskorr.
Radar + Advek 104.5 51.1 47.0 198.6 32.5 14.8 77.0 55.8
+ Biaskorr. + SOA
Radar + Advek 104.3 51.6 47.1 196.8 32.4 15.5 77.4 58.7
+ automatische Tr.
+ Biaskorr. + SOA
Radar + Advek 105.0 52.1 46.8 192.2 33.3 16.6 76.6 56.3
+ manuelle Tr.
+ Biaskorr. + SOA
Kriging mit Cluster I 95.9 39.5 39.8 147.3 39.1 19.5 78.2 53.7
Kriging mit Cluster II 101.9 78.9 47.9 177.6 41.4 9.7 83.9 59.1
Tabelle C.3: Fla¨chenmittel des Radar- und Stationsniederschlags (in mm) auf Mo-
natssummenbasis in Gebiet G2. Die Radardaten wurden dabei jeweils mit unter-
schiedlichen Verfahrenskombinationen bearbeitet.
Abku¨rzungsverzeichnis
AVHRR Advanced very high resolution radiometer an Bord von NOAA–
Satelliten
DFG Deutsche Forschungsgemeinschaft
DVWK Deutscher Verband fu¨r Wasserwirtschaft und Kulturbau
DWD Deutscher Wetterdienst
ESOC European Space Operations Centre
EU Europa¨ische Union
EUMETSAT Europa¨ische Beho¨rde fu¨r den operationellen Betrieb meteoro-
logischer Beobachtungssatelliten, Sitz Darmstadt
FGAN Forschungsgesellschaft fu¨r Angewandte Naturwissenschaften
GARP Global Atmospheric Research Program
GME Globales Modell des Deutschen Wetterdienstes, Gitterabstand
etwa 50 km
IR Infrarot–Kanal von Meteosat
LAWA La¨nderarbeitsgemeinschaft Wasser
LM Regionales und lokales Wettervorhersagemodell des DWD,
Gitterabstand etwa 7 km
LWC Liquid water content
METEOSAT geostationa¨rer Wetterbeobachtungssatellit, Betrieb durch
EUMETSAT
MESZ Mitteleuropa¨ische Sommerzeit
MIUB Meteorologisches Institut der Universita¨t Bonn
MSG Meteosat Second Generation, geostationa¨rer Wetterbeobachtungs-
satellit, gestartet 2002
MUSIC Multiple Sensor Precipitation Measurements, Projekt der
EU–Kommission im 5. Rahmenprogramm
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NEXERVA Normalized expected analysis error variance
NOAA National Oceanic and Atmospheric Administration, USA,
betreiben die polarumlaufenden Wettersatelliten NOAA 14/15/16
PPI Plan parallel indicator (Azimutscan)
RADAR Radio detection and ranging
RADOLAN Radar–Online–Aneichung, Projekt des DWD
RHI Range–height indicator (Elevationsscan)
RMS Root mean square
SEVIRI Spinning enhanced visible and infrared imager, abbildendes
Radiometer an Bord von MSG
SFB Sonderforschungsbereich
SOA Statistische objektive Analyse
THORPEX The observing system research and predictability experiment,
Programm des WWRP zur Erforschung der Defizite meteo-
rologischer Beobachtungssysteme
UTC Universal time coordinated
VIS Visueller Kanal von Meteosat
WMO World Meteorological Organization
WPM Window probability matching
WWRP World Weather Research Program
Z–R Beziehung zwischen Radarreflektivita¨t Z und Niederschlags-
intensita¨t R
Symbolverzeichnis
Symbol Bezeichnung Einheit
a Vorfaktor der Z–R–Beziehung -
a′ angeeichter Vorfaktor der Z–R–Beziehung -
ai analysierter Niederschlag am mm
Gitterpunkt (xi, yi)
b Exponent der Z–R–Beziehung -
bi Radarmessung des Niederschlags am mm
Gitterpunkt (xi, yi)
bk Radarmessung des Niederschlags am mm
Gitterpunkt (xk, yk)
c Steigungskoeffizient -
cv Gewicht zum Verschiebungseinfluß -
cov Kovarianz mm2
d Entfernung zum Volumenziel m
e Klassenbreite km
f Korrekturfaktor der Biaskorrektur -
g Kriging–Gewicht -
h Distanzklasse (Abstand) km
hf Flugho¨he von Meteosat km
hw Wolkenho¨he km
hp Pulsla¨nge m
i, j, k, l Numerierungsindex -
m Radarniederschlags–Mittelwert mm
o Regenwippenmessung des Niederschlags mm
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q maximaler betrachteter Abstand bei der km
Variogramm-Bestimmung
r Tropfenradius mm
re Erdradius km
s Standardabweichung des Niederschlags mm
t wahrer Niederschlag mm
~u Position (x, y) km
vt Endfallgeschwindigkeit der Regentropfen m/s
~v Verschiebungsvektor km/h
~va vorhergehender Verschiebungsvektor km/h
|~vmax| maximale Windsta¨rke km/h
w SOA–Gewicht -
A Matrix -
B Gebiet km2
C gemessener Grauwert count
C0 Space Count count
Cp Konstante der integralen Regenkenngro¨ße J verschiedene
D Tropfendurchmesser mm
E solare Bestrahlungssta¨rke W/m2
Ea erwartete Analysefehlervarianz mm
2
Eb erwartete Hintergrundfehlervarianz mm
2
Eo Beobachtungsfehlervarianz mm
2
Fr Reflektionsfaktor sr
−1
G Antennengewinn 1 oder dB
J integrale Regenkenngro¨ße (allgemein) verschiedene
K Anzahl der Regenwippen -
|Kb|2 Funktion des komplexen Brechungsindex -
Kd Da¨mpfungskoeffizient dB/km
L Radianz W/(m2sr)
N Anzahl (allgemein) -
NT (D) Verteilungsfunktion der Tropfengro¨ßen m
−3mm−1
(Tropfenspektrum)
NT (0) Vorfaktor der Verteilungsfunktion m
−3mm−1
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P Niederschlagsho¨he (allgemein) mm
Pa analysierter Niederschlag mm
Pr Radarmessung des Niederschlags mm
Pg Regenwippenmessung des Niederschlags mm
PB Gebietsniederschlagsmittel mm
Pt Senderleistung W
P¯r Empfangsleistung W
P Wahrscheinlichkeit -
R Niederschlagsintensita¨t (Regenrate) mm/h
T Zeitintervall min
U Suchumgebung km
V Pulsvolumen m3
V kumulative Verteilungsfunktion -
W dimensionsloses SOA–Gewicht -
Z Reflektivita¨tsfaktor mm6/m3
Z0 Normierungsfaktor fu¨r dbZ mm
6/m3
α Kalibrierungsfaktor W/(m2sr count)
β Vorfaktor der Da¨mpfungskorrektur -
δ Variogrammwert mm2
γ Exponent der Da¨mpfungskorrektur -
Γ Gammafunktion -
 normalisierter Beobachtungsfehler -
a normalisierte erwartete Analysefehlervarianz -
ζ horizontaler Skalierungsfaktor -
η Radarreflektivita¨t m2/m3
θ horizontaler O¨ffnungswinkel ◦
λ Wellenla¨nge des Radars cm
Λ Formparameter der Tropfengro¨ßenverteilung mm−1
µ Exponent der Gammaverteilung -
ν Kosinus des Sonnenzenitwinkels -
ρ Korrelationskoeffizient -
ρ(h) Korrelogrammfunktion -
ρ¯ gewichteter Korrelationskoeffizient -
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~ρ Spaltenvektor zur Bestimmung -
der SOA–Gewichte
σ Ru¨ckstreuquerschnitt m2
τ Lagrangemultiplikator -
φ Breitengrad ◦
ψ La¨ngengrad ◦
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