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１序論
組合せ最適化問題の多くは，分岐限定法のような厳密解法により最適解が求められる．しかしながら，大
規模な問題に対しては組合せの数が飛躍的に増大するので，現実的な時間内に厳密な最適解を求めることは
実用上不可能であることが知られている．この解決策として，ヒューリスティック法（heuristicsmethod）な
どが提案されている．ヒューリスティックアルゴリズムは,ＮＰ困難問題のグラフ分割問題(GraphPartition
Problem:GPP)などに適用され，実用的な時間内に最適解に近い解（近似解）を算出可能である．たいてい
のヒューリスティックアルゴリズムは，伝統的なヒューリスティックスとメタヒューリステイックスの２つ
のタイプに分けることができる．前者の代表的なアルゴリズムとしては，KernighanとLin[8]によって提
案された，Kernighan-Linアルゴリズムである．これは，ＧＰＰに対する最も強力なローカルサーチアルゴ
リズムの一つとしてよく知られている．その他の強力なローカルサーチ(LocalSearchLS)も[4]などで提
案されている．このような，ヒューリスティックアルゴリズムでは短時間に良好な近似解を算出可能である
が，更に多くの計算時間を許容し，より優れた近似解が要求される場合がある．その場合に利用されるア
ルゴリズムとして，メタヒューリステイックスが多く提案されている．その代表的なアルゴリズムとして，
伽ulGtedq"､e伽９，ｔ伽seqmch，９e帆cql9orithmに基づく，強力な手法[1,3,5,10,11]がある．
本論文では，ＧＰＰに対する遺伝的アルゴリズム(GeneticAlgorithm:GA)について記述する．本論文の目
的は，Johnsonらのベンチマークグラフを使用し，MSLS(MultiStartLocalSearch)，シミュレーテッド・
アニーリング法(SimulatedAnnealing:SA)に対して，単純ＬＳを組合わせたＧＡの性能を比較することで
ある．ＭＳＬＳとＳＡは単純ＬＳと同じ近傍構造を含んでいるが，あらかじめ定められた計算時間内または評
価回数において，ＧＡがより良い性能を有することを示す．
２グラフ分割問題
グラフ分割問題(Gpp)とは，幾つかのノードとノー燗を結ぶ何本かのリンクで構成されたグラフが与
えられた時，それを幾つかのグループに分割し，グループ間に跨るリンクが最小になるような分割を求める
問題である（図１)．本論文では，ＧＰＰを次のように定義する．、ノードからなる無向グラフＧ＝(ＶｉＥ）
(Ｖはノード，Ｅはノード間の枝の集合である.）を与え，Ｖ＝{u1,U2,…ハ}である時，ＧＰＰはＶｉとI/ｈ
の２つのサブセットにノードが均一になるようなグラフに分割する．
－－
グラフ分割 最小化
図１グラフ分割問題
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３遺伝的アルゴリズムとローカルサーチ
遺伝的アルゴリズム(GA)とローカルサーチ(LS)の概要を述べる．
3.1遺伝的アルゴリズム
遺伝的アルゴリズム(GA）は，1970年に，Ｊ・Hollandによって提唱された手法である．一般にＧＡは，
選択，交叉，突然変異のオペレータから構成される．選択（selection）オペレータは，集団における適応度
の分布に従って，次世代に生存する個体群を確率的に決定する．選択は，集団の中から個体を取捨選択する
だけで，新しい個体を生成するものではない．交叉（crossover）オペレータは，両親の染色体を部分的に組
み替えることにより新しい子の個体を生成するもので，ＧＡによる探索の主推進力である．探索空間を探索
することで，得られた個体群から個体のペアを選ぶことによって生成された子が，親の有効な特質を受け継
ぎ，探索空間の新しい領域に移動することができるというメカニズムを用いている．突然変異（mutation）
オペレータは，通常，第２の探索オペレータであると考えられている．このオペレータは，染色体上のある
遺伝子座の遺伝子を対立遺伝子に置き換えることにより，交叉だけでは生成できない子を生成して個体群の
多様性を維持する働きをする．ＧＡは，選択により望ましい解を重点的に得ると同時に，交叉と突然変異に
よって解の探索範囲を広げているので，それらの両方のオペレータが有効に作用すれば，その威力を十分に
発揮することになる．ＧＡがこれまでの古典的な探索法と大きく異なる点は，［12]によれば，次の４つの特
徴にあるといえる．
（１）問題をコーディングしたものを直接利用する．
（２）１点探索ではなくて，多点探索である．
（３）サンプリングによる探索で，ブラインドサーチ（blindsearch）である．
（４）決定論的規則ではなく，確率的オペレータを用いる探索である．
このような４つの特徴により，ＧＡがこれまでの古典的手法にない特徴を備えた新たな探索手法になりう
ることが期待されている．このようなＧＡを取り入れることで，Hollandは再組合わせと遺伝子の突然変異
によって，要素の個体の適応度を最適化されるまで探索するというアルゴリズムを構成するという，遺伝的
進化論の概念を用いた．しかしながら，それらの概念に従うＧＡは，組合せ最適化問題のための良質な解
を見つけることができないと考えられている．それは，ＧＡが局所探索についてのメカニズムをもっていな
いからである．この欠点を改善するために，ＧＡとローカルサーチを組合せたヒューリスティックアルゴリ
ズムは，短い計算時間内に局所探索で良い解に到達させることに役立つ．この組合せアプローチは，一般に
``9e犯eticlocqlseqmch'，(GLS）アルゴリズムと呼ばれる．
3.2ローカルサーチとその近傍
組合せ最適化問題におけるローカルサーチは，局所最適解まで，与えられた解をより良い近傍まで動かす
ことに基づいている．ローカルサーチの方法を以下に述べる．
１つの解z，近傍解z'ＥⅣ(z)を与え，可能な"近傍'，解を，規則正しく又はランダムに生成させる．も
し，ｚ'が地')＜地)のとき，新しい現在の解勿へ移動する．再び，近傍解z'Ejv(⑳)は，近傍Ⅳで見つ
けられるが，解を減少させる可能性がなくなるまで，生成ざれ評価される．従って，最終解ｚは定義した
近傍Ⅳにおいて，，，局所最適解，，に到達することができる．
ＧＰＰのための我々のローカルサーチアルゴリズムは，分割（解）ｚの近傍⑰'を，ｓｅｔＯとｓｅｔｌの１つのノー
ドを交換することによって定義される．ローカルサーチによって得られた最終解は，この近傍で実行可能
解である局所最適解でなければならない．［8]で提案されているKemighan-Linアルゴリズムは，k(ん三2）
ノードで実行され，単純近傍構造によって実行する我々のローカルサーチアルゴリズムよりも良い解を得る
ことができる．
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遺伝的アルゴリズム
0．個体群サイズＰＳと世代数ＧＮを定義する．初期世代Ｇ＝Ｏとする．
1.ランダムに初期世代の個体群ＰＣである個体IF,…,18ｓを生成する．
2．それぞれの個体ＩｏＥｐｏは，新しいｐｏを得るために既存のＬＳによって局所解にする．
３．Ｇが０１Ｖに到達するまで以下を繰り返す．
３．１Ｇ＝Ｇ＋１ととする．
３．２すべての子がＰＳ／２に到達するまで以下を繰り返す．
3.2.1新しいＬを得て，突然変異(Iと)を実行する．
3.2.2交叉を行う個体ＬＬ,ＩｂＥＰＧは，ランダムに選ぶ．
３．２．３１６を得るまで，交叉(1t2,16)を実行する．
3.2.416にＬＳを実行し,新しいＬを得る．
３２．５１６は，子の個体Ｒに加える．
３．３(すべての個体ＥＰＧとＥ写のそれぞれのcutsizeは，計算される．）選択したより良い個体ＰＳは，現在のＰＧと澪から次の新個体群ＰＧ+’となる．
4．最良の個体ＥＰを返す．
図２ＧＡの流れ
４実験に基づく詳細
4.1ＧＡの手法
組合せ最適化問題を解くためのいくつかのアルゴリズムは，実行不可能解の探索空間を探索することが
ある・この場合，実行可能解に修正するためにペナルティ関数などが必要となる．我々のＧＡによって実
行された個体は探索中，常に実行可能解が保証され，適応度は，cutsizeによって計算される．我々の単純
ＧＡの手法を図１に示す．
すべての初期個体は，ＳｔｅＰｌでランダムに生成される．個体は，それぞれのノード･位置でｓｅｔＯとｓｅｔｌ
の分割を区別するために０と１の値を持つ．実行可能解を保持する目的で，ｓｅｔＯとｓｅｔｌのそれぞれの数
は，、/2に等しい．Ｓｔｅｐ２で，それらの個体は，３節で述べられたローカルサーチヒューリスティックに
よって局所的に改善される．従って，交叉操作後以外の個体はすべて局所最適解である．Ｓｔｅｐ３で実行さ
れるＧＡのメインループは，あらかじめ設定した世代数ＧＮまで実行される．メインループの処理は，突
然変異，交叉，選択オペレータから成る．それらのオペレータの詳細は次で述べる．
4.1.1突然変異オペレータ
個体群の多様化は，遺伝的探索のために重要である．選択オペレータは集団の多様性を決定するために実
行されるが，これを与える他の一因は突然変異オペレータであるかもしれないしかしながら，ローカル
サーチを組合せたＧＡは，一般に10から40までの個体[11]のサイズを含んでいる．この場合，そのよう
な小さい個体サイズは``初期収束，，に導かれやすい従って，この欠点を避けるために突然変異オペレータ
によって実行された個体は，交叉オペレータでは探索できない探索空間の新しい領域に移動することがで
きる．本研究における突然変異は，突然変異確率によって，ｓｅｔＯからランダムに選んだノードとｓｅｔｌか
らランダムに選んだノードを入れ替えることを意味する．
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4.1.2交叉オペレータ
交叉操作を適用する前に２つの親を選ぶカップリング方法を，図２のStep3.2.2に示す．
ＧＰＰにおける１点，または多点交叉のような交叉オペレータは，実行可能解ではない子孫を作る可能性
がある．これらの交叉方法は，オペレータが単純であるということが知られているが，最終解の修正なし
に，実行可能解は保証されない．我々のＧＡで，Step3.2.3の交叉操作は，親１，親２の遺伝子座の遺伝子
の共通情報を子に対して保存するというものである．親１，親２の各遺伝子座がＯの場合，子にＯをコピー
し，１の場合は子に１をコピーする．実行可能解を維持する目的のために，残りの子の遺伝子座に，遺伝子
０，１の数が、/２となるように，ランダムに０，１を割り当てる[11]．この後，Step3.2.4の交叉によって，
生成した子孫は，２節で述べられた単純ローカルサーチアルゴリズムによって，最適化される．従って，２
つの親から１つの子を生成することから子孫の数はPS/2個となる．
4.1.3選択オペレータ
親または生成した子孫に対する選択オペレータは，ＧＡでの進化に基づく探索において重要である．選択
方法によって，より良い個体は次世代に生き残る．本研究での選択方法を，図２のStep3.3に示す．この方
法は，［7]で述べられたような比較的高い選択圧力をもっている．その方法の戦略を以下に述べる．
子孫と親の良いまたは最良の個体は，遺伝的探索の間，次の親のために個体群の中で常に保持される．も
し，それらが親と子孫の個体間で同じ適応度（cutsize）が存在するのならば，親は淘汰され，子孫が新し
い個体となる[7]．
4.2比較されるアルゴリズム
本実験では，MSLS，ＳＡに対して上で述べたＧＡを比較する．以下，MSLS，ＳＡについて記述する．
4.2.1マルチ・スタート・ローカルサーチアルゴリズム
ＭＳＬＳは，ランダムに作られた初期解から，複数回のＬＳの実行をする．このアルゴリズムは単純であり，
比較的良い解を得ることができると知られている．その操作は，ＧＡ，ＳＡよりも長い実行時間または，設
定したローカルサーチ(LS)の実行回数まで繰り返される．本実験での終了判定は，ＬＳによって実行され
る回数であり，我々はこれを５０００回に設定する．この回数は，ＧＡの最終世代ＧⅣにおいて，ＬＳを実行
した回数よりも多い
4.2.2シミユレーツテツド・アニーリング法
ＳＡは，ＬＳ法と標準メトロポリス[9]からなる．ＳＡは，１つの解でのみ実行され，ＬＳの近傍探索によっ
て，得られた現在の解のその近傍が，現在の温度による基準に応じて受理される．もし，解の目的関数が改
善している状態（減少）に向かっているならば，状態遷移を行ない，そうでなければ，受容確率e-6/Ｔ（評
価値の改善値の改悪量6＝ノ(ｚ')￣ノ(Z)）で状態遷移を行なうかを決める.ここで，Ｔは温度と呼ばれるパ
ラメータである．この遷移ルールでは温度Ｔが高ければエネルギーを増加させる状態遷移も高い確率で受
理され，温度が低ければこのような状態遷移は行なわれにくくなる．上記の操作で，ＳＡは温度を徐々に低
下させながら繰り返すこと（アニーリング）により，探索の初期ではエネルギーの多少の壁を乗り越えて大
域的な探索を，終盤では現在の状態の近傍での局所的な探索を行ない（近似）最適解を得ようとするもの
である．従って，たとえ局所解に落ちても，この受容確率のために脱出することが可能である．ＳＡの流れ
を，図３に示す.初期温度Ｔと最終温度ＦＴのパラメータ，低減率αの０．９８は，本研究での実験要領に適
した設定を行った．
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SimulatedAnnealingA1gorithm
O初期温度Ｔ,最終温度ＦＴ,低減率Ｏ＜α＜１を定義する．
１ランダムに初期解ｚを生成する．
２ＴがＦＴに到達するまで，次の操作を行なう．
２．１現在のＴが到達するまで次を繰り返す．
2.1.1ランダム近傍⑳'。V(z)を選ぶ．
2.1.Ｍ＝ノ(ｚ')－巾)を設定する．
2.1.3もし，Ｊ三Ｏならば,ｚ＝ｚ'とする．
2.1.4そうでなければ，受容確率ｅ-6/Ｔで，ｚ＝ｚ’とする．
２．２温度Ｔ＝α×Ｔで，温度を下げる．
３探索中に最良解が見つかれば戻る．
図３sＡアルゴリズムの流れ
５実験結果
本実験では，多くの研究者によって用いられているJohnsonら[5]の８個の問題例，ノード数124,250に対してＧＡ，MSLS，ＳＡのアルゴリズムの性能評価および挙動分析を行い，ＧＡの有効性を検討する．ＧｗＤと呼ばれる問題は，ノード、のランダムグラフである．任意の２点間に確率ｐで枝を与えることによって無向グラフを構成する．一つの点から出ている枝の平均本数（平均次数）は，約p(､－１)である．８個の問題例の最良解を，表１に示す．全ての実行は，ＣＯＭＰＡＣＤＥＳＫＰＲＯ（CPU：450Hz，Ｍｅｍｏｒｙ：196ＭＢ）上で行い，プログラム言語はＣである．試行回数は，各問題例に対して，５回毎行なう．
ここで，本実験でのＧＡのパラメータについて記述する．
個体群サイズＰＳとして，世代数Ｇ〃まで計算を行う．本研究の交叉確率Ｅ:と突然変異確率PhDを以下に記述する．ＬＳを組合わせたＧＡでは、多くの研究者は，一般に個体サイズＰＳが10から40の範囲[7,11］で設定している．本研究では，２つの個体群サイズＰＳ=４０，２０で計算する．ＣＷは，両方のＰＳの場合について，200世代とする．Ｒはすべて1.0として，突然変異確率はＰＳ＝２０に対して，Ｒｎ＝00005,ＰＳ＝４０に対して凡＝0.0001に設定する．
表１ＭＳＬＳとＳＡアルゴリズムの実験結果と各グラフのBest-knowncut-size
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表２個体数４０でのＬＳを組合わせたＧＡの実験結果
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表３個体数２０でのＬＳを組合わせたＧＡの実験結果
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表１は，ＭＳＬＳとＳＡアルゴリズムの実験結果を示す．表中のbestknownは，Johnsonらが，Simulated
Annealing，KernighanとＬｉｎの近似解法，およびその改良法を用いて得た最良解の値を示している．本研
究でのＭＳＬＳの１回の実行は，ランダムに生成した実行可能解からローカルサーチを用いて，５０００回繰り
返す．従って，５回の試行結果である表１は，ＭＳＬＳが，左から最良値，解の平均値，各問題例で要した
平均実行時間（秒）を示す．また，ＳＡは，左から最良値，解の平均値，最良解が得られた時間，各問題に
要した平均実行時間を示している．Bestの時間は，各問題例でＳＡの実行中に最良解が得られたときの実
行時間を表す．
表２，表３に，個体数２０，４０を用いた単純ローカルサーチを組合わせたＧＡの実験結果を示す．ここで，
表中のgensは世代数を示す．ｇｅｎｓｌは，初期ランダム個体群から４０回のローカルサーチ実行後の値を示
す．また，gens5,10,20,40,100,200の結果は，120,220,820,2020,4020回のローカルサーチ実行後，交
叉によって生成された解を表す．
ここで，ＭＳＬＳとＧＡの実行結果，実行時間についてＧＡとＳＡの実行結果を比較する．もし，ＳＡの初
期温度の設定が，本実験よりも長い実行時間が可能であるならば，ＳＡは表１で示した結果よりも良い平均
cutsizeを得られると考えられる．表１でのＳＡの結果は，試行した全ての問題について，最良解が比較的
短い実行時間で少なくとも１つは得られることから，良い結果を得ることができたといえる．また，個体
４０と２０を用いたＧＡの平均結果は，ＳＡの平均結果より良い．ＳＡで必要とした最終実行時間の比較にお
いて，我々のＧＡは，ＳＡ以上の平均cutsizeを算出することができた．たとえば，表２と表３で示した
9250.08の問題例の平均結果は，ＧＡが個体数２０，４０で，それぞれ，828.0,sＡもまた156s以内の平均で
828.0の最良解を得ることができた．しかしながら，これらのＧＡの平均実行時間は，それぞれ95.4(s)と
81.6(8)である．ＧＡの実行時間は，表１で示されたＧ250.08の問題例のＳＡよりも，平均実行時間が明ら
かに速い．これらの結果から，ＧＡの性能はほとんどの場合，ＳＡとＭＳＬＳのアプローチ以上であるという
ことを観測された．
６結論
本論文は，ＭＳＬＳとＳＡアルゴリズムのようなヒューリスティックスに対して，単純ローカルサーチを組
合わせた遺伝的アルゴリズムの性能を示した．ＧＡがほとんどの場合にＳＡ，MSLＳよりも良い探索能力を
もっていることを述べた．もし，本論文で記述した我々のローカルサーチよりも，Kernighan-Linアルゴリ
ズムのような，より強力なローカルサーチと組合せたＧＡならば，さらに良い性能を示すことができたと
思われる．
今後の研究では，Ｍｅｒｚ［11]らによって行われたようなＧＰＰの解空間を分析し，より大きいまたは他の
タイプの問題例を用いることで，我々のＧＡの性能を示す予定である．
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Ageneticalgorithm(GA)fbrthegraphpartitioningproblem(GPP)isinvestigatedbycomparison
withstandardheuristicsonwell-knownｂｅｎｃｈｍａｒｋｇｒａｐｈｓｏｆＪｏｈｎｓｏｎｅｔａＬＩｎgeneral，thepractical
perfbrmancｅofaconventionalgeneticapproach，whichperfOrmsonlysimpleopemtorswithoutalocal
searchstrategy,isnotsufIicient、However，ｉｔｉｓｋｎｏｗｎｔｈａｔａｃｏｍｂｉｎａｔｉｏｎｏｆａＧＡandalocalsearch
canproducegoodsolutions・Inthispaper，weincorporateasimplelocalseamhalgorithmintoaGA，
andcomparethesearchabilitiesoftheGAfbrsolvingtheGPPwithstandardheUristicssuchasamulti‐
startlocalsearchandasimulatedannealing，whichexecuteswiththesameneighborhoodstmctureof
thesimplelocalsearchlnourinvestigations，ｗｅｄｅｍｏｎｓｔｒａｔｅｔｈａｔｔｈｅＧＡｉｓｂｅｔｔｅｒｔｈａｎｔｈｅｏｔｈｅｒ
Problem
competitorsintimesofcomputationtimesandevaluationlimits．
