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In this paper we develop canonical forms for certain p-cyclic 
automorphisms of formal power series rings over fields of characteristic p. 
Our interest in this problem is based on the geometrical question of 
classifying quotient-singularities over fields of non-zero characteristic. 
Let V be a smooth variety over an algebraically closed field k of arbitrary 
characteristic. Given a finite group G of k-automorphisms of V, we can 
consider the quotient-variety V/G, whose points correspond to orbits of 
points in V. The variety V/G is smooth almost everywhere, but may acquire 
singularities corresponding to points of V with non-trivial isotropy. One 
would like to classify all singularities which can arise in this manner. 
In characteristic zero, this problem has been extensively studied and a 
complete classification has been given by Brieskorn [4] in the case that V 
has dimension two. The key to the characteristic zero solution is a result of 
Cartan [5] which states that it is possible to choose coordinates for V so that 
G acts linearly. Thus the study reduces to a classification of quotients by 
matrix group actions. This reduction has the twofold advantage of greatly 
restricting the classes of actions to be analyzed as well as of bringing the 
action into a form for which explicit calculations are particularly 
straightforward. 
However, in non-zero characteristics this method breaks down: if the 
characteristic divides the order of G-the case of wild actions-it is rarely 
possible to linearize the action of the group. Consequently, very little 
progress has been made in the study of characteristic p quotients except in 
certain restricted cases in which G acts linearly (see, for example, [8]). 
The purpose of this work is to construct normal forms for non-linear wild 
group actions and use them to study the resulting quotient-singularities. We 
concentrate on the case that G is cyclic of order p. 
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After reviewing the necessary facts from commutative algebra in 
Section 1, we begin our analysis of p-cyclic automorphisms by developing a 
partial linearization for the action of G. A program is then established for 
studying these actions in the case that G is generated by an element whose 
linear part consists of a single Jordan block. The remainder of the paper is 
devoted to applying this method to the study of actions in dimensions 2 and 
p- 1. 
1. PRELIMINARIES 
Let R be a normal noetherian local k-algebra of dimension n over an 
algebraically closed field k. Given a finite group G of k-automorphisms of R, 
we denote by RG the ring of invariants of R under the group action. If 
V= Spec R, then the quotient-space of V with respect to the induced G- 
action is defined by V/G = Spec R”. We first observe 
PROPOSITION 1.1. The ring R” is a normal n-dimensional local ring. 
Geometrically, the inclusion R G + R corresponds to the covering map 
rr: V- V/G, which has degree equal to the order of G. If R is regular, then V 
is smooth and the quotient-space V/G is smooth wherever the map 71 is 
unramified. The image of the ramification locus may, however, be singular in 
V/G. 
PROPOSITION 1.2. Let R be a regular noetherian normal ring and let 
p c R be a minimal prime of the ramification locus of the map R” + R. If 
ht p > 2. then RG is singular along the image of p. 
ProoJ: Let p’ = p f-’ R” and consider the localization (R”),. + R, of the 
map RC + R at p’. Since p is a minimal prime of the ramification locus, the 
localized map is unramified except above p’. It follows from the purity of the 
branch locus [ 141 that the ring RF. ’ IS singular because the ramification lies 
in codimension greater than one. Now R,, is a regular ring and so Ri. is 
regular wherever the map is unramified. Therefore the singular locus lies 
entirely along the prime p’. I 
Consequently, if the map R” + R ramifies only at the maximal ideal of R. 
the quotient space V/G will have an isolated singularity at its closed point, 
provided II > 2. We wish to examine which singularities can be obtained as 
such quotients of smooth spaces by analyzing the structure of the invariant 
rings R”. 
In studying fixed rings, there are two invariants which are particularly 
useful: 
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DEFINITION 1.3. Given any .Y E R, the norm of X, denoted Nx, is defined 
to be 
and the trace of x. denoted tr s, is 
Clearly both Ns and tr .Y are elements of R” and so norm and trace 
determine mappings from R to R”. If the order of G, call it g, is prime to the 
characteristic of k, then the modified trace map 
-!--tr:R +R’; 
g 
defines an R’;-module homomorphism projecting R onto R”. This map is 
fundamental in the analysis of characteristic zero quotients. For example. it 
allows one to prove that depth R’ > depth R and hence that singularities 
arising as quotients of smooth varieties are always Cohen-Macaulay (see 
171). 
However, if the characteristic divides the order of G, the trace map 
degenerates and with it the Cohen-Macaulay property of quotient- 
singularities. Fogarty [ 71 has shown 
PROPOSITION 1.4. Let d = 0. 1, or 2. If depth R > d, then depth R” >, d. 
However, he has demonstrated strong upper bounds on the depth: 
PROPOSITION 1.5. Let char k = p and let G be a cyclic group of order p“ 
acting on a normal noetherian local k-algebra R. Assume that the induced 
action of G on Spec R is free except at the closed point. If depth R > 2, then 
depth RG < 2. 
Combining these propositions. we obtain 
COROLLARY 1.6. Let char k =p and let R be a regular noetherian local 
k-algebra of dimension > 2. If G is a cyclic group of order p” such that 
RG + R ramifies only at the maximal ideal of R, then depth R” = 2. 
Consequently, isolated quotient-singularities arising from wild group 
actions are rarely Cohen-Macaulay in dimensions greater than two. 
We develop a slightly more general formulation of Proposition 1.5, which 
will be needed later. 
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LEMMA 1.1. If R is a noetherian local ring and p is a prime ideal of R. 
then depth R < depth(R,) + dim(R/p). 
Proof If depth R = 0. the lemma is clear. Assume that depth R > 1 and 
that there is some r E p which is not a zero-divisor in R. Then r is not a 
zero-divisor in R, and, setting R’ = R/(r), we have depth R’ = depth R - 1. 
depth RI = depth R, - 1 and R/p = R’/p n R’ since r E p. Proceed by 
induction. 
If p contains no R-regular elements, then there is a prime q E Ass(R) 
which contains p. But depth R < dim(R/q) for all q E Ass(R) [ 10, VI, 
Theorem 271 and dim(R/q) < dim(R/p) since p c q. 1 
PROPOSITION 1.8. Let char k = p and let R be a normal noetherian local 
k-algebra. Let G be a group of k-autornorphisms of R, q>clic of order p”, and 
assume that the map R” --) R is ramlj?ed only along the prime p c R. Therl 
depth R” ,< 2 + dim(R/p). 
ProoJ Let p’ denote the restriction of p to R” and consider the map 
(R”), ---t R,.. Note that (R”),.= (R,.)f’ and that the localized map is 
ramified only at the maximal ideal. If ht p’ < 2. then depth(R”),. < 
dim(R”),. < 2. If ht p’ > 2, then depth(R,.) > 2 by Serre’s criterion for 
normality. Therefore depth(R’),. < 2 by Proposition 1.5. Also dim(R”/p’) = 
dim(R/p) by the theorems of Cohen-Seidenberg since the map R” + R is 
finite. Applying Lemma 1.7, we conclude 
depth R” < depth(R”),. + dim(R”/p’) 
< 2 + dim(R/p). I 
Remark 1.9. Ellingsrud and Skjelbred [6 1 have shown that the 
inequality in Proposition 1.8 can be strengthened to equality in the case that 
R is a polynomial ring, the action of G is linear and the map R” 4 R is 
totally ramified along p. Note that equality also holds for a formal power 
series ring R with linear action since depth is preserved under passage to the 
completion. 
2. A PARTIAL LINEARIZATION 
In this section we develop a standard form for nonlinear group actions and 
set up a program for analyzing these actions by means of linear models. 
Because we are interested only in the local behavior of the quotient-space 
near its singular points. we will work with complete local rings. Therefore let 
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R = k[ [u, ,..., u,,]] be the ring of formal power series in n letters over an 
algebraically closed field k of characteristic p and let G be a finite group of 
k-automorphisms of R. 
PROPOSITION 2.1. If the order of G is divisible by p and the map R” + R 
ramifies only at the maximal ideal m c R, then it is not possible to choose 
coordinates for R so that G acts [inearl)?. 
Proof: Assume that coordinates ui could be found. Since the order of G 
is p-divisible, there is an element u E G which has order p. We may assume 
that the coordinates ui have been chosen so that u is in Jordan form. Because 
rY = 1, every eigenvalue of o is a pth root of unity: in characteristic p this 
forces every eigenvalue to be 1. Therefore u has the form 
where, for each i, the number si is either 0 or 1. But this action fixes the one- 
dimensional locus {u, = ..a = U, ~, = 0). i.e., the u,,-axis. which contradicts 
the assumption that R” --t R ramifies only at m. 1 
Therefore, unlike in characteristic zero, wild group actions cannot, in 
general, be brought into linear form and so it is necessary to develop new 
normal forms for these inhomogeneous actions. We restrict our attention to 
the case that G is cyclic of order p. 
Let u be a generator of G. The action of u can be realized as a system of n 
. . 
power serves in U, ,..., u,, one for the image of each ui under u. Such a system 
defines an automorphism of R provided the linear terms of the power series 
define an invertible linear transformation. Therefore u has the form 
~u,=a,,u,+a,,u~+.~~+a,,,u,~+h,(u ,..... u,). 
uu, = a,,u, + a,,,& + ... + anna,, + h,(u ,,.... a,,). 
where aij E k are such that det laijl # 0 and hi E R has order > 2. 
Denote by 5 the invertible transformation determined by the linear terms 
of u, i.e., the matrix action given by (ajj). By a suitable change of coor- 
dinates we may assume that 5 is in Jordan form and, as in the proof of the 
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proposition, all eigenvalues of 6 are 1. The matrix representing 6 is therefore 
composed of blocks of the form 
i 0 11 .x 0 1 1 n 
LEMMA 2.2. The maximal size of a Jordan block of d is p. 
Proof: The automorphism o, and hence its linear part 8, has order p. 
Therefore 8 - 1 is nilpotent of index p, for 
(d- l)P=@~- 1 co. 
It follows that no Jordan block of d can have dimension greater than p. 1 
The action of u itself is therefore defined by blocks of the form 
uui = ui + hi@, . . . . . u,,). 
o”i+l=ui+I + U; + hi, I(uI.***, uI~), 
(2.3) 
UUi+j =~i+j + Ki+j-l + hi+i(u,,**.. a,!), 
where h, E R has order > 2 and the block size (=j + 1) is at most p. 
Although it is not possible, in general. to eliminate all of the higher-order 
contributions h,, it is always possible to partially linearize the action: 
THEOREM 2.4. Let R = k[ [K ,,..., K,,] ] and let u be a k-automorphism of 
R of order p. Then there exists a choice of coordinates for R so that o is 
composed of blocks of the form 
UK; = Ki +f;(U, . . . . . U,). 
UKi+, =Ki+, +Ui. 
(2.5) 
where fi E R has order > 2 and the block size, j + 1. is at most p. If 
j + 1 = p, then fi = 0 and the action within the block is linear. If R” + R 
ramifies only at the maximal ideal m c R, then j + 1 < p and fi # 0. 
Proof: We may assume that u is composed of blocks of the form (2.3). 
Within each block, choose new coordinates UC as follows: 
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Let 
17i+j = ll;+j? 
lci+j- 1 = (U - 1) Ui+j= L!i+j-1 + lZi+j* 
Bi+j-2 = (U-l)ZUi+j=Ui+j~z+hi+j~I+(a-l)hi+j, (2.6) 
ci =(c7-l)jui+j=ui+hi+,+(u-l)hi+2+~~~+(u-1)’-’h;+j. 
Note that the Jacobian of the map U, H U, at (O,..., 0) is the identity matrix, 
so the ~7,‘s define a coordinate system for R. Setting 
“(=(a- l)z&=h;+(u- l)hi+, + ... +(u- I)%,+;, 
we have 
ufi+/=17i+[+17i+,m, for 0 < l<j 
and 
al-ii = iii +fi * 
Thus u has the required form. 
By Lemma 2.2, no block of u can have dimension greater than p. If the 
dimension equals p, then Ui = (a - l)jui+ j = (a - l)pm ‘ui+ j. Consequently, 
&=(a- l)&=(u- l)%i+i=(ul’- l)Ui+j=o’ 
and so the action is linear. Note that this forces the element Ei to be fixed. 
If RG + R ramifies only at m, no element U, can be invariant. This implies 
fi # 0 and hence that the block size is strictly less than p. 1 
The theorem shows that all the nonlinear contributions in u can be pushed 
to the top of each Jordan block, leaving the remainder of the action in linear 
form. 
Now suppose that the action of u is not linear. i.e., at least one A # 0. In 
this case, the process of forming successively higher powers of (a - l)‘u, + i 
used in defining the new coordinate system (2.6) can be continued within 
each block until the result is zero. With notation as in (2.5). set 
ff =fi = (a - l)i+ ‘U;+i, 
f;=cu- l)j+zUi+j. 
f(=(u- l)j+diij. 
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Since (a - 1)” = 0, the element f 7-j is zero, but it is possible that f ( = 0 
for 1 < p -j. Let m be the last index for which f T # 0. Then fhe extended 
form for the action of u within the block (2.5) is given by 
of; =ff +f$ 
UK; = Ki +fl. 
(2.7) 
UKi+j=Ki+,j+ Ki+j-(5 
where f i E R has order > 2. If the action is similarly extended within each 
Jordan block, we obtain a set of power series (fi},., in U, ,.... u,. 
Now consider the power series ring S = k[ [u, ,..., u, ; . . . . u%i .. . . ] 1, where one 
variable uj is added for each power series fj occurring in the extended form 
for u. The ring S has a natural linear action defined by letting u act as in 
(2.7) with the new variables uj replacing the fj. Moreover, the ring R with 
its nonlinear action can be obtained from S by the map w: S + R defined by 
ly(M’j) =f::(u, ,..., u,,). 
which is compatible with the group actions. The map w thus exhibits R as a 
nonlinear slice of S. 
Rather than compute the invariants of the inhomogeneous action of u on 
R, we instead study the invariants for the ring S. Because u acts 
homogeneously on S, the invariant ring SG is often easier to understand than 
RG despite its increased dimension. It then remains to study how information 
from S” passes to information on RG. 
3. THE METHOD OF NONLINEAR SLICING 
We illustrate the method outlined above by studying the most basic 
case-that in which u has only one Jordan block and the element f ,! is fixed 
so that there is only one power series fj in the extended action (2.7). 
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Assume, then, that u is a p-cyclic automorphism of R defined by 
(3.1) 
where fE R has order >2 and is invariant under 0. By Theorem 2.4, the 
dimension n of the ring R is at most p. If n =p, the elementf is zero and the 
action is linear. Since we wish to study possible forms for non-linear actions, 
we will assume n <p - 1. On the other hand, if n = 1 the invariant ring R” 
is normal and one-dimensional, hence regular, and so the quotient-space is 
smooth. We therefore restrict our attention to the range 2 < n < p - 1. 
The invariant ring R ’ is a complete n-dimensional ring whose structure 
varies with the ramification locus of the map R” + R. 
LEMMA 3.2. Let G be an-y group of automorphisms of R which is cyclic 
of prime order. Let o be a generator of G. Then the map R’ + R ramifies 
only at the maximal ideal m c R if and only tf the ideal 
I = (a, - u, ,..., ou, - u,) is m-primary. 
Proof The map RG + R is ramified along the prime p if and only if p is 
fixed by u and the induced action of u on R/p is trivial. 
Assume that the map ramifies along a non-maximal prime p. The action 
on R/p is then trivial and so CJU~ - ui E p for all i. Therefore r c p and hence 
is not m-primary. 
Conversely, if r is not m-primary, there is a non-maximal prime p 
containing it. Therefore oui - ui E p for all i and so p is fixed by o and the 
action mod p is trivial. Hence RC + R ramifies along p. fl 
To study the ramification locus it therefore suffices to examine the primes 
associated to the ideal r = ((Tu, - u, ,..., uu, - u,). For the action (3.1) above. 
this ideal is equal to (f, ur ,..., u,_, ) and so the structure of RG splits into two 
cases determined by the choice ofJ: 
PROPOSITION 3.3. Let u be the automorphism of R defined by (3.1). 
(i) If f contains a term of the form ui, then R” -+ R ramifies only at 
m and RG has an isolated singularity. 
(ii) Iff contains no ui term, then R” -+ R ramifies along the dimension 
one prime q = (u, ,..., u, _ ,) and, tf n > 2, the ring R G is singular along the 
image of q. 
Proof: In the first case, the ideal r is m-primary and the result follows 
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from Lemma 3.2 and Proposition 1.2. In the second case, the ideal r is equal 
to (u, ,..., u, ~, ) and again the result follows from Proposition 1.2. 1 
Now consider the (n + I)-dimensional ring S = k[ [r+,, U, ,..., u,]]. The p- 
cyclic group G acts on S by letting u act by 
uug = ug , 
uu, = u, + u,, 
(3.4) 
The resulting invariant ring S” is a complete (n + 1)-dimensional ring and 
the map SC -+ S, like the map RC -+ R, has degree p and ramifies only in low 
dimensions. 
PROPOSITION 3.5. The map S” + S is ramified along the prime 
P = (u,, Ul,..., u,-, ). Hence SG is singular along the one-dimensional locus 
determined by p’ = p n S”. 
Proof. The ramification ideal r = (au, - Us,..., UU, - u,,) is equal to 
(u,, u, . . . . . u, - , ). The result now follows from Proposition 1.2 and the fact 
that dim S > 3. I 
The ring S maps to R by the homomorphism v: S + R defined by 
W(U”) =f(u, ,**.1 &J’ 
d”i) = ui fori> 1, 
(3.6) 
which assigns to U, the invariant power seriesfE R”. Since w is compatible 
with the group actions on S and R, there is an induced map ~1: S” --t R” 
between the invariant subrings. 
Now ly, being a map between regular power series rings, is easily 
understood: it is surjective with kernel generated by (u, -f). However. the 
map v, between the invariant subrings is far more complicated. For example. 
the element (u, -f) lies in SG only if f= 0 and so, for nonlinear 
automorphisms of R, it cannot generate the kernel of p. 
To derive results for a, analogous to those for w it is necessary to 
introduce an additional hypothesis on S”. 
DEFINITION 3.7. An integral domain R is factorial if every height 1 
prime is principal. 
The following criterion of Samuel [ 121 is useful for verifying the factoriality 
of invariant rings. 
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THEOREM 3.8. Given a factorial ring R, let R * denote the group of units 
in R. Let G be a cyclic group of automorphisms of R such that the map 
R” + R is unramified in codimension one. Then the invariant ring R” is 
factorial if and only if H’(G, R *) = 0. 
Using this criterion, Fossum and Grifftth 181 have shown 
THEOREM 3.9. The ring SC is factorial if n = p - 1. 
The analogous result for general n is not known and we state it as 
Conjecture 3.10. The ring SC is factorial for 2 ,< n < p - 1. 
Under the assumption that S” is factorial we can analyze the kernel and 
image of the map Ed. 
PROPOSITION 3.11. If the ring SC is factorial, then there exists a unit 
s E S such that (u,, -fl s E SG and hence ker Ed = ((u, -f) s) SC. 
Proof. Consider the image of (u, -f) under 0: 
cJ(u, -f) = u, -of 
= ug -f - (uf -f). 
The element af -f lies in ker I,II because f is invariant in R, and therefore it 
has the form (u, -f) t for some t E S. Consequently, 
a(ull -f) = (% -f) - @II -f) t 
=(uo-f)(l -t). 
Now N(u,, -f) = N(a(u, -f )) = N(u, -f) N( 1 - t), and hence 1 - t has 
norm 1. Since the ring SC is factorial, Theorem 3.8 implies that the 
cohomology group H’(G, S*) vanishes. where S* is the group of units of S. 
Recall that 
H’(G, S*) = {elements of S* with norm l)/{image of (u/id) S*}. 
Since 1 - t has norm 1, it is therefore possible to find a unit s E S* such 
that us/s = ( 1 - t) ‘. For this choice of s, 
U((U” -f) s) = (% -f )(I - t) CJS 
= (u, -f)(l - t)(l - t)-‘S 
= (u, -f) s. 
Thus the element (u, -f) s lies in S”. 
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Clearly ((u,, -f) s) S” c ker p. The opposite inclusion follows from the 
fact that s is a unit: given any x E ker rp, there is an element y E S such that 
x = (uO -f)y. Then x = (u, -f) S(SK’JI) and s-‘J~ E SG because both x and 
(u, -f) s are fixed by u. 1 
It follows from this characterization of ker o that the inverse image of any 
element 11’ E Im cp includes elements )v’ of the same order as 1~‘: 
PROPOSTION 3.12. Given any w E R” which lies in the image of cp, there 
exists an element w’ E S’ such that cp(w’) = w and ord 11,’ = ord 1~‘. 
ProoJ We first establish the proposition in the case 11’ =J: Let s be given 
as in the preceding proposition. We may assume that the constant term of s 
is 1. so that s has the form 
s = 1 + s,) + h, 
where sO. h E S and s,, consists of all terms of s having degrees 1 through 
ord(f) ~ 2. Then 
a(@,, -f) s) = Cl+, -f)(l + us0 + oh) 
= u,, + U” e us0 + (terms of degree > ordf). 
On the other hand. the element (u, -f) s is invariant under u and hence 
u((uo -f) 3) = (~0 -f)(l + s,, + h) 
= u,, + uOsO + (terms of degree > ordf). 
It follows that s,, = usg. Now replace s by the unit t = s( 1 + so) -’ = 
I + h( 1 + so) ‘. Since s, is invariant under u, so is (u,, -f) t. Moreover, 
(u,, -f) t has the form 
I(,, + (terms of degree > ordf). 
We claim that u0 - (u, -.f) t is the desired pre-imagef’ off: the elementf’ 
is invariant in S because both u,, and (u, -f) t are invariant. Also o(f’) =f 
since I =f and (u, -f) f E ker cp. Finally, by construction, ord f’ > ord f 
and so the orders must be equal because ord s < ord o(x) for all x E S”. 
Now consider the case of a general II’ E Im v, and let IV’ E S” be any 
element in its inverse image. We need only check that the condition on 
ord 1~’ can be met. 
Certainly ord ~7’ < ord 11’. If ord 1~’ < ord \v, then all terms of )I” of lowest 
degree are divisible by u 0; any term involving only U, ,... u,~ would map to 
itself under o and so the order would not increase. Therefore MJ’ has the form 
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where ali terms of w,, have degree (ord w’) - 1 and ord W > ord ~9’. Replace 
uO by f’ in the expression for w’ and call the result M?“. The element IV” is 
again invariant and it”’ maps to w since ~(u,,) = I =f: Furthermore, 
ord bt*” is strictly greater than ord tv’ because ord f’ > ord u,. Continuing 
this procedure using I$“’ in place of MI’, one will ultimately obtain an element 
of S” with order equal to ord IV. 1 
Finally, we examine whether the surjectivity of v is inherited by 9. 
THEOREM 3.13. Assume that the invariant ring SC is factorial. Then the 
map cp: S” + R” is subjective if and only if the map RC + R ramifies only at 
mcR. 
Proof: Let .? denote S’/ker cp, which is isomorphic to the image of SG 
under p. Recall that SG + S ramifies along the dimension one prime 
P = (u 0 ,...' u,_ ,) and S” is singular along its image p’ = p n S” 
(Proposition 3.5). By Remark 1.9, depth SG = 2 + dim(S/p) = 3 because u 
acts linearly on S. Therefore depth s= 2, since ker v, is principal. 
Consider the commutative diagram 
S ZR 
T T 
SC ----+ s . 
The map S” + S ramifies along the prime p and so the induced map %-+ R 
ramifies along the image of p under w, i.e., the ideal r = (f, U, ,..., u,- ,). 
We first assume that RF -+ R ramifies only at m. In this case, the ideal r is 
m-primary, by Lemma 3.2, and so the map s+ R ramifies only in dimension 
zero. Therefore, in the diagram 
the maps c1 and p are both finite maps of degree p ramified only at m. 
Localizing at any non-maximal prime q c g, we obtain a corresponding 
diagram where the localized maps-a, and p, are now everywhere unramified. 
It follows that the third map yq: S,-+ R z is also unramified 19; V.3.31, and, 
having degree one, it is therefore an isomorphism. 
Now depth %= 2 and so this shows that the localization of the map 
s-t RC is an isomorphism at all primes q for which depth sq < 1. Therefore 
the map s+ RG is itself an isomorphism [ 1. Lemma 31, and hence p is 
surjective. 
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We now assume that R” -+ R ramifies in dimension > 0. By 
Proposition 3.3, the element f contains no U; term and so fE p and 
ker cp = (uO -f) S n SF is contained in p’. Therefore the restriction of p’ to 
g is again a non-maximal prime, call it p, and 5 is singular along 0. If we 
localize the map Spec S + Spec SC at the prime p’. the result is again a p- 
cyclic quotient which is now ramified only at the closed point. By Corollary 
1.6. the depth of St. is 2 and hence depth fD= 1. By Serre’s criterion, the 
ring s cannot be normal: if ht @ > 1, the ring violates the S,-condition. and 
if ht 0 = 1. the fact that s is singular along @ violates the R ,-condition. Since 
R” is a normal ring. the map q is not surjective. 1 
4. THE CASE n=p- 1 
In order to develop normal forms for the automorphism u, we next 
examine which coordinate changes for R preserve D’S partially-linearized 
form. 
PROPOSITION 4.1. Let R = k[ [u, ,..., u,] ] and let u be an automorphism 
of R of order p defined bJ 
uu, = u, +f(u, 1’.., u,,), 
UU? = U? + 24,. 
(4.2) 
uU,,=U,+U,-,r 
,cherefE R has order >2 and is invariant under u. Then a change of coor- 
dinates ( ui} H (U;} preserves the form (4.2) of u if and only if 
u, = c,u, 
uz=c,u, +c,uz 
+ c2 f + (a - l)“-‘h, 
+c,f+(u- l)“-‘h, 
(4.3) 
where ci E k, c, # 0, h E R has order > 2, and (u - 1)“h E RG. For this coor- 
dinate change, the power series?= au, - zi, is given 64 
f= c, f + (a - 1)“h. (4.4) 
Proof. This is a straightforward exercise in undetermined coefficients and 
we omit the details. 1 
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Using the methods of Section 3 and the above proposition, we now 
develop a normal form for c in the case that n =p - 1. In this case (a - 1)” 
becomes 
which is the trace operator on R. Therefore the condition (a - 1)“h E RG is 
trivially satisfied for every h E R and the expression (4.4) for j becomes 
f= c, f+ tr(h). (4.5) 
Thus the power series f can be modified, under a suitable coordinate change, 
by the trace of any element of R having order at least two. 
Now any power series f E RG of order at least two determines an 
automorphism u via the action (4.2) and the above discussion suggests that 
two such actions are equivalent exactly when the power series f differ by the 
trace of an element of order at least two. Therefore the classification 
of automorphisms reduces to the study of the invariant ring R” modulo 
the ideal (tr(h)l h E R. ord h > 2). To examine the situation for 
R = k[ [u ,,..., up-, I] we pass to the model S = k[ [u,,. U, ,..., u,~,]] on which 
u operates by the linear action (3.4). 
The invariant ring .S” can be more easily understood if the coordinate 
system (u;} is replaced by the new coordinates (tli} defined by 
I\; = uiLdm,. i=o, 1 ,....p - 1. (4.6) 
The fact that the ~1; determine a coordinate system for S follows from the 
relation 
p-i- I 
ui=(o- l)p-i-‘z(pm, = \’ - 
1-O 
(-1y-1 y-i- l ) (yUPrn~, 
+--1)".'-1 'p-;-' 
( 1 
c,, 
and so the coordinates ui can be recovered as a linear combination of the U; 
In this new system, the automorphism u acts by 
ul’i=c7i+‘u,~, = L’;+,. (4.7 1 
and therefore corresponds to a cyclic permutation of the variables ui. This 
action by cyclic permutation of the coordinates of k[ [c~..... z’~-, ] 1 is one of 
the few wild p-cyclic actions that has already been studied (see [8]). 
Let Mi denote the module of homogeneous forms of degree i in S. Since u 
acts linearly on S, the modules Mi are stable under u and so can be regarded 
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as G-modules. Let F,,, denote the invariant submodule of Mpm generated by 
(L’,,L’, . . . Ppm ,y. 
LEMMA 4.8. (i) If pki, then Mi is a free G-module. 
(ii) If p 1 i. let i = pm. Then M,,,,,/F, is a free G-module. 
Proof: The module Afi is generated by monomials of degree i in 
I’,, 3 1 , ,.... L’~~, , and the automorphism u sends monomials to monomials. We 
wish to determine how the orbits of monomials partition Mi. If a monomial 
has fewer than p distinct elements in its orbit, then it is fixed by all of G 
since the group has prime order. Now (J permutes the variables ci and so an 
invariant monomial is symmetric and thus has the form c(c,a,... c,_ ,)j for 
somej, where c E k. 
If ~1 i, this is impossible and therefore the orbit of each monomial splits 
off as a free G-module. If i = pm, then the elements of F, are the only fixed 
monomials: the orbits of the others again determine free G-submodules of 
M;. I 
Lemma 4.8 enables us to understand the structure of S” as a k-vector 
space. 
PROPOSITION 4.9. The invariant ring S” is generated bv traces of 
monomials in S and bv powers of Nr, = cO L!, . . . lyp , , 
ProoJ: By Lemma 4.8. the orbit of any monomial m which is not a 
power of Nr, has p distinct elements, so any invariant containing m as a 
term must contain x aim = tr m. Because this holds for all monomials 
except (NP,,)~. any invariant can be expressed as a sum of traces and powers 
of NV,, . 1 
We now return to the (u;} coordinate system for S. The element NC, is 
equal to Nu,~, in the u,-system, by (4.6). Therefore the above proposition 
implies 
COROLLARY 4.10. Ay, kt* E 9’ can be expressed in the form 
tr h + q(Nu,- ,), where q is a pobver series in Nu, , and h is an element of S 
such that ord h > ord IV. 
Proof: By the proposition, there exists an h E S and q E k[ [Nu,~ , ] ] such 
that 11’ = tr h + q(Nu,- ,). We can eliminate from h all terms of degree less 
than ord )I’ since the trace of these terms vanishes by the homogeneity of the 
action of 0. I 
Thus, in the linear model S, the ring of invariants S” differs from the 
image of trace only in the existence of power series in Nu,~, . We want to 
88 BARBARA R.PESKIN 
show that this situation is preserved in the passage to the ring R, where the 
action of (T is nonlinear. We remark that the notation N and tr will now 
denote the norm and trace for the action of o on R, not on S. 
LEMMA 4.11. Given any w E RG which lies in the image of rp: SG + R”, 
there exists an h E R and q E N[ [up- ,] ] such that MI= tr h + q(Nu,- ,) and 
ord h > ord ~1. 
Proof This follows from Proposition 3.12 and Corollary 4.10. 1 
THEOREM 4.12. Let R = k[[u,,..., up-,]] and let u be an automorphism 
of R of order p whose linear terms consist of a single Jordan block. Then 
there is a choice of coordinates for R so that o has the form 
uu, = u, + (Nu,-,y’, 
(4.13) 
uupp, = u,-, + up-, 
for some j > 1. Furthermore, the automorphism o is completely determined by 
the choice of the integer j. If the map RC + R is ramtjied in dimension 
greater than zero, then j = oc), i.e., ou, = u, and the action is linear. 
Proof We may assume, by Theorem 2.4, that the action has been 
brought into partially-linear form with f = uu, -u,. The proof is divided 
into two main steps: we show first that there exists a coordinate change so 
that f is a power series in Nu,~, and then that coordinates can be chosen so 
that f is a power of Nu,-, itself. 
The first step proceeds by induction. It suffices to show that there exists a 
converging series of coordinate changes in R under which the terms off not 
involving Nu,- , are forced into arbitrarily high degrees. Therefore assume 
that f is expressed in the form tr h + q(Nu,_ ,), where h E R has order > n 
and q is a power series in Nu,- , . We show that it is possible to choose coor- 
dinates Ui = ui (mod mn-‘) so that the resulting f has the form 
T= tr I? + q(NEDm ,), where ord 6 > n + 1 and S is a power series in NGDm, 
such that q(Nzip_ ,) = q(Nz.iD- ,) (mod m”). 
Choose new coordinates Ui as in Proposition 4.1, letting c_, = 1, ci = 0 for 
i > 1, and setting ziDm, = u,-, - h. Then the corresponding f is given by 
J‘= f + tr(-h) = tr h + q(Nu,- ,) - tr h 
= qW,-1). 
SINGULARITIES AND p-CYCLIC ACTIONS 89 
Now up-, = zip-, + h, so in the ij-system, we have 
J;= qbwpm, + h)) 
= q(Ni, ,) + (terms of degree > ord q(Nu,- ,) + ord h - 1). 
Denote the difference f- q(NEn_ ,) by 6 and note that . 
ord6>ordq(Nu,-,)+ordh- 1 >.n+ 1. 
The power series 6 lies in the image of cp: S” + RG becausef and q(Nfpm ,) 
do, and so, by Lemma 4.11. 
6 = tr 6 + q’(NCDm ,), 
for some power series q’ in NzS,- , and some 6 E R such that ord 6 > ord 6. 
Setting q + q’ = q, we obtain 
f= q(Ntip- ,) + tr h, 
where ord h> n + 1. Also 4(NCP-,) -q(NEp_,) =q’(NzTp-,) and SO has 
order > ord 6 > n + 1. Therefore this coordinate change satisfies the 
conditions mentioned above, thus completing step one. 
Assume now that f = q(Nu,- ,) for some power series q and write f as 
for somej>O. where ciEk and c,#O. Set c=c,+c,(Nu,-,)+ ..., which 
is a unit in R”. 
Let a E R” be a solution to the equation 
Such a solution exists because R” is complete and pj - I is prime to p. Now 
consider the map ui w Ui where Ui = au,. This is an invertible transformation 
since a is a unit and so defines a coordinate change in R. Under this change 
we have 
f= uf = ac(Nu,~ ,)j 
= cPj(Nu,- ,)j 
= N(uu,-,)’ 
= N(u,p,)‘. 
Hence f has the required form. 
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Given any integer j > 1, the element NM, ~, , and hence the action of u, is 
completely determined by the set of Eqs. (4.13). To establish this, consider 
the identity 
By expanding oiupm, in terms of the action (4.13), we obtain a polynomial 
expression for Nu,~, in terms of U, ,.,., u,-, , and (Nu,_ ,)j. The expression 
for NM,-, can then be substituted into (Nupm ,)j in this polynomial and, by 
repeating this process, we can eliminate Nu,-, recursively, resulting in a 
formula for Nu, _ , in terms of 11, ..., up-, alone. Thus Nu,- , depends only 
on the choice ofj. 
Finally, if the map R” + R ramifies in dimension >0 then, by 
Proposition 3.3, the power series f contains no term of the form u:-, . Since 
NU p.-, = u;-, + . . . . this implies that f = 0 and the resulting action is 
linear. I 
Thus, by a suitable change of coordinates the action of CJ can be brought 
into a particularly simple form. In the case p = 3, the invariant ring R” is 
Cohen-Macaulay and an explicit equation for the quotient-singularity 
resulting from the action (4.13) can be computed (see Corollary 5.15). 
However. even when p = 5, the ring structure of RC is not known. 
5. THE CASE II= 2 
We next apply the methods of Section 3 to the case of surface 
singularities. Therefore let R = k( [ u,, Us]] and let o be the p-cyclic 
automorphism of R defined by 
ou, =u, +.L 
(5.1) 
uu~=u2+u,, 
where J’E RG has order 22. The linear model S for this action is 
kll u(,. II,. u>] ] with homogeneous action given by 
uug = U”. 
cm, =u, + u(). (5.2) 
UU~ = ll2 + u,. 
Here dim R” = 2 = depth R” (by Proposition 1.4) and dim S” = 3 = 
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depth S” (by Remark 1.9) and so both invariant rings are Cohen-Macaulay. 
In this case it is possible to write down equations defining these rings 
explicitly. 
We begin by examining the linear model S. The invariant ring SG contains 
the elements u,). NM,. and NM,. Denoting NM, by .Y and Nu, by y. we have 
s = 1 [ du, = [ [ (u, + mu,) 
n, 0 
J’= 1 1 cJ;u> = 1 1 (U? + mu, + (Y) u,,) 
,,I 0 
= U! - ~4’;~’ U, + (terms divisible by uO). 
Let S’ denote the subring of S” generated by u,,, x. and ?I. 
(5.3) 
LEMMA 5.4. The rings S and S” are free St-modules of ranks p’ and p, 
respectir>elv. 
ProoJ: The elements uO. X, and ~1 form a system of parameters in S; 
hence S is a finite extension of S’. The ring S is regular, therefore 
Cohen-Macaulay. and so the extension is free [ 13, IV, Proposition 221. A 
basis is given by the p’ elements {ui, u$}, 0 < i, j <p - 1. Now the extension 
S” + S is finite of rank p, so S” has rank p over S’. Again the extension is 
free because S” is Cohen-Macaulay. 1 
The element 
? 
i=U, -U,,U, -2U,U? (5.5 1 
is also invariant under u and z is not contained in S’ because its degree in 
u,,. u, , 11: is two. We claim that z generates the extension SC over S’. 
LEMMA 5.6. The invariant i satisJes the relation .R = 0 over the ring 
S’. where 
lpt I) ? 
@=zF+ \’ 
ET 
(-l)nc,u$- zrrZn +2u;y-x’ (5.7) 
and the coefficients c,, are the Catalan numbers, c, = (2n - 2)!/n!(n - l)!. 
Proof: The following argument. which replaces our overlong verification, 
is due to Ira Gessel. The relation .3 is homogeneous of degree 2p in z+,, u, , 
and II, and so. for simplicity, we verify the relation in the inhomogeneous 
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form obtained by setting uO = 1. Therefore, replace the elements x,y, and z 
by their inhomogeneous forms 
4’= 11 (4 + muI + CT)). 
111 : 0 
z=+zl-2u*. 
The numbers c, can be expressed in terms of binomial coefficients: 
= (+,(-;) ... (-(2n - 3)/2) 
1 fern> 1 n. 
(-l)“-’ 1.3...(2n-3) 2.4...(2n-2) 
= 
2” . n! ’ 2.4...(2n-2) 
= (-1)“-’ (2n - 2)! 
2 2n-’ n!(n - l)! 
= C-1)“-’ . c 
2?“-I tl’ 
Therefore we obtain 
,p+ I,‘? ,p+ II)? I 
\‘, C-1) “Cnzfl = _ \‘ 
I, . 
-, 22°FI T z,, 
n -L ( 1 ,n 
1 @+I).‘? 1 
\’ 
( 1 
5 (4z)” 
2- n n-2 
=-+ ((1 +4z)‘p+“;?- I- (q) (42)) 
= - f(( 1 + 4z)‘P’ “‘2 - 1 - 22). 
In order to develop a suitable expansion for the product defining y we note 
JJo (a + (m +p)*)= a(a’pm”.‘2 - (-l)‘p-‘,‘2)2 - (/jp -p)*. 
To prove this it suffices to check that the right-hand side vanishes when 
a = -(m + j?)’ for m = O,..., p - 1. This is straightforward and we omit the 
details. 
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Now setting 
a = 2uz - (u, - +>* 
=-Z-f 
and setting /I = U, - !, we have 
a + (m + p)* = 2uz - (u, - ;,* + (m + f4, - f)* 
= 2(U> + mu, + (‘T)). 
Therefore 
P-1 
2.r = 2p 1 [ (u, + mu, + (5)) 
m -II 
P -1 
= ,I I,I (a + cm + m 
= (-z - f)((-Z _ $)tPN)‘: - (-l)‘“-“‘*)’ - (@, - i)P - @, - +,y 
= - zp + f(( I + 4z)‘P+ ‘I,* - 1 - 2;) + (u”l - u,)? 
= - zp +x2 - \‘ (-l)IIc,z”. 1 - 
PROPOSITION 5.8. The imariant ring SC is defined bJ 
S” = S’[z]/(.Y), 
where .Y? is the relation (5.7). 
Proof: Clearly, we have the inclusions 
S’ $ S’[zJ/(X) c s’;. 
Both SC and S’[Z]/(~) are degree p extensions of S’ and the relation .Z is 
irreducible. Therefore to show S’[z]/(9) = SC, it s&ices to show that the 
ring S’[Z]/(,~) is normal. 
Consider the partial derivatives 
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These partials vanish simultaneously only along the codimension two locus 
(s = u0 = O}. Thus S’[z]/(,K) 1s non-singular in codimension one and, being 
a hypersurface, it is therefore normal. 1 
Now consider the situation for the ring R. The ring of invariants RG 
contains Nu, and NM:. where the norms are now computed with respect to 
the inhomogeneous action of CJ on R. We continue to denote these norms by 
s and .I’: they are the images of the above x and ?’ under the map w: SF + R”. 
Note that now 
.Y = ~7 -f p-‘~, = ~7 + (terms of degree >p). 
.I’ = uf - u’;~’ u2 + (terms of degree >p) 
and therefore s and .1’ alone form a system of parameters for R. 
Consequently, we obtain the following analogue of Lemma 5.4: 
(5.9) 
LEMMA 5.10. The rings R and RG are free k[ [x, y] j-modules of ranks p’ 
arld p, respecticelJ7. 
Now suppose that the map R” + R ramifies only at the maximal ideal 
m c R so that RG has an isolated singularity. If Conjecture 3.10 is true, the 
map cp: S” + R ’ is surjective, by Theorem 3.13, and so RG is generated by 
the images of s, ~3, z, and u,, under q. Denote the element p(z) again by z. 
PROPOSITION 5.11. If the map q~: S’ + R” is surjectice, then RG is 
generated orer k[ [x, y] 1 by the single invariant z. 
Proof: Any 11’ E R” can be expressed as a power series in .Y,J, z, and 
f = cp(u,,). It suffices to show that all terms involving f can be forced into 
arbitrarily high degrees. 
By Proposition 3.12 there exists an element \I,’ E S”. such that (P(M”) = 1%’ 
and ord ~~~’ = ord 11’. Write ~$9’ in the form r + ZQ,S. where r depends only on 
.Y. ~3. and z. Now 
11% = cp(r + uOs) = v(r) + f. p(s). 
Therefore ord w = ord(p(r)), whereas ord(f. p(s)) > ord(u,s) > ord )T. Thus 
the terms in IV involving f lie in degrees strictly greater than ord IV. Set 
II’, =f. p(s) and repeat the argument using ~1, in place of ~1. By continuing 
in this manner we conclude that a representation for ~1, can be found in 
which terms involving f have arbitrarily high degree. 1 
The elements x, J, z, and f satisfy the relation 
,p+ I),‘2 
.i’=zP+ ,s2 (-l)“cnf *O- 2nzn +2fPq’-x2 = 0 (5.12) 
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in R”, corresponding to the relation ..R satisfied by x, ~3. z, and u0 in S”. If 
the map cp is surjective, then the preceding proposition implies that f lies in 
kl[.u.~,r\I and h ence that .R’ defines a relation among X, J’, and z alone. In 
fact. we now show that even without the assumption of surjectivity, the 
hypothesis that Jo lies in kl[?s,~, z]] is sufficient to prove that R” = 
k[ I.&J’. ill/(-Iti’). 
LEMhIA 5.13. The map R” + R ramifies onl~~ at the maximal ideal 
m c R if arld only iff is relatiLlely prime to x and z. 
Proof: By Proposition 3.3. the map is unramified away from m if and 
only if f contains a term of the form ui. for some i. Now x = uy -f pm ‘ul 
and z = 11; -fu, - 2flir>, so f is relatively prime to x and z exactly when it is 
not divisible by U, . Since the only variables in R are U, and u-,, this requires 
that-f contain a pure u,-term. 1 
THEoREhl 5.14. If f E k( [x. y. z] ] and the map R” + R ramifies only at 
m. therl the rirzg qf incariants RG is equal to 
kl Ix. J’, z 1 I/(. /I’ ‘) 
where //’ is the relation (5.12). 
Proof: As in Proposition 5.8. it suffkes to show that the relation .R’ 
defines a normal quotient of k[ Ix. ~1, z] 1. C onsider the partial derivatives 
=frm' i(2c,y-‘? + terms divisible by z). 
There are three cases to examine: 
(i) If -f = 0, then 3. i ‘/?y = &9”/6z = 0 and c?J?‘/& = -2x. The 
elements f and .Y are relatively prime, by Lemma 5.13, and so vanish 
simultaneously only at the maximal ideal m’ of k[[x, y, z]]/(S”). 
(ii) If z = 0, then P.H’/?x = -2x and P,~“/ZJ = 2f p and again these 
simultaneously vanish only at m’. 
(iii) The only other possibility for which 2.A’/2z = 0 is that 2cz f”-’ 
is contained in the ideal generated by z. But f and z are relatively prime and 
c? # 0. so again this happens only at m’. 
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Therefore k[ [x, y, z] ]/(C2’) is singular only at the maximal ideal. Since the 
ring is non-singular in codimension one and defines a hypersurface, it is 
normal. 1 
As in the previous section, it would be nice to know how much the choice 
of f can be normalized under a suitable coordinate change. By 
Proposition 4.1, f can be altered by an element of the form (a - 1)‘h in R”, 
provided h E R has order at least two. It is easy to check that x has this 
form and can therefore be eliminated by arguing as in the proof of 
Theorem 4.12, while 1’ does not. We have not yet determined the situation for 
Z. 
However, in the special case that p = 3, the dimensions 2 and p - 1 
coincide so that the results of Sections 4 and 5 can be combined to obtain 
COROLLARY 5.15. Let R = k[ [u, , uz ] 1, where char k = 3. and let u be 
any automorphism of R of order 3 whose linear terms consist of a single 
Jordan block. If the map R” -+ R ramifies on[\v at the maximal ideal of R, 
then 
R’; = kl[wy,y,z]]/(z3 +yzizz -$f+ ->y’) (4.16) 
for some j > 0. If the map ramifies in dimension one, then R” is regular. 
Prooj By Theorem 4.12. there exists a choice of coordinates for R so 
that (I has the form 
uu2 = u2 + 14, 
for some j > 0, where ~3 = NuZ. If the map R” + R ramifies only in 
dimension zero, then Theorem 5.14 gives the desired form for R”. If the map 
is ramified in dimension one, then j = co and u is given by the linear action 
uu, =u,, 
uuz = uz + 24,. 
The elements U, and Nu2 = u; - u7-l u2 are invariant under this action and it 
is easy to check that they are algebraically independent and generate the 
invariant ring. Thus RC is regular. 1 
It is interesting to note that if j = 1, then the resulting singularity (4.16) is 
a rational double point of type E,. However, in the range 1 <j < 00, the 
singularities, though Cohen-Macaulay, are no longer rational. 
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6. REMARKS ON EXTENDING THE ONE-BLOCK FORMS 
Finally we illustrate how the basic one-block actions of the preceding 
sections may be generalized to several block forms. Given any p-cyclic 
automophism o of the ring R = k[ [u,, u?,..., u,,] 1, the action of o can be 
brought into the partially linearized form (2.5). Following the methods of 
Section 2. a linear model can then be constructed where one new variable is 
added for each nonlinear term appearing in the extended form (2.7) for u. 
However, if the number of new variables is greater than one, the methods of 
Section 3 must be modified: the invariant ring R’ no longer can be realized 
as a simple hypersurface slice of SC; and the coordinate changes required to 
bring each of the higher order terms into canonical form must be compatibly 
chosen. 
Consider, for example, the case that R = k[ [u,., ,..., u ,.pm~, ;...; 
u n. I “-.- u,.p- I 11 and u is a p-cyclic automorphism of R whose linear part 
consists of n Jordan blocks, each of the maximal nonlinear dimension p - 1. 
By Theorem 2.4, there exists a choice of coordinates so that the action of u 
within each Jordan block has the form 
UUj.? = ui.? + ui.l 3 
(6.1) 
for i = l,..., n, where f. E R has order >2 and is invariant under u. Note that 
each fi may involve all of the u~.~‘s. not only those within its block. In the 
one-block case, Theorem 4.12 shows that it is possible to choose coordinates 
so that the single higher-order term f is a power of Nu, ,. However. in a 
several-block action. there is a possibility of interplay between the higher- 
order terms of different blocks. We therefore conjecture that Theorem 4.12 
has the following generalization: 
Conjecture 6.2. For R and u as above, there exists a choice of coor- 
dinates so that fi = qi(Nu,.,-, ,..., Nu,.,.. ,), where qi is a power series in the 
norms of I(,~,~-, for j= I . . . . . n. If the map R” + R ramifies only at the 
maximal ideal. then the ideal (f, ,..., f,,) is primary to (u,.,,- , . . . . . u ,,.,, , ). 
In the case n = p = 2. this result has been established by Artin 12 1. In 
characteristic two, the maximal size for a nonlinear Jordan block is one, so 
that u has the form 
uu, = u, +f,. 
uu2 = u2 + fi. 
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where fj = qi(Nu,, Nu?). If the action is free except at the closed point. then 
(f, ,fi) is primary to the maximal ideal m = (u, , uz) and hence f, and fJ are 
relatively prime. In this case the resulting invariant ring is generated by the 
three elements x = Nu, . y = Nuz, and z = U, f, + z.4: f,, subject to the single 
relation 
This action is one of the basic forms arising in the study of rational double 
points in characteristic two. For example. if J; =X and f, =J’. the resulting 
quotient-singularity is defined by the equation 
which is a double point of type D,. 
Further examples of wild group actions can be found in [ 111 where the 
actions generating the rational double points in characteristic p are explicitly 
computed. 
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