It has been argued by several authors that the inflationary dynamics in Brazil follow a unit root process, thus displaying some inertia. Indeed, Cati, et al. (Journal of Applied Econometrics, 1999) have found that the inflationary dynamics in Brazil are nearly fully inertial. We estimate the fractional differencing parameter using an ARFIMA specification for the inflation rate in that country and our results suggest that the inflationary dynamics are better modeled by a long memory process than by a unit root mechanism, thus implying that there is no inertia in inflation, contrary to what has been found by other researchers. We also found that the estimates of the fractional parameter are invariant to first differencing.
Introduction
It is common to find time series that exhibit long memory dynamics in a wide number of fields, such as astronomy, hydrology, computer science, economics, among others. The ARFIMA (autoregressive-fractionally integrated-moving average) process has been widely used to model time series with such a property; see Beran (1994) for a review. When d, the integration parameter in the ARFIMA specification, belongs to the interval (−0.5, 0.5), the process is stationary, invertible, and may display either the persistence or the antipersistency property. The most interesting case corresponds to d > 0 (long memory or persistence). Here, the autocorrelations are not summable and the spectral density tends to infinity as frequencies approach zero.
Many estimators of the parameter d based on parametric and semiparametric estimation have been proposed in the literature. Among the semiparametric estimation approaches, there are those of Geweke and PorterHudak (1983) , Reisen (1994) , and Robinson (1995) . They all make use of the regression equation of the log of the spectral density of the process. Robinson (1994) and Lobato and Robinson (1996) develop an alternative semiparametric approach based on averages of the periodogram over a band of frequencies around the origin. The parametric estimators of the degree of fractional differencing are usually obtained using maximum likelihood and pseudo-maximum likelihood methods by assuming that the form of the spectral density is known (see Dahlhaus, 1989; Fox and Taqqu, 1986; Sowell, 1992; and Taqqu, et al., 1995) . Recent simulation studies comparing different estimation procedures for long memory processes are Bisaglia and Guegan (1998) , and Hurvich and Deo (1999) . They focus on the estimation of the parameter d. In the ARFIMA(p,d,q) model, however, all parameters, including the autoregressive and moving average ones, have to be estimated. These parameters can be simultaneously estimated using the parametric approach. In the case of semiparametric methods, the parameters are estimated in two steps: at the outset one estimates d; the autoregressive and moving average parameters are estimated in a second step. Smith, et al. (1997) and Reisen, et al. (2001) investigated the bias in both the estimate of the fractional integration parameter d and in the the short-run autoregressive (AR) and moving average (MA) parameter estimates in ARFIMA models using parametric and semiparametric estimation methods. Recent interest has been devoted to the situation where d > 0.5. Here, the process is still long memory but becomes non-stationary. Special interest lies with the case where 0.5 < d < 1.0 (level reversion); see Hurvich and Ray (1995) and Lopes, et al. (2003) .
The performance of traditional unit root tests under long memory has also been investigated. As shown in Diebold and Rudebush (1991) and Hassler and Wolters (1994) , Dickey-Fuller type tests have low power against fractional alternatives. Consequently, such tests may often suggest the need to take (integer) differences of the data when this operation is not appropriate. A discussion of the misspecification of stationary ARFIMA processes as nonstationary ARIMA models can be found in Crato and Taylor (1996) . The consistency of the KPSS stationarity test against fractionally integrated alternatives, i.e., the ARFIMA process, is shown by Lee and Amsler (1997) . The authors show how the KPSS statistic can be used to distinguish between the following: (a) short memory, i.e., d = 0.0; (b) stationary long memory, i.e., 0.0 < d < 0.5; (c) nonstationary long memory, i.e., 0.5 ≤ d < 1 and (d) unit root (d = 1). The results suggest that one can consistently distinguish (a) and (b) from (c) and (d), but cannot distinguish between (c) and (d).
The goal of this paper is to investigate whether the inflationary dynamics in Brazil display long memory properties. Brazil has often been cited as a country where inflation displays 'inertia'. That means that in the absence of further shocks, inflation tends to reproduce itself from one period to the next (see, e.g., Cati, et al., 1999; Durevall, 1998; and Novaes, 1993) . Full inertia corresponds to a random walk in inflation, where innovations are fully persistent in the sense that a one-percent shock to inflation today changes one's long-run inflation forecast by exactly one percent. When inflation follows an ARIMA(p,1,q) process, it displays some inertia, which can be small (close to zero) or large (greater than one). When d < 1, however, inflation displays long memory (i.e., it takes a long time for shocks to die out) but no inflation inertia (i.e., shocks do die out). 1 A number of unorthodox stabilization plans have been put in effect between the mid 1980s and the early 1990s based on the diagnosis that the Brazilian inflationary dynamics were mainly inertial. Our results suggest that such a diagnosis was incorrect.
The ARFIMA(p,d,q) model
The discrete time ARFIMA (p, d, q) model is given by 
where f u (·) is the spectral density of an ARMA(p, q) process. As shown by Jensen (1999) , the variance of the ARFIMA process wavelet coefficients equals
where m is the wavelet coefficients scaling parameter. See Beran (1994) , Hosking (1981) and Reisen (1994) for detailed accounts of the ARFIMA process. We consider five alternative estimators for the parameter d. Three of them are obtained using semiparametric procedures based on regression equations constructed from the logarithm of expression (2.2); the fourth estimator is an approximate, parametric, maximum likelihood estimator (MLE) in the frequency domain proposed by Fox and Taqqu (1986) ; and lastly the fifth is an approximate, parametric, maximum likelihood estimator in the wavelet domain proposed by Jensen (1999) . These estimators are briefly described below.
The first estimator, hereafter denoted by d p , was proposed by Geweke and Porter-Hudak (1983) who used the periodogram function I(w) as an estimate of the spectral density function in expression (2.2). The number of observations in the regression equation (bandwidth) is a function of the sample size n, that is, g(n) = n α , with 0 < α < 1.
The second estimator, hereafter denoted by d sp , was introduced by Reisen (1994) . This regression estimator is obtained by replacing the spectral density function in expression (2.2) by the smoothed periodogram function based on the Parzen lag window. In this estimation method, g(n) is chosen as above and the truncation point in the Parzen lag window is m = n β , 0 < β < 1. The appropriate choices for α and β were investigated by Geweke and Porter-Hudak (1983) and Reisen (1994) , respectively.
The third estimator we consider is the one proposed by Robinson (1995) . It is hereafter denoted by d rb . This estimator is a modified form of the logperiodogram one which regresses {ln I(
, where is the lower truncation point, with diverging to infinity more slowly than g(n).
The fourth estimator is a parametric estimator suggested by Fox and Taqqu (1986) , and will be hereafter denoted by d W . The estimator d W is based on the periodogram and involves the function
where f X (w, ζ) is the known spectral density function at frequency w and ζ denotes the vector of unknown parameters. The Whittle estimator is the value of ζ which minimizes the function Q(·). For the ARFIMA(p,d,q) process, the vector ζ contains the parameter d and also all of the unknown autoregressive and moving average parameters. For more details, see Beran (1994) , Dahlhaus (1989) , and Fox and Taqqu (1986) . In practice, the estimator d W is obtained by using the discrete form of Q(·), as in Dahlhaus (1989 Dahlhaus ( , p. 1753 , that is,
.
The fifth estimator, constructed by Jensen (1999) , is an alternative, approximate maximum likelihood estimator to Fox and Taqqu (1986) . Based on the wavelet representation of the ARFIMA process likelihood function, the wavelet MLE of d, which we will denote as d a , is found by maximizing the ARFIMA process wavelet coefficients likelihood function If the number of observations n is not a power two the data is zero padded for estimation of the wavelet MLE. The asymptotic properties of some of these estimators under nonstationarity have recently been derived; see, e.g., Velasco (1999a,b) . Monte Carlo results on the finite-sample performance of these (and other) estimators under nonstationarity are presented in Lopes, et al. (2003) . Their results suggest that the estimators perform well even when 0.5 ≤ d < 1.
Data and resultsT
he data consist of the inflation index known as IGP-DI ('Indice Geral de Preços, Disponibilidade Interna') computed by the Getulio Vargas Founda- g(n) , are presented in Table 1 . The truncation point β in the smoothed periodogram was set equal to 0.9 (see Reisen, 1994 , for further details), and the lower truncation in the Robinson method was taken to be 2. The results in Table 1 show that, regardless of the value of g(n), the estimates strongly indicate nonstationary long memory behavior with 0.5 < d < 1.0 (level reversion). Also, when all frequencies are used (g(n) = 336), the estimated values of d are very similar to the one obtained with the Whittle method (see the case ARFIMA(0, d w ,0) in Table 2 ). The standard errors (s) are also close to the their asymptotic values (σ d. ).
The best fitted ARFIMA(p,d,q) models by the parametric and nonparametric estimators are reported in Table 2 σ dp = 0.157 s dp = 0.143
σ dp = 0.072 s dp = 0.053
σ dp = 0.040 s dp = 0.033 ARFIMA results where p = q = 0, the results reported for the parametric estimators are of the ARFIMA(p,d,q) model whose Akaike Information Criterion (AIC) was the smallest from the array of models where p, q = 0, 1, 2, 3.
For the semiparametric estimators, when a model with autoregressive and/or moving average components is estimated, we first filter the inflation series with d (g(n) = n 0.5 = 25, see Reisen, 1994) and use the filtered series, The reported estimates in Table 2 reveal that the value of d range from 0.49 through 0.94. The smallest estimate (0.49) is obtained from the ARFIMA(1,d,0) model using Whittle's method, and the largest one is obtained with the wavelet estimate of the ARFIMA(2,d,1) model. The smallest AIC value corresponds to the ARFIMA(3,d,0) where estimation was carried out by smoothed periodogram. In all cases, the estimates are below one, i.e., below the unit root case.
In short, the results of Table 2 suggest that the series is nonstationary and displays long memory. However, the order of integration is less than one, thus implying that there is no inflation inertia in the Brazilian inflationary process. These findings are similar to what Baillie et al. (1996) found for Brazilian inflationary process using an ARFIMA model with conditionally heteroskedastic innovations.
A remark on the Whittle estimated ARFIMA(0,d,0) model versus the ARFIMA(1,d,0) model is in order. As is well know, in the Whittle estimation the short and long memory parameters are estimated simultaneously in the frequency domain with the parameters entering the objective function through the power spectrum found in (2.2). In comparison with the Whittle estimate of the integration parameters when no short-memory parameters are present ( d w = 0.8967), the long memory behavior becomes diluted into a smaller valued integration parameter, d w = 0.4874, and into the autoregressive parameter, φ = 0.4658, when short memory parameters are included. Our estimates suggest that the Whittle estimator of d may be sensitive to the presence of short memory parameters.
Our findings with the wavelet estimator reveal that including short memory parameters in a long memory model does not present a problem for the wavelet estimator. In both the ARFIMA(0,d,0) and ARFIMA(2,d,1) model, the wavelet estimator of the integration parameter are slightly less than one, with d a = 0.7942 when no short memory parameters are found in the model, and d a = 0.9333 when the model is a ARFIMA(2,d,1).
Since in both models the wavelet estimates of d are near a unit root, we estimate the ARIMA(2,1,1) model:
Other than the autoregressive parameter estimate for the second lag, the short memory parameter estimates are similar to the those estimated with the wavelet estimator; with the first-order autoregressive parameter estimates being most alike, and the signs of the short memory parameters estimates being the same. Table 3 : Estimation results based on first differences. This invariance to first differencing was also found to hold for the semiparametric estimates of d when g(n) = 95 and g(n) = [
Hurvich and Ray (1995) investigated the invariance property of the Geweke and Porter-Hudak (1983) estimator. They showed that this estimator, in general, is not invariant to first differencing. However, our estimates of the first order differenced series indicate that such invariance does hold for Brazilian inflation. Overall, the semiparametric estimates have proved invariant to first differencing, i.e., the estimates of d based on the original data are quite close to one plus the estimates of d based on the differenced data (see Table 3 ). This was also observed for the Whittle and wavelet estimates in the case where there are no AR and/or MA parameters. The Whittle and wavelet estimates were, respectively, d W = −0.1269 and d a = −0.1238. The invariance to first differencing is taken as further evidence that d < 1. The next step is to investigate the forecasting performance of the different estimated models, in order to identify which one has the best forecasting ability. The forecasting experiment consists of estimating the model's parameters with the information found in the first 620 observation (February, 1944 to September, 1995 and predicting out-of-sample 1, 5, 10, and 20 months into the future. We choose not to iteratively update the parameter estimates with an ever increasing information set because when we re-estimated the models with each additional monthly observation added to the original 620 observations we find that the parameter estimates are only different at the fourth order of precision from the estimates found with the first 620 observations.
The h-step ahead forecasts of inflation are obtained using a truncated version of the infinite AR representation of the ARFIMA process as in Brockwell and Davis (1991, p. 533) and Reisen and Lopes (1999) . The latter analyzes forecasting issues in long memory processes, including the effect of the truncation point in the forecast expression on the generated forecasts. Based on their results, we chose the truncation point where the estimate of the last AR coefficient in the infinite AR representation of the ARFIMA process is smaller than 0.0001. [See also the discussion in Brodsky and Hurvich (1998).] The forecasts are evaluated on three measures; the mean squared forecast error (MSE):
the mean absolute percentage error (MAPE):
and the mean forecasting error (MFE):
is the out-of-sample forecast error of the k + h observation given information up to time period m = 620 ≤ k. Table 4 summarizes each estimator and model's forecast performance. Table 2 ).
It is noteworthy that the three measures of accuracy of forecasts considered (MSE, MAPE and MFE) point to the same conclusion, namely: for moderately short forecasting horizons (h = 1, 5), the best forecasts are obtained from the ARFIMA(0,d,0) model, where the fractional integration parameter is estimated by wavelet methods; on the other hand, for moderately long forecasting horizons (h = 10, 20) , it is best to employ forecasts from the same class of models, but with the Whittle estimate of d. The results show, indeed, that the choice of estimation method for the fractional integration parameter has a sizeable effect on the quality of the forecasts of the ARFIMA (0,d,0) Table 4 ; the final row corresponds to the fully inertial case). Both long memory models are superior to the unit root models at a forecast horizon of five months. When h = 10, 20 the strength of the long-memory model forecast is only found in the Whittle estimated model, with the margin of improvement decreasing with the length of the time horizon. We conclude from the results in Table 4 that the forecasts of the inflationary dynamics can be greatly improved by taking into account inflation's long memory behavior.
It could be argued that the long memory, no unit root behavior described above was the result of bias due to the presence of potential 'inliers' in the data. These correspond to observations for which the inflation level was artificially low due to the implementation of 'shock plans' that were destined to fail a few months later, when inflation would resume its natural path; see Cati, et al. (1999) for details. In order to check whether that is the case, we have estimated the fractional integration parameter d for a truncated series that ranges from February 1944 through December 1985 (503 observations). This period is known to not contain inliers since the first shock plan (the so-called 'Cruzado Plan') took place in February 1986. The estimates of d corresponding to the estimation methods/models described in Table 2 . These values also suggest long memory behavior, as did the estimates in Table 2 . It is noteworthy that the difference between the Whittle estimates for p = 0 and p = 1 is now quite small since they are both approximately equal to 0.6. The Robinson estimate of d is also around 0.6, thus being smaller than the figure obtained for the complete series (see Table 2 ). If the argument of bias induced from the presence of possible inliers were valid, one would expect to obtain estimates of d much closer to one for the truncated series and long memory behavior for the complete series. This is not what we observe. Overall, the results seem to be insensitive to the inclusion in the sample of the period characterized by shock plans and large fluctuations. 
Concluding remarks
Brazil has often been cited as a country where the inflationary process is mainly driven by inflation inertia, and as a consequence traditional monetary and fiscal policies would fail to curb inflation. Several papers have identified some inertia in the inflationary dynamics in that country. In particular, Cati, et al. (1999) find that inflation in Brazil is almost entirely driven by inertia. A number of stabilization plans have been put into effect by Brazilian policymakers between the mid 1980s and the early 1990s, based on the diagnosis that inflation followed an inertial dynamics. Our results suggest, however, that there is no inflation inertia in this country. Instead, the inflationary dynamics display long memory. In short, it takes a long time for shocks to inflation to die out, but they eventually do die out. That is, shocks to inflation are not (totally or partially) persistent.
