Facial action units (AUs) are defined to depict movements of facial muscles, which are basic elements to encode facial expressions. Automatic AU intensity estimation is an important task in affective computing. Previous works leverage the representation power of deep neural networks (DNNs) to improve the performance of intensity estimation. However, a large number of intensity annotations are required to train DNNs that contain millions of parameters. But it is expensive and difficult to build a largescale database with AU intensity annotation since AU annotation requires annotators have strong domain expertise. We propose a novel semi-supervised deep convolutional network that leverages extremely limited AU annotations for AU intensity estimation. It requires only intensity annotations of keyframes of training sequences. Domain knowledge on AUs is leveraged to provide weak supervisory information, including relative appearance similarity, temporal intensity ordering, facial symmetry, and contrastive appearance difference. We also propose a strategy to train a model for joint intensity estimation of multiple AUs under the setting of semi-supervised learning, which greatly improves the efficiency during inference. We perform empirical experiments on two public benchmark expression databases and make comparisons with state-ofthe-art methods to demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
Facial expression is an efficient mean in communication among humans and the interaction between human and computer. Expressions are expressed through facial appearance produced by movements of facial muscles. To depict such movements, Ekman and Friesen [6] developed Facial Action Coding System (FACS) that defines each AU as a contraction or relaxation of one or a set of muscles (see Fig. 1a ). Nearly any anatomically possible expression can be decoded as a combination of AUs. FACS not only provides rules to annotate the existence of AUs but also provides rules to annotate their extents. AU intensity is quantified into 6 discrete ordinal levels, i.e., Neutral < Trace < Slight < Pronounced < The associate editor coordinating the review of this manuscript and approving it for publication was Marina Gavrilova .
Extreme < Maximum. Prior works on AUs can be divided into two groups, i.e., AU detection [1] , [9] , [10] , [16] , [18] , [33] , [45] , [57] and AU intensity estimation [25] , [27] , [47] , [51] , [63] . The former task focuses on identifying the existence of AUs, while the latter focuses on estimating detailed AU intensity. The latter is more difficult since distinguishing the subtle difference between neighboring intensities is harder than identifying the existence. In this paper, we focus on AU intensity estimation.
As deep neural networks (DNNs) have been successfully applied to a wide range of computer vision applications such as image classification [14] and image segmentation [20] , they have been introduced to the field of affective computing, e.g., expression recognition [5] , AU recognition [45] , and AU intensity estimation [7] . DNNs can generate powerful representations due to their millions of parameters, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ The intensity curve of AU12 in a sequence from [22] .
which are always trained with a large set of training samples. However, it is laborious and expensive to build such a large database with AU annotations to meet the requirement of learning DNNs since AU annotation requires strong domain expertise.
In this paper, we propose a semi-supervised deep convolutional neural network (CNN) for AU intensity estimation, which exploits AU intensity annotations of few frames along with a large set of unlabeled frames for model learning.
Our method needs only AU intensity annotations of peak and valley frames (i.e., keyframes) in expression sequences. As such keyframes account for a small proportion of sequences, using semi-supervised learning can save the expense of annotating a large database. Only using labeled keyframes will result in overfitting. Hence, we leverage unlabeled frames by formulating four types of domain knowledge on AU intensity as regularization terms, i.e., relative appearance similarity, temporal intensity ordering, facial symmetry, and contrastive appearance difference.
Domain knowledge comes from the observation on the change of AU intensity in expression sequences. Fig. 1b shows annotated peak and valley frames of AU12 in a sequence. We have these following observations. First, as facial muscles move smoothly, AU related local appearance changes smoothly. AU intensity gradually increases from a valley frame to its neighbor peak frame (i.e., rising duration) and then it gradually decreases from a peak frame to its neighbor valley frame (i.e., decaying duration). The predicted AU intensities of frames by DNNs should following such rules. Second, in expression sequences, neighbor frames have a similar facial appearance in terms of both facial shape and texture. The predicted representations of neighbor frames should satisfy such property. Third, the human face is symmetric. For spontaneous expression, the appearance of the left face is nearly the same as that of the right face. So do AU occurrence and AU intensity. The representation of the left face is supposed to be similar to the right one. Though there are different head poses in frames, the learned representation is encouraged to be invariant to head pose. Fourth, the facial appearance of a face with expression looks different from a neutral face. The learned model should be able to distinguish emotional faces from neutral faces. These types of domain knowledge build connections between labeled and unlabeled frames and provide weak supervision for model learning.
Given an expression sequence, it can be split into segments according to the locations of keyframes. However, locations of keyframes of different AUs are different. As domain knowledge is applied to segments of individual AUs, in our previous work [58] , we simply trained a network for each AU and made inference for each AU. To propose the efficiency of inference, we propose a strategy to train a network for multiple AUs by introducing the task index as one input of the network during training. The task index is used to select the corresponding parameters of the fully connected layer to update. During inference, no task index is required. This strategy allows the training of one network for all AUs, which only needs one forward computation for the inference of multiple AUs.
Our main contributions are summarized as follows.
• We propose a knowledge augmented semi-supervised deep convolutional neural network for AU intensity estimation. Only the intensity annotations of keyframes are needed for model learning. Our method significantly reduces the effort of manual annotation.
• We identify four types of domain knowledge and incorporate them into the loss function to provide weak supervision. The knowledge builds the connections between labeled and unlabeled samples and can help avoid overfitting.
• We propose a strategy to training one network for multiple AUs under the setting of semi-supervised learning by introducing the task index as one input during training.
This paper is the journal version of our previous conference paper [58] . The main differences are in four aspects: 1) we propose a strategy to train one model for multiple AUs under the setting of semi-supervised learning, which greatly improves the efficiency of inference. Previously, we had to train one model for each AU respectively. 2) We extend the model to leverage intensity annotations of any frames except for keyframes. Previously, we only used annotations of keyframes. 3) We give a detailed analysis of the overfitting problem of fully supervised methods and our method. 4) We incorporate recent related works and add comparisons with them in the experiment part. We also improve the analyses of previous experiments.
II. RELATED WORK A. SHALLOW MODELS FOR AU INTENSITY ESTIMATION
Before the application of deep models to AU intensity estimation, there are a set of traditional methods that use shallow models with a limited number of parameters. Several frame-based methods treat each frame identically. For single AU intensity estimation, SVMs were used in [21] , [46] by treating the problem as a classification problem, while SVRs were used in [41] by treating the problem as a regression problem. Besides SVRs and SVMs, several novel algorithms were proposed. Kaltwang et al. proposed to use Relevance Vector Regression for AU intensity prediction in [11] and [12] . Mohammadi et al. [25] proposed to learn sparse representation based on the sparsity properties of AUs. They then formulated AU intensity estimation as a source separation problem and proposed a person-adaptive methodology in [26] . To model relationships among multiple AUs, Sandbach et al. [40] proposed a tree-structured Markov Random Field model to capture relationships among intensities. Walecki et al. introduced copula functions to jointly estimate the intensities of multiple AUs in [49] and [48] . Kaltwang et al. [13] proposed a latent tree model and learned tree structure from input features and labels. Wang et al. [51] used a Bayesian network to model the coexistence and mutual-exclusive of AUs. They then proposed a hybrid Bayesian network in [50] to capture label dependencies for AU recognition and AU intensity estimation. Temporal dynamics have been applied to model sequential data in different vision tasks [4] , [28] , [29] , [53] - [55] , [59] , which can also be applied to AU intensity estimation. Probabilistic graphical models are efficient tools to capture temporal relationships among the AU intensities. To capture temporal information, dynamic models were exploited such as Hidden Markov Models (HMMs) [23] , Dynamic Bayesian Networks (DBNs) [17] , Hidden Conditional Ordinal Random Fields (H-CORF) [34] , Continuous Conditional Neural Fields [2] , and context-sensitive CORF [35] .
Several works focus on learning a shallow model of AU intensity estimation with limited annotations. Ruiz et al. [36] proposed Multi-instance Dynamic Ordinal Random Fields by exploiting the idea of multi-instance learning. They treated each sequence as a bag and treated the maximum intensity of a sequence as the bag label. Zhao et al. [62] formulated intensity estimation as a weakly supervised learning problem. They combined unsupervised ordinal regression and SVR. Zhang et al. [61] proposed a bilateral ordinal multiinstance regression model with using only peak and valley frames. Zhang et al. [60] considered feature learning and model learning jointly using limited annotations. Different types of constraints were introduced to provide additional supervision. Our method differs from these methods in the following aspects. First, our method considers relationships among multiple frames and more types of knowledge, but they consider only pairwise relationships. Second, one issue of these methods is that they have to extract hand-craft features first and then perform model learning. Our deep model is trained in an end-to-end manner. Third, these methods applied temporal dynamics to AU label only. Unlike them, we apply the dynamics to both AU intensity and image representation. Furthermore, the complexity of shallow models is limited. They are unable to handle high-dimensional image features and millions of training samples.
B. DEEP MODELS FOR AU INTENSITY ESTIMATION
A few works applied DNNs to AU intensity estimation. Gudi et al. [7] used a CNN with four convolutional layers for both AU intensity estimation and AU detection. Tran et al. [19] used variational auto-encoder (VAE) and non-parametric ordinal Gaussian Process (OGPs) for joint learning of latent representations and classifiers of multiple ordinal outputs. Walecki et al. [47] took the advantages of both the conditional random field (CRF) and CNN. CRF is used to model dependencies among intensities of multiple AUs, which is parameterized by using copula functions. Zhou et al. [63] and Batista et al. [3] foucsed on AU intensity estimation under different head poses. Rodriguez et al. [32] used LSTM to capture temporal dynamics for pain intensity estimation. S ánchez-Lozano et al. [39] proposed to jointly localize AU and estimate AU intensity via heatmap regression. These methods are fully supervised deep learning methods that require a large set of annotated samples for training. When the number of annotations is limited, they would overfit the training set. Unlike them, our method not only uses limited annotations but also exploits different types of knowledge to leverage unlabeled samples to avoid overfitting.
C. SEMI-SUPERVISED DEEP NEURAL NETWORKS
Some works use semi-supervised training paradigm to learn deep models. Lee et al. [15] treated predicted labels as pseudo-labels for unlabeled samples and then combined both labeled and unlabeled samples for model learning.
Rasmus et al. [31] minimized the summation of supervised cost of labeled samples and denoising cost of unlabeled samples. Haeusser et al. [8] leveraged the associations between labeled and unlabeled samples through two-step walking to learn DNNs. References [38] and [52] incorporate auto-encoders into existing networks to learn efficient representations. Mehdi et al. [37] proposed an unsupervised regularization term to force predictions being mutually exclusive. They then proposed a method by adding a regularization term with stochastic transformations and perturbations for semi-supervised learning [38] . These semi-supervised methods were originally proposed for image classification without considering domain knowledge on AU intensity. Differently, we exploit unlabeled samples through domain knowledge on AU intensity, rather than using perturbations or the reconstruction cost of auto-encoder. The domain knowledge contains relationships about image representation and AU intensity among labeled and unlabeled frames.
III. PROPOSED APPROACH
Directly applying DNNs to AU intensity estimation requires a large set of intensity annotations. To alleviate the requirement, we propose a knowledge augmented semi-supervised CNN that requires only intensity annotations of peak and valley frames in training sequences. The pipeline of the proposed method is shown in Fig. 2a . We first present four types of domain knowledge in Sec. III-A and then explain the training tuple and encode the knowledge in Sec. III-B.
As illustrated in Fig. 1b , given locations of peak and valley frames, an expression sequence can be split into segments. These segments can be categorized into three groups according to the trend of AU intensity, i.e., evolving from a valley frame to a peak frame, evolving from a peak frame to a valley frame, and keeping AU intensity unchanged. To avoid using another variable to depict the trend of a segment, we reverse the frame order for such segments that evolve from a peak frame to a valley frame. Then, AU intensity in each training segment either evolves from a valley frame to a peak frame or keeps AU intensity unchanged.
Let
represents raw images of the m-th segment, where X n m is its n-th frame. M is the number of training segments. N m is the length of the m-th sequence. Only the first frame and the last frame in each segment are annotated with AU intensities. y 1 m denotes the intensity of X 1 m while y N m m denotes the intensity of X N m m . Let denote the parameters of CNN. Letỹ n m = f (X n m ; ) denote the predicted intensity of X n m and let f n m denote the extracted features of X n m , i.e., the activations of the last fully connected layer of CNN. Let d(a, b) denote the distance between two scalars or two vectors, i.e., d(a, b) = ||a − b|| 2 .
Given the partially annotated training set, our goal is to learn the parameters . In our previous work [58] , as locations of keyframes of different AUs are different, we trained a model for each AU. In this extension, we introduce the task index as one input to train a model for joint intensity estimation of multiple AUs under the setting of semi-supervised learning. It allows performing inference for all AUs through a single forward computation, which greatly improves the efficiency of inference.
A. IDENTIFYING DOMAIN KNOWLEDGE ON AUS 1) RELATIVE APPEARANCE SIMILARITY
Facial appearance reflects the movements of facial muscles. As facial appearance changes smoothly in expression sequences, the closer two frames are, the more similar they look. As shown in Fig. 3, A, B , C, and D are four frames in a sequence. For AU12, frame B looks more similar to frame A than frame C and D. Frame C looks more similar to frame D than frame A and B. The learned image representations from CNN should satisfy such property that the closer two frames are, the smaller distance their representations have, i.e.,
where
When i, j, and k contain the first or the last frame, Eq. (1) builds the connections between labeled and unlabeled frames in terms of image representation.
2) TEMPORAL INTENSITY ORDERING
During a facial action, as facial muscles move smoothly, facial appearance changes smoothly. Hence, neighboring frames have a similar AU intensity. Though there are multiple peak and valley frames in an expression sequence, the whole sequence can be split into segments and AU intensity changes monotonically in each segment. After the rearrangement of frame order, AU intensity of each training segment changes without decreasing. We leverage the knowledge of temporal intensity ordering to provide weak supervision by constraining intensity predictions of a segment to satisfy the following constraint, i.e.,
The constraint contains not only the first labeled frame and the last labeled frame but also unlabeled frames between them, which builds the connections between labeled and unlabeled frames in terms of AU intensity. 
3) FACIAL SYMMETRY
The human face is almost symmetry. When we perform a spontaneous expression, the appearance of our left face is always similar to our right face. So do AU occurrence and AU intensity. Even though face images captured under a nonfrontal head pose might not be symmetric, it does not change the AU occurrence and AU intensity. If the corresponding regions of AUs are visible on both left and right faces, distinct patterns of AUs still appear on both sides. The appearance of these patterns is different due to head pose, but is similar. The trained CNN is expected to provide head pose invariant representation. To leverage prior knowledge of facial symmetry, for an aligned face by two eye centers, the representation of the horizontally flipped face should be similar to that of the original one, i.e., the distance
should be small.f n m is the representation of the flipped face.
4) CONTRASTIVE APPEARANCE DIFFERENCE
The appearance of an emotional face of every subject is different from the appearance of its neutral face. The learned CNN should be able to tell emotional faces apart from neutral ones. Since neutral faces of different subjects are different, we compute the distance between representations of emotional and neutral faces from the same subject. The distance is supposed to satisfy
where η ≥ 0 is the threshold. f N m is the representation of a labeled neutral frame from the subject of the m-th segment. segments of the same subject. The advantage of using tuples will be presented next. Given the training set D, we can obtain a set of training tuples
where K m is the number of tuples sampled from the m-th segment. v m is the task index of the m-th segment and also the task index of tuple T k m .
2) ENCODING LABELS
In each training segment, only the first frame and the last frame are annotated. The intensity annotations provide strong supervision for model learning. They can not only supervise the model to give accurate intensity predictions on the two labeled frames during training but also indirectly provide the upper bound and the lower bound of intensity for unlabeled frames throughỹ S andỹ E . Given a tuple T , the loss of labels is defined as
3) ENCODING RELATIVE APPEARANCE SIMILARITY Instead of applying Eq. (1) to arbitrary three frames, we design a loss on tuples to efficiently leverage intensity annotations of the first frame and the last frame. A designed loss should have following properties: (a) it captures the evolution of facial appearance in segments, i.e., from the first frame to the last frame, the representation gets more different from the first frame and gets more similar to the last frame, (b) it makes full use of annotated frames, and (c) it considers high-order relationships among multiple frames. Given a tuple T , we design the loss of relative appearance similarity as
where α ≥ 0 is the margin. Each term is a triplet loss [42] with respect to an anchor frame. Note that one triplet loss cannot encode the correct evolution of facial appearance. As shown in Fig. 5 , the two simplified cases show the distances between representations of frames. When S is the anchor frame of (S, A, B) , the triple losses of both cases are 0, i.e., max(d(f S ,f A ) − d(f S ,f B ) + α, 0) = 0, but only the second case (Fig. 5b) is the one that captures the correct evolution of facial appearance. Hence, we introduce another term to ensure the correctness of the evolution, i.e.,
As this term is introduced as an auxiliary term, we do not apply a margin on it. To build more connections between unlabeled frames A and B and labeled frames, we simultaneously consider S and E as two anchor frames. The loss encodes relationships among four frames. Different margins are used for the two types of tuples ( Fig. 4) , i.e., α = 0 if y S = y E . Otherwise, α > 0.
4) ENCODING TEMPORAL INTENSITY ORDERING
Temporal intensity ordering can be directly encoded by Eq.
(2) that enforces frame pairs to satisfy the ordinal constraint. Given a tuple T , the ordinal information is that the predictions are supposed to satisfyỹ S ≤ỹ A ≤ỹ B ≤ỹ E . It can be represented as
However, the issue of using pairwise relationships is that it adjusts parameters of CNN to make the local violated pair satisfy the constraint without considering other frames out of the pair. For example, when intensity predictions of a tuple areỹ S ≤ỹ B ≤ỹ A ≤ỹ E , only the second term of Eq. (7) is used to compute the gradient. The gradient involves only A and B, but the labeled S and E are not used.
Different from using frame pairs, we consider high-order relationships among multiple frames in a similar way to encoding relative appearance similarity. Instead of comparing intensity predictions, we use the distances between predictions to encode the ordinal information. Given a tuple T , the loss of ordinal intensity is defined as
where β ≥ 0 is the margin. When the predictions areỹ S ≤ y B ≤ỹ A ≤ỹ E , at least the first term and the second term are used to compute the gradient. All the frames are considered to update parameters of CNN, including the labeled frames S and E. Different margins are used for the two types of tuples, i.e., β = 0 if y S = y E . Otherwise, β > 0.
5) ENCODING FACIAL SYMMETRY
Facial symmetry involves a face image and its horizontally flipped image. Given a tuple T , Eq. (3) can be directly used to define the loss of facial symmetry, i.e.,
The loss is computed for only A and B because S and E are the same for tuples from the same segment. If applying facial symmetry to S and E, the loss would be computed multiple times on the same S and E, which is equivalent to use a much larger weight for the loss of S and E compared to other frames. Furthermore, the locations of frame A and B can be very close to that of S and E in some tuples and they can cover the similar information from S and E. As S could be a frame of neutral face in some tuples, N is also not included.
6) ENCODING CONTRASTIVE APPEARANCE DIFFERENCE
Contrastive appearance difference involves an emotional face and a neutral face. Given a tuple T , the loss is
where η ≥ 0 is the threshold. If y S = y E = 0, η = 0; otherwise, η > 0. We consider the loss only for A and B for the same reason as facial symmetry.
C. TRAINING A MODEL FOR INTENSITY ESTIMATION OF SINGLE AU
Temporal intensity ordering (Eq. (2)) is designed to train CNN with a single output since it compares scalar labels rather than vectors. We can directly use limited intensity annotations as well as the domain knowledge to train a model for each AU individually. The output layer of CNN has one neuro (See Fig. 6a ), i.e., K = 1. Given expression sequences, we can split them into segments according to the locations of keyframes with respect one AU and use the training segments of the AU to train a deep model. For a single AU, with incorporating the domain knowledge, the total loss of a tuple is defined as
where λ 1 , . . . , λ 4 are the weights of losses. The total loss of all training tuples can be computed as
where G = M m=1 K m .
D. TRAINING A MODEL FOR INTENSITY ESTIMATION OF MULTIPLE AUS
As illustrated in Fig. 6a , when we train a model for each AU respectively, the fully connected (FC) layer of CNN is directly connected to the output neuron, i.e.,
where w is a vector that maps FC features to the target AU. The disadvantage of training a model for each AU is that we have to make inference for each AU respectively for a given testing image. It reduces the efficiency of inference, especially when we have a lot of AUs to predict. To alleviate this issue, we introduce the task index as one input during the training phase to train one model for multiple AUs. The strategy allows all AUs to share the same backbone of CNN. As illustrated in Fig. 6b , the fully connected (FC) layer of CNN is connected to K neurons which represent intensity predictions of K AUs, i.e.,
where W is the parameters that map FC neurons to AU neurons. Then, we perform dot product between intensity predictions and task index v which is a one-hot vector. The task index v is used to select the corresponding intensity prediction to generate the final output for the given tuple. The resulting vector of the dot product is then multiplied by an identity vector e to generate the final scalar output, i.e., y = e T (y AUs v), (15) whereỹ is a scalar. By adopting such a strategy, we make the output be a scalar for any tuples of arbitrary AUs and we can train a model for multiple AUs. The constraint of temporal intensity ordering can be directly applied. Please note that during the testing phase, the task index is not needed. Given a testing frame, y AUs is the intensity predictions of all AUs.
E. INCREASING ANNOTATIONS FOR SEMI-SUPERVISED LEARNING
Currently, we use only intensity annotations of peak and valley frames and the label loss (Eq. (5)) is used to provide supervision. Our model can be extended to use additional intensity annotations of other frames expect for keyframes. If there is a set of frames are annotated, we can use L2 loss to leverage the supervision from them, i.e.,
where I is the indices of additional annotated frames. y i is the ground truth intensity of the i-th frame andỹ i is its prediction.
IV. EXPERIMENTS A. DATABASES
The Binghamton Pittsburgh 4D database [56] is a benchmark spontaneous expression database. It consists of 328 sequences from 41 subjects. Around 140, 000 frames are annotated with AU intensity for 5 AUs. It was used as a benchmark in FERA 2015 nchallenge [46] . The official The Denver Intensity of Spontaneous Facial Action (DISFA) [24] database is a spontaneous expression database. It consists of 27 sequences from 27 subjects when watching videos. Around 130, 000 frames are annotated with AU intensity for 12 AUs. In our experiments, we perform 3-fold subject independent cross-validation with 18 subjects for training and 9 subjects for testing.
AU intensity in the two databases is quantified into 6 discrete levels. Distributions of AU intensities in FERA 2015 and DISFA are shown in Fig. 7a and Fig. 7b , respectively. The number of peak and valley frames of each AU in the training set is shown in Table 1 . Note that the percentage of keyframes is around 2% in FERA 2015 and the percentage of keyframes is around 1% in DISFA. Our method can use only the annotations of keyframes and unlabeled frames for model learning.
B. EXPERIMENTAL SETTINGS 1) DATA PREPROCESSING
We perform cropping face, image normalization, and data augmentation for data preprocessing. Face images are first registered according to two eye centers which are obtained through facial landmarks provided in each database. Then, faces are cropped and resized to the size of 64 × 64. Per-image contrast normalization is applied to alleviate the influence of illumination changes. As our model has about 1.3 million parameters, to avoid overfitting, we randomly shrink or enlarge face images to 90% ∼ 110% of its original size and crop the center part with the size of 64 × 64 for data augmentation.
2) TUPLE GENERATION
The peak and valley frames can be identified according to their definitions in [22] which provides useful hints to locate peak and valley frames. The definitions can be applied to other expression sequences as evolution rules of AUs are generic. Then, training sequences can be split into segments. We sample training tuples from each segment. As shown in Fig. 4 , each tuple consists of 5 frames. Given a segment, the first frame and the last frame are S and E. We select TABLE 1. The number of peak and valley frames in the training set. The total numbers of training frames in FERA and DISFA are 74906 and 87209 respectively. 'Percentage' represents the percentage of peak and valley frames in the training set. two frames between S and E and treat them as A and B. Then, we select an annotated neutral frame as N . As both databases have a high frame rate, neighbor frames have a similar appearance. We collect one frame every 5 frames in each segment and then use each frame pair from the collected frames as A and B to generate a tuple.
3) CNN STRUCTURE
The CNN structure is shown in Fig. 2b . It consists of 3 convolutional layers, 3 max-pooling layers, and 1 fully connected layer. The input image size is 64 × 64. It has 3 channels. The number of kernels is 32, 64, and 128 for 3 convolutional layers, respectively. All convolutional kernels have the same size, i.e., 5 × 5. Each convolutional layer is followed by a ReLu (Rectified Linear Unit) activation layer. All pooling kernels have the size of 3 × 3 and the stride is 2. The number of neurons of the fully connected layer is 128. The dimension of the output is K . K = 1 if we train a model for each AU. K > 1 if we train a model for joint intensity estimation of multiple AUs. The total number of parameters is about 1.3 million.
4) INFERENCE
When training a CNN model, we use the temporal information in sequences. During inference, the trained CNN can be used to predict intensities of multiple AUs for a single image. As the outputs of our CNN model are continuous variable, for evaluation, we discretize the continuous predictions into discrete intensity labels, i.e., 0 (y < 0.5), 1 (0.5 ≤ y < 1.5), 2 (1.5 ≤ y < 2.5), 3 (2.5 ≤ y < 3.5), 4 (3.5 ≤ y < 4.5), and 5 (4.5 ≤ y).
5) EVALUATION METRICS
For evaluation, we use Intra-Class Correlation (ICC(3,1) [43] ) and Mean Absolute Error (MAE) as the measures. ICC is used to measure the consistency between the prediction and the ground truth. MAE is used to measure the difference between the prediction and the ground truth. The hyperparameters are
To select hyperparameters, we use 70% of the training subjects for training and 30% for evaluation. MAE is used as a measure and the grid search strategy is used. 
The learning rate is 0.0002.
C. ABLATION STUDY
We compare our method (KBSS) with baseline methods.
To verify the effectiveness of each type of domain knowledge, we learn the model with dropping one type of knowledge, including removing relative appearance similarity (KBSS-NR), removing temporal intensity ordering (KBSS-NO), removing facial symmetry (KBSS-NS), and removing contrastive appearance difference (KBSS-NC). We also compare our method with CNN-K that uses only the knowledge without intensity annotations, compare with CNN-P that uses only limited annotations of peak and valley frames, and compare with CNN-F that uses annotations of all frames. We then compare out method with KBSS-Pair and KBSS-Tri. KBSS-Pair uses pairwise relationships (Eq. 7) instead of high-order relationships (Eq .8). KBSS-Tri uses triplets instead of 5-element tuples. Please note that for these methods we train one model for each AU. The comparison between training one model for each AU and training one model for multiple AUs will be shown in Sec. IV-F. As shown in Fig. 8 , we present the intensity prediction of AU12 in a sequence by our method and two baseline methods. The prediction of CNN-F is smooth since it is a fully supervised method that uses intensity annotations of all frames. CNN-P is also a fully supervised method but uses only partial frames for training. It cannot fit the ground truth well because it overfits the limited training samples and cannot generalize well. Our method uses limited annotated frames and exploits unlabeled frames through knowledge. Though it is not smooth, it fits the ground truth better than other two methods. Another visual example of our method is illustrated in Fig. 9 . It presents the intensity predictions of all AUs in a sequence. The results show that the learned model can capture the intensity changes of AUs.
The quantitative results of comparisons with baseline methods are shown in Table 2 . We analyze the results as follows. First, compared with methods with dropping one type of knowledge, KBSS achieves better performance. This demonstrates that each type of knowledge contributes to performance. The results also show that relative appearance similarity and temporal intensity ordering are more important than the other two types of knowledge. Second, compared with CNN-P, our method achieves much better performance. CNN-P uses only peak and valley frames and tends to overfit these limited samples. It generalizes poorly to testing samples. Besides labeled frames, our method also uses unlabeled frames through knowledge, which improves its generalization ability. Third, CNN-K uses only the knowledge and achieves poor results. This shows that limited intensity annotations are necessary and only domain knowledge is not enough to learn a good model. Fourth, compared with CNN-F, surprisingly, our method even outperforms it in both ICC and MAE even though CNN-F uses much more annotations. CNN-F tends to overfit the training samples without any regularization. Differently, the domain knowledge we used in our model can be treated as regularization that alleviates the overfitting problem. Finally, our method outperforms KBSS-Pair and KBSS-Tri. It further shows the effectiveness of high-order relationships within tuples.
D. COMPARISON WITH SUPERVISED LEARNING METHODS
We compare our method with state-of-the-art fully supervised learning methods. CNN [7] was proposed for AU intensity estimation in FERA 2015. CCNN-IT [47] uses CRF to capture relationships between continuous variables. In [47] , CCNN-IT(*) combines multiple databases for training while CCNN-IT uses one database. For a fair comparison, we compare our method with CCNN-IT. 2DC [19] combines variational auto-encoder and Gaussian Process for AU intensity estimation. OR-CNN [30] transforms an ordinal regression problem to a series of binary classification sub-problems for age estimation, which can also be adapted for AU intensity estimation. We also adapt VGG16 [44] for AU intensity estimation by fine-tuning the last 3 layers of the pre-trained model.
The results are shown in Table 3 . (*) means that the results of CCNN-IT and 2DC are adapted from [47] and [19] . In Table 3 , though using limited annotations, our semisupervised method achieves comparable or even better performance than state-of-the-art fully supervised methods. On FERA 2015, our method achieves the best performance in both ICC and MAE on average. On DISFA, our method outperforms CNN, VGG, and OR-CNN in ICC and achieves close performance to them in MAE. Compared to the reported performance of CCNN-IT, our method is close to CCNN-IT in ICC and much better in MAE. These supervised methods treat frames independently while our method considers relationships among multiple frames on both AU intensity and image representation. As mentioned above, as the two databases have less than 0.01 million frames for training, fully supervised methods tend to overfit the training set. Differently, our method leverages unlabeled frames through domain knowledge, which could alleviate the overfitting problem to a certain extent.
E. COMPARISON WITH SEMI-SUPERVISED AND WEAKLY-SUPERVISED LEARNING METHODS
We compare our method to state-of-the-art semi-supervised and weakly supervised learning methods. Semi-supervised learning methods include Ladder [31] , RSTP [38] , and LBA [8] . Though they are originally proposed for image recognition, we apply them to AU intensity estimation. Weakly supervised methods includes OSVR [62] , BORMIR [61] , and JKRE [60] . These methods use partial annotations for model learning.
As shown in Table 4 , our method achieves the best performance on FERA 2015. (*) means that the results are adapted from the corresponding references. On DISFA, our method achieves the best performance in ICC and the second-best in MAE. LBA tends to predict the intensity of a testing sample to be 0 which is the majority AU intensity (see Fig. 7b ). It can achieve good MAE performance, but its ICC is much worse than ours. Ladder and RSTP treat each frame independently and use unlabeled samples by denoising or permutation. LBA uses unlabeled samples by walking from a labeled sample to an unlabeled one and then walking back. Differently, our method considers high-order relationships among multiple frames on both intensity and representation. OSVR and BORMIR use shallow models. They first extract handcraft features and then optimize the parameters of linear models. Unlike them, our method learns a deep model in an end-to-end manner. We could obtain more powerful representation. Though KJRE jointly learns representation and estimator, it still depends on the original handcraft features and the linear model has limited ability to model complex mapping between feature and AU intensity. Our method achieves much lower MAE than these shallow models on both databases.
F. COMPARISON BETWEEN JOINT LEARNING AND INDIVIDUAL LEARNING
To void performing inference for each AU respectively, we propose a strategy to train one model for all AUs by using the task indices of segments. We compare the performance of training one model for each AU (KBSS) with the performance of training one model for multiple AUs (KBSS-joint). The results are shown in Table 5 . The comparisons of their time cost are shown in Table 6 .
As shown in Table 5 , both methods achieve comparable performance on the two databases. On FERA 2015, they achieve the same average performance under ICC. KBSS-joint gets slightly better MAE. On DISFA, the two methods achieve comparable performance under ICC. They achieve the same average performance under MAE.
As shown in Table 6 , during the testing phase, KBSS-joint is much more efficient than KBSS. On FERA 2015, the inference time of KBSS-joint is about 4 times less than KBSS. On DISFA, the inference time of KBSS-joint is about 9 times less than KBSS. These comparisons show that the proposed strategy of training one model for multiple AUs under the semi-supervised setting greatly improves the efficiency of inference.
G. INCREASING INTENSITY ANNOTATIONS FOR SEMI-SUPERVISED LEARNING
In the previous experiments, only intensity annotations of peak and valley frames are used for model learning. Here, we perform an experiment to use more intensity annotations of other frames except for keyframes. We perform an experiment on FERA 2015 by adding the intensity annotations of 20% of subjects each time. The results on FERA 2015 are shown in Table 7 . Before 60%, the performance gets better than without using additional annotations. Since the whole database is small, when using the annotations of more than 60% of subjects, the annotation dominates the learning and the model fits the training set better. However, the effect of domain knowledge becomes weak and the model generalizes worse. The performance of our method when using all the annotations is better than CNN-F because the knowledge helps improve the generalization ability to some extent.
H. FURTHER COMPARISON BETWEEN KBSS AND CNN-F
CNN-F is a fully supervised method that uses the intensity annotations of all frame. Our method (KBSS) uses intensity annotations of limited frames and prior knowledge to provide supervision for model learning. CNN-F and KBSS share the same backbone of CNN. They have nearly the same number of parameters, i.e., about 1.3 millions. However, the number of training frames in both databases is less than 0.09 million. The scale of the training set is relatively small to train a model with millions of parameters.
To analyze the overfitting problem of KBSS and CNN-F, we perform an experiment on FERA 2015. We train a model by using the training set. Then, we applied the trained model on both the training set and the testing set. The results are shown in Table 8 . CNN-F has very high performance on the training set, i.e., Its ICC is close to 1 and its MAE is close to 0. But, on the testing set, the ICC of CNN-F drops to 0.62 and its MAE is 0.73. Differently, the gap of our ICC on the training set and the testing set is not as large as CNN-F. So does the MAE. The results show that CNN-F overfits the training set. Our method alleviates the overfitting problem to a certain extent through using the domain knowledge as regularization.
V. CONCLUSION
We propose a knowledge augmented semi-supervised neural network for AU intensity estimation. The proposed method can use only intensity annotations of peak and valley frames in training sequences for model learning, which significantly reduces effort of intensity annotation. To provide additional supervision, we identify four types of knowledge and encode them to provide weak supervision. Furthermore, to improve the efficiency of inference, we propose a strategy to train one model for multiple AUs under the setting of semi-supervised learning. Evaluations on FERA 2015 and DISFA demonstrate that using limited intensity annotations, our method can achieve comparable or even better to state-of-the-art fully supervised learning methods.
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