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We consider implementation of operators via lter banks in the
framework of the multiresolution analysis. Our method is partic-
ularly ecient for convolution operators. Although our method
of applying operators to functions may be used with any wavelet
basis with a sucient number of vanishing moments, we distin-
guish two particular settings, namely, orthogonal bases and the
autocorrelation shell. We apply our method to evaluate the Hilbert
transform of signals and derive a fast algorithm capable of achiev-
ing any given accuracy. We consider the case where the wavelet
is the autocorrelation function of another wavelet associated with
an orthonormal basis and where our method provides a fast algo-
rithm for the computation of the modulus and the phase of signals.
Moreover, the resulting wavelet may be viewed as being (approx-
imately, but with any given accuracy) in the Hardy space H2(R).
c© 1996 Academic Press, Inc.
I. INTRODUCTION
In this paper we introduce a method for design of digital
lters and consider their implementation and application via
lter banks. The design of digital lters is always a tradeo
between accuracy and eciency. For a number of operators
this tradeo obtained via traditional lter design techniques
is not adequate, especially if high precision is required. As
examples, consider the Hilbert transform or operators of
fractional dierentiation where an accurate traditional im-
plementation over a wide band necessarily implies a long
lter.
Signal processing is not the only eld where fast and ac-
curate implementation of such operators is of interest. In
numerical analysis the fast multipole method (FMM) [19,
10, 5] has been developed to address this problem. Although
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this method has proven ecient in numerical analysis, it has
not yet found its way into signal processing. A possible ex-
planation for this may be the traditional reliance on ltering
operations in the signal processing community. In fact, mul-
tiresolution techniques evolved in signal processing as sub-
band coding techniques [9, 21]. The original motivation for
subband coding was essentially optimal representation and
compression of signals. The introduction of the orthonormal
bases of wavelets [22, 17] and the concept of multiresolu-
tion analysis (MRA) [14, 16] have led to the development
of a broader concept of harmonic analysis of signals where
subband coding became a natural way of representing and
analyzing signals. These notions also migrated to numerical
analysis, where they were applied to the problem of ecient
representation and application of operators [3]. In particu-
lar, it was shown in [3] how to use wavelet bases to almost
diagonalize certain classes of operators, for example, pseu-
dodierential and Calder·onZygmund operators. For signal
processing applications the approach of [3] is also of inter-
est. Although designed for numerical purposes, algorithms
of [3] explicitly use quadrature mirror lters (QMFs) with
the exact reconstruction property and may be viewed as
a link between signal processing techniques and traditional
numerical computing.
The method developed in this paper is dierent from that
of [3] and may also be easily implemented both in soft-
ware and hardware. It avoids the construction of nonstan-
dard forms which, although quite ecient, are not as simple
as the lter bank approach described in this paper. Briefly,
we decompose a signal into dierent scales (subbands) and
implement operators as subband lters. Let us, for example,
consider a convolution operator T. The wavelet  may be
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written as
 () = m1(=2) (=2);
where  and  are the Fourier transform of the wavelet and
of the scaling function. The 2-periodic square-integrable
function m1 represents one of the QMFs. Our approach is
based on the observation that if the wavelet  (x) is su-
ciently well localized in the Fourier domain, one may write
(T̂ )()  mT(=4) (=4); (1.1)
where mT is a 2-periodic function which is computed
given the symbol of the operator T. The accuracy of the
approximation in (1.1) is controlled by the number of van-
ishing moments of the wavelet  (it might be necessary
to consider (1.1) on each scale separately if the symbol of
T is not homogeneous). As a result, the operator T is im-
plemented using lters mT (may be dierent on dierent
scales), where mT plays a role similar to that of the lter
m1 of the QMF pair. The major dierence, which is al-
ready visible in Eq. (1.1), is that the mT lter performs a
scaling by a factor 4 instead of 2. This has some practi-
cal implications, which are discussed throughout the paper.
The factor 4 may be replaced by a factor 2n; n Æ 2, as a
way to improve accuracy. In this way, the procedure for de-
sign of these subband lters allows us to attain any desired
accuracy.
The approach of this paper (as that of [3]) may be traced
back to the Calder·onZygmund and LittlewoodPaley ap-
proaches to harmonic analysis of functions and operators
which we apply here to design lters given the symbol of
an operator. Our method may be used with any wavelets
(associated with quadrature mirror lters) which possess a
sucient number of vanishing moments. In cases where
the associated scaling function also has vanishing moments
(which implies that the corresponding coecients are well
approximated by samples on ne scales), our algorithm
leads to a fast method for computing the Hilbert trans-
form (and, thus, modulus and phase) of signals. This is the
case for the autocorrelation wavelets derived in [20] which
we consider here in some detail. Although our approach is
quite general, we concentrate on several specic examples,
such as the Hilbert transform, operators of dierentiation,
and, more generally, convolution operators. In particular,
we consider the Hilbert transform both as an example and
as an important special case, because of its particular sta-
tus (it is one of the simplest and most popular examples of
Calder·onZygmund operators) and its relevance in signal
processing. In our approach the Hilbert transform (as well
as a number of other operators) is completely expressed in
terms of lter banks, which makes it easy to handle for a
wide variety of scientic communities. In addition to the
Hilbert transform, we construct derivative and integration
operators including those of fractional order.
Our approach also allows us to consider the following
related problem. In signal processing it is often useful to
deal with wavelets that belong to the complex Hardy space
H2(R), i.e., wavelets such that their Fourier transform is
zero for negative frequencies. For instance, such wavelets
are considered to be more ecient for the identication of
chirps (i.e., amplitude- and frequency-modulated compo-
nents) in signals. In particular, it is easy to identify the car-
rier frequency and remove it by shifting in the frequency
domain if necessary. However, there does not exist any or-
thonormal multiresolution analysis of H2(R) where the as-
sociated wavelet has such a property [1]. Nevertheless, as
we show in this paper, it is possible to keep the algorithmic
structure of multiresolution analysis and use wavelets that
approximate the Hilbert transform of a given real-valued
function with any given (but nite) accuracy. The sum of the
original wavelet and i times its approximate Hilbert trans-
form yields a new wavelet that is approximately in H2(R).
As a direct consequence, we obtain a fast algorithm for
the computation of the Hilbert transform and a pyramidal
algorithm for discrete wavelet transform with complex an-
alytic (or progressive) wavelet [11]. This may be thought
of as a starting point to carry on an analysis similar to that
developed in [7, 4, 13].
The rst part of the paper is devoted to the representa-
tion of operators in terms of lter banks. To illustrate our
approach, we derive in Section II the function mT in (1.1)
for the Hilbert transform. We then present in Section III a
general approach of lter bank implementation of convolu-
tion operators (in these two sections, we consider compactly
supported orthogonal wavelets and obtain O(N) algorithms).
We then turn to the particular case of the autocorrelation
of Daubechies’ compactly supported wavelets in Section IV.
We again consider rst the Hilbert transform and then, in
Section V, develop approximations of other operators (e.g.,
operators of fractional dierentiation and integration) by
our technique.
In the second part of the paper we address the signal pro-
cessing problems using autocorrelation wavelets. In Section
VI we consider computing the Hilbert transform as well as
modulus and phase of signals, and, in Section VII, we ad-
dress the problem of decomposition of bandpass signals into
amplitude and frequency modulated components. The main
tools are the same as in the rst part of the paper, namely
lter banks implementation of Hilbert transform. However,
the algorithm we describe is O(N logN) since we choose
to use a translation-invariant version of wavelet transform.
Finally, Section VIII is devoted to conclusions.
II. THE HILBERT TRANSFORM
As a way of introduction, let us consider our approach
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for implementing the Hilbert transform,
(Hf)(x) = 1

p.v.
∫ 1
−1
f(s)
x− s ds: (2.1)
The general case and some other operators will be consid-
ered in the following sections.
Let us start with the usual (MRA) (see Appendix). It is
well known that the Hilbert transform of the wavelet  (x)
is still a wavelet. Since we will be interested in comput-
ing coecients hHf;  jki, let us consider the function H 
given in the Fourier domain by
(ÅH )() = i sgn()  ()
= i sgn()m1
(

2
)

(

2
)
; (2.2)
where H denotes the adjoint of H. Let us consider the
4-periodic function
m2() = i
∑
k
sgn(+ 4k)
 m1(+ 4k)[−2;2](+ 4k): (2.3)
Our main observation is as follows: although i sgn()m1()
is not a periodic function, the product i sgn()m1() () may
be well approximated by m2() (), due to the fast decay
of ().
Proposition II.1. (i) The Fourier coefficients bl of the
function
m2() =
1p
2
∑
l
ble
il=2
are given by
bl =
 −
1

∑
k
gk
k− l=2 for odd l
0 for even l:
(2.4)
(ii) The Fourier coefficients bl have the asymptotics
b2l−1  O((2l− 1)−M−1): (2.5)
Notice that asymptotics (2.5) coincides with the asymp-
totics expected from the general approach of [3].
Proof. (i) Consider the Fourier coecients of m2()
bl =
i
p
2
4
∫ 2
−2
m1()sgn()e−il=2d (2.6)
=
i
4
∫ 2
0
[m1()e−il=2 −m1(−)eil=2]d (2.7)
= − 1
2
∑
k
gk
∫ 2
0
sin
(
k− l
2
)
 d; (2.8)
which yields (2.4).
(ii) The decay of the coecients b2l−1 is governed by
the regularity of m2() at the origin, i.e., by the number of
vanishing moments of the wavelet. The asymptotics (2.5)
is obtained using the Taylor series expansion of (2.4) and
taking into account the vanishing moments of the sequence
fglg,
b2l−1 = − 1

∑
k
gk
k− (2l− 1)=2 (2.9)
=
2

∑
k
gk
2l− 1
1∑
p=0
(
2k
2l− 1
)p
(2.10)
=
2

∑
k
gk
2l− 1
1∑
p=M
(
2k
2l− 1
)p
(2.11)
 O((2l− 1)−M−1); (2.12)
which proves (2.5).
In other words, the Hilbert transform is essentially a local
operator on functions which have a sucient number of
vanishing moments.
Remarks. 1. We notice that the sequence fb2l−1g may be
viewed as the Hilbert transform of the sequence fgkg. We
note that for sequences the singular behavior of the Hilbert
transform at the origin is avoided by the 12 term in the de-
nominator, and the slow decay at innity is replaced by
(2.5).
2. A statement similar to Proposition II.1 may be proved
for wavelets with rational m0 and m1. Let
m1() =
P(ei)
Q(ei)
(2.13)
be a rational 2-periodic function, where both P and Q are
polynomials. Set p() = P(ei); q() = Q(ei) and consider
p2() = i
∑
k
sgn(+ 4k)
 p(+ 4k)[−2;2](+ 4k); (2.14)
and the 4-periodic function
m2() =
p2()
q()
: (2.15)
Since p() carries all the vanishing moments of m1(),
the quality of the approximation of i sgn()m1() () by
m2() () is controlled by that of the approximation of
i sgn()p() () by p2() (). Such an approximation was
discussed in Proposition II.1
Using Proposition II.1, we obtain from (2.2) the approx-
imation
(ÅH )()  mH (=4) (=4); (2.16)
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where mH is a 2-periodic function,
mH () = m2(2)m0(): (2.17)
The coecients d
j
k = hHf;  jki may then be computed as
hHf;  jki  2j=2
∫
f()eik2
jm2(2j−1) (2j−1)d (2.18)
=
∑
l
b2l−1
∫
f()ei(2k−l−1=2)2
j−1
 (2j−1)d (2.19)
=
∑
l
b2l−1s
j−1
2k−l+1=2; (2.20)
since the coecients b2l+1 are real.
Notice that as a consequence of Eq. (2.20), we now need
half-integer samples of the coecients sj−1. In view of
Eq. (2.16), this may be interpreted as follows. The shift by 12
actually amounts to a switch from Vj to Vj−1, as suggested
by the following lemma:
Lemma 1. Let f(x) 2 V0 or f(x) 2 W0, and set
f1=2(x) = f
(
x+ 12
)
. Then f1=2(x) 2 V−1.
The proof of Lemma II.1 is very simple. Observe that
f(x) 2 V0 is equivalent to f() = q() (), where q() is a
2-periodic square-integrable function, and that translation
by 12 is equivalent to multiplication by expfi=2g in the
Fourier space, so that f1=2() = expfi=2gm0(=2) (=2),
which in turn implies that f1=2(x) 2 V−1. The argument for
W0 is the same.
From Lemma II.1 follows a simple algorithm to compute
(2.20). In order to obtain half-integer samples on the scales
except the nest scale j = 0, it is simply sucient to avoid
subsampling at the rst step of the algorithm.1
At scale j = 0, we need to use interpolation to obtain
half-integer samples s0k+1=2, using the assumption that f 2
V0. We have
s0k+1=2 = hf; 0k+1=2i =
∑
l
s0l h0l ; 0k+1=2i; (2.21)
where coecients h0l ; 0k+1=2i are easily obtained using au-
tocorrelation function of scaling function described in the
Appendix.
1Notice that in the particular case of the Hilbert transform, we would
then use the even (nonsubsampled) scaling function coecients to compute
the dierence coecients d
j
k, and the odd ones for the Hilbert transform
coecients d
j
k.
Summarizing, we obtain the following O(N) scheme for
computing the coecients s
j
k of the Hilbert transform of a
function f(x) on subspace Vj; j Æ 0, assuming that projec-
tion of f(x) onto an approximation space, say V0, is known.
1. Compute the coecients s
j
k; j Æ 1 and k 2 Z=2 using
Eq. (9.9) in the Appendix and the Hilbert dierences d
j
k =
hHf;  jki via the pyramidal algorithm given in Eq. (2.20) on
all scales.
2. Use the usual lters for the reconstruction on all
scales: replace Eq. (9.10) by
s
j
k =
∑
l
(h2l−k s
j+1
l + g2l−k d
j+1
l ): (2.22)
We note that the computational cost is a factor of two
compared with the usual wavelet transform.
Remarks. Recently Auscher [1] and, independently, Le-
mari·e-Rieusset [12] have shown (as a part of a more gen-
eral result) that given a multiresolution analysis, it is pos-
sible to associate another MRA with the Hilbert transform
of the associated wavelet  (x). We notice that our construc-
tion is dierent in the sense that we never need to consider
the scaling function associated with the new MRA. Also,
we always derive approximate formulas since our goal is
to develop ecient approximations suitable for numerical
implementations.
III. IMPLEMENTATION OF
OPERATORS VIA FILTER BANKS
Let us now turn to the more general case of lter bank im-
plementation of linear operators. We show that the approach
we developed for the Hilbert transform may be generalized
to convolution operators with nonoscillatory kernels. We
also analyze the connection with the BCR approach [3] and
express the lter bank implementation as an approximation
(with controlled accuracy) to the nonstandard and standard
forms (NS-form and S-form) approaches of [3], where we
take into account only a few blocks of corresponding rep-
resentations.
III.1. Convolution Operators
Let us consider a more general convolution operator with
symbol a(),
g() = a() f(); (3.1)
and compute coecients d
j
k of the projection of g on Wj,
d
j
k =
∫
g(x) 
j
k(x)dx =
2j=2
2
∫
g()  (2j)eik2
jd: (3.2)
We look for the coecients b
j
l such that
d
j
k 
∑

b
j
s
j−1
+2k; (3.3)
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where
s
j−1
 =
2(j−1)=2
2
∫
f() (2j−1)ei2
j−1d; (3.4)
and the index  is not necessarily an integer. Typically,
we will set  to be a half-integer and, if more precision
is needed, we will demonstrate that  can be taken to be in
2−NZ. Using (3.1), we write (3.2) as
d
j
k =
2j=2
2
∫
a() f()m1(2j−1) (2j−1)eik2
jd; (3.5)
and note that it is sucient to nd an approximation
a()m1(2j−1) (2j−1)eik2
j
 2−1=2
∑

b
j
−2k (2j−1)ei2
j−1; (3.6)
or
a()m1(2j−1)  2−1=2
∑

b
j
ei2
j−1 (3.7)
over the essential support of the function (2j−1). Let us
replace 2j−1 by  in (3.7) and approximate a(2−j+1)m1()
by the 4-periodic function (i.e., restrict  to half-integers,
 = n=2)
m
j
#() =
∑
k
a(2−j+1(+ 4k))
 m1(+ 4k)[−2;2](+ 4k): (3.8)
Due to M − 1 vanishing derivatives of m1() at points 2k;
k 2 Z, at these points the break in the function due to the
periodization occurs only in the higher derivatives. Since
derivatives of m1() vanish at  = 0, we can consider sym-
bols that have a singularity at  = 0, e.g., the Hilbert trans-
form and fractional derivatives.
The Fourier coecients of m
j
# may be found by comput-
ing
b
j
n =
p
2
4
∫ 2
−2
a(2−j+1)m1()e−in=2d; (3.9)
since they are related to the b
j
 coecients by a complex
conjugation and a redenition of the index , and we have
m
j
#() =
1p
2
∑
n
b
j
nein=2: (3.10)
The coecients b
j
n have a fast asymptotic decay. Let us con-
sider two cases, rst where the symbol a() has at least M
continuous derivatives (M is the number of vanishing mo-
ments of the basis) and, second, where a() has a singularity
at  = 0 but has at leastM continuous derivatives elsewhere.
In the rst case we simply integrate (3.9) by parts M − 1
times using (
2i
n
)m dm
dm
e−in=2 = e−in=2; (3.11)
and notice that the boundary terms vanish so that
b
j
n = O(n−M+1): (3.12)
In the second case we split the integral into two over [−2;
0] and [0; 2], and then integrate by parts to obtain again
(3.12).
Summarizing the results of this section, we show that the
action of a convolution operator T with symbol a() on a
function f(x) may be obtained as follows:
Tf(x) =
∑
j
∑
k
d
j
k 
j
k(x)
=
∑
j
∑
k
∑
n
b
j
ns
j−1
2k−n=2 
j
k(x); (3.13)
here the coecients b
j
n are given in (3.9). This implies that
in order to evaluate T in the wavelet basis, we compute
d
j
k =
∑
n
b
j
ns
j−1
2k−n=2: (3.14)
Again, we notice that half-integer samples of the coe-
cients sj−1 are needed and refer to the discussion in Sec-
tion II.
The lter Bj = fbjng dened in (3.9) may be used in a
manner similar to the lter G in a QMF pair. Namely, a
signal f is decomposed using the lter pair H and Bj and
then reconstructed with the usual QMF pair H and G to
yield the desired result. Notice that the lters Bj depend on
the scale. If the symbol a() is homogeneous of degree m,
then b
j
n = 2−jmb0n.
Remark. It is easy to see the similarities with the decom-
position into a biorthogonal basis. We note, however, that
there is a single MRA in our approach.
III.2. Time-Dependent Symbols
A number of interesting questions arise if we consider a
more general class of symbols of pseudodierential opera-
tors,
Tf(x) = 12
∫
R
(; x) f()eixd; (3.15)
where (; x) 2 S0(R2). The operator T may be expressed
as an integral operator of the form
Tf(x) =
∫
R
K(x; y)f(y)dy: (3.16)
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Here K(x; y) 2 S0(R2) is the distribution kernel of T,
given by
K(x; y) = [F−11 ](x− y; x) = L(x− y; x); (3.17)
where F1 denotes the Fourier transform with respect to the
rst variable. To develop our approach, we need to specify
further the symbol class we are working with. We restrict
ourselves to the class of the so-called Caldero´n–Zygmund
kernels, i.e., kernels K(x; y) such that
j@x@yK(x; y)j à C;jx− yj1++ :
Let f(x) 2 L2(R), and let us compute the projection of Tf
onto Wj,
hTf;  jki
= 2−j=2
∫
RR
L(x− y; x)f(y) (2−jx− k)dx dy: (3.18)
Let us focus on the integral with respect to x rst. We write
∫
L(x− y; x)f(y) (2−jx− k)dx
=
∫
L(x− y; k2j) (2−jx− k)dx+ R(y; j; k); (3.19)
where R(y; j; k) is some remainder. It follows from general
arguments involving the vanishing moments of  (x) that
jR(y; j; k)j = O(2M(j−1=2)):
From now on, we assume that the remainder may be ne-
glected, i.e., that we are at a suciently ne scale. Assum-
ing that we may change the order of summation in (3.18),
we arrive at an approximation
hTf;  jki
 1
2
∫
(; k2j) f()eik2
jm1(2j−1) (2j−1)d: (3.20)
Repeating considerations of Section III.1, we construct the
4-periodic function
m(; k; j) =
∑
n2Z
m1(+ 4n)
 (2−j+1(+ 4n); k2j)[−2;2](+ 4n): (3.21)
Setting
m(; k; j) =
1p
2
∑
l
b
j
k;le
il=2; (3.22)
we obtain the Fourier coecients of m(; k; j)
b
j
k;l =
∑
n
gn
1
4
∫ 2
−2
(2−j+1; k2j)ei(n−l=2)d: (3.23)
It is clear that the coecients b
j
k;l have the expected asymp-
totic behavior as l ! 1,
b
j
k;l = O(l
−L−1): (3.24)
Finally, we obtain the algorithm for computing the wavelet
coecients in (3.18),
hTf;  jki =
∑
l
b
j
k;ls
j−1
l : (3.25)
This expression is similar to (3.14), except that the sum is no
longer a convolution. Thus, strictly speaking, the algorithm
in (3.25) is not a lter bank, since lter bank algorithms are
usually understood to consist of convolutions.
III.3. Connection with BCR Approach
It is reasonable to expect that a subclass of Calder·on
Zygmund operators (see e.g., vol. 2 of [17]) may be im-
plemented numerically via lter banks. Let us consider the
class of symbols S01;1, where  2 S01;1 satises
j@ @x (; x)j à C(; )(1 + jj)−: (3.26)
It was shown in [3] that in wavelet bases operators of this
class may be represented by sparse matrices. All informa-
tion is contained in the following set of coecients:

j
kl = hT jk;  jl i

j
kl = hTjk;  jl i
γ
j
kl = hT jk; jl i; (3.27)
this gives rise to the NS-form, an alternative to the S-form
consisting of the elements hT jk;  j
0
k0 i (see [3] for more de-
tails).
To explain the relation of the lter bank approach to that
using NS-form, let us consider wavelets with good localiza-
tion in the Fourier domain (e.g., Battle-Lemari·e wavelets),
so that for a given precision we need to consider interac-
tion between scales which are immediate neighbors. In this
case we may consider the simplied S-form where only in-
teraction between neighboring scales is taken into account.
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Thus, for a given subspace Wj, only its mappings from sub-
spaces Wj+1, Wj, and Wj−1 are signicant, and these are
subspaces of Vj−2. In this approximation we then consider
the mapping Vj−2 ! Wj, which is exactly the one consid-
ered in
T̂ () = mT(=4) (=4); (3.28)
where
mT() = m#(2)m0() (3.29)
and m# is dened in (3.8) (we suppress the scale index j).
If more accuracy is required, one may consider map-
pings between more scales, e.g., Wj+2;Wj+1;Wj;Wj−1,
and Wj−2, which amounts to considering the mapping
Vj−3 ! Wj. This corresponds to an approximation
T̂ () = mT(=8) (=8); (3.30)
where
mT() = m#(4)m0(2)m0() (3.31)
and m# is dened similar to m#, except that the 4-
periodization in (3.8) is replaced with the 8-periodization.
Let us then consider again a convolution operator T with
symbol a(). Following [3], we consider
P0TP0 = PJTPJ +
J∑
j=1
[QjTQj +QjTPj + PjTQj] (3.32)
= PJTPJ +
J∑
j=1
[QjTPj−1 + PjTQj]: (3.33)
The action of rst term QjTPj−1 on f(x) 2 L2(R) (putting
together Pj and Qj is motivated by Lemma II.1) may be
evaluated with the same type of approximation as discussed
before,
QjTPj−1f(x) =
∑
k;l
s
j−1
l hj−1l ; T jki jk(x): (3.34)
Using notation of the previous section, we have
hTj−1l ;  jki = 122
j−1=2
∫
ei(2k−l)2
j−1a()
 m1(2j−1)j (2j−1)j2d (3.35)
 1
2
2j−1=2
∫
ei(2k−l)2
j−1
 mj#(2j−1)j (2j−1)j2d (3.36)
=
∑
n
b
j
n
1
2
∫
ei(2k−l−n=2)j ()j2d: (3.37)
Finally, using the denition of coecients a2l−1 in the Ap-
pendix, we obtain for the coecient of  
j
k(x) in (3.34),∑
l
hTj−1l ;  jkisj−1l =
∑
l
b
j
2(2k−l)s
j−1
l +
1
2
∑
l;n
a2n−1

(
b
j
2(2l−k)+(2n−1) + b
j
2(2l−k)−(2n−1)
)
s
j−1
l : (3.38)
Comparing this expression with Eq. (3.13) and interchang-
ing the order of summation, we recognize here the same
structure as that described in Section III.1. We may inter-
pret the summation in (3.38) as interpolation to obtain the
half-integer translates coecients s
j−1
k . Coecients bk are
given in (3.9).
Let us now turn to the PjTQj term. We notice that in
order to describe this term, it is sucient to consider only
Qj+1TQj,
PjTQjf  Qj+1TQjf;
due to considerations above. This term represents mapping
from scale j to scale j + 1, and
Qj+1TQjf(x) =
∑
k;l
d
j
khT jk;  j+1l i j+1l (x)
=
∑
l
q
j
l  
j+1
l (x): (3.39)
As before, we approximate the coecient !
j
k−2l = hT jk;
 
j+1
l i as
!
j
k−2l =
1
2
2j+1=2
∫
ei(2l−k)2
ja()m0(2j−1)m1(2j)
 m1(2j−1)j (2j−1)j2d
 1
2
2j+1=2
∫
ei(4l−2k)2
j−1a()m
j+1
# (2j)m0(2j−1)
 m1(2j−1)j (2j−1)j2d

∑
n
b
j+1
n cn+2k−4l; (3.40)
where we have set for simplicity
m0()m1() =
1
2
∑
n
cne
in: (3.41)
Again, we obtain for the coecients q
j
l in (3.39) a lter
bank type relation,
q
j
l =
∑
k
!
j
k−2ld
j
k: (3.42)
The results of this section may be summarized as follows.
From Eq. (3.13), (3.38), and (3.42) we have
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d
j
k =
∑
n
b
j
ns
j−1
2k−n=2
=
∑
l
b
j
2(2k−l)s
j−1
l +
1
2
∑
l;n
a2n−1
(
b
j
2(2l−k)+(2n−1)
+ b
j
2(2l−k)−(2n−1)
)
s
j−1
l +
∑
k
!
j−1
k−2ld
j−1
k ; (3.43)
which is a lter bank type representation obtained using
elements of the NS-form. The terms in (3.43) may be inter-
preted as follows: the rst two terms of the r.h.s. of (3.43)
may be viewed as representing the half-integer samples dis-
cussed in Section II via interpolating within Vj−1 and the
third term is an element of Wj−1 so that (3.43) represents
the mapping Vj−2 ! Wj.
IV. HILBERT TRANSFORM OF
AUTOCORRELATION WAVELETS
In Section II we have described an approximation of the
action of the Hilbert transform on wavelets. These approx-
imate lters have to be applied to the coecients of the
function on subspaces Vj. Since the discrete Hilbert trans-
form is usually dened directly on the samples of the func-
tion, it is advantageous to require that the coecients s
j
k
are (at least approximately) the values of the function. This
requirement may be satised by considering interpolating
scaling functions. Examples of such scaling functions pro-
posed in [20] are obtained as autocorrelations of the usual
compactly supported scaling functions. The properties of
such autocorrelation wavelets and scaling functions are de-
scribed in the Appendix. We note that by using symmetric
interpolating wavelets in this section, we give up orthogo-
nality of the basis.
In view of the applications we consider further in the pa-
per, we will elaborate on the case of the so-called dyadic
wavelet transform (which is redundant with respect to the
translation variable, see the Appendix). As a result we ob-
tain an O(N logN) algorithm for decomposition and com-
puting the Hilbert transform. Let us make clear that the
redundancy may be avoided (yielding an O(N) algorithm)
if we follow the considerations of Section II.
IV.1. Representation of the Hilbert Transform
Let us consider
m1() = i sgn()jm1()j2 (4.1)
and denote by mc1() its restriction to the interval [−2; 2].
Let
m2() =
1∑
k=−1
mc1(+ 4k); (4.2)
and consider its Fourier series,
m2() = 2i
1∑
k=1
bk sin
(
k
2
)
; (4.3)
where m2 is a 4-periodic function. The adverse eect of
the restriction to [−2; 2] and of the 4-periodization in
(4.2) is weakened by the fact that the problematic point in
multiplying by i sgn() is at the origin  = 0, where m1
has a zero of order L (the number of vanishing moments of
the autocorrelation wavelet). Therefore, the sequence bk in
(4.3) has fast decay and, since () is concentrated around
 = 0, we may expect the product m2() () to be a good
approximation for sgn()jm1()j2 (). Let Tjf = Tj(Hf)
denote the jth scale of dyadic wavelet transform of the
Hilbert transform of f. We prove
Theorem IV.1. Let Ψ be the autocorrelation of the Dau-
bechies’ compactly supported wavelet with L=2 vanishing
moments. Then the coefficients of Tjf = Tj(Hf) may be
approximated by those obtained from the pyramidal algo-
rithm
Wjf(n) =
1∑
k=1
b2k−1[Sjf(n+ k2j−1 − 2j−2)
− Sjf(n− k2j−1 + 2j−2)]; (4.4)
where the sequence bk is given by
bk =
0; for k = 2m;
−1
(2m− 1)

[
1 −∑L=2l=1 a2l−1 11 − 4((2l− 1)=(2m− 1))2
]
for k = 2m− 1;
(4.5)
and decays at infinity as
b2k−1 = O((2k− 1)−L−1): (4.6)
In addition, the exact and approximate Hilbert transform
coefficients satisfy
k Tjf −Wjfk à 2K2(1 + 2)−2Lkfk; (4.7)
where  is the Ho¨lder regularity of the scaling function (x).
The theorem is proved below, and the proof follows the
lines of that of Proposition II.1. We detail it for complete-
ness.
IV.1.1. Computation of Coefficients b2k−1 and Their Be-
havior for Large k
We have
bk =
1
2
1
2i
∫ 2
−2
i sgn() sin
(
k
2
)
jm1()j2d
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=
1
8
∫ 2
−2
sin
(
k
2
)
sgn()d
− 1
8
L=2∑
l=1
a2l−1
∫ 2
−2
 sin
(
k
2
)
cos((2l− 1))sgn()d: (4.8)
The computation of the integrals in (4.8) yields (4.5).
If k is large enough, 2k − 1 > 2(2l − 1), then 1=(1 −
4((2l− 1)=(2k− 1))2) may be replaced by its Taylor series,
namely,
1
1 − 4((2l− 1)=(2k− 1))2 =
1∑
p=0
(
2
2l− 1
2k− 1
)2p
: (4.9)
According to Lemma IX.2 of the Appendix, the sequence
fa2l−1g has L − 1 vanishing even moments, and we have
b2k−1 =
−1
(2k− 1)2
1∑
p=L
(2k− 1)−2p
L=2∑
l=1
a2l−122p(2l− 1)2p
=
−1

(2k− 1)−L−1
L=2∑
l=1
a2l−1
[2(2l− 1)]L
1 − (2(2l− 1)=(2k− 1))2
= O((2k− 1)−L−1): (4.10)
IV.1.2. Pyramidal Algorithm
Let us consider the approximate wavelet transform of
Hf,
Wjf(n+ w) =
1
2
∫
f()ei(n+w)m2(2j−1) (2j−1)d
=
1∑
k=1
b2k−1[Sj−1f(n+ w+ k2j−1 − 2j−2)
− Sj−1f(n+ w− k2j−1 + 2j−2)]: (4.11)
By setting w = 0, we arrive at (4.4).
FIG. 1. The 4-periodic function m2() in (4.2), for the autocorrelation
of Daubechies’ wavelet with M = 5.
Remarks. 1. As in the orthogonal case, we note that for
j = 1 (and only in this case, since we are now using the
dyadic wavelet transform) we need samples of S0f for half-
integer n. Thus, an additional interpolation procedure is re-
quired for the rst step of the algorithm, j = 1. An al-
ternative is to set w = 2j−2, which would yield half-integer
samples of the Hilbert transform coecients. We will come
back to this point later.
2. In order to compute the wavelet coecients of f(x)
with respect to the Hilbert transform of Ψ(x), we just need
to use (4.4), since hf;HΨjki = −hHf;Ψjki.
IV.1.3. Accuracy Estimate
Let us introduce the function
() = m2
(

2
)

(

2
)
 ÅHΨ(); (4.12)
where m2 is the 4-periodic function given in Eq. (4.2).
The function  is also a wavelet and has, in fact, the same
number of vanishing moments as Ψ.
Considering f 2 L2(R), we x j and compute
k Tjf −Wjfk2 à k j − ĤΨjk21kfk2; (4.13)
and
j j() − ĤΨj()j2
= jm2(2j−1) − m1(2j−1)j2j (2j−1)j4: (4.14)
Since we know that for some positive K [6]
j ()j à K[1 + jj]−L; (4.15)
and that m2− m1 = 0 inside the interval [−2; 2], it follows
that
k j − ĤΨjk21 à 4K4(1 + 2)−4L: (4.16)
This completes the proof of Theorem IV.1.
IV.2. Numerical Examples
The coecients b2k−1 are easy to compute numerically
using Eq. (4.5). We present in Fig. 1 a plot of the approxi-
mate lter m2() (up to a factor i) for the case of the autocor-
relation of Daubechies’ wavelet with 5 vanishing moments.
As expected, we observe the sign flip in [−2; 0].
We also provide tables (Tables 1 and 2) of the top 20 coef-
cients b2k−1 in (4.5) for the autocorrelation of Daubechies’
compactly supported wavelets with L = 2; 4; 6; : : : ; 12 (the
numerical values of the a2l−1 coecients are listed in [2]).
The coecients b2k−1 have been computed using Mathe-
matica.
To check numerically the accuracy of our approach, we
compare () and Ψ() for positive values of . The dier-
ence is plotted in Fig. 2 for M = 2 and M = 5, respectively.
IMPLEMENTATION OF OPERATORS VIA FILTER BANKS 173
TABLE 1
Coecients b2k−1 in (4.5), for l = 2 to 6
n L = 2 L = 4 L = 6
1 0:4244131815783876 0:4365392724806273 0:4409487600814417
2 −0:0848826363156775 −0:1131768484209033 −0:1243701630998938
3 −0:01212609090223965 −0:03968538840732975 −0:52913851209773
4 −0:004042030300746545 0:01119331467899044 0:02194767584115772
5 −0:001837286500339341 0:001469829200271469 0:007735943159323537
6 −0:00098930811556734 0:0004190010842402825 −0:001995243258287072
7 −0:0005935848693404007 0:0001606695886936418 −0:000232854476367596
8 −0:0003840843272202589 0:00007315891947052786 −0:0000585271355764204
9 −0:000262794539677021 0:00003739368944020764 −0:00001978502086783541
10 −0:0001877103854835852 0:00002079253500741326 −7:96648850858781  10−6
11 −0:0001387424588356934 0:0000123326630076163 −3:616616717774846  10−6
12 −0:0001054442687151276 7:699784328080609  10−6 −1:794821521695973  10−6
13 −0:000082012209000655 5:012630770837775  10−6 −9:54786813494256  10−7
14 −0:00006504416575913947 3:378917701774295  10−6 −5:371888238108361  10−7
15 −0:00005245497238640281 2:345812429702546  10−6 −3:165738771540177  10−7
16 −0:00004291770467978535 1:670310668617303  10−6 −1:939965933354726  10−7
17 −0:00003556038387753632 1:215739619744941  10−6 −1:229261496214611  10−7
18 −0:00002979383514063819 9:02084159009443  10−7 −8:01852585796044  10−8
19 −0:00002521016819592433 6:808447524779539  10−7 −5:365206875248337  10−8
20 −0:00002152087528920315 5:2171818882981  10−7 −3:671486198725726  10−8
In both cases only the top 20 coecients b2k−1 have been
considered for the evaluation of m2().
Table 3 contains a numerical estimate for the absolute
value of the error max2[0;] j  − Ψj, computed for L = 2
to L = 12.
IV.3. Improving the Accuracy
It is clear from the estimate (4.16) and examples in Fig. 2
that the accuracy may be controlled by increasing the num-
ber of vanishing moments of wavelets. Also, the accuracy
estimate may be improved by considering the restriction of
m1 to a larger interval. Let m
c
1 denote the restriction of m1
to the interval [−2n; 2n], and set
m2() =
1∑
k=−1
mc1(+ 2
n+1k): (4.17)
Here m2 is a 2n+1-periodic function. Let bk denote the
Fourier coecients of m2,
TABLE 2
Coecients b2k−1 in (4.5), for l = 8 to 12
n L = 8 L = 10 L = 12
1 0:4432100357741671 0:4445822030675855 0:4455026631153445
2 −0:130355892874755 −0:1340803469568908 −0:1366208166887056
3 −0:06064979436909654 −0:06572084740999089 −0:06930041426238691
4 0:0292635677882103 0:03447780350320051 0:03836151010471045
5 0:01318473790632533 0:01757965054176712 0:02111302943477737
6 −0:005214235714990194 −0:00832222843180702 −0:01109630457574269
7 −0:001690351013631451 −0:0035333788930102626 −0:005429064711799898
8 0:0003955627094130471 0:001294568867169978 0:002419194330927688
9 0:000041697463334364 0:0003859993748666682 0:000958070243258808
10 9:46322271323068  10−6 −0:0000828671394347809 −0:0003260788250929472
11 2:893293374219203  10−6 −8:01219703630296  10−6 −0:0000901837991993347
12 1:05641146622484  10−6 −1:669645439302717  10−6 0:00001795796428048217
13 4:362196164208865  10−7 −4:695520123574504  10−7 1:611795560157781  10−6
14 1:975403554736398  10−7 −1:580322843778648  10−7 3:121943903617391  10−7
15 9:61991936764573  10−8 −6:028730899715279  10−8 8:17340547747354  10−8
16 4:970370234553768  10−8 −2:528100401785013  10−8 2:565200407764876  10−8
17 2:698043149571869  10−8 −1:142700627907823  10−8 9:14160502347676  10−9
18 1:527338258524505  10−8 −5:492315158861647  10−9 3:587423126542339  10−9
19 8:96488105284584  10−9 −2:779542068231209  10−9 1:520111141096179  10−9
20 5:431028641232384  10−9 −1:470052866713106  10−9 6:86119176316265  10−10
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FIG. 2. Error of the approximation () −  () for the autocorrelation of Daubechies’ wavelet with M = 2 and M = 5.
bk =
1
2n+2
∫ 2n
−2n
sin(2−nk)sgn()d
− 1
2n+2
L=2∑
l=1
a2l−1
∫ 2
−2
sin(2−nk)
 cos((2l− 1))sgn()d: (4.18)
The same computation as before yields
m2() = 2i
1∑
k=1
b2k−1 sin((2k− 1)2−n); (4.19)
where
b2k−1 =
−1
(2k− 1)

1 − L=2∑
l=1
a2l−1
1
1 − 22n((2l− 1)=(2k− 1))2
 ; (4.20)
and
b2k−1 = O((2k− 1)−L−1) (4.21)
for 2k− 1 > 2n(2l− 1).
Let us consider the function  dened by () =
m2(=2) (=2). For f 2 L2(R) and xed j we have
TABLE 3
Error max2j0;jj  − Ψj as a Function of the Number
of Vanishing Moments, for L = 2 to 12
L max j  − Ψj
2 0.004947346141230947
4 0.00004971880110332672
6 1:100651917741455  10−6
8 1:677262504691843  10−8
10 3:903637503521736  10−9
12 1:112982483952842  10−10
Wjf(m) =
1
2
∫
f()eim (2j)d
=
1∑
k=1
b2k−1[Sj−1f(m+ k2j−n − 2j−n−1)
− Sj−1f(m− k2j−n + 2j−n−1)]: (4.22)
The accuracy estimate is derived essentially as before. The
only change is that 2 has to be replaced by 2n. We then
obtain
k Tjf −Wjfk2 à 4K4(1 + 2n)−4Lkfk2; (4.23)
as a generalization of (4.13) and (4.16).
V. OTHER EXAMPLES
A particularly simple implementation (similar to that for
the Hilbert transform) is possible for the convolution op-
erators with nonoscillatory kernel considered in [2]. The
coecients of lters (similar to m2) might be scale depen-
dent. If the operator is homogeneous of some degree, then
lters on dierent scales will dier only by a scaling factor.
This section is devoted to the study of the action of var-
ious operators of dierentiation and integration including
those of fractional order. Throughout the section, we will
use only the autocorrelation wavelets that we used for the
Hilbert transform, leaving to the reader the (straightfor-
ward) computations in the orthogonal case, as described in
Section II.
V.1. Derivative Operators
The Hilbert transform is homogeneous of degree zero
and, therefore, the operator (and, thus, m2) is the same on
all scales. Since derivative operators are homogeneous, the
lter will be the same on all scales except for a scaling
factor,
dn
dxn
Ψjk = 2−nj
(
dnΨ
dxn
)
jk
: (5.1)
Thus, it is sucient to evaluate the derivative operator on
the function  . Our analysis is based on an approximation
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of jm1()j2 by the 4-periodization of its restriction to
[−2; 2]. Let us consider (for simplicity) the case n = 1,
and the 4-periodization function
m3() =
1∑
k=−1
(+ 4k)jm1(+ 4k)j2
 [−2;2](+ 4k): (5.2)
Since m3 is an odd function, we have
m3() =
1∑
k=1
k sin
(
k
2
)
: (5.3)
An explicit computation of the Fourier coecients k yields
k =

−2(−1)
k
k1 − L=2∑
l=1;l≠l0
a2l−1
1
1 − (2(2l− 1)=k)2

+
1
2k
ak=2 if k = 2(2l0 − 1)
−2(−1)
k
k1 − L=2∑
l=1
a2l−1
1
1 − (2(2l− 1)=k)2
 otherwise:
(5.4)
As in the case of the Hilbert transform, the behavior of the
Fourier coecients is governed by the number of vanishing
moments of the wavelet. Using Lemma IX.2 and the Taylor
series expansion of k for k > 2(2L− 1), we estimate k as
k = −2(−1)kk−L−1
L=2∑
l=1
a2l−1
(2(2l− 1))L
1 − (2(2l− 1)=k)2
= O(k−L−1): (5.5)
For a given precision, the series (5.5) may be truncated. As
an example, we provide in Table 4 coecients k for the
autocorrelation of the Daubechies wavelet with 4, 5, and 6
vanishing moments. The shape of lter m3 in the Fourier
domain is shown in Fig. 3.
V.2. Second-Order Derivative
For the second-order derivative we have to consider the
Fourier expansion of m4(), the 4-periodization of
−2jm1()j2[−2;2](): (5.6)
Since m4() is even, we have
m4() =
1∑
k=0
k cos
(
k
2
)
; (5.7)
where
0 = −2
2
3
+
∑ a2l−1
2l− 1
k = −8(−1)
k
k2
+ (−1)k

∑
l≠l0
a2l−1
(
1
(2l− 1 − k=2)2 +
1
(2l− 1 + k=2)2
)
+ a2l0−1
(
4(−1)k
k2
+
22
3
)
if k = 2(2l0 − 1)
= −8(−1)
k
k2
+ (−1)k

∑
a2l−1
(
1
(2l− 1 − k=2)2 +
1
(2l− 1 + k=2)2
)
elsewhere. (5.8)
The derivation of (5.8) is straightforward and is similar
to that of (5.5). The graph of −m4() together with that of
2, is shown in Fig. 4.
V.3. Derivative of the Hilbert Transform
The symbol of the composition of the Hilbert transform
and dierentiation is () = −ijj and this operator appears
prominently in the inversion of the Radon transform on the
plane, e.g., in X-ray tomography. Setting
m5() = ()jm1()j2[−2;2]()
= −i
1∑
0
k cos
(
k
2
)
; (5.9)
the evaluation of the Fourier coecient yields
0 =

2
4k = 0
2(2k−1) = −2 a2k−1
2k−1 = − 1

[(
2
2k− 1
)2
−
∑
a2l−1
(2l− 1)2 + ((2k− 1)=2)2
((2l− 1)2 − ((2k− 1)=2)2)2
]
:
(5.10)
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TABLE 4
Approximate Coecients k in (5.5) for the Derivative of the Autocorrelation Wavelets with 4, 5, and 6 Vanishing Moments
n L = 8 L = 10 L = 12
1 2:784770784770785 2:793392366147784 2:799175787195709
2 −0:67291259765625 −0:6661834716796875 −0:6615571975708008
3 −0:819050230814937 −0:842451665981078 −0:858413908073351
4 0:3888888888888888 0:4090909090909091 0:4230769230769232
5 −0:3810738968633705 −0:4129362628218463 −0:4354273446748881
6 0:08673095703125 0:0863571166992188 0:0855073928833008
7 0:1838684191625368 0:2166304283951343 0:2410324766511379
8 −0:0883838383838384 −0:1101398601398601 −0:1269230769230769
9 0:0828431514920371 0:1104562019893828 0:1326570763346433
10 −0:02213134765624998 −0:02583160400390625 −0:02801492214202881
11 −0:03276200923259743 −0:05229010340572205 −0:06972013787429609
12 0:0135975135975136 0:02447552447552448 0:034841628959276
13 −0:01062078865282526 −0:02220087434526055 −0:03411181962890829
14 0:003513881138392858 0:006190844944545201 0:00838465350014823
15 0:002485393803852205 0:00813401608533453 0:015200246275297
16 −0:0006798756798756801 −0:003239407651172366 −0:006876637294593952
17 0:0002619928889691353 0:002425305600742754 0:006019732875689713
18 −0:0001186794704861111 −0:00081475575764974 −0:001737650235493968
19 0:00005945918191033914 −0:0005206695929446174 −0:002048813682806388
20 −0:00003199414964121239 0:000136961116283008 0:0007859014050964675
21 0:0001817909841825415 −0:00005034211869672657 −0:000566641522074894
22 −0:00001078904277146913 0:00002184781161221591 0:0001923626119440171
23 6:637629002919957  10−6 −0:00001049069169242624 0:0001128332173139814
24 −4:209756531740421  10−6 5:412544112237683  10−6 −0:00002847468859045373
25 2:740848684599229  10−6 −2:95028230500094  10−6 0:00001012721018176066
26 −1:825838007469143  10−6 1:680600893253589  10−6 −4:236514751727765  10−6
27 1:241182659087006  10−6 −9:92946127263026  10−7 1:961575206504767  10−6
28 −8:59133986072117  10−7 6:051291554033864  10−7 −9:76275037383496  10−7
29 6:044373602704397  10−7 −3:787963341003061  10−7 5:135502120568286  10−7
30 −4:31561710856343  10−7 2:427534623539174  10−7 −2:824343167784349  10−7
The graph of im5(), together with that of jj, is shown
in Fig. 5.
V.4. Fractional Derivatives
Contrary to what the name suggests, it is better to view
fractional derivatives as integral operators since they are
nonlocal in a way similar to the Hilbert transform. This
nonlocal behavior is manifested in the Fourier domain by
FIG. 3. Approximate lter −m4() and the symbol 2 for the second
derivative of the autocorrelation of the Daubechies wavelet with 5 vanish-
ing moments.
the action of the operator that breaks the function at
 = 0. However, in the wavelet representations such oper-
ators are approximately local if applied to functions which
do not have projections on the coarsest subspace. In partic-
ular, band-limited signals are an example of such class of
functions. The projection on the coarsest subspace has to be
treated separately (if necessary) and requires very few oper-
ations since the function is represented by a small number
of samples.
FIG. 4. Approximate lter m4()and the symbol 2 for the second
derivative of the autocorrelation of the Daubechies wavelet with 5 vanish-
ing moments.
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FIG. 5. Approximate lter im5() in (5.10) and the symbol jj for
autocorrelation of the Daubechies wavelet with 5 vanishing moments.
Using the denition of fractional derivatives
(@xf)(x) =
∫ +1
−1
(x− y)−−1+
Γ(−) f(y)dy; (5.11)
where  ≠ 1; 2 : : : (if  < 0, then (5.11) denes fractional
anti-derivatives), we nd its representation in the Fourier
domain as
a() = e−i=2+ + ei=2−; (5.12)
where a+ =  for  > 0 and is zero otherwise, and − =
jj for  < 0 and is zero otherwise. Since
@xΨjk = 2−j(@xΨ)jk; (5.13)
it is sucient to evaluate the operator on the function Ψ.
We have, as before,
m6() =
1∑
k=−1
a(+ 4k)jm1(+ 4k)j2
 [−2;2](+ 4k): (5.14)
The Fourier coecients of m6() are given by
γl =
1
4
∫ 2
−2
a()jm1()j2e−il=2d
=
1
2
Re
∫ 2
0
jm1()j2e−i=2e−il=2d: (5.15)
Setting
uk =
1
4
∫ 2
0
 cos
(
k+ 
2
)
d; (5.16)
we obtain
γl = u

l − 12
∑
k
a2k−1(ul+2(2k−1) + u

l−2(2k−1)): (5.17)
Again, the decay of the γl coecients is governed by the
regularity of m6. Since the 2-periodic function jm1()j2
vanishes at  = 0 and  = 2 together with its derivatives
of order up to L − 1, one directly obtains the asymptotics
of γl,
γl = O(l−L−1): (5.18)
As an example, we display in Fig. 6 the derivative of order
 = 12 using the autocorrelation of Daubechies’ wavelets
with 6 vanishing moments. We note that m6() is complex
valued.
V.5. Integration Operators
Let us now consider integration operator with symbol
() =
1
i
: (5.19)
The same procedure as before yields
m7() =
1
i
jm1()j2 =
∑
k
k sin
(
k
2
)
: (5.20)
For the coecients k, we obtain
k =
−i
2
(
Si(k) − 1
2
∑
l
a2l−1[Si((k+ 2(2l− 1)))
− Si((k− 2(2l− 1)))]
)
; (5.21)
where
Si(x) =
∫ x
0
sin(y)
y
dy:
The graph of im7(), together with that of 1=, is shown
in Fig. 7.
VI. THE HILBERT TRANSFORM OF SIGNALS
We now turn to signal processing problems. The purpose
of this section is to illustrate one of the applications of our
method for computing the Hilbert transform of a signal.
As we shall see, it is interesting to work in a context in
which the scaling function has vanishing moments, since
the samples of the signal may then be identied (within
a certain accuracy) with the coecients of its projection
onto some Vj space.2 For this reason we shall use au-
tocorrelation wavelets (other choices such as high-order
2An alternative would be to use spline wavelets and the associated La-
grange interpolation to obtain the connection between approximation co-
ecients and samples, or to use the more general algorithms developed
in [8].
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FIG. 6. Modulus of the approximation lter m6() in (5.14) for the
derivative of order 12 of the Hilbert transform of autocorrelation of Dau-
bechies’ wavelet with 6 vanishing moments (dashed line, 1=2).
Battle-Lemari·e wavelets or Coiflets, whose scaling func-
tion also possess vanishing moments, would do the job as
well). The autocorrelation wavelets also oer an advantage
of a trivial reconstruction formula (simple summation of
wavelet coecients over scales, see Eq. (9.31) in the Ap-
pendix, the price to pay being an O(N log(N)) complexity).
VI.1. Bandpass Signals
Let f 2 Cr(R); r > L, and assume also that Hf 2 Cr0 (R),
with r0 > L. Then, according to (9.31), we have the wavelet
decompositions (we refer to (9.28) and (9.29) in the Ap-
pendix for the description of our notation)
f(k) = Sj0f(k) +O(2
j0(L−1)) (6.1)
= SJf(k) +
J∑
j=j0+1
Tjf(k) +O(2j0(L−1)) (6.2)
H(k) = Sj0 [Hf](k) +O(2j0(L−1)) (6.3)
= SJ[Hf](k)
+
J∑
j=j0+1
Tj[Hf](k) +O(2j0(L−1)): (6.4)
But the Hilbert transform is anti-self-adjoint,
Tj[Hf](k) = hHf;  jki = −hf; [H ]jki; (6.5)
so that for −j0 large enough we have
[Hf](k)  SJ[Hf](k) +
J∑
j=j0+1
Wjf(k); (6.6)
where Wjf is dened in (4.4). We then obtain the following
Theorem VI.1. Let f 2 Cr(R) be such that Hf 2
Cr
0
(R), with r; r0 > L. Then
[Hf](n) = SJ[Hf](n) +
∑
Wjf(n) +O((1 + 2)−L):
(6.7)
Therefore, as long as for a suciently sparse scale J
the low-pass component SJf(k) of a signal f(k) can be ne-
glected, the algorithm in (6.7) provides a good approxima-
tion of the Hilbert transform of f.
Remark. The above is an O(N logN) algorithm, because
we used a redundant (without subsampling) version of
wavelet decomposition algorithm. The same algorithm with
subsampling requires O(N) operations, as shown in the rst
part of the paper.
VI.2. Examples
Speech signal (or at least voiced speech) is an example of
signals that may be modeled as superpositions of amplitude-
and frequency-modulated components (see e.g. [15, 13]).
Although wavelet decompositions do not seem optimal for
applying the analysis we have in mind to speech, let us
consider it as an illustration.
In Fig. 8 we show a half a second example of sound
/one two/ sampled at 8 kHz. In Figs. 9 and 10 we show
the bandpass component of the signal
∑
j Tjf(n) and the
corresponding approximate Hilbert transform
∑
j Wjf(n),
respectively. Figure 11 is a zoom of Figs. 9 and 10 in which
the real and imaginary parts of the reconstructed analytic
signal,
Zf(n) =
∑
j
(Tjf(n) + iWjf(n)); (6.8)
are represented. Finally, in Fig. 12 we show the squared
modulus jZf(n)j2, i.e., the square of the instantaneous am-
plitude of the signal (in the sense of Ville [23]). Notice that
the instantaneous amplitude still has a lot of oscillations
characteristic of the presence of many additive components
in the signal within the considered frequency band.
FIG. 7. Approximate lter im7() in (5.20) and the symbol 1= for the
primitive of the autocorrelation of the Daubechies wavelet with 5 vanishing
moments.
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FIG. 8. An example of sound /one two/ sampled at 8 kHz.
VII. ON THE REPRESENTATION OF SIGNALS
BY LOCAL PHASES AND AMPLITUDES
It is well known that an arbitrary continuous-time signal
may be represented (e.g., using the method described in
the previous section) in terms of its local phase or its phase
derivative, the instantaneous frequency, and local amplitude
(following the pioneering work of Ville [23]).
More precisely, writing
Zf(x) = f(x) + i[Hf](x); (7.9)
we obtain an analytic function (the so-called analytic signal)
which may be associated with the so-called canonical pair,
Af(x) = jZf(x)j instantaneous amplitude;
!f(x) = argZf(x) instantaneous phase: (7.10)
The instantaneous frequency is then dened as
f(x) =
1
2
!0f(x): (7.11)
The purpose of such representation is to obtain the local
phase and amplitude in the hope that they are much less os-
cillatory that the original signal (and then more easily com-
pressible if the target application is compression). More-
over, in such a case, the instantaneous amplitude and fre-
quency are often intimately connected with physical quan-
tities.
In general, however, the instantaneous frequency and am-
plitude may be as complicated as the signal itself. This is
FIG. 9. Real part of the reconstructed signal in (6.8).
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FIG. 10. Imaginary part of the reconstructed signal in (6.8).
particular clear in the example shown in the previous section
(see Fig. 12), where the global amplitude of the considered
speech signal has fast oscillations.
An explanation of this fact is as follows. In the speech
signal, a given phoneme may often be modeled as a su-
perposition of short chirps, each having its own instanta-
neous frequency. It is then clear that there is no natural
way of assigning a unique instantaneous frequency to such
a phoneme, since the instantaneous frequency oscillates fast
due to the interferences between chirps. An adequate de-
scription of the speech signal thus has to take into account
this multicomponent character of the signal.
It is natural to expect that by splitting the frequency band,
the amplitudes of the subbands will have slower oscilla-
tions, so that the representation of the subbands in terms
of local phase and amplitude becomes useful. Moreover, if
the considered subband contains one and only one of the
chirps of the phoneme, approximations (see for instance [7,
4]) show that analytic signal provides a good approximation
of the behavior of the component.
It turns out that in the discrete case such representation is
quite easy to obtain from our approximate Hilbert transform
algorithm. Indeed, the main aspect of our approach is to
derive approximate expressions for the Hilbert transform
FIG. 11. Zoom of real and imaginary parts of the reconstructed signal in (6.8).
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FIG. 12. Modulus of the reconstructed signal in (6.8).
of the wavelet Ψ(x), together with a fast algorithm for the
computation of the corresponding coecients.
As a by-product, our method yields a decomposition of
bandpass signals as
f(n) = Re
∑
j
Zjf(n); (7.12)
where
Zjf(n) = Tjf(n) + iWjf(n) (7.13)
may be thought of as a discrete analytic subband of the
signal. Again, it is easy to obtain from such analytic sub-
bands the local amplitudes and frequencies,
Ajf(n) = jZjf(n)j;
jf(n) =
1
2
(
Tjf(n)Wjf0(n) − Tjf0(n)Wjf(n)
Ajf(n)2
)
: (7.14)
Expressions (7.13) and (7.14) are discrete approximations of
the continuous expression for the instantaneous frequency
of an analytic signal. In particular, it involves the derivatives
of Tjf and Wjf which may be evaluated using the repre-
sentation of the derivative in bases of compactly supported
wavelets derived in [2].
As an example in Fig. 13, we illustrate the representa-
tion of the scale decomposition of the speech signal /one
two/ sampled at 8 kHz. Plots represent coecients Tjf(n)
and the corresponding local amplitudes Ajf(n), respectively.
In computations, we used autocorrelations of Daubechies’
wavelet with 9 vanishing moments. It turns out that each
one of the Tjf signals has a much simpler structure than
the original signal itself, so that its local amplitude is a
much more natural object than the global one. It is reason-
able to expect that this method could be used as a method
for compression (a nonlinear compression scheme). Indeed,
the local amplitudes and frequencies being slowly varying,
are easier to compress. We also see a potential for feature
extraction (for example speaker identication in speech pro-
cessing, along the lines of [13]).
Let us stress that the results of this paper may be general-
ized to wavelet packet decompositions (see e.g. [24]), where
the wavelet basis appears as a particular case of a fam-
ily (library) of orthonormal basis decompositions generated
from a pair of quadrature mirror lters. For this purpose we
have a triplet of lters m0(); m1(); m2() from which we
may generate all wavelet packets and their (approximate)
Hilbert transform. This permits us to look for the decom-
position that is optimal in terms of information cost (within
the above-mentioned nonlinear compression scheme) for a
given signal. We plan to address this problem elsewhere.
VIII. CONCLUSIONS
We have described here a method for approximating the
action of a class of operators on wavelets and obtained sev-
eral fast eective algorithms for the numerical evaluation of
such operators in the form of lter banks. Such algorithms
are easy to implement in both software and hardware. The
operators under consideration are essentially convolution
operators, i.e., operators characterized by a multiplyer in
the Fourier domain, and we described a possible extension
to some classes of speudodierential operators. Our method
has to be thought of as an alternative to the NS-form ap-
proach in [3]. Indeed, we demonstrate that we obtain the
same results with comparable accuracy.
Our construction is illustrated using the autocorrelation
wavelets described in [20], but may be applied to any
wavelet decomposition associated with quadrature mirror
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lters with several vanishing moments. It is worth noting
that the underlying approximation are quite close to those
made in [18] for nding approximate fast wavelet transform
algorithms.
In the case of the Hilbert transform, the results of Section
VII clearly indicate that the representation of signals by lo-
cal amplitude and phase is in general not appropriate, since
it yields a fast oscillating amplitude (and frequency). How-
ever, it appears likely that this diculty may be avoided
by associating amplitude and phase to the subbands of the
signal. Such method may be developed in the framework
of our approach, which we plan to address separately in
regards to speech processing applications.
IX. APPENDIX: WAVELET BASES AND
MULTIRESOLUTION ANALYSIS
IX.1. Multiresolution Analysis
Let us introduce our notation. We will work in the context
of multiresolution analysis [14] and [16],
    V2  V1  V0  V−1  V−2      L2R; (9.1)
with the scaling function (x) and wavelet  (x), and dene
subspaces Wj as orthogonal complements of Vj in Vj−1,
Vj−1 = Vj
⊕
Wj: (9.2)
FIG. 13. Scale decomposition of the /one two/ signal.
We set
 
j
k(x) = 2
−j=2 (2−jx− k)

j
k(x) = 2
−j=2(2−jx− k) (9.3)
and expand any f 2 L2(R) as
f(x) =
∑
j;k2Z
d
j
k 
j
k(x)
=
∑
k2Z
s
j0
k 
j0
k (x) +
∑
jàj0
∑
k2Z
d
j
k 
j
k(x); (9.4)
where
d
j
k = hf;  jki
s
j
k = hf; jki: (9.5)
As usual, there exist 2-periodic trigonometric polynomials
m0() and m1() such that
(2) = m0() ()
 (2) = m1() (); (9.6)
where  and  are the Fourier transforms of  and  , e.g.,
() =
∫
R
(x)e−ixd: (9.7)
Filters m0 and m1 satisfy the exact reconstruction condi-
tion"
jm0()j2 + jm1()j2 = 1: (9.8)
Let us denote by H = fhlgL−1l=0 and G = fglgL−1l=0 the associ-
ated quadrature mirror lters. A direct consequence of Eq.
(9.6) is the pyramidal algorithm for the computation of the
coecients
s
j
k =
∑
l
hls
j−1
2k−l
d
j
k =
∑
l
gls
j−1
2k−l; (9.9)
which requires O(N) operations and may be viewed as
a convolution followed by decimation (or downsampling).
The same lters are used in the reconstruction algorithm
(again an O(N) algorithm),
s
j
k =
∑
l
(h2l−ks
j+1
l + g2l−kd
j+1
l ); (9.10)
which may be viewed as upsampling followed by convolu-
tion.
In the signal processing part of the paper we use the
dyadic wavelet transform, a translation-invariant version of
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multiresolution decompositions. In such a case, one consid-
ers all the integral translates of the wavelet and the scaling
function, i.e.,
 jk(x) = 2−j=2 (2−j(x− k))
jk(x) = 2−j=2(2−j(x− k)): (9.11)
The corresponding coecients of f 2 L2(R) are denoted
by
djk = hf;  jki
sjk = hf; jki; (9.12)
and their numerical evaluation may be realized via an
O(N log(N)) algorithm similar to (9.9),
sjk =
∑
l
hlsj−1;k−2j−1l
djk =
∑
l
glsj−1;k−2j−1l: (9.13)
We denote by M the number of vanishing moments of
 (x), i.e.,∫
R
xm (x)dx = 0; m = 0; 1; : : : ;M− 1; (9.14)
and consider compactly supported wavelets and associated
quadrature mirror lters. The lter coecients G inherit the
vanishing moments from the wavelets, namely,∑
l
lmgl = 0; m = 0; 1; : : : ;M− 1: (9.15)
IX.2. Autocorrelation Shell
We also develop the algorithm for the Hilbert transform
in the context of the autocorrelation shell described in [20],
where the wavelet and scaling functions are autocorrela-
tions of the wavelet and scaling function associated with
Daubechies’ wavelets (see e.g. [6]).
Let m0() and m1() be the 2-periodic square-integrable
quadrature mirror lters associated with an orthonormal ba-
sis of compactly supported wavelets. Let us denote by  and
 the associated scaling function and wavelet, respectively.
Let (x) and Ψ(x) denote the autocorrelation functions of
(x) and  (x). Then we have
() =
1∏
j=1
jm0(2−j)j2 (9.16)
and
Ψ() =
∣∣∣∣m1 ( 2
)∣∣∣∣2  ( 2
)
: (9.17)
One can immediately see that
Lemma IX.1. Both (x) and Ψ(x) are interpolating func-
tions, i.e.,
(n) = Ψ(n) = n;0: (9.18)
Thus, we have for functions on the subspace spanned by
f(2jx− k)gk2Z,
f(x) =
∑
k
f(2−jk)(2jx− k): (9.19)
If fhkgL−1k=0 are the Fourier coecients of m0(), then one has
the two-scale dierence equations
(x) = (2x)
+
1
2
L=2∑
l=1
a2l−1[(2x− 2l+ 1) + (2x+ 2l− 1)]; (9.20)
Ψ(x) = (2x)
− 1
2
L=2∑
l=1
a2l−1[(2x− 2l+ 1) + (2x+ 2l− 1)]; (9.21)
where
ak = 2
L−1−k∑
l=0
hlhl+k: (9.22)
In the Fourier domain, we have
jm0()j2 = 12 +
1
2
L=2∑
k=1
a2k−1 cos(2k− 1); (9.23)
and
jm1()j2 = 12 −
1
2
L=2∑
k=1
a2k−1 cos(2k− 1): (9.24)
Clearly, Ψ()  L as  ! 0, so that Ψ(x) has L vanish-
ing moments. In addition, it is easy to see that the scaling
function also has vanishing moments,∫
xm(x)dx = 0; m = 1; : : : ; L − 1: (9.25)
We will need in the sequel the following properties of the
sequence fa2l−1g:
Lemma IX.2. (i)
∑L=2
1 a2l−1 = 1.
(ii)
∑L=2
1 (2l− 1)2ma2l−1 = 0; m = 1; : : : L=2 − 1.
Proof. Since the function Ψ(x) has L vanishing moments,
we have
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0 =
∫
Ψ(x)dx =
∫
(2x)dx− 1
2
L=2∑
1
a2l−1

∫
[(2x− 2l+ 1) + (2x+ 2l− 1)]dx; (9.26)
which implies the rst property. On the other hand, using
(9.25) for 2; 4; : : : ; 2m− 2; m < L=2, one has
0 =
∫
x2mΨ(x)dx
=
∫
x2m(2x)dx− 1
2
L=2∑
1
a2l−1

∫
x2m[(2x− 2l+ 1) + (2x+ 2l− 1)]dx
=
∫
x2m(2x)dx− 1
2
L=2∑
1
a2l−1

∫ [(
x+ l− 1
2
)2m
(2x)
+
(
x− l+ 1
2
)2m
(2x)
]
dx
= −
L=2∑
1
(
l− 1
2
)2m
a2l−1
∫
(2x)dx; (9.27)
which implies the second property.
If f 2 L2(R), we will denote by Tjf and Sjf the dyadic
wavelet transform of f and the scaling function transform
of f,
Sjf(x) = 2−j
∫
f(y)(2−j(y − x))dy; (9.28)
Tjf(x) = 2−j
∫
f(y)Ψ(2−j(y − x)) sdy: (9.29)
We have
Lemma IX.3. Let f 2 Cr(R) with r Æ L. Then Sjf(n) =
f(n) +O(2j(L−1)).
The two-scale dierence equations imply that the compu-
tation of the Sjf(n) and Tjf(n) coecients can be realized
through the pyramidal algorithm
Sjf(n) = Sj−1f(n) +
1
2
∑
l
a2l−1(Sj−1f(n− 2l+ 1)
+ Sj−1f(n+ 2l− 1))
Tjf(n) = Sj−1f(n) − 12
∑
l
a2l−1(Sj−1f(n− 2l+ 1)
+ Sj−1f(n+ 2l− 1)): (9.30)
Moreover, the perfect reconstruction formula (9.8) yields
the simple reconstruction formula from the autocorrelation
wavelet coecients
S0f(n) =
1∑
j=0
Tjf(n): (9.31)
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