Abstract-In this paper the author considers the problem of obtaining the probabilities of class labels for the clusters using spectral and spatial information from a given set of labeled patterns and their neighbors. A relationship is developed between class and cluster conditional densities in terms of probabilities of class labels for the clusters. Expressions are presented for updating the a posteriori probabilities of the classes of a pixel using information from its local neighborhood. Fixed-point iteration schemes are developed for obtaining the optimal probabilities of class labels for the clusters. These schemes utilize spatial information and also the probabilities of label imperfections. Furthermore, experimental results from the processing of remotely sensed multispectral scanner imagery data are presented.
I. INTRODUCTION
R ECENTLY, considerable interest has been shown in developing techniques for the classification of imagery data such as remote sensing data obtained using the multispectral scanner (MSS) on board the LANDSAT for inventorying natural resources, monitoring crop conditions, detecting mineral and oil deposits, etc. Usually, the inherent classes in the data are multimodal, and nonsupervised classification or clustering techniques [1] - [3] have been found to be effective [4] - [5] in the classification of imagery data. Clustering the data partitions the image into its inherent modes or clusters. Labeling the clusters is one of the crucial problems in the application of clustering techniques for the classification of imagery data.
Cluster labeling is similar to the problem of labeling the regions obtained by using segmentation algorithms in the development of scene understanding systems. The recent literature shows considerable interest in the use of relaxation labeling algorithms for labeling the segmented regions [6] - [8] . These algorithms use relational properties of the regions through compatibility coefficients. In cluster labeling, the relational properties of the clusters are either not available or not meaningful. For example, in aerospace agricultural imagery, the regions of interest are crops, nonagricultural areas, etc. These can be anywhere in the image. Hence, it is not meaningful to define relational properties for the clusters.
Most of the imagery data contain much spatial information, Manuscript received February 3, 1982 .
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and several researchers [91 - [12] have attempted to use spatial information in the classification of imagery data.
This paper documents an investigation of the problem of labeling the clusters using spectral and spatial information. It is assumed that the probability density functions and a priori probabilities of the clusters or modes are given. Let these respectively be p(X|Q2 = i) and 6 ; i = 1, 2, * * *, m, where m is the number of modes or clusters. It is also assumed that a set of labeled patterns Xj(j) with labels wi(i) = i and their neighboring patterns Yk(j)(k = 1, 2, * , 1; j = 1, 2, * , Ni and i = 1, 2,...*, C) are given, where C is the number of classes.
In remote sensing, the labels for the patterns are provided by an analyst interpreter (Al), who examines imagery films and uses other data such as historic information and crop calendar models. Very often the Al labels are imperfect. Recently, Chittineni [13] - [15] investigated techniques for the estimation of probabilities of label imperfections using imperfectly labeled and unlabeled patterns. It is assumed that the probabilities of label imperfections are available. Methods are developed in the paper for obtaining probabilities of class labels for the clusters using all the available information. This paper is organized as follows. In Section II, a relationship is developed between class conditional densities and cluster conditional densities in terms of probabilities of class labels for the clusters. Section III concerns the problem of obtaining probabilities of class labels for the clusters without using spatial information. Expressions are presented in Section IV for updating the a posteriori probabilities of the classes of a pixel using spectral and spatial information from its neighborhood. Section V deals with the problem of obtaining probabilities of class labels for the clusters using spectral and spatial information. Imperfections in the labels of the given pattern set are considered in Section VI. Section VII contains the experimental results in the processing of remotely sensed imagery data, and the concluding remarks are given in Section VIII.
In Appendix I, the problem of obtaining the probabilities of class labels for the clusters using information from a given set of labeled fields is considered. Contextual cluster labeling with the probability of correct labeling as a criterion is treated in Appendix II.
II. A RELATIONSHIP BETWEEN CLUSTER AND CLASS
CONDITIONAL DENSITIES In this section, a relationship is developed between cluster and class conditional densities. In general, the class conditional density functions are multimodal. Let C be the number of classes and m be the number of clusters. Let p(X Io = i) be the class conditional densities and p(X|I2 = i) be the mode or 0196-2892/83/0400-0145$01.00 © 1983 IEEE cluster conditional densities. Let P(cw = i) and P(Q = i) be the a priori probability of class i and the a priori probability of cluster i, respectively. The mixture density p(X) can be written in terms of class conditional densities as c p(X)= Z P(W=i)p(XIC=i).
The mixture density p(X) can also be written in terms of mode conditional densities as m p(X)= PE P =1) p(Xl = I)
The following assumption is made from comparing (1) and (2) .
1=1
Equation (3) can be rewritten as
1=1 where a1li = P(w = iIQ2 = 1) and is the probability that the label of mode 1 is class i. The probabilities ali satisfy the constraints given in (5).
al1>O; i= 1,2,*-,C and I= 1,2,* ,m c £ali = 1, 1 L 2,* *m.
i=l Equation ( 3) provides a relationship between class and cluster conditional densities in terms of probabilities of class labels for the clusters.
III. MAXIMUM LIKELIHOOD PROBABILISTIC CLUSTER LABELING
The section concerns the problem of obtaining the probabilities ali (the probabilities of class labels for the clusters). It is assumed that we are given a set of labeled patterns Xj(j) with class labels coi(j) = i;j = 1, 2, --, Ni and i = 1, 2, --*, C. It is also assumed that the a priori probabilities of the modes or clusters and mode conditional densities are given. Let 6i and p(XIQ2 = i) be the mode a priori probabilities and mode conditional densities, respectively. The criterion used in obtaining the probabilistic description of class labels for the clusters is the likelihood function. The likelihood of an occurrence of patterns Xj(j) with their labels coi(i) = i is given by Since li= j I,f p[Xi(j)] is independent of xi(j), for mathematical simplicity, dividing the above equation by it yields
Noting that the logarithm is a monotonic function of its argument and taking the logarithm of LI of (7) and using (4) yield the following:
The probabilities c1li satisfy the constraints given in (5). Closedform solutions for ali by maximizing L of (8) (11) in (8), a lower bound on the log likelihood function L can be obtained as
With the introduction of the Lagrangian multipliers, the probabilities ali that maximize the lower bound of (13) , subject to the constraints of (5), can be obtained as follows: (14) Niaei (15) This solution simply states that the probability of the ith class label for a given cluster 1 is the ratio of the sum of the a posteriori probabilities of cluster 1 given the labeled patterns from class i to the sum over all classes of the sum of a posteriori probabilities of cluster 1 The denominator of (18) can be written as
Similarly, from the numerator of (18), we obtain the a posteriori probabilities of the classes and spatial information is not used in obtaining ali. Most of the natural imagery is abundant in spatial information and can be used to obtain better estimates for ali. In this section, expressions are developed for updating the a posteriori probabilities of the classes of a picture element (pixel) using information from its local neighborhood. These expressions are used in Section V to obtain the probabilities of class labels for the clusters using both the spectral and spatial information.
Let the pixel under consideration be pixel 0. Its four neighbors in a two-dimensional local neighborhood are shown in The following a posteriori probabilities of the classes of a pixel 0 are obtained by using information from its local neighborhood.
where C is the number of classes. In the following, it is assumed a) that the probability density function of a pattern, given its label, is independent of other patterns and their labels and b) that the labels of the patterns are independent of the labels of their nonneighbors. In the following analysis, the pixels having a common side are considered as neighbors. (For example, in Fig. 1 , pixels 0 and 1 are neighbors, whereas pixels 1 and 2 are nonneighbors.) By repeatedly using assumption a), the following is obtained.
By repeatedly using assumption b), the second term in the summations of (20) can be written as follows:
Using (21) and (22) in (20) results in
From (18), (19) , and (23), we obtain
--*, 4, as their neighbors is given as
From (24) and (25), the log likelihood function can be written as
Closed-form solutions for the probabilities ati that maximize L of (27), subject to the constraints of (5), seem to be difficult. Optimization methods [16] - [18] such as the Davidon-FletcherPowell procedure can easily be used to obtain probabilities rIt (.
In (24), the spectral and spatial information from the neighbor- 
a,i that maximize L of (27), subject to the constraints of (5 [ 15] in estimating the probabilities of label imperfections and using these estimates to obtain the improved classification and to identify mislabeled patterns with a specified degree of confidence. This section pertains to the problem of probabilistic cluster labeling by taking into account the imperfections in the labels of the given labeled pattern set. Let co and c' be the perfect and imperfect labels, respectively, each of which takes values 1, 2, * *, C. The imperfections in the labels are described by the probabilities
where
To obtain a relationship between class conditional densities with and without imperfections in the labels, consider Given the probabilities of imperfections in the labels and proceeding similarly to (21) and (22) where it is assumed that p(XI' = i, =) =p(xlc = j).
Using the Bayes rule, from (32), we obtain
In the following, it is assumed that a set of labeled patterns Xj(j) with imperfect labels wc(j) = i and with the neighbors Yj.(j), , Yi4(j) as shown in Fig. 1 
Since the logarithm is a monotonic function of its argument, taking the logarithm of (35), using (39) in (35), and treating a priori probabilities of the imperfect labels as constant, the log likelihood function becomes
(42) Using (4) and (33) The numbers and locations of the segments, the number of pixels labeled, and the number of features or the number of channels used for each segment are listed in Table I . Several acquisitions were used for each segment. The Gaussian mode (cluster) conditional densities and a priori probabilities of the inherent modes in the data of each segment are obtained using a maximum likelihood clustering algorithm [3] , [19] . The number of clusters generated for each segment is listed in Table I . The theory developed in Sections III and V is applied in estimating the probabilities of class labels for the clusters of each segment using Al-labeled patterns and ground-truthlabeled patterns, both with and without the use of contextual information.
The proportion of class 1, the class of interest, is estimated for each segment using (17) for all the cases, and the estimates are listed in Table I . The proportion of class 1 of each segment based on true (ground truth (GT)) labels of all the pixels in the segment is listed in the last column of 
From Table I , it is seen that considerable improvement has been made in the proportion estimates with the use of contextual information if the labels are good.
The probabilities of label imperfections of Al labels or the ,B-matrix are estimated for each segment by comparing imperfect (Al) labels and perfect (ground-truth) labels. These are listed in Table II. From Tables I and II , it is observed that, In this paper, the problem of obtaining the probabilities of class labels for the clusters is considered. It is assumed that a set of labeled patterns Xi(j) with class labels xi(j) = i and their neighbors Yi') ( = 1, 2, , 4; j = 1, 2, Ni; and i = 1, 2, * -*, C) are given, where C is the number of classes. The probabilities of imperfections in the labels are assumed to be available. It is also assumed that the number of inherent modes in the data, mode conditional densities, and a priori probabilities of the modes are given. Expressions are developed for obtaining the probabilities of class labels for the clusters using all the available information. [20] and for developing maximum likelihood clustering algorithms [21] to fit the mixture of Gaussian density functions by taking the field structure of the data into account. These algorithms typically give the a priori probabilities and Gaussian cluster conditional densities for the inherent modes in the data. The situation is illustrated in the following figure (Fig. 2) .
It is the purpose of this appendix to consider the problem of obtaining the probabilities of class labels for the clusters using information from a given set of labeled fields. It is assumed that a set of labeled fields from each class is given. Let Fj(i), That is
It is also assumed that the probability density functions and a priori probabilities of the clusters are given. Let these be p(X|Q2 = i) and 6i, i= 1, 2, * * *, m, respectively, where m is the number of clusters. Assuming the fields are independent, the likelihood of occurrence of Xj(i) with their labels c1j(i) = i, but normalized, is given by
If X is a concatenated vector of spectral vectors in a field, similar to (4), we have m p(w = iIX) = alip (Q2 = lI|X).
1=1
Using (A3) in (A2), the log likelihood function can be written as
A filxed-point iteration equation for the probabilities of class labels for the clusters ali that maximize L of (A4), subject to the constraints of (5), can be written from (9) 
The sufficiency of the sequence [Xj(i), Sj(i)] implies that 
Using (A12) and (A13) in (A9) yields
61 {IrI 2 exp 2 tr (
(A14) can be used in (A5) and (A6) to obtain optimal probabilities of class labels for the clusters using information from a given set of labeled fields.
APPENDIX II CONTEXTUAL CLUSTER LABELING WITH THE CRITERION OF PROBABILITY OF CORRECT LABELING
The problem of obtaining the optimal probabilities of class labels for the clusters using the criterion of probability of correct labeling is formulated in this appendix. It is assumed that a set of patterns Xj(j) with imperfect labels w'(j) = i and with the neighbors Yj1(j), -, Y4(;) as shown in Fig. 1 , for j= 1, 2, -, Ni and i= 1, 2, , C, are given. The probabilities of label imperfections gji are assumed to be available. It is also assumed that the probability density functions and the a priori probabilities of the clusters are given. If a pattern X with the neighbors y1,-, y4 comes from class i, then for particular a priori probabilities and probability densities of the classes the probability with which it is correctly classified into class i is p(w = iIX, Yl ---, y4). Since logorithm is a monotomic function of its argument, the criterion of probability of correct labeling (PCL) may be defined as 
The probabilities otri that maximize Cr of (B7) and that are subject to the constraints of (5) * log E E arklklu P[2 = rI Y (k)] .
(B15) ,ki=l r=1
The following fixed-point iteration equations for obtaining optimal ari that maximize Cr of (B15), subject to the constraints of(5), can easily be obtained by introducing Lagrangian multipliers. That is atri(5ri + 62i) where 6 'i is given by (B17). It is noted that when there are no imperfections in the labels, (B19) is identical to (9) .
B. Experimental Results
This section presents some results from the processing of remotely sensed multispectral scanner imagery data. The objective of the processing is to estimate the proportion of class of interest through probabilistic cluster labeling. The class of interest is wheat and its proportion is estimated using (17) . The same labeled patterns and the cluster statistics of Section VII are used. The a priori probabilities of imperfectly labeled classes for use in (B12) are estimated as sample estimates. The a priori and the transition probabilities used in the local neighborhood of the given labeled patterns are given in (49). The results are listed in Table III. From Table III , it is seen that better proportion estimates are obtained by taking the imperfections in the labels into account.
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