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ABSTRACT 
The Effect of Reinforcer Type on the 
Resur g ence of Respondin g 
by 
Lori Light-Richter, Master of Science 
Utah State University, 1987 
Major Professor: 
Department: 
Dr. Carl Cheney 
Psycholo gy 
The purpose of the study Has to determine whether 
a previously reinforced response would resurge following 
the reinforcement and subsequent extinctio11 of a second 
response when the two responses were established 
using two different reinforcers, and when both responses 
had had equivalent training. Rats were trained to 
press either a lever or a key with either food or water 
V 
as the reinforcer. After this response had been extinguished, 
the alternative behavior was trained with the alternate 
reinforcer. Finally, this second behavior was extinguished. 
Little resurgence of the original response was noted for 
either subjects trained under same- or different-
reinforcer conditions. 
The Effect of Reinforcer Type on the 
Resurgence of Responding 
A recent study by Epstein ( 1983) demonstrated 
that when reinforcement for a response is discontinued, 
responses that have been previously reinforced under 
similar circumstances and then extinguished tend to 
recur. According to Epstein, this phenomenon, which 
he refers to as "resurgence", may potentially be useful 
in explaining moment-to-moment changes in behavior 
under conditions where responses are sometimes ineffective, 
for example in foraging, problem solving and responding 
on intermittent schedules of reinforcement. In general, 
the principle has appeared in the literature for 
a number of years (e.g., Estes, 1955; Sanders, 1937); 
however, the phenomenon has not been systematically 
investigated. 
It should be noted that a number of studies have 
focused on the effects of reinforcement of an alternative 
behavior during extinction on the rate of extinction 
and subsequent recovery of the original response (e.g., 
Rawson & Leitenberg, 1973; Rawson, Leitenberg, Mulick & 
Lefebvre, 1977; Leitenberg, Rawson & Mulick, 1975; Boe, 
1964; Lindblom & Jenkins, 1981). Research has shown 
that extinction procedures as well as punishment 
procedures may lead to faster and more effective 
suppression of responding when combined with reinforcement 
of alternative behaviors (B oe, 1964). However, when 
reinforcement of the alternative response is discontinued, 
the original response increases in frequency to the 
extent that there is no net reduction in total responses 
when compared to simple extinction procedures 
(Leitenberg, Rawson & Bath, 1970; Rawson & Leitenberg, 
1973). 
This recovery may occur because reinforcement 
of the new behavior results in reduced frequency of 
the original response, thereby preventing it from 
truly being extinguished (Rawson, et al., 1977). 
Epstein, however, showed that the previous behavior 
resurges even when reinforcement of the alternative 
response is introduced after extinction procedures 
have resulted in the cessation of responding. 
In Epstein's study, pecking on one of two keys 
was established with food as a reinforcer and then 
subjected to extinction procedures for one to twelve 
sessions. In a subsequent test session, an alternative 
response, incompatible with key-pecking, was reinforced 
20 times. Within this same session, reinforcement 
of the alternative response was withheld and pecking 
on the key that had been originally correlated with 
reinforcement resumed. 
The presence of the second key (which was seldom 
pecked either before or after the alternative behavior 
was reinforced) allowed for the distinction of resurgence 
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effects from the effects of frustration ( cf. Amsel, 
1958) or of increased variability in responding. 
While Epstein notes that resur g ence is a strong a nd 
consistent phenomenon, the conditiorts under which it 
occurs have not been delimited. The purpose of the 
present study was to examine some of these conditions. 
The current study differed from Epstein's in that 
the second behavior was trained more extensively. In 
Epstein's study the alternate behavior was reinforced 
only 20 times, while the original behavior was trained 
for 11 to 49 hour-long sessions. In the present study, 
subjects received comparable amounts of training for 
both responses. The current study addressed the 
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following question: Will a previously extinguished 
behavior resurge following the termination of reinforcement 
for a second behavior if the s econd behavior has been 
trained as extensi v ely as the first? In Epstein's 
study the reinforcer itself may have reinstated 
key-pecking because in the distant past the presentation 
of the reinforcer set the occasion for pecking. 
Reducing the discriminative properties of the reinforcer 
may affect the recurrence of the ori g inal response. 
Thus, the present work also addressed the followin g 
question: Will a previously extin guished behavior 
resurge following the termination of reinforcement 
for a second response if the two responses have been 
established using different reinforcers? 
Method 
Subjects 
Subjects were 8 experimentally naive male rats. 
Food-deprived subjects were maintained at approximately 
80 % of their free-feeding weight. Water-deprived 
subjects were given access to water for approximately 
12 minutes per day following training sessions. 
Apparatus 
An operant chamber enclosed in a sound-attenuating 
box was used. On one wall of the chamber were a lever 
and an unlighted key, 12 cm apart. The food and water 
dispenser was located between the lever and the key. 
An overhead white light was on throughout each session. 
A ventilation fan masked extraneous noises. Food 
reinforcement consisted of a single 40 mg pellet. 
Water reinforcement consisted of a 3-second presentation 
of water delivered through a hole in the floor of 
the dispenser area. A light in the dispenser area 
came on for 3 seconds during both water and food 
presentations. 
A Commodore VIC-20 microcomputer was used to 
schedule the delivery of reinforcers as well as to 
record responses during all phases. In addition, 
separate cumulative recorders were used to record 
both lever- and key-presses. 
Procedure 
The experiment consisted of four phases. Response A 
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was trained in Phase 1 and subjected to extinction 
procedures in Phase 2. Response B was trained in 
Phase 3 and subjected to extinction procedures in 
Phase 4. Phase 4 also constituted the test session 
during which resurgence was expected to occur. The 
two responses were lever-pressing and key-pressing. 
The appropriate response was hand-shaped at the 
beginning of each training phase. In the shaping 
procedure subjects were trained to press the key 
with their nose and the lever with their paw; however, 
responses during the traiuing phases were mechanically 
recorded without regard to the manner in which they 
were pressed. 
During Phases 1 and 3, reinforcers were provided 
according to a variable interval 1-minute schedule, for 
a total of 30 reinforcers daily. Training was continued 
until a steady rate of responding had been established 
as evidenced by the cumulative record. For all subjects 
both training phases were continued for 13 to 15 sessions. 
During Phase 2, reinforcement was withheld for at 
least seven consecutive JO-minute sessions and until 
responding had not occurred on either manipulandum 
for at least one session. For all subjects this 
phase consisted of 7 to 16 sessions. It was initially 
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planned that Phase 4 would consist of one or more JO-minute 
sessions. However, after running the first two subjects, it 
was decided that longer test sessions were necessary. 
Thus, subjects WFl and WF2 we re given three 30 -minute 
extinction sessions followed by a 1 1/2-hour ex tinction 
session during Phase 4, whereas all other subjects 
received one 3-hour extinction session in Phase 4. 
Subjects were assigned to one of four experimental 
conditions. Two subjects ( FF and WW) s erved to ascertain 
whether resurgence does indeed occur under the training 
conditions of the current experiment when both Response 
A and Response B have been established using the 
same reinforcer. This was demonstrated using both water 
(Subject WW) and food (Subject FF) as reinforcers. The 
remaining four subjects (FWl, FW2, WF1 and WF2) served 
to test whether resurgence would occur when different 
reinforcers had been used to establish each response. 
For Subject FF, food served as a reinforcer for 
lever-pressing during Phase 1 as well as for key-pressin g 
during Phase 2. For Subject WW, water served as a 
reinforcer for key-pressing during Phase 1 and for 
lever-pressing durin g Phase 2. 
For Subjects FWl and FW2, lever-pressin g was 
established with food as the reinforcer during Phase 1 
and key-pressing was established with water as the 
reinforcer during Phase 2. For Subjects WFl and WF2, 
these procedures were reversed. That is, key-pressir1g 
was established with water as the reinforcer during 
Phase 1 and lever-pressin g was established with food 
as the reinforcer during Phase 3. Table 1 summarizes 
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these procedures. 
Results 
It was expected that during the final extinction 
phase the most recently reinforced response would 
decrease while the response that had been reinforced 
in Phase 1 would increase or resurge. 
Little resurgence occurred in the present experiment. 
Subject WF1 made nine key presses during the first 
JO-minute extinction session and 16 in the second. 
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However, this subject had made as many as seven unreinforced 
key presses during the previous phase of the study. For 
all other subjects the number of responses made on the 
alternate manipulandum during Phase 4 did not exceed 
the number of responses made on that manipulandum 
during the previous training phase when only the other 
response was being reinforced. 
For example, Subject WW exhibited 20 key-presses 
during the first 30 minutes of the 3-hour extinction 
session. However, this subject had pressed the key 
as many as 34 times during a single session in Phase 
3 when reinforcement was presented only for lever 
pressing. Thus, extinguishing the recently reinforced 
response did not induce the previously extinguished 
response to resurge when either the same or different 
reinforcers were used during training. The data are 
presented graphically in figures 1 through 6. 
As an aside to the current experimental question, 
extinction sessions were further extended and either 
food or water was presented. These presentations 
were provided three to seven at a time at intervals 
of approximately 5 seconds and only after responding 
had not occurred on either manipulandum for at least 
10 minutes. After a delay of several seconds, Response B 
increased in frequency. After this responding had again 
dropped off, either food or water was or1ce again 
presented. Regardless of the deprivation state of 
the subject (i.e., food or water deprivation) either the 
presentation of food or water reliably initiated 
responding on response B, while responding on response 
A was negligible. Subsequent presentations generally 
were followed by fewer responses. 
Figure 7 shows a portion of the cumulative record 
for Subject FWl to demonstrate the procedures and 
results. Table 2 gives the number of responses 
following each food or water presentation for each 
subject. 
Discussion 
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The study was designed to allow for the investigation 
of the effects of the types of reinforcers per se, 
as well as to test for possible order effects. That 
is, since Epstein used food reinforcers only, Subject 
WW was studied to determine whether resurgence occurs 
when water has served as a reinforcer. Also, groups 
FW and WF were compared to determine whether the 
order in which the reinforcers are introduced as 
well as the order in which the responses are trained 
has an effect on resurgence. For example, perhaps the 
type of reinforcer affects the " s trength" of a response 
and consequently its likelihood to resurge. Alternately, 
one behavior may be more "natural" for the subject 
either for innate reasons or by its similarity to a 
previously learned behavior. The experiment was 
designed to identify possible variables requiring 
further systematic investigation and to guard against 
the possibility that these type of variables might 
obscure the results. 
The present experiment was at fault in that 
resurgence was expected to occur under at least 
some of the experimental conditions. However, the 
results of the experiment suggest that resurgence 
is not as robust a phenomenon as was anticipated in 
this laboratory. Apparently, either intensity of 
training of the second response or time elapsed since 
the original response was reinforced is an important 
variable affecting resurgence. Further research is 
required to separate the effects of these two factors. 
Also, schedule of reinforcement in each component 
may potentially be important in determining the extent 
of resurgence. In the current study, reinforcement 
was provided according to VI-1 minute schedules during 
both training phases. Because under an interval schedule 
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only one response is required for reinforcement, and 
because Response A continued at a low rate even during 
Phase 3 when no reinforcement was provided, Phase 3 
constituted an additional extinction condition for 
Response A. Had a ratio schedule been in effect 
such that a number of responses were required for 
reinforcement, extinction may not have been as complete 
and Response A may have been more likely to resurge. 
Reinforcement schedule is therefore an additional 
factor to be examined in future research. 
The recurrence of Response B following the 
delivery of free reinforcers in the present study 
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suggests that perhaps it was the discriminative properties 
of the reinforcer that reinstated responding in Epstein's 
study rather than the reinforcement and extinction 
of an alternative response. 
to test this hypothesis. 
Further research is needed 
While resurgence may be an important phenomenon, 
the conditions under which it occurs are complex and 
have yet to be elucidated. If the conditions under 
which resurgence occurs can be understood, then the 
understanding of complex behavioral repertoires may 
be vastly improved. 
--,----------------------------------- -- - - -· ----··--
References 
Amsel, A. (1958). The role of frustrative nonreward 
in concontinuous reward situations. Psychological 
Bulletin, 2..2., 102-119. 
Boe, E.E. (1964). Extinction as a function of intensity 
of punishment, amount of training, and reinforcement 
of a competing response. Canadian Journal of 
Psychology, -1.§_, 328 -342. 
Epstein, R. (1983). Resurgence of previously reinforced 
behavior during extinction. Behaviour Analysis 
Letter, 1, 391-397. 
Estes, W.K. (1955). Statistical theory of spontaneous 
recovery and regression. Psychological Review, 
62, 145-154. 
Lindblom, L.L. & Jenkins, H.M. (1981). Responses 
eliminated by noncontingent or negatively contin g ent 
reinforcement recover in extinction. Journal of 
Experimental Psychology: Animal Behavior Processes, 
1.., 175-190. 
Leitenberg, H., Rawson, R.A. & Bath, K. (1970). 
11 
Reinforcement of competin g behavior during extinction. 
Science, 169, 301-303. 
Leitenberg, H., Rawson, R.A., & Mulick, J.A. (1975). 
Extinction and reinforcement of alternative 
behavior. Journal of Comparative and Physiological 
Psychology,~, 640-652. 
12 
Rawson, R.A. & Leitenber g , H. ( 1973). Reinforced 
alternative behavior during punishl7!ent and extinction 
with rats. Journal of Comparative and Physiological 
Psychology, .§2, 593-600. 
Rawson, R.A., Leitenber g , H., Mulick, J.A. & Lefebvre, M.F. 
(1977). Recovery of extinction responding in rats 
followin g discontinuation of ~einforcement of 
alternative behavior: A test of two explanations. 
Animal Learning and Behavior, 2, 415-420. 
Sanders, J.M. ( 1937). An experimental demonstration of 
regression in the rat. Journal of Experimental 
Psychology, l1:_, 493-510. 
13 
Table 1 
Experimental Design. 
SUBJECT PHASE 1 PHASE 2 PHASE 3 PHASE 4 
FWl and VI 1- min. Ext. VI 1-min. Ext. 
FW2 Food dep. Food dep. Hater dep. Hater dep. 
Food rf. Water rf. 
Lever Key 
WF1 and VI 1-rnin. Ext. VI 1-min. Ext. 
WF2 Water dep. Water dep. Food dep. Food dep. 
Water rf. Food rf. 
Key Lever 
FF VI 1-min. Ext. VI 1-min. Ext. 
Food dep. Food dep. Food dep. Food dep. 
Food rf. Food rf. 
Lever Key 
W'i.J VI 1-min. Ext. VI 1- rnin. Ext. 
Water dep. Water dep. Water dep. Water dep. 
Water rf. Water rf. 
Key Lever 
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Table 2 
Number and ty:ee of free reinforcers and resulting 
number of res:eonses. 
SUBJECT NUMBER & TYPE OF RESPONSE RESPONSE 
FREE REINFORCERS A B 
WF1 6 Water 0 1 
3 Food 0 1 
7 Food 0 8 
5 Food 0 0 
WF2 6 Food 0 34 
7 Water 2 10 
FW1 5 Water 0 223 
4 Food 0 45 
6 Food 0 12 
6 Water 0 0 
FW2 6 Food 0 22 
6 Water 0 8 
5 Water 0 17 
FF 6 Food 1 344 
5 Water 6 26 
6 Food 0 28 
WW 6 Hater 9 132 
6 Water 0 4 
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