Fourth order eigenvalue problems with periodic and separated boundary conditions are considered. One of the separated boundary conditions depends linearly on the eigenvalue parameter λ. These problems can be represented by an operator polynomial L(λ) = λ 2 M -iαλK -A, where α > 0, M and K are self-adjoint operators.
Introduction
Higher order linear differential equations occur in applications with or without the eigenvalue parameter in the boundary conditions. Such problems are realized as operator polynomials, also called operator pencils. Higher order eigenvalue problems are experiencing slow but steady developments. Some recent developments of higher order problems whose eigenvalue boundary conditions may depend on the eigenvalue parameter, including asymptotics of the eigenvalues can be found in [-] .
The generalized Regge problem and the small transversal vibration of a homogeneous beam compressed or stretched problems have boundary conditions with partial first derivatives with respect to the time variable t. The self-adjoint sixth order problem [] , the self-adjoint higher order problems [] and the fourth order Birkhoff regular problems [] also have the same type of boundary conditions described above. The mathematical model of these problems leads to eigenvalue problems with the eigenvalue parameter λ occurring linearly in the boundary conditions. Such problems have an operator representation of the form
in the Hilbert space H = L  (I) ⊕ C k , where I is an interval, k is the number of eigenvalue dependent boundary conditions, M, K , and A are coefficient operators.
A classification of separated eigenvalue boundary conditions of nth order problems for which all the coefficient operators of the operator pencil (.) are self-adjoint is given in [] , Theorem ., while an equivalent classification for fourth order problems is given in [] . The boundary conditions investigated in [, ] are all separated. Möller and Pivovarchik [] give necessary and sufficient conditions for an operator to be self-adjoint in terms of the null and image spaces of matrices defined by any type of boundary conditions for a nth order differential equation.
In this paper we extend the work of [] , using the same fourth order differential equation (.), to a class of boundary conditions, where two boundary conditions are periodic or anti-periodic at the end points, the remaining two boundary conditions are separated, one of them depends linearly on the eigenvalue parameter λ. The genesis of this problem is the problem studied by Möller and Pivovarchik [] . In that problem the boundary condition that has dependence on the eigenvalue parameter has a specific meaning: that the hinge connection at the right end is subjected to a viscous friction α >  in the hinge. In keeping with the pattern of the boundary conditions of the operator studied in [], we confine our boundary conditions such that the two terms of the boundary condition that depends on the eigenvalue parameter are at one end point of the interval and the order of the derivative of the eigenvalue dependent part of this boundary condition is one less than the order of the eigenvalue independent part. We have associated to the problem under consideration the operator polynomial
where α > , while M and K are self-adjoint operators. We give necessary and sufficient conditions for the operator A to be self-adjoint. We give basic definitions and properties needed to conduct the study under investigation in Section . In Section  we prove that a particular fourth order periodic eigenvalue problem is self-adjoint using two different characterizations of self-adjoint operators. These characterizations are the Möller and Pivovarchik characterization for general boundary conditions [] and the Möller and Zinsou characterization for separated boundary conditions [, ] . In Section  we present, for the fourth order eigenvalue problems investigated in this paper, the two different characterizations of self-adjoint operators used in Section  as matrix equations. The Möller and Pivovarchik characterization is given by U  (N(U  )) = R(U * ), while the Möller and Zinsou characterization is
, where U  is a  ×  matrix, U  is a  ×  matrix, U is a  ×  matrix and W a  ×  matrix of rank . Finally, in Section  we consider a class of periodic eigenvalue problems consisting of two periodic boundary conditions and two separated boundary conditions, one of them depends on the eigenvalue parameter. We derive necessary and sufficient conditions for which the coefficient operator A is self-adjoint and we provide the structure of the boundary conditions using singular value decomposition.
Preliminaries
A Sobolev space is defined as
where a >  and m ∈ N.
Let n = k where k ∈ N. We consider an nth order differential expression of the form 
is called the maximal operator associated with the differential expression on [, a].
is recursively defined by
The quasi-derivatives depend on the differential expression (.). They are convenient for the formulation of the Lagrange identity when dealing with differential operators which have fairly general coefficients. Let 
holds on [, a] almost everywhere, where
and Green's formula
is valid, where
Finally define
Before stipulating a criterion of self-adjointness, we give a proposition which states conditions under which Z ∈ D(A * ), quoted from [], Proposition ...
Proposition . Assume that rank
, e is unique and
A criterion of self-adjointness as given by [], Theorem .., is quoted below.
Theorem . Assume that
rank U  U  = r + q.
Then A is self-adjoint if and only if
In addition to determining if A is self-adjoint, we use [], Theorem .., quoted below to conclude that A is bounded below. where ∈ R m×m and ∈ R n×n are orthogonal, and ∈ R n×n is diagonal,
Theorem . Assume that A is self-adjoint. Then A has a compact resolvent. Assume additionally that
where
A particular problem
The boundary value problem with a fourth order differential equation
together with the following boundary conditions:
, where a > , α > , and g ∈ C  [, a] initiates the study. The boundary conditions (.) and (.) are periodic, while the boundary conditions (.) and (.) are separated, the boundary condition (.) is also dependent on the eigenvalue parameter λ. We will establish an operator approach to this problem by defining operators A, K , and M, which are coefficients of the operator polynomial in the eigenvalue parameter; see (.) below. Then the eigenfunctions of the operator polynomial L given by
correspond to the non-trivial solutions of (.)-(.), where the operators A, K , and M are defined by
and 
The quasi-derivatives associated with (.) are
The number of eigenvalue independent boundary conditions as given by (.)-(.) corresponds with r = , leaving only one boundary condition dependent on the eigenvalue parameter meaning that q = . U  is a  ×  matrix and both U  and V are  ×  matrices given by
Then the operator A can also be defined in terms of these matrices as
similar to (.) and (.). We now specify the matrices J  , U  , and U as 
The first and third component of U Ŷ have quasi-derivatives of order zero and one. Hence their order given by m is less than k = , half the order of the differential equation and the second component has order three which is m =  ≥ k = . The component of U Ŷ has order one which is less than k. A does not have components of U Ŷ with quasi-derivatives that are greater than k and the condition on VŶ is irrelevant. Thus all the conditions of Theorem . are fulfilled and A is bounded below. 
An alternative criterion is used to show that (.)-(.) is self-adjoint. First, define
W = J  + U *  V -V * U  . (  .   )
Periodic and a single eigenvalue dependent boundary condition
Consider on the interval [, a], where a > , the differential equation (.) with boundary conditions
where the matrices U  , U  , and V are of the following form:
Consider a particular case where U  and V contain exactly one non-zero element such that the non-zero element of U  is in a different column to the non-zero element of V and the non-zero elements of U  are positioned such that the first column of (.) has linearly independent rows. The operator A in (.) is given by
We recall that the dimension of the domain of a linear map between two spaces is given by the sum of the dimension of the null space and the rank of this linear map. In addition, two finite dimensional spaces coincide if one space is contained in the other and their dimensions are equal. A vector space C  acted upon by these three matrices U  , U  , and V means that rank U  and rank V are given by
respectively.
Proposition . Let U  and V contain exactly one non-zero element such that the nonzero element in U  is in a different column to the non-zero element in V .
Let
Proof Let the non-zero element of V be at j = p and that of U  be at j = s, s = p. Then
, has exactly one non-zero element, u  s v p , at j = s, i = p. The position of the only non-zero element of V * U  is in row p and column s, thus U *
invertible with rank  and U *  V -V * U  has rank . Hence, the rank of W is at least . 
together with values of e and d as implied by (.) and (.), respectively, which we substitute into (.) to get
Hence rank W ≤ . By Proposition . rank W = , and hence all the inequalities in (.) are equalities and
Theorem . The following statements are equivalent:
Proof Suppose (i) holds. Then Corollary . implies (iii).
Let b = -Vu and c = U  u i.e.  = Vu + b and  = U  u -c and substitute (.) below. Then We then conclude that
and J  u =  implies u =  since J  is invertible. Hence (ii) follows. Suppose that (ii) holds. Then by Theorem . we have (i).
Further examples of self-adjoint operators with periodic and a single eigenvalue dependent boundary conditions
Keeping with the pattern of the boundary conditions of the operator studied in [], using the differential equation (.) and Theorem ., we identify the boundary conditions of the self-adjoint operators under investigation as follows: 
Then we consider U  and V where the non-zero elements are at u  , and v , , respectively, correspond to β  = , β  = , δ =  and  = . A matrix U  with such periodic boundary conditions is given by
The assumption of Theorem . is fulfilled since rank We find an unifying structure of boundary conditions that are periodic or anti-periodic at the end points of the interval and have an eigenvalue parameter dependence in one of them as described by Theorem .. The matrix U  defined below was decomposed into its singular values and orthogonal matrices in an effort to find a relationship in all the cases.
Define a matrix
All the U  that result from (.)-(.) and satisfy Theorem . are such that each U  column has at most one non-zero element and each of its rows has at least one non-zero element. 
