We propose a variational scheme for the construction of isentropic processes of the equations of adiabatic thermoelasticity with polyconvex internal energy. The scheme hinges on the embedding of the equations of adiabatic polyconvex thermoelasticity into a symmetrizable hyperbolic system. We establish existence of minimizers for an associated minimization theorem and construct measure-valued solutions that dissipate the total energy. We prove that the scheme converges when the limiting solution is smooth.
Introduction
We consider the system of adiabatic thermoelasticity,
describing the evolution of a thermomechanical process y(x, t), η(x, t) ∈ R 3 × R + with the spatial variable x ∈ R 3 and time t ∈ R + . A solution to (1.1) consists of the deformation gradient F = ∇y ∈ M 3×3 , the velocity v = ∂ t y ∈ R 3 and the specific entropy η. The first equation is a compatibility relation, the second describes the balance of linear momentum, while the fourth stands for the balance of energy. One appends to (1.1) the constraint
which guarantees that F is indeed a gradient. Note that (1.2) is propagated from the initial data to the solution via the equation (1.1) 1 , that is it is an involution. The remaining variables in (1.1) are the Piola-Kirchhoff stress Σ iα , the internal energy e, the referential heat flux Q α and the radiative heat supply r. For simplicity we have normalized the reference density ρ 0 = 1. The balance of entropy (1.1) 3 holds identically as an equality for strong solutions; by contrast, for weak solutions it is replaced by the Clausius-Duhem inequality [12, 28, 13] and serves as an admissibility criterion. The system is closed through constitutive relations which, for smooth processes, are consistent with the Clausius-Duhem inequality and describe the material response. For thermoelastic materials under adiabatic conditions the constitutive theory is determined from the thermodynamic potential of the internal energy e(F, η), via the relations e = e(F, η), Σ = ∂e ∂F , θ = ∂e ∂η (1.3) for the stress Σ and the temperature θ, respectively. We refer to [12, 28] for a detailed derivation of the theory of adiabatic thermoelastcity and its relation with more elaborate constitutive theories.
Our objective with this work is to construct a variational approximation scheme in the spirit of [14] , extending that analysis to the full system of adiabatic thermoelasticity (1.1) under a general class of constitutive laws. We adopt the hypothesis of polyconvexity which for thermoelasticity asserts that the free energy e(F, η) factorizes as e(F, η) =ê(Φ(F ), η), where Φ(F ) = (F, cofF, det F ) ∈ R 19 andê : R 19 × R + → R is a strictly convex function ∇ 2 (ξ,η)ê > 0. Comparing this definition with the one for the isothermal problem, it is evident that the properties of weak continuity or regularity of cofactors and determinants and their derivatives naturally follow from the isothermal regime. The polyconvexity assumption leads to reformulate system (1.1), (1.2) and write it instead in the variables v ∈ R 3 , ξ ∈ R 19 and η ∈ R regarding the vector Φ(F ) = (F, cofF, det F ) as a new independent variable. We do this in detail in section 2, and is a simple variant of the extension in the variables (v, ξ, θ), which can be found in [8] , as θ and η are connected via a Legendre transform. For the latter we refer the reader to [9, Appendix B] . The resulting augmented system is 19) and it is symmetrizable and hyperbolic, possessing a convex entropy. We work in the periodic domain T 3 (in space) and construct a discrete in time, variational approximation scheme. The scheme is implicit-explicit and decreases the energy. It depends on solving the following minimization problem: Given h > 0 and initial data U 0 = (v 0 , ξ 0 , η 0 ) ∈ (L 2 × (L p × L q × L ρ ) × L ℓ )(R 23 ), there exists a unique U = (v, ξ, η) ∈ (L 2 × (L p × L q × L ρ ) × L ℓ )(R 23 ) that minimizes the functional J(v, ξ, η) = |v − v 0 | 2 +ê(ξ, η) dx (1.4) over the weakly closed affine subspace of (v, ξ, η) ∈ L 2 × (L p × L q × L ρ ) × L ℓ such that
hold in the sense of distributions. The minimizer satisfies the Euler-Lagrange equations
and the solution operator S h : U 0 → U defined by the equations (1.5), (1.6) preserves the constraints (1.2) which guarantee that at each time-step j = 0, 1, 2 . . . the scheme produces iterations (v j , ξ j , η j ) where F j is a deformation gradient. Moreover, these iterations satisfy the balance of entropy as an identity while the energy equation holds as an inequality, those are relations (1.5) and (3.3) respectively.
As a result, we solve a variant of the isentropic problem and the emerging solution dissipates the total energy. On a mathematical side, we prove that the resulting variational approximation scheme gives rise to measure-valued solutions that dissipate (instead of conserving) the energy identity, see theorem 5. Our conclusion is similar in spirit with the findings of [6] concerning the compressible Euler equations in Eulerian coordinates. It is conceivable that using a different thermodynamic potential might lead to a variational scheme that balances the energy and increases the entropy, but this is at present an open problem.
We note that considering an energy inequality
in lieu of an energy balance equation has attracted some attention in the mechanics literature. The balance of energy holds for thermodynamic processes that obey the first law of thermodynamics in a strong sense: For cyclic processes the work is universally proportional to heat; this is Joule's relation. As an alternative, a weaker form of Joule's law holding as an inequality, leads to an energy inequality rather than the balanced equation [24, 26, 27] . A side note on the work of Fosdick and Serrin [18] yields that the assumption of a strong first law is not necessary for validating the classical statements of the second law of thermodynamics such as the Clausius-Duhem inequality and a weaker formulation, namely an energy inequality, suffices. We also refer the reader to Serrin [25] , where the author regards continuous media as thermodynamical systems and derives the energy equation and the Clausius-Duhem inequality based solely on suitable constitutive assumptions and the basic cyclic laws of thermodynamics; then assuming a weak first law, he proves the existence of the entropy and energy functions, validates the Clausius-Duhem inequality and derives an energy inequality. We organize this paper as follows: In section 2 we extend system (1.1),(1.2) into a symmetrizable, hyperbolic system, exploiting the polyconvex structure of the problem. In section 3 we give an outline of the variational scheme and its main properties (for analogous studies of the isothermal problem see for instance [14, 22] , while other related work includes [6, 31] ). We state and prove the minimization theorem 1 in section 4 and as a consequence of that, in lemma 3 we show that the scheme dissipates the energy which in turn, leads to the stability estimate (4.15) . In section 5 we prove our main result, that the variational scheme generates a dissipative measure-valued solution for isentropic processes in polyconvex thermoelasticity. Finally in section 6, we show convergence of the solution generated by the scheme, as the time step tends to zero, provided that the limit solution is smooth.
Preliminaries
2.1. Symmetrizable systems of conservation laws. Systems of conservation laws describing the evolution of a function U :
where A, f α : O ⊂ R n → R n , α = 1, . . . , d, are smooth functions describing fluxes, A(U ) is globally invertible (on the domain of definition O ∋ U ) and ∇A(U ) is nonsingular. The system (2.1) is endowed with an entropy -entropy flux pair η, q α : R n → R if any smooth solution U (x, t) ∈ C 1 of (2.1) satisfies the additional conservation law
Existence of an entropy pair η − q implies that there is a multiplier G :
In turn, these are respectively equivalent to
Suppose now that (2.1) is endowed with a smooth entropy pair η − q, that is for some multiplier G(U ) relations (2.4) are satisfied. We rewrite (2.1) for smooth solutions, in the form of an equivalent system with symmetric coefficients:
The hypothesis ∇G T ∇A > 0 guarantees that the system (2.1) is symmetrizable, it has real eigenvalues and is hyperbolic. Moreover, it induces a relative entropy identity and a notion of stability for the system [19, 10] . Using (2.2), it can be equivalently expressed in the form
For weak solutions the entropy pair η − q induces a notion of admissibility. The function U ∈ L 1 loc is an entropy weak solution if it satisfies (2.1) and the inequality
both in the sense of distributions.
Weaker notions for solutions have been employed in the literature associated with averaged forms of the system and the study of oscillations and concentrations. The notion of dissipative measure valued solution is intended to describe the equations satisfied by weak limits emerging out of suitable L p bounds (1 < p < ∞): A dissipative measure-valued solution (U, ν, γ) with concentration consists of a function U ∈ L ∞ ([0, T ]; L p (T d )), a Young measure ν = ν (x,t)∈T d ×[0,T ] and a non-negative Radon measure
. The solution that we construct here is analogous to the one just described, but an integrated averaged energy inequality with concentration substitutes (2.8) while the averaged law of entropy holds as an identity. This is due to structural properties of the problem and of the scheme. Finally, we note that uniqueness in this class of dissipative measure-valued solutions for smooth solutions of adiabatic polyconvex thermoelasticity was proven in [9] .
2.2. The augmented system of adiabatic polyconvex thermoelasticity. The system of adiabatic thermoelasticity consists of the equations (1.1), (1.2) with the constitutive relations (1.3). Various thermodynamic potentials can be employed to determine thermodynamic theories (see [7] ); here, we focus on a theory with prime variables (F, η) determined by the internal energy e(F, η).
The system (1.1) fits into the general theory of conservation laws in two ways: One perspective proceeds following the continuum mechanics derivation of the theory of thermoelasticity. For smooth processes, (y, η)(x, t), with v = y t , F = ∇y, is viewed as a solution of the equations (1.1) 1,2,4 , (1.2), depicting conservation of momentum and energy. Then (1.1) 3 stands for the conservation of entropy. It is an additional conservation law, and a consequence of the requirement of consistency of thermoelasticity with the Clausius-Duhem inequality [12] . Accordingly, when dealing with non-smooth processes (y, η)(x, t), equation (1.1) 3 is replaced by an inequality
intended as an admissibility criterion for weak solutions which motivates the concept of entropy solution widespread in the theory of conservation laws.
To fit this perspective into the general form of system (2.1), we set U = (F, v, η) A(U ) = F, v, 1 2 |v| 2 + e(F, η) and note that the condition θ = ∂e ∂η > 0 guarantees that A(U ) is invertible and ∇A(U ) is nonsingular. By construction of the theory, there is a multiplier G(U ) that leads to the entropy pairη(U )-q α (U ) witȟ
and thus the condition of symmetrizability (2.6) amounts to e(F, η) strictly convex and ∂e ∂η > 0. The requirement of convexity is too stringent to encompass a large class of materials and relaxing it, it is discussed below. Nevertheless, it should be noted that convexity of e(F, η) would suffice to apply the standard theory of conservation laws to (1.1). In that case the entropy admissibility inequality (2.7) would amount to the growth of the physical entropy (2.9).
A second way to fit (1.1) to the general theory of conservation laws amounts to view the process (y, η)(x, t), through v = y t , F = ∇y, as solving (1.1) 1.2.3 and (1.1) 4 as an additional conservation law. This is achieved by setting A(U ) = U = (F, v, η) and noting that the entropy -entropy flux paiř η(U ) = 1 2 |v| 2 + e(F, η)q α (U ) = −Σ iα v i satisfies (1.1) 4 . Again convexity of e(F, η) suffices to guarantee (2.6) and apply the standard theory of conservation laws to (1.1). In this case, the entropy inequality (2.7) would imply that a weak solution satisfies the energy inequality
An energy inequality contravenes the traditional view of the first law of thermodynamics, However, in the mechanics literature [18, 25, 26, 24, 27] the role of an energy inequality in the derivation of thermodynamics has been extensively studied, and it was notably established by Serrin [25] that, for a wide class of constitutive relations, postulating a weak form of the first law, it still leads to the existence of an energy and entropy function and is consistent with the second law in the form of the Clausius-Duhem inequality. Next, we turn to the assumptions on the internal energy e(F, η). The convexity of internal energy in η is intrinsic in the derivation of thermodynamics, see [11] , [17, Ch I]. If we impose that e(F, η) is convex and coercive for η > 0 :
and that the temperature is zero when the entropy is zero, namely θ(F, 0) = 0, then we have the implication
By contrast, for thermoelastic materials convexity of the stored energy with respect to F together with the requirement of frame indifference are in general incompatible with the hypothesis that the stored energy becomes infinite in the limit as det F → 0, which is in turn necessary to avoid interpenetration of matter [13, 28, 12] . To relax the requirement of convexity, the hypotheses of polyconvexity, quasiconvexity or rank-1 convexity are often employed; here, we take up the hypothesis of polyconvexity introduced by Ball [3] in the theory of elasticity and connected to the notion of null-Lagrangians [4] .
The hypothesis of polyconvexity is quite useful in dynamic elasticity [23, 14, 13, 30, 21, 15, 29, 16] ), as it leads to embedding the (isothermal) elasticity system to an augmented symmetric, hyperbolic system. It was recently realized that the system of adiabatic thermoelasticity can be extended into an augmented symmetric hyperbolic system [8] , and this property is employed here to construct a variational approximation scheme for (1.1).
To properly formulate the problem, we introduce a variant of polyconvexity, along the lines of [8, 9] , according to which the free energy e(F, η) factorizes
is the vector of null-Lagrangians. We requireê to be strictly convex with respect to the variables
We call the assumptions (2.12)-(2.13) polyconvexity in the non-isothermal context. Taking advantage of the null-Lagrangian structure and the polyconvexity condition, system (1.1) is embedded into an augmented symmetrizable system, see [8] , as follows: For d = 3, the cofactor matrix cofF ∈ M 3×3 and determinant det F ∈ R of F are defined as
The vector of null-Lagrangians Φ B (F ), B = 1, . . . , 19, satisfies the Euler-Lagrange equations
Combining (2.16) with (1.1) 1 allows us to write the equation
which induces two additional conservation laws (alongside with (1.1) 1 ) (cf. [23] )
Observe that because of (2.12), the stress tensor Σ, given by (1.3) 2 , can be written with respect to Φ(F ) :
The same holds for the temperature function θ since it can also be expressed as function ofê because the first nine components of Φ(F ) are the components of the matrix F. We then have
By virtue of the identities (2.19) and (2.20), the system of adiabatic thermoelasticity (1.1)-(1.3) can be expressed for smooth solutions in the form
subject to the constraint (1.2).
The system (2.21) may be written in terms of the extended variable ξ :
subject again to the constraint (1.2). The functionsê,θ andŜ are connected through the formulasŜ
23)
A computation as in (2.10) shows that ifê(ξ, η) is strictly convex, the system of conservation laws (2.22) 1,2,4 is symmetrizable and hyperbolic. This enlarged system has the following properties [8] :
In other words, we can regard (1.1) as a constrained evolution of the augmented problem (2.22). Furthermore, system (2.22) 1,2,4 is endowed with the additional conservation law of entropy (2.22) 3 for smooth solutions. To see this, we multiply (2.22) 1,2,4 by 
The discrete scheme
We consider a time-discretized variant of the system (2.22): Given (v 0 , ξ 0 , η 0 ) and h > 0, consider the discrete equations
We next give an outline of the main properties of the scheme, avoiding technical details that will be addressed in the following section. The iterates (v, ξ, η) are constructed as the unique solutions of the minimization problem
Note that the constraints are affine and are understood in the sense of distributions. Under hypothesis (2.13) the equations (3.1) 2 is the Euler-Lagrange equation for the minimization problem (3.2).
The second property is that the iterates will satisfy the discrete energy inequality
To deduce this property we use (2.13). We give a formal derivation of (3.3) here and defer the proof for section 4. Set
and define the relative (total) energy to be the quadratic part of the Taylor series expansion
Next, write
and using (3.1), (2.23) and the null-Lagrangian identity (2.16) the latter implies 1 h
Under the convexity assumption onê(ξ, η), we infer that I(v 0 , ξ 0 , η 0 |v, ξ, η) ≥ 0, and (3.6) yields (3.3). Given a time step of size h > 0, we split the interval [0, T ], T = N h, into subintervals of length h and construct the iterates at the time nodes jh, j = 0, 1, ..., N , by solving a timediscretized version of the system (2.22) in the extended variables. Given initial data
A notable feature of the scheme is that it decreases the energy, this is Lemma 3, and that in turn provides a uniform bound on the iterates thus rendering the scheme stable. We construct those iterates as follows: At the j-th step, the iterate is
Next we list the technical hypotheses required for the analysis. Throughout the text, we assumeê ∈ C 3 (R 19 × [0, ∞)) and impose the growth conditions
and
10) for some constant c > 0 and p ≥ 6, q, ρ ≥ 2, ℓ > 1, where we used the notation:
An example of a strictly convex function as in (2.13) also satisfying the above growth conditions isê (ξ, η) =ᾱ|F | 6 + |F | 2 +β|ζ| 3 + |ζ| 2 + w 2 +γη 2 , forᾱ,β,γ positive constants.
The minimization problem
In this section, we prove that the discretization scheme (3.1)-(3.3) can be solved for all h > 0 by a constrained minimization method which decreases the energy.
and assume the growth condition
Assuming further (3.10) for p > 2, the minimizer satisfies the Euler-Lagrange equation
Moreover, the condition (1.2) is preserved by the solution operator S h , which means that whenever F 0 is a gradient, then F is also a gradient. Therefore there exists a function
Proof.
Step 1: (Existence of a minimizer). Let inf C J(v, ξ, η) =: m and observe that by virtue of (3.8) there holds
Then U is also a minimizer:
is convex, thus it has to be identically zero. Sinceê is strictly convex we getv =ṽ andξ =ξ a.e. so thatŪ =Ũ a.e..
Step 3: (The Euler-Lagrange equation). Employing the notation δg to indicate the variation of the function g, we consider a smooth variation generated by the functions φ i : T 3 → R 3 (i = 1, 2, 3) :
by virtue of (4.3). Since (v, ξ, η) is a minimizer
Let us define
then using (4.5), the integrand becomes
To pass to the limit
we use the Dominated Convergence Theorem, for which we need to bound |J ǫ (v, ξ, η)| by an integrable function independent of ǫ. For, let ǫ ∈ [0, ǫ * ], for some value ǫ * fixed and p ′ = p p − 1 be the dual exponent of p then
Using Young's inequality we can bound the terms
for l = p−1 p−2 and l ′ = p − 1, so that growth condition (3.10) implies
and as a result
which yields the Euler-Lagrange equation (4.4).
Step 4: (On condition (1.2) ). Consider the solution operator S h : (v 0 , F 0 , ζ 0 , w 0 , η 0 ) → (v, F, ζ, w, η) defined by equations (3.1). We want to validate (1.2) given that the minimizer F = ∇y and vice versa. Indeed, (4.3) 1 implies that
and assume the field g(x, t) :
Then the identities
hold in the sense of distributions.
Proof. Fix time and let y as in (4.7), then consider the smooth convolution (in space)
. Similarly, define the convolution of g with the a smooth kernel: g ǫ := g ⋆ ψ ǫ so that g ǫ , ∂ α g ǫ ∈ C ∞ (T 3 ). Then
As the cofactor function (2.14) is bilinear in F and the determinant (2.15) trilinear (d = 3), we can obtain the bounds
Given (2.16) , it suffices to pass to the limit in the identities
to show (4.8). For (4.12), observe that p ′ = p p−1 ≤ 2 when p > 4. Therefore, g ǫ i → g i in L p ′ (T 3 ) and because of (4.10) the product F jβ g i ∈ L 1 . For the right hand side, due to F ǫ → F in L p (T 3 ) and ∂ α g ǫ → ∂ α g in L p (T 3 ), their product converges in L p/2 . For (4.13) we have that F ǫ jβ F ǫ kγ → F jβ F kγ in L p/2 this is exactly (4.11). Also, for p > 4, it follows p p−2 ≤ 2 which is the dual exponent of p/2 so that g ǫ → g in L p p−2 (T 3 ). As a result the product F jβ F kγ g i ∈ L 1 . Similarly, using (4.9) 2 and because p ≥ p 2 we deduce that ∂ α g ǫ → ∂ α g in L p/2 (T 3 ). Then given (4.11), in the limit F jβ F kγ ∂ α g i ∈ L p/4 . This shows that we can pass to the limit as ǫ → 0 and completes the proof. The next step is to prove that the scheme dissipates the energy. For this we needê(ξ, η) to be uniformly convex, which means there exists a constantĉ such that ∇ 2 (ξ,η)ê ≥ĉId.
and set I(U ) = I(v, ξ, η) given by (3.4) . If the mapping (ξ, η) →ê(ξ, η) is uniformly convex it holds
14)
for some numerical constant c. As a result, there exist constants C = C(U 0 , r) and E = E(U 0 ) such that Proof. We calculate
then using (3.1), (1.3) and the null-Lagrangian property (2.16) we further compute
Observe that the third equality holds as a result of lemma 2. To validate the last equality in the regularity class (L 2 ×L p,q,ρ ×L ℓ )(T 3 ), we infer that the functions ∂ê ∂ξ B (ξ, η)
and v i are weakly differentiable with
The first statement is due to the fact v i −v 0 i ∈ L 2 (T 3 ) and equation (3.1) 2 while the second comes from equation (3.1) 1 and in particular
This along with (4.18) 2 asserts that the product
and similarly, because of (4.18) 1 ,
Also, due to (4.18) 2 by Poincaré's inequality we get that
. This ensures the term
and validates computation (4.17). Now observe that I is uniformly convex and as a result
where c = min C {D 2 I(U )}. Therefore (4.16) and (4.17) yield the bound
and since the divergence term integrates to zero, we obtain (4.14). Finally, uniform bound (4.15) follows by simply rearranging the terms in (4.14) written for (v j , ξ j , η j ) and
(v j−1 , ξ j−1 , η j−1 ), that is
and summing in j.
As a corollary to Theorem 1 and Lemma 3 we can show that the minimizer also satisfies the energy inequality (3.3) in the sense of distributions.
Corollary 4. The minimizer constructed in Theorem 1 satisfies the energy inequality
. Proof. Notice that, using the notation of Lemma 3
this is (3.5). The last term in (4.20) is the quadratic part of the Taylor expansion. Inferring again that I(U 0 |U ) ≥ 0 because I(U ) is convex, we get the inequality
holding in the sense of distributions. Substituting from (3.4) and (4.17), we immediately obtain (4.19).
A dissipative measure-valued solution for polyconvex thermoelasticity
Let (v j , ξ j , η j ) on T 3 be the iterates constructed by solving the minimization problem, given (v 0 , ξ 0 , η 0 ), j = 0, 1, 2, . . . according to Theorem 1. Then F j are gradients if F 0 is a gradient and at each time step we construct a function y j : T 3 → R 3 such that ∂ α y j i = F j iα . Choosing y −1 by extrapolation, the iterates satisfy
To what follows we fix the notation:
We now state our main result. The rest of this section will serve as a proof to this theorem.
Theorem 5. Assume that, for some δ > 0,
and that the growth conditions (3.8), (3.9) and (3.10) are satisfied with exponents p ≥ 6, q ≥ 2, ρ > 1, ℓ > 1, (5.2)
In the limit h → 0, the variational scheme described in Sections 3 and 4 generates a dissipative measure-valued solution for adiabatic polyconvex thermoelasticity (2.22) consisting of a thermomechanical process (y(t, x), η(t, x)) :
3)
a parametrized family of probability measures ν = ν (x,t)∈Q∞ , with averages
, and a nonnegative Radon measure γ ∈ M + (Q ∞ ), satisfying the averaged equations
in the sense of distributions, together with the integrated form of the averaged energy equation,
holding for all ϕ ∈ C ∞ c [0, ∞), ϕ ≥ 0. We define (V h , Ξ h , H h ) to be the approximate solution constructed via piecewise linear interpolation of the iterates (v j (x), ξ j (x), η j (x)), j = 1, · · · , N :
We also define (v h , ξ h , η h ) to be the piecewise constant interpolation 
Subsequently, one can also write a piecewise linear approximation of the motion as follows
Note that a direct computation gives
as sequences in h > 0, our goal is to prove that in the limit as the time step h → 0, we can obtain a dissipative measure valued solution to adiabatic thermoelasticity. Lemma 3 and in particular bound (4.15) along with (3.8) imply the uniform bound on the iterates (v j , ξ j , η j ) : Therefore, up to a subsequence, they converge weakly- * in L ∞ loc ((L 2 × L p,q,ρ × L ℓ )(T 3 )). Additionally (5.11) also implies that the sequence {Y h } is bounded in W 1,∞ (L 2 (T 3 )) ∩ L ∞ (W 1,p (T 3 )) which in turn suggests that Y h converges weakly in H 1 loc ([0, ∞) × T 3 ) along subsequences and by Rellich's theorem converges strongly in L 2 .
In (5.5), the first equation holds in the classical weak sense. This is an immediate implication of the weak continuity of null-Lagrangians [3, Lemma 6.1] and [14, Lemmas 4, 5] according to which in the regularity class (5.3) and for exponents as in (5.2), cof∇y and det∇y are weakly continuous: Written explicitly as in (2.14), (2.15) (for d = 3), we have that if a sequence
then along a subsequence Lemma 3] . This result is valid under the regularity conditions (5.3) and for exponents: p ≥ 6, q, ρ ≥ 2, and it allows to take the limit
In addition, the geometric constraints (2.18) are stable under weak convergence
) in the so-called regularity framework [14, Lemma 4] . In turn, this allows us to pass to the limit in the transport identities
Moreover, if F h , Z h , W h are as in (5.7) and produced by the minimization scheme then we have the following convergence result on their time derivatives: Lemma 6. [14, Lemma 5] There holds:
in the sense of distibutions on Q ∞ . 
given by the mapping ν : Q ∞ ∋ (x, t) → ν (x,t) . This is a weakly− * essentially bounded, measurable map-we will be denoting this in short as L ∞ weak -representing weak limits of the form
where in (5.14) the notation ν, · stands for the average
We now need to verify that the weak limits of (V h , Ξ h , H h ) and (v h , ξ h , η h ) admit the same Young measure representation. One needs to append the additional assumption that the representable functions ψ are Lipschitz continuous satisfying the bound
for somep,q,ρ,l such thatp < p,q < q,ρ < ρ,l < ℓ and K := |v| 2 + |v| 2 + |F | p + |F | p + |ζ| q + |ζ| q + |w| ρ + |w| ρ + |η| ℓ + |η| ℓ + 1.
Observe that according to (4.15)
so one can obtain the bound:
and similarly we deduce
By virtue of (5.17), (5.18) and (5.19) , the right-hand side of (5.16) can be controlled
Therefore in the class of representable functions ψ as in (5.14) , (5.15) we have (5.20) and so we can conclude that for functions ψ of class (5.16) the weak limits admit the same Young measure representation namely
(5.21)
Remark 7. We now exploit the fact that, along the sequences
is always satisfied. This is due to the way we construct the minimization scheme, the constraint is inherited by the limit. We may think of the Young measure generated by the sequence {F h } h as a marginal of the measure ν. Recall that
, so its marginal ν F will be an element of the space 
We continue the proof by writing equations (4.3),(4.4) and (4.19) for the iterates (v j , ξ j , η j ) and (v j−1 , ξ j−1 , η j−1 ), namely
Observing that
we can rewrite (3.1), (3.3) in terms of the sequences
where (5.24) is a vector relation that splits into the following:
Finally the energy inequality becomes
. The derivation of (5.24), (5.25) and (5.26) from (3.1) by means of (5.23) is straightforward, nevertheless the derivation of (5.27) is not trivial and is a variant of retrieving (3.3) from (3.1). Let I(V h , Ξ h , η h ) as in (3.4) , then using (5.24), (5.25) and (5.26) we can calculate
Recalling definition (3.5) and (1.3) 3 we have that
so that using the convexity of I(·|·) we arrive at
This leads to (5.27) , which we can now rewrite for a test function depending solely on time, namely 0 ≤ ϕ(t) ∈ C ∞ c [0, ∞); as a result, the divergence term integrates to zero and we obtain
(5.28)
First, we pass to the limit in (5.25) and (5.26) to retrieve equations (5.5) 2 and (5.5) 3 . We do this by using the well-known theorem of Young Measure representation in the L p setting given in [2] . Starting with (5.25), we need to make sure that the term r
is representable. The function r = r(x, t) is the (external) radiative heat supply, which is not particularly restrictive to assume to be in L ∞ (Q ∞ ) so that r ⇀ r ν, 1 , weak- * in L ∞ (Q ∞ ).
To pass to the limit in the denominator, we use growth condition (3.9) and the assumption thatθ ≥ δ > 0, namely the absolute temperature is strictly positive, in order to avoid the denominator taking the zero value. Then
therefore we get equation (5.5) 2 .
Moving to (5.26) , in the limit we expect
In order to pass to the limit, we need to examine whether the term
is representable. To do this, we use the fact that the sequences (ξ h , η h , f h (t − h)) are uniformly bounded as in (5.11 ) and growth condition (3.10) to obtain the bound
which ensures L 1 −precompactness for (5.30) thus in the limit h → 0
so indeed we obtain (5.5) 3 . Finally we pass to the limit in (5.27) to get a dissipative measure-valued solution:
Since we know that the functions (V h , Ξ h , H h ) are all bounded in some L p space -because of (5.11) and (3.8)-one could apply the generalized Young measure Theorem [1] , in order to pass to the limit, since the only assumption required is L 1 boundedness. The theorem asserts that given a sequence of functions {u n }, u n :
there exists a subsequence (which we will not relabel), a parametrized family of probability measures ν ∈ L ∞ weak (T d ; P(R m )), a nonnegative measure µ ∈ M + (T d ) and a parametrized probability measure on a sphere ν ∞ ∈ L ∞ weak ((T d , µ); P(S m−1 )) such that
for all ψ continuous with well-defined recession function
Remark 8. The representation theory of [1] gives rise to a precise form of the concentration measure (5.32) but requires continuity of the recess function which in turn imposes stringent growth assumptions on the functionê(ξ, η). Instead, one can use a hands-on construction from [15, App] that provides less information on the concentration measure but requires only thatê(ξ, η) is strictly convex and positive.
Convergence of the scheme in the smooth regime
In this section we compare the measure-valued solutions constructed in the previous section and satisfying equations (5.5),(5.6) against a strong solution for polyconvex thermoelasticity via the relative entropy method. The goal is to show that the solutions constructed via the variational scheme converge to the solution of (1.1) so long as the latter is smooth. Consider the Lipschitz solution (Φ(F ),v,η) defined on [0, T ] × T 3 and solving
We assume the initial data have no concentration γ 0 = 0. Next we write the weak form of the difference between (5.5) 1,3 ,(5.6) and (6.1) 1,3,4 , tested against the functions
and ν, 4) while testing the difference between (5.5) 2 and (6.1) 2 against θ(Φ(F ),η)ϕ(t) we get
The formulation of the relative entropy inequality follows along the lines of the derivation in [9, Section 4] . The formal calculations are parallel, so here we omit the details. Having in mind (3.5), we define
and we also define the following relative quantities:
Then because of (2.20) and employing the null-Lagrangian property (2.16) in conjunction with the findings of lemma 2, we can add together (6.2),(6.3),(6.4) and (6.5) and derive the relative entropy inequality:
Now having (6.6), we can show that classical solutions are unique in the class of dissipative measure-valued solutions generated as limits of the discrete scheme. To prove this, we assert first that the following bounds on the relative entropy and the terms on the right hand side of (6.6), can be obtained given the growth conditions (3.8),(3.9), (3.10) and due to the convexity ofê, in the same manner as in [9, Section 5]: for all (F ,v,η) ∈ Γ M . (II) There exist constants C 1 , C 2 , C 3 , C 4 > 0 such that for (F ,v,η) ∈ Γ M . (IV) There exist constants K ′ 1 , K ′ 2 and R > 0 sufficiently large such that 13) for all (F ,v,η) ∈ Γ M .
Proof. The proofs of (I), (II) and (IV) follow along the lines of [9, Lemmas 5.1 and 5.2] and the details are omitted here. To prove (III), set
and note that in the region |F | p + η ℓ + |v| 2 ≤ R we have |J| ≤ C(|Φ(F ) − Φ(F )| 2 +|η −η| 2 +|v −v| 2 ) .
On the complementary region |F | p + η ℓ + |v| 2 ≥ R,
and (3.9), (5.1), (6.7) imply (6.12).
Theorem 10. LetŪ be a Lipschitz bounded solution of (6.1) with initial dataŪ 0 and let (ν, γ, U ) be a dissipative measure-valued solution satisfying (5.5),(5.6) under the constitutive assumptions (2.19), (2.20) and with initial data ν (0,x) = δ U 0 (x) , for some U 0 , with no concentration γ 0 = 0 and for r(x, t) ∈ L ∞ . Suppose that ∇ 2 (ξ,η)ê > 0 and the growth conditions (3.8),(3.9) hold for exponents p ≥ 6, q, ρ ≥ 2, ℓ > 1. IfŪ ∈ Γ M , andŪ ∈ W 1,∞ (Q T ), whenever U 0 (x) =Ū 0 (x) we have that ν = δŪ and U =Ū a.e. on Q T .
Proof. Let {ϕ n } be a sequence of C 1 monotone decreasing functions such that ϕ n ≥ 0, for all n ∈ N, converging as n → ∞ to the Lipschitz function
for some ε > 0. Testing the relative entropy inequality (6.6) against the functions ϕ n yields ϕ n (0) ν, I(λ U0 |Ū 0 ) dx + t 0 ϕ ′ n (τ ) ν, I(λ U |Ū ) dx dτ + γ(dx dτ )
(6.14)
Passing first to the limit n → ∞ using the fact that γ ≥ 0 and subsequently passing to the limit ε → 0 + using the estimates (6.8), (6.9), (6.10), (6.11) and (6.12), we arrive at
for t ∈ (0, T ). Note that the constant C depends only on the smooth bounded solutionŪ . Then Gronwall's inequality implies ν, I(λ v , Φ(λ F ), λ η |v, Φ(F ),η) dx dt ≤ ≤ C 1 e C 2 t ν, I(λ v , Φ(λ F ), λ η |v, Φ(F ),η) (x, 0) dx. Now note that γ 0 = 0 and since ν (x,0) = δ U 0 (x) and the initial data are the same, U 0 =Ū 0 at t = 0, the right hand side vanishes. The proof follows by (6.13). 
