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Abstract
An a priori interior h1-estimate in a bounded domain for a second order elliptic operator with
vanishing LMO coefficients is proved via a corresponding estimate for the commutator of a singu-
lar integral with an LMO function. The preceding estimate is of independent interest in harmonic
analysis.
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1. Introduction
This article mainly concentrates on an endpoint estimate for second order elliptic equa-
tions by using a technique developed in harmonic analysis. Consider the following linear
elliptic operator in nondivergence form,
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n∑
i,j=1
aij (x)Diju, a.e. x ∈ Ω, (1.1)
where Ω ⊂ Rn is a bounded domain, Diju = ∂2u∂xi∂xj , and aij are real-valued measurable
functions satisfying
aij = aji, λ|ξ |2  aij ξiξj  λ−1|ξ |2, ∀ξ ∈ Rn, a.e. x ∈ Ω, (1.2)
with the constant λ ∈ (0,1]. It is well known that if aij ∈ C(Ω), the following interior
estimates hold:
∥∥D2u∥∥
Lp(Ω ′)  C
(‖Lu‖Lp(Ω) + ‖u‖Lp(Ω)), 1 <p < ∞, (1.3)
where Ω ′ Ω and the constant C depends only on n,p,λ,Ω ′,Ω and the moduli of con-
tinuity of the coefficients aij . See, for example, [11, Theorem 9.11]. As we know, such
an a priori estimate is based on (and also is the motivation of) the Lp theory of singular
integrals first founded by A.P. Calderón and A. Zygmund in their famous work [2]. See
also [3].
Recently the estimate was improved in [7], where it is shown that (1.3) is still true if
aij ∈ C(Ω) is replaced by the weaker condition aij ∈ VMO, the function space of vanishing
mean oscillation first introduced by D. Sarason in [20]. In fact, an element in VMO may be
discontinuous but it has a kind of continuity in the average sense. One can refer to [7] for
more details.
On the other hand, it is well known that the corresponding estimate (1.3) does not hold
at the endpoint p = 1, even for the Laplacian operator L = . To obtain such an estimate
one must replace L1(Rn) by some other space. Developments in harmonic analysis sug-
gest trying a Hardy type space. In fact, the theory of Hardy spaces in a domain (hp(Ω)
(0 < p  1)) and corresponding estimates for the Laplacian operator were developed in
[4,5]. For the more general operator L, it is natural to seek the weakest conditions on the
coefficients of L that still give an estimate on, for example, h1(Ω), the most interesting
case. Recently, in [6] the authors pointed out that aij ∈ LMO is a necessary condition and
they proved an h1-type estimate when aij satisfies a Dini condition. They also suggested
that aij ∈ LMO0-vanishing LMO-may be enough. In fact, P. Acquistapace [1] proved a
BMO-type estimate for the derivatives of solutions of linear second order elliptic systems
in divergence form, under the assumption that the coefficients belong to LMO0. Since BMO
is—roughly speaking—the dual of h1, it is reasonable to expect that the h1-estimate for
Diju is true for our nondivergence operator Lu =∑ni,j=1 aij (x)Diju if aij ∈ LMO0. We
show in the present paper this is true, at least for interior estimates.
One approach to get such an estimate, following [7], relies on the following three steps.
Step 1. A representation formula for the second order derivatives of a solution for Lu = f
by commutators of singular integral operators.
Step 2. A corresponding estimate for such a commutator when the underlying space is Rn.
Step 3. A restriction argument in order to apply the results in Rn to a bounded domain.
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h1-estimate is not available in general. See Remarks 3.2 and 3.3 for more detailed argu-
ments. We overcome this difficulty by obtaining an estimate (Theorem 3.1) in a slightly
larger space—H 1 + Lq—than h1, which is enough for our purpose. We would like to
point out that such a result is also of independent interest in harmonic analysis. Unlike in
the case of Lp-estimates for 1 < p < ∞, the restriction argument in Step 3 is somewhat
troublesome in our special case.
The paper is organized as follows. In Section 2 we introduce some notations and def-
initions, and we recall and prove some preliminary results. The key estimate is proved in
Section 3. In Section 4 we extend our results to a more general setting and in Section 5 we
give the main results.
2. Definitions and some preliminary results
Since the pioneering work of C. Fefferman and E.M. Stein [10], the real variable theory
of Hardy spaces has been successfully developed. See, for example, [16,24]. We briefly
give the definition and the atomic decomposition theory for H 1(Rn) and its local version
h1(Rn). In the following we always omit the symbol for the base space Rn in the notation
for a function space defined on Rn.
Let ϕ ∈ C∞0 be a mollifier with suppϕ ⊂ B(0,1), ϕ  0,
∫
ϕ = 1. In this article we keep
such a ϕ to be fixed.
Definition 2.1. For a locally integrable function f , define
Mϕf (x) = sup
t>0
∣∣f ∗ ϕt (x)∣∣, mϕf (x) = sup
0<t<1
∣∣f ∗ ϕt (x)∣∣;
H 1 = {f ∈ L1 | Mϕf ∈ L1}, h1 = {f ∈ L1 | mϕf ∈ L1};
equipped with norms ‖f ‖H 1 = ‖Mϕf ‖L1 and ‖f ‖h1 = ‖mϕf ‖L1 .
The local Hardy space h1 has some advantages. See [12] for more details. We only
mention some properties that will be needed later.
Lemma 2.1. S is a dense subspace of h1. Moreover, if ψ ∈ S, f ∈ h1, then ψf ∈ h1 with
‖ψf ‖h1 Cψ‖f ‖h1 .
The most important property of Hardy spaces is the atomic decomposition, which was
first introduced in [8,15]. We need the following.
Definition 2.2. A locally integrable function a with compact support contained in a ball
B = Br is called an H 1-atom, if
(i) (size condition) |a(x)| |B|−1 = Cnr−n, for a.e. x ∈ Rn;
(ii) (cancellation condition) ∫ a(x) dx = 0.
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a type (b) atom if b only satisfies (i) with r > 1. We also call both type (a) and (b) atoms
h1-atoms.
Theorem 2.1. Suppose f ∈ H 1. There exist {λj }+∞j=1 ∈ l1 and H 1-atoms {aj }+∞j=1, such that
f = lim
N→+∞
N∑
j=1
λjaj =
+∞∑
j=1
λjaj ,
where the limit is taken in L1. Moreover,
‖f ‖H 1 ∼ inf
∑
|λj |,
where the infimum is taken over all possible decompositions of f .
For an h1 function there is a similar atomic decomposition. See [12].
Theorem 2.2. Suppose f ∈ h1. There exist {λj }+∞j=1, {µj }+∞j=1 ∈ l1 and type (a) atoms
{aj }+∞j=1, and type (b) atoms {bj }+∞j=1 such that
f = lim
N→+∞
N∑
j=1
λjaj + lim
N→+∞
N∑
j=1
µjbj =
+∞∑
j=1
λjaj +
+∞∑
j=1
µjbj ,
where the convergence is in L1. Moreover,
‖f ‖h1 ∼ inf
(∑
|λj | +
∑
|µj |
)
,
where the infimum is taken over all possible decompositions of f .
For q ∈ (1,∞) we define H 1q = H 1 +Lq with the usual infimum norm
‖f ‖H 1q = inff=h+g
(‖h‖H 1 + ‖g‖Lq ).
Also we define h1q = h1 +Lq with the norm ‖ · ‖h1q . By the atomic decomposition it is easy
to show
Lemma 2.2. If f ∈ h1, then for any q ∈ (1,∞), f ∈ H 1q with
‖f ‖H 1 C(n,q)‖f ‖h1 .q
Y. Sun, W. Su / Journal of Functional Analysis 234 (2006) 235–260 239Hence h1q = H 1q with
‖f ‖h1q  ‖f ‖H 1q  C(n,q)‖f ‖h1q , ∀f ∈ H 1q .
To proceed we need more definitions.
Definition 2.3. Let f ∈ Lloc. Define
[f ]∗= sup
B
1
|B|
∫
B
∣∣f (x) − fB ∣∣,
where B runs over all balls in Rn, fB = 1|B|
∫
B
f (x)dx and |B| is the Lebesgue measure
of B . The space BMO consists of all functions f ∈ Lloc such that [f ]∗ < ∞.
The notion of bounded mean oscillation (BMO) was first introduced in [14]. They also
established the following.
Lemma 2.3 (John–Nirenberg). There exist two constants c1 and c2 such that for any f ∈
BMO and for any α > 0,∣∣{x ∈ B: ∣∣f (x) − fB ∣∣> α}∣∣ c1 exp(−c2[f ]−1∗ α)|B|.
As a corollary, we have
Lemma 2.4. For any p  1 and α > 0 there exists a constant C depending only on n,p
and α such that ∫
Rn\B
∣∣f (y) − fB ∣∣p|x − y|−n−α dy Cr−α[f ]p∗ ,
where B = Br(x).
For the proof of this lemma see [10].
Definition 2.4. LMO is a subspace of BMO, equipped with the semi-norm
[f ]LMO = sup
r<1
1 + | ln r|
|Br |
∫
Br
∣∣f (x) − fBr ∣∣dx + sup
r1
1
|Br |
∫
Br
∣∣f (x) − fBr ∣∣dx.
Remark 2.1. In [21] S. Spanne introduced the function space
Lp,Φ =
{
f ∈ Lloc
(
Rn
)
:
∫ ∣∣f (x) − fBr ∣∣p dx  CpΦ(r)
}
, (2.1)Br
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satisfying Φ(2r) cΦ(r). The space is denoted by Lp,λ when Φ(r) = rλ (λ > 0), which
was first introduced and studied by C.B. Morrey and S. Campanato. See also [19]. One
notes that LMO is just a local version of L1,Φ with Φ(r) = rn(1 + ln r)−1. We modify its
definition for our convenience.
Remark 2.2. In [22], D. Stegenga introduced the definite notion of LMO and discussed its
multiplier property for H 1 and BMO.
We introduce some properties needed below. For p ∈ [1,∞), define
[f ]LMOp = supr<1/2
(
1 + | ln r|)( 1|Br |
∫
Br
∣∣f (x) − fBr ∣∣p dx
)1/p
.
Lemma 2.5. If f ∈ LMO, then for any p ∈ [1,∞) there exists a constant C depending only
on n and p such that
[f ]LMOp  C[f ]LMO.
For the proof one can refer to, for example, [1]. We note that this lemma shows Lp,Φ =
L1,Φ for any p ∈ [1,∞) with Φ(r) = rn(1 + ln r)−1.
Lemma 2.6. Suppose f ∈ LMO. For any ball B = Br(x) with r < 12 there exists a constant
C = C(n) such that
∫
Rn\B
∣∣f (y) − fB ∣∣|x − y|−n−1 dy  Cr−1(1 + | ln r|)−1[f ]LMO.
For the proof of this lemma see [26].
Lemma 2.7. If f ∈ LMO and f  c > 0, then f−1, f 1/2 ∈ LMO and
[
f−1
]
LMO  2c
−2[f ]LMO,
[
f 1/2
]
LMO  c
−1/2[f ]LMO.
Moreover, if f,g ∈ LMO ∩L∞, then fg ∈ LMO with
[fg]LMO  2
(‖f ‖L∞[g]LMO + ‖g‖L∞[f ]LMO).
This lemma can be found in [6] except for the estimate of [f 1/2]LMO  c−1/2[f ]LMO.
To prove this one only need to note that for a, b c > 0, |a1/2 − b1/2| 2c−1/2|a − b|.
A crucial property of LMO is that a function in LMO ∩L∞ is a pointwise multiplier for
the space h1.
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‖ψf ‖h1  C
(‖ψ‖L∞ + [ψ]LMO)‖f ‖h1,
where C is a positive constant depending only on n.
This proposition can be found in [17, Corollary 4], where it is proved by the duality
argument. We give here an alternative proof, based on the atomic decomposition of h1
spaces, for completeness.
Proof. By the atomic decomposition of an h1 function, we only need to show for an h1-
atom a,
‖ψa‖h1  C
(‖ψ‖L∞ + [ψ]LMO).
Suppose a is supported in B = Br(x0). If a is a type (b) atom, it is easy to see that
b = ‖ψ‖−1L∞ψa is also a type (b)-atom and ‖b‖h1  1. Next suppose a is a type (a)-atom.
By definition, we need to show∥∥mϕa(x)∥∥L1 C(‖ψ‖L∞ + [ψ]LMO),
where ϕ is a fixed mollifier.
Case I. If x ∈ 2B , by the L2-boundedness of Hardy–Littlewood maximal function M and
the inequality mϕf Mf ,∫
2B
mϕ(ψa)(x) dx C|B|1/2
∥∥mϕ(ψa)∥∥L2 C|B|1/2∥∥M(ψa)∥∥L2
C|B|1/2‖ψa‖L2 C|B|1/2‖a‖L2‖ψ‖L∞
C|B|1/2|B|−1/2‖ψ‖L∞  C‖ψ‖L∞ .
Case II. If x /∈ 2B , then for y ∈ B, t < 1,
∣∣ϕt (x − x0)∣∣ C|x − x0|−n;∣∣ϕt (x − y)− ϕt (x − x0)∣∣ C|y − x0||x − x0|−n−1.
By the cancellation property of a,∫
Rn\2B
mϕ(ψa)(x) dx
=
∫
n
sup
t<1
∣∣∣∣
∫
ϕt (x − y)ψ(y)a(y) dy
∣∣∣∣dxR \2B B
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∫
Rn\2B
(
sup
t<1
∫
B
∣∣ϕt (x − y)− ϕt (x − x0)∣∣∣∣ψ(y)∣∣∣∣a(y)∣∣dy
)
dx
+
∫
Rn\2B
sup
t<1
∫
B
∣∣ϕt (x − x0)(ψ(y)−ψB)a(y)∣∣dy dx
C
∫
Rn\2B
∫
B
|y − x0||x − x0|−n−1
∣∣ψ(y)∣∣∣∣a(y)∣∣dy dx
+ C
∫
{|x−x0|<1}∩Rn\2B
|x − x0|−n
∫
B
∣∣ψ(y)− ψB ∣∣∣∣a(y)∣∣dy dx
Cr
∫
Rn\2B
|x − x0|−n−1 dx
∫
B
∣∣a(y)∣∣dy∥∥ψ(y)∥∥
L∞ +C
| ln 2r|
|B|
∫
B
∣∣ψ(y)−ψB ∣∣dy
C
(‖ψ‖L∞ + [ψ]LMO).
In the last two inequalities we use the size condition for a. 
As a corollary, one has
Lemma 2.8. If f ∈ H 1q ,1 < q < ∞,ψ ∈ L∞ ∩ LMO, then ψf ∈ H 1q and
‖ψf ‖H 1q C
(‖ψ‖L∞ + [ψ]LMO)‖f ‖H 1q .
3. H 1q -estimates for commutators of singular integrals
First we introduce a kind of singular integrals. See, for example, [2,23]. Let
Tf (x) = P.V.
∫
K(x − y)f (y) dy
be the singular integral with kernel K ∈ C(Rn \ {0}) satisfying
(a) T is a bounded operator on L2;
(b) |K(x)| C|x|−n, x = 0;
(c) |K(x − y)− K(x)| C|y||x|−n−1, ∀|x| > 2|y|.
It is well known that such a singular integral can be extended to a bounded operator on Lq
for q ∈ (1,∞).
For a locally integrable function b, define
Tbf = T (bf ) − bTf.
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A famous result of [9] says that Tb is bounded in Lq for q ∈ (1,∞) if and only if b ∈ BMO.
Moreover, there exists a constant C depending on n,q,K such that
‖Tbf ‖Lq  C[b]∗‖f ‖Lq .
In this section we set up the following estimate for Tb . Such a result is crucial in our
h1-estimate for elliptic operators with vanishing LMO coefficients.
Theorem 3.1. If b ∈ LMO,1 < q < +∞, then Tb is a bounded operator from H 1q to H 1q .
Moreover, there is a positive constant C = C(n,q,K) such that
‖Tbf ‖H 1q  C[b]LMO‖f ‖H 1q .
Remark 3.1. In our earlier paper [26] we established the BMO ∩ Lq boundedness of Tb ,
‖Tbf ‖Lq + [Tbf ]∗  C[b]LMO
(‖f ‖Lq + [f ]∗),
which can be looked as a dual version of Theorem 3.1.
Remark 3.2. In [13] the authors show that for the Hilbert transform H , Hb is bounded
from H 1(R) to L1(R) if and only if b is a constant. See Theorem 3.1 in [13]. Since the
Hilbert transform is a special (and simplest) singular integral, such a result tells us that it
is impossible to establish H 1-boundedness for Tb . One may be interested in the following
question: with suitable assumptions on b, into what space dose Tb map H 1? We find H 1q
(for any q ∈ (1,∞)) is such a space. We write such a result in the above theorem in more
symmetric form. Fortunately, the result we obtained is also enough for our purpose, i.e.,
the interior Hardy type estimates of elliptic operators.
Remark 3.3. Since the linear operator T is bounded from H 1 to H 1 and from Lq to Lq ,
T is bounded from H 1q to H 1q . By Lemma 2.8 we know that if b ∈ LMO ∩ L∞, then Tb is
bounded from H 1q to H 1q , but with operator bound depending on the L∞ norm of b. The
main difficulty in our proof is to obtain estimates independent of the L∞ norm of b, which
is also crucial in the estimates for the elliptic operator L.
Proof of Theorem 3.1. First we introduce the following pointwise estimate for T a:∣∣T a(x)∣∣ Cr|x − x0|−n−1, |x − x0| 2r,
where a is H 1-atom with supporting ball B = Br(x0). This estimate is an easy consequence
of the definition of H 1-atom and property (c) of kernel K . Such an estimate is called
molecular estimate for T a.
By the Lq boundedness of Tb , Lemma 2.2 and the atomic decomposition of the
space H 1, we only need to show that for an H 1-atom a, Tba ∈ h1q and
‖Tba‖h1  C[b]LMO. (3.1)q
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‖Tba‖Lq  C[b]∗‖a‖Lq  C[b]∗|B|1/q−1  C[b]LMO. (3.2)
Assume now r < 18 . Decompose Tba as following:
Tba(y) = b(y)T a(y) − T (ba)(y)
= (b(y)− bB)T a(y) − T ((b − bB)a)(y)
= I (y)+ II(y),
I (y) = (b(y)− bB)T a(y)χ4B(y)+ (b(y) − bB)T a(y)χB0\4B(y)
+ (b(y) − bB)T a(y)χBC0 (y)
= I1(y) + I2(y)+ I3(y),
where B0 = B1(x0).
We will prove that I1, I2 ∈ h1, I3 ∈ Lq while II ∈ h1 + Lq . Let ϕ be a mollifier as in
Section 2.
Step 1 (Estimate of ‖I1‖h1 ).∫
8B
mϕI1(x) dx  |8B|1/2‖mϕI1‖L2  C|B|1/2‖I1‖L2
 C|B|1/2
(∫
4B
∣∣b(y) − bB ∣∣2∣∣T a(y)∣∣2 dy
)1/2
 C|B|1/2
(∫
4B
∣∣b(y) − bB ∣∣4 dy
)1/4(∫
4B
∣∣T a(y)∣∣4 dy)1/4
 C|B|1/2
(∫
4B
∣∣b(y) − bB ∣∣4 dy
)1/4(∫
B
∣∣a(y)∣∣4 dy)1/4
 C|B|1/2−3/4
(∫
4B
∣∣b(y)− bB ∣∣4 dy
)1/4
 C
(
1
|4B|
∫
4B
∣∣b(y)− b4B ∣∣4 dy
)1/4
+C|b4B − bB |
 C[b]∗  C[b]LMO. (3.3)
If x /∈ 8B , for y ∈ 4B, t < 1 one has |ϕt (x − y)|C|x − x0|−n,
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∣∣∣∣
∫
Rn
ϕt (x − y)I1(y) dy
∣∣∣∣
=
∣∣∣∣
∫
4B
ϕt (x − y)
(
b(y) − bB
)
T a(y)dy
∣∣∣∣

∫
4B
∣∣ϕt (x − y)(b(y) − bB)T a(y)∣∣dy
 C|x − x0|−n
∫
4B
∣∣(b(y) − bB)T a(y)∣∣dy.
Note that for x /∈ 2B0, ϕt ∗I1(x) = 0. Hence by L2 boundedness of T and the size condition
on a,
∫
Rn\8B
∣∣ϕt ∗ I1(x)∣∣dx
=
∫
2B0\8B
∣∣ϕt ∗ I1(x)∣∣dx
 C
∫
2B0\8B
|x − x0|−n dx
∫
4B
∣∣(b(y)− bB)T a(y)∣∣dy
 C
(
1 + | ln 8r|) ∫
4B
∣∣(b(y) − bB)T a(y)∣∣dy
 C
(
1 + | ln 8r|)(∫
4B
∣∣b(y)− bB ∣∣2 dy
)1/2
‖T a‖L2
 C
(
1 + | ln 8r|)(∫
4B
∣∣b(y)− bB ∣∣2 dy
)1/2
‖a‖L2
 C
(
1 + | ln 8r|)( 1|B|
∫
4B
∣∣b(y) − bB ∣∣2 dy
)1/2
 C
(
1 + | ln 4r|)( 1|4B|
∫
4B
∣∣b(y) − b4B ∣∣2 dy
)1/2
C[b]LMO. (3.4)
We use Lemma 2.5 in the last inequality. With (3.3) and (3.4),
‖I1‖h1 = ‖mϕI1‖L1  C[b]LMO. (3.5)
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|y − x0| 4r . By the molecular estimate for T a and Lemma 2.4,
∣∣ϕt ∗ I2(x)∣∣ C
∫
1>|y−x0|4r
|x − y|−n∣∣b(y) − bB ∣∣∣∣T a(y)∣∣dy
 Cr−nr
∫
|y−x0|4r
∣∣b(y) − bB ∣∣|y − x0|−n−1 dy
 Cr−n[b]∗ Cr−n[b]LMO,∫
2B
∣∣ϕt ∗ I2(x)∣∣dx  Cr−n[b]LMO|2B| C[b]LMO. (3.6)
If x /∈ 2B ,
∣∣ϕt ∗ I2(x)∣∣=
∣∣∣∣
∫
B0\4B
ϕt (x − y)
(
b(y) − bB
)
T a(y)dy
∣∣∣∣

∣∣∣∣
∫
(B0\4B)∩Br (x)
ϕt (x − y)
(
b(y) − bB
)
T a(y)dy
∣∣∣∣
+
∣∣∣∣
∫
(B0\4B)∩BCr (x)
ϕt (x − y)
(
b(y) − bB
)
T a(y)dy
∣∣∣∣
= J1t (x)+ J2t (x).
If x /∈ 2B,y /∈ 4B and y ∈ Br(x), then
3
4
|y − x0| |x − x0| 54 |y − x0|
(i.e. |x − x0| ∼ |y − x0|). Let Bj = 2jB . If x ∈ Bj+1\Bj , then y ∈ Bj+2. By the molecular
estimate for T a,
J1t (x)
∫
(B0\4B)∩Br (x)
ϕt (x − y)
∣∣b(y)− bB ∣∣∣∣T a(y)∣∣dy
Cr
∫
Br (x)
ϕt (x − y)
∣∣b(y)− bB ∣∣|y − x0|−n−1 dy
Cr|x − x0|−n−1
∫
Rn
ϕt (x − y)
∣∣b(y) − bB ∣∣χBj+2 dy
Cr|x − x0|−n−1mϕ
(|b − bB |χB )(x).j+2
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∫
Rn\2B
J1t (x) dx =
+∞∑
j=1
∫
Bj+1\Bj
J1t (x) dx
 Cr
+∞∑
j=1
(2j r)−n−1
∫
Bj+1
mϕ
(|b − bB |χBj+2)(x) dx
 C
+∞∑
j=1
2−j 1|Bj+1|
∫
Bj+1
mϕ
(|b − bB |χBj+2)(x) dx
 C
+∞∑
j=1
2−j 1|Bj+1|
( ∫
Bj+1
[
mϕ
(|b − bB |χBj+2)(x)]2 dx
)1/2
|Bj+1|1/2
 C
+∞∑
j=1
2−j
(
1
|Bj+1|
∫
Bj+2
∣∣b(y) − bB ∣∣2 dy
)1/2
 C
+∞∑
j=1
2−j
[(
1
|Bj+2|
∫
Bj+2
∣∣b(y) − bBj+2∣∣2 dy
)1/2
+
j+1∑
i=0
|bBi+1 − bBi |
]
 C
+∞∑
j=1
j
2j
[b]∗  C[b]LMO. (3.7)
To estimate J2t (x) we note that since t < 1, ϕt (x − y) = 0 for |x − y| > 1. Then
∫
Rn\2B
J2t (x) dx =
∫
Rn\2B
∣∣∣∣
∫
(B0\4B)∩BCr (x)
ϕt (x − y)
(
b(y) − bB
)
T a(y)dy
∣∣∣∣dx
 C
∫
|y−x0|4r
∫
r|y−x|1
|x − y|−n dx∣∣b(y) − bB ∣∣∣∣T a(y)∣∣dy
 C
(
1 + | ln r|)r ∫
|y−x0|4r
|y − x0|−n−1
∣∣b(y) − bB ∣∣dy
 C[b]LMO. (3.8)
In the last two inequalities we use the molecular estimate for T a and Lemma 2.6. By (3.7)
and (3.8),
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∫
Rn\2B
mϕI2(x) dx  C[b]LMO. (3.9)
With (3.6) and (3.9) we have
‖I2‖h1 = ‖mϕI2‖L1 C[b]LMO. (3.10)
Step 3 (Estimate for the term I3). The estimate of I3 is relatively easy if we note that by
Lemma 2.4, I3 ∈ Lq,∀q ∈ [1,+∞).∫
Rn
∣∣I3(x)∣∣q dx =
∫
Rn\B0
∣∣(b(y) − bB)T a(y)∣∣q dy
 Crq
∫
|y−x0|1
|x0 − y|−nq−q
∣∣b(y) − bB ∣∣q dy
 Crq
∫
|y−x0|r
|x0 − y|−n−q
∣∣b(y)− bB ∣∣q dy
 C[b]q∗  C[b]qLMO. (3.11)
Step 4 (Estimate for the term II). Similar to the proof of Step 1 above, we can obtain the
following estimate: ∥∥(b − bB)a∥∥h1 C[b]LMO.
Since T is bounded from H 1q to H 1q , by Lemma 2.2 we have∥∥T ((b − bB)a)∥∥h1q  C[b]LMO. (3.12)
Finally with (3.5), (3.10)–(3.12) we end the proof of Theorem 3.1. 
4. Estimates for commutators of singular integrals with variable kernels
In order to apply our results to the interior estimates of an elliptic operator, we need to
generalize Theorem 3.1 to commutators of singular integrals with variable kernels.
We call k ∈ C∞(Rn\{0}) a Calderon–Zygmund kernel (C–Z kernel) if
(a) k(x) is homogeneous of degree −n.
(b) ∫
Σ
k(x)dσ (x) = 0, where Σ = {x ∈ Rn: |x| = 1} is the unit sphere in Rn.
Obviously a C–Z kernel is a singular integral kernel as introduced at the beginning of
Section 3.
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can refer to [3,23,25] for details on what follows.
Let Hm be the space of spherical harmonic functions of degree m. Each Hm is finite di-
mensional. Let gm = dimHm and H=⋃∞m=0Hm. It is well known that the set of all finite
linear combination of elements in H is dense in L2(Σ). Let {Ykm}, k = 1,2, . . . , gm,m =
0,1,2, . . . , be a orthonormal system of spherical harmonic functions in L2(Σ). In what
follows we always identify a spherical harmonic function p(x) (x ∈ Σ ) and its extension
p(x/|x|) to Rn\{0} as a homogeneous function of degree zero. Finally we introduce the
operator Λu = |x|2u and denote by Λl the lth power of operator Λ. We state the follow-
ing properties of spherical harmonic functions without proof.
Lemma 4.1. We have
(1) gm = Cn+m−1m −Cn+m−3m−2  c(n)mn−2;
(2) |Ykm(x)| c(n)mn−22 , ∀x ∈ Rn\{0}, k = 1,2, . . . , gm;
(3) Ykm = 1(−m)l(m+n−2)l ΛlYkm, k = 1,2, . . . , gm, for any l,m = 1,2,3, . . . .
Lemma 4.2. If f,g ∈ C∞(Rn\{0}) are homogeneous functions of degree zero, then for
l = 1,2,3, . . . ,
∫
Σ
fΛlg dσ =
∫
Σ
gΛlf dσ.
Let k be a real-valued function defined on Rn ×Rn\{0} such that k(x, ·) is a C–Z kernel
for a.e. x ∈ Rn. For f ∈ C∞0 (Rn) define
Sf (x) = lim
ε→0
∫
|x−y|>ε
k(x, x − y)f (y) dy.
The operator S is called singular integral with variable kernel k. For a locally integrable
function b, the commutator generated by S and b is defined as
Sbf (x) = b(x)Sf (x) − S(bf )(x) = lim
ε→0
∫
|x−y|>ε
k(x, x − y)(b(x) − b(y))f (y)dy.
The following results about the Lq boundedness of S and Sb can be found in [3,7].
Theorem 4.1. If S is a singular integral operator with variable kernel k satisfying
max
|β|2n
∥∥∥∥ ∂β∂yβ k(x, y)
∥∥∥∥ ∞ n M1, (4.1)L (R ×Σ)
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‖Sf ‖Lp  c(n, q,M1)‖f ‖Lq .
If b ∈ BMO then Sb can be extended to a bounded operator on Lq (1 < q < ∞) such that
‖Sbf ‖Lq  c(n, q,M1)[b]∗‖f ‖Lq .
Our main result in this section is the corresponding H 1q estimate for the commutator of
singular integral with variable kernel.
Theorem 4.2. Let S and k be the same as in the above theorem. Assume, moreover, that
for every fixed y ∈ Σ , k(·, y) ∈ LMO and
max
|β|2n
∥∥∥∥ ∂β∂yβ k(x, y)
∥∥∥∥
L∞(LMO(Rn),Σ)
M2, (4.2)
where
∥∥h(x, y)∥∥
L∞(LMO(Rn),Σ) = sup
y∈Σ
[
h(·, y)]LMO(Rn).
If f ∈ H 1q for some q ∈ (1,∞), then Sf ∈ H 1q and there is a constant C independent of f
such that
‖Sf ‖H 1q  C‖f ‖H 1q . (4.3)
If b ∈ LMO, then Sbf ∈ H 1q and
‖Sbf ‖H 1q  C[b]LMO‖f ‖H 1q , (4.4)
where C is a constant depending only on n,q,M1 and M2.
Before the proof of Theorem 4.2 we need a technical lemma.
Lemma 4.3. Let
akm(x) =
∫
Σ
k(x, y)Ykm(y) dσ (y)
for a.e. x ∈ Rn, m = 1,2,3, . . . , k = 1,2, . . . , gm. One has akm ∈ L∞ ∩ LMO and
‖akm‖L∞ + [akm]LMO  c(n)(M1 +M2)m−2n.
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akm(x) =
∫
Σ
k(x, y)Ykm(y) dσ (y) =
∫
Σ
|y|nk(x, y)Ykm(y) dσ (y),
and |y|nk(x, y) and Ykm(y) are homogeneous functions of degree zero in variable y, by
Lemmas 4.1 and 4.2 we have
akm(x) = 1
(−m)n(m + n− 2)n
∫
Σ
|y|nk(x, y)Λn(Ykm(y))dσ(y)
= 1
(−m)n(m + n− 2)n
∫
Σ
Λn
(|y|nk(x, y))Ykm(y)dσ (y).
A direct calculation shows that
Λn
(|y|nk(x, y))= ∑
|β|2n
pβ(y)
∂β
∂yβ
k(x, y),
where pβ(y) ∈ C∞(Rn\{0}) is a homogeneous function of degree n+ β .
With this observation and (4.1) we immediately have
‖akm‖L∞ m−2n
∫
Σ
∑
|β|2n
∣∣∣∣pβ(y) ∂β∂yβ k(x, y)Ykm(y)
∣∣∣∣dσ(y) c(n)M1m−2n.
To estimate the LMO norm of akm one note that for any ball B in Rn,
∫
B
∣∣akm(x) − (akm)B ∣∣dx
m−2n
∫
Σ
∫
B
∑
|β|2n
∣∣∣∣
(
∂βk(x, y)
∂yβ
−
(
∂βk(·, y)
∂yβ
)
B
)
pβ(y)Ykm(y)
∣∣∣∣dσ(y).
By (4.2) one has [akm]LMO  c(n)M2m−2n. 
We now turn to the proof of Theorem 4.2. First we observe that y → |y|nk(x, y) belongs
to C∞(Rn\{0}) and ∫
Σ
|y|nk(x, y) dσ (y) = 0 for a.e. x ∈ Rn; hence
|y|nk(x, y) =
∞∑ gm∑
akm(x)Ykm(y).m=1 k=1
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Sf (x) =
∞∑
m=1
gm∑
k=1
akm(x)Rkmf (x), Sbf (x) =
∞∑
m=1
gm∑
k=1
akm(x)Rkm,bf (x),
where
Rkmf (x) = lim
ε→0
∫
|x−y|>ε
Ykm(x − y)
|x − y|n f (y) dy
are C–Z singular integrals. By the H 1q -boundedness of singular integrals, Lemmas 2.8 and
4.3 one immediately has
‖Sf ‖H 1q 
∞∑
m=1
gm∑
k=1
‖akmRkmf ‖H 1q
 C(n,q)
∞∑
m=1
gm∑
k=1
(‖akm‖L∞ + [akm]LMO)‖Rkmf ‖H 1q
 C(n,q)(M1 +M2)
∞∑
m=1
gm∑
k=1
m−2n‖Rkmf ‖H 1q
 C(n,q,M1,M2)
∞∑
m=1
mn−2m−2n‖f ‖H 1q
 C(n,q,M1,M2)‖f ‖H 1q .
The argument for Sb is similar if we use the H 1q boundedness for commutators proved
in Section 3:
‖Sbf ‖H 1q 
∞∑
m=1
gm∑
k=1
‖akmRkm,bf ‖H 1q
 C(n,q)
∞∑
m=1
gm∑
k=1
(‖akm‖L∞ + [akm]LMO)‖Rkm,bf ‖H 1q
 C(n,q)
∞∑
m=1
gm∑
k=1
(‖akm‖L∞ + [akm]LMO)[b]LMO‖f ‖H 1q
 C(n,q,M1,M2)[b]LMO
∞∑
m=1
mn−2m−2n‖f ‖H 1q
 C(n,q,M1,M2)[b]LMO‖f ‖H 1q . 
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In this section we give the interior Hardy type estimates for second order elliptic op-
erators. For this purpose, we first introduce some Hardy type spaces on a domain by
restriction. See [5], for example. Let Ω be a domain in Rn.
A measurable function f ∈ L1(Ω) is said to be in h1(Ω) if it is the restriction to Ω of
a function F ∈ h1(Rn), i.e.,
h1(Ω) = {f ∈ L1(Ω): there exists F ∈ h1(Rn) such that F |Ω = f },
equipped with the norm
‖f ‖h1(Ω) = inf
{‖F‖h1 : F ∈ h1(Rn),F |Ω = f }.
In the analogously way we define the corresponding Hardy–Sobolev spaces hm,1(Ω) as
the collection of function f with Dkf ∈ h1(Ω) for 0  k  m. Here Dkf is the weak
derivative of order k.
We sometime use a same notation to represent a function defined in Rn and its restriction
to a domain.
Lemma 5.1. Let Ω be a bounded domain in Rn. If u ∈ h1(Rn) with suppu ⊂ Ω , then
‖u‖h1  C‖u‖h1(Ω),
with C depending on Ω . Hence ‖u‖h1 ∼ ‖u‖h1(Ω).
Proof. Choose θ ∈ C∞0 (Rn) such that θ = 1 in Ω . Suppose u˜ ∈ h1 is any extension of u|Ω
to Rn. By the condition suppu ⊂ Ω , we have
θu˜ = u a.e. Rn.
Hence
‖u‖h1 = ‖θu˜‖h1  C‖u˜‖h1 .
By definition,
‖u‖h1  C‖u‖h1(Ω). 
The space h1(Ω) has advantages. For example,
Lemma 5.2. Let Ω be a bounded domain in Rn. If f ∈ Lq(Ω) with q > 1, then f ∈ h1(Ω)
and
‖f ‖h1(Ω) C(n,q,Ω)‖f ‖Lq(Ω).
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in Ω1 = {x ∈ Rn | dist(x,Ω) < 1}, which is also a bounded domain. We have
‖f˜ ‖h1 = ‖mϕf˜ ‖L1  C‖mϕf˜ ‖Lq  C‖Mf˜ ‖Lq  C‖f˜ ‖Lq = C‖f ‖Lq(Ω).
Hence f ∈ h1(Ω) and
‖f ‖h1(Ω)  C‖f ‖Lq(Ω). 
As a corollary we have
Lemma 5.3. The restriction of H 1q to a bounded domain Ω is h1(Ω) for any q ∈ (1,∞).
In other words, if f ∈ H 1q then f |Ω ∈ h1(Ω) with
‖f ‖h1(Ω)  C‖f ‖H 1q .
Proof. Let f = h + g be any decomposition for f with h ∈ H 1 and g ∈ Lq . Hence
f |Ω = h|Ω + g|Ω.
By Lemma 5.2,
‖f ‖h1(Ω)  ‖h‖h1(Ω) + ‖g‖h1(Ω)  ‖h‖H 1 +C‖g‖Lq(Ω)
 ‖h‖H 1 +C‖g‖Lq C
(‖h‖H 1 + ‖g‖Lq ).
By definition we get the desired result. 
Now we introduce the space vanishing LMO, which is crucial in our treatment.
Definition 5.1. We say a function f ∈ LMO is in the space vanishing LMO, denoted by
LMO0, if limr→0 ηf (ρ) = 0, where
ηf (ρ) = sup
r<ρ
1 + | ln r|
|Br |
∫
Br
∣∣f (x) − fBr ∣∣dx, ρ < 1.
Lemma 5.4. LMO0 is a closed subspace of LMO and it coincides with the closure of
C∞∩LMO0 in LMO. Moreover, if f ∈ L∞∩LMO0, one can choose a sequence of function
{fk}∞k=1 ⊂ C∞ ∩L∞ such that fk → f in LMO and
‖fk‖L∞  ‖f ‖L∞ .
We omit the proof of this lemma since it is a standard argument involving convolution.
See also [1] for a local version of this lemma.
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Lu =
n∑
i,j=1
aij (x)Diju
with aij defined a.e. in Rn. We assume that there exists a constant λ ∈ (0,1] such that
(A1) aij = aji , ∑ni,j=1 aij ξiξj  λ|ξ |2, ∀ξ ∈ Rn, a.e. x ∈ Rn;
(A2) aij ∈ LMO ∩L∞ with maxi,jn([aij ]LMO + ‖aij‖L∞) λ−1.
Denote the matrix (aij (x)) by a and let
Γ (x, y) = 1
(n − 2)ωn(deta)1/2
(
n∑
i,j=1
Aij (x)yiyj
)(2−n)/2
,
where A = (Aij (x)) = a−1 and n > 2, ωn is the area of unit sphere in Rn. For a fixed
x0 such that Γ (x0, y) is well defined, Γ (x0, ·) is the fundamental solution of L0 =
aij (x0)
∂2
∂yi∂yj
.
Also for 1 i, j  n, we let
Γi(x, y) = ∂
∂yi
Γ (x, y), Γij (x, y) = ∂
2
∂yi∂yj
Γ (x, y).
It is well known that Γij (x, y) are C–Z kernels in the second variable.
Lemma 5.5. If aij satisfy (A1) and (A2), then k(x, y) = Γij (x, y) satisfy (4.1) and (4.2) in
Theorems 4.1 and 4.2 with constants M1 and M2 depending on n and λ.
Proof. A direct calculation shows that
Γij (x, y) = 1
ωn(n− 2)(deta)1/2
∂2
∂yi∂yj
(
n∑
k,l=1
Akl(x)ykyl
)(n−2)/2
= ω
−1
n
(deta)1/2
(
n∑
k,l=1
Akl(x)ykyl
)−n/2
×
[
Aij (x) − n
(∑n
l=1 Ail(x)yl
)(∑n
k=1 Akj (x)yk
)
∑n
k,l=1 Akl(x)ykyl
]
.
By Lemma 2.7 we know (deta)1/2, Akl ∈ LMO ∩ L∞ with norms depending only on n
and λ. Furthermore, it is easy to verify that terms like Akl(x)ykyl and Akj (x)yk belong to
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A we get the desired result. 
In [6,7], the authors proved the following representation formula. If n  3, aij satisfy
(A1) and u ∈ C∞0 , then
Diju(x) = P.V.
∫
Rn
Γij (x, x − y)
(
n∑
k,l=1
(
akl(x)− akl(y)
)
Dklu(y)
)
dy
+ P.V.
∫
Rn
Γij (x, x − y)Lu(y)dy + Lu(x)
∫
|y|=1
Γi(x, y)yj dσ (y). (5.1)
By using the estimates for commutators of singular integrals with variable kernels in
Section 4, combined with the above representation formula, we can now give the following
interior a priori estimates in a bounded domain for second order elliptic operators.
Theorem 5.1. Let Ω be a bounded domain in Rn, u ∈ h2,1(Ω). If aij ∈ LMO0, then for
any Ω ′ Ω ,
∥∥D2u∥∥
h1(Ω ′)  C
(‖u‖h1(Ω) + ‖Du‖h1(Ω) + ‖Lu‖h1(Ω)), (5.2)
where C depends only on n,λ,Ω ′,Ω and ηaij (1 i, j  n) defined in Definition 5.1.
Remark 5.1. It is a standard way to obtain a priori estimates for elliptic partial differential
equations by the corresponding estimates for related (singular) integral operators. Besides
the classical theory of Schauder (Cα estimate) and Calderón–Zygmund (Lp estimate),
we would like to mention the work of J. Peetre [18], where the author studied a general
convolution operator (including singular integral operator) keeping Lp,λ invariant. As an
application, he obtained corresponding a priori estimates in Lp,λ for elliptic equations,
under suitable assumptions on the coefficients of the equations. The Lp,λ estimates covered
Lp and Cα estimates as special cases. Another special case of the estimate, λ = n, is BMO
estimate, which can be looked as a dual version of our result. To obtain this estimate, the
corresponding condition on the coefficients is roughly speaking that
n∑
i,j=1
sup
x,y∈Br
((
1 + ln |x − y|)∣∣aij (x)− aij (y)∣∣)
is small if r is small enough. This is a pointwise version and a special case of LMO0.
To prove Theorem 5.1 we first establish the following proposition.
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with r  1. There exists r0 < 1 such that if r < r0, then∥∥D2u∥∥
h1(Ω)  C‖Lu‖h1(Ω). (5.3)
Proof. For convenience, we introduce some notations. Let
Tijf (x) = P.V.
∫
Rn
Γij (x, x − y)f (y) dy
and
T
ij
b f (x) = P.V.
∫
Rn
Γij (x, x − y)
(
b(x) − b(y))f (y)dy.
Since u has compact support, the zero extension of u (which we still denote by u) is in
h2,1(Rn). By the representation formula (5.1),
Diju(x) =
n∑
k,l=1
T
ij
akl (Dklu)(x) + Tij (Lu)(x) +Lu(x)
∫
|y|=1
Γi(x, y)yj dσ (y)
= I (x)+ II(x)+ III(x).
A similar argument as in Lemma 4.3 shows that
m(x) =
∫
|y|=1
Γi(x, y)yj dσ (y) ∈ L∞ ∩ LMO
with ‖m‖∞L + [m]LMO  C(n,λ). By Proposition 2.1 and Lemmas 5.1 and 5.3,
‖III‖h1(Ω) = ‖mLu‖h1(Ω)  ‖mLu‖h1  C
(‖m‖L∞ + [m]LMO)‖Lu‖h1
 C‖Lu‖h1(Ω). (5.4)
Next by the H 12 boundedness of singular integrals with variable kernels (Theorem 4.2),
Lemmas 5.1 and 5.3,
‖II‖h1(Ω) = C‖II‖H 12  C‖Lu‖H 12 C‖Lu‖h1  C‖Lu‖h1(Ω). (5.5)
The estimate for the first term is crucial and more subtle. We need a detailed analysis.
By applying Lemma 5.4, choose a˜kl ∈ C∞ ∩ L∞ such that
[a˜kl − akl]LMO < ε,
where ε is a small positive number to be determined.
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a¯(x) =
{
a˜(x), x ∈ B,
a˜
(
x0 + r x−x0|x−x0|
)
, x /∈ B.
Obviously a¯ is a Lipschitz function with the Lipschitz constant [a¯]Lip1 controlled by‖Da˜‖L∞(B¯), which is accordingly controlled by ‖Da˜‖L∞(Ω¯). Also note that the oscillation
of a¯ in Rn, ωa¯ = supx,y∈Rn |a¯(x) − a¯(y)|, is equal to ωa˜(r) = supx,y∈B |a˜(x) − a˜(y)|, the
oscillation of a˜ on B , which is then controlled by 2r‖Da˜‖L∞(Ω¯). Now we estimate the
LMO norm of a¯. Let Bs be any ball in Rn with radius s  1. If s  r , then
1 + | ln s|
|Bs |
∫
Bs
∣∣a¯(x) − a¯Bs ∣∣dx  2s(1 + | ln s|)[a¯]Lip1  2r(1 + | ln r|)‖Da˜‖L∞(Ω¯),
since the function t (1 + | ln t |) is increasing in t ∈ (0,1).
If r < s, then
1 + | ln s|
|Bs |
∫
Bs
∣∣a¯(x) − a¯Bs ∣∣dx  (1 + | ln s|)ωa¯  (1 + | ln r|)ωa˜(r)
 2r
(
1 + | ln r|)‖Da˜‖L∞(Ω¯).
Thus a¯ ∈ LMO and
[a¯]LMO Cr
(
1 + | ln r|), (5.6)
where C is independent of r .
With the above notations we have
T
ij
akl (Dklu) = T ijakl−a˜kl (Dklu)+ T
ij
a˜kl−a¯kl (Dklu)+ T
ij
a¯kl
(Dklu).
Noting that a˜kl = a¯kl in B and suppu ⊂ B , one gets
T
ij
a˜kl−a¯kl (Dklu) = 0.
Once more, note that suppu ⊂ B ⊂ Ω and by use of Theorem 4.2, Lemmas 5.1 and 5.3,
‖I‖h1(Ω) 
n∑
k.l=1
∥∥T ij
akl−a˜kl (Dklu)
∥∥
H 12
+
n∑
k.l=1
∥∥T ija¯kl (Dklu)∥∥
C
n∑
k.l=1
([akl − a˜kl]LMO + [a¯kl]LMO)‖Dklu‖H 12
Cε
n∑
k,l=1
‖Dklu‖h1(Ω)  Cε
∥∥D2u∥∥
h1(Ω), (5.7)
if we take r < r0 such that r0(1 + | ln r0|) < ε.
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∥∥D2u∥∥
h1(Ω)  Cε
∥∥D2u∥∥
h1(Ω) +C‖Lu‖h1(Ω). (5.8)
By taking ε = 1/(2C) we obtain the desired estimate. 
In the proof of Proposition 5.1 we employ techniques from [7].
Proof of Theorem 5.1. It is an easy application of Proposition 5.1 and standard covering
arguments. Let {ψk}Nk=1 be the partition of unity subordinate to Ω¯ ′ with suppψk ⊂ Bk Ω
such that the radius of every Bk is less than r0 as chosen in the proof of Proposition 5.1.
Let
vk = ψku.
Then
Lvk = ψkLu + 2
n∑
i,j=1
aijDiψkDju+ uLψk.
Since suppvk ⊂ Bk ⊂ Ω , by Proposition 5.1,
∥∥D2vk∥∥h1(Ω)  C‖Lvk‖h1(Ω)
 C
(
‖ψkLu‖h1(Ω) +
n∑
i,j=1
‖aijDiψkDju‖h1(Ω) + ‖uLψk‖h1(Ω)
)
 C
(‖u‖h1(Ω) + ‖Du‖h1(Ω) + ‖Lu‖h1(Ω)).
Summing over k from 1 to n we get the estimate for ‖D2u‖h1(Ω ′). 
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