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Abstract
By using the renormalization group (RG) equation it has proved possible to sum logarithmic
corrections to quantities that arise due to quantum effects in field theories. In particular, the
effective potential V in the Standard Model in the limit that there are no massive parameters in
the classical action (the “conformal limit”) has been subject to this analysis, as has the effective
potential in a scalar theory with a quartic self coupling and in massless scalar electrodynamics.
Having multiple coupling constants and/or mass parameters in the initial action complicates
this analysis, as then several mass scales arise. We show how to address this problem by
considering the effective potential in a Yukawa model when the scalar field has a tree-level
mass term. In addition to summing logarithmic corrections by using the RG equation, we
also consider the consequences of the condition V ′(v) = 0 where v is the vacuum expectation
value of the scalar. If V is expanded in powers of logarithms that arise, then it proves possible
to show that either v is zero or that V is independent of the scalar. (That is, either there
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1
is no spontaneous symmetry breaking or the vacuum expectation value is not determined by
minimizing V as V is “flat”.)
1 Introduction
The effective potential [1–4] has long been an integral part of both electroweak theory and cosmology.
In particular, it has provided a way to endowing non-Abelian vector Bosons with a mass without
destroying renormalizability (see any current text; eg Ref [5])1. The possibility that the spontaneous
symmetry breakdown responsible for this is entirely due to quantum effects and that all mass scales
are a consequence of there being a radiatively induced mass has been introduced in [1] and further
considered in [8–11].
In these latter two references, the RG equation has been used to sum logarithmic corrections
due to radiative effects; the one-loop RG functions plus the classical potential yields the sum of all
leading-log (LL) effects, the two-loop RG functions plus the log independent part of the one-loop
effective potential yield the next-to-leading-log (NLL) effects, etc. This approach has been used in
the calculation of cross sections [11], in relating the bare and renormalized coupling in dimensional
regularization [12], in thermal field theory [13] as well as with the effective potential [8–11, 14–16].
Summing these radiative effects is made more complicated if in addition to the radiatively
induced mass µ2 there is a tree level mass parameter m2 associated with the scalar field. Since
the classical conformal symmetry present if m2 = 0 is broken by quantum effects (at least at the
perturbative level) there is no reason for setting m2 = 0 other than desire for simplicity, though
it also is relevant in aspects of the scale hierarchy [17] and fine-tuning [18] problems. We are thus
motivated to consider the possibility of summing radiative effects whenm2 6= 0; we will also consider
having multiple couplings.
There have been several approaches to employing the RG to treat situations in which there are
multiple mass scales. One of these is to have a number of different radiatively induced mass scales
and to have an RG equation associated with each of them [24,25,31]. Another is to retain a single
radiatively induced mass scale µ2 and the rewrite log
m2
2
µ2
as log
m2
2
m2
1
+log
m2
1
µ2
to convert the mass scale
m2
2
µ2
to
m2
1
µ2
[15, 16]. We will employ the later approach.
In addition to arranging perturbative contributions to the effective potential in such a way that
the RG equation can be used to sum the LL, NLL etc. contributions, one can also simply write the
effective potential as a sum of a log-independent contribution, a contribution linear in the logarithm,
a term quadratic in the logarithm etc. Once this is done then a summation can be performed in
which not only is the RG equation used, but also the condition that V be minimized at the vacuum
expectation value of the scalar field φ. By using these two conditions, it not only proves possible to
express the effective potential in terms of its log-independent contribution, but also to show that
all dependence of V on the scalar field cancels provided there is spontaneous symmetry breaking.
1We note that an Abelian vector can be given a mass “by hand”using the Stueckelberg formalism; this includes
the U(1) sector of the Standard Model [6, 7].
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Having the effective potential independent of the scalar field does not exclude the possibility of
spontaneous symmetry breaking, it just means that the vacuum expectation value of the scalar
does not occur at a local minimum of the effective potential as it is now flat. This flatness does
not necessarily mean that the theory is non-interacting (i.e., “trivial”). The full effective action
for φ may involve interactions which depend on the gradient of this scalar or interactions between
the scalar and other fields. This has been demonstrated in a simple scalar theory with a quartic
self coupling, in massless scalar electrodynamics. as well as a massive scalar theory with a quartic
self coupling [19–21]. Below we will first review the simple massless scalar model and then we will
demonstrate that this result also holds in models in which the scalar field has a tree-level mass
and there are multiple couplings, first by examining a Yukawa model with a massive scalar and a
massless spinor and then the Standard Model.
As a check on the validity of our expression for V we will demonstrate that satisfies the RG
equation.
2 The Effective Potential
We shall start by reviewing how the RG can be used to sum certain higher loop contributions to
the effective potential in a massless scalar theory with a quartic scalar coupling. Starting from the
action [19]
S =
∫
d4x
[
1
2
(∂µφ)
2 −
λ
4!
φ4
]
(1)
we compute the effective potential V , which has the form
V (λ, φ, µ) =
∞∑
n=0
∞∑
m=0
λm+n+1Tm+n,mL
mφ4 ≡
∞∑
n=0
λn+1Sn(λL)φ
4 (2)
where, if we use the CW renormalization condition [1]
λ =
1
4!
d4V (φ)
dφ4
when φ = µ (3)
then
L = log(φ2/µ2). (4)
Since changes in the (unphysical) renormalization scale µ must be compensated by corresponding
changes in the other parameters that characterize the theory (in this case λ and φ) we find that
µ
d
dµ
V =
(
µ
∂
∂µ
+ β(λ)
∂
∂λ
+ γ(λ)φ
∂
∂φ
)
V (λ, φ, µ) = 0, (5)
where
β = µ
∂λ
∂µ
=
∞∑
k=2
bkλ
k (6a)
3
and
γ = µ
∂ logφ
∂µ
=
∞∑
k=1
gkλ
k. (6b)
Together, Eqs. (2,5,6) result in the recursive equations[
(−2 + b2ξ)
d
dξ
+ (b2 + 4g1)
]
S0(ξ) = 0 (7a)
[
(−2 + b2ξ)
d
dξ
+ (n+ 1)b2 + 4g1
]
Sn(ξ)
+
n−1∑
m=0
[
(2gn−m + bn−m+2ξ)
d
dξ
+ (m+ 1)bn+2−m + 4gn+1−m
]
Sm(ξ) = 0 (7b)
with the boundary condition
Sn(0) = Tn,0. (7c)
The solution Sn(ξ) gives the N
nLL contribution to V [8, 14].
We note that the solution to Eq. (5) when only b2 . . . bm, g1 . . . gm−1 are non-zero is not given
by having only S0 . . . Sm−2 contribute to Eq. (2); these RG function coefficients also contribute to
all Sk (k > m− 2). In fact, we see that since Sn has the form
Sn =
1
b2
n+1∑
i=1
i−1∑
j=0
σni,j
Λj
wi
(8)
(w = 1− b2ξ/2,Λ = log |w|) then recursive relations can be found from Eq. (7b) for the coefficients
σni,j [22]; for example we find that
σnn+1,n =
(
−b3
b2
)n
σ01,0 (9)
with σ01,0 = 1/4!. By Eq. (8), Eq. (9) gives a portion of all Sn (n > 1) even though with b2, b3, g1, g2
only S0 and S1 can be determined exactly.
We can also examine the general form of the solution to Eq. (5) using the method of characteris-
tics (moc) as the RG equation is a linear first-order partial differential equation [23]. We introduce
characteristic functions µ¯(s), λ¯(s), φ¯(s) and V¯ (s) satisfying
dµ¯(s)
ds
= µ¯(s),
dλ¯(s)
ds
= β(λ¯(s)),
dφ¯(s)
ds
= φ¯(s)γ(λ¯(s)),
dV¯ (s)
ds
= 0 (10a–d)
with µ¯(0) = µ etc. Upon solving for µ¯(s), λ¯(s) and φ¯(s) it follows that
V (λ, φ, µ) = V (λ¯(0), φ¯(0), µ¯(0)) (11)
4
is a solution to Eq. (5). From Eqs. (10a–d) we find that
log µ¯(s) = s+ c1(t) (12a)
∫ λ¯(s)
λ0
dx
β(x)
= s+ c2(t) (12b)
log φ¯(s) =
∫ λ¯(s)
λ0
dx
γ(x)
β(x)
+ c3(t), (12c)
where t is a parameter associated with the constants of integration arising in Eqs. (10a–d) [23].
Using Eqs. (12), we find that since
c1(t)− c2(t) = log µ¯(s)−
∫ λ¯(s)
λ0
dx
β(x)
, (13a)
c3(t) = log φ¯(s)−
∫ λ¯(s)
λ0
dx
γ(x)
β(x)
(13b)
are independent of s, a general solution for V by (11) is given by
V (λ, φ, µ) = F
(
logµ−
∫ λ
λ0
dx
β(x)
, log φ−
∫ λ
λ0
dx
γ(x)
β(x)
)
≡ F (A,B) (14)
where F is determined by boundary conditions in Eq. (5).
If now we write Eq. (2) as
V =
∞∑
n=0
An(λ)l
nφ4 (l = log φ/µ) (15)
where
An(λ) =
∞∑
m=n
λm+12−nTm,n (16)
then together Eqs. (5,15) lead to
Aˆn+1(η) =
1
n+ 1
d
dη
Aˆn(η) =
1
(n+ 1)!
dn+1
dηn+1
Aˆ0(η) (17)
where
η(λ) =
∫ λ
λ0
dx
1− γ(x)
β(x)
(18a)
5
and
Aˆ(λ) = An(λ) exp
(
4
∫ λ
λ0
dx
γ(x)
β(x)
)
. (18b)
Since
∑
∞
n=0
an
n!
dn
dxn
f(x) = f(x+ a), Eqs. (15,17) together yield [19]
V = exp
(
4
∫ λ(η+l)
λ
dx
γ(x)
β(x)
)
A0(λ(η + l))φ
4. (19)
We note that
η + l =
∫ λ
λ0
dx
β(x)
−
∫ λ
λ0
dx
γ(x)
β(x)
+ log φ− log µ
= −A +B (20a)
and
exp
(
4
∫ λ(η+l)
λ
dx
γ(x)
β(x)
)
φ4 = exp
(
4
∫ λ(−A+B)
λ0
dx
γ(x)
β(x)
+B
)
. (20b)
By Eq. (20), V in Eq. (19) is of the form Eq. (14) and thus the RG equation of Eq. (5) is satisfied.
In order to find the function A0(λ) we impose a second condition on V in addition to the RG
equation (5). This second condition is
dV (φ = v)
dφ
= 0 (21)
where v is the vacuum expectation value (vev) of φ. Substitution of Eq. (15) into (21) leads to
∞∑
n=0
((n+ 1)An+1(λ) + 4An(λ)) log
n
(
v
µ
)
v3 = 0. (22)
One solution to Eq. (22) is
v = 0 (23)
in which case there is no spontaneous symmetry breaking. If v 6= 0, then we can chose µ = v leading
to
A1(λ(v)) = −4A0(λ(v)). (24)
The actual value of λ(v) is unspecified, and hence Eq. (24) is a general functional relation between
A1(λ) and A0(λ). When n = 0 in Eq. (17) (which follows from the RG equation)
A1(λ) =
β(λ)
1− γ(λ)
(
d
dλ
+
4γ(λ)
β(λ)
)
A0(λ). (25)
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Together, Eqs. (24,25) lead to (
β(λ)
d
dλ
+ 4
)
A0(λ) = 0 (26)
whose solution is
A0(λ) = A0(λ0) exp
(
−4
∫ λ
λ0
dx
β(x)
)
. (27)
From Eqs. (27) and (19) we find that
V = exp
(
4
∫ λ(η+l)
λ
dx
γ(x)
β(x)
)
A0(λ0) exp
(
−4
∫ λ(η+l)
λ0
dx
β(x)
)
φ4 (28)
= A0(λ0) exp
(
−4
∫ λ(η)
λ0
dx
β(x)
)
exp
(
4
∫ λ(η+l)
λ(η)
dx
γ(x)− 1
β(x)
)
φ4. (29)
But by Eq. (18a), ∫ λ(η+l)
λ(η)
dx
γ(x)− 1
β(x)
= −(η + l) + η = − log
(
φ
µ
)
. (30)
So that upon substitution of Eq. (30) into (29)
V (λ, φ, µ) = A0(λ0) exp
(
−4
∫ λ
λ0
dx
β(x)
)
µ4 (31)
and all dependence of V on φ drops out.
If instead of combining Eqs. (24) and (25) to obtain Eq. (31), we had taken Eq. (22) to hold
for each of the coefficients of logn
(
v
µ
)
, then we would have
An+1(λ) =
−4
n + 1
An(λ) =
(−4)n+1
(n+ 1)!
A0(λ) (32)
and not just Eq. (24). Now combining Eqs (15) and (32) we obtain
V =
∞∑
n=0
A0(λ)
(−4)n
n!
φ4
= A0(λ) exp
(
−4 log
φ
µ
)
φ4
= A0(λ)µ
4. (33)
For Eq. (33) to satisfy the RG equation (5), A0(λ) is given by Eq. (27).
Having a “flat” effective potential in which V is independent of φ (Eq. (31)) does not mean
there cannot be spontaneous symmetry breaking; it just means that the vev of φ cannot be fixed
by finding a local minimum of V . Having V independent of φ is not the same as saying that Eq.
(21) is satisfied at the particular value φ = v.
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We note that a general solution to the RG equation of Eq. (5) is simply
V = V0µ
αφK exp
[
−
∫ λ
λ0
Kγ(x) + α
β(x)
dx
]
for arbitrary K and α; summing over K and α leads to
= V0
µφ(
µ− exp
[
−
∫ λ
λ0
1
β(x)
dx
])(
φ− exp
[
−
∫ λ
λ0
γ(x)
β(x)
dx
]) .
Eq. (31) corresponds to taking K = 0, α = 4 and V0 = A0(λ0). However, the general solution for
V with arbitrary K and α is not acceptable as it does not have a lower bound, it is not consistent
with the initial ansatz of Eqs. (2) and (15), and does not meet the condition of Eq. (21).
After reviewing the situation in which there is a single massless self interacting scalar field, we
now examine a model in which the real scalar φ has a quartic self coupling λ, a mass m and a
Yukawa coupling g with a massless spinor. In this case, the one-loop effective potential is [26]
V (1) =
(m2 + λφ2/2)
2
4(4pi)2
(
log
m2 + λφ2/2
µ2
−
3
2
)
−
g4φ4
(4pi)2
(
log
g2φ2
µ2
−
3
2
)
, (34)
when using dimensional regularization. In general V is given by
V = φ4
∞∑
N=L+1
N∑
n=0
∞∑
L=0
L∑
l=0
pN,nL,l (r, z)λ
N−ng2nΛL−l1 Λ
l
2 (35)
where
r =
g2
λ
(36a)
z =
2m2
λφ2
(36b)
Λ1 = log
(
m2 + λφ2/2
µ2
)
(36c)
Λ2 = log
(
g2φ2
µ2
)
. (36d)
The form of Eq. (35) follows from several observations. First of all, V has dimension [mass]4, which
accounts for the overall factor of φ4 and the dependence of pN,nL,ℓ on z. Secondly, at L loop order,
there are L powers of logarithms, either Λ1 and Λ2, with these two logarithms arising because of
the poles in the propagator for the spinor (g2φ2) or the scalar (m2 + λφ2/2). And finally, at L loop
order, there are in general at least L+1 powers of the couplings λ and g2, accounting for the overall
factor of λN−ng2n and the dependence of pN,nL,ℓ on r.
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The argument just presented to justify the form of our ansatz in Eq. (35) is that employed in
refs. [37, 38] to justify an expansion of V in massive scalar models.
Following the approach of ref. [15] we now write
Λ2 = log
(
g2φ2
m2 + λφ
2
2
)
+ log
(
m2 + λφ
2
2
µ2
)
= log
(
2r
1 + z
)
+ Λ1 (37)
and so Eq. (35) can be rewritten as
V = φ4
∞∑
N=L+1
∞∑
L=0
λNΠNL (r, z)Λ
L
1 (38)
= φ4
∞∑
N=1
λNF(N)(r, z, ξ) (39)
where ξ = λΛ1 and
F(N) =
∞∑
L=0
ΠN+LL (r, z)ξ
L. (40)
In Eq. (39), F(p) is the N
pLL contribution to V .
Taking the RG equation for this model to be(
µ2
∂
∂µ2
+ βλ
∂
∂λ
+ βg
∂
∂g
+m2γm
∂
∂m2
+ φ2γφ
∂
∂φ2
)
V = 0 (41)
(ignoring the cosmological term [14–16, 24, 27])[
−λ
∂
∂ξ
+ βλ
(
∂
∂λ
+
(
ξ
λ
+
1
z + 1
)
∂
∂ξ
−
r
λ
∂
∂r
−
z
λ
∂
∂z
)
+βg
(
2r
g
∂
∂r
)
+ γm
(
z
∂
∂z
+
λz
z + 1
∂
∂ξ
)
+γφ
(
2− z
∂
∂z
+
λ
z + 1
∂
∂ξ
)][
φ4
∞∑
N=1
λNF(N)(r, z, ξ)
]
= 0 (42)
From Ref. [24] we have the one-loop results
κγm =
λ
2
(1+4r), κβλ =
1
2
λ2(1+8r−48r2), κγφ = −2λr, κβg =
5
2
gλr; (κ = 16pi2) (43a–d)
Using Eqs. (43a–d) we find that if Eq. (42) is satisfied to order λ2 we obtain the following for the
LL sum F(1)[(
1− 48r2
2κ
)
+
(
−1 +
1 + 8r − 48r2
2κ
ξ
)
∂
∂ξ
−
1
2κ
(
1− 2r − 48r2
)
r
∂
∂r
+
z
2κ
(
48r2
) ∂
∂z
]
F(1) = 0 (44)
9
with the boundary condition
λF(1)(r, z, ξ = 0)φ
4 = λΠ0(r, z)φ
4
=
m2φ2
2
+
λφ4
4!
= λ
(
z
4
+
1
24
)
φ4 (45)
which is just the tree level potential. The boundary condition for F(2) would come from the one-loop
correction to V .
One can now expand F(1) itself so that
F(1)(r, z, ξ) =
∞∑
L=0
ΠL+1L (r, z)ξ
L; (46)
Eqs. (44,46) together show that
ΠL+2L+1 =
1
L+ 1
[
Lα(r, z) + β(r, z) + γr(r, z)
∂
∂r
+ γz(r, z)
∂
∂z
]
ΠL+1L (47)
where
α =
1− r + 48r2
2κ
, β =
1− 48r2
2κ
, γr =
r
(
−1
2
+ r + 24r2
)
κ
, γz =
24r2z
κ
. (48a–d)
Upon defining r¯(t), z¯(t) so that
dr¯
dt
= γr(r¯, z¯),
dz¯
dt
= γz(r¯, z¯) (49a–b)
with r¯(0) = r , t¯(0) = 0, and
ΦL+1L (r¯, z¯) =
[
exp
∫ t
0
dτ (α(r¯, z¯)L+ β(r¯, z¯))
]
ΠL+1L (r¯, z¯) (50)
then by Eqs. (48a–d) and (50)
ΦL+2L+1 (r¯(t(U)), z¯(t(U))) =
1
L+ 1
d
dU
ΦL+1L
=
1
(L+ 1)!
dL+1
dUL+1
Φ10 (51)
where
U =
∫ t(U)
0
dτ exp
[
−
∫ τ
0
dσ(α(r¯(σ), z¯(σ))
]
. (52)
Upon combining Eqs. (46), (47), (50) and (51) we find that
VLL = λ
∞∑
L=0
ΠL+1L (r¯(t), z¯(t)) ξ
Lφ4
= λφ4
∞∑
L=0
exp
(
−
∫ t
0
dτβ
)(
ξ exp−
∫ t
0
dτα
)L
1
L!
dL
dUL
Φ10 (r¯(t(U)), z¯(t(U)))
= λφ4 exp
(
−
∫ t
0
dτβ
)
Φ10 (r¯(t(U + Ω)), z¯(t(U + Ω))) (53)
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where
Ω = ξ exp
(
−
∫ t
0
dτα
)
. (54)
Upon setting t = 0, Eq. (53) reduces to
VLL = λΦ
1
0(r(t(ξ)), z(t(ξ))φ
4
or, by Eq. (45)
= λ
(
z(t(ξ))
4
+
1
24
)
φ4. (55)
To obtain z¯(t) we return to Eqs. (48c,d; 49a,b);
dr¯
dt
=
r¯
κ
(
−
1
2
+ r¯ + 24r¯2
)
integrates to give
t =
2κ
7
[
log
((
r¯ − 1
8
)4 (
r¯ + 1
6
)3
r¯7
r7(
r − 1
8
)4 (
r + 1
6
)3
)]
(56)
and now as
dr¯
dz¯
=
−1
2
+ r¯ + 24r¯2
24r¯2z¯
(57)
we find
( z¯
z
)7
=
(
r¯ + 1
6
r + 1
6
)4(
r¯ − 1
8
r − 1
8
)3
. (58)
From Eqs. (56, 58) we can implicitly obtain
z¯(ξ) = z¯
(
t
(
λ log
m2 + λφ
2
2
µ2
))
in (55); that is, we have VLL.(The function t(U) is defined in Eq. (52).)
We now will re-express the sum in Eq. (38) as
V = φ4
∞∑
L=0
AL(λ, r, z)Λ
L
1 (59)
in much the same way as Eq. (15) was introduced in the massless self-interacting scalar model.
Substitution of Eq. (59) into Eq. (41) result in[
−1 +
(
βλ
λ
γφ + zγm
)
1
1 + z
]
(L+ 1)AL+1
+
[
βλ
(
∂
∂λ
−
r
λ
∂
∂r
−
z
λ
∂
∂z
)
+ βg
(
2r
g
∂
∂r
)
+ γφ
(
2− z
∂
∂z
)
+ γm
(
z
∂
∂z
)]
AL = 0. (60)
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Just as Eq. (21) leads to Eq. (22), we see that[(
2− z
∂
∂z
)
AL +
L+ 1
1 + z
AL+1
]
v2 = 0, (61)
and so Eq. (21) either implies that v = 0 (so that the vev of φ is zero) or
BL+1 =
1
L+ 1
∂
∂ζ
BL ≡
1
(L+ 1)!
∂L+1
∂ζL+1
B0 (62)
where
ζ = log
(
z
z + 1
)
(z = eζ/(1− eζ)) (63a)
BL = exp
(
−2
∫ ζ dζ ′
1− eζ′
)
AL. (63b)
Together, Eqs. (59,62,63) result in
V = φ4
∞∑
L=0
(
exp 2
∫ ζ dζ ′
1− eζ′
)(
1
L!
∂
∂ζL
)[
exp
(
−2
∫ ζ dζ ′
1− eζ′
)
A0(λ, r, z(ζ))
]
ΛL1 (64)
but by Eq. (63a)
ζ + Λ1 = log
(
z
1 + z
)
+ log
(
m2 + λφ
2
2
µ2
)
= log
(
m2
µ2
)
(65a)
and
exp−2
∫ ζ+Λ1
ζ
dζ ′
1− eζ′
=
(
λφ2
2(µ2 −m2)
)
−2
(65b)
and so, by Eq. (65), Eq. (64) becomes
V =
(
2(µ2 −m2)
λ
)2
A0
(
λ, g, z
(
log
m2
µ2
))
. (66)
As with Eq. (33), V in Eq. (66) is independent of φ – the potential is again “flat” with the vev not
being determined by the location of a local minimum of V if it is non-zero.
As a check on the validity of Eq. (66), we note that Eqs. (60) and (61) imply that
A1 =
1[
1−
(
βλ
λ
+ γφ + zγm
)
1
z+1
] [βλ
(
∂
∂λ
−
r
λ
∂
∂r
−
z
λ
∂
∂z
)
2r
g
βg
∂
∂r
+zγm
∂
∂z
+ γφ
(
2− z
∂
∂z
)]
A0 (67a)
and
A1 = (z + 1)
(
z
∂
∂z
− 2
)
A0 (67b)
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By combining Eqs. (67a) and (67b) we arrive at a differential equation for A0(λ, r, z); upon using
this equation and (from Eq. (63a))
z
(
log
m2
µ
)
=
m2
µ2 −m2
(68)
it follows that V as given by Eq. (66) satisfies the RG equation of Eq. (41).
We can employ the techniques used to examine the above Yukawa model to investigate the
effective potential in the Standard Model. If we have a single SU(2) Higgs doublet with a classical
potential
Vcl =
m2
2
φ2 +
λ
24
φ4 (69)
and SU(2) coupling g, U(1) coupling g′, SU(3) coupling g3 and top quark Yukawa coupling h, then
the following logarithms appear in radiative corrections to the effective potential
Λ1 = log
(
m2 + λφ2/2
µ2
)
, Λ2 = log
(
m2 + λφ2/6
µ2
)
,
Λ3 = log
(
g2φ2
µ2
)
, Λ4 = log
(
(g2 + g′
2
)φ2
µ2
)
, Λ5 = log
(
h2φ2
µ2
)
.
(70a–e)
Just as was done in the massive Yukawa model in Eq. (37), we can reduce all of these logarithms
to Λ1. For example, we can write
Λ5 = log

 h2φ2
m2 +
λφ2
2

+ Λ1
= log
(
2ρh
1 + z
)
+ Λ1 (71)
where
ρ =
g2
λ
, ρ′ =
g′
2
λ
, ρ3 =
g23
λ
, ρh =
h2
λ
, z =
2m2
λφ2
. (72a–e)
The analogue of Eq. (38) now becomes
V = φ4
∞∑
N=L+1
∞∑
L=0
λNΠNL (ρ, ρ
′, ρ3, ρh, z) Λ
L
1 ; (73)
the LL contribution to V is
VLL = φ
4
∞∑
N=0
λN+1ΠN+1N (ρ, ρ
′, ρ3, ρh, z) Λ
N
1 . (74)
The RG equation(
µ
∂
∂µ
+ βλ
∂
∂λ
+ βg
∂
∂g
+ βg′
∂
∂g′
+ βg3
∂
∂g3
+ βh
∂
∂h
+m2γm2
∂
∂m2
− φγφ
∂
∂φ
)
V = 0 (75)
13
when used in conjunction with the one-loop RG functions [28] leads to an equation of the form
ΠN+1N =
1
N
[
αN + β + r
∂
∂ρ
+ r′
∂
∂ρ′
+ r3
∂
∂ρ3
+ rh
∂
∂ρh
+ ζ
∂
∂z
]
ΠNN−1 (76)
provided we keep only those terms pertinent to VLL and discard those that couple VLL to VNLL. In
Eq. (76) we have defined
2κα = 4 + 12ρh − 9ρ− 3ρ
′ − 36ρ2h +
9
4
ρ′
2
+
9
2
ρρ′ +
27
4
ρ2 (77a)
2κβ = −12ρh + 9ρ+ 3ρ
′ (77b)
2κr = −ρ
(
4 + 12ρh −
8
3
ρ− 3ρ′ − 36ρh
2 +
9
4
ρ′
2
+
9
2
ρρ′ +
27
4
ρ2
)
(77c)
2κr′ = −ρ′
(
4 + 12ρh − 9ρ−
50
3
ρ′ − 36ρh
2 +
9
4
ρ′
2
+
9
2
ρρ′ +
27
4
ρ2
)
(77d)
2κr3 = −ρ3
(
4 + 12ρh − 9ρ− 3ρ
′ + 14ρ3 − 36ρh
2 +
9
4
ρ′
2
+
9
2
ρρ′ +
27
4
ρ2
)
(77e)
2κrh = −ρh
(
4 + 3ρh −
9
2
ρ−
1
6
ρ′ + 16ρ3 − 36ρh
2 +
9
4
ρ′
2
+
9
2
ρρ′ +
27
4
ρ2
)
(77f)
2κζ = −z
(
2− 36ρh
2 +
9
4
ρ′
2
+
9
2
ρρ′ +
27
4
ρ2
)
. (77g)
Just as Eq. (47) leads to Eq. (55), Eq. (76) leads to
VLL =
λ
4
(
z¯(t(λΛ1)) +
1
6
)
φ4 (78)
where (as in Eq. (48a–d))
dρ¯(t)
dt
= r¯ (ρ¯(t), ρ¯′(t), ρ¯3(t), ρ¯h(t), z¯(t)) (79a)
...
dz¯(t)
dt
= ζ¯ (ρ¯(t), ρ¯′(t), ρ¯3(t), ρ¯h(t), z¯(t)) (79e)
with ρ¯(0) = ρ etc, and
U =
∫ t(U)
0
dτ exp
[∫ τ
dσ (α(ρ¯(σ), . . . , z¯(σ)))
]
. (80)
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so that if t = 0, U = 0 also. Exact determination of z¯(t(λΛ1))is prohibitively difficult, but if we
assume that λ is the only coupling of consequence, then by Eq. (77g)
z¯(t)
dt
= −
z¯(t)
κ
=⇒ z¯(t) =
2m2
λφ2
e−
t
κ (81)
and by Eqs. (77a) and (80)
U =
∫ t(U)
0
dτ exp
(∫ τ
0
dσ
2
κ
)
=⇒ U =
κ
2
(
e2t(U)κ− 1
)
. (82)
Eqs. (81) and (82) lead to
z¯(t(λΛ1)) =
2m2
λφ2
(
1 +
2
κ
λΛ1
)
−1/2
(83)
and so Eq. (78) becomes
VLL =
λφ4
24
+
m2φ2
2
[
1 +
2
κ
λ log
(
m2 + λφ2
µ2
)]
−
1
2
. (84)
The term in the derivative expansion of the effective action beyond the effective potential is
1
2
Z(φ)(∂µφ)
2 [1] with Z at classical level being
Zcl = 1. (85)
One can apply the arguments applied to V above to compute the LL contribution to Z in the
Standard Model. In much the same way that Eq. (78) follows from Eq. (69), it follows that Eq.
(85) leads to
ZLL = 1. (86)
This is consistent with the result given in ref [29].
We can also expand the effective potential in the Standard Model in the same way Eq. (59) was
used to expand the effective potential in the massive Yukawa model
V = φ4
∞∑
L=0
AL(λ, ρ, ρ
′, ρ3, ρh, z)Λ
L
1 . (87)
Again applying Eq. (21) we are led to Eq. (61); we then are led to
V =
[
2(µ2 −m2)
λ
]2
A0
(
λ, ρ, ρ′, ρ3, ρh, z
(
log
m2
µ2
))
(88)
in the Standard Model, just as Eq. (66) arises in a massive Yukawa model. Once again, V has
no dependence on φ provided the vev of φ is non-zero, and this vev is not determined by a local
minimum of the potential.
15
3 Discussion
We have discussed the effective potential in a massless self-interacting scalar model, in a Yukawa
model and the non-conformal Standard Model. In all three cases, the RG equation can be used
to sum NpLL contributions to the effective potential. In addition by applying the minimization
condition of Eq. (21) it follows that either the vev of φ vanishes, or the effective potential is
independent of φ. It is possible that a second set of scalars or a Stueckelberg mass for a U(1) gauge
field [7] could alter this situation. It does appear though that if there is a single scalar field coupled
to other fields (spinor or vector), radiative effects lead to either a flat potential or no spontaneous
symmetry breaking, irrespective of what happens classically.
In the latter two models we have several coupling constants and several mass scales. We have
followed Ref. [15,16] and re-expressed all logarithms in terms of Λ1 and used a single RG mass scale
µ; in principle a logarithm other than Λ1 could have been employed. In the Standard Model we
have taken λ to be the dominant coupling, larger than g, g′, g3 or h. This is consistent with the
results of Refs. [9, 10]. We note that in Ref [1], Eq. (61) is used in conjunction with the one loop
contribution to V in massless scalar electrodynamics to fix a relationship between the gauge and
quartic scalar coupling at mass scale µ = v; we have used it to relate AM+1 to AM without relating
the couplings (which, after all, should be independent).
There is an extensive discussion in the literature of the implications of refs. [32,33] which state
that the exact effective potential should be both real and convex. (A discussion of this also occurs
in ref. [34].) By “convex” we mean that
V (xφ1 + (1− x)φ2) ≤ xV (φ1) + (1− x)V (φ2) (89)
for 0 ≤ x ≤ 1 for all φ1 and φ2. Consequently, V should satisfy the condition that a linear
interpolation of V (φ) is always larger than or equal to V (φ). The one loop result of (34) will not
be consistent with this result if m2 < 0 and also −λφ
2
2
> m2. In this case V (1) is no longer convex
and develops an imaginary part. A paper that deals with this problem is [35]; there it is assumed
that in the region between two minima of the perturbative effective potential V where V ′′ < 0,
the true effective potential becomes “flat” in time, thereby becoming convex and stable. The same
conclusion is met in [36]. Other aspects of this problem are considered in ref. [41]. We note that
in refs. [39, 40] a “Maxwell construction” is employed to ensure that V is convex in the region
between two minima; its contribution is attributed to non-perturbative effects that arise as a result
of summation over all saddle point contributions in the path integral computation of the effective
potential. In the limit of infinite volume the potential becomes flat in this region. The exact results
we have arrived at above (Eqs. (31), (66), (88)) in which V (φ) is “flat” (ie, V ′(φ) = V ′′(φ) = 0
for all φ) is automatically consistent with the requirement that V be real and convex for all φ no
matter what m2 is. Furthermore, we have worked directly from the ansatz of Eq. (35) which follows
from the form that V takes perturbatively without any additional assumption. This results in V
being analytic (since it is flat) without the discontinuities occurring in the form of V appearing in
refs. [39, 40]. Our results stem from using the ansatz of Eqs. (2) and (35) for the general form of
16
V . These ansatz are a consequence of the perturbative expansion for V (given, for example, by
Eq. (7.6) of ref. [34]); no additional input coming from non perturbative effects that might lead to
non-analytic behaviour for V are considered. Having the classical “Mexican hat” potential (such as
occurs in the potential V = 1
2
m2φ2+ 1
4!
λφ4 if m2 < 0 and λ > 0) became “flat” (once all logarithmic
perturbative effects are summed using the RG equation and the minimization condition of Eq. (21)
is applied) is actually a straightforward way to achieving consistency with the general convexity
condition of Eq. (89).
As noted in the introduction, having an effective potential that is independent of φ does not
preclude the possibility of interactions involving φ. It is possible that the theory is “trivial” and that
interactions are only possible in an effective theory which involves a cutoff, or it may possibly be
that interactions involve only derivatives of φ or interactions between φ and other fields. Answering
these questions is a non-trivial problem.
We have ignored the issue of gauge dependence in our consideration of the effective potential.
For a recent discussion of this problem, see Ref. [30].
A discussion of the phenomenological consequences of these formal results will be forthcoming.
The possible implications of having a flat potential on cosmological models is also being considered.
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