Exploiting the idle computation resources of mobile devices in mobile edge computing (MEC) system can achieve both channel diversity and computing diversity as mobile devices can offload their computation tasks to nearby mobile devices in addition to MEC server embedded access point (AP). In this paper, we propose a non-orthogonal multiple-access (NOMA)aided cooperative computing scheme in a basic three-node MEC system consisting of a user, a helper, and an AP. In particular, we assume that the user can simultaneously offload data to the helper and the AP using NOMA, while the helper can locally compute data and offload data to the AP at the same time. We study two optimization problems, energy consumption minimization and offloading data maximization, by joint communication and computation resource allocation of the user and helper. We find the optimal solutions for the two non-convex problems by some proper mathematical methods. Simulation results are presented to demonstrate the effectiveness of the proposed schemes. Some useful insights are provided for practical designs.
I. INTRODUCTION
The fifth generation (5G) wireless communication systems are expected to provide ultra-low latency and data hungry services for the mobile devices [1] . For example, the augmented reality/virtual reality (AR/VR) applications require a large amount of image and audio information to process within milliseconds latency. Meanwhile, the systems need to accommodate billions of Internet-of-Things (IoT) devices. Consequently, the limitation of mobile devices' battery lives and computation capacities is a crucial challenge for future communication systems. Normally, mobile cloud computing (MCC) has been considered as an efficient and powerful technology to support big data processing by utilizing rich computation resources at the remote cloud centers [2] . However, MCC always suffers the long propagation distances from mobile devices to the cloud centers, resulting in the failure of meeting the critical latency requirements. Fortunately, this problem can be tackled in mobile edge computing (MEC) where the strict latency requirements can be guaranteed [1] . Distinguished from MCC, the MEC servers are dedicatedly deployed at the network edge, such as the base stations (BSs) and the access points (APs), which can provide cloud-like computing service for the mobile devices. Since the mobile devices are in proximity to BSs and APs, the mobile devices are able to offload their computation-intensive tasks with high rates as well as low latency [3] - [9] .
However, the future wireless networks are expected to serve massive devices. It may not be feasible if all data are offloaded to the AP since the AP's computation capacities are usually limited. To deal with this problem, an effective way is to explore the devices' computation resources in the network, which not only alleviates the AP's workloads but also fully utilizes the network resources. This paradigm is known as cooperative computing [10] - [12] . For instance, an incentive scheme was proposed in [10] for encouraging mobile devices to share unused resources. A device-to-device (D2D) communication based computing collaboration and incentive mechanism was designed in [11] . The authors in [12] considered a two-user case where one user is allowed to offload computational inputdata to another user. In order to support task offloading among multiple users in MEC, wireless communication resource blocks (e.g., time/frequency/code) need to be utilized efficiently. Therefore, designing a suitable multiple-access scheme in MEC system is one of the most important aspects. In general, multiple-access techniques can be categorized into two different approaches [13] , namely, orthogonal multiple-access (OMA) and nonorthogonal multiple-access (NOMA). In OMA schemes, users' signals are orthogonal to each other, which however cannot fully explore the capacity of the multiple-access channel and thus fundamentally limits the performance of task offloading in MEC systems. On the other hand, NOMA has been introduced as a promising solution in 5G communication systems [14] - [16] . Different from the OMA schemes, one resource block is allowed to be allocated to multiple users in NOMA, for improving spectral efficiency and massive connections. There are a handful of works considering NOMA-aided MEC [17] - [22] . In [21] and [22] , the authors considered NOMA-MEC for latency minimization. However, these NOMA-MEC works focused on task offloading between devices and AP, without consideration of cooperative computing. In [23] , the authors considered a basic three-nodes system consisting of a user, a helper, and an AP, where the helper acts as a relay to help the user offload part of its task to the AP. Note that the helper does not have it own task to process and thus acts as a pure relay node. Moreover, the system model in [23] is based on orthogonal offloading.
In this paper, we consider a basic three-node NOMAaided MEC system, consisting of a user, a helper, and an AP integrated with a MEC server, as shown in Fig. 1 . Both the user and helper have individual computation tasks to successfully complete under a common latency constraint. The process of the proposed NOMA-aided cooperative computing is described as follows. At the first slot, the user adopts NOMA transmission to simultaneously offload its computation inputdata to the helper and the AP. Then at the second slot, the helper offloads a part of its own computation input-data to the AP, in parallel with the task execution of both itself and the user.
The core idea of the proposed cooperative computing scheme is that, for a common latency constraint, at the userside, the user has extra computation resource offered by the helper in addition to the AP. At the helper-side, if the helper executes part of the user's task, the required time of task offloading at the user can be reduced. Thus the helper in return has longer transmission time to offload its own task. Moreover, as NOMA is adopted for offloading at the user, the helper and the AP can receive and compute the user's offloaded task at the same time over the whole resource block. This further improves the offloading performance. The main contribution of this paper is summarized as follows.
• We propose a MEC framework for cooperative computing based on NOMA transmission, in which the communication and computation resources of the network nodes are jointly designed for improving the MEC performance. Both energy consumption minimization and offloading data maximization problems are studied. • For the energy consumption minimization problem, we jointly optimize the task partition, transmit power, and offloading time of both the user and helper. This problem is non-convex and we convert the original problem into a convex optimization problem which can be solved optimally. • For the offloading data maximization problem, we maximize the sum data offloaded by the user and helper by joint task partition, transmit power, and time allocation. This problem is also a non-convex problem. By analyzing the objective function, we simplify this problem with a single variable without loss in optimality. Then we propose an efficient algorithm to solve this problem globally optimally. The remainder of this paper is organized as follows. Section II introduces the system model and respectively presents the formulation of the energy consumption minimization problem and the offloading data maximization problem. The corresponding resource allocation policies for these two problems are proposed in Sections III and IV, respectively. Simulation results and discussions are provided in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first describe the system model of the considered NOMA-aided cooperative computing system. Then we formulate two optimization problems, i.e., the energy consumption minimization and the offloading data maximization problems.
A. System Model
As shown in Fig. 1 , we consider a fundamental three-node model consisting of a user, a helper, and an AP. The AP is integrated with MEC server to execute the computation tasks offloaded by helper and user. In general the AP itself can act as the central node for implementing optimization and processing. That is, the AP can collect the network information and then send the optimized policies to other nodes (i.e., the user and helper) to take actions. The helper is located between the user and the AP. For easy implementation, all these three nodes are equipped with single antenna and operate in half duplex mode. Both the user and helper have their own computation tasks to execute with data-size L u and L h (in bits), respectively, which should be completed within a common time T . In this paper, partial offloading is assumed. That is, the computation tasks of both the user and helper can be divided into independent parts, which can be executed in parallel by local computing and offloading. Since the AP is usually connected to power grids, the energy consumption for computing at the AP can be neglected, compared with the resource-constrained mobile devices, i.e., the user and helper. Thus we only focus on the energy and latency of the user and helper in this paper. 1) Offloading model: The NOMA-aided partial offloading is shown in Fig. 2 , where the total time duration T ∈ R ≥0 is divided into three slots. In the first slot t u , the user concurrently offloads parts of its computation task with ℓ u,h ∈ R ≥0 and ℓ u,a ∈ R ≥0 bits to the helper and the AP respectively using NOMA. At the second time slot t h ∈ R ≥0 , the helper partially offloads ℓ h,a ∈ R ≥0 bits to the AP. In general, the user and helper can offload data simultaneously in the second time slot [24] . Our framework and algorithms are applicable for this case as well. However, to simply the frame structure and make the analysis more tractable, we consider that only the helper offloads data in the second time slot. The third slot t d ∈ R ≥0 is used for downloading the computation results. To meet the latency constraint of the user and helper, we have t u + t h + t d ≤ T in the offloading process. Generally, the computed results are in small sizes and can be transmitted for a short time. For simplicity, we assume that the downloading time for the user and helper is negligible, i.e., t d ≈ 0. As a result, the latency constraint can be further simplified as
Specifically, in the first time slot t u , i.e., the NOMA transmission process, the user transmits a linear superposition of the data to the helper and the AP by allocating transmit power p u,h ∈ R ≥0 and p u,a ∈ R ≥0 , respectively. The received signals at the helper and the AP are given by
where x u,h ∈ C and x u,a ∈ C are the transmitted signal for the helper and the AP, respectively; g u,h ∈ C and g u,a ∈ C denote the channel coefficients from the user to the helper and the AP, respectively. It is assumed that the wireless links experience independent and identically distributed (i.i.d.) block Rayleigh fading. Constants z h ∈ C and z a ∈ C indicate the additive white Gaussian noise (AWGN) at the helper and AP respectively with zero mean and variance σ 2 ∈ R ≥0 . We suppose that global channel state information (CSI) is available. At the receivers, the helper first decodes the signal of the AP and subtracts it from the received signal using successive interference cancellation (SIC) when decoding its own signal. Then the achievable rates from the user to the helper and the AP can be respectively expressed as
where h u,h := |g u,h | 2 /σ 2 and h u,a := |g u,a | 2 /σ 2 are defined to be the effective channel gain to noise power ratio (CGNR) from the user to the helper and the AP, respectively. The corresponding offloaded bits from the user to the helper and the AP are respectively defined to be
The energy consumption of the NOMA-aided offloading over duration time t u at the user is defined to be
At the second time slot t h , the helper offloads ℓ h,a ∈ R ≥0 bits, a part of the input task L h ∈ R ≥0 , to the AP with transmit power p h,a . Similarly, let us define h h,a := |g h,a | 2 /σ 2 to be the effective CGNR from the helper to the AP, where g h,a ∈ C denotes the channel coefficients from the helper to the AP. The achievable rate for task offloading from the helper to the AP is given by
Then the offloaded data bits are defined to be
The energy consumption of data offloading over duration time t h at the helper is defined to be
2) Computing model: Denote the central processing unit (CPU) frequency of the user and helper as f u ∈ R ≥0 and f h ∈ R ≥0 , respectively. As mentioned before, the user has to compute L u bits input-data, in which ℓ u,h and ℓ u,a bits are offloaded to the helper and the AP respectively, and the rest, i.e., L u − ℓ u,h − ℓ u,a bits, are computed locally. The energy consumption for local computing at user is defined to be
where κ ∈ R ≥0 denotes a constant related to the hardware architecture [5] . Note that the user's local computing can be performed in the whole duration. The user's local computing latency constraint is defined to be
where C u ∈ R ≥0 , namely computation intensity, is the number of CPU cycles required for computing 1-bit of input data for the user. As for the helper, its own ℓ h,a bits are offloaded to the AP at the second slot within duration t h , and L h − ℓ h,a + ℓ u,h bits are left for local computing, where ℓ u,h bits are received from the user in the first slot with duration t u . Then the energy consumption for local computing at the helper is defined to be
When the user offloads task (i.e., the NOMA transmission process), the helper first computes its own L h − ℓ h,a bits and receives ℓ u,h bits offloaded by the user simultaneously. After computing L h − ℓ h,a bits, if the helper has already received ℓ u,h bits, i.e., (L h − ℓ h,a )C u /f h ≥ t u , it turns to execute the task ℓ u,h offloaded by the user. Otherwise, it keeps receiving data from the user until ℓ u,h bits are all received. Therefore, we define the helper's latency constraint to be
B. Problem Formulation 1) Energy Consumption Minimization Problem: Here we consider the energy consumption as the system performance metric. The total energy consumption for the user and the helper are defined to be E off u + E loc u and E off h + E loc h , respectively. With the objective of minimizing the total energy consumption of the user and helper, subjected to the common latency constraint, the optimization problem is defined to be (P1) : min
where p := {p u,h , p u,a , p h,a } ∈ R 3 ≥0 , ℓ := {ℓ u,h , ℓ u,a , ℓ h,a } ∈ R 3 ≥0 , and t := {t u , t h } ∈ R 2 ≥0 . The constants w u ∈ R ≥0 and w h ∈ R ≥0 are weighted factors decided by the system. Note that w u and w h respectively account for the priorities of the user and the helper. (15) and (16) denote the latency constraints of the local computing at the user and the helper, respectively. (17) is the total offloading time constraint of the user and helper. (18) denotes the computation capacity of the AP, where C h denotes the number of CPU cycles for computing 1-bit of input-data of the helper and F is the server's available computational capacity. (19) ensures that the offloading data of the helper cannot exceed its input-data size.
2) Offloading Data Maximization Problem: We also consider the system's maximum sum of offloading data. The offloading data in the user and helper are ℓ u,h + ℓ u,a and ℓ h,a , respectively. DenoteP u ∈ R ≥0 andP h ∈ R ≥0 as the maximum transmit power of the user and helper, respectively. Then the offloading data maximization problem is defined to be
where (21) and (22) denote the maximum transmit power constraints of the user and the helper, respectively. (23) denotes the limit of available energy at the helper for processing the offloaded data, where E ′ h ∈ R ≥0 is a fixed number denoting helper's available energy for processing user's offloading data. (24) is the local computing latency constraint of the helper, and (25) is the total offloading time constraint of the user and helper. Note that the issue of local computing at the user and helper is not necessarily considered because the goal of Problem (P2) is to maximize the offloading data. Intuitively, p h,a =P h holds for offloading data maximization.
III. OPTIMAL SOLUTION FOR ENERGY CONSUMPTION
MINIMIZATION PROBLEM In this section, we address the energy consumption minimization Problem (P1). As the problem is non-convex, we first transform it into a convex problem by some mathematical methods. Then we develop an efficient algorithm to obtain the globally optimal solution.
A. Problem Transformation
With (5) and (9), we can rewrite p u,h and p h,a as
where f 1 represents the mapping
Also with (6), the transmit power p u,a can be rewritten as
Then we find that objective function of Problem (P1) equals f 2 , which is defined to be the mapping
where
is jointly convex with respect to ℓ and t over Problem (P1)'s feasible set.
Proof. Please refer to Appendix A.
With Lemma 1, we can further prove that Problem (P1) is a convex problem and thus can be solved by convex optimization methods.
B. Finding Optimal Solution
The partial derivative of f 2 (ℓ, t) with respect to t h is
Then we introduce the following lemma to further simplify Problem (P1).
Proof. Please refer to Appendix B.
With Lemma 2, we can draw a conclusion that ∂f2 ∂t h ≤ 0 is satisfied when ℓ h,a /t h ≥ 0, i.e., ℓ h,a ≥ 0 and t h ≥ 0. As a result, to minimize the value of the objective function f 2 (ℓ, t), constraint (17) needs to be satisfied with equality, which means that the whole time has to be fully utilized. Otherwise, we can still further improve the value of f 2 by increasing t h until the equality is activated. This property is consistent with the intuition that with fixed offloading bits ℓ h,a , the longer transmission time t h the helper uses, the less offloading energy E off h it consumes. As a result, we can represent t u with αT and t h with (1 − α)T based on Lemma 2, where α ∈ R ≥0 denotes the proportion of the user's transmission time in the whole time T . Here we solve Problem (P1) with fixed α at the first step and then obtain the optimal value of α by numerical search within 0 ≤ α ≤ 1.
Note that the constraint (16) in Problem (P1) is equivalent to the constraints αT +
where f 2 (ℓ) can be obtained by setting t u = αT and t h = (1− α)T in f 2 (ℓ, t). We construct the partial Lagrangian function of the form
where λ := {λ 1 , λ 2 , λ 3 } ∈ R 3 ≥0 is the collection of the Lagrangian multipliers associated with constraints (32) and (33), respectively. Then the dual function is defined to be
Thereby the dual problem is
Since Problem (P1') is convex with given α and satisfies the Slater's condition, there is zero duality gap between Problem (P1') and problem (38). In the following, we firstly solve problem (38) and then update the Lagrangian multipliers λ until they converge to optimal values. Then we obtain the optimal solution of Problem (P1') which is denoted by the vector ℓ * := {ℓ * u,h , ℓ * u,a , ℓ * h,a }. For given Lagrangian variables λ, the partial derivative of
The optimal value of ℓ u,h + ℓ u,a , can be obtained by solving ∂L1 ∂ℓ u,h = 0. We have
(40)
The amount of the data offloaded by the user increases with w u κf 2 u − w h κf 2 h . Note that because of the nonnegative constraints ℓ u,h ≥ 0 and ℓ u,a ≥ 0, when A ≤ 1, i.e., ℓ * u,h + ℓ * u,a = 0, we have ℓ * u,h = 0 and ℓ * u,a = 0. On the other hand, in terms of the case A > 1, we need to solve ℓ * u,h by computing the partial derivative of L 1 with respect to ℓ u,a . We have
With ℓ * u,h + ℓ * u,a = αT log 2 A, the partial derivative ∂L1 ∂ℓu,a can be further simplified as
Then we can solve ℓ * u,a by setting ∂L1 ∂ℓu,a equal to zero as well as considering the nonnegative constraint ℓ u,a ≥ 0. One can verify that ℓ * u,a equals
where (43) shows that when w h κf 2 h is sufficiently large, which means that the helper is more energy-consuming for local computing, the user prefers to offload more bits to the AP rather than the helper.
Subtracting ℓ * u,a from ℓ * u,h + ℓ * u,a as well as considering the constraint (34), we have
(44)
). We observe that ℓ * u,h is an increasing function with respect to w u κf 2 u , which implies that, in order to reduce the energy consumption, the user needs to offload more bits to the helper if its per-bit energy consumption of local computing is higher than that of the helper. Otherwise the user prefers to locally compute more bits. Furthermore, from (43) and (44), it is shown that when the gap between h u,a and h u,h widens, ℓ u,a declines and ℓ u,h increases. This is consistent with the intuition that more bits are offloaded in the good channel.
We can obtain ℓ * h,a by setting ∂L1 ∂ℓ h,a equal to zero as well as considering the nonnegative constraint ℓ h,a ≥ 0 and constraint (36), which is given by
After solving problem (38) with given λ, we obtain λ * which is the solution of the maximization problem (38). Compute ℓ u,a , ℓ u,h , and ℓ h,a using (43), (44), and (45), respectively.
4:
Update λ by the ellipsoid method using subgradients (46), (47), and (48). 5: until λ converges to a prescribed accuracy. 6: Obtain α * by (49). 7 
Because of the convexity of problem (38), we adopt the ellipsoid method to update λ until the elements of λ converge the optimal values. The subgradients used for the ellipsoid method are provided as
where ℓ * u,a , ℓ * u,h , and ℓ * h,a are solved in (43), (44), and (45), respectively. Because of the zero duality gap, the solution of Problem (P1') comes out when λ * is achieved.
Finally, we determine the optimal solution of α, denoted as α * , which can be obtained through numerical search within 0 ≤ α ≤ 1. Denote f 2 (ℓ * ) as the optimal value of Problem (P1') with given α, we have
Note that search in (49) is using the exhaustive search for obtaining optimal α. That is, α is divided into sufficiently small intervals within [0, 1] and we peak one that minimizes f 2 (ℓ * ) in (49). The whole algorithm solving Problem (P1) optimally is summarized in Algorithm 1. The complexity of Algorithm 1 is evaluated as follows. The complexity of the ellipsoid method is O(N 2 ), where N is the number of dual variables and N = 3 in this paper. The complexity for obtaining α is K where K is the resolution of the numerical search. Thus the total complexity of Algorithm 1 is O(9K).
C. Special Case
We consider a special case of L h = 0. In this case, the helper has no task to execute and just helps computing the bits offloaded by the user, i.e., ℓ h,a = 0 and t h = 0. The energy consumption minimization problem can be simplified as min ℓu,a,ℓ u,h ,tu
where f 4 is defined to be the mapping
Lemma 3. The optimal solutions of problem (50) satisfy
Lemma 3 means that when the helper does not have its own task to execute, i.e., L h = 0, the user tries to make its offloading time t u as long as possible until the helper fails to complete the task offloaded by the user during the remaining time T − t u .
With
From (52) we can see that there are two cases of ∂f4 ∂tu . The first case is w u f 2 u − w h f 2 h ≤ 0, which means that compared with computing task at the helper, it is more energy-efficient to locally compute the task at the user. As we proved in Appendix B, in this case ∂f4 ∂tu ≤ 0, which denotes that the objective function f 4 is a non-increasing function with respect to t u . Thus we can further derive that t * u = T and ℓ * u,h = 0, which means that the user only offloads data to the AP. Then with t u = T , the partial derivative of f 4 with respect to ℓ u,a can be expressed as
Then ℓ * u,a can be obtained by setting ∂f4 ∂ℓu,a equal to zero and considering the constraints
On the other hand, for the case w u f 2 u − w h f 2 h > 0, we use the Lagrangian duality method to solve the optimal values of ℓ u,a and t u because of the convexity of the problem. The Lagrangian function is given by
Algorithm 2 Optimal algorithm for problem (50)
Compute ℓ * h,a by (54).
3:
Set t * u = T . 4: else 5: Initialize λ 1 .
6:
repeat 7: Initialize ℓ u,a and t u . 8: repeat 9: Compute ℓ u,a by (57) for given t u . 10: Compute t u that maximizes L 2 by bisection search for given ℓ u,a . 11: until The improvement of L 2 stops. 12: Update λ 1 by the bisection method. 13: until λ 1 converges to a prescribed accuracy. 14: 
where λ 1 ∈ R ≥0 is the Lagrangian multiplier with a slight abuse of notation. The dual function is defined to be g 2 (λ 1 ) := min F/Cu≥ℓu,a≥0,T ≥tu≥0 L 2 (ℓ u,a , t u , λ 1 ) and the dual problem is max λ1≥0 g 2 (λ 1 ). Note that problem (50) is a convex problem and the block coordinate descent (BCD) method [25] can be adopted to solve the problem, where we alternatively optimize one of ℓ u,a and t u with the other fixed. Given t u , we have
We can obtain ℓ * u,a by setting ∂L2 ∂ℓu,a equal to zero and considering F/C u ≥ ℓ u,a , which is expressed as
Next, with fixed ℓ u,a , we have ∂L2 ∂tu = ∂f4 ∂tu + λ 1 f h , where ∂f4 ∂tu can be obtained in (52). According to KKT conditions, t * u can be obtained by setting ∂L2 ∂tu equal to zero. However, the closed-form solution of t u is non-trivial to obtain and thus we adopt the bisection search within 0 ≤ t u ≤ T to solve t * u . After solving the dual function g 2 (λ 1 ), we adopt the bisection search to find the optimal λ * 1 . The algorithm for solving problem (50) is presented in Algorithm 2. Note that the complexities of the bisection method used for obtaining t * u and λ * 1 are sub-linear. Moreover, the complexity for solving ℓ * u,a and t * u with the BCD method is linear. Thus the total complexity of Algorithm 2 is linear.
IV. OPTIMAL SOLUTION FOR OFFLOADING DATA MAXIMIZATION PROBLEM
In this section, we solve the offloading data maximization Problem (P2). For simplicity, we introduce a variable β ∈ R ≥0 denoting the proportion of p u,h overP u . Then p u,h and p u,a can be rewritten as p u,h = βP u and p u,a = (1 − β)P u , respectively. Problem (P2) is equivalent to
A. Problem Transformation
where R 1 := log 2 1 + h u,aPu and R 2 := log 2 1 + h h,aPh respectively denote the maximum offloading rates from the user and helper to the AP. Note that the objective function of Problem (P2') is non-decreasing with respect to t h . Therefore, to maximize the weighted offloading data, the equality t u + t h = T holds. Additionally, the objective function of Problem (P2') is nondecreasing with respect to β due to the assumption h u,h ≥ h u,a . Since the upper bound of β is related to constraints (58), (59), and (61), at least one of the equalities (or upper bounds) in the constraints (58), (59), and (61) holds at the optimal point of β. This property can be obtained by contradiction and the details are omitted here.
First we consider the case β = 1, i.e., the equality in constraint (61) holds, which implies that the user allocates all transmit power to the helper. Then Problem (P2') turns out to be a time allocation problem where t u and t h are jointly optimized. With t u + t h = T , Problem (P2') can be simplified as
Then we obtain the solution of the above problem:
where E := w u log 2 1 +P u h u,h − w h R 2 ∈ R is a constant with respect to t u and t 1 is defined to be
Define R total (β = 1) to be the optimal value of problem (63), we have
Let us consider another case that the equality in the constraint (59) holds, implying that the user offloads as much as computation input data to the helper during the whole transmit time T , i.e., the time of receiving and processing the user's task in the helper is T . In this case, we can replace β by function β 1 (t u ), which is defined to be
Because of the constraint 0
From (69), we observe that β 1 (t u ) is an exponential function with respect to 1/t u . In other words, when the user offloads more bits to the helper (i.e., β 1 (t u ) increases), it spends less time in offloading data (i.e., smaller t u ) and thus the helper has a longer time (t h = T − t u ) to offload data. This explicitly explains that in this condition the proposed cooperative computing scheme leads to a win-win situation.
After substituting (69) into Problem (P2'), Problem (P2') is equivalent to
where f 5 is defined to be the mapping
The derivative of f 5 (t u ) is
(76)
Lemma 5. Function f 5 (t u ) is a concave function over the feasible set of problem (70).
As we prove in Appendix E, ( d dtu ) 2 f 5 ≤ 0 is always satisfied. Let us define R total (β = β 1 (t u )) to be the optimal value of problem (70). We can solve R total (β = β 1 (t u )) by solving df5 dtu = 0 and considering constraints of t u in problem (70). However, it is non-trivial to obtain the closedform solution of t u . Here we use the bisection search to obtain the optimal t u .
As for the case that constraint (58) holds, i.e., the helper's available energy for computing the task offloaded by the user is fully utilized, the variable β can be represented by function β 2 (t u ), which is defined to be
The condition 0 ≤ β 2 (t u ) ≤ 1 is satisfied if and only if the inequality E ′ h /(κf 2 h log 2 (1 +P u h u,h )) ≤ t u holds for all t u ≥ 0. Similarly, from the definition of β 2 (t u ), we find that this case is also a win-win situation between the user and the helper.
With β = β 2 (t u ), Problem (P2') can be rewritten as
where f 7 is defined to be the mapping
Similarly as Appendix E, we have ( d dtu ) 2 f 7 ≤ 0 for all t u ≥ 0. We can obtain the optimal t u by solving df7 dtu = 0 and considering constraints of t u in problem (78). Here we use the bisection search to obtain the optimal t u .
By defining R total (β = β 2 (t u )) to be the optimal value of problem (78), the optimal value of Problem (P2) equals R * total ∈ R, which is defined to be R * total := max (R total (β = 1), R total (β = β 1 (t u )), R total (β = β 2 (t u ))) .
The whole algorithm for addressing Problem (P2) optimally is summarized in Algorithm 3. In summary, the optimal solution of Problem (P2) has a special structure, in which only three cases occur. The first case is that the user only offloads data to the helper due to the short distance and high rate. The second case is that the Obtain t * u by (67).
4:
β * = 1. 5: else if R * total = R total (β = β 1 (t u )) then 6: Obtain t * u by solving problem (70). 7: β * = β 1 (t * u ). 8: else 9: Obtain t * u by solving problem (78). 10 :
helper fully uses the whole transmit time for receiving and then processing user's offloaded data. The third case is that all helper's available energy for processing user's offloaded data is used.
B. Special Case 1) High Signal-to-noise:
Here we consider a special case of high signal-to-noise (SNR) for Problem (P2). Note that Lemma 4 is applicable for this case as well. Then Problem (P2) can be simplified as max β,t≥0
We can see that the power allocation proportion factor β is eliminated in the objective function and only exists in the constraint (85). To maximize the objective value of the above problem, it is straightforward that the optimal value of β is β * = 0 in the constraints (85) and (84) so that t has a larger feasible set. Thus in this case, the user spends all of its own transmit power in offloading data to the AP. It is reasonable because the channel between the user and AP becomes strong under the high SNR condition and the computation latency at the AP is negligible, while the helper is restricted by the computation capacity (i.e., constraint (85)) and the limit of energy (constraint (84)) although its channel is also strong. As a result, the user only offloads data to the AP. So with β * = 0, problem (83) turns out to be a linear programming problem and the optimal solution can be illustrated as
and t * h = T − t * u . The solution in (88) shows that, if the user and helper's offloading channels are in high SNR, the optimal strategy is enabling one of the user and helper to occupy the whole time to offload data to the AP.
2) Same Channel Condition From User to Helper and AP:
Here we provide some theoretical analysis of our proposed cooperative scheme and two benchmark schemes so-called TDMA-based offloading scheme and NOMA-aided offloading scheme under the case that the helper and AP are at the same location. The details of TDMA-based offloading scheme and NOMA-aided offloading scheme are shown in Section V.
When the distance between the helper and the AP is close to zero, we have h h,a → +∞ and h h,a ≫ h u,a = h u,h . In terms of the proposed scheme, it can be verified that Lemma 4 is also applicable for this case. With h u,a = h u,h and Lemma 4, Problem (P2) can be rewritten as
To have a larger feasible set for variable t in the above problem, the optimal solution of β is β * = 0 in constraints (89) and (90). Then this problem can be further simplified as
which is the same as the TDMA-based offloading data maximization problem.
As for the NOMA-aided offloading scheme without cooperation, we have two decoding orders. When h u,a p u,a > h h,a p h,a , we have p h,a = 0 because h h,a ≫ h u,a and h h,a → +∞. In this case the AP only receives signal offloaded by the user. In order to maximize the offloading data, the offloading rate for the user is R 1 in this condition.
As for h h,a p h,a ≥ h u,a p u,a , the AP decodes the signal offloaded by helper first and then decodes the signal offloaded by the user using successive interference cancellation (SIC). The offloading rates of the user and the helper can be respectively written as
The offloading data maximization problem for this decoding order can be formulated as 
Obviously the optimal value of p h,a isP h for problem (95).
Since h h,a ≫ h u,a and h h,a → +∞, the optimal value of this problem is approximately as w h T R 2 . Then the maximum offloading data for the NOMA-aided offloading scheme without cooperation is which has the same value as the optimal value of problem (92).
Since h h,a → +∞ and w u T R 1 is a finite number, the optimal values of problem (92) and problem (96) equal w h T R 2 .
V. SIMULATION RESULTS
In this section, we provide simulation results to evaluate the proposed algorithms for the energy consumption minimization and offloading data maximization problems, respectively. The channel power gain is modeled as g = cd −φ |ρ| 2 , where c ∈ R is the path loss at a reference distance of 1 meter and d −φ denotes the propagation path loss with the path loss exponent φ ∈ R ≥0 and the distance d ∈ R ≥0 . Moreover, ρ ∼ CN (0, 1) denotes channel small-scale fading and |ρ| follows Rayleigh distribution. The main system parameters are listed in Table  I . For comparison purpose, we also consider the performance of the following benchmark schemes without cooperation: 1) TDMA-based offloading scheme (TDMA). In this scheme, the user and the helper respectively offload their tasks to the AP using TDMA. During the first slot t u , the user offloads a part of its input task to the AP. Then the helper is allowed to offload its input task in the remaining time. The proposed optimal algorithms (Algorithm 1 and Algorithm 3) are also applicable for this case by setting p u,h and ℓ u,h equal to zeros. 2) NOMA-aided offloading scheme (NOMA). Here we also consider the NOMA-aided offloading without cooperation, where both the user and the helper partially offload their tasks to the AP based on NOMA. The solution for the energy consumption minimization problem can be found in [17] . As for the sum data maximization problem, it is a simple convex optimization problem which can be easily solved and the details are omitted here.
A. Energy Consumption Minimization Case
In Fig. 3 , we plot the energy consumption as a function of the input-bits of the user L u , with given L h = 80 Kbits and T = 5 ms. The distance between the user and the helper is fixed as 70 meters. First, we can observe that the proposed scheme is superior to the other benchmark schemes without cooperation, which validates the effectiveness of the proposed scheme. In particular, the proposed scheme has about 24% energy consumption reduction on average, compared with the benchmark schemes. The energy consumption of all schemes experiences a moderate increase with the growing number of input-bits L u . Note that the NOMA-aided offloading scheme consumes less energy than the TDMAbased offloading scheme. This is because in the NOMAaided offloading scheme, both the user and the helper share the same resource block, which leads to a performance gain in the energy consumption. Moreover, the reasons for the performance gap among the two benchmark schemes and the proposed scheme can be explained as follows. In the proposed scheme, the user is allowed to offload data simultaneously to the AP and the helper, while in the benchmark schemes cooperative computing is not allowed. Note that the helper is closer to the user than the AP and thus it is more efficient for the user to offload a part of task to the helper, resulting in the performance gain of the proposed scheme. Given L h = 80 Kbits, the numerical results of the proportion of the cooperation gain over a large range, where the input-data size varies from 80 Kbits to 600 Kbits are presented in Fig. 4 . The proportion of the cooperation gain is defined to be the energy saving achieved by cooperation divided by the total energy consumption of the proposed scheme. We can see that, as the input-data size is increasing, the proportion of the cooperation gain over the total energy consumption is decreasing. The reason is explained as follows: Compared with the schemes without cooperation, the cooperation gain is achieved over the user-to-helper offloading channel. Since the offloading channel capacity is bounded, the cooperation gain is also bounded. Thus when the input-data size is increasing, the proportion of energy saving achieved by cooperation is decreasing.
The curves of the energy consumption versus the latency constraint are plotted in Fig. 5 . Here L u = L h = 80 Kbits. We can see that all schemes experience a linear decline in their energy consumption first and gradually become flat when the total transmit time T continues to increase. The optimal scheme saves about 13% energy consumption on average, compared with the schemes without cooperation. In particular, when there is a small T , i.e., strict latency requirement, the user and the helper need to offload the input-bits in a high rate to meet the latency constraint, resulting in high energy consumption. Thus a small increase in T can substantially improve the system performance. For looser latency requirement T , the performance of the optimal scheme saturates. This is because that in our theoretical analysis, we find that the objective function of Problem (P1) can be rewritten as function f 2 (ℓ). Note that f 2 (ℓ) can be obtained by setting t u = αT and t h = (1 − α)T in f 2 (ℓ, t), which is defined in (30). We observe that f 2 (ℓ) is an exponential function with respect to 1/T . Therefore, with longer T , the slope of the line with respect to the performance of the optimal scheme becomes smoother. Fig. 6 gives the results of the offloading data versus the latency constraint T . The distance between the user and the helper is fixed as 70 meters. Compared with other benchmark schemes, the proposed optimal scheme achieves the best performance. As T increases, i.e., looser latency constraint, all the schemes' performance improve. It is worth to note that all schemes have approximately linear increase in their offloading data. This trend can be explained from the structure of the offloading data expression. That is, the offloading data is the product of transmission time and rates, i.e., a linear function with respect to the variables t u and t h . The reasons accounting for this trend in other benchmark schemes are similar to the proposed scheme. With fixed T = 5 ms, the impact of the maximum transmit power of the userP u on the offloading data is illustrated in Fig. 7 . In this figure we set the distance between the user and the helper as 70 meters. We can validate the effectiveness of the proposed scheme which provides a gap between itself and other benchmark schemes. The offloading data in all schemes has a logarithmic augment whenP u increases. It is intuitive that the transmission rates and the offloading data increase whenP u increases. Moreover, the NOMA scheme is slightly better than the TDMA scheme. Fig. 8 shows the power proportion of the user to the helper, i.e., β, versus the maximum transmit power constraint in the userP u . We fix T as 5 ms and the distance between the user and the helper as 70 meters. With increasingP u , the user allocates more power to offload data to the AP. This trend can be explained from (69) where largerP u leads to a smaller β. This is because, the helper is resource-constrained and needs more time to execute the received data offloaded by the user when the user transmits with higher rate. In this case, due to the latency constraint (59) at the helper, the user prefers to offload more data to the AP.
B. Offloading Data Maximization Case
We investigate the influence of the distance between the user and helper on the offloading data in all schemes, as shown in Fig. 9 . Here the latency constraint T = 5 ms. We can observe that when the distance between the user and helper is short, or the helper is close to the user, the cooperation yields a large performance gain. While the distance between the user and helper widens, which means that the helper is moving forward to the AP, the performance gaps between the proposed scheme and other benchmark schemes are narrowed. It is because when the helper is moving closer to the AP, the benefit of cooperative computing at the helper cannot compensate the cost of offloading data to the helper. Instead, the user offloads more data directly to the AP. On the other hand, as the helper is moving closer to the AP, the helper has a better channel for offloading its own data. So in order to maximize the sum offloading data, the system tends to assign longer offloading time duration t h to the helper. Based on these reasons, as the distance between the user and the helper increases (or the helper is moving closer to the AP), the performance of the proposed cooperation scheme first degrades due to the poorer channel conditions for performing cooperative computing, and then improves since the helper has a better offloading channel. Note that these schemes' performance finally converges to the same value when the helper and AP are at the same location, which has been proved mathematically in Section IV-B2. The intuitive explanation is as follows: The proposed cooperation scheme has degree of freedom to utilize the user-to-helper channel for offloading compared with the schemes without cooperation. Thus, if the helper moves to the AP (or is far away from the user), the user-to-helper channel becomes worse and thus the cooperation gain is vanishing. When the helper and AP are at the same location, the user transmits all data to the AP as the AP has more computational capacity. In this case, the proposed cooperation scheme degenerates into the schemes without cooperation. It is worth noting that no matter where the helper is located between the user and the AP, the performance of the proposed cooperation scheme is better than or the same as that of the benchmarks without cooperation. Fig. 10 illustrates the offloading data regions of the proposed optimal scheme and the benchmark schemes without cooperation. The distance between the user and helper is fixed as 70 meters and T = 5 ms. The proposed scheme provides an upper bound for other benchmark schemes. It is observed that when the offloading data in the helper is increasing, the total offloading data in these schemes finally converges to the same values. This is because when the user is not allowed to offload bits, these three schemes have the same offloading data expression and thus have the same optimal values. Note that when the offloading data in the helper is 0 bit, the proposed scheme still outperforms other benchmark schemes. The reason is that in the proposed optimal scheme the user can offload input-data to the helper and AP simultaneously while in the benchmark schemes cooperation computing is not allowed. Fig. 11 illustrates the impact of the distance between the user and helper on the power allocation proportion from the user to the helper, where the helper gradually moves away from the user. The latency T is set to be 5 ms. We can firstly see when the helper is close to the user, the most transmit power of the user is used for offloading data to the AP. This is because AP is considered to be resource-rich in this paper, thus the user prefers to allocating more transmit power to offload data to the AP. Moreover, we can see that when distance between the user and helper increases, the user allocates more transmit power to offload data to the helper. The reason may be that, in the energy consumption minimization case the user has to complete the computation task under the latency constraint. When the helper is getting away from the user, the user adds the transmit power to the helper so that it can meet the latency constraint. Additionally, note that the helper is located in the middle of the user and the AP and performs SIC. Thus the helper has a higher rate than that of the AP. Thus the user prefers to allocate more transmit power to the helper for rate maximization.
C. Both Cases
The impact of varying the helper's weight w h is reflected in Fig. 12(a) and Fig. 12(b) for both energy consumption minimization and offloading data maximization, where we fix the user's weight w u = 1, T = 5 ms and the distance between the helper and user as 70 meters. From these fig-ures we can see that when w h < w u , the performance for both energy consumption minimization and offloading data maximization experiences a growth as the weight increases until w u = w h = 1. When w h > w u , the performance of all schemes shows a downward trend. This shows that w u = w h is the most advantageous for optimizing the system performance. If one weight is larger than the other one, it takes priority over the other one when allocating system resources, which sacrifices the system performance.
VI. CONCLUSIONS In this paper, we have proposed a joint communication and computation resource sharing scheme in NOMA-aided cooperative computing system, where the user is enabled to offload task to the helper and the AP simultaneously using NOMA. We have studied the energy consumption minimization problem and offloading data maximization problem, respectively. We have solved the two non-convex problems and obtained some useful insights for practical design as follows.
For the energy consumption minimization problem, first, the user needs to offload more bits to the helper if its per-bit energy consumption of local computing is higher than that of the helper. Otherwise, the user prefers to locally compute more bits. Second, when the helper does not have its own task to execute, the user tries to make its offloading time as long as possible until the helper cannot complete the task offloaded by the user in the remaining time.
For the offloading data maximization problem, first, in high SNR, the user spends all transmit power in offloading data to the AP. The optimal strategy is enabling one of the user and helper to occupy the whole transmit time to offload data to the AP. Second, as the distance between the user and the helper increases (or the helper is moving closer to the AP), the performance of the proposed cooperation scheme first degrades due to the poorer channel conditions for performing cooperative computing, and then improves since the helper has a better channel for offloading its own task to the AP.
APPENDIX A PROOF OF LEMMA 1
It is obvious that f 1 (x) is a convex function when the domain of f 1 , i.e., dom f 1 , is a convex set. Then to prove the convexity of f 2 (ℓ, t), we need to introduce the perspective function of f 1 (x). Function g 3 is defined to be the mapping
In [26] , the authors proved that the perspective operation preserves convexity. Thus g 3 (x, t) is a convex function. The feasible region of Problem (P1) with respect to (ℓ, t) is equivalent to the set S 1 := {(ℓ, t) ∈ R 3 × R : (15), (16) , (17) , (19) 
Note that the constraints (15), (16) , (17) , and (19) are linear inequalities, implying that S 1 is a convex set. Note that function f 2 (ℓ, t) equals
which is a linear combination of convex functions g 3 (ℓ u,h + ℓ u,a , t u ), g 3 (ℓ u,a , t u ), g 3 (ℓ h,a , t h ), and the linear functions with respect to ℓ. Note that in our system setup we assume that h u,a ≤ h u,h due to the fact that the helper is closer to the AP than the user. Thus all the coefficients associated with the convex functions g 3 (ℓ u,h + ℓ u,a , t u ), g 3 (ℓ u,a , t u ), and g 3 (ℓ h,a , t h ) are positive. As a result, f 2 (ℓ, t) is a convex function with respect to {ℓ, t} over S 1 .
APPENDIX B PROOF OF LEMMA 2
By defining f 3 to be the mapping
we find that f 3 (0) = 0. Then the derivative of f 3 (x) is df 3 dx = −(ln(2)) 2 x2 x ≤ 0, ∀x ≥ 0.
From (101), we know that f 3 is non-increasing with respect to x. Thus f 3 (x) ≤ 0 holds for x ≥ 0.
