For a compact Riemannian manifold (M, g) with smooth boundary ∂M , we explicitly give local representation and full symbol expression for the boundary electromagnetic admittance map Λ by factorizing Maxwell's equations and using an isometric transform. We prove that for a strong convex or extendable realanalytic manifold M with boundary, the boundary electromagnetic admittance map Λ determines metric g of M uniquely up to isometry, which answers an open problem on metric of electromagnetic medium.
Introduction
Let (M, g) be a compact Riemannian manifold with smooth boundary ∂M , and assume that dim M = 3. We consider the inverse problem of recovering metric of the medium (M, g) by probing with time-harmonic electromagnetic fields from the measurements made on the boundary. The fields in (M, g) are described by E and H (electric and magnetic fields), and the behavior of the fields is governed by the Maxwell equations in M ,
Here ω > 0 is a fixed frequency, ǫ, γ, and µ are electric permittivity, conductivity, and magnetic permeability, respectively. We assume µ and σ are positive constants. The boundary condition is ν × E ∂M = f , the tangential component of the electric field at the boundary, where ν is the outward unit normal vector to ∂M , and A × B denotes the vector product of the vectors A and B in the tangential space of Riemannian manifold (M, g) (see section 2). The tangential component of the magnetic field is then ν × H. The boundary map, which we call the boundary electromagnetic admittance map following [37] , is Λ :
There is a discrete set of resonant frequencies with no accumulation points such that if ω is outside this set, then for any f ∈ H 1 2 T (∂M ) (the space of tangential vector fields on ∂M with components in H 1 2 (∂M )), the system (1.1) has a unique solution (E, H) (see section 7 of [23] or p. 166 of [21] ) satisfying ν × E ∂M = f (ω is said to be a resonant frequency if there exists a non-trivial (E, H) such that
Analogously to one of conjectures for the conductivity equation (see [27] ), an open problem for the electromagnetic field is: Can one recover the real-analytic metric g of M uniquely up to isometry from the knowledge of the boundary electromagnetic admittance map Λ? Or roughly speaking, can one obtain metric information in a real-analytic, inaccessible medium M when the data consist of electromagnetic field measurements on the surface of the medium? This open problem also arises naturally, e.g. in medical imaging applications, non-destructive material evaluation and geoelectrics (see [10] , p 166 of [21] , or [17] ); just as wrote by A. Kirsch (see, p. 174 of [24] ) "A fundamental question for every inverse problem is the question of uniqueness: is the information -at least in principle -sufficient to determine the unknown quantity?"
The root of this problem are in the inverse boundary value problem of electrostatics (i.e., the so-called isotropic conductivity equation ∇ · (γ∇u) = 0. In his article [8] , Calderón asked if the conductivity of the body is uniquely determined by the voltage-to-current (or Dirichlet-to-Neumann) map on the surface of the body. This is called Calderón problem since the mathematical formulation of the problem and the first results in the multidimensional case were duo to A.P. Calderón. The Calderón problem has been studied extensively in past decades, and the problem of uniqueness was solved affirmatively for the isotropic conductivity of a body by J. Sylvester and G. Uhlmann in higher dimensional case (dim M ≥ 3) [40] , and by A. Nachman for two dimensional case [31] . Generalizations to less regular conductivities have been obtained by a number of authors (see [2, 3, 4, 5, 6, 7, 9, 13, 18, 26, 32, 33, 35, 39, 41] ).
In a celebrated paper [27] , Lee and Uhlmann solved a series conjectures and answered the case for the anisotropic conductivity equation n j,k=1 ∂ ∂xj γ jk ∂u ∂x k . Thus, it is our aim to discuss the more general case of recovering anisotropic metric of the electromagnetic medium by making boundary measurements, and the equation modeling the problem is the full system of Maxwell's equations. As pointed out by V. Isakov in p. 166 of [21] "· · ·· which is not a simple task · · ··. Maxwell's system is not elliptic, so there are additional difficulties in this case." Many progress that are closely related with this problem have been made. In [36] , determination of electromagnetic parameters ǫ, µ and σ was studied around constant background. Sun and Uhlmann [38] showed that a local uniqueness of parameters holds. The global uniqueness of parameters was obtained in a constructive manner in [34] . For the isotropic parameters of electromagnetic field with the case of Euclidean space, we refer the reader to [29] . Kenig, Salo and Uhlmann [23] proved that electromagnetic parameters can be uniquely determined in certain anisotropic settings.
In this paper, we give an affirmative answer to the above open problem under the same assumptions as given by Lee and Uhlmann in [27] . Our main results are the following: Theorem 1.1. LetM be a compact, oriented, connected, real-analytic 3-manifold with real-analytic boundary, and assume that π(M , ∂M ) = 0. Suppose that the electromagnetic constants µ and σ are positive. Let g andg be real analytic metric onM such that Λ g = Λg, and assume that one of the following conditions holds:
(a)M is strongly convex with respect to both g andg; (b) either g org is extendable (i.e., it can be extend to a complete real-analytic metric on a non-compact real-analytic manifoldM (without boundary) containingM ).
Then there exists a real-analytic diffeomorphism ̺ :M →M with ̺ ∂M = identity, such that g = ̺ * g .
We remark that the topological assumption π(M , ∂M ) = 0 means that every closed path inM with base point in ∂M is homotopic to some path that lies entirely in ∂M (see, for example, p. 162 of [45] or [27] ). This is true, in particular, if M is simply connected. In addition, the above extendable assumption (b) holds when M is a bounded simply-connected real-analytic domain in R n and g is the Euclidean metric; thus we immediately have the following corollary:
connected bounded open set with connected real-analytic boundary, and supposeg is a real-analytic metric onM such that Λg = Λ g , where g is the Euclidean metric. If the electromagnetic constants µ and σ are positive, then there exists a real-analytic diffeomorphism ̺ :M →M with ̺ ∂M = identity, such that g = ̺ * g .
The main ideas of this paper are as follows. From the Maxwell equations we obtain a second-order partial differential equations curl curl E − ω 2 µσE = 0 in M , which can be rewritten as
in the boundary normal coordinates. Let us point out that obtaining explicit expression for B and C is not an easy work because some new methods and calculations are needed. The second step is to use the factorization for the left-hand side of (1.2) so that we obtain a pseudodifferential operator Φ of order one. This method is well known (see, for example, [44] , vol. 1, pages 159-161, or [12] ) and have been well developed by Lee and Uhlmann in [27] (see also [29] and [22] for the case of isotropic parameters of electromagnetic field in Euclidean space R 3 as well as for the case of anisotropic electromagnetic parameters [23] ). Because the third component of ν × E and ν × H are both vanish in local boundary normal coordinates, we introduce a linear isometric operator ℘ :
for any vector (a 1 , a 2 , 0) ∈ R 3 , then we get an equivalent local representation formula for Λ:
where L jk are given by (2.38) (see section 2). This formula transforms a three-dimensional problem into a two-dimensional case. The final step is to determine g αβ and all their normal derivatives on the boundary ∂M by the full symbol of the boundary electromagnetic admittance map Λ. This step plays a key role in this paper because some subtle new estimates are employed. More precisely, by discussing the principal of pseudodifferential operator Λ 11 we can obtain g αβ on the boundary ∂M ; and by discussing the symbol with homogeneous of degree 0 in ξ ′ for the operator L 11 + L 22 , we can get the first-order normal derivatives of g αβ on the boundary ∂M ; furthermore, from the symbol with homogeneous of degree −1 in ξ ′ for operator L 11 + L 22 , we get the second-order normal derivatives of g αβ (Let us remark that this argument can not be omitted); generally, by using the induction we can obtain (m + 2)-order normal derivatives on the boundary ∂M from the symbol with homogeneous of degree −m − 1 in ξ ′ for the operator L 11 + L 22 for any m ≥ 0. Combining the expansion of Taylor's series of g jk at every x 0 ∈ ∂M , the analytic of the Riemannian manifold M and some given topology assumptions, we can ultimately prove Theorem 1.1.
A factorization of Maxwell's equations on Riemannian manifold
Let M be an oriented Riemannian 3-manifold endowed with a Riemannian metric g. By T M (respectively, T * (M )) we denote the tangent (respectively, cotangent) bundle on M , which are the disjoint union of the tangent (respectively, cotangent) spaces at all points of M :
A vector field on M is a section of the map π : T M → M . More concretely, a vector field is a smooth map X : M → T M , usually written p → X p , with the property that
is any smooth coordinate chart for M , we can write the value of X at any point p ∈ U in terms of the coordinate basis vectors:
This defines three functions X j : U → R, called the component functions of X in the given chart. It is standard to use the notation X(M ) to denote the set of all smooth vector fields on M . For a Riemannian manifold (M, g), the connection coefficients (i.e., Christoffel symbols) are given by
where g jk 3×3 is the inverse of g = g jk 3×3 . The associated Riemannian curvature tensor is:
In a local coordinates, the expression for the Riemannian curvature tensor is
and the Ricci curvature tensor is defined by
It follows from p. 410 of [46] that if E and F are two vectors, i.e., E = 3 j=1 E j ∂ ∂xj and F = 3 j=1 F j ∂ ∂xj , then the vector product E × F of E and F is
where |a| is the determinant of the matrix a =   a 11 a 12 a 13 a 21 a 22 a 23 a 31 a 32 a 33   .
For any smooth real-valued function f on a Riemannian manifold (M, g), the gradient of f is defined by grad f = (df ) # , and the divergence operator div :
where * : ∧ k T * M → ∧ 3−k T * M is the Hodge star operator, and ♭ and # are flat and sharp operators by lowering index and raising index, respectively. In smooth coordinates, the grad f and div X have the following expression
Accordingly, the Laplace-Beltrami operator ∆ g is just given by
The curl operator, denoted by curl :
The curl operator defined only in dimension 3 because it is only in that case that Λ 2 T * M is isomorphic to T M (via the Hodge star operator). Suppose that X = 3 j=1 X j ∂ ∂xj ∈ X(M ) in smooth coordinates, then by definition of curl X, we have (see p. 454 of [46] )
The operators div, grad and curl on an oriented three-dimensional Riemannian manifold M are related by the following commutative diagram:
The identities curl grad ≡ 0 and div curl ≡ 0 follow from dd ≡ 0 and * * η = (−1) k(n−k) η if η is a k-form on n-dimensional Riemannian manifolds.
Lemma 2.1. Let M be an oriented three-dimensional Riemannian manifold with smooth metric tensor g. If X = 3 j=1 X j ∂ ∂xj is a smooth vector field on M , then in local coordinates,
Proof. In local coordinates, let X ♭ = η be the dual 1-form of of the vector field X = It is easy to see that
By using the sharp operator # (i.e., by raising an index) and by noting that g js ,m = 0 for Riemannian metric g, we get
In view of
g ml ∂Γ j km ∂x l (2.10)
Noting that grad div X = d (div X) ♯ , we find by (2.9) that
Remark 2.2. The formula (2.8) can also be obtained by a direct calculation from the definition of curl if we using the relations gg −1 = I 3 , Proof. As pointed out before, div curl X = 0 for any vector field X ∈ X(M ). In fact, this also can directly be gotten as follows. Applying (2.7) and (2.5) we have div curl X = 1 |g|
Taking div to Maxwell's equations and applying the above conclusion, we immediately get the desired result.
Applying Maxwell's equations (1.1) again, we obtain
are any local coordinates for ∂M near x 0 = 0 ∈ ∂M , then one can obtain the boundary normal coordinates for M in some neighborhood of x 0 determined by (x 1 , x 2 ). In these coordinates x 3 > 0 in M , and ∂M is locally characterized by x 3 = 0. A standard computation shows that the metric g onM then has the form (see p. 532 of [42] )
By (2.13) we immediately see that the inverse of metric tensor g in the boundary normal coordinates has form:
Under this normal coordinates, we take the outward unit normal vector
In what follows, we will let Greek indices run from 1 to 2 and Roman indices from 1 to 3. Let I 3 denote the 3 × 3 identity matrix. In boundary normal coordinates, we have that g k3 = g 3k = 0 for any 1 ≤ k ≤ 2, and
In local coordinates, by virtue of Lemma 2.1, Lemma 2.3 and (2.12), we have
Thus, we can rewrite this as
Here, for the sake of simplicity, we have used the relationships that
Consequently, we have
Throughout this paper, we denote √ −1 = i.
Proposition 2.4. There exists a pseudodifferential operator Φ(x, D x ′ ) of order one in x ′ depending smoothly on x 3 such that
Proof. Let us assume that we have a factorization
Then
It follows this and (2.18) that
Let φ(x, ξ ′ ), b(x, ξ ′ ) and c(x, ξ ′ ) be the full symbols of Φ and B and C, respectively.
Note that for any smooth vector-valued function v,
It follows that
Combining this, the right-hand side of (2.20) and symbol formula for product of two pseudodifferential operators (see, for example, p. 37 of [44] , p. 13 of [42] , Theorem 18.1.8 of [20] or [25] ) we get the full symbol equation for (2.20) :
, and ϑ = (ϑ 1 , ϑ 2 ) is a 2-tuple of nonnegative integers.
Group the homogeneous terms of degree two in (2.23) we get
Because ν is the outward normal vector of ∂M , we may take
The terms of degree one in (2.23) give
By (2.24) we see that φ 1 has commutative property with any 3 × 3 matrix, and
From this, we immediately get
The terms of degree zero are
It follows from this, (2.24) and (2.25) that
For general m ≥ 1, by proceeding recursively we get
The proof is completed.
We have obtained the full symbol φ(x, ξ ′ ) ∼ l≤1 φ l (x, ξ ′ ) of the pseudodifferential operator Φ from above Proposition 2.4. This implies that modulo a smoothing operator, the pseudodifferential operator Φ has been determined on ∂M .
Recall that if ω is not a resonant frequency, then for f ∈ W 1 2 ,2 (∂M ), there exists a unique solution 
Actually, E is smooth in the interior of M by interior regularity for elliptic equation system M g (see, for example, [1] or [15] ). From Proposition 2.4, we see that (2.29) is locally equivalent to the following system of equations for E, U ∈ (C ∞ ([0, T ]; D ′ (R 2 ))) 3 :
Making the substitution t = T − x 3 for the second equation mentioned above (as done in [27] ), we get a backwards generalized heat equation system:
In view of the principal symbol φ 1 (x, ξ ′ ) of Φ is strictly positive for any ξ = 0, we get that the solution operator for this heat equation system is smooth for t > 0 (see p. 134 of [44] or [14] ). This implies that U is smooth in the interior of M , and hence U x3=T is smooth. Therefore,
locally. Setting Rf = U ∂M , we immediately see that R is a smoothing operator and
The desired result is obtained.
Recall that if (E, H) solves (2.29) then the boundary electromagnetic admittance map Λ is the map Λ : ν × E ∂M → ν × H ∂M , where ν = (0, 0, −1) is the outward unit normal to the boundary ∂M in the boundary normal coordinates. Then we have
which can be rewritten as the components of vector with respect to coordinates basis ∂ ∂x1 , ∂ ∂x2 , ∂ ∂x3 :
because of g 13 = g 23 = 0 in boundary normal coordinates. From (2.7) and (2.29), we have
Thus, by rewriting the components of vector with respect to the coordinates basis ∂ ∂x1 , ∂ ∂x2 , ∂ ∂x3 , the map Λ : ν × E → ν × H becomes Λ :
In view of g 11 g 12 g 21 g 22 g 11 g 12 g 21 g 22 = 1 0 0 1 , we get g 11 g 11 + g 12 g 21 = 1, g 11 g 12 + g 12 g 22 = 0, g 21 g 11 + g 22 g 21 = 0, g 21 g 12 + g 22 g 22 = 1. (2.31) Therefore, in boundary normal coordinates, we find by (2.31) that
According to (2.11), we have
i.e., 
This can be written as
By taking k = 3 in (2.34) and inserting the result into (2.33) we get
i.e.,
Let Q(x ′ , D x ′ ) be a pseudodifferential operator of order −1 in x ′ such that
modulo a smoothing operator (We will determine Q by calculating the full symbol of Q in section 3). Then
Inserting this into the right-hand side of (2.32), we find by (2.34) and (2.37) that
We have used the fact that if P is a pseudodifferential operator with full symbol p(x, ξ), then for any function u we have Let ℘ : R 3 → R 2 be a linear isometric operator defined by
Thus we have obtained the following proposition: Proposition 2.6. In boundary normal coordinates, the boundary electromagnetic admittance map Λ is equivalent to the following operator which maps ℘(ν × E) to ℘(ν × H) defined by
iωµ |g| − g 12 L 11 + g 11 L 12 , Λ 12 = 1 iωµ |g| − g 22 L 11 + g 12 L 12 ,
44)
and L 11 , L 12 , L 21 , L 22 are given by (2.38) .
We will still denote the above equivalent operator by Λ.
Determining metric of manifold from the boundary admittance map
We first calculate the full symbol of Q, which was introduced in section 2. Recall that (see (2.36))
We wish to define Q so that
where ι(P ) denotes the full symbol of pseudodifferential operator P . Let q(x, ξ ′ ) ∼ l≤−1 q l (x, ξ ′ ) and φ ∼ l≤1 φ l (x, ξ ′ ) be the full symbols of pseudodifferential operators Q and Φ, respectively. Here
Then (3.1) leads to the following full symbol equation:
Grouping the homogeneous terms of degree zero in (3.2) we get
The terms of degree −1 in (3.2) are
The terms of degree −2 in (3.2) are
Proceeding recursively, the terms of degree −m, (m > 1), are if l = 0, and hence
The following calculation will be needed late. It follows from the symbol formula of product of two pseudodifferential operators (see p. 37 of [44] or p. 13 of [42] ) that the full symbol of operator Q( ∂ ∂xs + Φ 3s +
The corresponding terms of degree zero, degree −1 and degree −2 are
respectively. Generally, the terms of degree −m of the symbol of Q( ∂ ∂xs 
Let δ jk be the Kronecker symbol defined by
Since the principal symbols of Q and Φ jk , (j, k = 1, 2, 3), are q −1 =1/ α,β g αβ ξ α ξ β and φ jk 1 = α,β g αβ ξ α ξ β δ jk , respectively, we see that the symbol of the operator Λ 11 with homogeneous of degree one is
Here the third equality follows from the relation g 11 g 11 +g 12 g 12 = 1 and g 11 g 21 +g 12 g 22 = 0 (see (2.31)). Since Λ 11 is uniquely determined by Λ, so the principal symbol ξ1ξ2 iωµ α,β |g|g αβ ξαξ β of Λ 11 is uniquely determined by Λ at each boundary point x 0 . This implies that |g|g αβ are determined by Λ at each boundary point x 0 for all 1 ≤ α, β ≤ 2. However, det(|g|g αβ ) = |g|, so the boundary values of |g|g αβ determine those of |g|, and we can thus recover the values of g αβ itself along ∂M .
Next, recall that
Since g αβ have been determined by the principal symbol ψ 11 1 of component Λ 11 , it follows that Λ determines the operator
From (2.38) and (3.7), we see that the terms of degree zero in ξ ′ of the symbol of L jj , (j = 1, 2), are
The last two equalities follow from the fact that
It follows from (3.4) and (2.26) that q −2 and φ jk 0 can be written as
0 (g αβ ), (3.11) and
0 (g αβ ), (3.12) respectively, where and throughout the proof, T (s) 0 (g αβ ), (s = 1, 2, · · · , S), are expressions involving only the boundary values of g αβ , g αβ , and their tangential derivatives. Noting that φ jk 1 = 0 if j = k, we find by (3.9), (3.11) and (3.12) that
0 (g αβ ).
Since
0 (g αβ ),
and γ,η
we see by applying (3.11) that
But, it follows from (3.12) and φ kk 1 = α,β g αβ ξ α ξ β for k = 1, 2, 3 that
where, in the second equality we have used In view of α,β g αβ g αβ = 2, (3.13) we have α,β ∂g αβ ∂x 3 g αβ + g αβ ∂g αβ ∂x 3 = 0, i.e.,
Therefore,
If we set h αβ 1 = ∂g αβ ∂x3 and h 1 = α,β g αβ h αβ 1 , then
0 (g αβ ). (3.15) Evaluating this on unit vectors ξ ∈ T * (∂M ) implies that l 11 0 + l 22 0 and the values of g αβ along ∂M completely determine the quadratic form 17) and hence ∂g αβ
This shows that ∂g αβ ∂x3 on ∂M are uniquely determined by the symbol of degree zero of L 11 + L 22 as well as the symbol of order 1 of Λ 11 along ∂M , and hence ∂g αβ ∂x3 on ∂M are uniquely determined by Λ. Now, we calculate the terms of degree −1 in ξ ′ of the symbol of L 11 + L 22 . It follows from (2.38), (3.7) and the symbol formula for the product of two pseudodifferential operators that
Clearly, there is not other terms containing
and q −3 on the right-hand side of the above equality. Thus
where T (s) −1 (g αβ ), (s = 1, 2 · · · , S), only involve the boundary values of g αβ , g αβ , and their normal derivatives of order at most one. By (3.5) we have
so that
From (2.27) and (3.12) we have
According to the definitions of a kk and R k k , we have that for k = 1, 2, 3 (see (2.16 ) and (2.3)),
Also,
−1 (g αβ ), a β3 = 0 + T
−1 (g αβ ),
−1 (g αβ ), R β 3 = 0 + T 
−1 (g αβ ).
Therefore
The last equality follows from the relation α,β g αβ ∂ 2 g αβ 
and 
Evaluating the above result for all ξ ′ ∈ T * (∂M ) shows that the symbol of degree −1 of L 11 + L 22 completely determines the quadratic form k αβ 2 = h 2 g αβ + 7 are uniquely determined by Λ.
Finally, we will consider the symbol l 11 −m−1 + l 22 −m−1 of degree −m − 1 for L 11 + L 22 for the general integer m ≥ 1. From (2.38), we see that
where T (s) −m−1 (g αβ ), (s = 1, 2, · · · , S), are expressions involving only the boundary values of g αβ , g αβ , and their normal derivatives of order at most m + 1. From (3.6) we have
It follows that Putting h m+2 = α,β g αβ ∂ m+2 g αβ ∂x m+2
3 , κ αβ m+2 = h m+2 g αβ + 7
∂ m+2 g αβ ∂x m+2
3
.
we see that i.e., the quadratic form κ αβ m+2 is completely determined by l 11 −m−1 + l 22 −m−1 and ψ 11 1 (i.e., g αβ ). Since This implies that ∂ m+2 g αβ ∂x m+2
3 is uniquely determined by ψ 11 1 , l 11 0 + l 22 0 , · · · , l 11 −m−1 + l 22 −m−1 for any fixed m ≥ 1. Consequently, Λ uniquely determines g αβ and all order normal derivatives of g αβ along on ∂M , and the proof of Proposition 3.1 is completed. Lemma 3.2. LetM be a compact real-analytic 3-dimensional Riemannian manifold with real-analytic boundary, and let g andg be real analytic metrics onM . Assume that the electromagnetic constants µ and σ are positive. If Λ g = Λg, then there exists a neighborhood U of ∂M inM and a real-analytic map ̺ 0 : U →M such that ̺ 0 ∂M = identity and g = ̺ * 0g .
Proof. Let V be some connected open set in the half-space {x 3 ≥ 0} ⊂ R 3 containing the origin. For any x 0 ∈ ∂M we define a real-analytic diffeomorphism ς x0 : V → U x0 (respectively,ς x0 : V →Ũ x0 ),
where (x 1 , x 2 , x 3 ) (respectively, (x 1 ,x 2 ,x 3 )) denote the corresponding boundary normal coordinates for g (respectively,g) defined on a connected neighborhood U x0 (respectively,Ũ x0 ) of x 0 (see [27] ). It follows from Proposition 3.1 that the metric ς * x0 g andς * x0g are real-analytic metric on V, where Taylor series at origin by explicit formulas involving the symbol of Ξ g in {x α } coordinates. Clearly, these two metric must be identical on V. Set ̺ x0 =ς x0 • ς −1 x0 : U x0 →Ũ x0 . Then, ̺ x0 is a real-analytic diffeomorphism which fixes the portion of ∂M lying in U x0 and satisfies ̺ * x0g = g. Therefore, by such a construction for each x 0 ∈ ∂M , we get a real analytic map ̺ 0 : U →M such that ̺ 0 ∂M = identity and ̺ * 0g = g.
A Riemannian manifold-with-boundary (M , g) is strongly convex if, for every pair of points p, q ∈M , there is a unique minimal geodesic γ jointing p and q whose interior lies in M . The following Lemma, which is due to J. Lee, G. Uhlmann [27] and S. D. Myers [30] , will be used late. It provides a possibility of extending a local isometry to a global one: Lemma 3.3 (Lee-Uhlmann-Myers, see p. 1107 of [27] or [30] ). LetM be a compact, connected, realanalytic n-manifold with real-analytic boundary, n ≥ 2, and assume that π(M , ∂M ) is trival. Let g andg be real analytic metric onM , and suppose on some neighborhood U of ∂M inM we are given a real-analytic map ̺ 0 : U →M such that ̺ 0 ∂M = identity and ̺ * 0g = g. Assume that one of the following conditions holds: (a)M is strongly convex with respect to both g andg; or (b) either g org extends to a complete real-analytic metric on a non-compact real-analytic manifoldM without boundary containingM .
Then ̺ 0 extends to a real-analytic diffeomorphism ̺ :M →M such that g = ̺ * g .
Proof of Theorem 1.1. From Proposition 3.1 and Lemma 3.2, we see that there exists a neighborhood U of ∂M inM and a real analytic map ρ 0 : U →M such that ρ 0 ∂M = identity and g = ρ * 0g . It follows from Lee-Uhlmann-Myers's result (i.e., Lemma 3.3) that the map ρ 0 can be extends to a real analytic diffeomorphism ρ :M →M such that g = ρ * g . Remark 3.4. In [28] , among other things, the author of this paper also proved that the elastic Dirichlet-to-Neumann map determines the metric g uniquely up to isometry for a strong convex or extendable real-analytic manifold M with boundary.
