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La reconstruccio´n 3D densa a partir de secuencias monoculares es una tecnolog´ıa clave
para varias aplicaciones y todav´ıa un problema de investigacio´n abierto. Este trabajo
aprovecha resultados recientes en estimacio´n de profundidad a partir de una sola vista
utilizando CNN (Redes neuronales convolucionales) y los fusiona con la estimacio´n de un
me´todo directo multi-vista. Ambas aproximaciones muestran fortalezas complementarias.
Primero, los me´todos basados en mu´ltiples vistas son muy precisos en zonas con mucha
textura en secuencias de alto paralaje. Segundo, el me´todo que estima la profundidad a
partir de una imagen captura muy bien la estructura local, incluidas las a´reas sin textura,
aunque carece de coherencia global.
La fusio´n de estas dos estimaciones que proponemos tiene varios retos. En primer
lugar, las dos profundidades esta´n relacionadas por una deformacio´n no r´ıgida que de-
pende en el contenido de la imagen. Y en segundo, la seleccio´n de los puntos de alta
precisio´n del me´todo multi-vista puede ser complicada en configuraciones de bajo pa-
ralaje. Presentamos una contribucio´n a los dos problemas. Nuestros resultados en los
conjuntos de datos pu´blicos de NYU y TUM muestran que nuestro algoritmo mejora a




Dense 3D mapping from a monocular sequence is a key technology for several appli-
cations and still a research problem. This work leverages recent results on single-view
CNN-based depth estimation and fuses them with direct multi-view depth estimation.
Both approaches present complementary strengths. Multi-view depth estimation is highly
accurate but only in high-texture and high-parallax cases. Single-view depth captures
the local structure of mid-level regions, including textureless areas, but the estimated
depth lacks global coherence.
The single and multi-view fusion we propose has several challenges. First, both depths
are related by a non-rigid deformation that depends on the image content. And second,
the selection of multi-view points of high accuracy might be difficult for low-parallax
configurations. We present contributions for both problems. Our results in the public
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1. Introduccio´n
La Visio´n por Computador es el campo de la computacio´n cuyo objetivo es conseguir
que los ordenadores vean. Dicho de otra manera, trata de extraer informacio´n del mundo
a trave´s de las ima´genes obtenidas por una ca´mara. La visio´n por computador cubre
un amplio abanico de problemas y te´cnicas tales como el reconocimiento de patrones,
la construccio´n de modelos del entorno, la identificacio´n y seguimiento de objetos o la
localizacio´n. Tiene aplicaciones muy diversas tanto en robo´tica, en imagen me´dica, en
fotogrametr´ıa, reconocimiento facial (Figura 1.1a), tareas de vigilancia (Figura 1.1b),
realidad aumentada y virtual entre otras muchas.
(a) Reconocimiento facial (b) Seguimiento de personas [1]
Figura 1.1: Aplicaciones y problemas de la visio´n por computador
Uno de los problemas de investigacio´n fundamentales en visio´n por computador es
la estimacio´n online1, precisa y densa de la reconstruccio´n 3D de una escena a partir
de una secuencia de ima´genes. El problema tiene actualmente gran relevancia, y es una
tecnolog´ıa clave en varias aplicaciones en mercados emergentes (realidad aumentada y
virtual, coches auto´nomos y robo´tica en general). Los algoritmos tradicionales de recons-
truccio´n 3D usan puntos caracter´ısticos. El motivo es que son fa´ciles de emparejar entre
distintas vistas. Sin embargo el resultado de estas te´cnicas no es un mapa completo de la
escena, solamente de algunos puntos dispersos. Un ejemplo de estos dos tipos de mapas
1online - Utilizado para representar que la estimacio´n del mapa 3D se hace con una ventana de
ima´genes en la secuencia, en lugar de con la secuencia entera.
1
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(a) Imagen (b) Mapa de puntos caracteristicos
(c) Imagen (d) Mapa denso
Figura 1.2: Comparacio´n entre mapas basados en puntos salientes y mapas densos. En
la primera fila se muestra el caso de una reconstruccio´n de puntos salientes. La imagen
a) muestra los puntos seleccionados de la imagen, la imagen b) muestra la reconstruccio´n
3D de los puntos de la imagen. En la segunda fila se muestra un caso de reconstruccio´n
3D densa. En la imagen c) la imagen de la cual se hace la reconstruccio´n, la imagen d)
en mapa denso.
se puede ver en la Figura 1.2.
Los mapas completamente densos desarrollados en los u´ltimos 5 an˜os presentan mu´lti-
ples ventajas con respecto a los basados en puntos caracter´ısticos. Por ejemplo en apli-
caciones como la realidad aumentada, el realismo con el que las inserciones virtuales que
son incorporadas a la imagen se ve cualitativamente mejorado. Los mapas densos per-
miten hacer inserciones que respeten ma´s la f´ısica y sean coherentes objetos en la escena
(i.e. que las inserciones no queden flotando sino que este apoyadas y que si un cuerpo
pasa por delante de la ca´mara se ocluya la insercio´n virtual entre otras). En la Figura
1.3 se muestran ejemplos de realidad aumentada sin y con mapa denso. El primero es el
reciente v´ıdeo-juego Poke´mon Go (Figura 1.3a). En la primera imagen (izquierda en la
figura) la insercio´n virtual no esta apoyada en una superficie plana, sino que esta flotando
3(a) Realidad aumentada sin mapa denso
(b) Realidad aumentada con mapa denso [2]
Figura 1.3: Ejemplos de realidad aumentada con o sin mapa denso.
en el aire. En la segunda imagen (derecha en la figura) la insercio´n se puede ver de dos
formas: 1) La insercio´n virtual esta detra´s de la barandilla en cuyo caso no se ve ocluida
por esta y por lo tanto no es coherente y 2) Esta delante de la barandilla en cuyo caso
esta flotando en el aire y por lo tanto tampoco es coherente.
El segundo ejemplo es una insercio´n de realidad aumentada con mapa 3D denso
de la escena (Figura 1.3b). Usando un mapa denso elementos virtuales esta´n mucho
mejor insertados en la escena. Permite que los elementos virtuales proyecten sombras y/o
reflejos de la escena. Incluso si el mapa de un entorno es completo (i.e una habitacio´n
entera) las inserciones virtuales pueden reflejar el entorno que hay detra´s de la ca´mara.
La precisio´n de los me´todos densos multi-view2 descritos anteriormente esta limitada
principalmente por tres factores:
1. La configuracio´n geome´trica entre la escena y la secuencia, logrando muy poca
precisio´n en configuraciones de bajo paralaje. El paralaje es el angulo formado por
dos rayos desde dos posiciones de la ca´mara a un punto de la escena. El paralaje se
reduce cuando las ca´maras tienes una traslacio´n relativa pequen˜a o la profundidad
del punto es alta.
2multi-view - Basados en mu´ltiples vistas de la escena.
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Input (RGB sequence) Our depth
Reference image
Figura 1.4: Visio´n general del problema. Nuestra entrada son un conjunto de vistas de
una escena tomadas por una ca´mara monocular. El objetivo es estimar una imagen de
profundidad de la imagen de referencia. La imagen de profundidad se representa en una
escala continua de colores de azul oscuro para los puntos ma´s cercanos, verde para los
puntos intermedios y rojo para los puntos lejanos.
2. La calidad de las correspondencias entre diferentes vistas (correspondencia de p´ıxe-
les en el caso de reconstrucciones densas), que solo pueden ser estimadas de forma
fiable para p´ıxeles de alto gradiente.
3. La funcio´n de regularizacio´n, t´ıpicamente la Total Variation norm (TV), que sua-
viza la prediccio´n de profundidad para eliminar ruidos de alta frecuencia. Logra
baja precisio´n para grandes superficies sin textura por la mala calidad de las co-
rrespondencias y por lo tanto de las predicciones.
Una alternativa son los me´todos single-view3 que estiman profundidades para todos
los p´ıxeles de una imagen. Estos me´todos han experimentado recientemente una mejora
cualitativa en su precisio´n gracias al uso redes neuronales profundas [3]. Su precisio´n es
todav´ıa inferior a los me´todos multi-view en puntos de alta textura y alto paralaje. Sin
embargo, como argumentaremos en este trabajo, los me´todos single-view superan a los
me´todos multi-view en las a´reas de baja textura.
El objetivo de este trabajo es explotar la informacio´n de la estimacio´n de profundidad
basada en una vista (single-view) y la basada en mu´ltiples vistas (multi-view para obtener
una profundidad mejorada incluso en secuencias de bajo paralaje y a´reas de poca textura
(ver Figura 1.4). La contribucio´n cient´ıfica de este trabajo es un algoritmo que fusiona
estas dos estimaciones de profundidad complementarias. Existen dos principales retos
en esta tarea. Primero, la distribucio´n del error en la estimaciones a partir de una sola
vista tienen tendencias locales, ya que depende del contenido de la imagen y no de
la configuracio´n geome´trica. Single-view y multi-view esta´n por lo tanto relacionadas
por una deformacio´n no r´ıgida, basada en el contenido de la escena. Y segundo, dado
que pretendemos desarrollar un me´todo general para bajo y alto paralaje, modelar la
precisio´n de los me´todos multi-view no es trivial. Proponemos un me´todo basado en
una interpolacio´n pesada de la estructura local de la estimacio´n single-view basado en
la calidad y a´rea de influencia del mapa semi-denso de profundidad a partir de multi-
view. Lo evaluamos en dos conjuntos de datos pu´blicos (NYU y TUM) y los resultados
3single-view - Basados en una u´nica vista de la escena.
5muestran que nuestro algoritmo de fusio´n mejora cuantitativa y cualitativamente a los
dos me´todos, single-view y multi-view, por separado.
El resto de esta memoria se estructura de la siguiente manera. El capitulo 2 describe
los trabajos relacionados ma´s relevantes. El capitulo 3 introduce la notacio´n y algu-
nos conocimientos previos. El capitulo 4 motiva y detalla el algoritmo de fusio´n entre
multi-view y single-view presentado en este trabajo. El capitulo 5 presenta los resultados
experimentales y, finalmente el capitulo 6 contiene la conclusio´n del trabajo.
2. Estado del arte
En este capitulo describimos algunos de los trabajos ma´s relevantes de estimacio´n
de la profundidad a partir de ima´genes tomadas por una ca´mara monocular. Dado que
este trabajo aprovecha el conocimiento de dos a´reas diferentes dentro del mismo cam-
po, single-view y multi-view, vamos a organizar este capitulo en dos secciones. En la
seccio´n 2.1 nos centraremos en los trabajos de estimacio´n de profundidad a partir de
mu´ltiples vistas (multi-view). En la seccio´n 2.2 hablaremos de los trabajos que estiman
la profundidad a partir de una u´nica imagen (single-view).
2.1. Profundidad a partir de mu´ltiples vistas
[4, 5, 6] son los primeros trabajos que alcanzaron reconstrucciones 3D densas y en
tiempo real a partir secuencias tomadas por una ca´mara monocular. Algunos de los
aspectos ma´s relevantes son la minimizacio´n directa del error fotome´trico – en lugar
del error geome´trico de reconstrucciones dispersas que tradicionalmente se usa– y la
regularizacio´n de la estimacio´n an˜adiendo la norma Total Variation a la funcio´n de
coste.
[7] demostro´ que la regularizacio´n TV no alcanza buena precisio´n en largas a´reas de
poca textura, y propuso un me´todo de regularizacio´n por partes an˜adiendo la asuncio´n
de partes planas en la escena; los para´metros de los planos se extraen de una tiangulacio´n
de super-p´ıxeles a partir de diferentes vistas [8] o de la estimacio´n de la distribucio´n de
la escena [9]. [10] propone una regularizacio´n que fuerza restricciones entre partes afines
de la escena incluso en p´ıxeles separados. [11] selecciona la mejor regularizacio´n entre
un conjunto de funciones de regularizacio´n usando, para la validacio´n, datos dispersos
de la escena prove´ıdos por un la´ser. [12] an˜ade las primitivas 3D dispersas extra´ıdas de
los datos de [13] como restriccio´n en la regularizacio´n. Comparado con estos trabajos,
nuestra propuesta es la primera donde la informacio´n an˜adida a la profundidad multi-
view es completamente densa, basada en los datos a partir de single-view ; y adema´s no
se basa en sensores adicionales o en asunciones de paralaje o Manhatan y partes planas.
Debido a la dificultad de estimar mapas de profundidad completamente densos de
forma precisa a partir de vistas tomadas por una ca´mara monocular hay varios me´todos
6
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que proponen estimar la profundidad los p´ıxeles de alto gradiente exclusivamente (e.g.,
[14]). Aunque esta propuesta produce mapas de profundidad con ma´s densidad que
los me´todos tradicionales basados en puntos salientes (e.g., [15]), todav´ıa son modelos
incompletos de la escena y por ello su aplicabilidad podr´ıa estar ma´s limitada.
2.2. Profundidad a partir de una u´nica vista
La profundidad tambie´n puede ser estimada a partir de una sola vista; estos me´todos
utilizan diferentes pistas en la imagen, por ejemplo a partir del enfoque de la ca´mara
(e.g., [16]) o pistas sobre la perspectiva de la escena (e.g., [17]). Los me´todos basados en
aprendizaje, como el que usamos en este trabajo, ba´sicamente descubren patrones en la
imagen que son relevantes para una regresio´n precisa de la profundidad.
El trabajo pionero de Saxena et al. [18] consist´ıa en entrenar un MRF para modelar
profundidad a partir de un conjunto de caracter´ısticas globales y locales de la imagen.
Ma´s recientemente, Eigen et al. [3] presentaron dos redes neuronales convolucionales
profundas (CNN) apiladas, la primera para predecir profundidad global y la segunda para
refinar la primera de forma local. Siguiendo la linea de este trabajo [19], recientemente
presento´ una red neuronal a tres escalas para predecir profundidad, la normal de las
superficies y etiquetado sema´ntico de la escena. Liu et al. [20] usan una estructura de
redes neuronales y CRF (Conditional Random Field) para estimar profundidad. Las redes
neuronales se usan para aprender los potenciales unitarios y por pares, que relacionan
diferentes super-p´ıxeles, que el CRF usa para predecir la profundidad de la escena.
3. Notacio´n
En este capitulo se va a introducir brevemente en que consiste el problema de es-
timacio´n de profundidad densa a partir de ima´genes RGB tomadas por una ca´mara
monocular. Ma´s adelante, en el cap´ıtulo 4 se detallara´ la formulacio´n concreta que he-
mos utilizado en este trabajo.
La reconstruccio´n de una escena a partir de ima´genes RGB tomadas por una ca´mara
monocular consiste en estimar la profundidad de cada p´ıxel de una imagen. Existen dos
formas de afrontar este problema. Una de ellas son los me´todos basados en mu´ltiples
vistas de la escena, en adelante nos referiremos a ellos como me´todos multi-view. Estos
me´todos aprovechan el movimiento de la ca´mara a lo largo de la secuencia para, triangu-
lando los rayos proyectantes de las dos vistas, estimar la profundidad de los puntos. La
entrada de estos algoritmos es una secuencia de ima´genes y la salida es una imagen de
profundidad correspondiente a una imagen de referencia dentro de la secuencia. Por otro
lado, esta´n los me´todos que utilizan unicamente una imagen, en adelante nos referiremos
a estos me´todos como single-view. Estos me´todos no triangulan la posicio´n 3D de los
puntos. Los me´todos single-view requieren el uso de caracter´ısticas ma´s globales en la
imagen, como los a´ngulos de la lineas y la perspectiva, formas y taman˜os de los objetos,
oclusiones para realizar la estimacio´n.
En este trabajo utilizamos tanto un me´todo multi-view como uno single-view y fu-
sionamos los resultados por lo que en las siguientes secciones vamos a detallar algunos
conocimientos y notacio´n de cada uno de ellos. Primero, en la Seccio´n 3.1 explicamos
el modelo proyectivo en el que se basa nuestra estimacio´n de profundidad a partir de
mu´ltiples vistas. Segundo, dado que en este trabajo hemos utilizado Redes Neuronales
Profundas para la estimacio´n de profundidad single-view, en la Seccio´n 3.2 vamos a in-
troducir algunos conocimientos previos sobre redes neuronales y los modelos que ma´s
utilizamos en este trabajo.
3.1. Modelo proyectivo y notacio´n
La base principal del modelo de ca´mara que utilizamos es la proyeccio´n de 3D a 2D
descrito en el modelo de ca´mara de Tsai [21]. Una representacio´n esquema´tica del modelo
8
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se muestra en la figura 3.1. El modelo de Tsai se compone de 6 para´metros extr´ınsecos
Figura 3.1: Modelo de ca´mara de Tsai
y 5 para´metros intr´ınsecos. Los para´metros extr´ınsecos describen la localizacio´n en x, y
y z de la ca´mara respecto a el sistema de coordenadas absoluto, que es el que usaremos
como punto de referencia. Son 3 de rotacio´n (rx, ry, rz) y 3 de traslacio´n (tx, ty, tz).
Los para´metros intr´ınsecos (f , Cx, Cy, s, K) dependen de la construccio´n interna de
la ca´mara. Como suele ser habitual, para asegurar que los pixeles sean cuadrados, el
para´metro s (skew coefficient), que determina el angulo entre los ejes x e y de los pixeles,
ha sido fijado a 0, y el aspect ratio ha sido fijado a 1. El para´metro de distorsio´n K =
(k1, ..., kn) corrige la distorsio´n radial de la lente. El para´metro f es la distancia focal,
que determina la posicio´n del plano de la imagen con respecto al centro o´ptico de la
ca´mara. Los para´metros Cx y Cy representan las coordenadas en el sensor de la ca´mara
de la interseccio´n con eje o´ptico (el centro o´ptico del sensor).
Los 5 para´metros intr´ınsecos de la ca´mara son constantes, necesitan ser estimados
mediante te´cnicas de calibracio´n. En el algoritmo que presentamos se suponen conocidos.
Por otro lado los 6 para´metros extr´ınsecos representan el localizacio´n de la ca´mara y por
lo tanto var´ıan con su movimiento.
Como se puede ver en la figura 3.1, en el modelo de Tsai la posicio´n de la ca´mara en el
espacio viene dada por la posicio´n del centro o´ptico, tambie´n se utilizara´ para nombrarlo
10 CAPI´TULO 3. NOTACIO´N
Oc, como origen (un punto) del sistema de coordenadas de la ca´mara respecto al mundo:
Oc = (xw, yw, zw). (3.1)
La posicio´n del centro o´ptico define la traslacio´n que tiene la ca´mara respecto al sistema
de referencia:
Oc = (tx, ty, tz), (3.2)
que coincide con la posicio´n frontal de la ca´mara y el eje zc de la ca´mara coincide con
la direccio´n y el sentido del eje o´ptico de la ca´mara. El plano de la imagen es paralelo al
plano generado por los vectores xc e yc del sistema de coordenadas de la ca´mara, esta a
una distancia f de Oc en la direccio´n y sentido del eje zc, donde f es la distancia focal.
La relacio´n entre un punto definido en el sistema de coordenadas del mundo (pw =
(xw, yw, zw)) y el mismo punto en el plano de la imagen de la ca´mara (pi = (xi, yi))
esta compuesta por una secuencia de transformaciones. Una transformacio´n del punto
de coordenadas del mundo a coordenadas de la ca´mara y una proyeccio´n del punto al
plano de la ca´mara.
La primera consiste en transformar el punto pw al sistema de coordenadas de la













r1 r2 r3r4 r5 r6
r7 r8 r9
 = Rot(rx)Rot(ry)Rot(rz), (3.4)
siendo Rcw una matriz de rotacio´n 3×3. Los vectores columna de una matriz de rotacio´n
representan las direcciones normalizadas de los ejes x, y y z del sistema de referencia al
que ejerce la rotacio´n sobre el sistema base a partir del cual la define. En el ejemplo de
la ecuacio´n 3.4 el vector [r1, r4, r5]
′ define la direccio´n del eje x del sistema de la ca´mara
c con respecto al sistema de ejes absoluto w.
Una matriz de rotacio´n representa una rotacio´n en el espacio eucl´ıdeo, no es una repre-
sentacio´n mı´nima ya que se representan 3 grados de libertad (rx, ry, rz) mediante una
matriz 3× 3. Esta sobreparametrizacio´n se traduce en una serie de restricciones que una
matriz de rotacio´n debe cumplir:
Es una matriz ortogonal, lo que significa que su matriz inversa es igual a su matriz
transpuesta.
Su determinante es igual a 1.
3.1. MODELO PROYECTIVO Y NOTACIO´N 11
En adelante las transformaciones como la mostrada en la ecuacio´n 3.3 se represen-













 = Tcw · p˙w, (3.5)
donde p˙ es la representacio´n homoge´nea de un punto en el espacio 3D. Las coordenadas
homoge´neas se utilizan para describir un punto en el espacio proyectivo. En el espacio 3D
proyectivo la representacio´n de un punto viene dada por un vector de cuatro elementos,
siendo ω un factor de escala que generalmente fijaremos a 1. Tcw representa la matriz
de transformacio´n de la ca´mara respecto al mundo, para trabajar con ella es necesario















siendo xi e yi las coordenadas del punto en el plano de la imagen. Para representar esta
transformacio´n proyectiva utilizamos la notacio´n: pi = pi(p˙c). Como resultado obtenemos






= pi(p˙c) = pi(Tcw · p˙w) (3.8)
La composicio´n de transformaciones nos permite pasar de unos sistemas de referencia
a otros:
˙pc2 = Tc2c1Tc1w · p˙w. (3.9)
Conocidas dos transformaciones como las que se muestran en la figura 3.2, podemos
calcular la matriz que define la transformacio´n entre la ca´mara C2 y el mundo mediante
una composicio´n de transformaciones:
Tc2w = Tc2c1Tc1w. (3.10)
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Utilizando estas te´cnicas de geometr´ıa podemos, dado un mapa de puntos tridimen-
sional y la posicio´n de una ca´mara determinar que puntos se proyectar´ıan en el plano de
imagen de la ca´mara y por lo tanto que´ ve.
Este modelo proyectivo nos permite estimar la profundidad de un punto a partir de
mu´ltiples vistas utilizando triangulacio´n. En el capitulo 4 se detalla el me´todo que hemos
utilizado.
3.2. Redes Neuronales Artificiales
Este es el algoritmo de aprendizaje automa´tico seleccionado para resolver el problema
de estimacio´n de profundidad a partir de una sola vista, single-view. Posee una estructura
capaz de representar relaciones complejas de los datos, siempre que disponga de los
para´metros y datos suficientes. Si bien son conocidas desde hace de´cadas, recientemente
han experimentado un resurgimiento debido a los u´ltimos avances de la computacio´n que
han logrado que el entrenamiento de las redes se pueda realizar en tiempos aceptables,










Figura 3.3: Tres funciones de activacio´n de entre las ma´s comunes. En verde la funcio´n
Sigmoide f(z) = 1
1+e−z , en rojo la tangente hiperbo´lica f(z) = tanh(z) =
ez−e−z
ez+e−z y en
azul la funcio´n ReLu (Rectified Linear Unit) f(z) = max(0, z).
a la vez que la adquisicio´n de las grandes cantidades de datos que requieren las redes
neuronales ha sido cada vez ma´s fa´cil debido al progreso de las TIC.
3.2.1. Modelo de una RNA
La unidad ba´sica de las redes neuronales es la ce´lula (“cell”) o unidad, que trata
de simular una neurona biolo´gica al tomar informacio´n de entrada de varias fuentes
X = (x1, x2, ..., xn)
ᵀ y producir una salida que representa el procesamiento que ha hecho
la neurona a partir de la informacio´n de la entrada.
Matema´ticamente, la activacio´n de una ce´lula a partir de la informacio´n de entrada








donde W = (w1, w2, ..., wn)
ᵀ son los pesos propios de la ce´lula y f(z) es la funcio´n de
activacio´n. Existen diferentes funciones de activacio´n. Algunas de las ma´s utilizadas se
muestran en la Figura 3.3. Con la estructura de una neurona definida, puede obser-
varse que se trata en realidad de un modelo lineal al que le es aplicado una funcio´n de
activacio´n, generalmente no lineal. Por ejemplo, en el caso de la funcio´n sigmoidal con-
vierte el modelo en una regresio´n log´ıstica, uno de los algoritmos ba´sicos de aprendizaje
automa´tico. Se trata de un modelo que es capaz u´nicamente de representar relaciones









Entrada Capas ocultas Salida
Figura 3.4: Esquema de una red neuronal con dos capas ocultas de tres y dos neuronas
respectivamente. Las neuronas con etiqueta “+1” representan el sesgo o bias.
relativamente simples. El poder de las redes neuronales aparece al agrupar un conjunto
de neuronas para que trabajen interaccionando unas con otras, de un modo similar a
lo que hacen nuestras propias neuronas. Normalmente esta agrupacio´n se lleva a cabo
mediante una organizacio´n en capas. De forma resumida, todas las neuronas de una ca-
pa procesan la misma informacio´n de forma paralela. Las neuronas de la capa siguiente
reciben como entrada la salida, ya procesada, de la capa anterior. A todas las capas
distintas de la entrada y la salida se las llama capas ocultas ya que desde un punto de
vista de caja negra, dichas capas procesan pasos internos del algoritmo para la obtencio´n
de la prediccio´n a la salida. Un ejemplo ilustrativo de el esquema de una red neuronal se
puede ver en la Figura 3.4.
3.2.2. Estructura de las capas de una RNA
En esta seccio´n pretendemos distinguir distintos tipos de capas segu´n segu´n la forma
de sus conexiones, entre las cuales destacamos las ma´s relevantes que se han utilizado en
este trabajo.
Completamente conectada: (FC- Fully-Connected) En esta capa todas las neuronas
de la capa actual (capa de la derecha en la Figura 3.5a) esta´n conectadas con todas las
neuronas de la capa anterior (capa de la izquierda en la figura). Esto provoca que sea una
capa gene´rica, dado que no esta´ condicionada ni restringida ninguna relacio´n entre las









Figura 3.5: Configuracio´n de las conexiones para los tipos de capas ma´s relevantes en
una RNA.
neuronas. Este modelo de capa es ido´neo cuando se desconoce la estructura del problema,
dado que permiten capturar cualquier tipo de relacio´n que haya en los datos. Sin embargo,
es el modelo de capa ma´s caro computacionalmente. Requiere un total de N · (M + 1)
conexiones, siendo N el nu´mero de neuronas de la capa actual y M el numero de neuronas
de la capa anterior. Por este coste computacional no puede aplicarse este modelo a datos
con un elevado numero de dimensiones. Por ejemplo, en el problema de estimacio´n de
profundidad, si nuestro objetivo es estimarla a partir de una imagen RGB de 320 ×
240 y queremos que nuestra estimacio´n tenga la mitad de taman˜o 160 × 120 utilizando
unicamente una capa completamente conectada requerir´ıamos un total de (160 · 120) ·
(320 · 240 + 1) = 1474579200 para´metros de la capa, que si trabajamos con precisio´n
simple (32 bits) equivalen a 16,48GiB necesarios unicamente para los para´metros de la
capa.
Convoluciones (localmente conectada): Cuando las capas completamente conecta-
das resultan muy caras, y el problema se presta a ello, se suele optar por capas localmente
conectadas. En estas, cada neurona de la capa actual se conecta unicamente a un sub-
conjunto de neuronas de la capa anterior. Es importante resaltar que este subconjunto
no se aprende, se fija antes del entrenamiento. En concreto, una de las capas localmente
conectadas ma´s extendida es la capa convolucional. La capa convolucional tiene como
caracter´ıstica que todas las neuronas de la capa actual se conectan con el mismo nu´mero
de neuronas de la capa anterior (normalmente, los diferentes subconjuntos tienen una
relacio´n espacial) y comparten los pesos W entre las neuronas de la misma capa. En la
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Filtro
Imagen Mapa de caracteristicas
6
Figura 3.6: Esquema de funcionamiento de una capa convolucional en ima´genes.
Figura 3.5b se muestra un ejemplo de una capa convolucional, en el ejemplo las flechas
del mismo color representan los mismos pesos wi.
Pooling (localmente conectada): Otro ejemplo de capa localmente conectada es
la capa pooling. En este caso cada neurona de la capa actual tambie´n esta conectada
a un subconjunto de neuronas de la capa anterior, con propiedades parejas a la capa
convolucional. Sin embargo, en este caso los pesos W son sustituidos por una funcio´n de
reduccio´n de los datos (e.g. las funciones ma´s comunes son la media y el ma´ximo). En
la Figura 3.5c se muestra un ejemplo de un max-pooling llevada a cabo con la funcio´n
ma´ximo. Este modelo se usa entre otros motivos para reducir la dimensionalidad del
problema.
3.2.3. Redes Neuronales 2D con ima´genes
Dado que nuestro objetivo es trabajar con ima´genes es necesario introducir como se
aplican algunas de las capas mencionadas en la seccio´n anterior a datos 2D como las
ima´genes. En concreto las modelos de capa localmente conectados pues son los que se
ven afectados.
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Filtro 3x3 Max-pooling
max(2.5,1,4.5,0.5,-5,3,-1.5,4,-3)=4.5
Mapa de caracteristicas Mapa de caracteristicas  tras pooling
Figura 3.7: Esquema de funcionamiento de una capa max-pooling en ima´genes.
Convolucio´n: El operador convolucio´n aplica, dadas dos matrices (la imagen y el
filtro), las cuales pueden ser de taman˜os distintos, el producto escalar de Frobenius
(sumatorio del producto elemento a elemento) entre la matriz de menor taman˜o (el
filtro) y una submatriz de la de mayor taman˜o (imagen), de forma que el orden de esta
submatriz sea el mismo que el del filtro. Teo´ricamente se ha de invertir el filtro para que se
trate de una aute´ntica convolucio´n, pero por claridad especialmente en la visualizacio´n,
esto no se realiza en esta a´rea en particular. De este modo se obtiene un escalar para cada
combinacio´n de filtro y ventana de la imagen. Al igual que en el operador de convolucio´n
continuo, se produce un desplazamiento relativo entre los dos elementos: el filtro se mueve
a lo largo y ancho de la imagen (se esta´ operando en 2D), produciendo para cada posicio´n
un escalar distinto ya que la ventana de la imagen cambia. Dichos escalares se almacenan
en una nueva matriz donde conservan el orden espacial en el que se han calculado, de
modo similar a la convolucio´n unidimensional pero trabajando en las dos dimensiones
del problema. Se puede ver un esquema ilustrativo de la operacio´n convolucio´n en la
Figura 3.6.
En realidad, las ima´genes RGB no son tensores de dos dimensiones, sino de tres (al-
tura, anchura, canal). Por ello, el procesamiento explicado anteriormente es en realidad
algo ma´s complicado. Lo que se hace en realidad es el mismo proceso, pero aplicando
un filtro de a su vez tres dimensiones. De este modo, el ca´lculo es exactamente el mismo
so´lo que con el triple de elementos. Por tanto, dada una imagen y un filtro, al aplicar
la conexio´n convolucional se obtiene una matriz donde se almacena espacialmente los
distintos escalares obtenidos por el “inner product” (Frobenius) del filtro por la ventana
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local de la imagen. Es decir, se obtiene una nueva imagen 2D, solo que en vez de colores
contiene caracter´ısticas obtenidas espacialmente por el filtro. Sen˜alar que dichas carac-
ter´ısticas son todas obtenidas por el mismo filtro, pero movie´ndolo a lo largo y ancho
de la imagen, de modo similar a un esca´ner. Para aumentar el poder de representacio´n
de la capa, se pueden emplear tantos filtros distintos como se quiera: se almacenan los
resultados de cada filtro a lo largo de una tercera dimensio´n, obteniendo de nuevo un
tensor de tres dimensiones. Cada una de las matrices pertenecientes al tensor se corres-
ponde al “escaneo”, mapa de caracter´ısticas, obtenido a partir de la imagen y del filtro
correspondiente. Adema´s, al tratarse de nuevo de un tensor de tres dimensiones, impli-
ca que es posible volver a aplicar una capa convolucional, permitiendo construir redes
convolucionales profundas.
Pooling: Se aplica de forma muy similar a la convolucio´n. Esta operacio´n se suele
utilizar unicamente a mapas de caracter´ısticas. Para simplificar la explicacio´n vamos
asumir que la operacio´n es un max-pooling, ya que es la funcio´n que ma´s se utiliza.
Dada una matriz (mapa de caracter´ısticas) y el taman˜o de una ventana o filtro el pooling
consiste en aplicar la funcio´n ma´ximo a todos los elementos de una submatriz del taman˜o
del filtro en el mapa de caracter´ısticas. De esta forma se obtiene un escalar para cada
combinacio´n filtro y ventana del mapa de caracter´ısticas. Se produce un desplazamiento
relativo entre los dos elementos: el filtro se mueve a lo largo y ancho de la imagen (dado
que opera en 2D), produciendo para cada posicio´n un escalar distinto. Dichos escalares
se almacenan en una nueva matriz donde conservan el orden espacial en el que se han
calculado. Se puede ver un esquema ilustrativo de un max-pooling en la Figura 3.7.
Cuando el pooling se aplica a tensores 3D de mapas de caracteristicas se suele aplicar
a cada uno de los mapas por separado, produciendo otro tensor con los mismos “canales”
pero de menor altura y anchura al que se le puede aplicar otra vez el operador convolu-
cio´n. Esta operacio´n tiene dos propiedades deseadas. Primero, reduce la dimensionalidad
de las salidas de las convoluciones que producen muchos mapas de caracter´ısticas de
gran taman˜o. Segundo, el max-pooling espacial resume la activacio´n de caracter´ısticas
vecinas, que conduce a una invarianza por traslacio´n (local), es decir elimina ruido de
alta frecuencia.
La combinacio´n de estas capas repetidamente permite construir redes neuronales con-
volucionales profundas (CNN). Este tipo de redes neuronales profundas ha demostrado
excelentes resultados en diferentes problemas de visio´n por computador, en reconocimien-
to de actividades [22, 23], descripcio´n de ima´genes utilizando lenguaje natural [23, 24] y
reconocimiento de objetos [25], entre otras.











Figura 4.1: Visio´n general de nuestra propuesta. Nuestra entrada son un conjunto de
vistas superpuestas tomadas por una ca´mara monocular. Estimamos un mapa de pro-
fundidad basado en aprendizaje para una sola vista y un mapa de profundidad basado
en geometr´ıa a partir de varias ima´genes, fusionamos ambas fuentes de informacio´n pa-
ra obtener una profundidad que mejora los dos me´todos por separado. El color de las
ima´genes de profundidad ha sido normalizado para una mejor comparacio´n. La imagen
de profundidad se representa en una escala continua de colores de azul oscuro para los
puntos ma´s cercanos, verde para los puntos intermedios y rojo para los puntos lejanos.
Esta figura se ve mejor a color.
Las te´cnicas basadas en mu´ltiples vistas del estado del arte tienen una fuerte de-
pendencia en secuencias de alto paralaje y escenas con mucha textura. Solo un reducido
conjunto de p´ıxeles que cumplen ambas restricciones obtienen una prediccio´n con poco
error, la mayor´ıa de puntos tienen un error mayor y no correlado. Por el contrario, los
me´todos a partir de una u´nica vista basados en redes CNN logran errores razonables en
todas las partes de la imagen, pero esta´n correlados de forma local. Nuestra propuesta
pretende explotar las mejores propiedades de estos dos me´todos. Concretamente, produ-
cimos un mapa de profundidad crudo utilizando una red neuronal profunda y fusionamos
su estructura con los resultados semi-densos de un me´todo multi-view (Figura 4.1).
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Alto gradiente Bajo gradiente
Multi-View 0.25 0.79
Single-View 0.60 0.18
Tabla 4.1: Error mediano, en metros, de los algoritmos basados en mu´ltiples o una u´nica
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Figura 4.2: Histograma del error de la profundidad estimada, en metros, por el me´todo
basado en una vista. Notese las mu´ltiples tendencias del error cada una correspondiendo
a una estructura local de la imagen.
Antes de entrar en los aspectos te´cnicos, motivaremos nuestra propuesta con algunos
resultados ilustrativos. La Tabla 4.1 muestra el error mediano de profundidad de los
p´ıxeles de alto y bajo gradiente para los dos me´todos, uno basado en una imagen y otro
basado en mu´ltiples vistas, en una secuencia de alto paralaje. En el caso del me´todo
multi-view, el error en los p´ıxeles de bajo gradiente aumenta en un factor de 3. Notese
que pasa al contrario en el caso del single-view : el error en los p´ıxeles de alto gradiente
incrementa por un factor de 3.
Adema´s, el error de profundidad estimada por el me´todo single-view usualmente
tiene una estructura que indica la presencia de correlacio´n local. Por ejemplo, en la
Figura 4.2 se muestra el histograma del error de profundidad para el me´todo single-view
en tres escenas diferentes (dos del conjunto de datos publico NYU y una del TUM).
Se puede apreciar que la distribucio´n del error esta agrupada en diferentes tendencias,
cada una de ellas correspondiendo a un segmento de la imagen. Este efecto es causado
por el uso de las caracter´ısticas de alto nivel de las ultimas capas de la red neuronal
convolucional (CNN), se extienden sobre docenas de p´ıxeles en la imagen original y por
lo tanto sobre zonas de textura homoge´nea. La diferente naturaleza de los error puede
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ser explotada para mejorar ambos me´todos individualmente. Sin embargo, la fusio´n no
puede ser implementada basado an un modelo global, dado que requiere deformaciones
no r´ıgidas.
En las siguientes secciones detallamos los me´todos multi-view y single-view que usa-
mos en este trabajo as´ı como nuestro algoritmo de fusio´n.
4.1. Profundidad a partir de mu´ltiples vistas
Para la estimacio´n de profundidad basada en mu´ltiples vistas vistas hemos adoptado
una aproximacio´n directa [14], que nos permite estimar un mapa de profundidad denso
o semi-denso al contrario que los me´todos basados en puntos salientes. Para estimar
la profundidad de un keyframe1 Ik primero selecionamos un conjunto n de ima´genes
solapadas {I1, . . . , Io, . . . , In} de una secuencia monocular. Despue´s de eso, cada p´ıxel
xkl de la imagen de referencia Ik es mapeado a una profundidad inversa ρ y re-proyectado
a todos las ima´genes superpuestas Io. Utilizando el modelo proyectivo de la seccio´n 3.1.
xol = Tko(x
k







donde pi(X) representa la deshomogenizacio´n de un vector X y Tko,Rko y tko son res-
pectivamente la matriz de transformacio´n relativa, la rotacio´n y la traslacio´n entre el
keyframe Ik y cada uno de las ima´genes superpuestas Io. K es la matriz de calibracio´n
interna de la ca´mara.
Definimos el error fotome´trico total C(ρ) como la suma de cada uno de los errores
fotome´tricos l entre cada p´ıxel (o cada p´ıxel de alto gradiente en caso de querer un
mapa semi-denso) xkl en la imagen de referencia Ik y su correspondiente xol en cada una








l(Ik, Io, xkl , ρl). (4.2)
El error l(Ik, Io, xkl , ρl) para cada p´ıxel xkl es la diferencia entre los valores fotome´tri-
cos del pixel y sus correspondientes
l(Ik, Io, xkl , ρl) = Ik(xkl )− Io(xol ). (4.3)
La profundidad estimada para cada p´ıxel ρˆ = (ρˆ1 . . . ρˆl . . . ρˆt )
> es obtenida por la
minimizacio´n del error fotome´trico total C(ρ):
ρˆ = arg min
ρ
C(ρ) (4.4)
1keyframe - imagen de referencia en la Figura 4.1










Figura 4.3: Modelo de red neuronal presentado por [19] para estimacio´n de profundidad
a partir de una imagen RGB.La imagen de profundidad se representa en una escala
continua de colores de azul oscuro para los puntos ma´s cercanos, verde para los puntos
intermedios y rojo para los puntos lejanos.
4.2. Profundidad a partir de una u´nica vista
Para la estimacio´n de profundidad a partir de una u´nica imagen utilizamos la red
neuronal convolucional profunda (Deep Convolutional Neural Network) presentada por
Eigen et al., [19]. Esta red utiliza tres CNN apiladas para procesar las ima´genes en
tres diferentes escalas. En este trabajo la entrada de la red es nuestra imagen RGB
de referencia, keyframe, Ik. Dado que usamos la estructura de la red y los para´metros
aportados por los autores, sin ma´s entrenamiento, la imagen de entrada tiene un taman˜o
de 320 × 240. La salida de la red es la profundidad predicha, la cual denotaremos s. El
taman˜o de la salida es de 147× 109, que nosotros ampliamos para poder fusionarla con
la salida del me´todo multi-view.
La CNN de la primera escala extrae caracter´ısticas de alto nivel relevantes para
estimacio´n de profundidad. Esta CNN produce 64 mapas de caracter´ısticas de taman˜o
19×14, que ampliados a 74×55 y junto con la imagen RGB son la entrada de la CNN de la
segunda escala. En esta segunda CNN apilada se refinan las caracter´ısticas extra´ıdas en la
primera con caracter´ısticas de intermedias para producir un primer mapa de profundidad
de grano grueso de taman˜o 74×55. Este mapa de profundidad es aumentado y junto con
la imagen alimenta a la tercera y ultima CNN apilada que hace un refinamiento local de
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Figura 4.4: Pesos de influencia no normalizados para cada uno de los puntos marcados
en la imagen. Primera columna: Imagen RGB de entrada con cuatro puntos remarcados
en la imagen. Segunda, tercera, cuarta y quinta columnas: Muestran la influencia de cada
punto remarcado en la imagen RGB. Esta figura se ve mejor en color.
la profundidad. Este ultimo paso es necesario, dado que las convoluciones y los poolings
de los pasos anteriores filtran los detalles de alta frecuencia.
La primera escala se inicializo con dos diferentes redes pre-entrenadas: la AlexNet [26]
y la VGG de Oxford [27]. Nosotros usamos la versio´n de la VGG, la ma´s precisa como
reportaron los autores. Esta red ha sido entrenada con imagenes de interior del conjunto
publico de datos NYUDepth v2 [28]. Dado que ellos utilizaron la particio´n oficial de
los datos para entrenamiento y test, nosotros tambie´n. Decidimos trabajar con esta red
neuronal porque es el me´todo que mejores profundidades completamente densas consigue
a partir de una u´nica imagen. Para ver en detalle el modelo de la red propuesto vease la
Figura 4.3. Le recomendamos al lector que para ma´s detalles sobre esta parte de nuestro
trabajo consulten el articulo original [19].
4.3. Deformacio´n no r´ıgida
Como ya hemos mencionado, el objetivo de este trabajo es fusionar la salida de cada
uno de los me´todos previamente descrito, y mantener las mejores propiedades de cada
uno de ellos: en el caso del single-view una fiable estructura local y una precisa, pero semi-
densa, estimacio´n de profundidad del multi-view. Denotamos s y m a las estimaciones
de profundidad realizadas por los me´todos single-view y multi-view respectivamente. s
es predicha como se detalla en la Seccio´n 4.2 y m = 1ρ es la inversa de la profundidad
inversa estimada en la Seccio´n 4.1.
La profundidad resultado de la fusio´n fij para el p´ıxel (i, j) es calculada como una
interpolacio´n pesada de profundidades sobre un conjunto de p´ıxeles en la imagen de
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Figura 4.5: A´reas de influencia normalizadas. Notese como se expande alrededor de
las estructuras locales dado un conjunto de puntos en Ω. Primera columna: Imagen
RGB con los puntos Ω etiquetados con diferentes colores. Segunda columna: A´reas de
influencia calculadas por nuestro me´todo. Esta figura se ve mejor a color.




Wmuvsij (muv + (sij − suv)), (4.5)
donde Ω es el conjunto de p´ıxeles estimado por el algoritmo multi-view. Los pesos de la
interpolacio´n Wmuvsij modelan la probabilidad de que cada p´ıxel (u, v) ∈ Ω pertenezca a
la misma estructura local que el p´ıxel sij . La interpolacio´n puede ser interpretada de dos
maneras. Primero, el gradiente de profundidad (sij−suv) es an˜adido a cada profundidad
estimada por el me´todo multi-view muv, i.e. creamos un mapa de profundidad para
cada muv con la estructura de s y las ponderamos con los pesos basados en los p´ıxeles.
Segundo, modificamos cada profundidad sij de acuerdo con su la discrepancia pesada
entre (muv − suv).
El ingrediente clave de esta interpolacio´n son los pesos Wmuvsij que necesitan lograr la
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Figura 4.6: A´reas de influencia de forma detallada. Notese como se extiende principal-
mente en zonas de la misma estructura local. Esta figura se ve mejor a color.
transformacio´n no r´ıgida mencionada anteriormente basada en la estructura local de la








mide simplemente la proximidad basado en la distancia entre los p´ıxeles (ij) y (uv). El
para´metro σ1 controla el radio de proximidad de cada punto. Los tres factores restantes
dependen de la estructura del mapa de profundidad estimado por el me´todo single-view





|∇xsuv −∇xsij |+ σ2
· 1|∇ysuv −∇ysij |+ σ2
(4.7)
mide la similaridad de los gradientes de profundidad y asigna mayores pesos a los que
son ma´s similares entre ellos. ∇xsij y ∇ysij representan el gradiente de profundidad en
las direcciones x e y respectivamente en el p´ıxel (i, j). σ2 limita la influencia de un punto
para evitar pesos extremadamente altos en puntos con gradiente muy similar o ide´ntico.
Los dos u´ltimos factores fortalecen la influencia entre los puntos que esta´n en el mismo









−|(sij+∇ysij ·(j−v))))−suv | + σ3, (4.9)
donde σ3 fija un valor mı´nimo para el peso de cada punto en Ω. Se requiere para evitar





26 CAPI´TULO 4. FUSIO´N DE PROFUNDIDAD
El producto de estos cuatro factores produce un peso no normalizado para cada p´ıxel










y representa su a´rea de influencia. Los para´metros σ1, σ2 y σ3 dan forma al area de
influencia y tienen que ser seleccionados para balancear la proximidad, los gradientes y
planos y para evitar discontinuidades en el resultado final de la fusio´n. Esta seleccio´n
se hizo emp´ıricamente en un conjunto pequen˜o de tres ima´genes. Los valores para los
para´metros son 15, 0.1 y 1e− 3 respectivamente. Estos valores se fijaron para todos los
experimentos, sugiriendo que no requieren ser estimados para cada imagen.
La Figura 4.4 muestra este a´rea para algunos puntos en dos ima´genes diferentes.
Notese como la influencia se expande alrededor del punto pero se mantiene dentro de la
misma estructura local. Una vez todos los factores han sido calculados para todos los
p´ıxeles en Ω, normalizamos los pesos para cada p´ıxel del single-view y as´ı todos los pesos









Los pesos normalizados expanden la influencia local a toda la imagen (ver la Figura
4.5 y la Figura 4.6 para verlo con ma´s detalle). Notese como la influencia se expende
a lo largo de los planos incluso si los puntos en Ω no alcanza el final del plano y es
cortada cuando la estructura local cambia. Una vez todos los pesos han sido calculados y
normalizados, la estimacio´n profundidad fusionada f , para cada punto es la combinacio´n
de todos los puntos seleccionados en Ω, como se muestra en la Ecuacio´n 4.5.
4.4. Seleccio´n de puntos de bajo error
Hasta ahora, hemos asumido que todos los puntos en la estimacio´n semi-densa de pro-
fundidad del me´todo multi-view tienen bajo error. Esto se logra fa´cilmente en secuencias
de alto paralaje usando estimadores robustos – funciones de coste robustas o esquemas
RANSAC. Sin embargo, es problema´tico en secuencias con geometr´ıa de bajo paralaje en
las que tambie´n nos centramos en este trabajo. En este caso, las profundidades estimadas
a partir de mu´ltiples vistas pueden contener grandes errores que pueden propagarse a
nuestra fusio´n y que por lo tanto necesitamos filtrar. Inesperadamente, seleccionar los
p´ıxeles de alto gradiente no es suficientemente robusto para eliminar los puntos con gran
error en profundidad y por ello hemos desarrollado un algoritmo en dos pasos que tiene
en cuenta la informacio´n fotome´trica y geome´trica en el primer paso y el mapa estimado
por la red neuronal, el me´todo single-view, en el segundo paso.
En el primer paso pre-selecciona un porcentaje fijo de los mejores candidatos –el me-
jor 25 % en nuestros experimentos– basado en el producto de un coeficiente fotome´trico
4.4. SELECCIO´N DE PUNTOS DE BAJO ERROR 27
y otro geome´trico. Por un lado, el criterio fotome´trico puntu´a la calidad de las corres-
pondencias utilizando informacio´n de la imagen. Aplicamos una versio´n modificada del
mejor ratio al segundo vecino. Calculamos las dos mejores correspondencias (de acuerdo
con la Ecuacio´n 4.3), y calculamos este coeficiente en funcio´n de el ratio entre la distancia
de los dos mı´nimos (un ratio pequen˜o quiere decir un emparejamiento fiable) y el gra-
diente de la funcio´n a lo largo de la epipolar (i.e. si la funcio´n presenta una forma clara
de V alrededor del mı´nimo quiere decir que el emparejamiento es espacial-mente fiable).
Por otro lado, el criterio geome´trico simplemente proyecta la fiabilidad de la estimacio´n
de profundidad en la imagen, resultando en puntuaciones bajas para los puntos de bajo
paralaje.
En la segunda fase usamos la estructura de la reconstruccio´n predicha por el me´to-
do single-view y aplicamos RANSAC para estimar una transformacio´n lineal libre de
espurios entre las predicciones de los me´todos multi-view y single-view utilizando unica-
mente los puntos pre-filtrados en la primera fase. Esto consigue reducir ma´s el nu´mero
de predicciones espurias del algoritmo multi-view. El resultado es un pequen˜o conjunto
de puntos de bajo error que utilizamos para la deformacio´n no r´ıgida descrita en la sec-
cio´n anterior. Como hemos dicho antes, este algoritmo presenta mejores resultados en
nuestros experimentos que un test de compatibilidad geome´trica, especialmente en las
secuencias de bajo paralaje del conjunto de datos de NYU.
5. Resultados experimentales
5.1. Evaluacio´n de la fusio´n
En esta seccio´n evaluamos el algoritmo y comparamos su rendimiento contra dos
me´todos del estado del arte: me´todo directo a partir de mu´ltiples vistas usando regula-
rizacio´n TV (implementado siguiendo los trabajos [4, 32]) y el me´todo single-view para
estimar profundidad utilizando la red neuronal de [19]. Hemos seleccionado dos conjun-
tos de datos con diferentes propiedades. El primero es el NYUv2 Depth Dataset [28],
un conjunto de datos general pensado para llevar a cabo evaluaciones de segmentacio´n
sema´ntica de ima´genes y por lo cual contiene secuencias de bajo paralaje y escenas de po-
ca textura. Hemos analizado los resultados en seis secuencias del conjunto de test oficial
(i.e. la red neuronal para estimacio´n de profundidad a partir de una imagen no ha sido
entrenada en estas secuencias) seleccionadas para incluir diferentes tipos de habitaciones.
El segundo conjunto de datos es el TUM RGB-D SLAM Dataset [31], un conjunto de
datos orientado a SLAM1 y que presenta un sesgo que beneficia a los me´todos basados en
mu´ltiples vistas. En este caso, hemos evaluado en dos secuencias seleccionadas de forma
aleatoria.
Hemos corrido nuestro algoritmo en una versio´n reducida de las ima´genes de taman˜o
320 × 240, dado que es el taman˜o de entrada de la red neuronal, que utilizamos como
me´todo de single-view, dada por los autores. Tambie´n corremos el algoritmo multi-view
de estimacio´n de profundidad con ima´genes de este taman˜o, y aumentamos los resultados
de nuestra fusio´n a 640×480 para compararnos con el ground truth, canal de profundidad
tomado por la ca´mara Kinect.
Nuestro objetivo es evaluar la precisio´n de las estimaciones de profundidad, por lo que
asumimos que las poses de la ca´mara son conocidas para la estimacio´n del me´todo multi-
view. En el conjunto de datos TUM RGB-D SLAM Dataset [31] usamos el ground truth
de la pose de las ca´mara dado en los datos. En el caso de las secuencias del NYUv2 Depth
Dataset estimamos las poses utilizando la RGB-D Dense Visual Odometry de Gutierrez-
Gomez et al. [33]. Estas poses se mantienen fijas y son usadas para la construccio´n de
mapas a partir de mu´ltiples vistas. Como ya hemos mencionado los para´metros de la
1SLAM - Simultaneous Localization and Mapping
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MEAN ERROR (m) GAIN w.r.t TV GAIN w.r.t [19]








2 bathroom 18 1.612 0.723 0.627 61.12 % 13.33 %
bedroom 13 0.918 0.421 0.342 62.73 % 18.80 %
dining 32 0.991 0.342 0.399 59.86 % -16.39 %
kitchen 32 0.941 0.583 0.581 38.29 % 0.37 %
living 25 0.828 0.440 0.394 52.47 % 10.55 %
living 30a 1.472 0.572 0.487 66.91 % 14.87 %
T
U
M fr1 desk 0.605 0.437 0.358 40.82 % 18.07 %
fr1 room 0.613 0.216 0.202 67.04 % 6.48 %
Tabla 5.1: Media del error para la regularizacio´n TV de la estimacio´n multi-view, la
estimacio´n de profundidad single-view de [19] y nuestra fusio´n. Las dos ultimas columnas
muestran nuestra mejora con respecto a los dos me´todos individuales respectivamente.
MEAN ERROR (m) GAIN w.r.t TV GAIN w.r.t [19]








2 bathroom 18 0.627 0.232 85.61 % 67.93 %
bedroom 13 0.342 0.167 81.79 % 60.33 %
dining 32 0.399 0.323 67.39 % 5.43 %
kitchen 32 0.581 0.424 54.91 % 27.20 %
living 25 0.394 0.289 65.12 % 34.36 %
living 30a 0.487 0.388 73.62 % 32.15 %
T
U
M fr1 desk 0.358 0.229 62.14 % 47.47 %
fr1 room 0.202 0.131 78.63 % 39.35 %
Tabla 5.2: Error medio de la estimacio´n de nuestra fusio´n con seleccio´n de puntos
automa´tica y de nuestra fusio´n con seleccio´n de puntos manual. Las dos u´ltimas columnas
muestran la mejora de nuestra fusio´n con seleccio´n de puntos manual con respecto a la
regularizacio´n TV de la estimacio´n multi-view y la estimacio´n de profundidad single-view
de [19] respectivamente.
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Figura 5.1: Ima´genes de profundidad del conjunto de datos NYUDepth v2 [28]. El ran-
go de colores ha sido normalizado por filas para facilitar la comparacio´n entre diferentes
me´todos. Primera columna: Imagen de referencia RGB, segunda columna estimacio´n
ruidosa del multi-view, tercera columna: estimacio´n regularizada con la norma TV del
multi-view, cuarta columna: estimacio´n de profundidad del single-view [19], quinta co-
lumna: nuestra fusio´n de profundidad con seleccio´n automa´tica de puntos, sexta colum-
na: nuestra fusio´n de profundidad con seleccio´n manual de puntos, y se´ptima columna:
ground truth tomado por una ca´mara Kinect. La imagen de profundidad se representa en
una escala continua de colores de azul oscuro para los puntos ma´s cercanos, verde para
los puntos intermedios y rojo para los puntos lejanos. La figura se ve mejor en color.
fusio´n fueron fijados experimentalmente con un conjunto pequen˜o de secuencias a parte.
La seleccio´n del algoritmo de Gutierrez-Gomez et al. se realizo tras hacer una evaluacio´n
de los me´todos ma´s relevantes del estado del arte, para ma´s detalles ver la Seccio´n 5.2.
Para evaluar los me´todos, calculamos el error medio en profundidad en todos los
p´ıxeles de la imagen de los que disponemos de ground truth para cada me´todo. Los
resultados esta´n resumidos en la Tabla 5.1. Nuestro me´todo mejora a la regularizacio´n
TV en ambos conjuntos de datos, obteniendo una mejora media sobre el 50 %. Como
espera´bamos, la regularizacio´n TV funciona mejor en las secuencias del TUM y consigue
errores menores, pero en te´rminos de mejora no parece haber grandes diferencias entre
ambos conjuntos de datos. Nuestra fusio´n tambie´n mejora las reconstrucciones hechas
por el me´todo single-view. Sin embargo, en este caso la mejora no es tanta y esta cerca
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Figura 5.2: Ima´genes de error en secuencias del conjunto de datos NYUDepth v2 [28]. El
rango de colores ha sido normalizado por filas para facilitar la comparacio´n entre diferen-
tes me´todos. Primera columna: Imagen de referencia RGB, segunda columna: estimacio´n
de profundidad del single-view [19], tercera columna: nuestra fusio´n de profundidad con
seleccio´n automa´tica de puntos y cuarta columna: nuestra fusio´n de profundidad con
seleccio´n manual de puntos. La figura se ve mejor a color.
del 10 % en media. Los dos me´todos funcionan de forma similar en ambos conjuntos de
datos, pero salvo en una secuencia, nuestro me´todo siembre es mejor o igual de bueno
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Figura 5.3: Ima´genes de profundidad del conjunto de datos TUM Dataset [31].. El ran-
go de colores ha sido normalizado por filas para facilitar la comparacio´n entre diferentes
me´todos. Primera columna: Imagen de referencia RGB, segunda columna estimacio´n
ruidosa del multi-view, tercera columna: estimacio´n regularizada con la norma TV del
multi-view, cuarta columna: estimacio´n de profundidad del single-view [19], quinta co-
lumna: nuestra fusio´n de profundidad con seleccio´n automa´tica de puntos, sexta colum-
na: nuestra fusio´n de profundidad con seleccio´n manual de puntos, y se´ptima columna:
ground truth tomado por una ca´mara Kinect. La imagen de profundidad se representa en
una escala continua de colores de azul oscuro para los puntos ma´s cercanos, verde para
los puntos intermedios y rojo para los puntos lejanos. La figura se ve mejor en color.










Figura 5.4: Ima´genes de error en secuencias del conjunto de datos TUM Dataset [31].. El
rango de colores ha sido normalizado por filas para facilitar la comparacio´n entre diferen-
tes me´todos. Primera columna: Imagen de referencia RGB, segunda columna: estimacio´n
de profundidad del single-view [19], tercera columna: nuestra fusio´n de profundidad con
seleccio´n automa´tica de puntos y cuarta columna: nuestra fusio´n de profundidad con
seleccio´n manual de puntos. La figura se ve mejor a color.
que la reconstruccio´n profunda del single-view.
La Tabla 5.2 muestra los errores de profundidad cuando el conjunto de puntos se-
leccionados del multi-view no contiene espurios. Seleccionamos los puntos utilizando el
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Figura 5.5: Diagrama de cajas y bigotes para la distribucio´n de errores por p´ıxel de cuatro
secuencias en las que nos hemos evaluado. De derecha a izquierda comparamos nuestro
me´todo con seleccio´n automatica de puntos, nuestro me´todo con seleccio´n manual, el
me´todo single-view de Eigen et al. [19] y la regularizacio´n TV para la estimacio´n multi-
view.
ground truth, los datos del canal de profundidad de la Kinect, y mantenemos unicamente
los puntos cuyo error de profundidad es menor a 10cm. Los resultados para todas las
secuencias superan cualquier otro me´todo que hayamos probado, consiguiendo mejoras al
rededor del 70 % y el 38 % con respecto a la regularizacio´n TV y a [19], respectivamente.
Aunque esperado, estos resultados resaltan el impacto de los espurios y la necesidad de
una buena seleccio´n de puntos. Adema´s nos da a conocer una cota superior y demuestra
que todav´ıa queda mucho margen de mejora en la ultima parte de nuestro algoritmo.
Finalmente, presentamos los resultados de algunas ima´genes de cada una de las se-
cuencias de cada conjunto de datos. La Figura 5.1 y la Figura 5.3 muestran las ima´genes
de profundidad obtenidas para los conjuntos de datos NYUDepth v2 y TUM , respec-
tivamente. La mejora con respecto a la regularizacio´n del me´todo multi-view es clara
visualmente dado que la estructura de la profundidad es mucho ma´s consistente. Las
mejoras con respecto a la estimacio´n single-view es ma´s sutil y se ve mejor en las corres-
pondientes ima´genes de error de profundidad de la Figura 5.2 y la Figura 5.4. Normal-
mente, la mejora proviene de una mejor localizacio´n de algunas estructuras locales. Por
ejemplo, las paredes esta´n ma´s oscuras en las ima´genes de error en profundidad (ver las
escenas bathroom 18 o dinning 32 en la Figura 5.2). El efecto es ma´s evidente cuando los
puntos del multi-view son seleccionados manualmente, pero es el mismo efecto obtenido
con la seleccio´n automa´tica. Este mejor alineamiento de estructuras locales reduce el
error como se puede ver el diagrama de cajas y bigotes de cada secuencia mostrado en
la Figura 5.5.
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RPE RMSE (m)
Fovis Gutierrez-Go´mez [33] RGB-D SLAM
fr1 360 0.0859 0.0821 0.103
fr1 desk2 0.0505 0.0385 0.102
fr1 room 0.0590 0.0426 0.219
fr2 desk 0.0134 0.0117 -
fr2 large loop 0.1406 0.0677 -
fr2 pioner slam 0.1241 0.1549 -
Tabla 5.3: Evaluacio´n de diferentes algoritmos de estimacio´n de la trayectoria de la
ca´mara en el TUM-dataset [31]. RPE (Relative Pose Error) es el error relativo en metros.
5.2. Evaluacio´n y seleccio´n de odometr´ıa RGB-D
Desafortunadamente el conjunto de datos NYUv2 no dispone de la pose de la ca´mara
durante sus secuencias, y dado que es necesaria para calcular la profundidad multi-view se
ha escogido el algoritmo presentado en [33] para calcularla. Se ha escogido este algoritmo
tras una revisio´n del estado del arte en RGB-D SLAM y RGB-D Odometry siendo el
trabajo de D. Gutierrez-Go´mez [33] el que obtiene mejor resultado. Utilizamos como
me´trica de evaluacio´n el RPE en metros. RPE es el error relativo de movimiento en
metros de la estimacio´n de cada uno de los me´todos.
En la tabla 5.3 se comparan tres algoritmos: la odometr´ıa Fovis [34], la odometr´ıa
de D. Gutierrez-Go´mez y el RGB-D SLAM [35]. Como puede observarse el algoritmo de
[33] obtiene mejores resultados en todas las secuencias salvo en una. Concretamente, su
error con respecto al RGB-D SLAM esta por debajo de la mitad. Con respecto a Fovis la
diferencia es ma´s pequen˜a, aun as´ı en todas las escenas obtiene mayor precisio´n, excepto
la escena fr2 pioner slam donde Fovis consigue un error menor.
5.3. Evaluacio´n de tiempos
En esta seccio´n se hace un pequen˜o ana´lisis de tiempos del algoritmo que hemos
presentado. Merece la pena destacar que el objetivo de este proyecto ha sido mejorar
la calidad de las reconstrucciones por lo que el algoritmo no ha sido optimizado. Se-
guramente pequen˜as modificaciones en el co´digo podr´ıan acelerar considerablemente su
rendimiento. Los datos que se dan a continuacio´n son cotas superiores.
La evaluacio´n de tiempos del sistema se a realizado en una GPU Nvidia Titan X con
12 GiB de memoria soportada por una CPU Intel Core i7-6850K.
La red neuronal ocupa alrededor de 5GiB en memoria por lo que cargarla en me-
moria consume gran parte de su tiempo de ejecucio´n. El tiempo de realizar la primera
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estimacio´n son 42s, sin embargo una vez la red esta cargada en la gra´fica el tiempo se
reduce. Tras hacer 100 estimaciones el tiempo medio por estimacio´n es de 1,99s. Apro-
ximadamente 1,6s por estimacio´n con la red cargada.
El me´todo multi-view consume alrededor de 4s. Y el tiempo consumido por la fusio´n
crece linealmente con el nu´mero de puntos seleccionados del me´todo multi-view. Con 60
puntos consume 6s con 330 puntos 13,3s y con 600 puntos 20,2s. La cantidad de puntos
depende de la escena y de la calidad de la estimacio´n realizada por el me´todo multi-view.
5.4. Herramientas y tecnolog´ıa utilizada
Durante el trabajo se han utilizado diferentes tecnolog´ıas. A continuacio´n se citan las
tecnolog´ıas ma´s relevantes que hemos utilizado para cada una de las partes del proyecto.
Multi-view: Para el me´todo multi-view se ha utilizado C++. Se ha aprovechado gran
parte del co´digo y funciones aportado por [8].
Single-View: Para el me´todo single-view se ha utilizado la red que propusieron los
autores de [19] y tambie´n los para´metros de la red. La red esta entrenada utilizando
Theano [29] y hemos utilizado el mismo Framework con interfaz en Python. Adema´s
al comienzo del proyecto se probo´ diferentes modelos de redes utilizando Caffe [30],
otro Framework de redes neuronales. En el tiempo que utilizamos Caffe, tambie´n se
implementaron capas de redes neuronales en Python y C++. Todas las redes que hemos
utilizado han sido ejecutadas en GPU utilizando CUDA.
Fusio´n y experimentos: Tanto el algoritmo de fusio´n, la seleccio´n de puntos como
los experimentos han sido implementados en Matlab.
6. Conclusiones
En este trabajo hemos presentado un algoritmo de estimacio´n densa de profundidad
que fusiona 1) la estimacio´n de profundidad directa a partir de mu´ltiples vistas, y 2) la
estimacio´n de profundidad hecha por una red neuronal profunda entrenada con ima´genes
RGB-D. Nuestra aproximacio´n selecciona los puntos ma´s preciso de la reconstruccio´n
multi-view y los fusiona con la estimacio´n de profundidad densa realizada por la red
neuronal. Cabe remarcar que los errores de profundidad en la estimacio´n de la red no
dependen de la configuracio´n geome´trica sino en el contenido de la imagen y por lo tanto
la transformacio´n que requieren es no r´ıgida y varia localmente. La estimacio´n de este
alineamiento es la contribucio´n principal de este trabajo y el aspecto ma´s novedoso de
esta investigacio´n.
Nuestros experimentos muestran que nuestra propuesta mejora sobre otros me´todos
del estado del arte (Eigen et al. [19] en single-view y la regularizacio´n TV sobre un me´todo
de estimacio´n directo en multi-view). Contrario a otras aproximaciones del estado del
arte, la informacio´n single-view que utilizamos esta completamente basada en los datos
y no hace asunciones sobre la escena. El trabajo futuro, como sugieren los resultados,
intentara mejorar la seleccio´n de puntos de la estimacio´n directa y la fusio´n entre las dos
profundidades, por ejemplo utilizando me´todos iterativos.
Debido a originalidad del algoritmo y a la mejora que presenta con respecto a otros
me´todos del estado del arte, el contenido de este trabajo esta actualmente bajo revisio´n
para ser publicado en la conferencia internacional del IEEE International Conference
on Robotics and Automation (ICRA). El titulo del articulo es “Deep Single and Direct
Multi-View Depth Fusion” y esta incluido en el Anexo A.
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