INTRODUCTION
resources for disseminating data in an interactive and intuitive way that is accessible and engaging to the public without sacricing scienti c utility. is article highlights these new opportunities and describes their synthesis with recently developed automated tremor monitoring methodologies. e resulting in tandem with this article, http://www.pnsn.org/tremor.
accessible Web applications to provide an interactive Web easily be applied to many di erent aspects of seismology.
MOTIVATION
Since their discovery nearly a decade ago, advances in both instrumentation and methodology in subduction zones around the world have brought the causal connection between seismically observed tectonic tremor (Obara 2002) and geodetically et al. 2001) into sharper focus. In addition to the strong spatio-temporal correlation between the separately observed phenomena (Wech et al. 2009 ), mounting evidence indicates that deep, non-volcanic tremor represents slow shear (Ide et al. at the interface (Shelly et al.
ing oceanic and overriding continental plates, suggesting the two phenomena are di erent manifestations of the same process. Of course, there is still ongoing debate over the depth and et al. et al.
lution and slow slip detection together with the abundance of low-level, ageodetic tremor, this connection makes tremor a key component for monitoring when, where, and how much slip is occurring. Because slow slip transfers stress to the updip seismogenic portion of the plate interface (e.g.,
Mazzotti and -sient events may serve in forecasting the threat of a megathrust earthquake by inferring the temporal and spatial variations in the loading of the seismogenic zone.
Assuming the task of monitoring tremor is of some importance, the process of creating a complete system to continuously monitor tremor begs a couple key questions:
1. seismic tremor, how does one quickly and e ciently si seismic data to search for tremor on a margin-wide scale? 2.
report to and connect with the public, how does one disseminate these results in a way that is accessible and engaging to the general population yet remains valuable as a tool for scienti c synergy across institutions and disciplines?
WECC & GOOGLE APIs
I would like to outline a system developed to automatically detect, locate, and report tremor activity results on an interactive Web page (Figures 1 and 2) . is system addresses the 
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! Figure 1 . A screenshot of the Web product resulting from this near-real-time system. The left panel contains all of the interactive options. Here the user can choose which region and date range to look at. There is also the option of overlaying the station distribution on the map as well as the subducting plate depth contours. Locations may be uniform or color-coded with time. Single days or range of dates may be toggled. Clicking in the date text boxes triggers a dropdown calendar with active dates highlighted and summarized. The bottom panel shows a time series of tremor duration by day for the entire available time range (bottom) and zoomed in time range (top) with color-coded regional summaries following the cursor (top right) and preset zoom options (top left). Regional toggles change both the calendar and timeline while a date change in either adjusts the other. The right panel contains a summary of plotted info (top) and the color bar (shown here) or list if <1,000 epicenters are requested with no color-coding. html -cally turns raw waveforms into an interactive online catalog with activity updates. Of course, the individual processes com--et al. time earthquake catalogs overlaying earthquake activity on done on this scale, and earthquake Web maps tend not to be very interactive or give the user very much control. O en these these processes and utilization of freely available API resources that yields a useful and novel product of general public interest and accessibility that also addresses the growing collaborative e orts required by this interdisciplinary phenomenon.
DETAILS Data Processing Details
ing together seven overlapping subnetworks (seen by hoveron Web site), each containing ~20 stations, from northern --into envelope functions, low-pass ltered at 0.1 Hz, and decimated to 1 Hz. ese preprocessed 1 sps envelopes are saved for a whole day and will be read in by the location code, which -(to be linked by the Web site for data viewing).
Detecting & Locating Tremor
tions based on geographic distribution and known station quality. One region at a time, the location code reads in the daily envelope data and parses out the appropriate subnet of stations automatically detected and located by employing a cross-correlation method to generate potential epicenters before using the By automatically analyzing network coherence through epicentral reliability and spatial repeatability, this method simultaneously detects tremor and produces robust estimates of tremor locations. before detecting tremor. For a given ve-minute time window of vercentroid location estimates by cross-correlating all station ! Figure 2 . A diagram of the processing that comprises this system. WECC steps in the top portion are all performed daily in MATLAB, while the bottom portion contains steps performed dynamically by the Web site. Plotting requests send the region and time parameters from the Web site (bottom left) to the Python CGI (bottom right), which queries a MySQL database and returns XML files to be used by the Web site.
location S-wave lag times that optimize the cross correlations.
window, only those solutions with epicentral error estimates potential locations are then tested as an enduring signal localarea in a day are considered a cluster. ese clustered epicenters are counted, and a successful detection is obtained when more than one hour of tremor (spread throughout the region and day) is identi ed in a region (as determined by summing veminute-windowed locations accounting for overlap). If this is the case, the latitude, longitude, and beginning time for each error estimates.
Cascadia-wide Synthesis
Because of detection limitations on the fringes of each network, the networks share edge stations and latitudinally overlap each km of each other obtained by overlapping networks shows that less than 10 km. is result has two positive outcomes. 1) It means that I can safely average the epicenters from duplicated time windows in regions of overlap. 2) e redundancy gives us As each region completes, it checks to see how many regions have completed that day. Once this check yields seven, the system checks if any of the seven regions detected more than one hour of tremor. If so, it composes an e-mail summarizing the region(s) and amount(s) of tremor and sends this to recipients interested in alerts for a detected region. Also, if the system breaks somewhere along the line (e.g., missing data), it -ing" the process (me for the moment).
XML Files for Web Site
with composing or not composing e-mails) for the system is to get the results into a format that can be read and interpreted (http://www.w3.org encoding electronic documents to represent arbitrary data contain a variety of data structures in a human legible format makes it very simple to transform a catalog of latitude, longi--ing three tremor epicenters can be described as a marker with those attributes as follows: <markers> <marker lat="48.2800" lon="-122.9000" time="01/07/2007 01:25:00" region="NW"/> <marker lat="48.3000" lon="-122.8800" time="01/07/2007 01:27:30" region="NW"/> <marker lat="48.3000" lon="-122.8700" time="01/07/2007 01:30:00" region="NW"/> </markers> the attributes can be assigned to variables. Passing these variGenerating XML Files -pret, and there are several ways to generate them. For smaller, static les like those containing station information, it is easy However, for a tremor catalog comprised of tens of thousands of locations and counting, a static le would be several megabytes large. is continually growing le is too cumbersome for a browser to process for every plot request. erefore, I gener- 
WEB SITE
Google Maps API With each region and date range request from the user, the cat-for each epicenter. Each marker is then added to the map added to the table in the side bar containing a list of times for each tremor location. For all markers, I simply point to a low resolution image le of a red dot or a highlighting dot. is works well when there are not that many locations satisfying the request criteria. e full catalog, however, contains tens of thousands of epicenters, the attempted overlay of which would crash the Internet browser. Because each marker has many attributes (such as icon image le, height, width, shadow, html, info window, etc.), trial and error revealed that 1,000 of these "markers," in fact, seemed to be the limit. us, requests of more than 1,000 locations require a di erent approach. First, to speed things up, requests of 1,000 or more epicenters no longer gen-"markerlight.js," which generates a slimmed-down version of a "marker." is light marker sheds information about an info window, shadow, etc. but can render much faster. us, for requests larger than 1,000 epicenters, the markers are generated using markerlight.js. ey load faster and the map can handle more, but you lose the ability to click on them and obtain location information. is speeds things up -option of color-coding the locations with time. is is achieved that smoothly vary from blue to red. For each location, the image le used in generating the light marker is determined by the time of the epicenter relative to the requested time range.
Google Visualization API
contains daily summaries of number of epicenters and duration for each region. is le has four functions. 1. With each request, daily summaries for the selected time windows are combined to provide a summary of what is being plotted. 2.
e daily durations are used to create time series in the e daily durations are used to populate the dropdown package in the date options eld with the necessary activity information for the regions selected. e regions, dates, average latitudes, average longitudes, variables in time.
tion rather than amplitude because the emergent and enduring nature of tremor signals creates a nebulous de nition of what is a work in progress, but at least knowing what fraction of a day was active in a given region seems to have meaning. Both the calendar (which highlights and provides summaries for active days) and the timeline are regenerated with each toggle of a new region. is allows the user to use the data presented in each to choose a date range. Furthermore, because of this connection between the timeline and date selection, a change in the timeline automatically populates the date elds with its current date range and each time range request automatically changes the timeline. CONCLUSIONS rough a combination of techniques, I have developed a nearreal-time system that automatically turns raw waveforms into an interactive online catalog of tremor epicenters. Each of the -tion, presents a new approach to a problem with potential ezone. As tremor is found in more and more places and the quantity of data grow, the need for e cient systematic monitoring increases. ough I am not presenting it as a truly portable system, this detection and location approach provides a good option for systematic tremor searches and could be applied in other subduction zones. More important, regarding dissemination of information, the approach presented here provides the the balance of general public accessibility and scienti c utilinclusion of more APIs and more server-side processing.
Additional Features
but the utilization of the APIs to provide an interactive Web case of earthquakes, rather than automatically updating static maps with a catalog of the most recent weeks of earthquakes, one could dynamically generate or automatically update an -alog of activity. I employed options to sort data by time and region (prede ned or custom), time, depth, magnitude, etc. One could even dynamically color-code by depth, magnitude, or time. ose are a few application ideas, but the incorporaare powerful tools whose capabilities are only barely demon--whole host of Web resources for data dissemination. is paper highlighted a few speci c APIs and how to interface these with ere are many more, and even the implementation of the ones ways. ese tools are freely available, intuitive for users, easily interfaced with many types of data, useful for the public and scientists alike, and capable of facilitating clean and e cient data dissemination with surprisingly little e ort.
