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Abstract
A uniform local energy decay result is derived to the linear wave equation with spatial variable
coefficients. We deal with this equation in an exterior domain with a star-shaped complement. Our
advantage is that we do not assume any compactness of the support on the initial data, and its proof
is quite simple. This generalizes a previous famous result due to Morawetz [The decay of solutions
of the exterior initial-boundary value problem for the wave equation, Comm. Pure Appl. Math. 14
(1961) 561–568]. In order to prove local energy decay, we mainly apply two types of ideas due
to Ikehata–Matsuyama [L2-behaviour of solutions to the linear heat and wave equations in exte-
rior domains, Sci. Math. Japon. 55 (2002) 33–42] and Todorova–Yordanov [Critical exponent for a
nonlinear wave equation with damping, J. Differential Equations 174 (2001) 464–489].
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Let Ω ⊂ RN (N  2) be an exterior domain with a compact smooth boundary ∂Ω (in
the case when N = 1, we take Ω = (0,+∞)). Without loss of generality, in the case when
N  2 we may assume 0 /∈ Ω¯ and ∂Ω ⊂ Bρ0(0) ≡ {x ∈ RN : |x| < ρ0} for some ρ0 > 0,
where | · | denotes the usual norm in RN .
In this paper, we are concerned with the following initial-boundary value problem:
utt (t, x) − div
(
K(x)∇u(t, x))= 0, (t, x) ∈ (0,∞) × Ω, (1.1)
u(0, x) = u0(x), ut (0, x) = u1(x), x ∈ Ω, (1.2)
u|∂Ω = 0, t ∈ (0,∞), (1.3)
where we assume that K ∈ C1(Ω¯) ∩ L∞(Ω) satisfies
K(x) k0 > 0, x ∈ Ω, (1.4)
with some constant k0 > 0. The given function K(x) represents so-called the bulk modulus
at x ∈ Ω , and for more detailed physical meaning we refer the reader to Ikawa [4, p. 11].
First, let us introduce some notations used throughout this paper. ‖ · ‖p means the usual
Lp(Ω)-norm (1 p +∞), and especially we set ‖ · ‖ = ‖ · ‖2. The L2-inner product is
defined by (as usual)
(f, g) =
∫
Ω
f (x)g(x) dx for f , g ∈ L2(Ω).
The total energy E(t) to Eq. (1.1) is defined by
E(t) = 1
2
{∥∥ut (t, ·)∥∥2 + ∥∥√K(·)∇u(t, ·)∥∥2}.
On the other hand, let R > 0 be an arbitrary real number. Then the local energy to Eq. (1.1)
is defined by
ER(t) = 12
∫
Ω(R)
{∣∣ut (t, x)∣∣2 + K(x)∣∣∇u(t, x)∣∣2}dx,
where we set Ω(R) ≡ Ω ∩ BR(0).
Before stating our new results, we shall mention the well-posedness to problem (1.1)–
(1.4) (cf. Brezis [1, Théorem X.14] or Ikawa [4, Theorem 2.25]).
Proposition 1.1. Let N  1. For each [u0, u1] ∈ H 10 (Ω) × L2(Ω), there exists a unique
solution u ∈ C([0,∞);H 10 (Ω)) ∩ C1([0,∞);L2(Ω)) to problem (1.1)–(1.4) satisfying
E(t) = E(0), t  0. (1.5)
In the case when N  2 we shall impose a geometrical condition on the domain Ω :(A-1) the obstacle RN \ Ω is star-shaped relative to the origin.
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(A-2) x · ∇K(x) 0 for all x ∈ Ω .
(A-3) K(x) = k0 for x ∈ Ω satisfying |x| > r0 with some constant r0 > ρ0.
(A-4) K(x)  k0 + C0e−δ|x| for x ∈ Ω satisfying |x| > r0 with some constants r0 > ρ0,
δ  2 and C0 > 0.
We first consider the case when K(x) ≡ 1. Then it is well known in Lax–Phillips [7]
and Mizohata [9] that the local energy decays nonuniformly even in the general exterior
domain case. Concerning the uniform local energy decay there is a famous result due to
Morawetz [10] under the assumption (A-1). Note that in order to obtain the result in [10]
the compactness of the support on the initial data was essentially used. On the other hand,
Muraveı˘ [12] has announced that the compactness assumptions of the support on the initial
data can be removed in order to obtain the uniform local energy decay. Quite recently,
Ikehata [5] also removed its compactness assumption in a much different way from [12].
Both of results in [12] and [5] assumed (A-1). The analysis in [5] was done by combinations
of a device due to Ikehata–Matsuyama [6] and the Todorova–Yordanov weighted energy
method [16]. This implies that only the multiplier method worked well in deriving uniform
local energy decay results under the assumption (A-1).
To the best of the author’s knowledge there are few literatures concerning nontrivial
K(x) = 1 as in the present paper. In connection with this, the local energy decay in a
weak form to the wave equation in R3 with a slightly different type of variable coefficients
was introduced in Reed–Simon [14, Lemma 2, p. 227] through the Lax–Phillips method
(see also Ralston [13], Vainberg [17] and the references therein). Zachmanoglou [19] dis-
cussed the local energy decay for wave equations with a more general variable coefficient
in the framework of compactly supported solutions. Burq [2] derived the logarithmic decay
order of the local energy for the H 2-solutions of the wave equation with variable coeffi-
cients in the quite general exterior domain case. Furthermore, Vainberg [17] has obtained
the local energy decay estimate for the wave equation with variable coefficients from the
viewpoint of spectral analysis. They also dealt with compactly supported solutions. Under
the geometrical assumption (A-1), however, in the framework of noncompactly supported
solutions there seems to be few results concerning the uniform local energy decay to (at
least) the problem (1.1)–(1.4) in the variable coefficient case (although the method in [17]
may work well in order to remove the compactness of the support, at least it is not directly
mentioned in [17] and no any results concerning it seem to be appeared, and even in the
star-shaped complement obstacle case of Ω its proof will be quite difficult and complex).
The purpose of this paper is to derive the uniform local energy decay result to (1.1)–
(1.4) without assuming the compactness of the support on the initial data, and is to extend
some previous results due to Morawetz [10] and Ikehata [5]. Our approach again relies on
those of [6,16], so that our analysis will be accomplished through a different viewpoint
from the other known results (cf. Vainberg [17]). Therefore, we do not necessarily adhere
to obtaining optimal decay order of the local energy.
For more precise uniform local energy decay results in the nontrapping obstacles case
we refer the reader to Melrose [8], Shibata–Tsutsumi [15], Morawetz–Ralston–Strauss
[11], Vodev [18] and the references therein (in [11] they suggest that their analysis can
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15] were also derived in the framework of compactly supported solutions.
Our main result reads as follows.
Theorem 1.1. Let N  3 and assume (A-1)–(A-3). If the initial data [u0, u1] ∈ H 10 (Ω) ×
(L2(Ω) ∩ L2N/(N+2)(Ω)) further satisfy∫
Ω
e2|x|
(∣∣u1(x)∣∣2 + K(x)∣∣∇u0(x)∣∣2)dx < +∞, (1.6)
then the unique solution u(t, x) to problem (1.1)–(1.4) has a uniform local energy decay
property: for each R > r0 it is true that
ER(t)
C
t − (R/√k0)
for any t > R/√k0, where C > 0 is a constant depending only on some quantities k0,
r0, N , and the initial data.
Remark 1.1. The condition u1 ∈ L2N/(N+2)(Ω) above can be absorbed into (1.6).
Remark 1.2. In the case when the radial K(x) = K(|x|), the condition (A-2) in The-
orem 1.1 is equivalent to r · K ′(r)  0, so that the function K(r) becomes monotone
decreasing one of r = |x|.
Remark 1.3. It is open to make sure whether the uniform local energy decay results can be
derived or not in the case when the assumption (A-2) does not hold good, and for related
results we refer the reader to Ralston [13].
Next we shall introduce the N = 1,2 dimensional cases. For this we shall define a
weight function d(x) as follows (see Dan–Shibata [3]):
d(x) = |x| log(B|x|), N = 2, (1.7)
where B > 0 is a constant such that infx∈Ω |x| 2/B > 0. Then our results read as follows.
Theorem 1.2. Let N = 2 and assume (A-1)–(A-3). If the initial data [u0, u1] ∈ H 10 (Ω) ×
L2(Ω) further satisfy
∥∥d(·)u1∥∥< +∞,
∫
Ω
e2|x|
(∣∣u1(x)∣∣2 + K(x)∣∣∇u0(x)∣∣2)dx < +∞,
then one has the same conclusion as in Theorem 1.1.
Remark 1.4. With slight modifications one can also deal with the Cauchy and the mixed
problems in RN and the half space {(x′, z) ∈ RN : z > 0, x′ ∈ RN−1}, respectively. On
the other hand, at present unfortunately our method can not be applied to the Neumann
problem.
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data [u0, u1] ∈ H 10 (Ω) × L2(Ω) further satisfy∫
Ω
e2|x|
(∣∣u1(x)∣∣2 + K(x)∣∣∇u0(x)∣∣2)dx < +∞,
then one has the same conclusion as in Theorem 1.1.
Remark 1.5. The condition (A-2) on K(x) in Theorem 1.3 implies that the function
x → K(x) is monotone decreasing.
Thirdly, we shall introduce the following result, which shows a kind of finite propaga-
tion speed property of the wave.
Theorem 1.4. Let N  1 and assume (A-3). If the initial data [u0, u1] ∈ H 10 (Ω) × L2(Ω)further satisfy
I0 =
∫
Ω
e2|x|
(∣∣u1(x)∣∣2 + K(x)∣∣∇u0(x)∣∣2)dx < +∞,
then the unique solution u(t, x) to the problem (1.1)–(1.4) has the following property: for
any  > 0 and large t  1 it is true that∫
{x∈Ω: |x|(√k0+)t}
(∣∣ut (t, x)∣∣2 + K(x)∣∣∇u(t, x)∣∣2)dx CI0 exp(−2t),
where C > 0 is a constant depending only on r0.
Remark 1.6. By Theorem 1.4, we find that for sufficiently large t > 0 the local energy in
the region {x ∈ Ω: |x| (√k0 + )t} is approximately equal to zero even if the initial data
do not have a compact support, so that the total energy concentrates inside of a forward
characteristic surface |x| = (√k0 + )t with its vertex at the origin.
Finally, let us consider the possibility to make weak the comparatively strong assump-
tion (A-3), that is, we can replace the condition (A-3) by (A-4) above, which is rather weak.
Vainberg [17] does not deal with the condition (A-4).
Theorem 1.5. Let N  2 and assume (A-1), (A-2) and (A-4). If the initial data [u0, u1] ∈
H 10 (Ω)×L2(Ω) further satisfy (1.6), then one has the same conclusion as in Theorem 1.1.
Remark 1.7. The condition u1 ∈ L2N/(N+2)(Ω) (N  3) or ‖d(·)u1‖ < +∞ (N = 2) can
be expressed by (1.6).
2. Preliminaries
In this section we shall prepare an identity, which is used later in the proof of theorems.
The following identity is a modification of that introduced in [10] in the case when (at least)
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may assume that in the following calculations the corresponding solution is sufficiently
smooth and vanishes as |x| → +∞.
Proposition 2.1. Let N  1. Under the assumptions as in Proposition 1.1 it is true that
tE(t) = N − 1
2
(u1, u0) + (u1, x · ∇u0)
− N − 1
2
(
ut (t, ·), u(t, ·)
)− (ut (t, ·), x · ∇u(t, ·))
+ 1
2
t∫
0
∫
∂Ω
(
∂u(s, σ )
∂n
)2
σ · n(σ )K(σ)dσ ds
+ 1
2
t∫
0
∫
Ω
(
x · ∇K(x))∣∣∇u(s, x)∣∣2 dx ds,
where n = n(σ ) is the unit outward normal vector relative to Ω at σ ∈ ∂Ω .
In the following paragraph we shall prove this proposition by dividing into several parts.
Lemma 2.1. It is true that∫
Ω
div
(
K(x)∇u(t, x))(x · ∇u(t, x))dx
= 1
2
∫
∂Ω
(
∂u(s, σ )
∂n
)2
σ · n(σ )K(σ)dσ + N − 2
2
∫
Ω
K(x)
∣∣∇u(t, x)∣∣2 dx
+ 1
2
∫
Ω
(
x · ∇K(x))∣∣∇u(t, x)∣∣2 dx.
Proof. We first note the following identity:
div(K∇u)(x · ∇u)
=
N∑
i=1
1
K
xi
(
∂
∂xi
(
K
∂u
∂xi
))(
K
∂u
∂xi
)
+
∑
i =j
xj
∂u
∂xj
∂
∂xi
(
K
∂u
∂xi
)
=
N∑
i=1
1
K
∂
∂xi
{
xi
2
(
K
∂u
∂xi
)2}
−
N∑
i=1
1
2K
(
K
∂u
∂xi
)2
+
∑
i =j
∂
∂xi
{
xj
∂u
∂xj
(
K
∂u
∂xi
)}
−
∑
Kxj
∂2u ∂u =
N∑ 1 ∂ {xi (
K
∂u
)2}
− K |∇u|2
i =j ∂xi∂xj ∂xi i=1 K ∂xi 2 ∂xi 2
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∑
i =j
∂
∂xi
{
xj
∂u
∂xj
(
K
∂u
∂xi
)}
− K
∑
i =j
∂
∂xj
{
xj
2
(
∂u
∂xi
)2}
+ (N − 1)K
2
|∇u|2
=
N∑
i=1
1
K
∂
∂xi
{
xi
2
(
K
∂u
∂xi
)2}
+
∑
i =j
∂
∂xi
{
xj
∂u
∂xj
(
K
∂u
∂xi
)}
− K
∑
i =j
∂
∂xj
{
xj
2
(
∂u
∂xi
)2}
+ (N − 2)
2
K(x)|∇u|2. (2.1)
Here by integration by parts we obtain
∫
Ω
N∑
i=1
1
K
∂
∂xi
{
xi
2
(
K
∂u
∂xi
)2}
dx
=
N∑
i=1
∫
∂Ω
σi
2
(√
K
∂u
∂xi
)2
ni(σ ) dσ +
N∑
i=1
∫
Ω
xi
2
(
∂u
∂xi
)2
∂K
∂xi
dx, (2.2)
∫
Ω
∑
i =j
∂
∂xi
{
xj
∂u
∂xj
(
K
∂u
∂xi
)}
dx =
∑
i =j
∫
∂Ω
σj
∂u
∂xj
(
K
∂u
∂xi
)
ni(σ ) dσ, (2.3)
and
∫
Ω
K
∑
i =j
∂
∂xj
{
xj
2
(
∂u
∂xi
)2}
dx
=
∑
i =j
∫
∂Ω
K
σj
2
(
∂u
∂xi
)2
nj (σ ) dσ −
∑
i =j
∫
Ω
∂K
∂xj
xj
2
(
∂u
∂xi
)2
dx, (2.4)
where n(σ ) = (n1(σ ), . . . , nN(σ )) for σ = (σ1, . . . , σN) ∈ ∂Ω . Thus it follows from (2.1)–
(2.4) that
I (t) =
∫
Ω
div(K∇u)(x · ∇u)dx
= 1
2
N∑
i=1
∫
∂Ω
σini(σ )
(
∂u
∂xi
)2
K(σ)dσ + 1
2
N∑
i=1
∫
Ω
xi
∂K
∂xi
(
∂u
∂xi
)2
dx
+ 1
2
∑
i =j
∫
Ω
xj
∂K
∂xj
(
∂u
∂xi
)2
dx + N − 2
2
∫
Ω
K|∇u|2 dx
+
∑
i =j
∫
∂Ω
σjni(σ )
∂u
∂xj
∂u
∂xi
K(σ)dσ − 1
2
∑
i =j
∫
∂Ω
σjnj (σ )
(
∂u
∂xi
)2
K(σ)dσ.(2.5)
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∂u
∂xi
= ni(σ )∂u
∂n
on ∂Ω. (2.6)
By substituting (2.6) into (2.5), we find that
I (t) = 1
2
N∑
i=1
∫
∂Ω
(
∂u
∂n
)2
σini(σ )ni(σ )
2K(σ)dσ
+
∑
i =j
∫
∂Ω
(
∂u
∂n
)2
σjnj (σ )ni(σ )
2K(σ)dσ
− 1
2
∑
i =j
∫
∂Ω
(
∂u
∂n
)2
σjnj (σ )ni(σ )
2K(σ)dσ + N − 2
2
∫
Ω
K|∇u|2 dx
+ 1
2
∫
Ω
(x · ∇K)|∇u|2 dx
= 1
2
∫
∂Ω
(
∂u
∂n
)2 N∑
i=1
σini(σ )
∣∣n(σ )∣∣2K(σ)dσ + N − 2
2
∫
Ω
K|∇u|2 dx
+ 1
2
∫
Ω
(x · ∇K)|∇u|2 dx,
which implies the desired equality. 
Lemma 2.2. It is true that
d
dt
(
ut (t, ·), x · ∇u(t, ·)
)+ N
2
∥∥ut (t)∥∥2 − (div(K∇u(t, ·)), x · ∇u(t, ·))= 0.
Proof. We multiply both sides of (1.1) by x · ∇u, and integrate over Ω . Then one has
(
utt (t), x · ∇u
)− (div(K∇u), x · ∇u)= 0 and
(
utt (t), x · ∇u
)= d
dt
(
ut (t), x · ∇u
)− (ut (t), x · ∇ut).
Here from integration by parts we see that
(
ut (t), x · ∇ut
)= 1
2
∫
Ω
x · ∇(|ut |2)dx = 12
∫
∂Ω
σ · n(σ )|ut |2 dσ − N2
∥∥ut (t)∥∥2
= −N
2
∥∥ut (t)∥∥2,
where we have just used the fact ut (t, σ ) = 0 for σ ∈ ∂Ω . The desired estimate follows
from equalities just derived above. 
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d
dt
(
tE(t)
)− E(t) = 0.
Proof. This is easily derived from the energy equality (1.5). 
Lemma 2.4. It is true that
N − 1
2
d
dt
(
ut (t, ·), u(t, ·)
)− N − 1
2
∥∥ut (t, ·)∥∥2 + N − 12
∫
Ω
K(x)
∣∣∇u(t, x)∣∣2 dx = 0.
Proof. We multiply both sides of (1.1) by ((N − 1)/2)u, and integrate over Ω . Integration
by parts and the boundary condition (1.3) imply the desired identity. 
Now let us prove Proposition 2.1. This is a direct consequence of Lemmas 2.1–2.4.
Proof of Proposition 2.1. By summing up 4 identities in Lemmas 2.1–2.4, one has
d
dt
(
tE(t)
)− 1
2
∥∥ut (t)∥∥2 − 12
∫
Ω
K(x)|∇u|2 dx + N − 1
2
d
dt
(
ut (t, ·), u(t, ·)
)
− N − 1
2
∥∥ut (t, ·)∥∥2 + N − 12
∫
Ω
K(x)
∣∣∇u(t, x)∣∣2 dx
+ d
dt
(
ut (t, ·), x · ∇u(t, ·)
)+ N
2
∥∥ut (t)∥∥2
− 1
2
∫
∂Ω
(
∂u(s, σ )
∂n
)2
σ · n(σ )K(σ)dσ − N − 2
2
∫
Ω
K(x)
∣∣∇u(t, x)∣∣2 dx
− 1
2
∫
Ω
(
x · ∇K(x))∣∣∇u(t, x)∣∣2 dx = 0.
Integrate the above equality over [0, t]. By several beautiful cancellations, one has the
desired equality. 
3. Proof of theorems
In this section let us prove our results by relying on the identity in Proposition 2.1. To
begin with, the following basic inequality is useful for the proof.
Lemma 3.1 (Sobolev inequity). Let N  3. Then for u ∈ H 10 (Ω), it is true that
‖u‖2N/(N−2)  C‖∇u‖with some constant C > 0.
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due to Ikehata–Matsuyama [6] (which is an essential modification of the Morawetz [10]
method) to problem (1.1)–(1.3) with K(x) ≡ 1. The advantage is that we do not assume
any compactness of the support on the initial data as in the previous results like [10,15,19]
(especially, compare the result below with [19, Theorem 3]).
Lemma 3.2. Let N  3, and [u0, u1] ∈ H 10 (Ω) × (L2(Ω) ∩ L2N/(N+2)(Ω)). Then the
unique solution u(t, x) to problem (1.1)–(1.4) as in Proposition 1.1 satisfies∥∥u(t, ·)∥∥C(‖u0‖ + ‖u1‖2N/(N+2)).
Proof of Lemma 3.2. As in [6], we first set
w(t, x) =
t∫
0
u(s, x) ds.
Since Eq. (1.1) is linear, w(t, x) ∈ C1([0,+∞);H 10 (Ω)) ∩ C2([0,+∞);L2(Ω)) satisfies
the transformed mixed problem:
wtt − div
(
K(x)∇w)= u1, (t, x) ∈ (0,∞) × Ω, (3.1)
w(0, x) = 0, wt (0, x) = u0(x), x ∈ Ω, (3.2)
w|∂Ω = 0, t ∈ (0,∞). (3.3)
Multiplying Eq. (3.1) by wt and integrating it, one has
1
2
∥∥wt(t, ·)∥∥2 + 12
∥∥√K(·)∇w(t, ·)∥∥2 dx −
t∫
0
∫
∂Ω
K(σ)wt (s, σ )
∂w
∂n
(s, σ ) dσ ds
= 1
2
‖u0‖2 +
t∫
0
d
ds
(
u1,w(s, ·)
)
ds = 1
2
‖u0‖2 +
(
u1,w(t, ·)
)
.
This together with (3.3) implies
1
2
∥∥wt(t, ·)∥∥2 + 12
∥∥√K(·)∇w(t, ·)∥∥2 dx = 1
2
‖u0‖2 +
(
u1,w(t, ·)
)
. (3.4)
Here, we see from the Hölder inequality and Lemma 3.1 that(
u1,w(t, ·)
)
 ‖u1‖2N/(N+2)
∥∥w(t, ·)∥∥2N/(N−2) C‖u1‖2N/(N+2)
∥∥∇w(t, ·)∥∥. (3.5)
Hence it follows from (1.4), (3.4) and (3.5) that
1
2
{∥∥wt(t, ·)∥∥2 + k0∥∥∇w(t, ·)∥∥2} 12‖u0‖2 + C‖u1‖2N/(N+2)
∥∥∇w(t, ·)∥∥
1 C Cε∥ ∥2
2
‖u0‖2 + 2ε ‖u1‖
2
2N/(N+2) + 2
∥∇w(t, ·)∥
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1
2
∥∥wt(t, ·)∥∥2 + k0 − Cε2
∥∥∇w(t, ·)∥∥2  1
2
‖u0‖2 + C2ε ‖u1‖
2
2N/(N+2).
Therefore, taking ε ∈ (0, k0/C) so small and noting wt = u, one has the desired estimate.
This completes the proof of Lemma 3.2. 
The next weighted energy estimate is important in deriving the local energy decay. That
idea originally comes from the new weighted energy method due to Todorova–Yordanov
[16]. Their method was originally applied to the damped wave equations. The next lemma
tells us that the weight function ψ(t, x) below coincides with so called the characteristic
curve itself of the wave equation. Indeed, we define a weight function:
ψ(t, x) =
{ |x| − √k0t, |x| r0, t  0,
r0 − √k0t, |x| < r0, t  0.
It is easily checked that the function ψ(t, x) is continuous on [0,+∞)×Ω , and of class C1
on each domain [0, t] × Ω(r0) and/or [0, t] × {|x| r0} (t  0). Furthermore, the discon-
tinuity of the derivative ∇ψ(t, x) appears only on the (N − 1)-dimensional hypersurface
|x| = r0. Also the weight function satisfies
∂ψ
∂t
(t, x) = −√k0 < 0, (t, x) ∈ [0,+∞) × RN. (3.6)
Then one has the following lemma.
Lemma 3.3. Let N  2, and assume (A-3). If the initial data [u0, u1] ∈ H 10 (Ω) × L2(Ω)further satisfy (1.6), then there is a constant C > 0 such that the unique solution u(t, x) to
problem (1.1)–(1.4) as in Proposition 1.1 satisfies
∫
Ω
e2ψ(t,x)
(∣∣ut (t, x)∣∣2 + K(x)∣∣∇u(t, x)∣∣2) dx
 C
∫
Ω
e2|x|
(∣∣u1(x)∣∣2 + K(x)∣∣∇u0(x)∣∣2)dx = CI0.
Proof of Lemma 3.3. The proof of this lemma follows from the new weighted energy
method due to Todorova–Yordanov [16]. Since we are dealing with a weak solution, by
density argument we may assume that the initial data and the corresponding solution are
sufficiently smooth and vanish as |x| → +∞.
Set
E(t, x) = 1
2
(∣∣ut (t, x)∣∣2 + K(x)∣∣∇u(t, x)∣∣2).
We multiply both sides of (1.1) by e2ψ(t,x)ut (t, x). Then one has an identity (for the
derivation of this identity we shall mention it in Appendix A below):
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(
utt − div(K∇u)
)= d
dt
(
e2ψE(t, x)
)− div(e2ψutK(x)∇u)
− e
2ψ
ψt
|ψt∇u − ut∇ψ |2K(x) + e
2ψ
ψt
u2t
(
K(x)|∇ψ |2 − ψ2t
)
for |x| = r0. Therefore, it follows from (3.6) that
0 d
dt
(
e2ψE(t, x)
)− div(e2ψutK(x)∇u)+ e
2ψ
ψt
u2t
(
K(x)|∇ψ |2 − ψ2t
)
for |x| = r0. Integrate the above inequality over [0, t] × Ω(r0), and [0, t] × {|x|  r0}.
Because of (3.6) again and (A-3), we see that
t∫
0
∫
Ω(r0)
div
(
e2ψutK∇u
)
dx dt

∫
Ω(r0)
e2ψ(t,x)E(t, x) dx −
∫
Ω(r0)
e2ψ(0,x)E(0, x) dx
+
t∫
0
∫
Ω(r0)
e2ψ
ψt
u2t
(
K(x)
∣∣∇ψ(t, x)∣∣2 − ψ2t )dx dt
=
∫
Ω(r0)
e2ψ(t,x)E(t, x) dx −
∫
Ω(r0)
e2ψ(0,x)E(0, x) dx
+
t∫
0
∫
Ω(r0)
e2ψu2t (−ψt) dx dt

∫
Ω(r0)
e2ψ(t,x)E(t, x) dx −
∫
Ω(r0)
e2ψ(0,x)E(0, x) dx, (3.7)
and
t∫
0
∫
|x|r0
div
(
e2ψutK∇u
)
dx dt

∫
|x|r0
e2ψ(t,x)E(t, x) dx −
∫
|x|r0
e2ψ(0,x)E(0, x) dx
+
t∫
0
∫
|x|r0
e2ψ
ψt
u2t
(
k0
∣∣∇ψ(t, x)∣∣2 − ψ2t )dx dt. (3.8)
Now we can easily make sure that the weight function satisfies so called the Eikonal
equation:∣ ∣k0∣∇ψ(t, x)∣2 − ψt(t, x)2 = 0, |x| r0, t  0.
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(3.7) and (3.8), one has the following inequality:
t∫
0
∫
|x|r0
+
t∫
0
∫
Ω(r0)
div
(
e2ψutK∇u
)
dx dt

∫
Ω
e2ψ(t,x)E(t, x) dx −
∫
Ω
e2ψ(0,x)E(0, x) dx. (3.9)
From the continuity of the function x → ψ(t, x) and the boundary condition (1.3) the
divergence formula implies
t∫
0
∫
|x|r0
+
t∫
0
∫
Ω(r0)
div
(
e2ψutK∇u
)
dx dt = 0. (3.10)
(3.9) and (3.10) imply the desired estimate.
Finally note the following fact:∫
Ω
e2ψ(0,x)E(0, x) dx =
∫
Ω(r0)
e2r0E(0, x) dx +
∫
|x|r0
e2|x|E(0, x) dx

(
e2r0 + 1)
∫
Ω
e2|x|E(0, x) dx = Cr0
I0
2
.
This completes the proof of Lemma 3.3. 
Lemma 3.4. Let R > r0. Under the assumption as in Theorem 1.1 it is true that
∣∣(x · ∇u(t, ·), ut (t, ·))∣∣ R√
k0
ER(t) + CI02√k0 + t
∫
|x|R
E(t, x) dx.
Proof. Indeed, we have∣∣(x · ∇u(t, ·), ut (t, ·))∣∣
 R√
k0
∫
Ω(R)
√
k0
∣∣∇u(t, x)∣∣∣∣ut (t, x)∣∣dx
+
∫
|x|R
(|x| −√k0 t)∣∣∇u(t, x)∣∣∣∣ut (t, x)∣∣dx
+ t
∫
|x|R
√
k0
∣∣∇u(t, x)∣∣∣∣ut (t, x)∣∣dx
 R√
∫ {
K(x)
∣∣∇u(t, x)∣∣2 + ∣∣ut (t, x)∣∣2}dx2 k0
Ω(R)
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k0
∫
|x|R
e2(|x|−
√
k0t)
{√
k0
∣∣∇u(t, x)∣∣∣∣ut (t, x)∣∣}dx
+ t
2
∫
|x|R
{
K(x)
∣∣∇u(t, x)∣∣2 + ∣∣ut (t, x)∣∣2}dx
 R√
k0
ER(t) + 12√k0
∫
Ω
e2ψ(t,x)
(∣∣ut (t, x)∣∣2 + K(x)∣∣∇u(t, x)∣∣2)dx
+ t
2
∫
|x|R
{
K(x)
∣∣∇u(t, x)∣∣2 + ∣∣ut (t, x)∣∣2}dx. (3.11)
The desired estimate follows from (3.11) and Lemma 3.3. 
Proof of Theorem 1.1. First it follows from Proposition 2.1, and the assumptions (A-1)
and (A-2) that
tE(t) (x · ∇u0, u1) + N − 12 (u0, u1) −
(
x · ∇u(t, ·), ut (t, ·)
)
− N − 1
2
(
u(t, ·), ut (t, ·)
)
, (3.12)
where we have used the star-shapedness of RN \ Ω with respect to the origin (i.e., the
assumption (A-1)), that is,
t∫
0
∫
∂Ω
{
x · n(x)}
∣∣∣∣∂u(s, x)∂n
∣∣∣∣
2
dx ds  0.
Thus we have only to estimate the last two terms in the right-hand side of (3.12). Indeed,
since one obtains
tE(t) = tER(t) + t2
∫
|x|R
{
K(x)
∣∣∇u(t, x)∣∣2 + ∣∣ut (t, x)∣∣2}dx, (3.13)
from (3.12), (3.13) and Lemma 3.4 it follows that(
t − R√
k0
)
ER(t) (x · ∇u0, u1) + N − 12 (u0, u1) +
CI0
2
√
k0
+ N − 1
2
∣∣(u(t, ·), ut (t, ·))∣∣. (3.14)
Now, let us apply Lemma 3.2 in order to control the last term in the right-hand side of
(3.14). This part is also crucial in deriving the local energy decay. In fact, because of (1.5)
and Lemma 3.2 one can evaluate as
∣∣(u(t, ·), ut (t, ·))∣∣ 12
∥∥ut (t, ·)∥∥2 + 12
∥∥u(t, ·)∥∥2
{ }E(0) + C ‖u0‖2 + ‖u1‖22N/(N+2) ≡ I1.
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t − R√
k0
)
ER(t) (x · ∇u0, u1) + N − 12 (u0, u1) +
CI0
2
√
k0
+ N − 1
2
I1 ≡ C,
which completes the proof of Theorem 1.1. 
Remark 3.1. Note that the quantity |(x · ∇u0, u1)| above has a finite value. In fact, by
assumptions (1.4) and (1.6) it is true that
∣∣(x · ∇u0, u1)∣∣ 12√k0
∫
Ω
e2|x|
(|u1|2 + K(x)|∇u0|2)dx = I02√k0 < +∞.
Let us prove Theorem 1.2. Instead of Lemma 3.1 the following Hardy–Sobolev type
inequality is needed (see Dan–Shibata [3]).
Lemma 3.5 (Hardy–Sobolev). Let N = 2. Then for each u ∈ H 10 (Ω), it is true that∥∥∥∥ ud(·)
∥∥∥∥ C‖∇u‖
with some constant C > 0, where d(x) is a function defined in (1.7).
In the case when N = 2, by using Lemma 3.5 in place of Lemma 3.1, we can give the
proof of Theorem 1.2 quite similarly to that of Theorem 1.1, and for a result corresponding
to Lemma 3.2, we can state as follows.
Lemma 3.6. Let N = 2. If the initial data [u0, u1] ∈ H 10 (Ω) × L2(Ω) further satisfy∥∥d(·)u1∥∥< +∞,
then the unique solution u(t, x) to problem (1.1)–(1.4) as in Proposition 1.1 satisfies∥∥u(t, ·)∥∥C(‖u0‖ + ‖d(·)u1‖).
Proof of Lemma 3.6. As in the proof of Lemma 3.2, we set
w(t, x) =
t∫
0
u(s, x) ds.
Then, w(t, x) ∈ C1([0,+∞);H 10 (Ω)) ∩ C2([0,+∞);L2(Ω)) satisfies the transformed
mixed problem
wtt − div(K∇w) = u1, (t, x) ∈ (0,∞) × Ω, (3.15)
w(0, x) = 0, wt (0, x) = u0(x), x ∈ Ω, (3.16)
w|∂Ω = 0, t ∈ (0,∞). (3.17)Then, multiplying Eq. (3.15) by wt and integrating the resulting equality, one has
R. Ikehata / J. Math. Anal. Appl. 306 (2005) 330–348 3451
2
{∥∥wt(t, ·)∥∥2 + ∥∥√K(·)∇w(t, ·)∥∥2}= 12‖u0‖2 +
t∫
0
d
ds
(
u1,w(s, ·)
)
ds
= 1
2
‖u0‖2 +
(
u1,w(t, ·)
)
. (3.18)
Here, we see from Lemma 3.5 and the Schwarz inequality that(
u1,w(t, ·)
)

∥∥d(·)u1∥∥∥∥w(t, ·)/d(·)∥∥ C∥∥d(·)u1∥∥∥∥∇w(t, ·)∥∥. (3.19)
Hence it follows from (1.4), (3.18) and (3.19) that
1
2
{∥∥wt(t, ·)∥∥2 + k0∥∥∇w(t, ·)∥∥2} 12‖u0‖2 + C
∥∥d(·)u1∥∥∥∥∇w(t, ·)∥∥
 1
2
‖u0‖2 + C2ε
∥∥d(·)u1∥∥2 + Cε2
∥∥∇w(t, ·)∥∥2
for any ε > 0, which implies
1
2
∥∥wt(t, ·)∥∥2 + k0 − Cε2
∥∥∇w(t, ·)∥∥2  1
2
‖u0‖2 + C2ε
∥∥d(·)u1∥∥2.
Therefore, taking ε ∈ (0, k0/C) so small and noting wt = u, one has the desired estimate.
This completes the proof of Lemma 3.6. 
In the case when N = 1, we can proceed the proof of Theorem 1.3 in a quite similar
fashion to Theorem 1.1 with a slight modification.
Finally let us prove Theorem 1.4. The proof is a direct consequence of Lemma 3.3.
Proof of Theorem 1.4. For a fixed R > r0, we can assume (
√
k0 +)t > R for large t  1.
Set
Ω,t =
{
x ∈ Ω: |x| (√k0 + )t},
for  > 0 and t  1. Then by Lemma 3.3, one has
CI0  2
∫
Ω
e2ψ(t,x)E(t, x) dx  2
∫
Ω,t
e2(|x|−
√
k0t)E(t, x) dx
 2
∫
Ω,t
e2tE(t, x) dx = 2e2t
∫
Ω,t
E(t, x) dx,
which implies the desired estimate. 
Finally let us prove Theorem 1.5. For this it suffices to prepare the following lemma,
which plays an substitute role of Lemma 3.3.
Lemma 3.7. Let N  2 and assume (A-4). If the initial data [u0, u1] ∈ H 10 (Ω) × L2(Ω)further satisfy (1.6), then there is a constant C > 0 such that the unique solution u(t, x) to
problem (1.1)–(1.4) as in Proposition 1.1 satisfies
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∫
Ω
e2ψ(t,x)
(∣∣ut (t, x)∣∣2 + K(x)∣∣∇u(t, x)∣∣2)dx
 C
∫
Ω
e2|x|
(∣∣u1(x)∣∣2 + K(x)∣∣∇u0(x)∣∣2)dx + 2C0E(0)
k0
.
Proof. To begin with, as in the same derivation of (3.8) one has
t∫
0
∫
|x|r0
div
(
e2ψutK∇u
)
dx dt 
∫
|x|r0
e2ψ(t,x)E(t, x) dx −
∫
|x|r0
e2ψ(0,x)E(0, x) dx
+
t∫
0
∫
|x|r0
e2ψ
ψt
u2t
(
K(x)
∣∣∇ψ(t, x)∣∣2 − ψ2t (t, x))dx dt, (3.20)
where one has just used (3.6). Then it follows from the assumption (A-4) and (3.6) again
that
t∫
0
∫
|x|r0
e2ψ
ψt
u2t
(
K(x)
∣∣∇ψ(t, x)∣∣2 − ψ2t (t, x))dx dt

t∫
0
∫
|x|r0
e2ψ
ψt
u2t
(
k0
∣∣∇ψ(t, x)∣∣2 − ψ2t (t, x))dx dt
− C0√
k0
t∫
0
∫
|x|r0
e2ψe−δ|x|u2t
∣∣∇ψ(t, x)∣∣2 dx dt
= − C0√
k0
t∫
0
∫
|x|r0
e2ψe−δ|x|u2t dx dt. (3.21)
Here, one notices that
t∫
0
∫
|x|r0
e2ψe−δ|x|u2t dx dt
=
t∫
0
∫
|x|r0
e2(|x|−
√
k0t)e−δ|x|u2t dx dt

t∫
e−2
√
k0t dt
∫
e−(δ−2)|x|u2t dx 
t∫
e−2
√
k0t dt
∫
u2t dx0 |x|r0 0 |x|r0
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t∫
0
e−2
√
k0tE(t) dt = 2
t∫
0
e−2
√
k0tE(0) dt  2E(0)√
k0
, (3.22)
where one has used (1.5). (3.20)–(3.22) together with (3.7) imply the desired estimate. 
Remark 3.2. The estimate of Lemma 3.7 is independent of the coefficient δ  2 assumed
in (A-4), and depends on r0 > 0.
Because of Lemma 3.7, Lemma 3.4 can be replaced by the following lemma.
Lemma 3.8. Let R > r0. Under the assumption as in Theorem 1.5 it is true that
∣∣(x · ∇u(t, ·), ut (t, ·))∣∣ R√
k0
ER(t) + 12√k0
{
CI0 + 2C0E(0)
k0
}
+ t
∫
|x|R
E(t, x) dx.
Therefore, Theorem 1.5 is a direct consequence of Lemma 3.8, Lemmas 3.2 and 3.6
together with (3.12).
Acknowledgments
The author thanks M. Ikehata, Gunma University, and T. Matsuyama, Tokai University, for their helpful
discussion and useful suggestion. The author expresses his gratitude to Prof. J. Ralston, UCLA, for his kind
advice concerning references. The author also thanks Dr. K. Hidano, Mie University, for his special interest on a
series of local energy decay results.
Appendix A
In this appendix let us make sure the following identity, which is used in the proof of
Lemma 3.3:
0 = e2ψut
(
utt − div(K∇u)
)
= d
dt
(
e2ψE(t, x)
)− div(e2ψutK(x)∇u)
− e
2ψ
ψt
|ψt∇u − ut∇ψ |2K(x) + e
2ψ
ψt
u2t
(
K(x)|∇ψ |2 − ψ2t
)
.
In fact,
div
(
e2ψutK∇u
)= 2e2ψutK∇ψ · ∇u + K2 e2ψ
∂
∂t
|∇u|2 + e2ψut div(K∇u)
e2ψ 2 e
2ψ
2 2= −
ψt
|ψt∇u − ut∇ψ | K +
ψt
ψt K|∇u|
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2ψ
ψt
u2t |∇ψ |2K +
K
2
e2ψ
∂
∂t
|∇u|2 + e2ψut div(K∇u),
so that one has
−e2ψut div(K∇u) = −div
(
e2ψutK∇u
)− e2ψ
ψt
|ψt∇u − ut∇ψ |2K
+ e
2ψ
ψt
u2t |∇ψ |2K +
K
2
e2ψ
∂
∂t
|∇u|2 + e2ψψtK|∇u|2.
On the other hand, one has
e2ψututt = 12
∂
∂t
{
e2ψ
(|ut |2 + K(x)|∇u|2)}− ψte2ψ |ut |2 − e
2ψ
2
K
∂
∂t
|∇u|2
− ψte2ψK|∇u|2.
Sum up the above two equalities. By a nice cancellation one has the desired identity.
References
[1] H. Brezis, Analyse fonctionnelle, Théorie at applications, Dunod, Paris, 1999.
[2] N. Burq, Décroissance de l’énergie locale de l’équation des ondes pour le problème extérieur et absence de
résonance au voisinage du réel, Acta Math. 180 (1998) 1–29.
[3] W. Dan, Y. Shibata, On a local energy decay of solutions of a dissipative wave equation, Funkcial. Ekvac. 38
(1995) 545–568.
[4] M. Ikawa, Hyperbolic Partial Differential Equations and Wave Phenomena, Transl. Math. Monogr., vol. 189,
Amer. Math. Soc., Providence, RI, 2000.
[5] R. Ikehata, Local energy decay for linear wave equations with non-compactly supported initial data, Math.
Methods Appl. Sci. 27 (2004) 1881–1892.
[6] R. Ikehata, T. Matsuyama, L2-behaviour of solutions to the linear heat and wave equations in exterior do-
mains, Sci. Math. Japon. 55 (2002) 33–42.
[7] P.D. Lax, R.S. Phillips, Scattering Theory, revised ed., Academic Press, New York, 1989.
[8] R.B. Melrose, Singularities and energy decay in acoustical scattering, Duke Math. J. 46 (1979) 43–59.
[9] S. Mizohata, The Theory of Partial Differential Equations, Cambridge Univ. Press, Cambridge, UK, 1973.
[10] C. Morawetz, The decay of solutions of the exterior initial-boundary value problem for the wave equation,
Comm. Pure Appl. Math. 14 (1961) 561–568.
[11] C. Morawetz, J. Ralston, W. Strauss, Decay of solutions of the wave equation outside nontrapping obstacles,
Comm. Pure Appl. Math. 30 (1977) 447–508.
[12] L.A. Muraveı˘, The wave equation in an unbounded domain with a star-shaped boundary, Soviet Math.
Dokl. 38 (1989) 527–530.
[13] J. Ralston, Trapped rays in spherically symmetric media and poles of the scattering matrix, Comm. Pure
Appl. Math. 24 (1971) 571–582.
[14] M. Reed, B. Simon, Scattering Theory, Methods of Modern Mathematical Physics III, Academic Press, New
York, 1979.
[15] Y. Shibata, Y. Tsutsumi, Global Existence Theorem of Nonlinear Wave Equation in the Exterior Domain,
Lecture Notes in Num. Appl. Anal., vol. 6, Kinokuniya/North-Holland, 1983, pp. 155–196.
[16] G. Todorova, B. Yordanov, Critical exponent for a nonlinear wave equation with damping, J. Differential
Equations 174 (2001) 464–489.
[17] B.R. Vainberg, On the short wave asymptotic behaviour of solutions of stationary problems and the asymp-
totic behaviour as t → ∞ of solutions of nonstationary problems, Russian Math. Surveys 30 (1975) 1–58.
[18] G. Vodev, On the uniform decay of the local energy, Serdica Math. J. 25 (1999) 191–206.
[19] E.C. Zachmanoglou, The decay of solutions of the initial-boundary value problem for hyperbolic equations,J. Math. Anal. Appl. 13 (1966) 504–515.
