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Abstract
Starting from a short review of spaces of generalized sections of vector bundles, we give
a concise systematic description, in precise geometric terms, of Leray densities, principal
value densities, propagators and elementary solutions of field equations in flat spacetime.
We then sketch a partly original geometric presentation of free quantum fields and show
how propagators arise from their graded commutators in the boson and fermion cases.
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1Introduction
Propagators and delta-functions are ubiquitous in the physiscs literature [10, 14], but are often
introduced in an informal way by writing down the main needed formulae and then reducing
other calculations to those, possibly by ad hoc variable changes. However it’s reasonable
to say that the matter can be better handled if we avail of a more systematic treatment,
based on a precise geometric description in terms of distributions. These are the subject of a
beautiful and rigorous mathematical theory, covered by excellent classical texts. The use of
the fundamental notions of this theory is quite natural once they are assimilated, though at
first sight the most abstract concepts, and the proofs of the main theorems, may not appeal
to the practical-minded. We could even argue that generalized densities are more natural in
physics than actual functions.
Section 1 aims at a concise but hopefully clear enough summary of notions and results
about spaces of generalized sections of vector bundles. While our notation is not completely
standard, and we also focus on a few concepts which are not often treated explicitely, the
essentials of most details and proofs can be found, for example, in the classical text by
Schwartz [12], or in Choquet-Bruhat and DeWitt-Morette [9]. We specially insist on the
geometric aspect of the matter. We consider generalized densities, semi-densities and currents,
as well as delta-type densities and principal value densities.
In section 2 we try to give a systematic though synthetic introduction to Leray densities,
principal value densities, propagators and elementary solutions of field equations in flat space-
time. We aim at a thorough exploration of the relations among several involved objects, the
different ways in which they can be defined and their Fourier transforms, as well as at their
roles in the determination of elementary solutions of the Klein-Gordon equation and of the
Dirac equation (with the D’Alembert equation and the Weyl equation as special cases).
In section 3 we sketch a partly original geometric presentation of free quantum fields
introduced in previous papers [6, 7], and show how propagators arise from their graded com-
mutators both in the boson and in the fermion case.
1 Distributional spaces
1.1 Unit spaces
Physical scales (or “dimensions”) are usually dealt with in an informal way, but a more
formal approach helps to clarify the geometric background of a theory. Now and then various
proposals pop up in the literature [8, 13, 2], often apparently unaware of each other, but we
maintain that by far the clearest and algebraically most precise setting was introduced around
1995 after an idea of M. Modugno, and has been used since then in papers of various authors.1
In particular, the notion of 1-dimensional positive space captures the essential point about
unit spaces, and tensor products between a unit space and a vector space allow us to handle
spaces which are similar but differently scaled. We also stress that the ensuing formalism is
quite handy, though the demonstrations of certain basic properties are not trivial [11].
We now sketch the basic notions to be used in the sequel.
A semi-vector space is defined to be a set equipped with an internal addition map and mul-
tiplication by positive reals, fulfilling the usual axioms of vector spaces except those properties
which involve opposites and the zero element. A semi-vector space U is called a positive space
if the multiplication R+×U→ U is a transitive left action of the group (R+, · ) on U. Then
1See e.g. [11, 5] and the bibliography therein.
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a positive space cannot have a zero element. In particular, any vector space is a semi-vector
space, while the set of linear combinations over R+ of n independent vectors in a vector space
is a positive space.
Most algebraic notions related to vector spaces, like dimensionality, linearity, duality and
tensor products, can be seamlessly extended to positive spaces. A 1-dimensional positive
space is called a unit space, or a scale space. Integer tensor powers Up ≡ U⊗···⊗U (p ∈ N
factors) of a unit space U are again unit spaces. This also holds for negative tensor powers,
defined as U−p ≡ (U∗)p. Moreover if V is a vector space then the tensor product U⊗V is a
well-defined vector space which can be regarded as a “scaled” version of V . If (u, v) ∈ U× V
then we use the “number-like” notation u v ≡ u⊗ v. Moreover u has a unique inverse or dual
u−1 ≡ u∗ ∈ U−1, so that we can formally treat elements in U as positive numbers.
Furthermore for any p ∈ N there is a natural construction [5] of a unit space U1/p fulfilling
(U1/p)p ∼= U, hence we also obtain rational powers of unit spaces.
In many physical theories it is convenient to assume the space T of time units, the space
L of length units, and the space M of mass units, and construct any other needed scale
space as S = Td1 ⊗Ld2 ⊗Md3 with di ∈ Q . Two sections σ : M → E and σ′ : M → S⊗E of
differently scaled vector bundles can be compared by means of a coupling constant s ∈ S. In
an unscaled frame, the components of an S-scaled section are valued into S⊗R . In particular
we have the speed of light c ∈ T−1⊗L and Planck’s constant ~ ∈ T−1⊗L2⊗M . Together,
these determine isomorphisms T ∼= L and M ∼= L−1, so we can actually reduce all scale spaces
to powers of L ; this is sometimes called the natural system, corresponding to the setting
c = ~ = 1. Then, in particular, a mass is an element m ∈ L−1 and, in Einstein spacetime
(M , g), we identify the bundle P ∼=M⊗L2⊗T−1⊗T∗M of 4-momenta with T∗M .
1.2 Generalized sections
If M is an m-dimensional oriented classical manifold2 without boundary, then the fibers of
the vector bundle
VM ≡ (∧mTM)+ ֌M
are unit spaces. We call V∗M ≡ (∧mT∗M )+ ֌M the bundle of all positive densities (or
volume forms) on M . If there is no danger of confusion we use the shorthand V ≡ VM .
Let p : V ֌M be an either real or complex finite-dimensional vector bundle, and denote
by D◦(M ,V ) the vector space of all global smooth sections M → V which have compact
support, called test sections. If X ⊂ M is an open subset, then we have a natural vector
subspace
D◦(X,VX) ⊂ D◦(M ,V ) ,
where VX ≡ ←p(X) is the preimage of X through p . In fact any compact subset in X is
also a compact subset in M , and the natural smooth extension of an element in D◦(X ,VX)
is obtained by letting it vanish in M \X . However note that if K ⊂M is compact then
K ∩X is not compact in general, so there is no natural projection D◦(M ,V )֌ D◦(X ,VX) .
Definition 1.1 A sequence (uj) : N→ D◦(M ,V ) is said to be converging to zero, or a null
sequence, if for any fibered coordinate chart 3 VX → Rm ×Kn its coordinate expression and
the coordinate expressions of its partial derivatives, at any order, all converge uniformly to 0
on every compact subset C ⊂X.
2By a classical manifold we mean a Hausdorff paracompact smooth real manifold of finite dimension (while
typical quantum state spaces and bundles are infinite-dimensional).
3K is either R or C
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By considering a bundle atlas on V ֌M one obtains4 a topology on D◦(M ,V ). A linear
map φ : D◦(M ,V )→ K is continuous if
lim
j→∞
φ(uj) = 0
for every null sequence (uj) : N→ D◦(M ,V ) . The vector space of all such continuous func-
tionals, also called distributions, is the topological dual of D◦(M ,V ), which we denote as5
D
V
(M ,V ∗) ≡ D(M ,V∗⊗
M
V
∗) .
This can be seen as a space of generalized sections, in the following sense. We define an
ordinary V ∗-valued density6 θ : M → V∗⊗M V ∗ to be locally integrable if the ordinary density
〈θ, u〉 : M → K⊗V∗ : x 7→ 〈θ(x), u(x)〉
is integrable for all u ∈ D◦(M ,V ) . Then θ can be identified with a distribution by the rule
θ(u) ≡ 〈θ, u〉 :=
∫
M
〈θ, u〉 .
Hence any θ ∈ D
V
(M ,V ∗) is called a generalized V ∗-valued density. Accordingly, we’ll also
write θ : M  V∗⊗M V ∗.
Moreover D
V
(M ,V ∗) has a natural topology [12], such that every element θ of its can be
written as the limit, in a strong sense, of sequences (θj) of ordinary locally integrable densities.
This implies also weak convergence, namely for any u ∈ D◦(M ,V ) we have
〈θ, u〉 = lim
j→∞
〈θj , u〉 = lim
j→∞
∫
M
〈θj, u〉 .
This justifies the use of writing 〈θ, u〉 in the form of an ordinary integral (to be intended in a
generalized sense), even if the value θ(x) at any x ∈ M may have no meaning at all. Also,
the formal properties of the integral still hold.
The vector space D
V
(M ,V ∗) has the vector subspace D◦(M ,V∗M ⊗M V ∗) of all ordi-
nary smooth V ∗-valued densities with compact support, whose topological dual is the space
D(M ,V ) of all generalized sections M  V . Moreover D◦(M ,V ) ⊂ D(M ,V ) is a vector
subspace. So the symbols D◦ and D can be used for test sections and generalised sections of
any vector bundle over M ; the shorthand D
V
is useful for denoting generalized densities.
It turns out that D◦(M ,V ) is dense in D(M ,V ), namely for every σ ∈ D(M ,V ) there
exist sequences (σj) : N→ D◦(M ,V ) converging to σ .
The natural inclusion D◦(X ,V∗X ⊗X V ∗X ) ⊂ D◦(M ,V∗M ⊗M V ∗), where X ⊂M is any
open subset, determines the natural projection D(M ,V )֌ D(X,VX) given by restriction.
On the other hand, there is no natural inclusion D(X ,VX) ⊂ D(M ,V ), as there is no natural
way of extending a distribution on X (even more, such extension may not exist at all).
However, a gluing property holds: if {Xα} is an open covering of M , Vα := ←p(Xα) and
{θi ∈ D(Xα ,Vβ)} is a family of generalized sections such that θα and θβ coincide on Xα ∩Xβ
whenever this is non-empty, then there is a unique θ ∈ D(M ,V ) whose restriction to Xα
coincides with θα for all α .
4See e.g. Schwartz [12], in particular § III.1 and § IX.2.
5In the standard literature, the most usual notation is D for the space of test maps and D′ for the corre-
sponding distributional space.
6Here V ∗ ֌M may stand for either the real or the complex dual bundle.
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A generalized section has a coordinate expression just like an ordinary section. If
(
bi
)
is a
local frame of V and
(
bi
)
is the dual frame of V ∗, then σ ∈ D(M ,V ) can be locally written
as σ = σi bi where σ
i ∈ D(M ,K) is given by
〈σi, f〉 ≡ 〈σ, f bi〉 , ∀ f ∈ D◦(M ,C⊗V∗) .
Pull-backs and push-forwards of ordinary sections, relatively to bundle morphisms with
appropriate properties, can be naturally extended to generalized sections. In particular, a
fibred linear automorphism Φ : V → V over a diffeomorphism of the base manifold yields a
linear automorphism Φ∗ of DV(M ,V ) . Note that in texts in analysis Φ∗θ is sometimes indi-
cated by θ ◦ Φ , which is somewhat misleading. Actually if θ ∈ D
V
(Rm,C) and F : Rm → Rm
is continuous and invertible then we have
〈F∗θ, u〉 = 〈θ,det
←
F (u ◦
←
F )〉 ,
The main operators of standard differential geometry, like exterior differential, Lie deriva-
tive along a vector field, and the covariant derivative with respect to a given connection, can
be straightforwardly extended to act on the appropriate generalized sections. The coordinate
expressions of such extended operators are formally the same as those of their standard coun-
terpart. The constructions are based on integration by parts and the fact that test sections
have compact support. In particular, if v : M → TM is a smooth vector field and f : M  C
is a generalized function, then the generalized function v.f is defined by the requirement that
the identity 〈v.f , β〉 = −〈f , Lvβ〉 holds for any test density β (this also includes partial
derivatives).
1.3 Generalized currents and semi-densities
The “target” V in D(M ,V ) can be replaced by any vector bundle over M . In particular
we obtain the space D(M ,∧pT∗M ⊗M V ) of generalized V -valued p-currents (p is a positive
integer), which by obvious isomorphisms can be seen as the topological dual of the space
D◦(M ,∧m−pT∗M ⊗M V ∗) of test V ∗-valued m−p-currents. Also note that the assignment
of a volume form η : M → V∗M determines an isomorphism D
V
(M ,V )↔ D(M ,V ) , as a
generalized density ω can be identified with the generalized section ω˘ through the relation
ω = η⊗ ω˘ .
Since the fibers of V֌M are unit spaces we can also consider spaces D(M ,Vq ⊗M V )
with q ∈ Q . For q = −1/2 we obtain the space of generalized V -valued semi-densities. In
this special case we use the notation
/D(M ,V ) ≡ D(M ,V−1/2⊗
M
V ) , /D◦(M ,V ) ≡ D◦(M ,V−1/2⊗
M
V ) .
Note how /D◦(M ,V ) is a vector subspace of /D(M ,V ), while in general the inclusion of an
arbitrary test space into its topological dual is subjected to the choice of a volume form.
Let now assume that V ֌M is a complex bundle whose fibers are endowed with a
Hermitian structure. Then we have an anti-isomorphism /D◦(M ,V )→ /D◦(M ,V ∗) : λ 7→ λ†,
which is naturally extended to generalized sections. Square-integrable semi-densities consitute
the space L2 ≡ L2(M ,V−1/2⊗M V ) of all sections λ : M → V−1/2⊗M V such that
‖λ‖2 :=
∫
M
|λ|2 ≡
∫
M
〈λ†, λ〉 <∞ .
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Let moreover 0˜ ≡ 0˜(M ,V−1/2⊗M V ) be the subspace of all almost-everywhere vanishing semi-
densities. Then
H ≡H(M ,V−1/2⊗
M
V ) := L2/0˜
turns out to be a Hilbert space with the Hermitian product (λ, µ) 7→ 〈λ†, µ〉. We have
/D◦ ⊂H ⊂ /D ,
namely the triple ( /D◦,H, /D) constitutes a so-called rigged Hilbert space [3]. Note that /D◦
is incomplete in the L2 topology and dense in H (and also dense in /D in the distributional
space topology).
1.4 Tensor products
The tensor product of any two (possibly infinite-dimensional) vector spaces U and V is con-
stituted by all finite sums of the type
∑
i ui⊗ vi , with ui ∈ U , vi ∈ V . If V ֌M and
W ֌ N are vector bundles over oriented classical base manifolds then we have a natural
linear inclusion
D◦(M ,V )⊗D◦(N ,W ) →֒ D◦
(
M ×N ,V ⊗
M×N
W
)
,
characterized by the identification (s⊗ t)(x, y) ≡ s(x)⊗ t(y) . It can be proved [12] that the
above inclusion is dense, namely any element in the latter space is the sum of infinite series of
the type
∑∞
i=1 si⊗ ti , converging in theD◦-topology. It turns out that, for any θ ∈ DV(M ,V )
and φ ∈ D
V
(N ,W ), the ordinary series
∑∞
i=1 〈θ, si〉〈φ, ti〉 converges, so that we also have a
natural inclusion
D
V
(M ,V )⊗D
V
(N ,W ) →֒ D
V
(
M ×N ,V ⊗
M×N
W
)
.
Furthermore this turns out to be a dense inclusion too, namely any element in the latter space
is the sum of infinite series of the type
∑∞
i=1 θi⊗φi converging in the D-topology. Then the
latter space is the closure of the former, and we possibly denote it as D
V
(M ,V )
⊗D
V
(N ,W ).
Most standard operations of finite-dimensional tensor algebra, including contractions, can
be naturally extended to the present setting, though in some cases they may well-defined
only in a generalized sense. We shall deal with such issues, in particular, in the context of
multi-particle state spaces.
Symmetrized and antisymmetrized tensor products of any given distributional space are
straightforwardly introduced according to the general definition, and naturally extended
their closures. Symmetric and anti-symmetric tensors, namely elements in ∨pD
V
(M ,V ) or
∧pD
V
(M ,V ), p ∈ N , can be regarded as either symmetric or anti-symmetric generalized maps
on Mp ≡M × ··· ×M . It may be worthwhile to note that they are not valued in the fiber-
symmetrized or antisymmetrized bundles ∨pV ֌M or ∧pV ֌M .
For notational simplicity we discuss kernels in the case when there is a distinguished volume
form on the base manifold M , so that one makes the identification D
V
(M ,V ) ∼= D(M ,V ).
This is true when M is the spacetime manifold, which is the main situation of interest in the
present paper. An element K ∈ D(M ,V ∗) ⊗D(M ,V ) is called a kernel in V ֌M . We
denote transposition by an asterisk, i.e. the transpose kernel is K∗ ∈ D(M ,V ) ⊗D(M ,V ∗).
One may consider various regularity properties regarding kernels [12]. In particular, the kernel
K is said to be left (resp. right) semi-regular if for any λ ∈ D◦(M ,V ∗) (resp. u ∈ D◦(M ,V ))
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the generalized section K⌋λ ∈ D(M ,V ∗) (resp. u⌋K ∈ D(M ,V )) is actually a smooth sec-
tion. A kernel which is both left and right semi-segular is said to be regular.
Kernels have an important role in the study of solutions of field equations (§1.9).
1.5 Delta-type densities
The spaces D(M ,K) and D
V
(M ,K) of scalar generalized functions and scalar densities can
be seen as special cases of generalized sections by setting V ≡M ×K .
If N ⊂M is a closed submanifold then D
V
(N ,K) ⊂ D
V
(M ,K) is a natural inclusion,
transposed of the linear surjection D◦(M ,K)֌ D◦(N ,K) given by restriction. Namely, any
ν ∈ D
V
(N ,K) can be seen as a generalized density on M whose support is contained in N .
We may call this a δ-type density, since the usual Dirac delta
δx0 ≡ δ[x0] : D◦(M ,K)→ K : u 7→ u(x0) , x0 ∈M ,
can be seen as a particular case where N = {x0} . Note that not all generalized densities with
support contained in N are in D
V
(N ,K). For example if v is a vector field transversal to N ,
and φ ∈ D
V
(N ,K), then Lvφ 6∈ DV(N ,K) .
If ν ∈ D
V
(N ,K) ⊂ D
V
(M ,K) and s : M → V is an ordinary section, then we also call
ν⊗ s ∈ D
V
(M ,V ) a δ-type density; it depends from s only via the values s takes on N .
Proposition 1.1 Let M be a classical m-dimensional manifold, endowed with a given volume
form η : M → V∗M . Let f : M → R be a differentiable function such that the equation f = 0
characterizes a regular submanifold ι : N →֒M and df never vanishes on N . Then there
exists a unique m−1-form
ω[f ] : N → ∧m−1T∗N
characterized by the following property: for each m−1-form η′ : N → ∧m−1T∗M , such that
η = df ∧ η′ on N , one has 7
ω[f ] = ι∗η′ .
Remark. If c ∈ R \ {0} is a constant, then obviously ω[c f ] = 1c ω[f ] . More generally we can
consider scaled functions and densities. If η : M → U⊗V∗M is a scaled volume form and
f : M → R⊗S is a scaled function, then
ω[f ] : N → U⊗ S−1⊗∧m−1T∗N .
The m−1-form ω[f ] of proposition 1.1 is called a Leray form. The induced generalized
density on M is denoted by the same symbol. In the literature it is often denoted by δf or
δ(f) . This is explained by the following result, which is easily proved by means of adapted
coordinate charts.
Proposition 1.2 If φε is a 1-parameter family of smooth maps R→ R, such that φε → δ0
for ε→ 0 , then
〈ω[f ], u〉 = lim
ε→0
∫
M
(φε ◦ f)u η , u ∈ D◦(M ,K) .
The Heaviside distribution H on R is defined by 〈H, u〉 = ∫ +∞0 u(x) dx for any test function
u ∈ D◦(R,R) , and is related to Leray densities by the following result.
7See e.g. [9], §VI.B.
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Proposition 1.3 If x : M → Rm is a coordinate chart such that f ≡ x1 then
ω[f ] = ∂
∂x1
(H ◦ f) .
Accordingly, if no confusion arises, we may also write ω[f ] = ∂∂f (H ◦ f) .
If U is a real vector space and η is a volume form on it then for u0 ∈ U we write δu0 = δ˘u0 η,
where δ˘u0 is the generalized function which is usually denoted as δ(u− u0). We can also intro-
duce the distribution which in particle physics is denoted by δ(u1+u2+ ···+ur) as the general-
ized function on U r associated with the Leray density ω[f ] , with f(u1 , ··· , ur) = u1+ ···+ur .
1.6 Principal value densities
Let f : M → R and N ⊂M be as in the statement of proposition 1.1. If θ ∈ D
V
(M ,V ) then
θ/f ∈ D
V
(M\N ,V ) is well-defined. In fact for w ∈ D◦(M\N ,V ∗) the support of w/f is
bounded away from N , so that
〈 1f θ,w〉 = 〈θ, 1f w〉 .
It is clear that in general θ/f cannot be extended to a functional acting on all test sections
in D◦(M ,V ∗), but in certain cases it is actually possible to find a natural extension.
For ε > 0 let χε : M → R be the characteristic function of Mε :=
←
f (R\[−ε, ε]). If the
limit
pv(θ/f) := lim
ε→0
(
χε θ/f
)
exists in D
V
(M ,V ) then it is called the (Cauchy) principal value of θ/f .
In particular pv(θ/f) certainly exists if θ is a smooth ordinary density. This fact can be
checked, just for simplicity, when N is contained in the domain X of a coordinate chart (xi)
and f = x1. If u ∈ D◦(X ,V ∗) then
〈 pv(θ/f), u〉 = lim
ε→0
(∫ −ε
−∞
+
∫ +∞
ε
)
dx1
∫
Rm−1
dx2...dxm
θi ui
x1
,
which is easily seen to be finite.8
Note that pv(θ/f), when it exists, is not the unique extension of θ/f , as we can always
add a density whose support is in N . Also, if φ is an arbitrary density whose support is in
N , then pv(φ/f) = 0 . On the other hand pv
(
pv(θ/f)/f
)
is not defined for any smooth θ , as
this would be the limit for ε→ 0 of θ/f2 restricted to Mε , which clearly does not exist.
If f and g define regular submanifolds not intersecting each other, then we have
pv
( f+g
f g θ
) ≡ pv( θf + θg) = pv( θf )+ pv( θg) .
1.7 Division
If θ ∈ D
V
(M ,V ) then the product fθ is well-defined, for any smooth function f : M → R ,
by 〈fθ , u〉 = 〈θ , fu〉 for any u ∈ D◦(M ,V ∗) . If f has no zeroes then θ/f is uniquely well-
defined too. In the more general situation when the divisor vanishes somewhere, we consider
the multiplication equation fξ = θ in the unknown ξ .
8In the 1-dimensional scalar case, for example, set θ(x) = θ0 + x θ1(x), u(x) = u0 + xu1(x) .
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Proposition 1.4 If ξ1 , ξ2 ∈ DV(M ,V ) are solutions of fξ = θ , then their difference is a
solution of the associated homogeneous equation fξ = 0 , and we have
supp(ξ1 − ξ2) ⊂
←
f (0) .
When the divisor vanishes on a regular submanifold we have:
Proposition 1.5 Let f : M → R and N ⊂M be as in the statement of proposition 1.1.
Then for any θ ∈ D
V
(M ,V ) the equation fξ = θ has infinitely many solutions ξ ∈ D
V
(M ,V ) ,
any two solutions differing by an arbitrary element in D
V
(N ,V ) ⊂ D
V
(M ,V ) . In other
terms, the space A of all solutions of the above equation is an affine space, with ‘derived’
vector space DA = D
V
(N ,V ) .
In particular if θ is a smooth ordinary section then pv(θ/f) is a distinguished element in
the space A of the statement of the above proposition. If θ = 0 then pv(θ/f) = 0 and we can
solve a problem of vanishing of product : the generalized densities ξ fulfilling fξ = 0 constitute
exactly the space D
V
(N ,V ) ⊂ D
V
(M ,V ) .
More complicated situations, in the general division problem, arise when the considered
smooth function has zeroes of order greater than 1, or some of its transversal derivatives
vanish on N ≡ ←f (0) .
1.8 Fourier transforms
Throughout this section X will stand for a real vector space of finite dimension m , endowed
with a volume form η . On its dual space X∗ we take the volume form ∗η characterized by
(
∗
η|η) = 1 . We use linear coordinates (xi) : X → Rm such that η = dmx ≡ dx1 ∧ ··· ∧ dxm,
where dxi = xi. Similarly we write
∗
η = dmy ≡ dy1∧ ··· ∧ dym where
(
yi
)
are the dual linear
coordinates on X∗.
Let S◦(X ,C) be the topological vector space of all rapidly decreasing functionsX → C [12,
9]. Since S◦(X,C) contains D◦(X,C) as a dense subspace, its topological dual SV(X ,C) is
a vector subspace of D
V
(X ,C), called the space of complex tempered generalized densities on
X. In particular, any polynomial in the linear coordinates defines a tempered distribution,
and any distribution with compact support is tempered (typically, non-tempered distributions
grow exponentially at infinity). It can be proved that S
V
(X ,C) is closed under derivation. By
considering the given volume form η , we can identify it with the space S(X ,C) of tempered
generalized functions.
For each y ∈X∗ the “plane wave” functions S±y : x 7→ (2π)−m/2 e∓i〈y,x〉 are in S(X ,C),
and it can be seen that if (uk) is a sequence in D◦(X ,C) converging to u ∈ S◦(X) then the
numerical sequences 〈S±y , uk〉 converge. Then we set
〈S±y η, u〉 := lim
k→∞
〈S±y η, uk〉 ,
and obtain maps
F±u : X∗ → C : y 7→ F±u(y) ≡ 〈S±y η, u〉
which turn out to be rapidly decreasing. We obtain continuous linear maps
F± : S◦(X ,C)→ S◦(X∗,C) : u 7→ F±u
which are naturally extended to continuous linear maps S(X,C)→ S(X∗,C) called the
Fourier transform and anti-transform. Taking the fixed volume form η into account, they
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can also be seen as linear maps S
V
(X,C)→ S
V
(X∗,C) . Actually F± turn out to be isomor-
phisms: the above constructions and results also hold if we exchange the roles of X and X∗,
and then one proves that F∓ is the inverse of F±.
If θ is a tempered distribution and u is a test map then
〈F±θ , u〉 = 〈θ , F±u〉 .
We’ll also use the shorthands
θˆ ≡ F+θ , θˇ ≡ F−θ .
If θˆ is an ordinary function then of course θˆ(−y) = θˇ(y) and the like.
If θ = θ˘ dmx is an integrable ordinary density, then for v ∈ S◦(X∗,C) we have
〈F±θ, v〉 = (2π)−m/2
∫
X
∫
X
∗
θ˘(x) v(y) e∓i〈y,x〉 dmxdmy .
We list a few basic properties for the Fourier transform and anti-trasform of any tempered
distribution θ . We have
F±
(
∂
∂xi
θ
)
= ±i yi F∓θ , F±θ¯ = F∓θ ,
where an overbar denotes complex conjugation.
Let now b ∈X and A ∈ EndX be a fixed point and a fixed endomorphism of X, and
consider the affine transformation
Φ : X → X : x 7→ Φ(x) ≡ b+Ax .
Then we have
F±(Φ∗θ)(y) = e∓i〈y,b〉 sgn(detA) (F±θ)(A∗y) ,
and, in particular,
F±
(
θ(x− b))(y) = e∓i〈y,b〉 F±θ(y) , F±(θ(ax))(y) = |a|−m F±θ(y/a) , a ∈ R \ {0} ,
where we used x as a “dummy variable”.
We also note that the Fourier transform and anti-trasform preserve parity symmetry and
antisymmetry, and radial symmetry. Another important result is the following: if θ has
compact support, then θˆ is a smooth slowly increasing function. Moreover (Paley-Wiener
theorem) F±θ can be extended to an analytic map on C⊗X∗. Conversely, the Fourier
transform or anti-trasform of a continuous map fulfilling a suitable bounding condition [9] is
a distribution with compact support.
Finally we note that if V is a complex vector space then the Fourier transform and
antitransform can be immediately generalized to inverse isomorphisms
S
V
(X ,V )
F±←→ S
V
(X∗,V ) .
If θ ∈ S
V
(X,V ) and a basis (bi) of V is chosen, then θˆ = θˆ
i bi , θˇ = θˇ
i bi .
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Partial Fourier transforms
If U is another vector space then it is natural to introduce the partial Fourier transforms and
anti-trasforms by setting
F±
U
: S◦(U×X ,C)→ S◦(U∗×X,C) , F±X : S◦(U×X,C)→ S◦(U×X∗,C) ,
(F±
U
w)(v, x) := (F±wx)(v) , (F±Xw)(u, y) := (Fwu)(y) ,
and extending them to maps acting on temperate distributions via the rules
〈F±
U
θ,w〉 = 〈θ,F±
U
〉 , w ∈ S◦(U ∗×X,C) ,
〈F±
X
θ,w′〉 := 〈θ,F±
X
w′〉 , w′ ∈ S◦(X×Z∗,C) .
In particular we have F+U (λ⊗µ) = λˆ⊗µ and the like. Moreover we have
F±
U×X = F
±
U
◦ F±
X
= F±
U
◦ F±
X
.
Fourier transforms: basic examples
We list a few basic examples. When needed we treat x as a dummy variable. Similar formulas
can be written by exchanging the roles of X and X∗.
We have
F±(δ[b])(y) = (2π)−m/2 e∓i 〈y,b〉 ∗η , b ∈X ,
F±
(
ei 〈α,x〉 η
)
= (2π)m/2 δ[±α] , α ∈X∗ .
The next examples are in X = R = X∗. We’ll deal with the Heaviside step function H,
the sign function sgn and the characteristic function χ[a,b] of a real interval [a, b] , which are
related by the identities (we are not interesed in values at single points)
H(±x) = 12 (1± sgn(x)) , sgn(x) = H(x)− H(−x) ,
χ[a,b](x) = H(x− a)− H(x− b) = 12
(
sgn(x− a)− sgn(x− b)) .
We have
F±
(
pv(1/(x − a)))(y) = ∓i√pi2 e∓iay sgn(y) , (F± sgn)(y) = ∓i
√
2
pi pv(1/y) ,
(F±H)(y) = 1√
2pi
(∓i pv(1/y) + π δ(y)) , (F±χˆ[a,b])(y) = ∓i√2pi (e∓iby − e∓iay) pv(1/y) ,
F±
(
H(ax) · exp(iax))(y) = 1√
2pi
(−i(pv(1/(±y − a)) + π δ[±y − a]) , a ∈ R\{0} ,
F±
(
H(ax) · exp(−iax))(y) = 1√
2pi
(−i(pv(1/(±y + a)) + π δ[±y + a]) , a ∈ R\{0} .
Somewhat related to the two last formulas we also have the physicist’s integral represen-
tation of the Heaviside function: for any a ∈ R we have
± 2πiH(±y) eiay = lim
ε→0+
+∞∫
−∞
eiyx
x− a∓ iε dx =
√
2π lim
ε→0+
F−
( 1
x− a∓ iε
)
(y) ,
± 2πiH(∓y) e−iay = lim
ε→0+
+∞∫
−∞
e−iyx
x− a∓ iε dx =
√
2π lim
ε→0+
F+
( 1
x− a∓ iε
)
(y) .
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1.9 Elementary solutions of field equations
For simplicity we assume a fixed volume form on the base manifold M . Differential oper-
ators D and D′, respectively acting on smooth sections of the vector bundles V ֌M and
V
∗֌M , are said to be mutually distributional adjoint operators if 〈D′σ, s〉 = 〈σ,Ds〉 for
any sections s and σ whenever the integrals are finite (integration is performed via the fixed
volume form).
In practice we deal with polynomial derivation operators of order k ∈ N , namely with
coordinate expressions of the type
(Ds)i =
∑
|A|≤k
cA
i
j ∂
Asj , (D′σ)j =
∑
|A|≤k
c′Aj
i ∂Aσi ,
where A = {A1, ..,Am} denotes multi-indices of order |A| :=
∑
a Aa , cA
i
j , c
′
Aj
i : M → C are
smooth functions, and ∂A ≡ ∂|A|/(∂x1)A1 ..(∂xm)Am . The natural extensions of these oper-
ators to generalized sections maintain the same coordinate expressions. The relation be-
tween the functions cA
i
j and the functions c
′
Aj
i can be found by expressing the condition
〈D′σ, s〉 = 〈σ,Ds〉 in integral form and applying integration by parts to the first-hand side
(boundary terms disappear for test sections). In particular, if the coefficients cA
i
j are con-
stant then we have
c′Aj
i = (−1)|A| cAij .
A couple (D,D′) of mutually distributional adjoint operators also yields operators
D(1) ≡ D′⊗ 1 , D(2) ≡ 1 ⊗D ,
acting on the space of kernels (§1.4)
D
(
M ×M ,V ∗ ⊗
M×M
V
)
= D(M ,V ∗)
⊗D(M ,V ) .
If K = Ki
j dyi(1)⊗ ∂y(2)j is a kernel’s coordinate expression then
D(1)K = c
′
Ai
h ∂A(1)Kh
j dyi(1)⊗∂y(2)j , D(2)K = cAjh ∂A(2)Kih dyi(1)⊗ ∂y(2)j .
Let K be a kernel. For any two test sections s : M → V , σ : M → V ∗. we have the
generalized sections
K⌋σ : M  V ∗ , s⌋K : M  V ,
and simple algebraic arguments then yield
D′(K⌋σ) = (D(1)K)⌋σ , K⌋(D′σ) = (D(2)K)⌋σ ,
D(s⌋K) = s⌋(D(2)K) , (Ds)⌋K = s⌋(D(1)K) .
A left (resp. right) elementary kernel for D′ is defined to be a kernel E such that
E⌋D′σ = σ (resp. D′(E⌋σ) = σ) , ∀ σ ∈ D◦(M ,V ∗) .
Left and right elementary kernels for D are similarly defined in the transpose kernel space.
Proposition 1.6
a) If E is a left elementary kernel for D′ and σ ∈ D◦(M ,V ∗) then there exists at most one
solution ξ : M  V ∗ to the differential equation D′ξ = σ ; if it exists then ξ = E⌋σ .
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b) If E is a right elementary kernel for D′ and σ ∈ D◦(M ,V ∗) then there exists at least one
solution ξ : M  V ∗ to the differential equation D′ξ = σ , given by ξ = E⌋σ .
proof:
a) If D′ξ = σ and (ξn) is a sequence inD◦(M ,V ∗) such that ξn → ξ , Then E⌋D′ξn = ξn → ξ ,
and also E⌋D′ξn → E⌋D′ξ = E⌋σ , so that E⌋σ = ξ.
b) We have D′(E⌋σ) = σ , so that E⌋σ is actually a solution. 
So in general, if there is a left elementary kernel, one has unicity results for the solutions of
differential equations; if there is a right elementary kernel, one has existence results. Hence the
importance of bilateral (both left and right) elementary kernels. If the kernel has regularity
properties then one gets enhanced results, holding not only for ordinary smooth sections with
compact support, but also for distributions with compact support. Note, however, that a
right elementary kernel does not solve completely the existence problem, since in general one
has to suppose that the right hand-side of the equation has compact support.
Let now E be a left semi-regular kernel (§1.4). Then E⌋σ is a smooth ordinary section for
all σ ∈ D◦(M ,V ∗), and one gets a smooth section
ǫ : M → V ∗⊗D
V
(M ,V ) : x 7→ ǫx , 〈ǫx, σ〉 := (E⌋σ)(x) ,
⇒ (E⌋D′σ)(x) = 〈ǫx , D′σ〉 = 〈Dǫx , σ〉 .
If moreover E is a left elementary kernel for D′ then
〈Dǫx , σ〉 = (E⌋D′σ)(x) = σ(x) ⇒ Dǫx = δ[x] ∈ V ∗x ⊗DV(M ,V ) , ∀x ∈M ,
namely ǫx is a so-called elementary solution for D, relative to the point x. Conversely, if ǫx
is an elementary solution relatively for each x ∈M , then E is a left elementary kernel.
Remark. Generally speaking, solutions of the homogeneous field equation Dφ = 0 represent
‘free propagating’ fields, while a possible non-zero right-hand side represents a ‘source’. Thus
an elementary solution represents a field in presence of an ‘elementary’ (point-like) source. In
fundamental field theory there is no fixed source; one rather has interactions between different
fields, each one acting as a source for the other.
2 Special generalized densities on Minkowski spacetime
Propagators and their applications to quantum field theories are most naturally described in
flat Minkowski spacetime with a fixed inertial observer. Though various types of extensions
and generalizations can be devised, here we’ll work in that basic context. So M is assumed
to be an affine 4-dimensional space M whose associated vector space DM of “free vectors”
is endowed with an L2-scaled (§1.1) Lorentz metric g . We have
TM = M ×DM , T∗M = M ×D∗M ,
and denote future and past mass shells as
∗
K
±
m ⊂ D∗M , m ∈ {0} ∪ L−1.
Moreover we have the orthogonal splittings
DM = DM ‖ ⊕DM⊥ , D∗M = (D∗M)‖ ⊕ (D∗M )⊥ ,
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into timelike and spacelike subspaces (i.e. parallel and orthogonal to the observer).
We’ll use orthonormal linear coordinates (xλ) ≡ (x0, x⊥) ≡ (x0, x1, x2, x3) adapted to the
above decomposition of DM , and denote as (pλ) ≡ (p0, p⊥) ≡ (p0, p1, p2, p3) the dual coor-
dinates on D∗M . Note that these are respectively L-scaled and L−1-scaled coordinates.
When the context is clear we simplify our notations by indicating a generic “momentum”
as p ∈ D∗M , and also using that symbol as a “dummy variable”. The standard volume forms
on DM and D∗M can be written as
η = d4x = dx0 ∧dx1 ∧ dx2 ∧ dx3 ≡ dx0 ∧ d3x⊥ ∈ L4⊗∧4D∗M ,
∗
η = d4p = dp0∧ dp1 ∧ dp2 ∧dp3 ≡ dp0 ∧ d3p⊥ ∈ L−4⊗∧4DM .
We’ll also use associated time-spherical coordinates
(
t, r, θ, φ
)
on DM and
(
τ, ρ, ϑ, ϕ
)
on D∗M ,
where τ ≡ p0 and t ≡ x0, whence also
d4x = r2 sin θ dt∧dr∧dθ∧ dφ , d4p = ρ2 sinϑ dτ ∧ dρ∧dϑ∧ dϕ .
We’ll also deal with the quadratic function
g : D∗M → R⊗L−2 : p 7→ g#(p, p) ≡ p2 = p20 − |p⊥|2
associated with the Lorentz metric g# of D∗M .
We’ll use “natural units” (§1.1), so that a mass is an element m ∈ L−1.
2.1 Mass-shell Leray densities
For any given mass m we use the shorthand
Em(p) ≡ (m2 + |p⊥|2)1/2 ∈ L−1 ,
so that an element p ∈ ∗K±m ⊂ D∗M is characterized by
p0 = ±Em(p) ≡ ±Em(p⊥) .
The Leray forms of the functions p 7→ p0∓ Em(p) are L−3-scaled densities on
∗
K
±
m . Seen as
generalized densities on D∗M , with supports in
∗
K
±
m , they can be written as
ω[p0∓ Em] ≡ δ(p0∓ Em) d4p .
Next we introduce the L−2-scaled Leray densities (§1.5)
ω±m ≡ H(±p0)ω[g−m2] =
1
2 p0
ω[p0∓ Em] = ± 1
2 Em
ω[p0∓Em] ,
ǫ±m ≡
1
2π
ω±m =
1
4π p0
ω[p0∓ Em] = ± 1
4π Em
ω[p0∓ Em] = 1
4π p0
δ(p0∓ Em) d4p ,
ω[g−m2] = ω+m + ω−m = 2π (ǫ+m + ǫ−m) .
In particular if u is a test function on D∗M then
〈ω[p0∓ Em], u〉 =
∫
u(±Em, p⊥) d3p⊥ , 〈ω±m , u〉 = ±
∫
d3p⊥
2 Em
u(±Em , p⊥) .
Remark.While the Leray form ω[g−m2] is geometrically well-defined, the other generalized
densities introduced above are observer-dependent.
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The relations between ω[g−m2] and ω[p0∓ Em] can be recovered by observing that
d(p0 ∓ Em)∧ d3p⊥ = d4 p ,
and that since p0 = ±Em on
∗
K
±
m , there we get
d(g#(p, p)−m2)∧ (± 1Em d3p⊥
)
= ± 2Em gλµ pλ dpµ ∧d3p⊥ = ±
2 p0
Em
d4p = 2d4p .
This also implies the coordinate expressions
ω[p0∓Em] = d3p⊥ ,
which must be interpreted as follows: the objects ω[p0∓ Em] , seen as 3-forms on
∗
K
±
m , can
be identified with the spatial volume form d3p⊥ under the diffeomorphisms
∗
K
±
m → (D∗M)⊥
given by the orthogonal projection associated with the chosen observer.
It is not difficult to show, for example by formal integration, that changing the argument’s
sign transforms ω±m into minus one another, namely
ω±m ◦ (−1 ) = −ω∓m , ǫ±m ◦ (−1 ) = −ǫ∓m .
Remark. Usually, in the standard literature, the above generalized densities are not intro-
duced explicitely, but rather one deals with “delta-functions”, that is generalized functions
expressed in terms of the Dirac delta. In the expression ω[p0∓ Em] ≡ δ(p0∓ Em) d4p the mean-
ing of δ(p0∓ Em) is essentially the traditional one, but note that this is an L-scaled generalized
function (the relation between functions and densities on D∗M is determined by the scaled
volume form
∗
η = d4p). On the other hand, the generalized function usually indicated as
δ(p2−m2) deserves some comment. We start from the observation that if a is a non-zero
scalar constant and b ∈ R⊗L−1 , then9
δ(a (τ − b)) = 1|a| δ(τ − b) = sgn(a)a δ(τ − b) .
Next, writing p2−m2 = τ2 − E2m, for any suitable test function u and fixed p⊥ we find
∫
dτ H(±τ) δ(τ2 − E2m)u(τ) =
∫
dτ H(τ) δ
(
(τ − Em) (τ + Em)
)
u(τ) =
1
2 Em
u(Em) .
Accordingly we write
H(±τ) δ(τ2 − E2m) d4p = 12 Em ω[p0∓ Em] = ±ω
±
m
⇒ ω[g−m2] = H(τ)ω+m + H(−τ)ω−m =
=
(
H(τ)− H(−τ)) δ(τ2 − E2m) d4p = sgn(τ) δ(τ2 − E2m) d4p .
9This result can be immediately recovered by making the variable change τ ′ = a τ in the integral∫ +∞
−∞
dt δ(a (τ − b))u(τ ) , and considering the cases a ≶ 0 separately.
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2.2 Fourier transforms of mass-shell Leray densities
The special generalized densities introduced in §2.1 are tempered, namely they are scaled
elements in L−r⊗S
V
(D∗M) where r is either 2 or 3. Taking the orthogonal splitting of D∗M
into account we obtain
S
V
(D∗M) ∼= S
V
((D∗M)‖)
⊗S
V
((D∗M)⊥) ,
so that we have the partial (“spatial” and “temporal”) Fourier transforms
F±⊥ : SV(D
∗
M)→ S
V
((D∗M)‖)
⊗S
V
((DM )⊥) ,
F±‖ : SV(D
∗
M)→ S
V
((DM )‖)
⊗S
V
((D∗M)⊥) .
Note that Fourier transforms of distributions on D∗M are done via the L4-scaled volume form
η = d4x , which affects the scaling of transformed distributions accordingly. Similarly, spatial
transforms are done via the L3-scaled volume form η⊥ = d
3x⊥ .
Lemma 2.1
F+⊥ ǫ
±
m = F
−
⊥ ǫ
±
m =
±H(±τ −m)
(2π)3/2
r sin θ sin(r
√
τ2 −m2) dτ ∧ dr∧ dθ∧ dφ .
proof: If v is a test function on (D∗M)‖ × (DM )⊥ then
F+⊥ v(p0 , p⊥) =
1
(2pi)3/2
∫
d3x⊥ e
−i p⊥x⊥ v(p0 , x⊥) ,
where F⊥ ≡ F+⊥ , whence
4π (2π)3/2 〈F⊥ǫ±m , v〉 = 4π (2π)3/2 〈ǫ±m , F⊥v〉 = (2π)3/2
∫
d3p⊥
±Em F⊥v(±Em , p⊥) =
=
∫
d3p⊥
±Em
(∫
d3x⊥ e
−i p⊥x⊥ v(±Em , x⊥)
)
=
=
∫
d3x⊥
∫
sinϑ dϑ dϕ
∫ ∞
0
ρ2 dρ
±τ e
−i ρ r f v(±τ, x⊥) =
= ±
∫
d3x⊥
∫
dϑ dϕ
∫ ∞
m
dτ
√
τ2 −m2 sinϑ e−i
√
τ2−m2 r f v(±τ, x⊥) ,
where we did the variable change τ = Em ≡
√
m2 + ρ2 and used the shorthand
f ≡ sin θ sinϑ cos(φ− ϕ) + cos θ cosϑ ⇒ p⊥x⊥ ≡ 〈p⊥, x⊥〉 = ρ r f .
Hence we find
F⊥ǫ
±
m = ±
H(±τ −m)√τ2 −m2
4π (2π)3/2
(∫ pi
0
dϑ
∫ 2pi
0
dϕ sinϑ e−i
√
τ2−m2 |x⊥| f
)
dτ ∧ d3x⊥ ,
Now the above integral apparently depends on the spherical angles θ and φ on DM via f .
However ǫ±m are radial, thus F⊥ǫ±m have the same property and we can calculate the integral for
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any fixed value of θ and φ . Choosing θ = 0 we get f = cos ϑ , and doing the variable change
s = − cos ϑ we get
∫ 2pi
0
dϕ
∫ pi
0
dϑ sinϑ e−i
√
τ2−m2 |x⊥| cosϑ = 2π
∫ +1
−1
ds ei
√
τ2−m2 |x⊥| s =
= 4π
sin(
√
τ2 −m2 |x⊥|)√
τ2 −m2 |x⊥|
,
whence we find the stated expression for F⊥ǫ
±
m ≡ F+⊥ ǫ±m . The calculations for F−⊥ ǫ±m are similar,
and we get the same final result. 
In the sequel we’ll be involved with the generalized functions
̥±m (t, r) ≡
+∞∫
−∞
dτ H(τ −m) sin(r
√
τ2 −m2) e∓i τ t ,
which are well-defined as the Fourier transform and anti-transform of a bounded function.
Moreover we’ll use the shorthand
Σ(r, θ, φ) ≡ 1
(2π)3/2
r sin θ dr∧ dθ∧dφ ≡ d
3x⊥
(2π)3/2 |x⊥|
.
Proposition 2.1 We have
F+ǫ+m =
1
(2pi)2 ̥
+
m dt∧Σ , F+ǫ−m = − 1(2pi)2 ̥−m dt∧Σ ,
F−ǫ+m =
1
(2pi)2
̥−m dt∧Σ , F−ǫ−m = − 1(2pi)2 ̥+m dt∧Σ .
proof: If w is a test density on (DM )‖ × (DM )⊥) then using lemma 2.1 we get
〈Fǫ±m , w〉 = 〈F‖F⊥ǫ±m , w〉 = 〈F⊥ǫ±m , F‖w〉 =
=
±1
(2π)2
+∞∫
−∞
dτ H(±τ −m)
∞∫
0
r dr
pi∫
0
sin θ dθ
2pi∫
0
dφ sin(r
√
τ2 −m2)
+∞∫
−∞
dt e−i τ t w(t, r, θ, φ) =
=
1
(2π)2
∞∫
0
r dr
pi∫
0
sin θ dθ
2pi∫
0
dφ
+∞∫
−∞
dτ
(±H(±τ −m)) sin(r√τ2 −m2)
+∞∫
−∞
dt e−i τ t w(t, r, θ, φ) ,
whence the stated expression for F+ǫ+m follows. The other expressions follow from suitable
variable changes. 
Corollary 2.1 We have the identities
F+ǫ+m +F
−ǫ−m = 0 , F
+ǫ−m + F
−ǫ+m = 0 .
Moreover at t = 0 we have
F+ǫ+m
∣∣
t=0
= F−ǫ+m
∣∣
t=0
= −F+ǫ−m
∣∣
t=0
= −F−ǫ−m
∣∣
t=0
.
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We now introduce a further set of generalized densities related to mass-shells, namely
om[++] ≡ lim
ε→0+
d4p
Em (p0 + Em + iε)
, om[+−] ≡ lim
ε→0+
d4p
Em (p0 + Em − iε) ,
om[−+] ≡ lim
ε→0+
d4p
Em (p0 − Em + iε) , om
[−−] ≡ lim
ε→0+
d4p
Em (p0 − Em − iε) .
Denoting Fourier transforms and anti-trasforms respectively by hats and an overchecks we
then find
Lemma 2.2 We have
oˆm[++](t, r, θ, φ) = −2 iH(t)̥−m (t, r) dt∧Σ(r, θ, φ) ,
oˇm[++](t, r, θ, φ) = −2 iH(−t)̥+m (t, r) dt∧Σ(r, θ, φ)
oˆm[−+](t, r, θ, φ) = −2 iH(t)̥+m (t, r) dt∧Σ(r, θ, φ) ,
oˇm[−+](t, r, θ, φ) = −2 iH(−t)̥−m (t, r) dt∧Σ(r, θ, φ) ,
oˆm[+−](t, r, θ, φ) = 2 iH(−t)̥−m (t, r) dt∧Σ(r, θ, φ) ,
oˇm[+−](t, r, θ, φ) = 2 iH(t)̥
+
m (t, r) dt∧Σ(r, θ, φ) ,
oˆm[−−](t, r, θ, φ) = 2 iH(−t)̥+m (t, r) dt∧Σ(r, θ, φ) ,
oˇm[−−](t, r, θ, φ) = 2 iH(t)̥
−
m (t, r) dt∧Σ(r, θ, φ) .
proof: We carry out the explicit calculations for the first identity; the others follow similarly.
We use the same argument about radial symmetry as in the proof of lemma 2.1, and the
integral representations of the Heaviside distribution (§1.8). Doing at at the proper passage
the variable change σ = Em =
√
m2 + ρ2, for any test function u ∈ S◦(DM ) we obtain
〈oˆm[++] , u〉 = 〈om[++] , uˆ〉 =
=
1
(2π)2
+∞∫
−∞
dt
+∞∫
0
r2 dr
pi∫
0
sin θ dθ
2pi∫
0
dφ
+∞∫
−∞
dτ
+∞∫
0
ρ2 dρ
pi∫
0
sinϑ dϑ
2pi∫
0
dϕ
e−iτt e−iρrf
Em (τ + Em + iε)
u(t, r, θ, φ)
ε→0+−−−−→ 1
(2π)2
+∞∫
−∞
dt
+∞∫
0
r2 dr
pi∫
0
sin θ dθ
2pi∫
0
dφ
+∞∫
0
ρ2
Em
dρ 2πi e+iEm t (−H(t))4π
ρr
sin(ρr)u(t, r, θ, φ) =
= −2 i
+∞∫
−∞
H(t) dt
+∞∫
0
r dr
pi∫
0
sin θ dθ
2pi∫
0
dφ u(t, r, θ, φ)
+∞∫
0
dρ
ρ
Em
sin(rρ) e+iEm t =
= −2 i
+∞∫
−∞
H(t) dt
+∞∫
0
r dr
pi∫
0
sin θ dθ
2pi∫
0
dφ u(t, r, θ, φ)
+∞∫
m
dσ sin(r
√
σ2 −m2) e+i σ t =
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= −2 i
+∞∫
−∞
H(t) dt
+∞∫
0
r dr
pi∫
0
sin θ dθ
2pi∫
0
dφ̥−m (t, r)u(t, r, θ, φ) .

Proposition 2.2
2 (2π)2 i ǫ+m = om[−−]− om[−+] ,
2 (2π)2 i ǫ−m = om[++]− om[+−] .
proof: Both identities can be obtained by comparing either the Fourier transforms or the
Fourier anti-trasforms of their two sides, taking proposition 2.1 and lemma 2.2 into account.

Remark. In physics texts, approximate expressions like
1
Em (p0 − Em + iε) −
1
Em (p0 + Em + iε)
ε→0+≈ 1
p2 −m2 + i ε
are commonly used. We note, however, that the right-hand side does not characterize a unique
combination of the generalized densities om[±±] , so we prefer to avoid such shortcuts in order
to keep a fairly systematic approach.
2.3 Mass-shell related principal values
Consider the scaled generalized densities e±m ∈ L−2⊗SV(D∗M) defined by
4π2 〈e+m , v〉 = lim
ε→0+
∫
d3p⊥
( Em−ε∫
−∞
dp0 +
+∞∫
Em+ε
dp0
) v(p0, p⊥)
Em (p0 − Em) ,
4π2 〈e−m , v〉 = lim
ε→0+
∫
d3p⊥
( −Em−ε∫
−∞
dp0 +
+∞∫
−Em+ε
dp0
) v(p0, p⊥)
Em (p0 + Em)
.
Recalling §1.6 we then see that e±m are principal value densities:
4π2 e±m = pv
d4p
Em (p0 ∓ Em) .
Actually, setting σ ≡ p0 ∓ Em we obtain new coordinates
(
σ, ρ, ϑ, ϕ
)
on the future and past
causal cones, with the m-shells characterized by σ = 0 , and we have
4π2 e±m =
1
Em
pv
d4p
σ
= pv
d4p
Em σ
.
Moreover we set
em ≡ e+m − e−m =
1
2π2
pv
d4p
p2 −m2 ,
and note that this is a geometrically well-defined generalized density (while e±m are observer-
dependent). We have the identity e±m(−p) = −e∓m(p) , which also implies that em ≡ e+m − e−m
is symmetric in its argument, as one expects from its above expression as the principal value
of a symmetric density.
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Proposition 2.3 We have
(2π)2 eˆ±m = −i sgn(t)̥±m (t, r) dt∧Σ(r, θ, φ) ,
eˆm = eˇm = i sgn(t) F
−(ǫ+m + ǫ−m) ,
whence also
2 (2π)2 e+m = om[−−] + om[−+] , 2 (2π)
2 e−m = om[+−] + om[++] .
proof: For u ∈ S◦(DM ‖ ×D∗M⊥), using F
(
pv(1/(x − a)))(y) = −i√pi2 e−iay sgn(y) we get
4π2 〈F‖e±m , u〉 = 4π2 〈e±m , F‖u〉 =
= lim
ε→0+
∫
ρ2 sinϑ dρdϑ dϕ
( ±Em−ε∫
−∞
dτ +
+∞∫
±Em+ε
dτ
)+∞∫
−∞
dt
e−i τ t u(t, ρ, ϑ, ϕ)√
2π Em (τ ∓ Em)
=
=
∫
ρ2
Em
sinϑ dρdϑ dϕ
+∞∫
−∞
dt u(t, ρ, ϑ, ϕ) lim
ε→0+
( ±Em−ε∫
−∞
dτ +
+∞∫
±Em+ε
dτ
) e−i τ t√
2π (τ ∓ Em)
=
=
∫
ρ2
Em
sinϑ dρdϑ dϕ
+∞∫
−∞
dt u(t, ρ, ϑ, ϕ)
+∞∫
−∞
dτ
e−i τ t√
2π
pv
1
τ ∓ Em =
= −i
√
π
2
∫
ρ2
Em
sinϑ dρdϑ dϕ
+∞∫
−∞
dt u(t, ρ, ϑ, ϕ) e∓i Emt sgn(t) ⇒
⇒ F‖e±m =
−i
2 (2π)3/2
sgn(t) e∓i Emt
ρ2
Em
sinϑ dt∧dρ∧ dϑ∧dϕ .
Using the variable change τ = Em =
√
m2 + ρ2 and the spherical symmetry argument as in
the proof of lemma 2.1 we find
F⊥
(e∓i Emt
Em
d3p⊥
)
=
d3x⊥
(2π)3/2
∫
ρ2 sinϑ dρdϑ dϕ
e∓i Emt e−i ρ r f
Em
=
=
√
2
pi ̥
±
m (t, r)Σ(r, θ, φ) .
We then get our statement using Fe±m = F⊥F‖e±m , em ≡ e+m − e−m and lemma 2.2. 
Corollary 2.2 Summarising propositions 2.2 and 2.3 we have the relations
2 (2π)2 i ǫ+m = om[−−]− om[−+] , 2 (2π)2 i ǫ−m = om[++]− om[+−] ,
2 (2π)2 e+m = om[−−] + om[−+] , 2 (2π)
2 e−m = om[+−] + om[++] ,
which can be inverted as
om[−−] = (2π)
2 (e+m + i ǫ
+
m) , om[−+] = (2π)
2 (e+m − i ǫ+m) ,
om[+−] = (2π)
2 (e−m − i ǫ−m) , om[++] = (2π)2 (e−m + i ǫ−m) .
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2.4 Elementary solutions of the Klein-Gordon equation
As briefly discussed in the remark concluding §1.9, if D is a differential operator on DM
then one is interested in solutions of the equation Dξ = δ[0], called “elementary solutions” in
relation to the homogeneous equation Dξ = 0 , the general idea being that the solutions of the
latter are “free fields”, while elementary solutions are the buiding blocks of field interactions.
The main point of our discussion is now then that the problem of finding and classifying
elementary solutions can be converted, via Fourier transform, to a problem of division (§1.7).
The Klein-Gordon operator, acting on C-valued distributions in flat spacetime, is the L−2-
scaled operator  +m2, where  ≡ gλµ ∂λ ∂µ is the d’Alembertian (or wave operator). The
elementary solutions of the Klein-Gordon equation are then the generalized densities ξ on
DM fulfilling
( +m2 ) ξ = δ[0] .
By taking the Fourier transform of both members, we see that ξ is an elementary solution if
and only if its Fourier transform ξˆ fulfills
(2π)2 (−g +m2) ξˆ = ∗η ⇔ (2π)2 ξˆ = ∗η/(−g +m2) ,
where g(p) ≡ g#(p, p) ≡ p2. Also, ξ is a solution of the homogeneous equation if and only if
(−g +m2) ξˆ = 0 .
Proposition 2.4
(i) The generalized section −12 eˇm is an elementary solution of the Klein-Gordon equation;
(ii) the generalized sections ǫˇ±m are solutions of the (homogeneous) Klein-Gordon equation.
proof: (i) From the basics about principal values (§1.6) and division (§1.7) we have
∗
η ≡ d4p = (2π)2 (−g +m2) (− 1
4π2
pv
d4p
g −m2
)
= (2π)2 (−g +m2) (−12 em) .
(ii) The vanishing of (−g +m2) ǫ±m follows from general arguments (§1.7), and can also be
directly checked by
ǫ±m =
±1
4π Em
δ(p0 − Em) d4p ⇒ (−g +m2) ǫ±m = ±
−E2m + |p⊥|2 +m2
4π Em
d4p = 0 .

So we can construct elementary solutions by adding to −12 em any linear combination of
ǫ±m and then taking the inverse Fourier transform.10 We’ll be particularly involved with the
combinations ± i2 (ǫ+m ± ǫ−m) .
Proposition 2.5 We have the elementary solutions
− 12 eˇm + i2 (ǫˇ+m + ǫˇ−m) = iH(−t) (ǫˇ+m + ǫˇ−m) ,
− 12 eˇm − i2 (ǫˇ+m + ǫˇ−m) = −iH(t) (ǫˇ+m + ǫˇ−m) ,
− 12 eˇm + i2 (ǫˇ+m − ǫˇ−m) = i
(
H(−t) ǫˇ+m − H(t) ǫˇ−m
)
,
− 12 eˇm − i2 (ǫˇ+m − ǫˇ−m) = i
(
H(−t) ǫˇ−m − H(t) ǫˇ+m
)
.
proof: It follows from the above considerations and the identity eˇm = i sgn(t) (ǫˇ
+
m + ǫˇ
−
m) ,
found in proposition 2.3. 
10More generally, any generalized density on mass-shell determines a solution of the homogeneous equation.
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2.5 Klein-Gordon propagators
Spacetime propagators (also called Green functions) essentially arise as Fourier transforms
and anti-transforms of combinations of the generalized densities em and ǫ
±
m , in relation to
the classification of elementary solutions of the Klein-Gordon equation, and also appear in
the evaluation of quantum field super-commutators. These objects can be seen, via the
distinguished volume form η , as generalized functions on DM . We shall denote them by
symbols of the type Dm , where the square is to be replaced by some label, and by D ≡ D0
in the massless case m = 0 . The corresponding two-point propagators are essentially kernels
on M (§1.9) written as K(x, x′) = D(x′ − x) .
In the literature, propagators are introduced in various slightly different forms as general-
ized integrals, and a precise comparison among these is not always immediate; moreover there
may be differences in basic conventions (see also the remark ending this section).
Considering the integrals
D±m (t, x⊥) ≡ D±m (x) ≡
±1
(2π)3
∫
d3p⊥
2 Em(p⊥)
e∓i (Em(p⊥)t+p⊥x⊥) ,
we observe that D±m are generalized functions which can be respectively seen as the Fourier
transform and anti-transform of the Leray density of the future mass-shell. Indeed these
apparently spatial integrals can be conveniently rewritten as
D±m (x) =
±1
(2π)3
∫
d4p
2 Em(p⊥)
e∓i p x δ
(
p0 − Em(p⊥)
) ⇒
⇒ D±m η = ±F±ǫ+m = ∓F∓ǫ−m = −ǫˇ∓m = +ǫˆ±m .
Moreover we introduce the combinations
Dm ≡ D+m +D−m , D◦m ≡ D+m −D−m .
Using definitions and remarks in §2.1 we can also write
D±m η =
±1
2π
F±
(
H(p0) δ(p
2
0 − E2m)
)
=
±1
(2π)3
∫
d4p e∓i p x H(p0) δ(p20 − E2m) =
=
±1
2π
F∓
(
H(−p0) δ(p20 − E2m)
)
=
±1
(2π)3
∫
d4p e±i p x H(−p0) δ(p20 − E2m) ,
Dm η = 1
(2π)3
∫
d4p e−i p x sgn(p0) δ(p20 − E2m) =
±1
2π
F±ω[g −m2] =
= F+(ǫ+m + ǫ
−
m) = −F−(ǫ+m + ǫ−m) =
1
(2π)2
(
̥+m −̥−m
)
dt∧Σ .
Similarly we find
D◦m η = F+(ǫ+m − ǫ−m) = F−(ǫ−m − ǫ+m) =
1
(2π)2
(
̥+m +̥
−
m
)
dt∧Σ .
We easily check the identities
D+m (−x) = −D−m (x) ⇒


Dm(−x) = −Dm(x) ,
D◦m(−x) = D◦m(x) .
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Moreover from corollary 2.1, or directly from the definition of ̥±m , we also see that at t = 0
we have
D+m (0, x⊥) = −D−m (0, x⊥) ⇒


Dm(0, x⊥) = 0 ,
D◦m(0, x⊥) = 2D+m (0, x⊥) = −2D−m (0, x⊥) .
.
Remark. Since the generalized densities ǫ±m are observer-dependent, so are the generalized
functions D±m ; but their sum Dm is a geometrically well-defined object, as it is the Fourier
transform of the observer-independent Leray form ω[g−m2] . This implies that Dm vanishes
outside the causal cone, that is g(x, x) < 0 ⇒ Dm(x) = 0 .
We also consider the partial derivatives
D±m,λ(x) =
−i
(2π)3
∫
d4p
pλ
2 Em(p⊥)
e∓i p x δ
(
p0 − Em(p⊥)
)
,
and in particular the time derivatives
D±m,0(t, x⊥) ≡ D±m,0(x) =
−i
2 (2π)3
∫
d4p e∓i p x δ
(
p0 − Em(p⊥)
)
=
=
−i
2 (2π)3
∫
d3p⊥ e
∓i (Em(p⊥) t+p⊥x⊥) .
At t = 0 , in particular, we find
D±m,0(0, x⊥) =
−i
2 (2π)3
∫
d3p⊥ e
∓i p⊥x⊥ = − i2 δ(x⊥) ,
whence
Dm,0(0, x⊥) = −i δ(x⊥) , D◦m,0(0, x⊥) = 0 .
Summarizing, the four above introduced generalized functions are related to generalized
densities solutions of the homogeneous Klein-Gordon equation (§2.4) by
D+m η = −ǫˇ−m , D−m η = −ǫˇ+m , Dm η = −(ǫˇ+m + ǫˇ−m
)
, D◦m η = ǫˇ+m − ǫˇ−m .
We obtain elementary solutions (not all possible elementary solutions) by adding any combi-
nation of these to
iD•m η ≡ −12 eˇm = − i2 sgn(t) (ǫˇ+m + ǫˇ−m) .
In particular, we obtain the elementary solutions
iDretm η ≡ (iD•m + i2 Dm) η , iDadvm η ≡ (iD•m − i2 Dm) η , iDFm η ≡ (iD•m + i2 D◦m) η ,
and the identities
1
2 (Dretm +Dadvm ) = D•m , Dretm −Dadvm = Dm ,
Dretm = H(t)Dm , Dadvm = −H(−t)Dm , DFm = H(t)D+m − H(−t)D−m .
The generalized functions Dretm , Dadvm and DFm are usually referred to as the retarded, advanced
and Feynman propagators, respectively. All of them are even.
Remark. There is no uniformity in the literature about the precise notations and conventions
related to the family of generalized functions we denoted by the symbol D. Common choices
are ∆ , D or G. Precise definitions may differ by factors ±i or given in a slightly different
form, and may also depend from other conventions (e.g. the spacetime metric signature).
Physics authors tend to focus on the practical formulas they effectively need rather than on
a systematic treatment. Barut [1] is one text which gives more details; there, the symbols ∆1
and ∆¯ essentially correspond to our D◦ and D•.
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2.6 Massless case and wave equation
2.6.1 Special spacetime densities in the massless case
When m = 0 then Em(p) = |p⊥| and the involved shells are the future and past light cones
∗
K
±
0 ⊂ D∗M . The definitions and results of the previous sections still hold. In particular
ǫ±0 ≡
1
4π p0
ω[p0∓|p⊥|] = ± 1
4π |p⊥| ω[p0∓ |p⊥|] =
1
4π p0
δ(p0∓ |p⊥|) d4p ,
e±0 ≡ pv
( d4p
4π2 |p⊥| (p0 ∓ |p⊥|)
)
, e0 ≡ e+0 − e−0 =
1
2π2
pv
d4p
p2
,
o0[±±] ≡ lim
ε→0+
d4p
|p⊥| (p0 ± |p⊥| ± iε) .
But there are further aspects, since we have 0-mass shells and related generalized densities
in D∗M and in DM as well. The analogous distributions on DM will be denoted by analogous
symbols without any mass label, namely
ǫ± ≡ ±1
4π |x⊥| δ(x
0∓ |x⊥|) d4x ≡ ±1
4π r
δ(t∓ r) d4x = 1
4π x0
δ(t∓ r) d4x ,
e± ≡ pv( d4x
4π2 |x⊥| (x0 ∓ |x⊥|)
) ≡ pv( d4x
4π2 r (t∓ r)
)
, e ≡ e+ − e− = 1
2π2
pv
d4x
g(x, x)
,
o[±±] ≡ lim
ε→0+
d4x
|x⊥| (x0 ± |x⊥| ± iε) .
A further novelty is that form = 0 we can express the generalized functions ̥±0 explicitely:
Lemma 2.3 We have
̥±0 (t, r) = 2π
2 r
[
pv
( 1
4π2 r (t+ r)
− 1
4π2 r (t− r)
)
± i
(δ(t+ r)
4π r
− δ(t− r)
4π r
)]
that is
̥±0 dt∧Σ = 2π2
[
e− − e+ ∓ i (ǫ+ + ǫ−)] ≡ 2π2 [−e∓ i (ǫ+ + ǫ−)] .
proof: Recalling (§1.8) the expressions of F±(H(ax) · exp(±iax)) and using the Euler iden-
tities we get
̥+0 (t, r) =
+∞∫
−∞
dτ H(τ) sin(r |τ |) e−i τ t =
√
2π F
(
H(τ) sin(r τ)
)
=
=
1
2
(
pv
1
t+ r
− pv 1
t− r
)
+
2π
4 i
(δ(t − r)− δ(t + r)) ,
and also obtain ̥−0 (t, r) as ̥
+
0 (−t, r) . The second formula follows immediately from the
definitions of the involved objects, taking r dt∧Σ = d4x into account. 
24 2 SPECIAL GENERALIZED DENSITIES ON MINKOWSKI SPACETIME
In the most important formulas, the generalized densities e± and e±0 always appear in the
combinations (§2.3)
e ≡ e+− e− = 1
2π2
pv
( d4x
g(x, x)
)
, e0 ≡ e+0 − e−0 =
1
2π2
pv
( d4p
g#(p, p)
)
.
Proposition 2.6 We have
ǫˆ±0 = ∓12 e− i2 (ǫ+ + ǫ−) , ǫˇ±0 = ∓12 e+ i2 (ǫ+ + ǫ−) ,
ǫˆ+0 + ǫˆ
−
0 = −i (ǫ+ + ǫ−) , ǫˇ+0 + ǫˇ−0 = +i (ǫ+ + ǫ−) ,
ǫˆ+0 − ǫˆ−0 = −e , ǫˇ+0 − ǫˇ−0 = −e ,
eˆ0 = ǫ
− − ǫ+ , eˇ0 = ǫ− − ǫ+ .
proof: From proposition 2.1 and lemma 2.3 we have
ǫˆ±0 =
±1
(2π)2
̥±0 dt∧Σ = ∓12 e− i2 (ǫ+ + ǫ−) ,
ǫˇ±0 =
±1
(2π)2
̥∓0 dt∧Σ = ∓12 e+ i2 (ǫ+ + ǫ−) .
The other formulas easily follow from these. In particular, the last line is obtained by applying
F∓ to F±(ǫ+− ǫ−) = −e0 , which is the specular form of the demi-last line. 
Remark. We also have the specular identities
ǫˆ± = ∓12 e0 − i2 (ǫ+0 + ǫ−0 ) , ǫˇ± = ∓12 e0 + i2 (ǫ+0 + ǫ−0 ) ,
ǫˆ+ + ǫˆ− = −i (ǫ+0 + ǫ−0 ) , ǫˇ+ + ǫˇ− = +i (ǫ+0 + ǫ−0 ) ,
ǫˆ+ − ǫˆ− = −e0 , ǫˇ+ − ǫˇ− = −e0 ,
eˆ = ǫ−0 − ǫ+0 , eˇ = ǫ−0 − ǫ+0 ,
obtained by exchanging analogous objects in DM and D∗M .
2.6.2 Propagators in the massless case
For m = 0 we deal with solutions and elementary solutions of the wave equation. We simplify
our notation as D± ≡ D±0 , and obtain
D±η = −ǫˇ∓0 = +ǫˆ±0 = ∓12 e− i2 (ǫ+ + ǫ−) .
Moreover we write D ≡ D+ +D−, D◦ ≡ D+ −D−, and obtain the identities
D η = ǫˆ+0 + ǫˆ−0 = −(ǫˇ+0 + ǫˇ−0 ) = −i (ǫ+ + ǫ−) = − 12pi F−ω[g#(p, p)] ,
D◦η = ǫˆ+0 − ǫˆ−0 = ǫˇ+0 − ǫˇ−0 = −e = − 12pi2 pv
η
g(x, x)
.
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Then D±η , D η and D◦η are solutions of the homogeneus wave equation. We also consider
the elementary solutions11
iD•η ≡ −12 eˇ0 ⇒ D•η = i2 eˇ0 = − i2 (ǫ+ − ǫ−) ,
iDretη ≡ (iD• + i2 D) η ⇒ Dretη = −i ǫ+ ,
iDadvη ≡ (iD• − i2 D) η ⇒ Dadvη = i ǫ− ,
iDFη ≡ (iD• + i2 D◦) η ⇒ DFη = −12 e− i2 (ǫ+ − ǫ−) .
and get the identities
1
2 (Dret +Dadv) = D• , Dret −Dadv = D ,
Dret = H(t)D , Dadv = −H(−t)D , DF = H(t)D+ − H(−t)D− ,
D+(−x) = −D−(x) , D(−x) = −D(x) , D◦(−x) = D◦(x) ,
Dret(−x) = Dadv(x) , D•(−x) = D•(x) , DF(−x) = DF(x) .
Finally we observe that, since (§2.1)
1
2π
H(±x0) δ(g(x, x)) η = ±1
4π |x⊥| δ(x0 ∓ |x⊥|) = ±ǫ
± ,
we can also write
Dret(x) = −i
4π |x⊥| δ(x
0 − |x⊥|) = −i H(x
0)
2π
δ(g(x, x)) ,
Dadv(x) = −i
4π |x⊥| δ(x
0 + |x⊥|) = −i H(−x
0)
2π
δ(g(x, x)) ,
D(x) = −i
2π
(
H(x0)− H(−x0)) δ(g(x, x)) = −i
2π
sgn(x0) δ(g(x, x)) .
Remark. The considered solutions and elementary solutions of the wave equation can be writ-
ten as combinations of the special generalized densities e and ǫ± on DM . This semplification
does not occur in the massive case m 6= 0.
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Elementary solutions are meant to describe the field produced by a point-like source, which
in the scalar cases on DM examined so far is situated in {0} ∈ DM . In order to transfer
our description to the affine Minkowski space, we consider the identification M ∼= DM deter-
mined by any choice of x ∈M , so if ξ is an elementary solution we get a kernel of the form
Ξ(x, x′) = ξ(x′−x) .
This procedure can be extended to the case of V -valued fields, where V is a vector
space, by starting from EndV -valued distributions on DM . Then the kernel determined
by such a distribution is EndV -valued too. A point-like source is represented by a couple
(x, v) ∈M × V , and Ξ(x, x′)⌋v is the corresponding field produced by it.
11The fact that iDretη = ǫ+ and iDadvη = −ǫ− are elementary solutions of the wave equation, namely
ǫ± = ±δ , can be calso checked by a direct calculation. See for example Choquet-Bruhat and DeWitt-
Morette [9], §VI.C.5, page 511.
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2.7.1 Elementary solutions of the Weyl equation
Let W be the vector space of Dirac spinors and
γ# : D∗M → L−1⊗ EndW : p 7→ pλγλ
the “contravariant” Dirac map (which is a scaled Clifford map). A right elementary kernel
for i /∇, where /∇ ≡ γλ∇λ is the Dirac operator, is a generalized map E : M ×M  EndW
fulfilling (§1.9)
i /∇(1)E(x, x′) = 1W ⊗ δ(x− x′) .
We look for Ψ ∈ L⊗D(DM ,EndW ) fulfilling i /∇Ψ(x) = 1W ⊗ δ(x) , yielding a right elemen-
tary kernel expressed as E(x, x′) = Ψ(x′ − x) .
Proposition 2.7 Let ξ ∈ L2⊗S(DM ) be an elementary solution of the wave equation. Then
we get an elementary solution Ψ : DM  L⊗S(DM ,EndW ) of the Weyl equation as
Ψˆ = γ#⊗ ξˆ ,
namely
Ψ = −i γ#. ξ ≡ −i γλ⊗∂λξ .
Moreover we have
Ψˇ = −γ#⊗ ξˇ .
proof: Writing Ψˆ(p) = (pµ γ
µ)⊗ ξˆ(p) we have
F+(i /∇Ψ) = −((pλγλ)(pµγµ))⊗ ξˆ(p) = 1W ⊗ (−gλµ pλ pµ ξˆ(p)) = 1
(2π)2
1W ⊗ 1 .
Hence i /∇Ψ⊗ ∗η = (2π)−2 F−(1W ⊗ ∗η) = 1W ⊗ δ[0] . The last formula follows from the expres-
sion of the inverse Fourier transform of a derivative.

Moreover, if ξ is a solution of the homogeneous wave equation then γ#. ξ is obviously
a solution of the homogeneous Weyl equation. If a generalized density which is a solution
or elementary solution of the wave equation is expressed in terms of the propagator D as
ξ ≡ iDη , then
/D = −i γ#.D , F+ /D = γ#⊗F+D , F− /D = −γ#⊗F−D .
In particular we obtain the solutions
/D±η = γ#.(± i2 e− 12 (ǫ+ + ǫ−)) ⇒ F+( /D±η) = −γ#⊗ ǫ∓0 , F−( /D±η) = −γ#⊗ ǫ±0 ,
/D η = −γ#.(ǫ+ + ǫ−) ⇒ F±( /D η) = −γ#⊗ (ǫ+0 + ǫ−0 ) ,
/D◦η = i γ#.e ⇒ F±( /D◦η) = ±γ#⊗ (ǫ+0 − ǫ−0 ) ,
and the elementary solutions i /D•η , i /Dretη , i /Dadvη and i /DFη , where
/D•η = −12 γ#.(ǫ+ − ǫ−) ⇒ F+( /D•η) = −F−( /D•η) = i2 γ#⊗ e0 ,
/Dretη = −γ#.ǫ+ ⇒ F±( /Dretη) = γ#⊗ (± i2 e− 12 (ǫ+ + ǫ−)) ,
/Dadvη = γ#.ǫ− ⇒ F±( /Dretη) = γ#⊗ (± i2 e+ 12 (ǫ+ + ǫ−)) ,
/DFη = γ#.( i2 e− 12 (ǫ+ − ǫ−)) ⇒ F±( /DFη) = ±γ#⊗ ( i2 e0 + 12 (ǫ+0 − ǫ−0 )) .
Finally we observe that these objects fulfill the same algebraic relations as the analogous
solutions of the wave equation.
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2.7.2 Elementary solutions of the Dirac equation
We look for Ψ ∈ L⊗D(DM ,EndW ) fulfilling
i /∇Ψ(x)−mΨ(x) = 1W ⊗ δ(x) , m ∈ L−1 ,
yielding a right elementary kernel expressed as E(x, x′) = Ψ(x′ − x) .
Proposition 2.8 Let ξ ∈ L2⊗S(DM ) be an elementary solution of the Klein-Gordon equa-
tion. Then we get an elementary solution Ψ : DM  L⊗ EndW of the Weyl equation by
setting
Ψˆ = (γ# −m 1W )⊗ ξˆ ,
namely
Ψ = −i γ#. ξ −mξ ≡ (−i γλ⊗ ∂λ −m)ξ .
Moreover we have
Ψˇ = −(γ# +m 1W )⊗ ξˇ .
proof: Writing Ψˆ(p) = (pµ γ
µ −m)⊗ ξˆ(p) we have
F+(i /∇Ψ) = −((pλγλ +m)(pµγµ −m))⊗ ξˆ(p) =
= 1W ⊗
(
(−gλµ pλ pµ +m2) ξˆ(p)
)
=
1
(2π)2
1W ⊗ 1
⇒ (i /∇−m 1W )Ψ⊗ ∗η = F−
(
1
(2pi)2
1W ⊗ ∗η
)
= 1W ⊗ δ[0] .

If ξ is a solution of the homogeneous Klein-Gordon equation then i γ#. ξ +mξ is a solution
of the homogeneous Dirac equation. If a generalized density which is a solution or elemen-
tary solution of the Klein-Gordon equation is expressed in terms of the propagator Dm as
ξ ≡ iDm η , then
/Dm = −(i γ#.+m)Dm , F+ /Dm = (γ# −m)⊗F+Dm , F− /Dm = −(γ# +m)⊗F−Dm .
In particular we obtain the solutions
/D±mη = (i γ#.+m)ǫˇ∓m ⇒ F+( /D±mη) = (−γ# +m)⊗ ǫ∓m ,
/Dm η = (i γ#.+m)(ǫˇ+m + ǫˇ−m) ⇒ F+( /Dm η) = (−γ# +m)⊗ (ǫ+m + ǫ−m) ,
/D◦mη = (i γ#.+m)(ǫˇ−m − ǫˇ+m) ⇒ F+( /Dm η) = (−γ# +m)⊗ (ǫ−m − ǫ+m) ,
and the elementary solutions i /D•mη , i /Dretm η , i /Dadvm η and i /DFmη , where
/D•mη = 12 (γ#.− im) eˇm ⇒ F+( /D•mη) = − i2 (γ#−m)⊗ em ,
/Dretm η = −(i γ#.+m)
(
i
2 eˇm − 12 (ǫˇ+m + ǫˇ−m)
) ⇒
⇒ F+( /Dretm η) = (γ#−m)⊗
(
i
2 e− 12 (ǫ+ + ǫ−)
)
,
/Dadvm η = −(i γ#.+m)
(
i
2 eˇm +
1
2 (ǫˇ
+
m + ǫˇ
−
m)
) ⇒
⇒ F+( /Dadvm η) = (γ#−m)⊗
(
i
2 e+
1
2 (ǫ
+ + ǫ−)
)
,
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/DFmη = −(i γ#.+m)
(
i
2 eˇm +
1
2 (ǫˇ
+
m − ǫˇ−m)
) ⇒
⇒ F+( /DFm η) = (γ#−m)⊗
(
i
2 e0 +
1
2 (ǫ
+
0 − ǫ−0 )
)
.
These objects fulfill the same algebraic relations as the analogous solutions of the Klein-
Gordon equation.
3 Graded commutators of quantum fields
If the fields of a classical theory are sections of a vector bundleE ֌M , then one can consider
a quantized theory in which the fields are sections of a “quantum bundle” E ≡ O⊗E֌M ,
where O is a certain infinite-dimensional Z2-graded algebra (in the case of a gauge field, that
is a connection, one has to “fix a gauge” in order to proceed). One then finds that the graded
commutators of quantum fields evaluated at different spacetime points are strictly related to
the generalized functions examined in §2.
In this section we sketch the basic involved constructions in flat spacetime, and show how
propagators are generated in a generic setting. Applications to gauge theories and discussions
about extension to curved spacetime can be find in previous papers [5, 6, 7].
3.1 Quantum states and operator algebra
If m ∈ L−1 then the future mass-shell Pm ≡
∗
K
+
m ⊂ D∗M can be seen as the space of 4-
momenta of particles of mass m . The classical “internal” particle structure is described
by a vector bundle Z ֌ Pm , either real or complex, which may be not trivial in general.
We’ll be involved with the spaces
Z1◦ ≡ /D◦(Pm,Z) , Z∗1◦ ≡ /D◦(Pm,Z∗) , Z1 ≡ /D(Pm,Z) , Z∗1 ≡ /D(Pm,Z∗)
of Z-valued and Z∗-valued test semi-densities and generalized semi-densities (§1.3). Moreover
for any n ∈ N we set
Zn◦ ≡ ♦nZ1◦ , Z∗n◦ ≡ ♦nZ∗1◦ , Zn ≡ ♦nZ1 , Z∗n ≡ ♦nZ∗1 ,
where ♦ denotes either symmetrized or antisymmetrised tensor product (respectively for
bosons and fermions) and
Z◦ ≡
∞⊕
n=0
Zn◦ , Z
∗
◦ ≡
∞⊕
n=0
Z∗n◦ , Z ≡
∞⊕
n=0
Zn , Z∗ ≡
∞⊕
n=0
Z∗n .
We say that Z and Z∗ are the multi-particle state spaces for a given particle type and
the corresponding antiparticle, respectively. Repeating the above constructions for each one
of many particle types, with masses m′,m′′, . . . and internal bundles Z ′,Z ′′, . . . , we can
assemble all of them into total state spaces
V := Z ′⊗Z ′′⊗ ··· ≡
∞⊕
n=0
Vn , V∗ := Z ′∗⊗Z ′′∗⊗··· ≡
∞⊕
n=0
V∗n ,
where Vn and V∗n, constituted of all elements of tensor rank n , are respectively the spaces
of all states of n particles and anti-particles of any type. Similarly we construct the dense
subspaces V◦ ⊂ V and V∗◦ ⊂ V generated by test semi-densities. Finally we set
Q := V ⊗V∗ , Q◦ := V◦⊗V∗◦ ,
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which are the quantum configuration space and its subspace generated by test semi-densities.
A monomial element φ ∈Q may have fermionic and bosonic tensor factors. We define its
grade ⌊φ⌉ to be the number of its fermionic factors (that is its skew-symmetric tensor algebra
rank). Then we have on Q a natural structure of Z2-graded algebra, as we can define the
“exterior product” of any two elements by doing either symmetrized or skew-symmetrized
tensor products of the appropriate factors,12 and extending it by linearity. Moreover an
obvious extension of the contraction between distributions and test objects yields an “interior
product” (ζ |ψ) between elements ζ ∈ V∗ and ψ ∈ V, well-defined when either factor is a test
object and, actually, well-defined in many more cases though not for any two factors. If
ζ ∈ V∗1 and z ∈ V1 then (ζ | z) ≡ 〈ζ, z〉. Whenever the involved factors have definite grade
and all expressions are well-defined, we get the rules
ψ ♦φ = (−1)⌊φ⌉⌊ψ⌉φ ♦ψ , (ζ ♦ ξ) |ψ = ξ | (ζ |ψ) ,
ζ | (φ ♦ψ) = (ζ |φ) ♦ψ + (−1)⌊z⌉⌊φ⌉ φ ♦ (ζ |ψ) , φ, ψ ∈ V , ζ, ξ ∈ V∗1,
which are essentially the same rules as one has in finite-dimensional exterior algebra.
For ζ ∈ V∗1 and z ∈ V1 we have the linear maps
a[ζ] : V◦ → V◦ : φ 7→ a[ζ]φ ≡ (ζ |φ) , a∗[z] : V◦ → V : φ 7→ a∗[z]φ ≡ z ♦φ ,
respectively called the absorption operator associated with ζ and the emission operator as-
sociated with z. Similarly, we have operators a[z] : V∗◦ → V∗◦ and a∗[ζ] : V∗◦ → V∗, and one
easily checks that a[ζ] and a∗[ζ] are mutually transposed maps.
Let now the grades of a[z] and a∗[ζ] be respectively ⌊z⌉ and ⌊ζ⌉ and define the graded
commutator of any two graded operators as
{[X,Y ]} := X Y − (−1)⌊X⌉⌊Y ⌉Y X .
Then the above algebraic rules yield
{[a[ξ], a[ζ]]} = {[a∗[y], a∗[z]]} = 0 , {[a[ζ], a∗[z]]} = 〈ζ, z〉 1 .
We now observe that the composition a[z] ◦ a∗[ζ] is not a well-defined operation for any z and
ζ, while a∗[ζ] ◦ a[z] is always well-defined. More generally any composition of n emission and
absorption operators, arranged in such a way that all absorption operators stand on the right
of any emission operators, is a well-defined linear operator Q◦ → Q. Let On the vector space
of all linear combinations of such compositions; we can define a product On ×Op → On+p
as composition together with normal reordering, namely we move absorption operators to the
right of emission operators using the rule
a[z] ◦ a∗[ζ] −→ (−1)⌊z⌉ ⌊ζ⌉ a∗[ζ] ◦ a[z] ,
which amounts to modify the above graded commutator as {[a[ζ], a∗[z]]} = 0 . In this way, the
vector space O′ ≡⊕∞n=0On acquires a structure of Z2-graded algebra.
Composition without normal reordering is also considered, but it must be intended in a
generalized sense (§3.2).
12If (say) φ′⊗φ′′, ψ′⊗ψ′′ ∈ Z ′⊗Z ′′ then (φ′⊗φ′′)♦(ψ′⊗ψ′′) = (φ′♦ψ′)⊗ (φ′′♦ψ′′).
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3.2 Generalized bases and basic operators
We use a chosen orthogonal splitting of DM and of D∗M as described at the beginning of §2,
and recall that for any mass m ∈ L−1 one gets a diffeomorphism Pm ∼= (D∗M)⊥. Thus the
pull-back of the spacelike volume form
∗
η⊥ = d
3p⊥ can be viewed as a (scaled) volume form
on Pm , which we denote by the same symbol. It will be often convenient to label momenta
p ∈ Pm by their spatial part p⊥ .
If q ∈ Pm then the Dirac density δ[q] ∈ D(Pm,Z) can be written as δ(p⊥−q⊥) d3p⊥ , where
δ(p⊥−q⊥) is regarded as an L3-scaled generalized function of the variable p . We now introduce
a generalized semi-density
Xq := l
−3/2 δ(p⊥−q⊥)
√
d3p⊥ ,
where the constant l ∈ L is needed in order to get an unscaled object.
Let now
(
bα
)
be a frame of the vector bundle Z ֌ Pm , and consider the set{
Bpα
} ≡ {Xp⊗ bα(p)} ,
which we call a generalized basis of Z1 ≡ /D(Pm,Z) . Indeed, it can be shown13 that the
space of all linear combinations of such elements is dense in Z1. Moreover we indicate the
dual frame of Z∗֌ Pm as
(
bα
)
, and set Xp ≡ Xp . Then we regard the set{
Bpα
} ≡ {Xp⊗ bα(p)}
as the “dual” generalized basis of Z∗1 ≡ /D(Pm,Z∗) . Traditionally, our Bpα would be rather
indicated as |p, α〉. However our conventions yield a handy “generalised index” notation.
Though contraction of any two distributions is not defined in the ordinary sense, we may
write
〈Bp′α′ ,Bpα〉 = δp′p δα
′
α ,
where δp
′
p is the generalised function usually indicated as δ(p′⊥− p⊥) . This is consistent with
“index summation” in a generalised sense: if z ∈ Z1◦ and ζ ∈ Z∗1◦ are test semi-densities, then
we write
z = zpα Bpα , z
pα ≡ zα(p) ≡ 〈Bpα, z〉 ,
ζ = ζpα B
pα , ζpα ≡ ζα(p) ≡ 〈ζ,Bpα〉 ,
〈ζ, z〉 ≡ ζp′α′ zpα 〈Bp′α′ ,Bpα〉 ≡
∫
Pm
ζα(p) z
α(p) d3p⊥ ,
namely we interpret index summation with respect to the continuous variable x as integration,
provided by the chosen volume form. This formalism can be extended to the contraction of
two generalised semi-densities whenever it makes sense.
In particular we write apα ≡ a[Bpα] , a∗pα ≡ a∗[Bpα] , and obtain super-commutation rules
{[
apα, ap
′α′
]}
=
{[
a∗pα, a
∗
p′α′
]}
= 0 ,
{[
apα, a∗p′α′
]}
= δαα′ δ
p
p′ ,
where the latter is to be understood in a generalised sense: for ζ ∈ V∗1◦ , z ∈ V1◦ , we write
a[ζ] = ζpαa
pα, a∗[z] = zpαa∗pα , and
{[
a[ζ], a∗[z]
]}
= ζpα
{[
ζpα a
pα, zp
′α′ a∗p′α′
]}
= ζpα z
p′α′
{[
apα, a∗p′α′
]}
= 〈ζ, z〉 .
13See Schwartz [12], Ch. 3, p. 75.
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3.3 Free quantum fields
As hinted at the beginning of §3, if E ֌M is a classical vector bundle then we can view
E ≡ O⊗E ֌M as the corresponding “quantum bundle”, whose sections are the quantum
fields. There are various issues involved: in particular, the construction of O depends on
the choice of an observer (determining the orthogonal splitting of D∗M), and the possible
extension to curved spacetime is not at all obvious. These questions were discussed to some
extent in previous papers [5, 6]. Eventually one must conclude that such difficulties cannot be
thoroughly and definitely solved in the context of the existing theory. A further complication
is that the fields, in some sectors, may be subjected to contraints of various types. However
we maintain that the setting offered in §3.1 and §3.2 is an adequate starting point for an
outline of essential notions.
We now summarize some points from the previous sections and make a few preliminary
observations. Each “internal” classical bundle Z ֌ Pm, together with its dual (anti-particle)
bundle Z∗֌ Pm, determines a “sector” of the theory under consideration. The basic op-
erators apα and a∗pα are interpreted as absorption and emission of a particle of momentum
p ∈ Pm and internal state bα(p)— in general the frame depends on momentum. Similarly we
have basic operators apα ≡ a[Bpα] and a∗pα ≡ a∗[Bpα] , interpreted as absorption and emission
of an anti-particle of momentum p ∈ Pm and internal state bα(p) .
Next we observe that the above basic operators can be regarded as O-valued generalized
maps on Pm , namely we can write
aα : Pm  O : p 7→ aα(p) ≡ apα
and the like. Furthermore they can be naturally regarded as components of sections
aα bα , a
∗α bα : Pm → O⊗Z , aα bα , a∗α bα : Pm → O⊗Z∗ ,
with aα bα : p 7→ aα(p)⊗ bα(p) and the like.
Since 4-momenta can be labeled by their spatial part p⊥ , we can select the fiber Z0 at
p⊥ = 0 and represent a particle’s internal states as elements in it provided that we avail of
a family of linear isomorphisms K(p) : Z0 → Zp , p ∈ Pm . In the main cases of physical
interest we actually have this; moreover the fibers of Z ֌ Pm are endowed with a scalar
product, either real or Hermitian, and K(p) is unitary. Then we define a free quantum field
as φ ≡ φα bα(0) : DM → O⊗Z0 where
φα(x) ≡ 1
(2π)3/2
∫
d3p⊥√
2 p0
Kαβ (p)
(
e−i 〈p,x〉 aβ(p) + ei 〈p,x〉 a∗β(p)
)
, p0 = Em(p) ,
which, because of the condition p0 = Em(p) ≡ (m2 + p2⊥)1/2, is a combination of a Fourier
transform and a Fourier anti-transform of distributions with support in Pm . Note that in
order to get a field on M one still has to fix a point o ∈M (an “origin”), determining an
identification DM ∼= M . Together with point interactions, free fields can be regarded as
“building blocks” of field dynamics.
Remark. Strictly speaking, φα is valued in the completion of O constituted by equivalence
classes of curves Z : R→ O with the following property: the limit limλ→0[Z(λ)χ] ∈Q exists
in the sense of distributions for all χ ∈Q◦ .
Now we can just replace Z with Z∗ and repeat the same construction in order to obtain
an anti-particle free field φ˜ ≡ φ˜α bα(0) : DM → O⊗Z∗0 . There is one slight complication,
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however: in order to eventually obtain the graded commutator identities expected in quantum
field theory we have to set
φ˜α(x) =
1
(2π)3/2
∫
d3p√
2 p0
←
Kβα (p⊥)
(
±e−i 〈p,x〉 aβ(p⊥) + ei 〈p,x〉 a∗β(p⊥)
)
, p0 = Em(p) ,
where the double sign refers to bosonic and fermionic fields, respectively.
Remark. If Z is complex then a Hermitian scalar product on its fibers determines an isomor-
phism Z∗ ∼= Z, where the latter is the conjugate bundle. Accordingly one can equivalently
introduce the field φ˜ as a construction in terms of Z. On the other hand, in the physics
literature one often deals with an essentially matrix language, in which several details of the
underlying algebraic structure are not made explicit, but we maintain that a few hair-splitting
observations can clarify various issues related to notations and conventions.
Remark. The case of fields related to Dirac fermions is somewhat more complicate as the
internal structure of a particle and its anti-particle are described by mutually orthogonal
sub-bundles of dual bundles [4, 5, 6].
3.4 Propagators from graded commutators
The basic super-commutation rules of emission and absorption operators can be rewritten as
{[aα(p⊥) , a∗β(q⊥)]} = {[aβ(p⊥) , a∗α(q⊥)]} = δαβ δ(p⊥ − q⊥) ,
while other super-commutators vanish, namely
0 = {[aα(p⊥) , aβ(q⊥)]} = {[a∗α(p⊥) , a∗β(q⊥)]} = {[aα(p⊥) , aβ(q⊥)]} = {[a∗α(p⊥) , a∗β(q⊥)]} =
= {[aα(p⊥) , aβ(q⊥)]} = {[a∗α(p⊥) , a∗β(q⊥)]} = {[aα(p⊥) , a∗β(q⊥)]} = {[aα(p⊥) , a∗β(q⊥)]} .
Then, for any two x, x′ ∈ DM we have the vanishing super-commutators
{[
φα(x) , φβ(x′)
]}
=
{[
φα(x) , φβ∗(x′)
]}
=
{[
φα∗(x) , φβ∗(x′)
]}
= 0 ,
{[
φα(x) , φβ,λ(x
′)
]}
=
{[
φα(x) , φβ∗,λ (x
′)
]}
=
{[
φα∗(x) , φβ∗,λ (x
′)
]}
= 0 .
Moreover we find the graded commutators
{[
φα(x) , φ˜β(x
′)
]}
= δαβ Dm(x− x′) ,{[
φα(x) , φ˜β,λ(x
′)
]}
= −δαβ Dm,λ(x− x′) ,{[
φα,λ(x) , φ˜β(x
′)
]}
= δαβ Dm,λ(x− x′) ,
where φ˜α,λ ≡ ∂φ˜α/∂xλ, φα,λ ≡ ∂φα/∂xλ (we’ll show some explicit calculations below). We note
that these expressions depend on the difference x−x′. This is meaningful, as we recall that
in the definitions of φα(x) and φ˜(x) one must have x ∈ DM , so that the choice of a reference
point is needed in order to get fields defined on M . The above graded commutators, however,
turn out to be independent of that choice.
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We are specially interested in equal times graded commutators (x0 = x′0). We get
{[
φα(x) , φ˜β(x
′)
]}
= 0 ,
{[
φα(x) , φ˜β,0(x
′)
]}
= −{[φα,0(x) , φ˜β(x′)]} = −i δαβ δ(x⊥−x′⊥) .
As already observed (§2.5) the fact that Dm is a geometrically well-defined distribution, inde-
pendent of the chosen observer, implies that the above graded commutators vanish whenever
x−x′ lies outside the causal cone in DM . This fact is important because excludes superlu-
minal influences in field propagation.
In the generic field theory that we are considering, the most natural free-field Lagrangian
density has an expression of the type
ℓfree[φ, φ˜] =
(
gλµ φ˜α,λ φ
α
,µ −m2 φ˜α φα
)
d4x
whence we get the “conjugate momenta” Πα = φ˜α,0 and Π
α = φα,0 respectively associated with
φα and φ˜α . We then see that the equal-time graded commutation rules
{[
φα(x) , Πβ(x
′)
]}
= ±i δαβ δ(x⊥−x′⊥) ,{[
φα(x) , φβ(x′)
]}
=
{[
Πα(x) , Πβ(x
′)
]}
= 0 ,
are fulfilled. These are required to hold as an implementation of the principle of correspon-
dence in a Hamiltonian context. Their validity for interacting fields (solutions of the full
field equations with interactions among different sectors) can then be inferred by general ar-
guments based on the form of the dynamics. Note that, in standard expressions written in
terms of field components, the product of field components valued at the same spacetime point
is defined through normal ordering (§3.1), in order to obtain O-valued quantities. Instead,
normal ordering is not assumed in the above rules, which must be intended in a generalized
distributional sense.
Derivation of the graded commutator identities
We show explicit calculations of the graded commutators between fields evalued at different
points. We have
{[
φα(x) , φ˜β(x
′)
]}
=
1
(2π)3
∫
d3p⊥ d
3q⊥√
4 p0 q0
Kαα′(p⊥)
←
Kβ
′
β (q⊥) ·
· {[e−i 〈p,x〉 aα′(p⊥) + e+i 〈p,x〉 a∗α′(p⊥) , ±e−i 〈q,x′〉 aβ′(q⊥) + e+i 〈q,x′〉 a∗β′(q⊥)]} =
=
1
(2π)3
∫
d3p⊥ d
3q⊥√
4 p0 q0
Kαα′(p⊥)
←
Kβ
′
β (q⊥) ·
·
(
±ei (−px−qx′) {[aα′(p⊥) , aβ′(q⊥)]}+ ei (−px+qx′) {[aα′(p⊥) , a∗β′(q⊥)]}+
± ei (px−qx′) {[a∗α′(p⊥) , aβ′(q⊥)]}+ ei (px+qx′) {[a∗α′(p⊥) , a∗β′(q⊥)]}
)
=
=
1
(2π)3
∫
d3p⊥ d
3q⊥√
4 p0 q0
Kαα′(p⊥)
←
Kβ
′
β (q⊥) δ
α′
β′ δ(p⊥ − q⊥)
(
ei (−px+qx
′) − ei (px−qx′)) =
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=
1
(2π)3
δβα
∫
d3p
2 p0
(
ei p (−x+x
′) − ei p (x−x′)) = δαβ (D+m (x− x′) +D−m (x− x′)) .
Next we write down the partial derivatives
φα,λ(x) =
i
(2π)3/2
∫
d3p√
2 p0
pλK
α
β (p⊥)
(
−e−i 〈p,x〉 aβ(p⊥) + ei 〈p,x〉 a∗β(p⊥)
)
,
φ˜α,λ(x) =
i
(2π)3/2
∫
d3p√
2 p0
pλ
←
Kβα (p⊥)
(
∓e−i 〈p,x〉 aβ(p⊥) + e+i 〈p,x〉 a∗β(p⊥)
)
,
and obtain
{[
φα(x) , φ˜β,λ(x
′)
]}
=
i
(2π)3
∫
d3p d3q√
4 p0 q0
pλK
α
α′(p⊥)
←
Kβ
′
β (q⊥) ·
· {[e−i 〈p,x〉 aα′(p⊥) + e+i 〈p,x〉 a∗α′(p⊥) , ∓e−i 〈q,x′〉 aβ′(q⊥) + e+i 〈q,x′〉 a∗β′(q⊥)]} =
=
i
(2π)3
∫
d3p d3q√
4 p0 q0
pλK
α
α′(p⊥)
←
Kβ
′
β (q⊥) ·
·
(
∓ei (−px−qx′) {[aα′(p⊥) , aβ′(q⊥)]}+ ei (−px+qx′) {[aα′(p⊥) , a∗β′(q⊥)]} +
∓ ei (px−qx′) {[a∗α′(p⊥) , aβ′(q⊥)]}+ ei (px+qx′) {[a∗α′(p⊥) , a∗β′(q⊥)]}
)
=
=
i
(2π)3
∫
d3p d3q√
4 p0 q0
pλK
α
α′(p⊥)
←
Kβ
′
β (q⊥) δ
α′
β′ δ(p⊥ − q⊥)
(
ei (−px+qx
′) + ei (px−qx
′)
)
=
=
i
(2π)3
δαβ
∫
d3p
2 p0
pλ
(
ei p (−x+x
′) + ei p (x−x
′)
)
= −δαβ
(D+m,λ(x− x′) +D−m,λ(x− x′)) .
Quite similarly one finds
{[
φα,λ(x) , φ˜β(x
′)
]}
= δαβ
(D+m,λ(x− x′) +D−m,λ(x− x′)) .
4 Conclusions
This paper is part of an effort aiming at a clearer formulation of the fundamental mathematical
concepts underlying quantum field theory, with a particular attention given to the differential
geometric aspects. While most notions presented here can be found elsewhere in the mathe-
matical literature, a focused presentation is not easily found. The physical literature, on the
other hand, tends to introduce mathematical concepts when they are needed, often aimed at
the practical use of formulas rather than at laying a complete framework. Hence we hope that
this paper may fill an actual gap in the existing literature.
Admittedly, here we are not involved with the most advanced concepts used in recent
developments. However we feel that, in general, an attitude towards a more focused treatment
of the underlying notions may help in view of overall clarity in every related topic.
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