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Abstract— Robots can be used to collect environmental data
in regions that are difficult for humans to traverse. However,
limitations remain in the size of region that a robot can directly
observe per unit time. We introduce a method for selecting a
limited number of observation points in a large region, from
which we can predict the state of unobserved points in the
region. We combine a low rank model of a target attribute with
an information-maximizing path planner to predict the state of
the attribute throughout a region. Our approach is agnostic to
the choice of target attribute and robot monitoring platform.
We evaluate our method in simulation on two real-world
environment datasets, each containing observations from one to
two million possible sampling locations. We compare against a
random sampler and four variations of a baseline sampler from
the ecology literature. Our method outperforms the baselines
in terms of average Fisher information gain per samples taken
and performs comparably for average reconstruction error in
most trials.
I. INTRODUCTION
Ecologists and other researchers study environmental fea-
tures by analyzing data regularly collected over an extended
period of time [1–5]. However, exhaustively collecting these
data is expensive, sometimes physically infeasible, and each
individual collection must be completed within a given
timeframe. Robots can be used to automate this process
and reduce the danger to humans, but limitations on robot
actuation, sensing, and battery life prevent robots from
observing every point in a large geographic region within
the required timeframe.
We mitigate these obstacles to autonomous persistent
environment monitoring through a method for sampling a
cost-budgeted set of observation points in a large region.
From these sampled observations, we can predict the state of
an environmental feature for the entire region. Our approach
exploits local structural correlations in environmental mea-
surements over a region to fit a low rank model. This model,
in combination with an information-maximizing planner,
allows us to select a set of observation points for a robot
to sample from. This set is selected such that these samples
minimize the amount of uncertainty about the value of the
observed attribute throughout the region [6]. Further, this
maximization is constrained by a user-provided cost function
and budget.
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In the remainder of this work, we describe the details
of our low rank model and information-maximizing path
planner, and present an evaluation of our approach on real-
world environmental measurement datasets. These datasets
are large (each contains one to two million possible sampling
locations) and measure features of interest to the scientific
community; this evaluation demonstrates the performance of
our technique on a realistic persistent environment monitor-
ing task.
II. RELATED WORK
Persistent monitoring is used to collect long-term data for
study of time-varying environmental attributes [1–4, 7]. This
monitoring can be performed manually or autonomously,
using robot platforms [1, 3–5, 7, 8]. Many approaches
to autonomous persistent monitoring use information-based
planning to select data-collection locations within a large
monitoring region [3, 4, 9, 10].
Information-based path planning problems concern the
maximization of an information measure, subject to con-
straints on robot sensing and motion. An information mea-
sure quantifies the reduction in uncertainty of a probabilistic
value due to a particular observation [6]. Therefore, maximiz-
ing an information measure minimizes the global uncertainty
of the value of the observed attribute. Greedy and sampling-
based path planning algorithms are commonly used to solve
this class of problems. Greedy solutions are performant be-
cause many information measures are submodular [11, 12];
greedy algorithms are known to approximately maximize
submodular functions to within (1− 1e ) of optimal [4, 13–
16]. Classical sampling-based planners can also be adapted
for use in the information-based planning; these planners are
efficient and scale well to large problem instances [17–20].
Our method uses the greedy approach introduced in [21].
The information measure and set of constraints for a
given information-based planning problem are specific to that
problem’s target application. Our work maximizes Fisher in-
formation [22] subject to a maximum path length constraint;
this is similar to problems from the literature [8, 17, 23, 24].
Some approaches explicitly incorporate constraints such
as obstacles, environment perturbations, and robot kinody-
namics into the planning problem [3, 16, 19, 20, 25]. Our
approach frames the planning problem as determining a set
of observation locations and leaves trajectory generation for
a specific robot platform to a lower level controller. This
abstracts our approach from any specific robot platform and
allows greater flexibility in execution.
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the GLRM (arrow [b]), is used by the path planner to form a sampling path (arrow [d]). The robot takes observations along
the path (arrow [e]). The observations are used (arrow [f]), in conjunction with the GLRM (arrow [c]) to predict the states
of the unobserved cells.
In this work we use Fisher information, computed from
a generalized low rank model of the data, to measure the
reduction of uncertainty as a result of taking samples. If we
assume the data are sampled from a Gaussian process, then
the Fisher Information is equal to the log determinant of the
inverse of the covariance matrix [22]. The Gaussian process
assumption is similar to methods used in prior information-
based path planning [3, 4, 9, 10, 26].
There is work on information-directed sampling for low
rank matrix completion for an application in automated
machine learning, but the method does not consider physical
constraints [27].
III. PROBLEM FORMULATION
Let R be a grid-discretized two-dimensional region com-
posed of L cells, or sampling locations. Let p be a
continuous-valued environmental attribute that can be ob-
served at every cell in R. We assume the value of p at every
cell in R is time-varying, but changes relatively slowly with
respect to the sampling frequency. For instance, the hue of
foliage over the northeast region of the Americas in the Fall
can be considered static over the span of a few hours, but
is dynamic over the span of a few days. Therefore, for this
domain, observations taken within a few hours of each other
are considered to be sampled at the same time.
We have a dataset containing a set of snapshots of p in R
for T different times. Each snapshot contains observations
of the value of p in a subset of R. Let C(P ) : P(R)→ R,
where P ⊆ R, be a cost function from a subset of cells in R
to a real value. This function computes the cost of traveling
between a set of cells. Let b ∈ R be a budget corresponding
with C.
We consider the problem of choosing a set of sampling
locations, P ⊆ R such that: (1) C(P ) ≤ b, the cost of P
is within the budget, and (2) the uncertainty about the state
of p over R is minimized after observations are taken for
all cells in P . We maximize Fisher information as a proxy
for minimizing uncertainty. Additionally, we want to predict
the current state of the unobserved cells in R, given, ω, a
recently-sampled set of observations of p in R.
IV. APPROACH
The prior observations are represented as a data matrix
and used to fit a generalized low rank model (GLRM) [28]
composed of matrices X and Y , as shown in Fig. 1, arrow
[a]. The GLRM captures the structure of p both spatially
and temporally and is used to compute Fisher information
for sets of cells in R.
The greedy path planner uses Fisher information (Fig. 1,
arrow [b]), a cost function, and a cost budget to choose a
set of sampling points in R, starting an initial cell (Fig. 1,
arrow [d]). The Fisher information of the sampling points is
within 12 (1−e−1) of optimal, given the constraints, and that
the cost of visiting each point, per the cost function, is within
the provided budget. The robot makes observations along this
path (Fig. 1, arrow [e]) to get ω, a set of observations.
Finally, ω and the GLRM (Fig. 1, arrows [f] and [c]) are
used to predict the states of the unobserved cells in R.
A. Generalized Low Rank Model
We represent the state of the attribute p over R using a
generalized low rank model (GLRM). A GLRM is a vector
model that represents large datasets with missing and noisy
data as a pair of comparatively small, low rank matrices
[28]. The low rank nature of this model means that it can
predict unobserved values given a small number of accurate
observations. In addition, Fisher information, representing
the information of sets of cells as represented by the GLRM,
can be computed using a generalized low rank model [27].
Assume the environmental variable p can be observed at L
locations within R and observations are taken at T different
times. Prior observations of p over R are given as a dataset.
We collect these prior observations in a data matrix, D ∈
RT×L, where the value of Di,j is the value of p observed
at cell i ∈ R at the jth time. Unobserved values over the
T times and L cells are set to arbitrary values in D; their
values do not affect the results. A projection function PΩ is
used to ignore the entries of D corresponding to missing or
unobserved data. Let Ω ⊆ {1, . . . , T} × {1, . . . , L} be the
set of (time, location) tuples representing entries in D that
contain observations. Let PΩ be the projection operator that
ignores the unobserved values in D.
We compute X and Y by minimizing:
‖PΩ(XTY −D)‖2F
with variables X ∈ Rk×T and Y ∈ Rk×L, where k ∈ Z is
the rank of the model. Intuitively, the columns of Y are basis
vectors for a latent space that encodes the spatial structure of
p; each column corresponds to one location in R. Similarly,
the columns of X are basis vectors for a latent space that
encodes the temporal structure of p. The product XTY is
a minimal-error representation of the original data matrix,
including predictions for unobserved points.
B. Path Planner
We use a greedy path planner to choose the set of sampling
locations, given an information measure, and cost function
with a corresponding cost budget. The specific planning
algorithm is introduced by Zhang and Vorobeychik and
maximizes a submodular quantity while respecting a cost
budget [21]. This planner requires a submodular function
I : P(R) → R to maximize and an α-submodular approx-
imate cost function C : P(R) → R with a corresponding
budget value. Each of these functions take a set of cells
and returns a real number. The specific cost and submodular
functions chosen for the monitor application are discussed
in Sections IV-C and IV-D.
The planner selects a set of cells P ⊆ R from a given
initial cell, s. The set P is initialized to contain the initial
position, s, and the k − 1 closest cells to s, where k is the
rank of the GLRM from Section IV-A. The extra cells are
added because Fisher information is a meaningful quantity
only if the number cells is be greater than or equal to the
GLRM’s rank.
At each iteration of the algorithm, the cell that maximizes
the ratio of change in information to the change in cost is
added to the set of sampling locations. Specifically, for each
cell x ∈ R , a set P ′ = P ∪ {x} is formed. If C(P ′) is less
than or equal to the budget, we compute:
∆x =
I(P ′)− I(P )
C(P ′)− C(P ) .
Otherwise, if C(P ′) is greater than the budget, x is not
a valid option and ∆x is set to zero. After iterating through
each cell in the environment, a cell with the maximum value
of ∆x is added to the path P . This process is repeated until
the maximum value of ∆x is zero, that is, there is no cell to
add to P that would respect the cost budget.
The path planner returns P , the set of cells in R where the
robot must take observations of p. The cells in P are treated
as waypoints, that is, the actual trajectory of the robot should
pass through each cell in P , but the robot’s trajectory is left
to a lower level controller.
We use a greedy planning approach because Fisher in-
formation is submodular. Greedy approaches are compu-
tationally fast, simple to implement, and are known to
approximately maximize submodular quantities. Zhang and
Vorobeychik [21] prove that the value of the submodular
function of the cells selected is within 12 (1 − e−1) times
of the maximum value of the submodular function possible
subject to the the cost constraints.
C. Cost Function
The cost function represents the limit on how far the robot
can travel. We use a shortest path cost function and the
nearest neighbor algorithm as the α-submodular approximate
cost function, required by the planner. The nearest neighbor
algorithm is a greedy-approximation for shortest path prob-
lems [29].
Starting with a given point, the algorithm adds points to
the path based on proximity to the current point. That is, at
each time-step, the next point to be traveled to is the one
that is closest to the current point. Given a set of points
P = {v1, . . . , vn}, the nearest neighbor algorithm returns a
travel ordering of these points, starting at v1, the ordering is
notated P ′ = {v′1, . . . , v′n}. The cost of the path is:
C(V ′) =
n−1∑
i=1
d(v′i, v
′
i+1),
where d(a, b) is the Euclidean distance between the points a
and b.
For the planner’s optimality guarantee to hold, as dis-
cussed in Section IV-B, the approximate cost function must
be a ψ(n)-approximation, where n is the number of points
in the set and ψ(n) is some constant real number. A
cost function is a ψ(n)-approximation when it is at most
ψ(n) times greater than the true cost. In addition, the cost
function should be α-submodular. That is, when x,A,B are
minimized and A ⊂ B the quotient
cost(A ∪ x)− cost(A)
cost(B ∪ x)− cost(B)
is equal to α [21]. The nearest neighbor cost function is a
ψ(x)-approximation and α-submodular [29].
D. Submodular Function
Fisher information is used to quantify information for
the planning algorithm. Fisher information is a measure of
relative information in a set of variables that can be computed
directly from models, including the GLRM [22, 27]. By
observing the value of p at the set of cell inR that maximizes
Fisher information, the robot will maximize information gain
in expectation.
Formally, the Fisher information of a set of points, V, is:
I(V ) = log det
(∑
p∈P
YpY
T
p
)
,
where Y is the matrix from the generalized low rank model
as described in Section IV-A and Yp is the column of Y
corresponding to the cell p ∈ R. For the Fisher information
to be a meaningful quantity, the number of points in the
set must be greater than or equal to the number of rows
in Y . Therefore we initialize the set of sampling points to
include the k − 1 nearest cells to the initial cell, where k
is the rank of the GLRM. Fisher information is submodular
because
∑
p∈P YpY
T
p is a positive definite matrix and there-
fore Fisher information compatible with the greedy planning
algorithm [12].
E. Region Completion
After the robot collects observations, the GLRM is used to
predict the unobserved cells of the region. Region completion
allows the robot to predict the full state of the region, without
fully observing it.
Let D,X, Y be as described in Section IV-A, then the
values of the unobserved cells are a linear combination of the
columns of Y , let x be the latent factor needed to determine
the linear weights.
We view the set of observations made as a new row d ∈
RL of D and a new column x ∈ Rk of X . Since the set
of new observations do not cover the region, d has missing
entries. We define the subset of R that was observed as S ⊆
{1, . . . , L}. Define YS ∈ Rk×|S| to collect those columns of
Y corresponding to indices in S. This allows the unobserved
cells to be ignored in the reconstruction process. In order to
estimate x, we minimize x in the following:
‖PS(Y Tx− d)‖2 = ‖Y TS x− dS‖2.
This can be reduced to:
(Y TS YS)
†Y TS dS ,
where A† represents the pseudoinverse of A. Note that the
unobserved values are not included in the objective and
therefore do not affect the solution.
Once x is computed, the values of p for the unobserved
cells are predicted by Y Tx.
V. EVALUATION
We evaluate our planning and prediction approach in
simulation on two environment datasets: Fall Foliage and
Normalized Difference Vegetation Index. For each dataset,
a generalized low rank model is fit using an existing Julia
implementation [28]. Each dataset is evaluated against four
transect baselines and a random sampling baseline. The
performance of the sampling methods are evaluated in terms
of average Fisher information and average reconstruction
error.
A. Fall Foliage Data
The Fall foliage dataset contains visual information about
foliage in the northeast region of North America over the Fall
season. Changes in foliage can be used to monitor changes
in climate [30]. The attribute being monitored is the hue of
the foliage, this value can range from 0 to 360.
The dataset is composed of 186 satellite images of the
northeast region of North America, collected using the
NASA Worldview tool.1 The images were captured in the
RGB color space from September to November over the
course of three years, 2013-2015. The original images were
processed using hue values and canny edge detection [31]
to mask cloud cover and lighting artifacts. The processed
dataset is composed of 298, 1076 by 1629 pixel images, all
containing missing data. In order to monitor the appearance
of the foliage, we covert the images to the HSV color space
and only model and predict the hue of the images.
B. Normalized Difference Vegetation Index Data
The Normalized Difference Vegetation Index (NDVI)
dataset contains NDVI values for the African continent. The
NDVI is a measure of how much vegetation there is in a
region. The value of the NDVI ranges from −1 to 1, where
areas with little to no vegetation are assigned low values
and areas with high amounts of vegetation are assigned high
values. A drop in NDVI can indicate a decline in vegetation
health. Changes in the NDVI can therefore be used to predict
and detect droughts [32].
The NDVI dataset [33] contains 310 grid-discretized daily
NDVI maps collected by NOAA over the course of two
years, 2013 and 2014. While the original dataset contains
NDVI data for all of the continents, we only consider data
from Africa. As a result our dataset consists of set of 1500
by 1400 grids of data. Ocean and lake regions do not have
meaningful NDVI values, and are therefore not considered.
C. Baselines
We compare our sampling method against transect, which
is a common method for sampling in ecology [34], and
random sampling baselines.
Transects are straight-line paths through a region. For our
evaluation, we consider four directions of transect each with
respect to the grid-discretization of the region: up, down, left,
1We acknowledge the use of imagery from the NASA Worldview appli-
cation (worldview.earthdata.nasa.gov), part of the NASA Earth
Observing System Data and Information System (EOSDIS).
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(a) Fisher information for the Fall foliage dataset.
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(b) Reconstruction error for the Fall foliage dataset.
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(c) Fisher information for the NDVI dataset.
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(d) Reconstruction error for the NDVI dataset.
Fig. 2: The average and standard error of Fisher information and mean squared reconstruction error. In each graph higher
plots indicate higher performance.
and right. For each direction of transect, the robot starts at
the initial cell and moves in the given direction through the
region, observing the state of p at each cell it passes through.
The length of the transect path is determined a Euclidean
distance cost budget. In case that the path reaches a boundary
of R before the cost of the path equals the cost budget, the
robot moves orthogonally for one step, and then moves in
the opposite direction for the remainder of the budget.
The random-sampling baseline is a randomly-generated
path through R from a given initial cell. We assume every
cell in R has between three and eight neighboring cells. The
random path is initialized to contain the initial cell, P = [s].
At each step of the process we compute the neighbors of the
most recently added cell in P . If there exists a neighbor that
is not in P , we randomly select one such cell and add it to
P . If all of the neighbors are in P , we randomly select any
neighbor and add it to P . This process is repeated until no
cell can be added to P while preserving the cost budget. The
cost function is the ordered Euclidean distance between the
cells in P .
D. Results
We use an existing Julia implementation [28] to fit a rank
5 GLRM to each dataset, using all but 9 (Fall foliage) or
8 (NDVI) held-out time snapshots. The held-out snapshots
form the test sets used in our evaluation.
We run each sampling method and on both datasets for
ten distinct starting points and four (Fall foliage) or five
(NDVI) different cost budgets, each run is referred to as
a trial. Observations are taken from each snapshot in the
test set at each sampling point generated by the trial. These
observations are used to predict the state of all other points
in the snapshot. For each dataset and cost budget, the
average Fisher information is computed for the sampling
sets produced by the corresponding trials. Reconstruction
error is computed for each prediction. The reconstruction
error is the sum of the mean squared error computed point-
wise between the predicted states and the actual states in
the corresponding test snapshot. The mean squared error is
not computed for points missing in the test snapshot. The
average reconstruction error is computed for each dataset and
cost budget. One trial is performed per condition, with the
exception of the random-sampler trials, which are performed
70 times per condition.
The quality of the predictions is dependent on the number
of points observed, and the missing data present in the Fall
foliage dataset can result in very few observations from
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Fig. 3: The predicted states of the Fall foliage hue on
September 15, 2015 achieved using our method and 5, 50
and 200 samples are shown in the right column. The images
in the left column are error-heat maps. The darker a point
in the heatmap, the greater the difference between the value
predicted at that point and the actual value, as determined
by the complete observation image.
relatively large sampling sets. Therefore trials that resulted
in fewer than 10 observations are excluded from the Fisher
information and reconstruction error computations.
The results of the trials can be seen in Fig. 2, where the
shaded regions represent the standard error. The “complete”
condition shown in Figs. 2b and 2d is the average mean
squared error that occurs when predicting the state of each of
the time snapshots in the test sets. Qualitative reconstruction
results are illustrated in Figs. 3 and 4.
E. Discussion
Our planning method outperforms the baselines in terms
of Fisher information, as can be seen in Figs. 2a and 2c.
However, higher values of Fisher information do not nec-
essarily result in more accurate reconstructions. Figs. 2b
and 2d shows that the reconstruction error for our method is
comparable to that of the baselines for both datasets and most
trials. This is attributed to the fact that Fisher information
is based on the expected value of the variables, and is
not affected by the observed states. That is, points that are
typically good predictors for the global state of the region
may not hold as much information in the test snapshots; this
could be due to missing or outlier data in the test set and
the extent to which the model captures the structure of the
data. Due to the inconsistency between Fisher information
and reconstruction error, we conclude that Fisher information
alone does not capture all information required to produce a
good reconstruction.
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Fig. 4: The predicted states of the NDVI on March 29, 2014
achieved using our method and 5, 50 and 200 samples are
shown in the right column. The images in the left column
are error-heat maps. The darker a point in the heatmap, the
greater the difference between the value predicted at that
point and the actual value, as determined by the complete
observation data.
In order to visually interpret the reconstruction error plots
we show the predictions made by our model, on one test
time, after sampling from the sample set generated by our
method with costs of 5, 50 and 200. The raw reconstructions
are shown in Figs. 3 and 4 as well as heatmaps representing
the difference between the predictions and the original data.
The value of the points in the heatmap images correlate to
the reconstruction error. That is, darker points correspond to
higher reconstruction error.
Since we have chosen to evaluate our method with rank 5
models, at least 5 samples are required to generate predic-
tions. From the 5 sample predictions we observe the structure
contained in the models. That is, with only 5 samples, the
model is able to generate a reasonable prediction of the
region that contains the basic elements that exist across the
dataset. For example, a resonable outline of the land can
be seen in the reconstructions for both datasets. In addition,
in the general trend of lower values near the top of Africa
can be seen. As more samples are added, the predictions
on unseen points becomes more accurate as more sample
specific features are defined. For example, the hue becomes
more green in the Fall foliage prediction and the red regions
of the NDVI prediction become darker. We note that the
predictions generated by our model are far from perfect, we
attribute this to the fact that only 200 points are observed out
of 1, 752, 804 for the Fall foliage regions and 2, 100, 000 for
the NDVI regions.
VI. CONCLUSIONS, LIMITATIONS AND FUTURE WORK
In this paper we have considered the problem of monitor-
ing the state of a region, given a limited sampling budget
and predicting the state of the unobserved portions. To
this end, we have introduced a method for modelling the
region and selecting a set of sampling points, such that the
unobserved values can be predicted. We have shown that our
path planning method outperforms the baselines in terms of
information gain, but not in terms of reconstruction error.
Our qualitative results illustrate that our method can be used
to predict environmental features reasonably well with few
observations.
The GLRM used does not explicitly encode spatial or
temporal correlations in the data, which may be limiting the
accuracy of the predictions. That is, knowledge about the
distance between two sampling points or the current time
cannot be explicitly leveraged during the prediction process.
Future work includes extending this method to incorporate
spatiotemporal locality into the model.
Another limitation of this work is that it assumes the
robot that can perfectly observe the state of each point in
an environment and that both the robot and the environment
exist in a discrete world. Furthermore, we discretize the
map by assigning a single scalar value to a whole region
in the physical environment. For large regions, the problem
of how to produce a single reading that accurately captures
the overall quantity within the region becomes non-trivial.
Furthermore, we cannot guarantee that a robot can travel
between the given sampling points, as robot kinodynamics
are not considered when choosing points. To make this
method practical, future work includes generalizing our
method to work in a continuous world, for robots with
realistic kinodynamics and sensing abilities.
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