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Abstract
We study the existence of positive solutions for the following boundary value problem on infinite
interval for second-order functional differential equations:


x′′(t)−px′(t)− qx(t)+ f (t, xt )= 0, t ∈ [0,∞),
αx(t)− βx′(t)= ξ(t), t ∈ [−τ,0],
limt→∞ x(t)= 0,
and


x′′(t)−px′(t)− qx(t)+ f (t, xt , x′t )= 0, t ∈ [0,∞),
αx(t)− βx′(t)= ξ(t), t ∈ [−τ,0],
limt→∞ x(t)= 0,
where p,α,β  0, α2 + β2 > 0, and q > 0. The fixed point theorem on cone is used.
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In the last twenty years, many authors have paid attention to the research of boundary
value problems for functional differential equations because of its potential applications
(see, for example, [1–4]). Recently, Hong et al. [5] studied the existence of positive solu-
tions for the boundary value problems of a second-order functional differential equation of
the form

y ′′(t)+ f (t, yt )= 0, for t ∈ [0,1],
αy(t)− βy ′(t)= η(t), for t ∈ [−τ,0],
γy(t)+ δy ′(t)= ξ(t), for t ∈ [1,1+ a].
(1.1)
Very recently, Zima [6] studied the existence of positive solutions of boundary value prob-
lems on the half-line for the following second-order differential equations:{
x ′′(t)− k2x(t)+ f (t, x(t))= 0,
x(0)= 0, limt→∞ x(t)= 0, (1.2)
and {
x ′′(t)− k2x(t)+ f (t, x(t), x ′(t))= 0,
x(0)= 0, limt→∞ x(t)= 0, (1.3)
where t ∈ I = [0,∞), k > 0, and f is continuous and a nonnegative function.
It is worth pointing out that the proofs of existence theorems in [5,6] are based on
the Krasnoselskii fixed point theorem on cone expansion and compression of norm type
(see [7]).
In this paper, motivated and inspired by [5,6], we are concerned with the existence of
positive solutions for the following boundary value problem on infinite interval for second-
order functional differential equations:

x ′′(t)− px ′(t)− qx(t)+ f (t, xt )= 0, t ∈ I = [0,∞),
αx(t)− βx ′(t)= ξ(t), t ∈ [−τ,0],
limt→∞ x(t)= 0,
(1.4)
and 

x ′′(t)− px ′(t)− qx(t)+ f (t, xt , x ′t )= 0, t ∈ I,
αx(t)− βx ′(t)= ξ(t), t ∈ [−τ,0],
limt→∞ x(t)= 0,
(1.5)
where p, α, β , and τ are nonnegative constants, α2 + β2 > 0, and q is a positive constant;
f ∈ C(I ×D,I) in (1.4), and f ∈ C(I ×D′ ×D,I) in (1.5); for every t ∈ I , xt ∈D =
C([−τ,0], I ) be defined by xt (θ)= x(t+ θ), θ ∈ [−τ,0]; ξ ∈ C([−τ,0], I ) and ξ(0)= 0.
If xt ∈D′ = C1([−τ,0], I ), then x ′t ∈D, and x ′t (θ)= x ′(t + θ), θ ∈ [−τ,0]. It is known
that D = C([−τ,0], I ) is a Banach space equipped with the norm
‖ψ‖[−τ,0] = sup
θ∈[−τ,0]
∣∣ψ(θ)∣∣, ψ ∈D,
and D′ = C1([−τ,0], I ) is also a Banach space with the norm
‖ψ‖[−τ,0] = sup
{∣∣ψ(θ)∣∣+ ∣∣ψ ′(θ)∣∣}, ψ ∈D′.θ∈[−τ,0]
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the positive solutions existence theorems for (1.4) and (1.5) by using fixed point theorem
in cones.
In obtaining positive solutions of (1.4) and (1.5), the following fixed point theorem in
cones will be fundamental.
Lemma 1.1 [7]. Let K be a cone in a Banach space X. Let Ω be an open bounded subset
of X with ΩK =Ω ∩K = ∅ and Ω¯K = K . Assume that A : Ω¯K → K is a compact map
such that x =Ax for x ∈ ∂ΩK . Then the following results hold:
(1) If ‖Ax‖ ‖x‖ for x ∈ ∂ΩK , then iK(A,ΩK)= 1;
(2) If there exists e ∈ K\{0} such that x = Ax + λe for all x ∈ ∂ΩK and all λ > 0, then
iK(A,ΩK)= 0;
(3) Let U be open in X such that U¯ ⊂ ΩK . If iK(A,ΩK) = 1 and iK(A,UK) = 0,
then A has a fixed point in ΩK\U¯K . The same results holds if iK(A,ΩK) = 0 and
iK(A,UK)= 1.
2. Preliminaries and lemmas
Let ρ : [−τ,∞)→ (0,∞) be a continuous function. Denote by E the Banach space
consisting of all functions x continuous on [−τ,∞) and satisfying
sup
t∈[−τ,∞)
{∣∣x(t)∣∣ρ(t)}<∞,
equipped with the norm
‖x‖ = sup
t∈[−τ,∞)
{∣∣x(t)∣∣ρ(t)}. (2.1)
Recall that the functions x ∈Ω ⊂ E are said to be almost equicontinuous on [−τ,∞) if
they are equicontinuous in each interval [−τ, T ], 0 < T <∞. In E the following com-
pactness criterion holds.
Lemma 2.1 [9]. Let Ω ⊂E. If the functions x ∈Ω are almost equicontinuous on [−τ,∞)
and uniformly bounded in the sense of the norm
‖x‖λ = sup
t∈[−τ,∞)
{∣∣x(t)∣∣λ(t)},
where the function λ is positive and continuous on [−τ,∞) and
lim
t→∞
ρ(t)
λ(t)
= 0,
then Ω is relatively compact in E.
Next, denote by E′ the Banach space of the functions continuously differentiable on
[−τ,∞) and such that
sup
{[∣∣x(t)∣∣+ ∣∣x ′(t)∣∣]ρ(t)}<∞t∈[−τ,∞)
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‖x‖ = sup
t∈[−τ,∞)
{[∣∣x(t)∣∣+ ∣∣x ′(t)∣∣]ρ(t)}. (2.2)
Similar to Lemma 2.1, we have the following compactness criterion in E′.
Lemma 2.2 [10]. Let Ω ⊂ E′. If the functions x ∈ Ω and their derivative are almost
equicontinuous on [−τ,∞) and uniformly bounded with respect to the norm
‖x‖λ = sup
t∈[−τ,∞)
{[∣∣x(t)∣∣+ ∣∣x ′(t)∣∣]λ(t)},
where the function λ is positive and continuous on [−τ,∞) and
lim
t→∞
ρ(t)
λ(t)
= 0,
then Ω is relatively compact in E′.
Now, we consider the following boundary value problem for second-order differential
equations on infinite interval:{−x ′′(t)+ px ′(t)+ qx(t)= σ(t), t ∈ I = [0,∞),
αx(0)− βx ′(0)= 0, limt→∞ x(t)= 0, (2.3)
where σ ∈C(I).
For convenience, let
r1 := p+
√
p2 + 4q
2
, r2 := p−
√
p2 + 4q
2
, (2.4)
and
h := α− βr1
α− βr2 . (2.5)
It is easy to know that r1 > 0, r2 < 0, and h 1.
Lemma 2.3. Let σ ∈ C(I) and ∫∞0 e−r1sσ (s) ds < ∞. Then, x ∈ C2(I) is a solution
of (2.3) if and only if x ∈C1(I) is a solution of the following integral equation:
x(t)=
∞∫
0
G(t, s)σ (s) ds, t ∈ I, (2.6)
where
G(t, s)= 1
r1 − r2
{
er2t (e−r2s − he−r1s), 0 s  t,
e−r1s (er1t − her2t ), 0 t  s. (2.7)
Proof. If x ∈ C2(I) is a solution of (2.3), setting
u(s)= x ′(s)− r1x(s), s ∈ I, (2.8)
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u′(s)− r2u(s)=−σ(s), s ∈ I. (2.9)
Multiplying (2.9) by e−r2s and integrating on [0, t], we get
u(t)= er2t
(
u(0)−
t∫
0
e−r2sσ (s) ds
)
, t ∈ I. (2.10)
Similarly, multiplying (2.8) by e−r1s and integrating on [0, t], we have
x(t)= er1t
(
x(0)+
t∫
0
e−r1su(s) ds
)
, t ∈ I. (2.11)
By (2.8), (2.10), and (2.11), we obtain
x(t)= 1
r1 − r2
[
Aer1t +Ber2t +
t∫
0
(er2(t−s)− er1(t−s))σ (s) ds
]
, t ∈ I, (2.12)
where A= x ′(0)− r2x(0), B = r1x(0)− x ′(0).
Differentiating (2.12) in t , we have
x ′(t)= 1
r1 − r2
[
Ar1e
r1t +Br2er2t +
t∫
0
(r2e
r2(t−s)− r1er1(t−s))σ (s) ds
]
,
t ∈ I. (2.13)
From (2.12), (2.13), and (2.3), we have
αx(0)− βx ′(0)= 1
r1 − r2
[
α(A+B)− β(Ar1 +Br2)
]= 0,
that is
(α − βr1)A+ (α − βr2)B = 0. (2.14)
Since
∫∞
0 e
−r1sσ (s) ds <∞, we have that limt→∞ e−r1t σ (t) = 0. Thus, by the rule of
L’Hospital, we have
lim
t→∞ e
(r2−r1)t
t∫
0
e−r2sσ (s) ds = lim
t→∞
∫ t
0 e
−r2sσ (s) ds
e(r1−r2)t
= lim
t→∞
e−r2t σ (t)
(r1 − r2)e(r1−r2)t = 0. (2.15)
By (2.12), (2.15), and (2.3), we get
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t→∞
x(t)
er1t
= 1
r1 − r2 limt→∞
[
A+Be(r2−r1)t −
t∫
0
e−r1sσ (s) ds
+ e(r2−r1)t
t∫
0
e−r2sσ (s) ds
]
= 1
r1 − r2
(
A−
∞∫
0
e−r1sσ (s) ds
)
= 0,
which implies A = ∫∞0 e−r1sσ (s) ds. From (2.14), we obtain that B = −h ∫∞0 e−r1s ×
σ(s) ds. Hence, substituting the above expression of A and B into (2.12), we get (2.6).
Conversely, if x ∈ C1(I) is a solution of Eq. (2.6), noting that for t ∈ I , (∫∞
t
e−r1s ×
σ(s) ds)′ = −e−r1t σ (t) by the assumption of ∫∞0 e−r1sσ (s) ds <∞, direct differentiation
of (2.6) gives
x ′(t)=
∞∫
0
Gt(t, s)σ (s) ds, t ∈ I, (2.16)
where
Gt(t, s)= 1
r1 − r2
{
r2er2t (e−r2s − he−r1s), 0 s < t,
e−r1s (r1er1t − hr2er2t ), 0 t < s, (2.17)
is the partial derivative of G(t, s) with respect to t .
Furthermore, differentiating (2.16) in t gives
x ′′(t)=
[
1
r1 − r2 r2e
r2t
t∫
0
(e−r2s − he−r1s )σ (s) ds
]′
+
[
1
r1 − r2 (r1e
r1t − hr2er2t )
∞∫
t
e−r1sσ (s) ds
]′
= 1
r1 − r2
[
r2e
r2t (e−r2t − he−r1t )σ (t)+
t∫
0
r22 e
r2t (e−r2s − he−r1s)σ (s) ds
]
+ 1
r1 − r2
[
−(r1er1t − hr2er2t )e−r1t σ (t)
+
∞∫
t
(
r21e
r1t − hr22 er2t
)
e−r1sσ (s) ds
]
=−σ(t)+ 1
r1 − r2
t∫ [
(r1 + r2)r2er2t − r1r2er2t
]
(e−r2s − he−r1s)σ (s) ds0
C. Bai, J. Fang / J. Math. Anal. Appl. 282 (2003) 711–731 717+ 1
r1 − r2
∞∫
t
[
(r1 + r2)(r1er1t − hr2er2t )− r1r2(er1t − her2t )
]
e−r1sσ (s) ds
=−σ(t)+ px ′(t)+ qx(t), ∀t ∈ I.
Hence x ∈ C2(I) and x satisfies (2.3). ✷
Remark 2.1. We call G(t, s) above the Green’s function for the following homogeneous
BVP:{−[x ′′(t)− px ′(t)− qx(t)] = 0, t ∈ I,
αx(0)− βx ′(0)= 0, limt→∞ x(t)= 0.
It is easy to prove that the following lemmas hold, so we omitted the proofs here.
Lemma 2.4. Suppose that G(t, s) is given by (2.7); then we have
(i) G(t, s) 0, ∀t, s ∈ I ;
(ii) G(t, s)e−νt G(s, s)e−r1s for ν  r1, h 0, and t, s ∈ I ;
(iii) G(t, s)mG(s, s)e−r1s for each t ∈ [γ, δ] ⊂ I\{0} and s ∈ I , where m= min{er2δ,
er1γ − her2γ }.
Denote by Gt(s − 0, s) the left-hand side derivative of G(t, s) at (s, s); we have
Lemma 2.5. For t ∈ [γ, δ] ⊂ I\{0}, s ∈ I , and t < s,
(1) If r2 −1, then
(r1 − r2)G(t, s)+Gt(t, s)m1
[
G(s, s)+ ∣∣Gt(s − 0, s)∣∣]e−r1s,
where
m1 = |r2|1+ r1 e
r2δ;
(2) If −1 < r2 < 0, then
G(t, s)+Gt(t, s)m2
[
G(s, s)+ ∣∣Gt(s − 0, s)∣∣]e−r1s,
where
m2 = min
{
1+ r2
1− r2 e
r2δ, er1γ − h1+ r2
1+ r1 e
r2γ
}
.
Lemma 2.6. Let h 0. For t, s ∈ I , t < s, and ν  r1,
(i) If r2 −1, then[
G(s, s)+ ∣∣Gt(s − 0, s)∣∣]e−r1s m3[G(t, s)+ ∣∣Gt(t, s)∣∣]e−νt ,
where m3 = 1/(1+ h);
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G(s, s)+ ∣∣Gt(s − 0, s)∣∣]e−r1s  [G(t, s)+ ∣∣Gt(t, s)∣∣]e−νt .
Lemmas 2.5 and 2.6 also hold if we replaceGt(s−0, s) by the right-hand side derivative
Gt(s + 0, s) and take t > s. Clearly, the constants m, m1, and m2 are less than 1, and
m3  1.
Remark 2.2. If p = 0, q = k2, α = 1, and β = 0, then r1 = k, r2 = −k, h = 1, and the
conclusions of Lemmas 2.4–2.6 reduce to (6)–(13) in [5].
If h 0, then it is easy to know that for each s ∈ I ,
G(s, s) 1
r1 − r2 := l. (2.18)
From (2.17), we obtain for any s > 0 that
∣∣Gt(s − 0, s)∣∣= 1
r1 − r2
(
r1 + h|r2|e(r2−r1)s
)
,
∣∣Gt(s + 0, s)∣∣= |r2|
r1 − r2
(
1− he(r2−r1)s).
Note that r1  |r2|. If h 0, then
min
{∣∣Gt(s + 0, s)∣∣, ∣∣Gt(s − 0, s)∣∣}= |r2|
r1 − r2
(
1− he(r2−r1)s) :=H1(s) (2.19)
and
max
{∣∣Gt(s + 0, s)∣∣, ∣∣Gt(s − 0, s)∣∣}= 1
r1 − r2
(
r1 + h|r2|e(r2−r1)s
) :=H2(s).
(2.20)
If r2 −1, then we can easily check that for h 0 and s > 0,
G(s, s)+H2(s) 1
r1 − r2
(
1+ r1 + h
(|r2| − 1)) := l1. (2.21)
Similarly, if −1 < r2 < 0, then for h 0 and s > 0, we have
G(s, s)+H2(s) 1
r1 − r2 (1+ r1) := l2. (2.22)
3. Existence theorems
Suppose that x(t) is a solution of (1.4), if ∫∞0 e−r1sf (s, xs) ds <∞, then x(t) can be
written by Lemma 2.3 as
x(t)=
{
x(−τ ; t), t ∈ [−τ,0],∫∞
G(t, s)f (s, x ) ds, t ∈ I,0 s
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x(−τ ; t)=
{
e(α/β)t
( 1
β
∫ 0
t
e−(α/β)sξ(s) ds + x(0)), t ∈ [−τ,0], β > 0,
1
α
ξ(t), t ∈ [−τ,0], β = 0.
Throughout this paper we always assume that u(t) is the solution of (1.4) with f ≡ 0.
Clearly, u(t) can be expressed as follows:
u(t)=
{
u(−τ ; t), t ∈ [−τ,0],
0, t ∈ I, (3.1)
where
u(−τ ; t)=
{
1
β
e(α/β)t
∫ 0
t
e−(α/β)sξ(s) ds, t ∈ [−τ,0], β > 0,
1
α
ξ(t), t ∈ [−τ,0], β = 0.
Let x(t) be a solution of (1.4) and y(t)= x(t)− u(t). Noting that y(t)≡ x(t) for t ∈ I ,
if
∫∞
0 e
−r1sf (s, ys + us) ds <∞, then we have
y(t)=
{
y(−τ ; t), t ∈ [−τ,0],∫∞
0 G(t, s)f (s, ys + us) ds, t ∈ I, (3.2)
where
y(−τ ; t)=
{
e(α/β)ty(0), t ∈ [−τ,0], β > 0,
0, t ∈ [−τ,0], β = 0.
In this section, we always assume that h > 0 (that is, βr1 < α). Now we state and prove
our result on positive solutions of (1.4). We will apply proposition in the space E with
ρ(t)= e−µt , where µ> r1 if β = 0, or α/β  µ> r1 if β > 0.
Theorem 3.1. Let h > 0. Suppose that the following assumptions are satisfied:
(H1) f : I ×D→ I is continuous and
f (t,ψ) a(t)+ b(t)‖ψ‖[−τ,0] for (t,ψ) ∈ I ×D,
where a, b : I → I are continuous functions;
(H2) The integrals M1 =
∫∞
0 e
−r1sa(s) ds and M2 =
∫∞
0 e
(µ−r1)sb(s) ds are convergent
and M2 < 1/l (l as in (2.18));
(H3) There exist
R > 0, R <
l(M1 +M2M0)
1− lM2 , or R >
l(M1 +M2M0)
m(1− lM2)
(m as in Lemma 2.4), 0 < γ < δ, such that
f (t,ψ)R
( δ∫
γ
G(s, s)e−r1s ds
)−1
, (t,ψ) ∈ [γ, δ] ×D[mR,(R+M0)eµδ ],
where D[λ1,λ2] = {ψ ∈D: λ1  ‖ψ‖[−τ,0]  λ2} and M0 = ‖u‖ (u as in (3.1)).
Then problem (1.4) has at least one positive solution.
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K =
{
y ∈E: y(t) 0 on [−τ,∞) and min
t∈[γ,δ]y(t)m‖y‖
}
.
It is clear that K is a cone in E. For each y ∈K and s ∈ I , we have
e−µs‖ys + us‖[−τ,0] = e−µs sup
θ∈[−τ,0]
∣∣(ys + us)(θ)∣∣
= e−µs sup
θ∈[−τ,0]
[
y(s + θ)+ u(s + θ)]
 sup
θ∈[−τ,0]
{[
y(s + θ)+ u(s + θ)]e−µ(s+θ)}
 sup
t∈[−τ,∞)
{[
y(t)+ u(t)]e−µt)}= ‖y + u‖ ‖y‖+M0. (3.3)
Thus, from (3.3), (H1), and (H2), for any y ∈K , we have
∞∫
0
e−r1sf (s, ys + us) ds 
∞∫
0
e−r1sa(s) ds +
∞∫
0
e−r1sb(s)‖ys + us‖[−τ,0] ds
=
∞∫
0
e−r1sa(s) ds +
∞∫
0
e(µ−r1)sb(s)e−µs‖ys + us‖[−τ,0] ds

∞∫
0
e−r1sa(s) ds + (‖y‖+M0)
∞∫
0
e(µ−r1)sb(s) ds <∞. (3.4)
By (3.4) and (3.2), we now define the integral operator F as follows:
(Fy)(t) :=
{
(Ay)(t), t ∈ [−τ,0],∫∞
0 G(t, s)f (s, ys + us) ds, t ∈ I,
where
(Ay)(t) :=
{
e(α/β)t
∫∞
0 G(0, s)f (s, ys + us) ds, t ∈ [−τ,0], β > 0,
0, t ∈ [−τ,0], β = 0.
It is easy to know that y is a fixed point of F on K iff x = y + u is a solution of (1.4)
on K . By (H1), Lemma 2.4(ii), (3.3), and (2.18), we get for y ∈K and t ∈ I ,
∣∣(Fy)(t)∣∣e−µt = e−µt
∞∫
0
G(t, s)f (s, ys + us) ds

∞∫
0
e−r1sG(s, s)
[
a(s)+ b(s)‖ys + us‖[−τ,0]
]
ds
 l
∞∫
0
e−r1sa(s) ds + l(‖y‖+M0)
∞∫
0
e(µ−r1)sb(s) ds, (3.5)
which implies ‖Fy‖I = supt∈I {|(Fy)(t)|e−µt }<∞.
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w∈I
{∣∣(Fy)(w)∣∣e−µw}= ‖Fy‖I .
If β > 0, then we obtain for each y ∈K and t ∈ [−τ,0] that
∣∣(Fy)(t)∣∣e−µt = e(α/β−µ)t
∞∫
0
G(0, s)f (s, ys + us) ds

∞∫
0
G(0, s)f (s, ys + us) ds (since µ α/β)
= (Fy)(0)e−µ·0  sup
w∈I
{
(Fy)(w)e−µw
}= ‖Fy‖I .
Thus, for β  0, ‖Fy‖ = supt∈[−τ,∞){|(Fy)(t)|e−µt } = ‖Fy‖I < ∞. So, F maps K
into E. Next, observe that F(K)⊂K . Indeed, from (H1) and Lemma 2.4(i), for y ∈K , we
see that (Fy)(t) 0 on [−τ,∞). Moreover, by Lemma 2.4(ii) and (iii) for any t ∈ [γ, δ]
and s,w ∈ I we obtain
min
t∈[γ,δ](Fy)(t)= mint∈[γ,δ]
{ ∞∫
0
G(t, s)f (s, ys + us) ds
}
m
∞∫
0
G(s, s)e−r1sf (s, ys + us) ds
me−µw
∞∫
0
G(w, s)f (s, ys + us) ds =me−µw(Fy)(w).
Consequently,
min
t∈[γ,δ](Fy)(t)m‖Fy‖I =m‖Fy‖
and we conclude that F :K →K . Fix : = l(M1 +M2M0)/(1− lM2) > 0 and define
Ω: =
{
y ∈K: ‖y‖< :} and UR = {y ∈K: min
t∈[γ,δ]y(t) < mR
}
,
where R > 0. It is easy to check that
y ∈ ∂UR ⇔ min
t∈[γ,δ]y(t)=mR (3.6)
and
UR ⊂ΩR ⊂Ω: if R < : or Ω: ⊂ΩmR ⊂UR if R > :/m. (3.7)
For R > 0, we consider two cases.
722 C. Bai, J. Fang / J. Math. Anal. Appl. 282 (2003) 711–731Case 1: 0<R < :. We have UR ⊂Ω: by (3.7). Let y ∈Ω: . Proceeding analogously to
(3.5) we can prove that the function Fy are uniformly bounded with respect to the norm
‖y‖λ = sup
t∈[−τ,∞)
{∣∣y(t)∣∣e−λt},
where r1 < λ< µ. Similarly to the proof of Theorem 2.1 in [5], we can prove that Fy are
equicontinuous in each interval [−τ, T ], 0 < T <∞. That is, Fy are almost equicontinu-
ous on [−τ,∞). Thus, by Lemma 2.1, F is completely continuous on Ω¯: . If y ∈ ∂Ω: then
from (3.5),
e−µt (Fy)(t) l
(
M1 +M2(: +M0)
)= :, t ∈ I,
hence ‖Fy‖ ‖y‖. By Lemma 1.1(1), we have that iK(F,Ω:)= 1. Next, let e(t)≡ 1 for
t ∈ [−τ,∞). We claim that
y = Fy + λe, y ∈ ∂UR, λ > 0.
In fact, if not, there exist z ∈ ∂UR and λ0 > 0 such that
z= Fz+ λ0e. (3.8)
For z ∈ ∂UR and s ∈ [γ, δ], we get by (3.6) that
‖zs + us‖[−τ,0] = sup
θ∈[−τ,0]
{
z(s + θ)+ u(s + θ)}
 sup
θ∈[−τ,0]
z(s + θ) (since u(t) 0 for t ∈ [−τ,∞))
 z(s) min
t∈[γ,δ]z(t)=mR
and
‖zs + us‖[−τ,0] = sup
θ∈[−τ,0]
{
z(s + θ)+ u(s + θ)} sup
t∈[γ−τ,δ]
{
z(t)+ u(t)}
= sup
t∈[γ−τ,δ]
{∣∣z(t)+ u(t)∣∣e−µteµt} eµδ‖z+ u‖ (R +M0)eµδ.
Thus, zs + us ∈D[mR,(R+M0)eµδ]. By (3.8), Lemma 2.4(iii), and (H3), for t ∈ [γ, δ],
z(t)= (Fz)(t)+ λ0 =
∞∫
0
G(t, s)f (s, zs + us) ds + λ0
m
∞∫
0
G(s, s)e−r1sf (s, zs + us) ds + λ0
m
δ∫
γ
G(s, s)e−r1sf (s, zs + us) ds + λ0
m
δ∫
G(s, s)e−r1s
( δ∫
G(w,w)e−r1w dw
)−1
Rds + λ0 =mR+ λ0.γ γ
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follows that iK(F,UR)= 0. By Lemma 1.1(3) the operator F has at least one fixed point y
in the set Ω¯:\UR , which means that problem (1.4) has a positive solution x = y + u.
Case 2: R > :/m. By (3.7), we have Ω: ⊂ UR . Then following verbatim the proof to
Case 1, we obtain that problem (1.4) has a positive solution x = y + u, where y ∈ U¯R\Ω: .
The proof of Theorem 3.1 is complete. ✷
Consider the following continuous function:
g(t)= lM2(t +M0)η − t + lM1, t  0, (3.9)
where l,M1,M0 are as in Theorem 3.1, M2 =
∫∞
0 e
(µη−r1)sb(s) ds, and η > 0. Letting
g′(t)= 0, we have t = c∗, where
c∗ = (lM2η)1/(1−η) −M0. (3.10)
For η > 0, there are two cases.
Case (i): 0 < η < 1. In this case, g′′(t) = lM2η(η − 1)(t + M0)η−2 < 0 for t > 0,
that is g is strictly concave on (0,∞). Thus, by g(0) > 0 and limt→∞ g(t) =−∞ (since
0 < η < 1), we get that there exists a zero point c1 > 0 of g, which implies
lM2(c1 +M0)η + lM1 = c1, 0 < η < 1 and c1 > 0. (3.11)
Case (ii): η > 1. In this case, g′′(t) = lM2η(η − 1)(t +M0)η−2 > 0 for t > 0, which
implies g is strictly convex on (0,∞). By g(0) > 0, it is easy to prove that if c∗ > 0 and
g(c∗) 0, then there exists a zero point 0 < c2  c∗ of g, that is
lM2(c2 +M0)η + lM1 = c2, 0 < c2  c∗ and η > 1. (3.12)
By Theorem 3.1, (3.11), and (3.12), we have
Theorem 3.2. Let h > 0. Suppose that assumption (H3) is satisfied with 0 < R < c1 or
R > c1/m (c1 as in (3.11)) and
(H4) f : I ×D→ I is continuous and
f (t,ψ) a(t)+ b(t)‖ψ‖η[−τ,0] for (t,ψ) ∈ I ×D,
where a, b : I → I are continuous functions, and 0 < η < 1;
(H5) The integrals M1 =
∫∞
0 e
−r1sa(s) ds and M2 =
∫∞
0 e
(µη−r1)sb(s) ds are convergent.
Then problem (1.4) has at least one positive solution.
Theorem 3.3. Let h > 0. Assume that c∗ > 0 and g(c∗)  0 (c∗ and g as in (3.10) and
(3.9), respectively). Suppose that (H5) holds. Moreover, suppose that assumption (H3) is
satisfied with 0 <R < c2 or R > c2/m (c2 as in (3.12)), and assumption (H4) is satisfied
with η > 1. Then problem (1.4) has at least one positive solution.
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notice that (3.5) in the proofs of Theorems 3.2 and 3.3 reduce to
∣∣(Fy)(t)∣∣e−µt  l
∞∫
0
e−r1sa(s) ds + l(‖y‖+M0)η
∞∫
0
e(µη−r1)sb(s) ds,
and use (3.11) and (3.12), respectively.
In the following, we always assume β > 0. Now, we study the existence of positive
solutions of problem (1.5) in the space E′ with ρ(t) = e−µt , where α/β  µ > r1. First,
consider the case r2 −1.
Theorem 3.4. Let h > 0, β > 0, and r2 −1. Suppose that
(H6) f : I ×D′ ×D→ I is continuous and
f (t,ψ,φ) a(t)+ b(t)(‖ψ‖[−τ,0] + ‖φ‖[−τ,0])
for (t,ψ,φ) ∈ I ×D′ ×D, where a, b : I → I are continuous functions satisfying
(H2) with M2 <m3/(2l1);
(H7) There exist
R > 0, R <
l1(M1 + 2M2M0)
m3 − 2l1M2 , or R >
l1(M1 + 2M2M0)
m1m3(m3 − 2l1M2) ,
0 < γ < δ, such that
f (t,ψ,φ)m3R
( δ∫
γ
[
G(s, s)+H1(s)
]
e−r1s ds
)−1
for t ∈ [γ, δ] and (ψ,φ) ∈D?, where H1(s) is given by (2.19), l1 is as in (2.21), M1
and M2 are as in Theorem 3.1, m1 and m3 are given by Lemmas 2.5 and 2.6, respec-
tively, M0 = ‖u‖ = supt∈[−τ,∞){[|u(t)| + |u′(t)|]e−µt } and M ′0 = supt∈[−τ,∞) |u′(t)|
(u as in (3.1)), and
D? =
{
(ψ,φ) ∈D′ ×D : (r1 − r2)‖ψ‖[−τ,0] + ‖φ‖[−τ,0] m1m3R−M ′0
and ‖ψ‖[−τ,0] + ‖φ‖[−τ,0]  2(R+M0)eµδ
}
.
Then problem (1.5) has at least one positive solution.
Proof. Consider the space E′ and its subset
K ′ =
{
y ∈E′: y(t) 0 on [−τ,∞)
and min
t∈[γ,δ]
[
(r1 − r2)y(t)+ y ′(t)
]
m1m3‖y‖
}
.
It is easy to check that K ′ is a cone in E′. For y ∈K ′ and s ∈ I , we have
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(‖ys + us‖[−τ,0] + ‖y ′s + u′s‖[−τ,0])
= e−µs
[
sup
θ∈[−τ,0]
{∣∣(ys + us)(θ)∣∣+ ∣∣(y ′s + u′s)(θ)∣∣}+ sup
θ∈[−τ,0]
∣∣(y ′s + u′s)(θ)∣∣]
 2e−µs sup
θ∈[−τ,0]
{∣∣(ys + us)(θ)∣∣+ ∣∣(y ′s + u′s)(θ)∣∣}
 2 sup
θ∈[−τ,0]
{[∣∣y(s + θ)+ u(s + θ)∣∣+ ∣∣y ′(s + θ)+ u′(s + θ)∣∣]e−µ(s+θ)}
 2 sup
t∈[−τ,∞)
{[∣∣y(t)+ u(t)∣∣+ ∣∣y ′(t)+ u′(t)∣∣]e−µt}
 2 sup
t∈[−τ,∞)
{[(∣∣y(t)∣∣+ ∣∣y ′(t)∣∣)+ (∣∣u(t)∣∣+ ∣∣u′(t)∣∣)]e−µt}
 2 sup
t∈[−τ,∞)
{[∣∣y(t)∣∣+ ∣∣y ′(t)∣∣]e−µt}+ 2 sup
t∈[−τ,∞)
{[∣∣u(t)∣∣+ ∣∣u′(t)∣∣]e−µt}
= 2(‖y‖ +M0), (3.13)
where M0 = ‖u‖. Similarly to the proof of (3.4), we get by (3.13) and (H6) that
∞∫
0
e−r1sf (s, ys + us, y ′s + u′s) ds <∞. (3.14)
By (3.2) and (3.14), similarly to the definition of operator F in Theorem 3.1, we now
define the operator F for β > 0 as follows:
(Fy)(t) :=
{
e(α/β)t
∫∞
0 G(0, s)f (s, ys + us, y ′s + u′s) ds, t ∈ [−τ,0],∫∞
0 G(t, s)f (s, ys + us, y ′s + u′s) ds, t ∈ I.
It is easy to know that y is a fixed point of F on K ′ iff x = y + u is a solution of (1.5)
on K ′. Since
(Fy)′(t) :=
{
α
β
e(α/β)t
∫∞
0 G(0, s)f (s, ys + us, y ′s + u′s) ds, t < 0,∫∞
0 Gt(t, s)f (s, ys + us, y ′s + u′s ) ds, t > 0,
where Gt(t, s) is as in (2.17), we have
(Fy)′+(0)=
∞∫
0
Gt(0, s)f (s, ys + us, y ′s + u′s ) ds
= r1 − hr2
r1 − r2
∞∫
0
e−r1sf (s, ys + us, y ′s + u′s) ds
and
(Fy)′−(0)=
α(1− h)
β(r1 − r2)
∞∫
e−r1sf (s, ys + us, y ′s + u′s ) ds.0
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α
β
(1− h)= r1 − hr2.
Thus, (Fy)′+(0)= (Fy)′−(0), which implies Fy ∈ C′([−τ,∞), I ).
By (H6), Lemma 2.6(i), (3.13), (2.20), and (2.21), for y ∈K ′ and t ∈ I , we get[∣∣(Fy)(t)∣∣+ ∣∣(Fy)′(t)∣∣]e−µt
= e−µt
∞∫
0
[
G(t, s)+ ∣∣Gt(t, s)∣∣]f (s, ys + us, y ′s + u′s ) ds
 1
m3
[ t∫
0
[
G(s, s)+ ∣∣Gt(s + 0, s)∣∣]e−r1sf (s, ys + us, y ′s + u′s ) ds
+
∞∫
t
[
G(s, s)+ ∣∣Gt(s − 0, s)∣∣]e−r1sf (s, ys + us, y ′s + u′s ) ds
]
 1
m3
∞∫
0
[
G(s, s)+H2(s)
]
e−r1sf (s, ys + us, y ′s + u′s) ds
 l1
m3
∞∫
0
e−r1s
[
a(s)+ b(s)(‖ys + us‖[−τ,0] + ‖y ′s + u′s‖[−τ,0])]ds
 l1
m3
∞∫
0
e−r1sa(s) ds + 2l1
m3
(‖y‖ +M0)
∞∫
0
e(µ−r1)sb(s) ds, (3.15)
which implies ‖Fy‖I = supt∈I {[|(Fy)(t)| + |(Fy)′(t)|]e−µt }<∞.
For each y ∈K ′ and t ∈ [−τ,0], we obtain by µ α/β that[∣∣(Fy)(t)∣∣+ ∣∣(Fy)′(t)∣∣]e−µt
= e(α/β−µ)t
(
1+ α
β
) ∞∫
0
G(0, s)f (s, ys + us, y ′s + u′s) ds
= e(α/β−µ)t[∣∣(Fy)(0)∣∣+ ∣∣(Fy)′(0)∣∣]

∣∣(Fy)(0)∣∣+ ∣∣(Fy)′(0)∣∣= [∣∣(Fy)(0)∣∣+ ∣∣(Fy)′(0)∣∣]e−µ·0
 sup
w∈I
{[∣∣(Fy)(w)∣∣+ ∣∣(Fy)′(w)∣∣]e−µw}= ‖Fy‖I .
Hence, ‖Fy‖ = ‖Fy‖I <∞. So, F maps K ′ into E′.
Now, we will show that F(K ′)⊂K ′. If y ∈K ′, then in view of (H6) and Lemma 2.4(i),
(Fy)(t) 0 for t ∈ [−τ,∞). Furthermore, by Lemma 2.5(1) and Lemma 2.6(i) we get for
any t ∈ [γ, δ] and s,w ∈ I ,
C. Bai, J. Fang / J. Math. Anal. Appl. 282 (2003) 711–731 727(r1 − r2)(Fy)(t)+ (Fy)′(t)
=
∞∫
0
[
(r1 − r2)G(t, s)+Gt(t, s)
]
f (s, ys + us, y ′s + u′s ) ds
m1
[ t∫
0
[
G(s, s)+ ∣∣Gt(s + 0, s)∣∣]e−r1sf (s, ys + us, y ′s + u′s) ds
+
∞∫
t
[
G(s, s)+ ∣∣Gt(s − 0, s)∣∣]e−r1sf (s, ys + us, y ′s + u′s ) ds
]
m1m3e−µw
[ t∫
0
[
G(w, s)+ ∣∣Gt(w, s)∣∣]f (s, ys + us, y ′s + u′s ) ds
+
∞∫
t
[
G(w, s)+ ∣∣Gt(w, s)∣∣]f (s, ys + us, y ′s + u′s) ds
]
m1m3e−µw
[∣∣(Fy)(w)∣∣+ ∣∣(Fy)′(w)∣∣].
Thus
min
t∈[γ,δ]
{
(r1 − r2)(Fy)(t)+ (Fy)′(t)
}
m1m3‖Fy‖I =m1m3‖Fy‖,
and in consequence F(K ′)⊂K ′.
Put : = l1(M1 + 2M2M0)/(m3 − 2l1M2). Let
Ω: =
{
y ∈K ′: ‖y‖< :}
and
UR =
{
y ∈K ′: min
t∈[γ,δ]
{
(r1 − r2)y(t)+ y ′(t)
}
<m1m3R
}
,
where R > 0. It is easy to check that
y ∈ ∂UR ⇔ min
t∈[γ,δ]
{
(r1 − r2)y(t)+ y ′(t)
}=m1m3R (3.16)
and
UR ⊂ΩR ⊂Ω: if R < : or Ω: ⊂Ωm1m3R ⊂UR if R > :/m1m3. (3.17)
For R > 0, we consider two cases.
Case 1: R > :/m1m3. We have Ω: ⊂ UR by (3.17). Similarly to the proof of The-
orem 2.1 in [5], we can prove that Fy are equicontinuous in each interval [−τ, T ],
0 < T <∞. That is, Fy are almost equicontinuous on [−τ,∞). Proceeding analogously
to (3.15), for y ∈ UR , we can prove that the functions Fy are uniformly bounded with
respect to the norm
‖y‖λ = sup
{[∣∣y(t)∣∣+ ∣∣y ′(t)∣∣]e−λt},t∈[−τ,∞)
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set U¯R . Moreover, if y ∈ ∂Ω: then from (3.15),
‖Fy‖ l1
m3
(
M1 + 2M2(: +M0)
)= : = ‖y‖.
From Lemma 1.1(1), we have that iK ′(F,Ω:)= 1. Next, let e(t)≡ 1 for t ∈ [−τ,∞). We
claim that
y = Fy + λe, y ∈ ∂UR, λ > 0.
In fact, if not, there exist z ∈ ∂UR and λ0 > 0 such that
z= Fz+ λ0e. (3.18)
By (3.16), for z ∈ ∂UR and s ∈ [γ, δ], we have
(r1 − r2)‖zs + us‖[−τ,0] + ‖z′s + u′s‖[−τ,0]
= (r1 − r2) sup
θ∈[−τ,0]
{∣∣z(s + θ)+ u(s + θ)∣∣+ ∣∣z′(s + θ)+ u′(s + θ)∣∣}
+ sup
θ∈[−τ,0]
∣∣z′(s + θ)+ u′(s + θ)∣∣
 (r1 − r2) sup
θ∈[−τ,0]
{
z(s + θ)+ u(s + θ)}+ sup
θ∈[−τ,0]
∣∣z′(s + θ)+ u′(s + θ)∣∣
 (r1 − r2) sup
θ∈[−τ,0]
z(s + θ)+ sup
θ∈[−τ,0]
∣∣z′(s + θ)+ u′(s + θ)∣∣
 (r1 − r2)z(s)+ sup
θ∈[−τ,0]
∣∣z′(s + θ)∣∣− sup
θ∈[−τ,0]
∣∣u′(s + θ)∣∣
 (r1 − r2)z(s)+
∣∣z′(s)∣∣− sup
t∈[−τ,∞)
∣∣u′(t)∣∣ (r1 − r2)z(s)+ z′(s)−M ′0
 min
t∈[γ,δ]
[
(r1 − r2)z(t)+ z′(t)
]−M ′0 =m1m3R −M ′0
and
‖zs + us‖[−τ,0] + ‖z′s + u′s‖[−τ,0]
= sup
θ∈[−τ,0]
{∣∣z(s + θ)+ u(s + θ)∣∣+ ∣∣z′(s + θ)+ u′(s + θ)∣∣}
+ sup
θ∈[−τ,0]
{∣∣z′(s + θ)+ u′(s + θ)∣∣}
 2 sup
θ∈[−τ,0]
{∣∣z(s + θ)+ u(s + θ)∣∣+ ∣∣z′(s + θ)+ u′(s + θ)∣∣}
 2 sup
t∈[γ−τ,δ]
{[∣∣z(t)+ u(t)∣∣+ ∣∣z′(t)+ u′(t)∣∣]e−µteµt}
 2eµδ sup
t∈[−τ,∞)
{[∣∣z(t)+ u(t)∣∣+ ∣∣z′(t)+ u′(t)∣∣]e−µt}
= 2eµδ‖z+ u‖ 2(R+M0)eµδ.
Thus, (zs + us, z′s + u′s) ∈D?. By (3.18), Lemma 2.5(1), and (H7), for t ∈ [γ, δ], we have
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= (r1 − r2)(Fz)(t)+ (Fz)′(t)+ (r1 − r2)λ0
=
∞∫
0
[
(r1 − r2)G(t, s)+Gt(t, s)
]
f (s, zs + us, z′s + u′s) ds + (r1 − r2)λ0
m1
[ t∫
0
(
G(s, s)+ ∣∣Gt(s + 0, s)∣∣)e−r1sf (s, zs + us, z′s + u′s ) ds
+
∞∫
t
(
G(s, s)+ ∣∣Gt(s − 0, s)∣∣)e−r1sf (s, zs + us, z′s + u′s) ds
]
+ (r1 − r2)λ0
m1
[ t∫
0
(
G(s, s)+H1(s)
)
e−r1sf (s, zs + us, z′s + u′s ) ds
+
∞∫
t
(
G(s, s)+H1(s)
)
e−r1sf (s, zs + us, z′s + u′s) ds
]
+ (r1 − r2)λ0
=m1
∞∫
0
(
G(s, s)+H1(s)
)
e−r1sf (s, zs + us, z′s + u′s) ds + (r1 − r2)λ0
m1
δ∫
γ
(
G(s, s)+H1(s)
)
e−r1sf (s, zs + us, z′s + u′s) ds + (r1 − r2)λ0
m1
δ∫
γ
(
G(s, s)+H1(s)
)
e−r1s
( δ∫
γ
(
G(w,w)+H1(w)
)
e−r1w dw
)−1
m3Rds
+ (r1 − r2)λ0
=m1m3R + (r1 − r2)λ0.
This implies that m1m3R  m1m3R + (r1 − r2)λ0 by (3.16), a contradiction. Hence, by
Lemma 1.1(2), it follows that iK ′(F,UR)= 0. By Lemma 1.1(3) the operator F has at least
one fixed point y in the set U¯R\Ω: , which means that problem (1.5) has a positive solution
x = y + u.
Case 2: R < :. By (3.17), we have UR ⊂ Ω: . Then following verbatim the proof to
Case 1, we obtain that problem (1.5) has a positive solution x = y + u, where y ∈ Ω¯:\UR .
The proof of Theorem 3.4 is complete. ✷
Remark. By (3.2) and (3.14), if β = 0, then the operator F in Theorem 3.4 should be
defined as follows:
(Fy)(t) :=
{
0, t ∈ [−τ,0],∫∞
G(t, s)f (s, y + u ,y ′ + u′ ) ds, t ∈ I.0 s s s s
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(Fy)′+(0)=
∞∫
0
e−r1sf (s, ys + us, y ′s + u′s ) ds > 0= (Fy)′−(0).
That is, for (ys + us, y ′s + u′s) ∈D?, Fy is not differentiable at t = 0 for β = 0.
In a similar way we can prove the following existence theorem for problem (1.5) with
−1< r2 < 0.
Theorem 3.5. Let h > 0, β > 0, and −1 < r2 < 0. Suppose that assumption (H6) is satis-
fied with M2 < 1/(2l2) and
(H8) There exist
R > 0, R <
l2(M1 + 2M2M0)
1− 2l2M2 or R >
l2(M1 + 2M2M0)
m2(1− 2l2M2) ,
0 < γ < δ, such that
f (t,ψ,φ)R
( δ∫
γ
[
G(s, s)+H1(s)
]
e−r1s ds
)−1
for t ∈ [γ, δ] and (ψ,φ) ∈D?, where H1(s) is given by (2.19), l2 is as in (2.22), m2
is as in Lemma 2.5, M1, M2, M0, and M ′0, are as in Theorem 3.4, and
D? = {(ψ,φ) ∈D′ ×D: ‖ψ‖[−τ,0] + ‖φ‖[−τ,0] m2R−M ′0
and ‖ψ‖[−τ,0] + ‖φ‖[−τ,0]  2(R+M0)eµδ
}
.
Then problem (1.5) has at least one positive solution.
The proof is similar to that of Theorem 3.4. It is enough to consider the cone
K ′ =
{
y ∈E′: y(t) 0 on [−τ,∞) and min
t∈[γ,δ]
{
y(t)+ y ′(t)}m2‖y‖}
and use Lemmas 2.4–2.6.
Finally, we will give an example of application of Theorem 3.3.
Example 1. Consider the following FBVP:

x ′′(t)− x ′(t)− 2x(t)+ t2 + e−(5/2)tx6/5(t − 1)= 0, t ∈ I = [0,∞),
3x(t)− x ′(t)= 1− et , t ∈ [−1,0],
limt→∞ x(t)= 0.
(3.19)
Set τ = 1, α = 3, β = 1, p = 1, q = 2, ξ(t) = 1 − et , and f (t,ψ) = t2 + e−(5/2)t ×
ψ6/5(−1). Then r1 = 2, r2 =−1, h= 1/4, l = 1/3, and
u(t)=
{
e3t
∫ 0
t e
−3s(1− es) ds, t ∈ [−1,0],
0, t ∈ I.
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with η= 6/5 > 1, a(t)= t2, and b(t)= e−(5/2)t . Thus
M1 =
∞∫
0
a(s)e−µs ds = 16
125
, M2 =
∞∫
0
e(µ−r1)sb(s) ds = 1
2
,
and
M0 = ‖u‖ = sup
t∈[−1,∞)
{
u(t)e−µt
}= 1
6
sup
t∈[−1,0]
{
e(1/2)t − 3e−(3/2)t + 2e−(5/2)t}
= 1
3
e5/2 − 1
2
e3/2 + 1
6
e−1/2.
Moreover, the conditions of c∗ > 0 and g(c∗) 0 are satisfied. In fact,
c∗ = (lM2η)1/(1−η) −M0 = 55 −M0 > 0
and
g(c∗)= lM2(c∗ +M0)η − c∗ + lM1 = 5
6
6
− 55 +M0 + 16375 < 0.
It is easy to check that g((1/8)e−2) > 0, which implies c∗ > c2 > (1/8)e−2 := R. Finally,
letting γ = ln 2 and δ = 3 ln 2, then by G(s, s)= (1/3)(1− (1/4)e−3s), it is easy to prove
that condition (H3) with R < c2 holds. Therefore, by Theorem 3.3, problem (3.19) has a
positive solution x = y + u, where y ∈ Ω¯c2\UR .
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