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Abstract
The dynamics of all quadratic Newton maps of rational functions is com-
pletely described. The Julia set of such a map is found to be either a Jordan
curve or totally disconnected. It is proved that no Newton map with degree at
least three of any rational function is conformally conjugate to any polynomial
with exactly one finite critical point. However, there are cubic Newton maps
which are conformally conjugate to other polynomials. The Julia set of such
a Newton map is shown to be a closed curve. It is a Jordan curve whenever
the Newton map has two attracting fixed points.
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1 Introduction
The Newton map of a rational function R is given by NR(z) = z − R(z)R′(z) . Its study
is a classical topic of research for the case when R is a polynomial. The iteration
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of the Newton map of a polynomial leads to a useful and well-known way of finding
the roots of the polynomial. There is a large body of literature on this subject
(See for example [6, 7, 8, 12]), some of them going beyond polynomial root finding.
In particular, this has served as a motivation for Complex Dynamics, the iterative
study of rational functions in general. In view of this, the Newton maps of non-
polynomial rational functions seem to remain underinvestigated. The Newton map
of such a rational function differs from that of a polynomial in several important
ways. Probably the most obvious one is that the degree of NR can be bigger than
the number of distinct roots of R. Indeed, the number of distinct poles of R also
contributes to the degree of NR (please see Section 2 for the exact statement).
A study of Konig’s methods has been done by Buff and Henriksen [4], of which
the Newton method is a particular case. Their work is mostly focused on polynomials
with several remarks on rational functions.
Barnard et al. [1] described all the rational functions R whose Newton maps are
quadratic. Two rational functions f1 and f2 are called conformally conjugate if there
is a mobius map φ such that f1 = φ ◦ f2 ◦ φ−1. Barnard and co-authors observed
that if a quadratic Newton map is conformally conjugate to a polynomial then the
polynomial is z2 + c for some c ∈ [0,1
4
) and its Julia set is connected. In order to
proceed with the discussion we need few definitions. For a non-constant rational
function f with degree at least two, its Fatou set is defined as F(f) = {z ∈ Ĉ :
z has a neighborhood where {fn}n>0 is normal}. It is denoted by F(f). The Julia
set, denoted by J (f), is the complement of F(f) in the extended complex plane Ĉ.
By dynamics of a rational function we mean its Fatou and Julia set. A point z0 is
called a fixed point of a rational function f if f(z0) = z0. Its multiplier λ is defined
as f ′(z0) if z0 ∈ C and as g′(0) when z0 =∞, where g(z) = 1f( 1
z
)
. A fixed point z0 is
called attracting or repelling if |λ| < 1 or |λ| > 1 respectively. An attracting fixed
point is called superattracting if its multiplier is 0. It is called indifferent if |λ| = 1.
If λ is an n-th root of unity then the fixed point is called rationally indifferent. The
Fatou set is an open set by definition. A component U of the Fatou set of f is
called an invariant attracting domain if it contains an attracting fixed point of f .
An invariant attracting domain U is called completely invariant if its full pre-image
f−1(U) is contained in U . Resuming the discussion of the work of Barnard et al.,
it is not difficult to see that the Fatou set of z2 + c is the union of two completely
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invariant attracting domains and the Julia set is a Jordan curve for c ∈ [0,1
4
). Since
the Julia set of two conformally conjugate rational functions are the same up to the
application of a mobius map (See Lemma 2.3 for exact statement), the Julia set of a
quadratic NR which is conformally conjugate to some polynomial is a Jordan curve.
We consider all the quadratic Newton maps including those conformally con-
jugate to polynomials and describe their dynamics completely. It is seen that the
Julia set is either a Jordan curve or totally disconnected (i.e., each component of
the Julia set is singleton). Though the Julia sets of quadratic rational functions are
known to be either connected or totally disconnected [10], a connected Julia set is
not necessarily a Jordan curve. For example, the Julia set of z2−1 is connected but
not a Jordan curve [2]. The precise statement of what we prove is the following.
Theorem 1.1. Let R be a rational function such that its Newton map NR is
quadratic. Then NR is conformally conjugate either to N1(z) = z − 1d1
z
+
d2
z−1
or
to N2(z) = z +
1
e1
z
+
e2
z−1
for some natural numbers d1, d2, e1, e2.
1. If NR is conformally conjugate to N1 then the Fatou set of NR is the union
of two completely invariant attracting domains and the Julia set is a Jordan
curve.
2. If NR is conformally conjugate to N2 then the Fatou set of NR is equal to a
completely invariant attracting domain and the Julia set is totally disconnected.
In other words, the Julia set of NR is either a Jordan curve or totally disconnected.
In [11], Shishikura proved that if the Julia set of a rational function f is discon-
nected then f has at least two weakly repelling fixed points (i.e., whose multiplier
is 1 or is with absolute value bigger than 1). Since the Newton map NP of every
polynomial P has only one repelling fixed point, it follows from Shishikura’s result
that the Julia set of NP is connected. Since every pole of a rational function is a
repelling fixed point of its Newton map (See Proposition 2.2), there seems to have
no reason why the Julia set of such a Newton map will be connected. Indeed, it is
found to be false even for quadratic Newton maps. This is part of Theorem 1.1.
By analyzing the nature of fixed points of Newton maps, Barnard et al. proved
that no Newton map of any rational function is conformally conjugate to z3 [1]. As
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a significant generalization, we are able to prove that no Newton map of degree at
least three is conformally conjugate to any polynomial with a single finite critical
point. This is Theorem 4.1 appearing in Section 4 of this article. This result is sharp
in the sense that a Newton map can be conformally conjugate to a polynomial with
two finite critical points. All rational functions R for which NR is such a Newton
map is given in Table 1 and Table 2 with a detailed discussion in the last section.
All such Newton maps are necessarily cubic and their Julia sets are shown to be
closed curves. More precisely, the following is proved.
Theorem 1.2. If a cubic Newton map is conformally conjugate to a polynomial
then its Fatou set is A
⋃
A∗, where A∗ is the completely invariant attracting domain
corresponding to a superattracting fixed point and A is one of the following.
1. A is the union of two invariant attracting domains corresponding to two finite
attracting fixed points. The Fatou set is the union of infinitely many compo-
nents and each is simply connected. The Julia set is a self intersecting closed
curve.
2. A is the completey invariant attracting domain corresponding to a finite at-
tracting fixed point. In this case, the Julia set is a Jordan curve.
The two possible Julia sets as stated in Theorem 1.2 are given in Figures 1a and
1b.
Section 2 discusses the nature of the fixed points of Newton maps. The Rational
Fixed point Theorem and the Characterization theorem for Newton maps are pre-
sented in this section. Some basic facts about the Fatou set are also given in this
section. All quadratic Newton maps and their dynamics is dealt in Section 3. In
the last section, some observations are made on Newton maps of higher degree with
special focus on cubic case.
By saying two rational maps are conjugate we mean that they are conformally
conjugate throughout this article. The composition of two functions f, g is denoted
by f ◦ g.
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2 Preliminaries
2.1 Some basic properties of NR
Let R(z) = P (z)
Q(z)
be a rational function where P and Q are polynomials of degrees
d and e respectively with no common factor. Let P have m distinct roots, αi, i =
1, 2, ...,m, and the distinct roots of Q be βj, j = 1, 2, ..., n. Then
P ′(z) = P (z)
m∑
i=1
di
z − αi and Q
′(z) = Q(z)
n∑
j=1
ej
z − βj
where di and ej are the multiplicities of αi and βj respectively. Therefore,
R′(z) =
P ′(z)Q(z)− P (z)Q′(z)
Q2(z)
=
P (z)Q(z)
[∑m
i=1
di
z−αi −
∑n
j=1
ej
z−βj
]
Q2(z)
= R(z)
[
m∑
i=1
di
z − αi −
n∑
j=1
ej
z − βj
]
.
This implies that
NR(z) = z − 1∑m
i=1
di
z−αi −
∑n
j=1
ej
z−βj
(1)
The degree of NR can be expressed in terms of the number of distinct roots and
poles of R. From Equation (1), we get NR(z) = z −
∏m
i=1(z−αi)
∏n
j=1(z−βj)
A˜−B˜ where
A˜ =
∏n
j=1(z − βj)
[∑m
i=1{di
∏m
k=1,k 6=i(z − αk)}
]
and
B˜ =
∏m
i=1(z − αi)
[∑n
j=1{ej
∏n
l=1,l 6=j(z − βl)}
]
. Consequently,
NR(z) =
(
∑m
i=1 di −
∑n
j=1 ej − 1)zm+n + A0zm+n−1 + ...+ Am+n−1
(
∑m
i=1 di −
∑n
j=1 ej)z
m+n−1 +B0zm+n−2 + ...+Bm+n−2
for some complex numbers A0, A1, A2, ..., Am+n−1 and B0, B1, B2, ...Bm+n−2.
Letting
∑m
i=1 di = d and e =
∑n
j=1 ej, we get
deg(NR) =
m+ n− 1 if d = e+ 1m+ n if d 6= e+ 1 (2)
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Note that a rational function of degree k has k+1 fixed points counting multiplicities.
Now we determine all the fixed points of NR and their multipliers. Since∞ can also
be a fixed point of an NR, we need the following proposition dealing with such a
situation [2].
Proposition 2.1. Let f(z) = a0z
k+a1zk−1+···+ak
b0zl+b1zl−1+···+bl be a rational function. Then ∞ is a
fixed point of f if and only if k > l. Moreover, the multiplier λ of ∞ is given by
λ =

b0
a0
if k = l + 1
0 if k > l + 1.
The following result is a special case of Proposition 1 in [4] (for σ = 2). However,
we give a proof for completeness.
Proposition 2.2. Let {α1, α2, ..., αm} and {β1, β2, ..., βn} be the sets of all distinct
finite roots and distinct finite poles of a rational function R respectively.
1. If di is the multiplicity of αi then αi is an attracting fixed point of NR with
multiplier di−1
di
.
2. If ej is the multiplicity of βj then βj is a repelling fixed point of NR with
multiplier
ej+1
ej
.
3. The point at∞ is a fixed point of NR if and only if d 6= e+1 where d =
∑m
i=1 di
and e =
∑n
j=1 ej, and its multiplier is
d−e
d−e−1 . Further, it is attracting if d ≤ e
(superattracting if d = e) and repelling if d > e.
Proof. From Equation (1) it is clear that
N ′R(z) = 1−
∑m
i=1
di
(z−αi)2 −
∑n
j=1
ej
(z−βj)2[∑m
i=1
di
z−αi −
∑n
j=1
ej
z−βj
]2 .
Let A(z) =
∏m
i=1(z − αi) and B(z) =
∏n
j=1(z − βj). Then
N ′R(z) = 1−
B(z)2
∑m
i=1
[
di
∏m
k=1,k 6=i(z − αk)2
]
− A(z)2∑nj=1 [ej∏nl=1,l 6=j(z − βl)2][
B(z)
∑m
i=1{di
∏m
k=1,k 6=i(z − αk)} − A(z)
∑n
j=1{ej
∏n
l=1,l 6=j(z − βl)}
]2 .
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Hence,
N ′R(αi) = 1−
(B(αi))
2di
∏m
k=1,k 6=i(αi − αk)2
(B(αi))2d2i
∏m
k=1,k 6=i(αi − αk)2
=
di − 1
di
for i = 1, 2, ...,m.
Similarly,
N ′R(βj) = 1 +
(A(βj))
2ej
∏n
l=1,l 6=j(βj − βl)2
(A(βj))2e2j
∏n
l=1,l 6=j(βj − βl)2
=
ej + 1
ej
for j = 1, 2, ..., n.
This completes the proof of 1 and 2.
From Equation (2) and Proposition 2.1, it follows that ∞ is a fixed point of NR if
and only if d 6= e + 1, and its multiplier is d−e
d−e−1 . Further, ∞ is attracting if d ≤ e
(superattracting if d = e) and repelling if d > e.
Every root of a polynomial P with degree at least two, is an attracting fixed
point of NP . The point at ∞ is the only fixed point of NP which is not a root of
P . Such a fixed point is called extraneous. Every finite pole of a rational function
R turns out to be an extraneous fixed point of NR. In order to make some further
remarks on the above proposition, we need some definitions. The multiplicity of a
fixed point of a rational function f is its multiplicity as a root of f(z)− z. A fixed
point is called simple if its multiplicity is 1. This happens if and only if its multiplier
is different from 1 [9].
Remark 2.1. For d = e+ 1, the degree of NR is m+ n− 1 and it has m+ n fixed
points, namely αi, i = 1, 2, ...,m and βj, j = 1, 2, ..., n. Similarly for d 6= e + 1, the
degree of NR is m + n and it has m + n + 1 fixed points, namely αi, i = 1, 2, ...,m,
βj, j = 1, 2, ..., n and ∞. In this case, ∞ is attracting if d ≤ e and is repelling
whenever d > e(in fact, d > e+ 1).
Remark 2.2. For every rational function R, the multiplier of each fixed point of
NR is of the form
p
q
where p ∈ N⋃{0}, q ∈ N and |p − q| = 1. In particular, all
the fixed points of NR are simple. The multiplier is an integer only if it belongs to
{0, 2}.
Conformal conjugacy preserves almost everything about the dynamics including
the nature of fixed points. We enumerate few such things that are to be used
repeatedly [2].
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Lemma 2.3. Let f and g be two rational functions such that f = φ◦ g ◦φ−1. Then,
F(f) = φ(F(g)) and J (f) = φ(J (g)). Further,
1. A point z0 is a fixed point of g if and only if φ(z0) is a fixed point of f .
Further, they have the same multiplier, i.e., g′(z0) = f ′(φ(z0)), and one is
simple whenever the other is so.
2. A Fatou component U of g is an invariant attracting domain if and only if φ(U)
is an invariant attracting domain of f . Further, U is completely invariant if
and only if φ(U) is so.
For a fixed point z0 of a non-constant rational function f , the residue fixed point
index, in short the residue index of f at z0 is defined by
ι(f, z0) =
1
2pii
∮
dz
z − f(z)
where the integration is taken in a small loop around z0 (in the sense that it does not
surround any other fixed point of R) in the positive direction. If z0 is a simple fixed
point with multiplier λ then ι(R, z0) =
1
1−λ . The Rational Fixed Point Theorem
is an useful relation between residue fixed point indices of all the fixed points of a
rational function (See [9]).
Theorem 2.4 (Rational Fixed Point Theorem). If f is a non-identity and non-
constant rational function then the sum of residue fixed point indices of all its fixed
points in Ĉ is equal to 1.
Since∞ is a superattracting fixed point of every polynomial P of degree at least
two, the residue index of P at ∞ is 1 and conseqently, ∑P (z)=z ι(P, z) = 0, where
the sum is taken over all the finite fixed points of P . Two useful remarks follow.
Remark 2.3. The residue index of NR at a fixed point with multiplier
p
q
is q or −q;
it is q if and only if p < q. In other words, the residue index of a fixed point of a
Newton map is positive if and only if the fixed point is attracting.
Remark 2.4. The residue index of a rational function at each fixed point is q or −q
whenever its multiplier is p
q
for some p ∈ N⋃{0}, q ∈ N with |p−q| = 1. Conversely,
if the residue index of a simple fixed point is a nonzero integer q then its multiplier
is of the form p ∈ N⋃{0}, q ∈ N with |p− q| = 1.
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As an important application of the Rational Fixed Point Theorem, Buff and
Heneriksen proved the following.
Lemma 2.5. [4] Let all the fixed points of two rational functions f1 and f2 be simple.
If f1 and f2 have the same set of fixed points {z1, z2, ..., zn} such that f ′1(zi) = f ′2(zi)
for all i then f1(z) = f2(z) for all z ∈ Ĉ.
This lemma leads to a useful result for quadratic rational functions.
Lemma 2.6. Let all the fixed points of two quadratic rational functions f1 and f2
be simple. Then f1 is conjugate to f2 if and only if the set of all the multipliers of
all fixed points of f1 is the same as that of f2.
Proof. Since all the fixed points of f1 and f2 are simple, there are three distinct
fixed points for each fk, k = 1, 2. Let zi and wi be the fixed points of f1 and f2
respectively for i = 1, 2, 3.
If the set of all the multipliers of all fixed points of f1 is the same as that of
f2 then possibly after rearranging zi’s, we get that f
′
1(zi) = f
′
2(wi) for i = 1, 2, 3.
Considering the mobius map φ with φ(zi) = wi, i = 1, 2, 3, it is observed that
φ−1 ◦ f2 ◦φ fixes zi with multiplier f ′2(wi) for each i. Now it follows from Lemma 2.5
that f1 = φ
−1 ◦ f2 ◦ φ. In other words, f1 is conjugate to f2. Conversely if f1 is
conjugate to f2 then for some mobius map ψ, f1 = ψ
−1 ◦ f2 ◦ ψ. Further, f1 fixes zi
if and only if f2 fixes ψ(zi), which is an element of {wi : i = 1, 2, 3}. Without loss
of generality assume that ψ(zi) = wi, i = 1, 2, 3. Now f
′
1(zi) = f
′
2(wi) for i = 1, 2, 3
by Lemma 2.3 and the proof is complete.
Lemma 2.5 asserts that a rational function with only simple fixed points is
uniquely determined by its fixed points and their multipliers. This fact leads to
a characterization of Newton maps. Such a characterization is given by Crane (See
Lemma 4.1, [5]). We present this with a minor change in statement and with a quite
straightforward proof.
Theorem 2.7 (Characterization of Newton maps). A rational map N of degree at
least two is the Newton map of a rational function R if and only if all the fixed
points of N are simple and all but one of their multipliers are of the form p
q
for
some p ∈ N⋃{0}, q ∈ N with |p−q| = 1. Moreover, each finite fixed point of N with
multiplier p
q
is either a root (if p < q) or a pole (if p > q) of R with multiplicity q.
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Proof. All the fixed points of the Newton map of a rational function are simple and
their mutipliers are of the form p
q
for some p ∈ N⋃{0}, q ∈ N with |p− q| = 1. This
follows from Proposition 2.2.
Conversely, let all the fixed points of a rational map N be simple and all but one
of their multipliers are of the form p
q
for some p ∈ N⋃{0}, q ∈ N with |p − q| = 1.
By the Rational Fixed Point Theorem, the residue index of the remaining fixed
point is a nonzero integer and its multiplier is of the same form by Remark 2.4. Let
{αi, βj : i = 1, 2, ...,m and j = 1, 2, ..., n} be the set of all finite fixed points of
N such that N ′(αi) = di−1di , di ∈ N for i = 1, 2, ...,m and N ′(βj) =
ej+1
ej
, ej ∈ N
for j = 1, 2, ..., n. Then considering the rational function R(z) =
∏m
i=1(z−αi)di∏n
j=1(z−βj)ej it is
observed that its Newton map NR has finite fixed points αi and βj with multipliers
di−1
di
and
ej+1
ej
respectively for i = 1, 2, ...,m and j = 1, 2, ..., n. If N(∞) 6= ∞ then
N = NR by Lemma 2.5. If N(∞) =∞ then
∑m
i=1 di 6= 1+
∑n
j=1 ej and the multiplier
of ∞ is
∑m
i=1 di−
∑n
j=1 ej∑m
i=1 di−
∑n
j=1 ej−1 , by Theorem 2.4. Note that in this case, NR(∞) =∞ and
its multiplier is
∑m
i=1 di−
∑n
j=1 ej∑m
i=1 di−
∑n
j=1 ej−1 , by Proposition 2.2. Therefore, by Lemma 2.5,
N = NR.
The rest is obvious.
2.2 More on Fatou components
A point z0 is called a p−periodic point of a rational function f if p is the least natural
number such that fp(z0) = z0. This is attracting, repelling or indifferent if it is so
as a fixed point of fp. A Fatou component U is called p−periodic if fp(U) = U .
In this case, we say {U,U1, U2, ..., Up−1} is a p−cycle of Fatou components. It is
known that every Fatou component of each rational function is ultimately periodic.
A periodic Fatou component is called an attracting(superattracting) domain or a
parabolic domain if it contains an attracting(superattracting) periodic point or its
boundary contains a rationally indifferent periodic point respectively. The only
other possibility for a p−periodic Fatou component U is that on U , fp is conformally
conjugate to an irrational rotation of the unit disk or of the annulus {z : 1 < |z| <
R} for some R. In the first case, U is called a Siegel disk whereas it is called a
Herman ring in the second situation. A Fatou component U is called invariant if it
is 1−periodic.
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The attracting basin A(z0) of an attracting fixed point z0 is the set {z ∈ Ĉ :
fn(z) → z0 as n → ∞}. Its connected component containing z0 is the invariant
attracting domain and is usually referred as the immediate basin of attraction of z0.
The attracting basin is not necessarily completely invariant. All these facts and a
good introduction to the subject can be found in the book [2].
A point c is called a critical point of a rational function f if the local degree of f
at c is at least two. This is equivalent to f ′(c) = 0 whenever c ∈ C. Critical points
are known to control the dynamics. The precise statement follows.
Lemma 2.8 ([2]). Let f be a rational function with degree at least two with a p−cycle
of Fatou components C = {U0, U1, U2, ..., Up−1}.
1. If C is a cycle of attracting domains or parabolic domains then ⋃p−1i=0 Ui contains
at least one critical point of f .
2. If C is a cycle of Siegel discs or Herman rings then the union of boundaries⋃p−1
i=0 ∂Ui is contained in the closure of
⋃∞
n=0 f
n(C) where C is the set of all
critical points of f .
3 Quadratic Newton maps
The following theorem proves that there are exactly two quadratic Newton maps
upto conjugacy.
Theorem 3.1. Let N1 and N2 be the Newton maps of R1(z) = z
d1(z − 1)d2 and
R2(z) =
1
ze1 (z−1)e2 respectively. Then every quadratic Newton map is conjugate either
to N1 or to N2 for some d1, d2, e1, e2 ∈ N.
Proof. Note that N1 fixes 0, 1 and ∞ with multipliers d1−1d1 , d2−1d2 and d1+d2d1+d2−1 re-
spectively. Similarly N2 fixes 0, 1 and ∞ with multipliers e1+1e1 , e2+1e2 and −e1−e2−e1−e2−1
respectively.
Since NR = NaR for every nonzero complex number a, it is enough to consider
only those rational functions R = P
Q
where both P and Q are monic polynomials.
Also without loss of generality it is assumed that P and Q have no common factor.
Formula (2) in Section 2 gives that for a given rational function R, its Newton map
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NR is quadratic if d 6= e+ 1 and m+ n = 2, or d = e+ 1 and m+ n = 3. The proof
will be complete by showing that the set of multipliers of all the fixed points of NR
is the same as that of N1 or N2 in each case and then by using Lemma 2.6.
Case- I : d 6= e+ 1 and m+ n = 2:
• m = 2, n = 0 : R(z) = (z − α1)d1(z − α2)d2 where α1, α2 ∈ C are distinct and
d1, d2 ∈ N. Its Newton map NR fixes α1, α2 and ∞ with multipliers d1−1d1 , d2−1d2
and d1+d2
d1+d2−1 respectively. This is conjugate to N1 by Lemma 2.6.
• m = 0, n = 2 : R(z) = 1
(z−β1)e1 (z−β2)e2 where β1, β2 ∈ C are distinct and
e1, e2 ∈ N. The Newton map NR fixes β1, β2 and∞ with multipliers e1+1e1 , e2+1e2
and −e1−e2−e1−e2−1 respectively. This is conjugate to N2 by Lemma 2.6.
• m = 1, n = 1 : R(z) = (z−α)d
(z−β)e where α, β ∈ C are distinct and d, e ∈ N.
The Newton map NR fixes α, β and ∞ with multipliers d−1d , e+1e and d−ed−e−1
respectively. If d ≤ e then considering d1 = d and d2 = e − d + 1 it is seen
that the set of multipliers of all the fixed points of NR is the same as that of
N1. Therefore, NR is conjugate to N1 for d ≤ e by Lemma 2.6. Similarly for
d > e, take e1 = e and e2 = d− e− 1. Observe that the set multipliers of all
the fixed points of NR is the same as that of N2. Hence, NR is conjugate to
N2 whenever d ≥ e by Lemma 2.6.
Case- II: d = e+ 1 and m+ n = 3 : Note that none of m,n can be zero in this
case.
• m = 1, n = 2 : R(z) = (z−α)e1+e2+1
(z−β1)e1 (z−β2)e2 where α, β1, β2 ∈ C are distinct
and e1, e2 ∈ N. The Newton map NR fixes α, β1 and β2 with multipliers
e1+e2
e1+e2+1
, e1+1
e1
and e2+1
e2
respectively. This NR is conjugate to N2 by Lemma 2.6.
• m = 2, n = 1 : R(z) = (z−α1)d1 (z−α2)d2
(z−β)d1+d2−1 . where α1, α2, β ∈ C are distinct and
d1, d2 ∈ N. The Newton map NR fixes α1, α2 and β with multipliers d1−1d1 , d2−1d2
and d1+d2
d1+d2−1 . This NR is conjugate to N1 by Lemma 2.6.
Remark 3.1. Every quadratic Newton map has three distinct fixed points. By Re-
mark 2.4, each of their residue indices is a nonzero integer. If a quadratic Newton
12
map is conjugate to a polynomial then one residue index is 1 and the other two are
of opposite signs, by the Rational Fixed Point Theorem.
Remark 3.2. The map N1(z) = Nd1,d2(z) =
(d1+d2−1)z2+(1−d1)z
(d1+d2)z−d1 has two attracting
fixed points, namely 0 and 1, and the third fixed point ∞ is repelling. Similarly,
N2(z) = Ne1,e2(z) =
(e1+e2+1)z2+(−1−e1)z
(e1+e2)z−e1 has two repelling fixed points, namely 0 and
1, and the third fixed point ∞ is attracting.
Using elementary calculations, Barnard et al. [1] found all possible forms of R
for which NR is conjugate to a polynomial. A well-known result is used to do it
here.
Lemma 3.2. A quadratic rational map is conjugate to a polynomial if and only if
it has a superattracting fixed point.
The following result is used to prove this lemma.
Lemma 3.3. [2] A non-constant rational function f is conjugate to a polynomial if
and only if there is some w ∈ Ĉ with f−1{w} = {w}.
Proof of Lemma 3.2. Let f be a quadratic rational function with a superattracting
fixed point w0. If there is a point z0 different from w0 such that f(z0) = w0 then
there exists a neighborhood of w0, say N0 such that f
−1(N0) has two components,
one Ω1, containing w0 and other Ω2, containing z0. However, f : Ω1 → N0 is a
proper map of degree two (since w0 is critical) and every point of N0 has at least
one pre-image in Ω2. This gives that each point in N0−{w0} has at least three pre-
images, which contradicts the assumption that f is quadratic. Hence w0 is the only
pre-image of itself under f , and from Lemma 3.3, we conclude that f is conjugate
to a polynomial.
Conversely, if a quadratic rational map f is conjugate to a polynomial P , i.e.,
(φ ◦ f ◦ φ−1)(z) = P (z) for some mobius map φ, then f(φ−1(∞)) = φ−1(∞) and
its multiplier is 0. This gives that φ−1(∞) is a superattracting fixed point of f by
Lemma 2.3.
Here is the desired description of all rational functions whose Newton maps are
quadratic and are conjugate to a polynomial.
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Theorem 3.4. A quadratic Newton map NR of a rational function R is conjugate
to a polynomial if and only if R is one of the following.
1. R(z) = (z − α1)(z − α2)d2 where α1, α2 ∈ C are distinct and d2 ∈ N.
2. R(z) = (z−α1)
(z−β1)e1 where α1, β1 ∈ C are distinct and e1 ∈ N.
3. R(z) = (z−α1)(z−α2)
d2
(z−β1)d2 . where α1, α2, β1 ∈ C are distinct and d2 ∈ N.
4. R(z) = (z−α1)
d
(z−β1)d where α1, β1 ∈ C are distinct and d ∈ N.
Proof. The map NR is conjugate to a polynomial if and only if it has a superat-
tracting fixed point, by Lemma 3.2. This amounts to a fixed point with multiplier
0. This corresponds to one of the following cases.
If d 6= e + 1 then R(z) is (z − α1)(z − α2)d2 for some distinct α1, α2 ∈ C and
d2 ∈ N or is (z−α1)(z−β1)e1 for some distinct α1, β1 ∈ C and e1 ∈ N. In these cases,
α1 is the superattracting fixed point of NR. The only other possible form of R in
this case is (z−α1)
d
(z−β1)d for some distinct α1, β1 ∈ C and d ∈ N. Here ∞ is the desired
superattracting fixed point.
If d = e + 1 then R(z) = (z−α1)(z−α2)
d2
(z−β1)d2 for some distinct α1, α2, β1 ∈ C and
d2 ∈ N, where α1 is the superattracting fixed point.
The Fatou set and the Julia set of all quadratic Newton maps are to be deter-
mined now. We use some known results.
Lemma 3.5 ([3]). If a rational function f of degree at least two has two completely
invariant attracting domains containing all its critical points then its Julia set is a
Jordan curve.
Lemma 3.6 ([2]). If a rational function f of degree at least two has an invariant
attracting domain containing all the critical points of f then its Julia set is totally
disconnected.
We now present the proof of the main theorem.
Proof of Theorem1.1. In view of Theorem 3.1 and Lemma 2.3, it is enough to deter-
mine the dynamics of the maps N1 and N2. Note that each such map has at most
two distinct critical points.
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There are two attracting fixed points of N1 and each corresponding attracting
domain contains a critical point by Lemma 2.8. The map N1 restricted to each of
these attracting domains is a proper map of degree at least two. In fact, the degree
is exactly two as NR is quadratic. In otherwords, each such attracting domain is
completely invariant. The Julia set is a Jordan curve by Lemma 3.5.
The map N2 has a single attracting fixed point, namely ∞. There is a criti-
cal point in the attracting domain corresponding to ∞ by Lemma 2.8. Note that
N2(z) =
(e1+e2+1)z2+(−1−e1)z
(e1+e2)z−e1 for some natural numbers e1, e2 giving that N2(z) =
N2(z) for all z. Further, the critical points of N2, being the roots of a quadratic
polynomial with real coefficients, are complex conjugates of each other. Therefore
the other critical point also belongs to the attracting domain. By Lemma 3.6, the
Julia set of N2 is totally disconnected.
4 Cubic and higher degree Newton maps
Barnard et al. proved that there does not exist any rational function whose Newton
map is conjugate to z3. We prove this for a larger class of polynomials, namely those
with a single finite critical point. Such polynomials are of the form a(z−α)σ + b for
some a, α, b ∈ C, a 6= 0 and σ ∈ N.
Theorem 4.1. There is no rational function whose Newton map is conjugate to
a(z − α)σ + b for any a, α, b ∈ C, a 6= 0 and for any integer σ ≥ 3.
Proof. For every a, α, b ∈ C, a 6= 0, P (z) = a(z − α)σ + b is conjugate to zσ + c
where c = b−α
µ
. In fact, considering φ(z) = µz + α for µσ−1 = 1
a
, it is observed that
a(φ(z)− α)σ + b = φ(zσ) + b− α. In other words, (φ−1 ◦ P ◦ φ)(z) = zσ + b−α
µ
.
Suppose on the contrary that there is a rational function R whose Newton map
NR is conjugate to a(z − α)σ + b for some a, α, b ∈ C, a 6= 0 and σ ≥ 3. Then,
by the observation made in the previous paragraph, NR is conjugate to z
σ + c for
some complex number c. If zi is a finite fixed point of z
σ + c then its multiplier
is σzσ−1i . It follows from Remark 2.2 and Lemma 2.3 that σz
σ−1
i =
pi
qi
for some
pi ∈ N
⋃{0}, qi ∈ N and |pi− qi| = 1. This gives that zσ−1i = piσqi for each fixed point
zi of z
σ+c. Using this and noting that zi satisfies z
σ−z+c = 0, we have zi = cσqiσqi−pi for
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each i. Since all the fixed points of zσ+c are distinct by Remark 2.2 and Lemma 2.3,
there are σ distinct solutions of zσ−z+c = 0 and zσ−z+c =∏σi=1(z−zi). Comparing
the coefficients of zσ−1 on both the sides, it is found that
∑σ
i=1 zi = 0. Consequently,
cσ
∑σ
i=1
qi
σqi−pi = 0. Since pi ∈ N
⋃{0}, qi ∈ N and |pi−qi| = 1 and σ ≥ 3, qiσqi−pi > 0
for each i and consequently, c = 0. Hence N is conjugate to zσ. The proof will be
completed by obtaining a contradiction to this statement.
The function zσ has a fixed point with multiplier σ. In fact, each 1
σ−1 -th root of
unity is a fixed point of zσ with multiplier σ. By Lemma 2.3, NR has a fixed point
with multiplier σ. However, this is not possible by Remark 2.2 as σ ≥ 3.
As stated earlier, Newton maps can be conjugate to polynomials. Theorem 1.2
deals with the cubic case. We now present its proof.
Proof of Theorem 1.2. Let a cubic Newton map NR be conjugate to a polynomial
P˜ . Then P˜ (z) = a3z
3 + a2z
2 + a1z+ a0 for a3 6= 0. Considering ψ(z) = z√a3 − a23a3 , it
can be seen that ψ−1 ◦ P˜ ◦ψ is z3 +az+ b for some a, b ∈ C, a 6= 0. Therefore, NR is
conjugate to P (z) = z3 + az+ b. In other words, NR = φ ◦P ◦ φ−1 for some mobius
map φ. In view of Lemma 2.3, it is sufficient to prove this theorem for P . It is well
known that the point∞ is a superattracting fixed point of P and the corresponding
attracting domain is completely invariant. This is the required A∗. Note that ∞ is
a critical point of P and is in A∗. We assert that the Fatou set of P either contains
another completely invariant attracting domain or two attracting domains.
Since all the fixed points of NR are simple, all the fixed points of P are simple
by Lemma 2.3. Let the finite fixed points of P be z1, z2, z3. Then the multiplier of
zi is 3z
2
i + a and its residue index is
1
1−3z2i−a
. Note that the residue index of NR
at each of its fixed points is a nonzero integer and it is 1 at superttracting fixed
points. Since conjugacy preserves multipliers and hence residue indices, 1
1−3z2i−a
is
an integer, say ni for each i. Since each fixed point zi is a root of z
3 + (a− 1)z + b,
z1+z2+z3 = 0, z1z2+z1z3+z2z3 = a−1 and −z1z2z3 = b. Note that 3z2i +a = 1− 1ni
and 3(z21 + z
2
2 + z
2
3) + 3a = 3− ( 1n1 + 1n2 + 1n3 ). But z21 + z22 + z23 = (z1 + z2 + z3)2 −
2(z1z2 + z1z3 + z2z3). This gives that a = 1 +
1
3
( 1
n1
+ 1
n2
+ 1
n3
). It follows from the
Rational Fixed Point Theorem that n1 + n2 + n3 = 0, which gives that at least one
of these n′is is positive and one is negative. Let n1 > 0 and n2 < 0. By Remark 2.3,
an ni is positive if and only if the corresponding fixed point zi is attracting. Thus
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our assumtion means that z1 is attracting and z2 is repelling. The residue index n3
of z3 can be positive or negative giving rise to two cases.
Let n3 > 0. Then P has three attracting fixed points, namely z1, z3 and ∞. For
i = 1, 3, the attracting domain corresponding to zi contains at least one ciritical
point by Lemma 2.8. In this situation P has two finite critical points ruling out any
Fatou component different from the attracting domains corresponding to z1, z3 and
∞ by Lemma 2.8. Therefore, the Fatou set of P is the union of A∗ and the invariant
attracting domains of z1 and that of z3. Since A
∗ does not contain any finite critical
point, it is simply connected, by Theorem 9.5.1 [2]. Complete invariance of A∗ gives
that all other Fatou components are simply connected. Since there are at least
three Fatou components, the number of Fatou components is infinity (see Theorem
5.6.1 [2]). Each critical point is attracted to some attracting fixed point. It follows
from Lemma 9.9.1 [2] that the Julia set of P is a closed curve. Clearly, it is self
intersecting.
For n3 < 0, P has two attracting fixed points z1,∞ and two repelling fixed points
z2 and z3. Note that n2, n3 < 0, n1 = −n2 − n3 and therefore 1n1 + 1n2 + 1n3 < 0.
Further −2 ≤ 1
n2
+ 1
n3
< 0 gives that −2 ≤ 1
n1
+ 1
n2
+ 1
n3
< 0. This gives that
1
3
≤ a < 1. Since a > 0, the two finite critical points of P are purely imaginary
and are complex conjugates of each other. Further, 3z2i + a = 1 − 1ni , i = 2, 3 gives
that z2 and z3 are real numbers. Now z1 + z2 + z3 = 0 implies that z1 is also
real. Therefore, b, which is −z1z2z3 is real. Consequently, P (z) = P (z) for all z.
The attracting domain A(z1) of z1 contains a critical point c and hence the other
critical point c. Since A∗ is completely invariant, this attracting domain is simply
connected. Further, A(z1) contains both the finite critical points of P . The degree
of P on A(z1) must be three by the Riemann-Hurwitz formula (Theorem 5.5.4 [2]).
In other words, A(z1) is completely invariant and the Fatou set of P is the union of
two completely invariant attracting domains and the Julia set is a Jordan curve by
Lemma 3.5.
The Newton map of z
4
(z−0.5)2(z+0.5)2 is z
3 + 3
4
z and it has only one finite attracting
fixed point, namely 0. Its Julia set is a Jordan curve. This is the boundary of the
attracting domain of ∞, the black region as seen in Figure 1a. The Newton map of
(z+0.5i)2(z−0.5i)2
z4
is z3 + 5
4
z, which has two finite attracting fixed points, namely 0.5i
and −0.5i. The corresponding attracting domains are seen in green and red which
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(a) The Julia set of z3 + 34z, the Newton map
of z
4
(z−0.5)2(z+0.5)2
(b) The Julia set of z3+ 54z, the Newton map
of (z+0.5i)
2(z−0.5i)2
z4
are not completely invariant. The blue dot at the intersection of two invariant
attracting domains is the repelling fixed point 0. The Julia set is the boundary of
the attracting basin of ∞, the black region which is a self intersecting closed curve.
This is Figure 1b. The figures are generated using polynomiography software.
We now describe all rational functions whose Newton maps are conjugate to cubic
polynomials. The point at ∞ is a superattracting fixed point of every polynomial
P such that the local degree of P at ∞ is equal to the degree of P . Equivalently,
∞ is the only pre-image of itself under P , i.e., P−1(∞) = {∞}. Such a point is
called an exceptional point and can exist for rational functions in general. Each
rational function has at most two exceptional points (See Theorem 4.1.2 [2]). If NR
is the Newton map of a rational function R and NR is conjugate to a polynomial
then this polynomial can not be of the form as given in Theorem 4.1, which has two
exceptional points, namely α and ∞. Therefore, NR has exactly one exceptional
point. We call it a. In the next two paragraphs d, e,m and n are as mentioned in
the Proposition 2.2.
If a = ∞ then NR is itself a polynomial. For this to happen we must have
d 6= e + 1 and d = e, by Proposition 2.2. This is possible in this situation when
R has no simple finite root and m = 1, n = 2 (for which R(z) = z
e1+e2
(z−1)e1 (z−β)e2 )
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Table 1: d = e+ 1, m+ n = 4, NR(∞) 6=∞
m n R(z)/ Remark R˜(z) R˜′(0) = 0/ Re-
mark
0 4 d = 0, e ≥ 4: Not possi-
ble
1 3 e ≥ 3,d ≥ 4: Finite sim-
ple root not possible
2 2 z(z−1)
e1+e2
(z−β1)e1 (z−β2)e2
(z−1)e1+e2
(z−β1)e1 (z−β2)e2 (e1 + e2)β1β2 −
e1β2 − e2β1 = 0
3 1 z(z−1)
d2 (z−α)d3
(z−β)d2+d3
(z−1)d2 (z−α)d3
(z−β)d2+d3 d2αβ+d3β−α(d2+
d3) = 0
4 0 e = 0, d ≥ 4: Not possi-
ble
or m = 2, n = 1 ( for which R(z) = z
d1 (z−1)d2
(z−β)d1+d2 ). Additional conditions ensuring
constants in the denominators of NR are also required and are given in Table 2 in
the last culumns of respective rows.
For finite a, since a is a superattracting fixed point of NR, it is a simple root of
R. Note that the Newton maps of R and R ◦ T are conjugate for each affine map
T (z) = cz + d. Choosing suitable c, d, if necessary we can assume without loss of
generality that a = 0 and another root or pole of R to be 1. Now R(z) = zR˜(z)
where R˜(0) 6= 0. Further condition for ensuring N−1R (0) = {0} is given by R˜′(0) = 0.
These are given in the last columns of Table 1 whenever d = e + 1. Note that
m = 0, n = 4 or m = 4, n = 0 are not possible as d = e + 1 is not satisfied and
m = 1, n = 3 is not possible since finite simple root is not possible for R in this case.
For d 6= e+ 1, these conditions are given in the last columns of respective rows.
A quadratic Newton map NR has three distinct fixed points. It is observed that
at least one of them is attracting and one is repelling. If the third fixed point is
attracting then its Julia set is a Jordan curve. Otherwise the Julia set is totally
disconnected. This is a restatement of Theorem 1.1. If a cubic Newton map is
conjugate to a polynomial then it has three finite fixed points. At least one of them
is attracting and another is repelling. If the third fixed point is attracting then its
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Table 2: d 6= e+ 1, m+ n = 3, NR(∞) =∞
m n R(z)/ Remark R˜(z) R˜′(0) = 0/ Re-
mark
0 3 d = 0: No simple finite
root. d 6= e: ∞ is not
superattracting
1 2 z
(z−1)e1 (z−β)e2
1
(z−1)e1 (z−β)e2 β = − e2e1 , 0 is ex-
ceptional.
1 2 z
e1+e2
(z−1)e1 (z−β)e2 Not applicable β = − e1e2 , ∞ is ex-
ceptional.
2 1 z(z−1)
d2
(z−β)e , d2 6= e− 1 (z−1)
d2
(z−β)e β =
e
d2
, 0 is excep-
tional.
2 1 z
d1 (z−1)d2
(z−β)d1+d2 Not applicable β =
d2
d1+d2
, ∞ is ex-
ceptional.
3 0 z(z − 1)d1(z − α)d2 (z−1)d1(z−α)d2 α = −d2
d1
, 0 is ex-
ceptional.
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Julia set is a self-intersecting closed curve. The Julia set is a Jordan curve whenever
the third fixed is repelling. Therefore, the dynamics of all quadratic Newton maps
and all cubic Newton maps conjugate to polynomials is completely determined by
the nature of their fixed points. This is unlikely to be true in general. The simplest
case that can be looked into is that of cubic Newton maps.
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