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Abstract
We study the evolution of a driven harmonic oscillator with a time-
dependent frequency ωt ∝ |t|. At time t = 0 the Hamiltonian under-
goes a point of infinite spectral degeneracy. If the system is initialized
in the instantaneous vacuum in the distant past then the asymptotic
future state is a squeezed state whose parameters are explicitly deter-
mined. We show that the squeezing is independent on the sweeping
rate. This manifests the failure of the adiabatic approximation at
points where infinitely many eigenvalues collide. We extend our anal-
ysis to the situation where the gap at t = 0 remains finite. We also
discuss the natural geometry of the manifold of squeezed states. We
show that it is realized by the Poincare´ disk model viewed as a Ka¨hler
manifold.
1 Introduction
In a generic situation, the energy levels of a parameter-dependent Hamilto-
nian may get very close to each other but do not cross. Such an ‘avoided
crossing’ generically has a hyperbolic shape, and the Landau-Zener Hamil-
tonian is a paradigmatic model of a driven dynamics undergoing such a
crossing. On the other hand, degenerate energy points may occur because
of symmetry reasons. This is typically the case at quantum phase transi-
tions, where the energy of a finite or an infinite number of low-lying excited
states equals the ground state energy at the critical point. A theoretically
well-understood and experimentally relevant model of this phenomenon is
the Dicke model [1].
The Dicke model describes the interaction of a large number of two
level atoms coupled to a single photonic mode. It exhibits a quantum phase
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transition at a critical coupling strength. The ground state below the critical
coupling has no photons and all atoms are in their respective ground states,
while above the critical coupling there is a macroscopic amount of excitations
of both field and atoms in the ground state, see [2] for a complete picture
in the rotating wave approximation. In between a macroscopic number of
eigenmodes all ‘collapse’ onto the ground state.
Let the system be prepared in its ground state at zero coupling. The
coupling is then ramped at a sweeping rate α across the critical point. If
the adiabatic approximation were to hold, the system should be at all times
in a state that is close to its instantaneous ground state as the rate goes
to zero. Discrepancies to this rule indicate diabatic transitions. They are
observed in experiments [3].
The subject of this letter is an exactly solvable model of such a dynamical
transition across an infinitely degenerate critical point. We show that the
system is far from its ground state after the crossing and we in fact compute
explicitly the asymptotic distribution in the energy levels. The ‘symmet-
ric’ shape of the crossing in the model described below is non-generic, and
although it was motivated by it, it is not meant to predict the exact dis-
tribution in the Dicke model. Indeed, the dependence of the non-adiabatic
error on the sweeping rate is not universal, the scaling of the error being
predicted by the Kibble-Zurek theory [4]. Finally, we note that for finitely
degenerate points the adiabatic approximation does hold, but with a shape
dependent rate [5].
2 The result
Concretely, we consider the time-dependent harmonic oscillator with a fre-
quency ωt and Hamiltonian given by
Ht =
1
2
(
p2 + ω2t x
2
)
(1)
on L2(Rx). Whenever ωt = 0, the discrete spectrum {(n + 12)ωt : n ∈ N}
collapses to the purely absolutely continuous spectrum [0,∞). We shall
study the dynamics generated by this Hamiltonian with frequency ωt = α|t|
characterized by a constant angular acceleration α > 0, see Figure 1.
It is convenient to introduce the annihilation operator
a =
1√
2ω
(ωx+ ip), (2)
for some fixed ω > 0 independent of time. Eventually, we will be interested
in the evolution over a symmetric time interval [−t, t] and take ω = ωt = ω−t.
Then aψ0 = 0 characterizes the vacuum ψ0 of both Hamiltonians H−t = Ht.
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Figure 1: The collapse of the spectrum of Ht. We plot the first few eigen-
values as a function of the parameter t.
A squeezed state ψ is a state satisfying
(λa+ µa∗)ψ = 0 (3)
for some λ, µ ∈ C with (λ, µ) 6= (0, 0). The state ψ exists iff |µ| < |λ|, in
which case it is determined up to a phase by λ, µ. In fact, the definition is
restated by (2) as the ordinary differential equation (λ− µ)ψ′(x) = −ω(λ+
µ)xψ(x). Except for λ = µ it has a solution, which is
ψ(x) = e
−ω λ+µ
λ−µ
x2
2
up to multiples; it is in L2(Rx) iff the quotient has positive real part. The
latter is equivalent to the stated condition |µ| < |λ|.
Given that |µ/λ| < 1, we can write
µ
λ
= eiθ tanh r (4)
for some r ≥ 0, θ ∈ [0, 2pi). We conclude that squeezed states are pa-
rameterized by a complex number τ = reiθ. The ground state, aψ0 = 0,
corresponds to τ = 0. Other eigenstates ψn, (n = 1, . . .) of the excitation
number operator a∗a are not squeezed states.
Our main result is the following description of the evolution.
Theorem 1. Let the system be in its ground state at time −t; then at time
t it is in a squeezed state ψ of parameter reiθ with
θ = −αt2 − pi
2
+ o(1), tanh r =
1√
2
+ o(1),
as t → ∞. In particular the probability of producing n excitations, pn =
|〈ψn, ψ〉|2, (n = 0, 1, . . .), is
p2k(+∞) = 1
2k
√
2
· (2k − 1)!!
(2k)!!
, p2k+1(+∞) = 0.
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The squeezing is meant with respect to the ground state ψ0 of Ht = H−t.
The probability of returning to it, or fidelity, is p0 = 1/
√
2.
We shall present the main ideas of the proof shortly, leaving details to
later sections. Before doing so we make three remarks. The second one,
which is about self-similarity, is formulated as a lemma, since it will be used
in the proof of the theorem. The other two are heuristic.
Remark. The evolution is manifestly non-adiabatic near t = 0, where
all gaps close. A general but rough criterion for the adiabatic regime is
‖dP/dt‖  ∆, where P is the projection onto the eigenstate under consid-
eration and ∆ is the gap separating it from the remaining ones. Clearly
∆ = αt here, whereas the ground state P depends on t through a dilation
x 7→ γx by γ ∝ (α|t|)β; indeed the same applies to the Hamiltonian (1), up
to an overall factor which however does not affect P . There is no need to
compute the exponent β = −1/2. In fact dilations form a one-parameter
group if parameterized additively. Thus ‖dP/dt‖ = O(d log γ/dt) = O(t−1).
The adiabatic criterion so amounts to αt2  1.
Lemma 2. The special case α = 1 suffices.
Proof. The dynamics
i
dψ(t)
dt
=
1
2
(
p2 + α2t2x2
)
ψ(t), (α > 0),
can be rescaled in space and time, x = λx′, t = µt′. Then for µ−1 = λ−2,
µ−1 = α2µ2λ2, i.e. for λ = µ1/2, µ = |α|−1/2, the state ψ′(t′, x′) := ψ(t, x)
solves the Schro¨dinger equation for the Hamiltonian (1) with α = 1. In
particular the phase slip −pi/2, the squeezing r, and the probabilities are
independent of α, asymptotically in t→∞.
Remark. The contribution −t2 to θ, which reflects the WKB approxima-
tion, can be understood as follows. During early times t −t0, (t0 ≈ 1) the
dynamics is adiabatic, meaning that the evolved state closely shadows the
instantaneous ground state. In particular there is no substantial squeezing
of the former with respect to the latter. In between −t0 and +t0 the state
makes a non-adiabatic transition to a squeezed state. Thereafter the axis of
squeezing of that state rotates clockwise by an angle
−β =
∫ t
0
ωt′ dt
′ =
t2
2
.
Let Uβ be the unitary transformation corresponding to a rotation in phase
space by β, whence U∗βaUβ = eiβa. For a squeezed state ψ of parameter
µ/λ = eiθ tanh r, the state ψβ = Uβψ then satisfies (λe−iβa+ µeiβa∗)ψβ = 0
4
and is thus a squeezed state of parameter ei(θ+2β) tanh r, in agreement with
the said contribution.
Proof of Theorem 1. We interpret (x, p) ∈ R2 as phase space coordinates.
Complex coordinates a and a¯ are defined by (2) and its complex conjugate.
A linear symplectic map is then represented as a matrix
ϕ :=
(
U V
V U
)
∈ SU(1, 1),
(
a
a
)
7→ ϕ
(
a
a
)
. (5)
A matrix of that form belongs to the group SU(1, 1) if the condition |U |2 −
|V |2 = 1 holds true. The form and the condition state that the map is
compatible with complex conjugation, respectively that it leaves invariant
the sesquilinear form a¯2a1 − a2a¯1 = i(x2p1 − p2x1) associated to the phase
space volume.
The classical equations of motion associated to (1)
x˙(t) = p(t), p˙(t) = −t2x(t), (6)
generate a linear Hamiltonian flow, which for any t is an example for a ϕ as
in (5). As we shall see at the end of Sect. 4 the propagator for the interval
[−t, t] is given by
U = −
√
2ie−i(t
2−pi
2
) + o(1),
V = i + o(1),
(7)
as t→ +∞.
The quantum evolution for the same interval is given by the propagator
U in the Schro¨dinger picture; then in the Heisenberg picture by A 7→ U∗AU .
Since the Heisenberg equations of motion are formally identical with the
canonical equations of motion (up to a∗ replacing a¯) and moreover linear,
the time evolution of a and a∗ is given by the Bogoliubov transformation
(5), i.e.
U∗aU = Ua+ V a∗,
and its hermitian conjugate. The classical flow thus completely determines
the quantum evolution.
The final state Uψ0 satisfies
U∗(λa+ µa∗)Uψ0 = (λV + µU)a∗ψ0
by aψ0 = 0. It thus is a squeezed state for parameters (4) making the r.h.s.
vanish:
eiθ tanh r =
µ
λ
= −V
U
. (8)
Comparison with (7) concludes the proof of the first claim. The transition
probabilities will be computed following Lemma 8.
5
The squeezed state (3) is conveniently parameterized by the complex
coordinate z = eiθ tanh r seen in (4) and denoted |ψ(z)〉. The family of
squeezed states endows the disk |z| < 1 with natural metric and curvature
tensors (see Section 3.2).
Proposition 3. Let Pz = |ψ(z)〉〈ψ(z)| be a family of squeezed projections.
Then the associated Fubini-Study metric and adiabatic curvature are given
by
g =
1
(1− |z|2)2 |dz|
2, ω =
1
(1− |z|2)2
i
2
dz ∧ dz¯.
The unit complex disk endowed with g, ω realizes the Poincare´ disk model;
in particular it is a Ka¨hler manifold.
The proposition is corollary of Proposition 9 which describes the metric
and curvature tensors associated to N -mode squeezed states. The metric
and curvature tensors obtained are the standard tensors associated to the
Poincare´ disk model, up to a constant prefactor.
The time dependent squeezed state described in Theorem 1 corresponds
to a trajectory on the Poincare´ disk. We plot this trajectory in Figure 2.
The trajectory hits the boundary of the disk at the critical time t = 0 and
then spirals into its final point described in Theorem 1.
(a)
(b)
Figure 2: We plot the squeezing parameter of the evolved state considered
in Theorem 1 as a function of time t and with respect to the instantaneous
ground state. (a) The modulus tanh r, illustrating the breakdown of adia-
baticity near the collapse t = 0, and the transition from no squeezing when
t  −1 to a squeezing of tanh r = 1/√2 for t  1. (b) The trajectory in
the Poincare´ disk after subtracting the −t2 contribution to the phase, i.e.
we plot w := eit
2
z with asymptotic values w = 0 and w = −i/√2.
Before deriving the asymptotics (7) of the solution of the classical flow,
we describe in the next section the general mathematical structure of driven
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quadratic systems, thus providing the framework for the theorem above.
We recall in particular Bogoliubov transformations and quasi-free states for
the case of N modes. We also discuss squeezed states in more details and
derive their occupation numbers. Section 4 then provides the only missing
piece in the proof of Theorem 1, namely the solution of the classical flow. In
Section 5 we discuss two extensions of Theorem 1. In the first extension we
consider non-symmetric time intervals, while in the second one we consider a
two parameter frequency profile ωt =
√
(αt)2 + g2 which includes an avoided
crossing. We conclude with a summary in Section 6.
3 Bogoliubov transformations and squeezed states
The driven one-dimensional harmonic oscillator is a special case of a qua-
dratic Hamiltonian with time-dependent coefficients. The Heisenberg evolu-
tion still reduces to a classical dynamics, namely to a family of Bogoliubov
transformations. When viewed in the Schro¨dinger picture, squeezed states
are mapped to just such.
3.1 An algebraic view on squeezed states
Bogoliubov transformations are matrices
ϕ :=
(
U V
V U
)
∈ SU(N,N) (9)
that act as automorphisms on the CCR-algebra generated by ai, a
∗
i , (i =
1, . . . , N) through
ai 7→
n∑
j=1
Uijaj + Vija
∗
j (10)
and the hermitian conjugate thereof. By introducing
a(f) :=
N∑
i=1
aifi, (f ∈ CN )
it equivalently acts as
a(f) 7→ a(U∗f) + a∗(V ∗f) (11)
and its conjugate. In terms of the self-dual annihilation operators
A(ξ) := a(f) + a∗(Cg), (ξ = f ⊕ g) (12)
with C : g 7→ g denoting complex conjugation, it reads
A(ξ) 7→ A(ϕ∗ξ), (13)
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where
ϕ∗ =
(
U∗ V ∗
V t U t
)
. (14)
In fact, eq. (13) states for ξ = f ⊕ g that
a(f) + a∗(Cg) 7→ a(U∗f + V ∗g) + a∗(C(V tf + U tg))
which for g = 0 agrees with (11) and for f = 0 with the conjugate thereof.
It is convenient to introduce the matrices
J =
(
0 C
C 0
)
, S =
(
1 0
0 −1
)
satisfying JS+SJ = 0. The properties of the operators A(ξ) are then stated
as
ξ 7→ A(ξ) is antilinear,
[A(ξ), A∗(ζ)] = 〈ξ, Sζ〉, (15)
A(Jξ) = A∗(ξ),
and a Bogoliubov transformation is an invertible map ϕ on CN ⊕ CN such
that
ϕSϕ∗ = S, Jϕ∗ = ϕ∗J.
To avoid any confusion we remark that all scalar products are denoted 〈·, ·〉,
regardless of the vector space (e.g. CN or CN ⊕ CN ), and that they are
linear in the second factor.
Quasi-free states are states on the self-dual algebra specified by
ωP (A(ξ)A
∗(ζ)) = 〈ξ, SPζ〉, (16)
and by Wick’s rule, where the matrix P is such that
〈Pξ, Sζ〉 = 〈ξ, SPζ〉, (17)
〈ζ, SPζ〉 ≥ 0, (18)
P + JPJ = 1. (19)
Indeed, the conditions reflect ωP (A
∗) = ωP (A), ωP (AA∗) ≥ 0, and (15).
The first one states P ∗S = SP and is a prerequisite for the second by
(SP )∗ = SP . The inequality is strict if Pζ 6= 0. The last condition also
reads PJ = J(1− P ).
In this setting, a squeezed state is a quasi-free state which is indecom-
posable among general states.
Gauge invariant quasi-free states are defined on the usual CCR-algebra
by
ωρ(a(g)a(f)) = 0, ωρ(a
∗(g)a(f)) = 〈f, ρg〉 (20)
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for some matrix ρ = ρ∗ and correspond to the special case
Pρ =
(
1 + ρ 0
0 −CρC
)
(21)
with ρ ≥ 0 by (18); conditions (17, 19) are satisfied identically. In particular,
Pρ is a projection, Pρ = P
2
ρ , iff ρ = 0.
A Bogoliubov transformation ϕ induces one on arbitrary states and in
particular on quasi-free states, ωP 7→ ωP˜ by
ωP˜ (A(ξ)A
∗(ζ)) = ωP (A(ϕ∗ξ)A∗(ϕ∗ζ)), (22)
i.e. P 7→ P˜ with
P˜ = (ϕ∗)−1Pϕ∗, (23)
because (22) equals
〈ϕ∗ξ, SPϕ∗ζ〉 = 〈ξ, ϕSPϕ∗ζ〉 = 〈ξ, S(ϕ∗)−1Pϕ∗ζ〉.
We note by the way that including the ‘metric tensor’ S in the definition
(16) of quasi-free states is the reason that Bogoliubov transformations ϕ act
as similarity transformations (23) on P . For instance P is a projection iff P˜
is.
An application to dynamics is as follows. Let U : F 7→ F be a propagator
on Fock space F in the Schro¨dinger picture generated by a possibly time-
dependent Hamiltonian that is quadratic in {ai, a∗i : i = 1, . . . , N}. Its
classical counterpart, which is a function of the complex variables ai, ai,
generates a propagator ϕ ∈ SU(N,N) in the sense of (10). Again, since the
Heisenberg equations of motion are formally identical with the canonical
equations of motion and moreover linear, we have
AU (ξ) := U∗A(ξ)U = A(ϕ∗ξ),
see (13). The expectations in the (initial) quasi-free state P are thus
ωP (AU (ξ)A∗U (ζ)) = ωP˜ (A(ξ)A
∗(ζ))
with P˜ as in (23). In particular P 7→ P˜ is the propagator on quasi-free states
in the Schro¨dinger picture; it does not rely on the Fock space representation
of the self-dual algebra.
We now provide two further applications which are of independent in-
terest. Firstly, we prove that any quasi-free state is gauge-invariant up to
a suitable Bogoliubov transformation. Secondly, we show that a quasi-free
state ωP is a squeezed state if and only if P = P
2.
Lemma 4. Let P satisfy conditions (17-19). Then there exists a Bogoliubov
transformation ϕ such that ϕ∗P (ϕ∗)−1 has the form (21) with ρ diagonal.
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Proof. Let P˜ := P − 12 , in terms of which (17, 19) hold true alike, except for
1 replaced by 0. The positivity of SP and the identity 2SP˜ = SP−SJPJ =
SP + JSPJ imply that SP˜ ≥ 0. Actually, SP˜ > 0. Indeed, 〈ζ, SP˜ ζ〉 = 0
implies by the above identity Pζ = 0 and PJζ = 0, which by (19) gives ζ =
0. Let now χ be an eigenvector of the self-adjoint (SP˜ )1/2S(SP˜ )1/2; then the
non-zero vector v := S(SP˜ )1/2χ is an eigenvector of S(SP˜ ) = P˜ for the same
eigenvalue λ. With this, 0 < 〈v, SP˜ v〉 = λ〈v, Sv〉 and since S is self-adjoint,
both λ and 〈v, Sv〉 are real and non-zero. In particular, the quadratic form
S is positive definite on each eigenspace with λ > 0, which thus has a basis
(vi) with 〈vi, Svj〉 = δij . We further note that by JP˜J = −P˜ the vector
vˆ := Jv is an eigenvector with opposite eigenvalue: P˜ vˆ = −λvˆ = −λvˆ.
Collecting the vectors vi for all positive eigenvalues, together with vˆi = Jvi,
we end up with a basis v1, . . . , vN , vˆ1, . . . vˆN ∈ CN ⊕ CN satisfying
〈vi, Svj〉 = δij , 〈vˆi, Svˆi〉 = −δij , 〈vˆi, Svj〉 = 0
because for eigenvectors v, v′ with eigenvalues λ, λ′ we have (λ−λ′)〈v′, Sv〉 =
0 by (17).
Using the canonical basis e1, . . . , eN of CN , the map ϕ defined by
ϕ∗vi = ei ⊕ 0, ϕ∗vˆi = 0⊕ ei,
is a Bogoliubov transformation. Indeed, ϕSϕ∗ = S since both sides share
the same matrix elements, and ϕ∗J = Jϕ∗ by construction. Finally,
ϕ∗P˜ (ϕ∗)−1(ei ⊕ 0) = ϕ∗P˜ vi = λiϕ∗vi = λi(ei ⊕ 0)
and similarly ϕ∗P˜ (ϕ∗)−1(0⊕ei) = −λi(0⊕ei). Summarizing, for any P there
is a Bogoliubov transformation ϕ such that ϕ∗P (ϕ∗)−1 is of the form (21)
with a diagonal matrix ρ = diag(ρ1 . . . , ρN ) obtained from the above eigen-
values by ρi = λi − 1/2.
The Fock space F is a Hilbert space carrying an irreducible represen-
tation of the (finitely generated) CCR-algebra, and it is unique up to iso-
morphism. There is a vector, the Fock vacuum ψ0 ∈ F , (‖ψ0‖ = 1) unique
up to a phase and characterized by a(f)ψ0 = 0, (f ∈ CN ). We recall the
functor of second quantization, Γ, which promotes single-particle operators
B on CN to operators on F by Γ(B)a∗(f) = a∗(Bf)Γ(B).
Lemma 5. Any gauge-invariant state ωρ is realized by a unique density
matrix on F , meaning ωρ(A) = TrF (νρA). In fact
νρ = Z
−1Γ(Q), Q = ρ(1 + ρ)−1 (24)
with Z = TrF Γ(Q). In particular νρ is given by a vector iff ρ = 0, in which
case it is the Fock vacuum,
ω0(A) = 〈ψ0, Aψ0〉. (25)
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Proof. Uniqueness of νρ follows because the CCR-algebra is irreducibly rep-
resented on F . Existence: Following [6] we shall show that ω, as defined
by (24), is a quasi-free state with the appropriate two-point functions (20),
namely
ω(aiaj) = 0, ω(a
∗
i aj) = ρiδij , (26)
where we assumed without loss that ρ is diagonal. Interchanging ak and a
∗
k
in (26) amounts to replace ρi by 1 + ρi. Let bi be either ak or a
∗
k and set
[bibj ] := bibj − bjbi ∈ {0,±1}. Then all four equations are summarized by
ω(a∗i bj) = −ρi[a∗i bj ], ω(aibj) = (1 + ρi)[aibj ]. (27)
Wick’s rule will follow immediately by iteration from the claim
ω(b0B) =
n∑
j=1
ω(b0bj)ω(Bj), (28)
where we set B = b1 · · · bn and obtained Bj by omitting from it the factor
bj . In fact by using b0bj = bjb0 + [b0bj ] repeatedly we have b0B = Bb0 +∑
j=1[b0bj ]Bj and
Tr(νρb0B) = Tr(νρBb0) +
n∑
j=1
[b0bj ] Tr(νρBj). (29)
Moreover we have the pair
aiΓ(Q) = qiΓ(Q)ai, Γ(Q)a
∗
i = qia
∗
iΓ(Q). (30)
of adjoint equations, of which one or the other will be used for b0 = ai and for
b0 = a
∗
i . In the first case we first use (29) and then (30) through Tr(νρBai) =
Tr(aiνρB) = qi Tr(νρaiB). By 1− qi = (1 + ρi)−1 the l.h.s. of (28) is found
to be
Tr(νρaiB) =
n∑
j=1
(1 + ρi)[aibj ] Tr(νρBj)
which is the r.h.s. by (27). In the second case we first use (30) as Tr(νρa
∗
iB) =
qi Tr(νρBa
∗
i ) and then (29). By qi(1− qi)−1 = ρi we now find
Tr(νρa
∗
iB) = −
n∑
j=1
ρi[a
∗
i bj ] Tr(νρBj).
We now first use the two equations for B = aj to obtain (26) and hence
(27), at which point they read like (28).
Finally the last sentence of the lemma follows from Γ(Q)2 = Γ(Q2),
which shows that νρ = ν
2
ρ iff ρ = 0.
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Corollary 6. Any quasi-free state ωP is realized by a density matrix (24)
on a Fock space F˜ isomorphic to F . In particular it is realized by a vector
iff P = P 2.
Proof. By Lemma 4 there is a Bogoliubov transformation ϕ such that P =
(ϕ∗)−1P˜ϕ∗ with P˜ a quasi-free state of the gauge-invariant form (21). We
set A˜(ξ) = A((ϕ∗)−1ξ) so that ωP (A˜(ξ)A˜∗(ζ)) = 〈ξ, SP˜ ζ〉. The claim follows
by Lemma 5 and in fact for the Fock space F˜ associated with the operators
a˜(f) = A˜(f ⊕ 0), cf. (12).
Proposition 7. A quasi-free state ωP is a squeezed state if and only if P
is a projection, P = P 2.
Proof. By Corollary 6 ωP is realized by a density matrix ν on F˜ . If ωP is
indecomposable then so is ν, whence ρ = 0 and P = P 2. Conversely, if P is
a projection and ωP = ω1 + ω2 with general states ωi ≥ 0, ωi(1) > 0, then
ωi(A) = ωi(1)ωP (A), as we will show momentarily; whence ωP is indecom-
posable. By the commutation relations it suffices to prove the contention
for elements of the form A = B∗1B2 where Bj are products of annihila-
tion operators, not both empty. In this case both sides vanish: Clearly
ωP (A) = 0, because (25) applies, but also |ωi(B∗1B2)|2 ≤ ωi(B∗1B1)ωi(B∗2B2)
and ωi(B
∗B) ≤ ωP (B∗B) = 0.
We conclude that any squeezed state, as defined earlier in this section,
is realized by a vector ψ ∈ F , since F˜ = F as Hilbert spaces by the proof
of Corollary 6. We shall characterize ψ for later use. Denoting the (non-
unique) Bogoliubov transformation ϕ used there by (9), we have
a˜(f) = A((ϕ∗)−1(f ⊕ 0)) = a(Uf) + a∗(−V f),
where the second expression follows from (12) in view of (ϕ∗)−1 = SϕS and
SϕS =
(
U −V
−V U
)
. (31)
The squeezed state is thus characterized by a˜(f)ψ = 0, i.e.
(U∗a− V ∗a∗)ψ = 0, (32)
where a is shorthand for the column vector (a1, . . . , aN ).
We now specialize to N = 1, thus considering a single annihilation op-
erator a. Then (32) agrees with (3) for µ/λ = −V /U , in line with (8).
A general matrix ϕ ∈ SU(1, 1) can be encoded by a real number β and a
complex number τ = reiθ through the (unique) decomposition ϕ = ϕτϕβ
with
ϕβ =
(
eiβ 0
0 e−iβ
)
, ϕτ =
(
cosh r eiθ sinh r
e−iθ sinh r cosh r
)
.
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The squeezed state associated to ϕ does not depend on β because ϕβ leaves
the standard Fock vacuum invariant. As we shall prove shortly, the trans-
formation
a 7→ aτ := (cosh r)a+ (eiθ sinh r)a∗
is unitarily implemented on F by
Uτ = exp
(1
2
(
τ¯(a)2 − τ(a∗)2)),
meaning
aτ = UτaU∗τ . (33)
In particular, ψ = Uτψ0 is the squeezed state with parameter τ since
aτψ = Uτaψ0 = 0, see (3, 4).
The next lemma, while standard, is stated and proved for the sake of
completeness.
Lemma 8. With the notation of the previous paragraph, and {|n〉 : n ∈ N}
the usual Fock space basis of occupation numbers, we have (33) and
Uτ |0〉 = 1√
cosh r
∑
n≥0
einθ(− tanh r)nqn|2n〉 (34)
with τ = reiθ and
qn =
√
(2n− 1)!!
(2n)!!
=
√
(2n)!
2nn!
.
Proof. On the one hand,
∂
∂r
aτ = (sinh r)a+ (e
iθ cosh r)a∗ = eiθa∗τ .
On the other hand,
∂
∂r
(UτaU∗τ ) =
1
2
Uτ [a, eiθ(a∗)2 − e−iθa2]U∗τ = eiθUτa∗U∗τ ,
by [a, (a∗)2] = 2a∗. Since U0aU∗0 = a = a0, (33) follows by uniqueness of the
solution of the ODE.
Eq. (34) is similarly proved by showing that the r.h.s. satisfies the same
ODE
dy
dr
=
1
2
(e−iθa2 − eiθ(a∗)2)y, y(0) = 1
that the l.h.s. obviously does. This follows by comparing
d
dr
(tanh r)n√
cosh r
=
(tanh r)n√
cosh r
(
n(tanh r)−1 − (n+ 1
2
)
tanh r
)
(35)
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with
a2|2n〉 =
√
2n(2n− 1)|2(n− 1)〉,
(a∗)2|2n〉 =
√
(2n+ 2)(2n+ 1)|2(n+ 1)〉,
qn
√
2n(2n− 1) = qn−1(2n− 1) = 2qn−1
(
(n− 1) + 1
2
)
,
qn
√
(2n+ 2)(2n+ 1) = qn+1(2n+ 2) = 2qn+1(n+ 1),
where we used the first expression for qn. The action of e
−iθa2/2 on the
r.h.s. of (34), followed by the replacement of n− 1 with n in the sum, leads
to the second term in the bracket (35), in line with the claim. The action of
−eiθ(a∗)2 is likewise seen to match the first term by means of the opposite
shift of n.
The other writing of qn follows by (2n)!! = 2
nn! and (2n − 1)!! =
(2n)!/2nn!.
The transition probabilities seen in Theorem 1 follow by inserting tanh r
= 1/
√
2, cosh r =
√
2 in (34).
3.2 Geometry of squeezed states
We start by recalling general geometric facts from adiabatic theory, see
e.g. [7]. Given a family of projections Pϕ depending on some parameters ϕ,
the adiabatic connection is given by
A = P⊥dP, P⊥ = 1− P.
A Hermitian structure is defined on the tangent space at ϕ by
h := 2 tr(A⊗A∗)
The symmetric and antisymmetric parts of h define the Fubini-Study metric
g and the adiabatic curvature ω, namely
h =: g − iω.
Note that ⊗ above and in the rest of this section refers to the tensor algebra
generated by dϕ, not to the Hilbert space tensor product. The parameter
space is thereby endowed with a natural geometric structure.
We shall describe the geometric structure associated to squeezed states
in holomorphic coordinates. We recall that ϕ∗ and SϕS are inverses, which
by (14, 31) is equivalent to either line of
U∗U − V ∗V = 1, U∗V = V ∗U, (36)
UU∗ − V V t = 1, UV ∗ = V U t.
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The normalized squeezed state ψ associated with the Bogoliubov transfor-
mation ϕ satisfies (32). Since U is invertible in view of the first relation in
(36), an equivalent set of equations is
(a+ Za∗)ψ = 0, Z := −(U∗)−1V ∗, (37)
where a = (a1, . . . , aN ) as before. The two relations (36) respectively imply,
after inverting the second one,
ZZ∗ = 1− (UU∗)−1 < 1, Z = Zt. (38)
Conversely, if Z satisfies these two properties, then it can be written as in
(37) with U , V unique up to multiplication by a unitary from the right.
By introducing the bilinear expression (a, b) =
∑
i aibi, we have (a
∗, Za∗) =∑
ij Zija
∗
i a
∗
j and
e−
1
2
(a∗,Za∗)ae
1
2
(a∗,Za∗) = a+ Za∗.
Hence
(a+ Za∗)e−
1
2
(a∗,Za∗)ψ0 = e
− 1
2
(a∗,Za∗)aψ0 = 0,
where ψ0 is the Fock vacuum, so that e
− 1
2
(a∗,Za∗)ψ0 is proportional to ψ.
The normalization constant is given by∥∥e− 12 (a∗,Za∗)ψ0∥∥2 = det(1− ZZ∗)−1/2, (39)
whence
ψ = det(1− ZZ∗)1/4e− 12 (a∗,Za∗)ψ0.
The norm (39) can be computed using Takagi’s factorization Z = W tDW ,
where W is unitary and D is the diagonal matrix of singular values. With
this,
(a∗, Za∗) = (b∗, Db∗), b∗ = Wa∗
is a Bogoliubov transformation preserving the vacuum state. Hence,
∥∥e− 12 (a∗,Za∗)ψ0∥∥2 = N∏
i=1
〈e− 12Dib∗i b∗i ψ0, e− 12Dib∗i b∗i ψ0〉
=
N∏
i=1
∞∑
k=0
D2ki
22k(k!)2
〈ψ0, b2ki (b∗i )2kψ0〉
=
N∏
i=1
∞∑
k=0
D2ki (2k)!
22k(k!)2
=
N∏
i=1
(1−D2i )−1/2,
which is (39).
Summarising, the set of squeezed states corresponds to the manifold
M = {Z ∈ GL(N,C) : Z = Zt, ZZ∗ < 1}.
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This is an open subset of CN(N+1)/2 ' {Zij , 1 ≤ i ≤ j ≤ N} and inherits the
natural complex structure J and Dolbeault decomposition d = ∂ + ∂¯. We
write d instead of d if it just acts on the first factor to its right. We denote
by dZ (resp. dZ∗) a matrix valued 1-form with entries dZij (resp. dZji).
Moreover M carries the family of projections P = |ψ〉〈ψ|.
Theorem 9. The family P turnsM into a Ka¨hler manifold (M, g, ω) with
Hermitian structure
h = tr
(
(1− ZZ∗)−1dZ ⊗ (1− Z∗Z)−1dZ∗). (40)
It is also expressed as
h = tr
(
(U∗dZU)⊗ (U∗dZU)∗),
where U is determined by Z as in (38) and to sufficient extent so as to make
the r.h.s. well-defined.
Proof. The map
Z 7→ |ψ˜〉 := e− 12 (a∗,Za∗)ψ0,
is holomorphic, but not so after normalization, |ψ〉 = Z−1|ψ˜〉. Nonetheless
we have
P⊥∂¯|ψ〉 = 0, P⊥∂|ψ〉 = Z−1P⊥∂|ψ˜〉,
where the first equation implies P⊥∂¯(|ψ〉〈ψ|) = 0 and thus
A = P⊥∂P = P⊥(∂|ψ〉)〈ψ|.
With the help of the defining relation J∂ = i∂ we then get A(JX) = iA(X)
and h(JX,X ′) = ih(X,X ′) for any tangent vectors X,X ′. The latter is
equivalent to the consistency condition g(JX,X ′) = ω(X,X ′) required for
a Ka¨hler manifold. The remaining condition that ω is closed, i.e. dω = 0,
is always satisfied by the adiabatic curvature.
We claim that
h = 2∂ ⊗ ∂¯ logZ2,
which implies that 2 logZ2 is the Ka¨hler potential, i.e. ω = i∂∂¯ logZ2.
This follows by
tr(A⊗A∗) = tr(P⊥∂|ψ〉 ⊗ ∂¯〈ψ|)
=
1
Z4
(Z2 tr(∂|ψ˜〉 ⊗ ∂¯〈ψ˜|)− ∂〈ψ˜|ψ˜〉 ⊗ ∂¯〈ψ˜|ψ˜〉)
=
1
Z4
(Z2∂ ⊗ ∂¯Z2 − ∂Z2 ⊗ ∂¯Z2) = ∂ ⊗ ∂¯ logZ2.
With (39) and logZ2 = log det(1− ZZ∗)−1/2 = −12 tr log(1− ZZ∗) we get
h = −∂ ⊗ ∂¯ tr log(1− ZZ∗).
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Differentiating under the trace and making use of dA−1 = −A−1dAA−1, we
find
h = tr
(
(1− ZZ∗)−1dZ ⊗ dZ∗ + (1− ZZ∗)−1dZZ∗ ⊗ (1− ZZ∗)−1ZdZ∗).
Eq. (40) follows by regrouping terms using the identity
1 + Z∗(1− ZZ∗)−1Z = (1− Z∗Z)−1,
which is seen from Z(1 − Z∗Z) = (1 − ZZ∗)Z. The alternate expression
then follows from (38), also by way of Z∗Z = (ZZ∗)t. We observe that it
is not affected when U is multiplied by a unitary from the right, as allowed
by Z.
Proof of Proposition 3. In the case N = 1 we have h = (1− |z|2)−2dz ⊗ dz¯
and the result follows by decomposing h = g − iω.
4 The classical equations of motion
As before, we set α = 1. The canonical equations (6) are equivalent to
Newton’s equation
x¨(t) + t2x(t) = 0, (41)
which takes the form of a special case of the Weber differential equation.
The two linearly independent solutions may be chosen even and odd in t,
x±(−t) = ±x±(t).
They are unique up to multiples. Imposing a normalization on the Wron-
skian (which is constant in t),
W (x+, x−) := x+x˙− − x˙+x− = 1, (42)
leaves one free parameter. The general (real) solution of (41) is
x(t) = β+x+(t) + β−x−(t)
with arbitrary coefficients β± ∈ R, which are in turn determined by the
solution itself:
β− = W (x+, x), β+ = −W (x−, x). (43)
We shall derive the propagator for some time interval [t1, t2] as a map
on phase space R2 3 (x, p), and express it in the complex coordinate a
x =
1√
2ω
(a¯+ a), p = i
√
ω
2
(a¯− a), (44)
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for some fixed ω > 0, as defined in (2) and for reasons explained there. The
solutions x±(t) give rise to
a±(t) =
1√
2ω
(ωx±(t) + ix˙±(t)) (45)
with
a±(−t) = ±a±(t). (46)
The general solution
a(t) = β+a+(t) + β−a−(t), (47)
being complex, determines both real amplitudes β±, without resorting to
derivatives as in (43): Expressing there x and x˙ = p by (44), we obtain
β+ = ia−(t)a(t) + c.c.,
β− = −ia+(t)a(t) + c.c..
(48)
Using (47) at t = t2 and (48) at t = t1, we get
a(t2) =
(
ia+(t2)a−(t1)− ia−(t2)a+(t1)
)
a(t1)
+
(−ia+(t2)a−(t1) + ia−(t2)a+(t1))a(t1).
The propagator is thus of the form (5) with
U = ia+(t2)a−(t1)− ia−(t2)a+(t1),
V = −ia+(t2)a−(t1) + ia−(t2)a+(t1).
(49)
In particular, for t1 = −t, t2 = t, we have by (46)
U = −2ia+(t)a−(t), V = 2i Re
(
a+(t)a−(t)
)
. (50)
According to [8, 19.1.5 and 19.2.1], the even and odd solutions of (41) are
the parabolic cylinder functions
e−it
2/2M
(1
4
,
1
2
, it2
)
, te−it
2/2M
(3
4
,
3
2
, it2
)
expressed in terms of the confluent hypergeometric function M(a, b, z). Us-
ing its differentiable asymptotics for z →∞ [8, 13.5.1], we find for t→ +∞
x±(t) = x±t−1/2(cos θ±(t) + o(1)),
θ+(t) =
t2
2
− pi
8
, θ−(t) =
t2
2
− 3pi
8
with arbitrary amplitudes x±, as well as similar expressions for x˙±(t) with
t−1/2 replaced by t1/2 and cos by − sin. We observe that
θ+(t)− θ−(t) = pi
4
, θ+(t) + θ−(t) = t2 − pi
2
,
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and so obtain from (42)
W (x+, x−) = −x+x−(cos θ+ sin θ− − cos θ− sin θ+)
= x+x− sin(θ+ − θ−) = x+x−√
2
,
implying x+x− =
√
2. We also obtain from (45) with ω = t,
a±(t) =
x±√
2
e−iθ±(t) + o(1), (t→∞). (51)
In particular (50) becomes
U = −
√
2ie−i(t
2−pi
2
) + o(1),
V = 2i Re(
1√
2
ei(θ+−θ−)) + o(1) = i + o(1),
which are the asymptotic expressions used in the proof of Theorem 1.
5 Extensions
Two extensions of the above problem are considered.
5.1 Asymmetric time intervals
In a slight generalization of Theorem 1 we consider asymmetric initial and
final times, t1 → −∞ and t2 → +∞, together with initial (ground) and final
(squeezed) states now understood with respect to different Hamiltonians,
Ht1 6= Ht2 . The conclusions are unchanged, up to the angle now being
θ = −αt22 −
pi
2
+ o(1).
This is in line with the remark made earlier by which the squeezed state
is formed at the spectral collapse and only the time t2 elapsed since then
contributes to its rotation.
The argument is as follows (α = 1). We introduce coordinates ai, ai,
(i = 1, 2) like in (2) but with different frequencies ωi. We so associate
ai(t) to any solution x(t), and in particular ai±(t) to x±(t), see (45). Then
(47), now decorated with i = 1, 2, still holds true, and in fact with common
coefficients β±, since those are determined by x(t) without reference to ωi,
cf. (43). As a result the propagator between times t1 and t2 relating a1(t1)
to a2(t2) (with conjugates) is the Bogoliubov transformation
U = ia2+(t2)a1−(t1)− ia2−(t2)a1+(t1),
V = −ia2+(t2)a1−(t1) + ia2−(t2)a1+(t1),
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cf. (49). We then pick ωi = |ti| as understood in the claim, but unlike there
we first let both t1, t2 → +∞. Then (51) together with
θ+(t1)− θ−(t2) = t
2
1 − t22
2
+
pi
4
, θ−(t1)− θ+(t2) = t
2
1 − t22
2
− pi
4
lead to
U = ei(t
2
1−t22)/2 + o(1), V = o(1). (52)
We observe that, up to o(1), this transformation does not squeeze the vac-
uum and rotates squeezed states by the angle t21 − t22. Its diagonal form
is in line with the adiabatic theorem valid away from the collapse: The
Heisenberg evolution respects the instantaneous creation and annihilation
operators and the Schro¨dinger evolution respects the instantaneous eigen-
states.
We finally return to t1 → −∞. We split the interval [t1, t2] at the point
|t1|, possibly lying outside of it. The combined transformation of (7) for
t = |t1| followed by (52) is given by
U = −
√
2ie−i(t
2
1+t
2
2+
pi
2
)/2 + o(1), V = iei(t
2
1−t22)/2 + o(1),
which yields a joint squeezing ratio of
µ
λ
= −V
U
= − 1√
2
e−i(t
2
2+
pi
2
) + o(1).
Remark. One could further consider the case t1 → −∞ while t2 remains
finite. This was represented in Figure 2, where we show the pattern traced
by the solution in the Poincare´ disk relative to the instantaneous ground
state, and plot its squeezing tanh r as a function of t2.
5.2 Gapped case
A second extension is concerned with the gapped case, such as ω2t = α
2t2+g2.
The scaling argument of Lemma 2 shows that the squeezing and the phase
slip of the future asymptotic state depend only on the ratio δ2 := g2/α. For
fixed g > 0, the result then trivializes in the adiabatic limit α → 0, in the
sense that instantaneous ground states are respected by the dynamics. A
non-trivial result is obtained in the cross-over regime given by the scaling
g =
√
αδ with fixed δ.
Without loss, we shall consider a symmetric time interval [−t, t] and
forgo for simplicity the phase of the squeezing.
Proposition 10. In the situation of Theorem 1, but with ω2t = α
2t2 + g2,
we have
tanh r =
1√
1 + epiδ2
, δ2 =
g2
α
,
i.e. r = log
(√
1 + e−piδ2 +
√
e−piδ2
)
in the limit of an infinite time interval.
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Remark. The result monotonically interpolates between tanh r = 1/
√
2 for
δ = 0 and r = 0 for δ →∞.
Remark. The fidelity is
p0 =
1√
1 + e−pig2/α
,
as seen from p0 = cosh r = (1− tanh2 r)−1/2. For g2/α 1 it approaches 1
and the tunneling is asymptotically given by
1− p0 ≈ 1
2
e−pig
2/α.
It should be compared with the Landau-Zener formula for an avoided cross-
ing sharing the same gap
√
α2t2 + g2, which reads 1− p0 = e−pig2/2α.
Proof. By scaling s =
√
αt, we reduce matters to α = 1. Weber’s equa-
tion (41) now reads
x¨(t) + (t2 + δ2)x(t) = 0.
Using the same references as before, the even and odd solutions are
e−it
2/2M
(1
4
(1 + iδ2),
1
2
, it2
)
, te−it
2/2M
(1
4
(3 + iδ2),
3
2
, it2
)
and have asymptotics
x±(t) = x±t−1/2
(
γ±eiθ±(t) + c.c.+ o(1)
)
,
as t→∞, where
γ+ = Γ
(
(1 + iδ2)/4
)−1
, γ− = Γ
(
(3 + iδ2)/4
)−1
,
and
θ+(t) =
t2
2
+
δ2
2
log t− pi
8
, θ−(t) =
t2
2
+
δ2
2
log t− 3pi
8
.
The real constants x±, which depend on δ, are supposed to obey the nor-
malization condition W (x+, x−) = 1. For δ = 0, we recover the previous
expressions though the same normalization of x± is recovered only after re-
placing γ± by 1/2. We also observe that the logarithmic correction reflects
the WKB approximation, in that
θ′±(t) = t+
δ2
2t
=
√
t2 + δ2 + o(1).
For ωt = t+ o(1), we find
a±(t) =
√
2x±γ±e−iθ±(t) + o(1)
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by (45). Now, (50) yields
U = −4ix+x−γ+γ−e−i(θ+(t)+θ−(t)) + o(1),
V = 4ix+x−Re
(
γ+γ−eipi/4
)
+ o(1)
and
eiθ tanh r = −Re
(
γ+γ−eipi/4
)
γ+γ−
e−i(θ+(t)+θ−(t)) + o(1) (53)
by (8). We then use Euler’s reflection formula Γ(1 − z)Γ(z) = pi/ sin(piz)
and Γ(z) = Γ(z¯) to conclude that
γ+γ− =
1
pi
sin
pi
4
(1 + iδ2) =
1
2pii
(
eipi/4e−piδ
2/4 − e−ipi/4epiδ2/4).
Thus, in the limit t→∞,
tanh r =
∣∣Re(γ+γ−eipi/4)∣∣∣∣γ+γ−∣∣ = e
−piδ2/4√
epiδ2/2 + e−piδ2/2
=
1√
1 + epiδ2
.
Remark. The phase of the squeezing θ can be obtained from (53) as
θ = −t2 − δ2 log t− pi
2
− arg(γ+γ−) + o(1),
where arg(γ+γ−) is independent of t, and arg(γ+γ−)→ 0 as δ → 0.
6 Summary
We considered a time-dependent quadratic Hamiltonian
Ht =
1
2
(p2 + ω2t x
2), ω2t = α
2t2 + g2.
We derived the solution of the associated driven Schro¨dinger equation that
is initiated at the instantaneous ground state in the distant past. The time
evolved wave-function is squeezed upon crossing of the non-adiabatic region
around t = 0 and we determine its squeezing parameters asymptotically
as t → ∞; see Theorem 1 for the case of non-avoided crossing g = 0 and
Proposition 10 for the case of avoided crossing g > 0. In particular the
probability p0 to find the state in the instantaneous ground state (fidelity
with respect to the ground state) as t→∞ is given by
p0 =
1√
1 + e−pig2/α
.
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For a non-zero g and α → 0 the fidelity exponentially approaches 1, and
hence the tunneling is given by a Landau-Zener type formula. For g = 0
the fidelity is constant and equal to 1/
√
2. This manifests breaking of the
adiabatic theory at points where infinitely many eigenvalues collide.
Acknowledgments. We thank T. Esslinger and his group for discussions
which led us to study this problem.
References
[1] R.H. Dicke. Coherence in spontaneous radiation processes. Physical
Review, 93(1):99, 1954.
[2] K. Hepp and E.H. Lieb. On the superradiant phase transition for
molecules in a quantized radiation field: The Dicke Maser model. Annals
of Physics, 76(2):360–404, 1973.
[3] K. Baumann, R. Mottl, F. Brennecke, and T. Esslinger. Exploring sym-
metry breaking at the Dicke quantum phase transition. Physical Review
Letters, 107(14):140402, 2011.
[4] W.H. Zurek, U. Dorner, and P. Zoller. Dynamics of a quantum phase
transition. Physical Review Letters, 95(10):105701, 2005.
[5] G.A. Hagedorn. Adiabatic expansions near eigenvalue crossings. Annals
of Physics, 196(2):278–295, 1989.
[6] M. Gaudin. Une de´monstration simplifie´e du the´oreme de Wick en
me´canique statistique. Nuclear Physics, 15:89–91, 1960.
[7] J.E. Avron, M. Fraas, G.M. Graf, and O. Kenneth. Quantum response
of dephasing open systems. New Journal of Physics, 13:053042, 2011.
[8] M. Abramowitz and I.A. Stegun. Handbook of mathematical functions:
with formulas, graphs, and mathematical tables. Number 55. Courier
Corporation, 1964.
23
