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orthographic disabilities in children. The book will serve the purpose of applied 
neuropsychological evaluation methods in neuropsychological research projects, 
as well as relatively experienced psychologists and neuroscientists. Chapters are 
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Functional Magnetic Resonance Imaging of brain is typically called fMRI. It has 
become a fundamental modality of imaging at any MRI suite of service center or 
hospital. Our book has been compiled with the aim of incorporating a wide range of 
applied neuropsychological evaluation methods. It is aimed at those who are 
embarking on neuropsychological research projects, as well as relatively experienced 
psychologists and neuroscientists who might wish to further develop their 
experiments. While it is not possible to detail every possible technique related to 
functional evaluation of brain in activation by using fMRI, the book attempts to 
provide working tips with examples and analysis to a wide range of the more 
commonly available techniques. 
The methods described in this book are aimed at giving the reader a glimpse of some 
existing methods with the context in which each analytical fMRI method is applied, as 
well as providing some basis of familiarizing oneself with these techniques.  While 
fMRI has been used in the study of cognition and neuroscience over the last two 
decades, it was only in the later part of 20th century that it has become an integral part 
of many psychological, behavioral and neuroscience research environments.  This is, at 
least in part, due to the continued development of new statistical analysis methods, 
new fMRI hardware with scanning and monitoring accessories, better physio-
compatible MRI suites, robust and fast acquisition techniques such as EPI-fMRI, GE-
fMRI, etc., thanks to the continued joint efforts of governmental, industrial and 
academic institutions globally. Regardless of the MRI systems and the brands used, 
one should always be able to understand and justify the use of the right imaging fMRI 
protocol, designed for a specific study. With this aim, different approaches of fMRI 
methods of neuropsychological evaluation are presented in separate chapters.  For 
learners, basic knowledge, safety issues, limitations and skepticism in fMRI data 
analysis and interpretation is presented with a working fMRI protocol for 
morphological MRI, MRSI data acquisition and analysis of neuronal dysfunction in 
multiple sclerosis.  
In chapter 1, the author emphasized the basic concepts of fMRI, the need for 
quantitative calibration using gold standard, selection of correct paradigm, fMRI 
parameters, accrued experience in study design including design type, Blocked, Event-
Related stimulus or mixed events, number of subjects, data size for each subject, 
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stimulus conditions, and image acquisition parameters: repetitions for each condition, 
applied stimulus, TR/TE, and Number of slices. In chapter 2, authors introduced the 
physiological basis of neuroactivation in the brain during different motor-sensory 
actions with technical aspects of BOLD signal generation and interpretation. Imaging 
processing methods are discussed, with limitations and future prospects. fMRI 
technique and applications are reviewed with several examples. In chapter 3, we can 
read about the use of functional magnetic resonance imaging (fMRI) to obtain a 
biomarker in motor processing pathways in order to indicate the relationship between 
internal adaptation (influenced by conscious and non-conscious filtering and decision-
making networks) and external environmental changes through the eye. The author 
claims that the clinical applications of fMRI biomarkers could include assessments of 
functional breakdowns in disease states, e.g., seizure disorders, memory deficits and 
visuo-cognitive abilities in patients with Alzheimer’s disease, and eye movement 
control and balance in patients with traumatic brain injuries or Parkinson’s disease.  In 
chapter 4, authors hypothesized the performance of the hand-gesture task under the 
guidance of multiple rules for games such as rock–paper–scissors or null–two–five, 
using a balanced rule-guided behavioral system with the mirror system to overcome a 
covert and automatic tendency to imitate observed hand postures. Authors concluded 
that two different brain regions, for perception and motor-sensory, act under the 
guidance of behavioral rules in order to perform rule-guided behaviors and activities 
in rule-selective brain regions. In chapter 5, authors explored the application of 
Constraint-induced movement therapy in brain plasticity to evaluate the recovery 
after stroke and identify the specific correlations between movement recovery clinical 
endpoints and the fMRI data. Furthermore, the authors highlighted the needs such as 
common methodology of analysis and reporting the fMRI data for better comparison 
and interpretation of the results between studies, a comparison of different therapeutic 
techniques on the brain cortex reorganization and upper extremity recovery, and the 
establishment of optimal time for their application after stroke, with an aim to 
understand the treatment programs. In chapter 6, authors presented the potential of 
fMRI to evaluate the Reliability analysis required for the assessment of data to be 
structured in similar events or replicates performing the same task in different days 
under multiple experimental conditions.  Authors emphasized the significance of 
reliability maps in detection of local infringements and selection of ROIs, along with 
temporal response functions into GLM for testing stimulus and task effects in the brain 
for each individual patient. In chapter 7, authors emphasized the precise analysis of 
different series in diagnosis and management of refractory SMA epilepsy in long-term 
follow-up. Conceptually, surgical approaches of the fontal lobe (frontopolar, of the 
convexity, central, orbitofrontal and SMA) must be considered separately and not as 
one sole group. In chapter 8, the author emphasizes that brain supports language 
processing via complex and sophisticated networks in Broca’s and Wernicke’s areas. 
Furthermore, the author speculates with skepticism on the growing number of fMRI 
studies on language in neurologically intact and injured brains to support relevant 
linguistic generalizations and explore a better neural organization of language, post-
lesional neuroplasticity and recovery processes in support of rigorous investigations 
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on issues of linguistic computations, bilingual language functionality, non-dominant 
hemisphere in brain. In chapter 9, authors reviewed the application of multimodal use 
of fMRI combined with magnetic resonance spectroscopy (MRS) in dyslexia of brain. 
Non-invasive technique was used to measure the neurochemicals distribution and N-
acetylaspartate (NAA) and Choline (Cho) ratio within cerebellum to compare Western 
vs. Eastern data. Chemical shift imaging and logographic writing, linguistics testing in 
dyslexia demonstrated left vs. right cerebellar hemisphere differences. However, the 
fMRI-MR spectroscopy multimodal approach is in infancy but has a high potential in 
defining neuro disorders. 
Functional MRI as imaging and evaluation modality 
fMRI has become a very ‘fashionable’ technique and is often chosen as a research 
method, rather than for its suitability to a particular research question or population. 
Functional MRI serves as imaging and evaluation modality in basic sensory and 
perceptual processing in cognition states such as vegetative state (VS) and minimal 
conscious state (MCS). Wide applications of fMRI have been cited in useful auditory 
signals from auditory complex in speech sound discrimination, signals from visual 
cortex and tactile stimulation in a single vegetative conscious or severely injured 
patient. From a functional anatomy standpoint, temporal, parietal and frontal gyri in 
superior or inferior dimensions, occipital pole, and central sulcus regions in brain 
clearly show distinct BOLD signal responses in task performance or use of 
multisensory paradigm in neuroimaging. In the last decade, tremendous 
advancements have been made in the applied science of fMRI, such as functional 
connectivity, communication, emotion, familiarity, self-reference processing, conscious 
awareness, and hippocampus regional differences in BOLD signals.  Findings from 
fMRI studies of cognition and consciousness all have one thing in common, but 
enormous variability between subjects, even within the same diagnostic category.  One 
can wonder if this variability tells us anything about a patient’s likely outcome. 
Clinically, it would be one of the most useful pieces of information fMRI could extract, 
while most studies state prognosis as one of the main goals of fMRI research in disorders 
of consciousness. In this direction, multimodal fMRI-PET, fMRI-MRS, fMRI-EEG, fMRI-
MEG have evolved for analysis of neurochemicals, oxygen rich regions, regional 
electrophysiology etc. to classify the data from patients according to whether they 
showed no activation; typical, low-level activation of primary sensory cortices; or higher-
level activation of associative cortices; atypical, higher-level associative cortex activation 
to make decision on recovery of consciousness and other neuro dysfunctions. 
Limit of resolution and detection by fMRI 
fMRI has contributed immensely to our understanding of disorders of consciousness 
and highlighted the need for brain-based tools to assess cognition and awareness in 
patients in vegetative and minimally conscious states but is clearly not the most 
practical solution to the problem by itself. Over the past few decades, improvements in 
emergency and intensive care medicine have resulted in an increased number of 
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patients who survive severe brain injury. Some patients, unrecovered from coma, may 
remain in a vegetative or minimally conscious state. The diagnosis of coma, locked-in-
syndrome and conscious state poses a challenge in accurate assessment of 
consciousness by some verbal or behavioral sign. Functional MRI serves to 
differentiate VS and MCS to generate verbal or motor responses by fMRI to indicate 
sensory or perceptual impairments, motor impairments, and subclinical seizure 
activity. However, fMRI does not allow inferring on patient’s level of awareness or 
cognitive ability, but fMRI findings are crucial in the interpretation of data from 
higher-order cognitive tasks, particularly negative findings. Assessment of cognition 
function by fMRI BOLD activation patterns provides an opportunity to eliminate the 
need of behavioral responses to cognitive tasks. However, there are many reasons to 
fail to observe expected activations: a patient’s neuroanatomy may have been severely 
altered and functional remapping may have occurred; a relevant sensory system (e.g., 
the auditory system for a speech recognition task) may have been damaged; the 
coupling between neuronal firing and hemodynamic response may differ substantially 
from that of healthy brains. Thus, proponents of fMRI argue that functional 
neuroimaging assessments of cognition in patients with disorders of consciousness 
should proceed in a hierarchical fashion, from basic sensory processing to high-level 
cognition similar with EEG and evoked potentials were done over decades. 
Major limitations in performing fMRI on patients with disorders of consciousness are 
patient safety issues. Implanted devices such as neurostimulators, CSF shunts, 
aneurysm clips, and bone flap fixation wires and clamps are of particular concern for 
brain injury patients. Many of these devices have now been tested and deemed MR-
safe at specific fields, but many are still contra-indicated or restricted. Some aneurysm 
clips are ferromagnetic and may displace and cause serious injury or death. Some 
shunt valves use magnetic components and exposure to the MRI’s magnetic field may 
change the valve settings and lead to increase intracranial CSF pressure. 
Neurostimulators may malfunction, overheat, or be displaced causing injury or death. 
History of implanted devices and any other surgical hardware, patient background 
regarding previous surgeries, implants, as well as possible embedded shrapnel or 
bullets are some of the concerns.  The Safety Committee of the Society for Magnetic 
Resonance Imaging recommends that all patients who are unable to communicate 
should be physiologically monitored. fMRI now becomes a more standard form of 
evaluation in patients with disorders of consciousness in hospitals. 
Choice of the fMRI protocol  
Choice of fMRI method and task-paradigm chosen is a crucial issue. Once a patient has 
passed through all the necessary safety screening steps, there are still many hurdles to 
overcome in order to collect fMRI data from an unconsciousness patient.  As a 
researcher, one should consider whether the chosen MRI protocol is the most effective 
and practical way to answer his/her research question. Since fMRI was introduced in 
the early 90’s, it has had an immense impact on cognitive neuroscience research and its 
use has grown exponentially. Once at the scanning facility, many difficulties may be 
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encountered in physical positioning of the patient in the scanner due to muscle 
contractures or injuries that prevent them from performing a task after stimulus 
delivery. fMRI studies in patients with disorders of consciousness are mostly 
conducted in the auditory modality to circumvent difficulties with the delivery of 
visual stimuli. However, auditory stimulation in the very noisy scanner environment 
presents its own set of challenges. Without a doubt, the most problematic source of 
artifact in patients is motion. Large, involuntary movements of the head or body are 
common, and movement cannot be entirely prevented from occurring in the scanner. 
Another source of artifact in brain-injured patients comes from devices implanted in 
the head, such as aneurysm clips, shunts, and neurostimulators. Even when these 
devices have been deemed non-ferromagnetic and completely MRI-safe, they are still 
foreign, usually metallic objects with significantly different magnetic susceptibility 
than the surrounding brain tissue. They can create significant artifacts, loss of signal, 
and/or distortion of the image surrounding the object. Short-time event related tasks, 
multi-sensory paradigms, and saccades are routinely used in prescribing fMRI 
protocols. Echo planar EPI-fMRI and gradient-echo GE-fMRI are rapid acquisition 
techniques. fMRI-DTI/PWI, fMRI-MPRAGE are variants in functional imaging. In 
order for an assessment fMRI technique to be readily adopted into standard clinical 
practice, it must be inexpensive, easily accessible, have few limitations in terms of 
patient compatibility, and be relatively simple to administer (preferably at the 
bedside). fMRI and patients with severe brain injuries can rarely or not at all combine 
to meet these criteria. There are still many significant logistical and methodological 
considerations that will in all likelihood prevent fMRI from becoming a part of routine 
diagnostic assessments in standard clinical practice.  
Image processing and interpretation 
Several issues arise when analyzing both structural and functional MRI data from 
patients with severe brain injuries.  Most obvious is the issue of normalization.  For 
example, patients with traumatic injury may have abnormal or deformed brain 
structures as a result of focal hemorrhages, hydrocephalus, shifting, craniotomy, 
swelling, dilated ventricles, atrophy, etc. This complicates the co-registration of 
functional data to anatomical data, as well as transformation into stereotaxic space 
(e.g., Talairach space or MNI space) for comparisons between patients, or between 
patients and controls. The heterogeneity of etiologies also complicates any between-
subjects comparisons. In my opinion, even if normalization can be performed, it must 
be considered that, depending on the injury, a great deal of functional remapping 
should have taken place, so that functional areas may no longer correspond to the 
coordinates of the same functional areas in healthy controls or other patients. Better 
software for image processing is now becoming available. For more details, see 
Appendix 1 at the end of book. 
BOLD signal is a measure of hemodynamic response, not a direct measure of neural 
activity. Neurovascular coupling is the relationship between neural activity and the 
hemodynamic response reflected by the BOLD signal. It is dependent on intact 
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(e.g., Talairach space or MNI space) for comparisons between patients, or between 
patients and controls. The heterogeneity of etiologies also complicates any between-
subjects comparisons. In my opinion, even if normalization can be performed, it must 
be considered that, depending on the injury, a great deal of functional remapping 
should have taken place, so that functional areas may no longer correspond to the 
coordinates of the same functional areas in healthy controls or other patients. Better 
software for image processing is now becoming available. For more details, see 
Appendix 1 at the end of book. 
BOLD signal is a measure of hemodynamic response, not a direct measure of neural 
activity. Neurovascular coupling is the relationship between neural activity and the 
hemodynamic response reflected by the BOLD signal. It is dependent on intact 
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signaling between neurons and blood vessels, and on the various components of 
vascular reactivity such as changes to metabolic or neurotransmitter signaling, 
vascular tone, cerebral blood volume, blood flow, blood oxygenation, or oxygen 
consumption (see chapter two). It is now established that many diseases and 
pathologies, including brain injuries, alter neurovascular coupling and change the 
BOLD signal without necessarily affecting the neuronal function. The good part is that 
one can attribute changes in the BOLD signal to changes in neural activity if, and only 
if, signaling and vascular reactivity are not altered; and one can compare between 
groups (e.g., patients and controls) only if these properties are the same in both 
groups. Therefore, utmost caution must be used when interpreting the BOLD signal in 
brain-injured patients, and the potential confounds in the intermediate steps of 
neurovascular coupling must be considered. Several types of analysis software is 
available now. For more details, see Appendix 1 at the end of book.  
A working example of growing science in fMRI of motor activity in multiple 
sclerosis 
Over the years, we focused on neurochemical changes in multiple sclerosis with casual 
observations of reduction in functional activity in the ipsilateral sensorimotor cortex. 
Activation changes in ipsilateral motor areas correlated inversely with age, extent and 
progression of T1 lesion load, and occurrence of a new relapse in support of evolved 
brain plastic changes. It is now established that functional changes in the brain may 
not be correlated with slow tissue injury or neuro dysfunction appearing as lesions, 
sometimes normal-appearing brain tissue. Longitudinal fMRI studies on motor 
activity suggest cortical motor organization as dynamic changes evolved with time as 
a clinical correlate.   
An example of fMRI study design and protocol is presented here for interested 
neuroscientists on morphological MRSI and fMRI data using a 1.5 T magnet with echo 
planar capabilities and a head volume radio frequency coil. Each subject lay supine in 
the scanner with eyes closed with minimum head movements on foam padding and a 
restraining strap. Data acquisition conditions: 1. localizer protocol- multiplanar T1-
weighted localizer at slice orientation (parallel to the bi-commissural plane) and the 
same brain volume acquisition (last slice tangent to the cortical mantle surface) as 
standard for different fMRI sessions; 2. T2*-weighted echo planar imaging (64 • 64 
matrix over a 24-cm field of view) to get 25 consecutive, 4-mm thick axial sections, 
TR/TE (repetition time/echo time) = 3000/50 ms, a 90_ flip angle and one excitation in 
total time of functional study = 225 s, to acquire total of 75 consecutive dynamics. 3. 
Motor task paradigm during fMRI acquisition, when both patients and healthy 
subjects perform a self-paced sequential finger opposition task (thumb repeatedly 
touched the other four fingers in a sequential order with the right hand). Seven 
periods of hand movement and seven periods of rest were alternated (each period 
lasting for 15 s) as ‘start’ and ‘stop’ acoustic signals were given during the acquisition 
under supervision by an operator who remains present to record the rate of hand 
movements for both patients and controls. 
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fMRI data analysis is done by SPM99 software to realign, normalize and spatially 
smoothen the images using a Gaussian kernel of 8 mm. Step-by-step method is 
followed. First, analysis of the time series of functional MR image from each subject is 
done to estimate the effects of experimental paradigm on a voxel-by-voxel basis using 
the principles of the general linear model. Second, data modeling is used for a boxcar 
design, convolved with the hemodynamic response function chosen to represent the 
relationship between the neuronal activation and blood flow changes. Four contrast 
images are generated in two steps: (I) task-related activation at fMRI1; (II) task-related 
activation at fMRI2; (III) task-related activity increase between the two fMRI studies 
(fMR1 < fMRI2); and (IV) task-related activity decrease between the two fMRI studies 
(fMR1 > fMRI2). These contrast images are then used for a second-level random effect 
analysis, according to a 2 × 2 design with time (fMR1 and fMRI2) and group (patients 
and controls) as factors. Next step is the analysis of main effects, interactions and 
simple main effects using subject specific contrasts as the response variable and one or 
two sample t-tests, presuming that clusters of voxels (corrected P < 0.05) have a peak Z 
score >3.7 to show significant changes. 
Multiple regression analysis provides the extent of activations by clinical and 
radiological variables up to 11 or more within group to look at the effects of age and 
disease progression. Regression analysis calculates the correlation; for example, 
clusters of voxels (corrected P < 0.05) with peak Z score >2.4 are significantly 
correlated. Within each region of statistical significance, local maxima of signal 
increase (the voxels of maximum significance) and their location can be expressed in 
terms of x, y, and z coordinates, and those can be converted to the Talairach space 
using linear transformation (www.mrc-cbu.cam.ac.uk/Imaging/mnispace.html). 
Activations in the brain are seen as Talairach coordinates in different brain regions in 
x-, y-, and z- directions of left (L) and right (right) lobes in L-sensorimotor cortex (BA 
1–4), L-inferior parietal lobule (BA 40), L-lateral premotor cortex (BA 6), L-
supplementary motor area (BA 6), L-lentiform nucleus, L-thalamus, L-insula, L-
cerebellum, R-sensorimotor cortex (BA 1–4), R- inferior parietal lobule (BA 40), R-
lateral premotor cortex (BA 6), R-superior parietal cortex (BA 7), R-lentiform nucleus, 
R-thalamus, R-insula, R-cerebellum and Vermis. 
Morphological fMRI acquisition and morphological MRI protocols are commonly used 
for proton density weighted PWI images (n=40 contiguous axial slices with 4-mm 
thickness, 256 × 256 matrix and 24-cm field of view) and T2-weighted spin-echo 
images (T2-WI) (TR = 2000 ms; TE = 20/90 ms), and T1-weighted spin-echo images (T1-
WI) (TR = 550 ms; TE = 12 ms) before and after injection of an intravenous bolus of 0.3 
mmoles/kg gadolinium diethyltriamine penta-acetic acid (Gd-DTPA).  For MRSI, 
chemical shift imaging (CHESS) protocol at selective frequencies is prescribed, 
covering the whole brain for water suppressed metabolite mapping and metabolite 
ratio in two dimensions. For more details, readers are welcome to read chapters 2 and 
10. By supervised automated segmentation, hyperintense T2 and hypointense T1 
lesion loads (LL) can be calculated for each patient, using the display program MRIAP 
or Dispunc (D.L. Plummer, University College London, London, UK) with a semi-
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automated contouring technique. Various software is available for metabolite 
mapping and neurochemical analysis, SID, APSIP, and NMR2. However, fMRI-
neurochemical imaging multimodal techniques are still in infancy. 
Present state of art on fMRI and future prospects 
Present concerns on fast, safe, robust inexpensive and reproducible fMRI do not mean 
that fMRI is incapable of solving the problem of diagnosis in disorders of unconscious 
patient with severe brain injury. On the contrary, Electroencephalography (EEG), for 
instance, is widely available, inexpensive, easy to administer at the bedside, robust to 
many artifacts that can cause fMRI data to be unusable (e.g., motion), and has virtually 
no restrictions regarding the patient compatibility and safety. Combined with fMRI, 
some of the data interpretation problems inherent in fMRI could be easily solved with 
EEG. For instance, periods of low arousal or sleep are common and complicate the 
interpretation of negative findings unless arousal can be closely monitored during 
scanning. EEG, particularly event-related potentials (ERPs) have a long history in 
cognitive neuroscience research and many well-established ‘signature’ patterns related 
to specific cognitive processes, to an even greater extent than does the fMRI. The use of 
ERPs with fMRI seems promising for assessment of cognition in non-communicative 
patients. Extensive, engineering-oriented literature on the classification of mental 
imagery for the purposes of brain-computer interfacing using EEG already exists, as a 
shift away from fMRI towards the use of EEG and ERPs for detecting covert 
awareness. MR spectroscopy is emerging as yet another chemical fMRI option in terms 
of neurochemical imaging.  
In hope of wider acceptance of fMRI as a major clinical modality for neuropsychological 
analysis, this book is a concise text source to introduce the intricacies of fMRI, safety 
issues, recent applications in evaluation of behavioral and neurological disorders 
beginning with the basic science, to applications in noninvasive evaluation of 
disabilities in learning, linguistics, and surgery. In the end, the appendix is a handful 
resource for software useful in fMRI, MRI methods, presently available online. This 
book will be useful to learners, neuroscientists, and researchers dedicated to 
experimental fMRI applied in cognitive science.   
 
Rakesh Sharma, PhD, 
 MS-PhD, ABR II 
Professor (Nanotechnology) 
Amity University,  
India 
Research Professor, Center of Nano-Biotechnology,  
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Basic Concepts of fMRI 
 
1. Introduction
Studying brain functional activities is an area that is experiencing rapid interest in the field
of neuroimaging. Functional magnetic resonance imaging (fMRI) has provided vision science
researchers a powerful and noninvasive tool to understand eye function and correlate it with
brain activities. In this chapter, we focus on the physiological aspects followed by a literature
review. More specifically, to motivate and appreciate the complexity of the visual system, we
will begin with a description of specific stages the visual pathway, beginning from the distal
stimulus and ending in the visual cortex. More importantly, the development of ascending
visual pathway will be discussed in order to help in understanding various disorders
associated with it such as monochromacy, albinism, amblyopia (refractive, strabismic). In
doing so we will divide the first half into two main sections, the visual pathway and the
development of the ascending pathway. The first of these sections will be mostly an anatomy
review and the latter will discuss the development of this anatomy with specific examples of
disorders as a result of abnormal development. We will then discuss fMRI studies with focus
on vision science applications. The remaining sections of this chapter will be highlighting
the work done on mainly oculomotor function, some perception and visual dysfunction with
fMRI and investigate the differences and similarities in their findings. We will then conclude
with a discussion on how this relates to neurologists, neuroscientists, ophthalmologists and
other specialists.
2. Background
To motivate the discussion we begin by asking, what is the problem in visual perception? This
will be answered briefly. In visual perception, we have both a distal and a proximal stimulus.
The distal stimulus is what the subject is looking at, usually at a distance. In the case of
vision, it determines the pattern of light arriving at the cornea. The proximal stimulus hits the
sense organs directly. In the case of vision, it is the pattern of light arriving at the retina, for
instance as a result of looking at the distal stimulus. There are several features that distinguish
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the distal and proximal stimuli. The distal stimulus is 3-dimensional, independent of point
of view, upright, and has no lens blur or filter. An example of the latter two is that when
we look at a person their head is on top and their feet are on the bottom and the physical
person does not get blurred. The proximal on the other hand is 2-dimensional, depends
on point of view, inverted, blurred and filtered by the lens. So the main problem in visual
perception becomes clearer; that is to retrieve information about the distal stimulus with
only the proximal stimulus to work with. This is important because it affects the perceptual
representation which is the endpoint of the perceptual process. Perceptual representation is
the state of the visually-guided motor behavior (keeps us from bumping into things), visual
pattern recognition, visual understanding, and memory. Basically, as the subject sees an object
(distal stimulus), the input falls on the retina (proximal stimulus) and an output of the distal
stimulus is perceived via perceptual representations. Note, that this is not the same as the
distal stimulus, because there are two kinds of perception, veridical and illusory. There
are many examples of visual illusions, in which the perceptual representation suggests an
incorrect distal stimulus. That is, the apparent distal stimulus differs from the veridical distal
stimulus. With this concept, we can now refine the problem in visual perception, as trying to
understand how the visual system creates a perceptual representation of the distal stimulus
with only the proximal stimulus as an input. Why is this a problem? Because the relationship
of distal to proximal is not one to one, that is a distal stimulus can be seen as many proximal
stimuli and proximal stimuli can be many distal stimuli. This leads to the inverse problem
of trying to recover a visual representation from the input, even when many representations
are consistent with the proximal stimulus. Thus, this is a motivation to begin discussing the
visual pathway and understand the retinal (proximal) input to the brain.
3. Visual pathway
The visual pathway consists of many stages. We will focus on the ganglion cells, lateral
geniculate nucleus (LGN), and the primary visual cortex (V1). The ascending visual pathway
begins when light hits the back of the retina and stimulates the photoreceptors (rods and
cones). These photoreceptors transform radiant energy into electrical activity, which is
transmitted to retinal bipolar cells and then into retinal ganglion cells. The retina has several
layers and sub-layers with corresponding cells, such as ganglion, amacrine, bipolar and
horizontal. Each of these cells play a role in the visual system and have their own receptive
fields. Again, in this chapter we choose to focus and discuss the ganglion cells.
3.1 Ganglion cells
There are two major classes of ganglion cells. The smaller midget, or parvo, cells comprise
about 80 percent of these cells and the larger parasol, or magno, cells about 10 percent
(Lennie et al., 1990). As with other cells in the retina, these ganglion cells have their own
receptive fields known as center surround with either on-center (off-surround) or off-center
(on-surround). There are several differences between these two types of cells. Parvo cells are
dominant in the fovea as opposed to the magno cells, which are dominant in the periphery.
The parvo cells are also characterized as having a sustained response while the magno have
a transient response (Purpura et al., 1990; Schiller & Malpeli, 1978). At any given eccentricity,
parvo cells have a higher spatial resolution, lower contrast sensitivity, slower conduction
velocity, and a more sustained response than do magno cells (Shapley et al., 1981). The parvo
cells have low contrast sensitivity and detect color and form, while the magno have high
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contrast sensitivity and detect motion. Parvo cells rarely respond well to luminance contrasts
below 10%, whereas magno cells often respond to stimuli with contrasts as low as 2% (Purpura
et al., 1988; Sclar et al., 1990; Shapley et al., 1981). In addition to these two, there are other types
of ganglion axons that exist; the more common of these are the konio cells which are small
bistratified cells (Kaas et al., 1978). They are common in the parafovea, have low contrast
sensitivity, and detect color. The major difference between the konio cells and the other two
is that the konio have a uniform receptive field and thus have no spatial opponency. To many
investigators the term konio has become synonymous with the blue-yellow pathway, just as
parvo is now equated, too simplistically, with the red-green pathway (Sincich & Horton, 2005).
But this is not always the case because, konio cells constitute a heterogeneous population of
cells, some lacking blue-yellow color opponency (Hendry & Reid, 2000). The axons of all these
ganglion cells exit the eye, forming the optic nerve and synapse in the midbrain. Since the
diameter of the optic nerve and the number of the ganglion cell axons it contains are limited
by the structure of the skull, not all the information that falls upon the retina is transmitted to
the brain proper (Schwartz, 2004). Although there are more than 100 million photoreceptors
within the retina, there are only 1 million ganglion cells, revealing an extensive degree of
neural convergence (Curcio & Allen, 1990; Osterberg, 1935). At the optic chiasm, ganglion cell
fibers from the nasal retina of each eye cross over to join the temporal fibers of the fellow eye to
form the optic tract (Schwartz, 2004). The long axons of the retinal ganglion cells leave the eye,
form the second cranial nerve (the optic nerve), and synapse in the dorsal lateral geniculate
nucleus (dLGN), a midbrain structure (Schwartz, 2004). We will now discuss the LGN.
3.2 Lateral geniculate nucleus (LGN)
The primary target of the optic tract is the dorsal lateral geniculate nucleus (dLGN), a thalamic
nucleus. In higher vertebrates, such as carnivores and primates, axons from the two eyes
converge onto their primary target, the dorsal lateral geniculate nucleus (dLGN), but occupy
distinct regions (the eye-specific layers) within this target (Guillery, 1970; Kaas et al., 1972;
Linden et al., 1981). In primates (Rakic, 1976; 1977), the axonal terminals of ganglion cells of
the two eyes initially share common territories within the dLGN, but through a process that
eliminates inappropriately placed branches, projections from the two eyes become restricted
to their appropriate layer. Most, but not all, retinal ganglion cells synapse in the six-layered
structure. Layers 2, 3, and 5 receive input from the ipsilateral eye, whereas layers 1, 4,
and 6 receive input from the contralateral eye, Fig. 1. The dorsal four layers, which are
constituted of comparatively small neurons called parvo, or P-cells, are the parvocellular
layers (layers 3,4,5,6). Larger neurons, commonly called magno or M-cells, comprise the two
ventral magnocellular layers (layers 1,2). Axons from midget ganglion cells synapse on P-cells
in the dLGN to form the parvo pathway, while axons from the parasol cells synapse on dLGN
M-cells to form the magno pathway. The layers between the parvocellular and magnocellular
layers contain very small neurons (konio cells). Studies have shown that konio cells provide
the only direct geniculate input to layers 1-3 (Hendry & Yoshioka, 1994). The subcortical
projection from the retina to cerebral cortex is strongly dominated by the two pathways (M
and P pathways) the magnocellular and parvocellular subdivisions of the lateral geniculate
nucleus (Shapley & Perry, 1986). The parvo layers receive input from color-opponent midget
ganglion cells, whereas the magno layers are supplied by broadband parasol ganglion cells
(Perry et al., 1984). Parvo pathway neurons show color opponency of either the red/green or
blue/yellow type, which means that they respond to color change regardless of the relative
luminance of the colors (Derrington & Lennie, 1984). The blue-yellow ganglion cells project to
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geniculate nucleus (LGN), and the primary visual cortex (V1). The ascending visual pathway
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cones). These photoreceptors transform radiant energy into electrical activity, which is
transmitted to retinal bipolar cells and then into retinal ganglion cells. The retina has several
layers and sub-layers with corresponding cells, such as ganglion, amacrine, bipolar and
horizontal. Each of these cells play a role in the visual system and have their own receptive
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3.1 Ganglion cells
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cells have low contrast sensitivity and detect color and form, while the magno have high
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contrast sensitivity and detect motion. Parvo cells rarely respond well to luminance contrasts
below 10%, whereas magno cells often respond to stimuli with contrasts as low as 2% (Purpura
et al., 1988; Sclar et al., 1990; Shapley et al., 1981). In addition to these two, there are other types
of ganglion axons that exist; the more common of these are the konio cells which are small
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3.2 Lateral geniculate nucleus (LGN)
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to their appropriate layer. Most, but not all, retinal ganglion cells synapse in the six-layered
structure. Layers 2, 3, and 5 receive input from the ipsilateral eye, whereas layers 1, 4,
and 6 receive input from the contralateral eye, Fig. 1. The dorsal four layers, which are
constituted of comparatively small neurons called parvo, or P-cells, are the parvocellular
layers (layers 3,4,5,6). Larger neurons, commonly called magno or M-cells, comprise the two
ventral magnocellular layers (layers 1,2). Axons from midget ganglion cells synapse on P-cells
in the dLGN to form the parvo pathway, while axons from the parasol cells synapse on dLGN
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layers contain very small neurons (konio cells). Studies have shown that konio cells provide
the only direct geniculate input to layers 1-3 (Hendry & Yoshioka, 1994). The subcortical
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nucleus (Shapley & Perry, 1986). The parvo layers receive input from color-opponent midget
ganglion cells, whereas the magno layers are supplied by broadband parasol ganglion cells
(Perry et al., 1984). Parvo pathway neurons show color opponency of either the red/green or
blue/yellow type, which means that they respond to color change regardless of the relative
luminance of the colors (Derrington & Lennie, 1984). The blue-yellow ganglion cells project to
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the konio layers just ventral to the third and fourth parvocellular layers (Calkins & Hendry,
1996). Layers 5 and 6 have on-center receptive fields, and layers 3 and 4 have off-center
receptive fields. Layers 1 and 2 have both on- and off- center receptive fields. These projections
from the retina to the LGN then lead to the visual cortex.
Fig. 1. Retinal ganglion cell projections to the lateral geniculate nucleus (LGN) of the
thalamus. Note that layers 1,4, and 6 of the LGN receive visual information from the
contralateral retina, whereas layers 2,3, and 5 receive visual information from the ipsilateral
retina.
3.3 Primary visual cortex (V1)
The cells of dLGN send most of their axons to the cerebral cortex, specifically, the primary
visual cortex (V1) along with the visual field representation in the retina and primary
cortex. Inputs to V1, which are stratified by magno, parvo, and konio, become thoroughly
intermingled by passage through the elaborate circuitry of V1 (Sincich & Horton, 2005). There
are about 8 or 9 layers in V1. Layer 4 consists of three sublayers, 4A, 4B, and 4C. Layer
4C also is subdivided into 4Cα, and 4Cβ. The projections from the LGN go specifically to
layer 4C and the information flows up and down from there (Merigan & Maunsell, 1993).
The projections from parvocellular layers terminate primarily in layers 4A and 4Cβ, whereas
those from magnocellular geniculate terminate in layer 4Cα (Fitzpatrick et al., 1985). Layer
4B receives direct input from 4Cα (M pathway), but not 4Cβ (P pathway) (Lund & Boothe,
1975; Lund et al., 1979). Layer 4Cβ projects to the blobs and interblobs (Horton & Hubel, 1981;
Humphrey & Hendrickson, 1980). The blobs also receive major inputs from the M pathway
by way of layers 4B and 4Cα (Blasdel et al., 1985; Fitzpatrick et al., 1985; Lachica et al., 1992;
Lund, 1988). Fig. 2 gives the details of these connections.
More recently, Yazar et al. (2004) have found that some geniculate fibers terminate in both
layers 4Cβ and 4A, implying either a direct parvo input to 4A or a konio input to 4Cβ. In layer
3B the cells in blobs and interblobs receive input from parvo (4Cβ), magno (4Cα), konio (4A),
or mixed (4B) layers, in a range of relative synaptic strengths (Sawatari & Callaway, 2000).
Cells in both 4Cα and 4Cβ project to layers 5 and 6 (Callaway & Wiser, 1996; Lund & Boothe,
1975). Feedback from layer 6 to the LGN is segregated only partially with respect to magno
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Fig. 2. Block diagram of ganglion cell mapping from retina through LGN, V1, and other
cortical areas.
and parvo, thus mixing the geniculate channels (Fitzpatrick et al., 1994). There are two main
types of cells in V1, stellate and pyramidal. The stellate cells are small interneurons found in
layers 2-6 and the pyramidal cells are large relay neurons found in layers 2, 3, 5, and 6. The
stellate cells are simple cells because of their receptive fields. The pyramidal cells are complex
cells. The simple cells’ receptive fields are of a certain size, are oriented in a certain way, and
are sensitive to phase. They increase their rate of firing when stimulated in some places, and
reduce it when stimulated in other places. The simple cells respond to a single spot of light
and are additive and linear. The complex cells do not respond to a single spot of light, rather
they respond to edges and bars, and are not sensitive to spatial phase. Many of the complex
cells respond best to stimuli that move in one direction. So, if the stimulus is stationary, in
the opposite direction, or a spot of light then the complex cells’ receptive field will have no
response. The complex cells are non-additive and are non-linear. Both the simple and complex
cells respond to most proximal stimuli. All together, these cortical cells are tuned for spatial
frequency, position, and orientation. This distinction is important in designing visual stimuli
for fMRI studies to understand normal and abnormal visual function.
4. Development of the ascending pathway
We now describe how the visual pathway develops and the effects of abnormal
development. During development anatomical projection patterns are restructured and
functional reorganization takes place (Campbell & Shatz, 1992; Hubel & Wiesel, 1977; Shatz
& Kirkwood, 1984; Wiesel, 1982). There are at least two ways by which neurons can be
wired up accurately: connections may be specified from the outset, or synapse formation may
initially follow an approximate wiring diagram, with precision achieved by the elimination of
inappropriate inputs and the stabilization and growth of appropriate connections (Goodman
& Shatz, 1993; Purves & Lichtman, 1985). The ganglion cells, LGN, and V1 are all wired up
in a "retinotopic" fashion; meaning that the order of points on the retina (proximal stimulus)
are preserved. In this mapping, the points that are further away from each other on the retina
will be further away on the brain. It is easy to see that the proximal image is retinotopically
related to the distal stimulus, simply because of the optics of the eye. However the retinotopic
mapping from the retina to the LGN and from the LGN to V1 is harder to appreciate. Studies
of patients with localized cortical damage showed that the receptive fields of neurons within
area V1 are retinotopically organized (Holmes, 1918; 1944; Horton & Hoyt, 1991). As a matter
of fact, the development of the retinotopic map is a general process for the central nervous
system. Cell bodies are born early in embryogenisis; axons and dendrites come later. The
nerve growth is then guided mechanically, probably by glial cells, to their overall destination.
The patterns of activity of the neurons themselves determine the exact position of the synapses
that are formed. Ganglion cells travel up the concentration gradient to the LGN. Target cells
send guiding chemical messages, giving crude directions to the cells’ overall destination by
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cells respond to most proximal stimuli. All together, these cortical cells are tuned for spatial
frequency, position, and orientation. This distinction is important in designing visual stimuli
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area V1 are retinotopically organized (Holmes, 1918; 1944; Horton & Hoyt, 1991). As a matter
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system. Cell bodies are born early in embryogenisis; axons and dendrites come later. The
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The patterns of activity of the neurons themselves determine the exact position of the synapses
that are formed. Ganglion cells travel up the concentration gradient to the LGN. Target cells
send guiding chemical messages, giving crude directions to the cells’ overall destination by
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their concentration gradient. These chemical signposts act like beacons that attract the cells to
project to approximately the correct part of the target tissue. At the same time the chemical
signposts repel growth cones from the wrong axons. These guidance molecules also govern
the decussation at the optic chiasm by signaling the retinal ganglion cells to either cross or
not to to cross. The activity of adjacent retinal ganglion cells is correlated (Galli & Maffei,
1988), and "waves" of activity sweep across the retina during early life (Meister et al., 1991).
Although the waves could potentially underlie the refinement of many retinal projection
patterns, activity may not be required for establishing the M and P pathways of the primate
retina that develop prenatally, and which show no apparent gross structural refinement
with ensuing development (Meissirel et al., 1997). The immature and light-insensitive retina
spontaneously generates a pattern of rhythmic bursting activity during the period when the
connectivity patterns of retinal ganglion cells are shaped (Wong, 1999.). After the cells find
a region, the wave then enforces precise ordering at the target. Thus the retinotopic map
is finalized via the wave. Prenatal refinement of the retinotopic projections is achieved by
these spontaneous waves of activation that propagate across the retina. Here ganglion cells
are linked together by means of electrical synapses in a rough network and charge fluctuates
randomly. The random response of one cell starts a wave of activity and the cells that fire
together will eventually wire together. These spontaneous waves cause neighboring retinal
regions to fire at about the same time. In fact, the correlation between the responses of cells
is directly related to their separation on the retina (Wong, 1999.). So, the first principle of
refinement is that cells that are neighbors tend to respond together. The second principle of
refinement is that cells that fire together wire together. If there are two cells, 1 and 2, that
are close to each other on the retina then when they fire together they will form neighboring
synapses at the LGN. But cell 3, which is far from the first two on the retina will fire separately
and thus synapse at the LGN separately. This is how the LGN is retinotopically wired up
at birth along with V1 and other retinotopic cortical areas. Hence, the waves in the prenatal
retina setup the relation between retina and brain. As for the postnatal retina, responses to
stimuli set up the relation between the proximal stimulus and the brain. The postnatal wave
may help guide the formation of synapses and determine which erroneous synapses are cut
out for the normal mapping. When they arrive at their destinations, each process synapses
over a relatively large area. Since target cells have lots of cells synapsing onto them, there are
a lot more synapses present in V1 at 6 months and 1 year than in an adult. The process of the
synapse starts as each axon from different cell bodies tries to take over a large piece of visual
cortex and inevitably overlap occurs. At these regions of overlap a competition occurs, and
the cell with the most or strongest synapse claims that region and the other synapses pull back.
This synaptic elimination is a key element in the refinement of connectivity in both the central
and peripheral nervous systems (Cowan et al., 1984; Goodman & Shatz, 1993; Lichtman et al.,
1999; Nguyen & Lichtman, 1996; Purves & Lichtman, 1985). This produces a retinotopic map
that has less overlap than before, and has many fewer synapses. If there is a vacant area then
other nearby cells synapse onto it without meeting any competition and in turn increase their
synaptic field. This process of being able to change as a result of experience is called plasticity,
and is required for normal development. It determines how the visual system is wired up
during normal development. The synaptic development occurs at different time scales across
the brain. For V1 the development ends from about 8 to 16 years and culling happens at about
1-2 years. If there is any difficulty or blur in one eye or an eye turn while these synapses are
being formed and refined, the subject will develop a visual disorder. This leads us into the
next section.
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4.1 Disorders of the ascending pathway
We will now discuss several visual disorders associated with the ascending pathway before
reviewing fMRI research in vision science. The disorders are: rod monochromacy, albinism,
refractive amblyopia, and strabismic amblyopia.
4.1.1 Rod monochromat
Rod monochromat, also known as complete achromatopsia, is an autosomal recessive disease.
The rod vision is normal but cone vision is completely absent, meaning there is no fovea. In a
normal subject, the fovea is what projects to V1, so what happens to the foveal representation
in this case? In a rod monochromat, the visual acuity is about 20/200 and the spectral
sensitivity is that of rhodopsin, meaning there are big losses in the red compared to normal.
As a result of not having cones, there is no color vision and the patient has photophobia and
severe visual impairment due to glare. The fovea is grossly abnormal with no reflex and may
have a few cones which may contain rhodopsin. As a result of this abnormality, pendular
nystagmus forms. With respect to the ascending pathway, the vacant space of the part of V1
that normally receives signals from the fovea is occupied during the synaptic development
stage by synapses originating in the parafoveal retina of the achromat.
4.1.2 Albinism
Albinism is characterized by a systematic misrouting of the connections between the retina
and the visual cortex. The ascending projection in an albino is almost entirely crossed. Note
the normal projection that is crossed is about 55%. This miswiring can produce nystagmus and
strabismus. The clinical features of albinism include hypopigmentation of the fundus, and iris.
There are variable degrees of pigmentation of the iris, hair, skin. Tyrosinase negative albino
(oculocutaneous) individuals may be completely white with a visual acuity range from 20/60 -
20/400, but is usually worst than 20/200. Tyrosinase positive albino may look hypopigmented
or even essentially normal with visual acuity range from 20/60 - 20/400, but is usually better
than 20/200. More clinical features related to the eye include a very light fundus because there
is no melanin in the retinal pigment epithelium (RPE). There is little differentiation of the fovea
from the surrounding retina. Albinos also have high myopia or high hyperopia. In the albino
system there is more than 90% decussation at the optic chiasm. This means that the guidance
molecules during development failed to stop the neurons from going the opposite direction.
For a better understanding of the ascending pathway abnormalities in albinos we will do a
comparison with normals. If a distal stimulus is presented on the right hand side of a normal
subject then the expected pathway from the right eye nasal retina would cross the optic chiasm
and end up in the contralateral visual cortex (left visual cortex). For the same stimulus on an
albino subject, the resulting signal would be the same as the normal. If the distal stimulus
is changed to the left hand side for the normal, and looking at the right eye temporal retina,
then the signal would not cross the optic chiasm and would end up in ipsilateral visual cortex
(right visual cortex). The same repeated for the albino reveals the opposite since the majority
of the neurons cross the optic chiasm and end up in the contralateral visual cortex again.
The primary lesion in albinism is a genetically determined lack of melanin or melanosomes as
mentioned earlier. As a side point, melanin is very important for many aspects of neurological
development. For instance, the neural crests pigment and its location on the embryo is
determined by melanin. Melanin is also involved in production of dopamine and serotonin
and many other neurotransmitters related to neuroendocrine function.
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their concentration gradient. These chemical signposts act like beacons that attract the cells to
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signposts repel growth cones from the wrong axons. These guidance molecules also govern
the decussation at the optic chiasm by signaling the retinal ganglion cells to either cross or
not to to cross. The activity of adjacent retinal ganglion cells is correlated (Galli & Maffei,
1988), and "waves" of activity sweep across the retina during early life (Meister et al., 1991).
Although the waves could potentially underlie the refinement of many retinal projection
patterns, activity may not be required for establishing the M and P pathways of the primate
retina that develop prenatally, and which show no apparent gross structural refinement
with ensuing development (Meissirel et al., 1997). The immature and light-insensitive retina
spontaneously generates a pattern of rhythmic bursting activity during the period when the
connectivity patterns of retinal ganglion cells are shaped (Wong, 1999.). After the cells find
a region, the wave then enforces precise ordering at the target. Thus the retinotopic map
is finalized via the wave. Prenatal refinement of the retinotopic projections is achieved by
these spontaneous waves of activation that propagate across the retina. Here ganglion cells
are linked together by means of electrical synapses in a rough network and charge fluctuates
randomly. The random response of one cell starts a wave of activity and the cells that fire
together will eventually wire together. These spontaneous waves cause neighboring retinal
regions to fire at about the same time. In fact, the correlation between the responses of cells
is directly related to their separation on the retina (Wong, 1999.). So, the first principle of
refinement is that cells that are neighbors tend to respond together. The second principle of
refinement is that cells that fire together wire together. If there are two cells, 1 and 2, that
are close to each other on the retina then when they fire together they will form neighboring
synapses at the LGN. But cell 3, which is far from the first two on the retina will fire separately
and thus synapse at the LGN separately. This is how the LGN is retinotopically wired up
at birth along with V1 and other retinotopic cortical areas. Hence, the waves in the prenatal
retina setup the relation between retina and brain. As for the postnatal retina, responses to
stimuli set up the relation between the proximal stimulus and the brain. The postnatal wave
may help guide the formation of synapses and determine which erroneous synapses are cut
out for the normal mapping. When they arrive at their destinations, each process synapses
over a relatively large area. Since target cells have lots of cells synapsing onto them, there are
a lot more synapses present in V1 at 6 months and 1 year than in an adult. The process of the
synapse starts as each axon from different cell bodies tries to take over a large piece of visual
cortex and inevitably overlap occurs. At these regions of overlap a competition occurs, and
the cell with the most or strongest synapse claims that region and the other synapses pull back.
This synaptic elimination is a key element in the refinement of connectivity in both the central
and peripheral nervous systems (Cowan et al., 1984; Goodman & Shatz, 1993; Lichtman et al.,
1999; Nguyen & Lichtman, 1996; Purves & Lichtman, 1985). This produces a retinotopic map
that has less overlap than before, and has many fewer synapses. If there is a vacant area then
other nearby cells synapse onto it without meeting any competition and in turn increase their
synaptic field. This process of being able to change as a result of experience is called plasticity,
and is required for normal development. It determines how the visual system is wired up
during normal development. The synaptic development occurs at different time scales across
the brain. For V1 the development ends from about 8 to 16 years and culling happens at about
1-2 years. If there is any difficulty or blur in one eye or an eye turn while these synapses are
being formed and refined, the subject will develop a visual disorder. This leads us into the
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from the surrounding retina. Albinos also have high myopia or high hyperopia. In the albino
system there is more than 90% decussation at the optic chiasm. This means that the guidance
molecules during development failed to stop the neurons from going the opposite direction.
For a better understanding of the ascending pathway abnormalities in albinos we will do a
comparison with normals. If a distal stimulus is presented on the right hand side of a normal
subject then the expected pathway from the right eye nasal retina would cross the optic chiasm
and end up in the contralateral visual cortex (left visual cortex). For the same stimulus on an
albino subject, the resulting signal would be the same as the normal. If the distal stimulus
is changed to the left hand side for the normal, and looking at the right eye temporal retina,
then the signal would not cross the optic chiasm and would end up in ipsilateral visual cortex
(right visual cortex). The same repeated for the albino reveals the opposite since the majority
of the neurons cross the optic chiasm and end up in the contralateral visual cortex again.
The primary lesion in albinism is a genetically determined lack of melanin or melanosomes as
mentioned earlier. As a side point, melanin is very important for many aspects of neurological
development. For instance, the neural crests pigment and its location on the embryo is
determined by melanin. Melanin is also involved in production of dopamine and serotonin
and many other neurotransmitters related to neuroendocrine function.
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4.1.3 Refractive amblyopia
Refractive/deprivation amblyopia is a result of the receptive fields not being used early in life.
Thus, the culling at about 1 year postnatal removes their synaptic connections because lack
of function. Specifically, the proximal stimulus is blurred during the critical period, meaning
the high spatial frequencies are reduced or eliminated from the visual image, causing high
spatial frequency tuned channels to either never develop, or be lost. In this case, the low
spatial frequencies pass unattenuated, so the low spatial frequency tuned channels develop
normally. The effect of this blur in refractive amblyopia is the direct loss of contrast sensitivity
at high spatial frequencies, which is equivalent to a loss of visual resolution acuity. As for the
remaining spatial frequency channels, they stay relatively normal because they are stimulated
normally during the critical period. This illustrates the principle that the receptive fields must
be used if they are to be maintained. If the proximal stimuli do not stimulate the receptive
fields effectively, the cells tend to stop responding to the intended stimulus even if it is
presented occasionally. The cell may begin to respond to other stimuli, and therefore develop
a new receptive field. The input from the other eye is likely to grab the synapse area because
of competition. As a result there is anisometropia, an unequal refractive error in the two eyes.
Thus, the eye with the larger refractive error continues to experience chronic blur. Dominance
of the good eye becomes exaggerated during development, because of competition between
incoming signals. Most cells in the primary visual cortex come to have predominant input
from the good eye. If one eye is handicapped during the competition, it tends to lose its
synaptic connections. Thus, the development of ocular dominance columns in amblyopia is
distorted, and depends on the age at which deprivation begins. The most dangerous periods
of refractive amblyopia are in the first 6 months.
4.1.4 Strabismic amblyopia
The cells in the ascending pathway are labeled lines. Labels relate to position on the retina
and therefore position in the proximal stimulus. Labels also relate to spatial frequency and
orientation. Labeled lines are important because the brain only knows what the ascending
pathway tells it. If the labels are abnormal, vision is also abnormal. In strabismic amblyopia,
the lines are mislabeled, which leads to distorted vision. In normal retinotopic organization,
labels relate position in the distal stimulus to position upon the retina. Strabismic amblyopia
is thought to be due to disordered (scrambled) retinotopic mapping between the LGN and
V1 of the signals from one eye; therefore, leading to abnormal visual experience. The waves
that happen after birth are not normal because the eye is not always pointing in the right
direction. Recall that cells fire together after birth because of the wave of activity produced by
the usual retinal stimulus. This postnatal wave may help guide the formation of synapses and
determines which erroneous synapses are cut out for the normal mapping. This eye turn in
early childhood produces an abnormal wave. The connection between the retina and the LGN
remains normal because it is wired up prenatally, but the connection between the LGN and
V1 is not. When cortical cells fire together abnormally they wire together abnormally. Clinical
consequences of this disorder at the primary visual cortex are impaired visual recognition,
crowding (nearby stimulus information obscures attended item), poor vernier acuity, poor
stereo acuity, poor grating orientation identification acuity, and often near normal grating
resolution acuity. The high spatial frequency gratings do not look like uniform gray, so they
can be detected, but they are badly distorted, so the amblyope cannot discriminate between
vertical and horizontal.
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5. fMRI vision science studies
With a basic understading of the visual pathway and its development we can now review
fMRI literature. As a result of the increase in general fMRI studies, there has also been an
increase of studies investigating many aspects of the vision science. These studies include
normal eye movements such as optokinetic nystagmus (OKN) (Bense et al., 2006a;b; Bucher
et al., 1997; Dieterich et al., 1998; 2000; 2003; Kashou et al., 2006; Kashou, 2008; Kashou et al.,
2010; Konen et al., 2005; Petit & Haxby, 1999; Schraa-Tam et al., 2008), saccades (Berman et al.,
1999; Bodis-Wollner et al., 1997; Connolly et al., 2005; Cornelissen et al., 2002; Darby et al.,
1996; Ettinger et al., 2008; Haller et al., 2008; Hayakawa et al., 2002; Kimmig et al., 2001; Konen
et al., 2004; Luna et al., 1998; Merriam et al., 2001; Miller et al., 2005; Mort et al., 2003; Müri
et al., 1996; 1998; Petit et al., 1997; Rosano et al., 2002), smooth pursuit (Barton et al., 1996;
Berman et al., 1999; Freitag et al., 1998; Ohlendorf et al., 2010; Petit et al., 1997; Petit & Haxby,
1999; Rosano et al., 2002; Tanabe et al., 2002), and gaze (Andersson et al., 2007; Deutschländer
et al., 2005). There have also been studies that look at varying aspects of visual perception
such as: effect of age (Lewis et al., 2003; 2004), retinotopic mapping (Conner et al., 2004;
Engel & Furmanski, 1997; Hadjikhani et al., 1998; Morland et al., 2001; Murray et al., 2006;
Tootell et al., 1997; Warnking et al., 2002), magnocellular (M) and parvocellular (P) pathways
(Kleinschmidt et al., 1996; Liu et al., 2006), ocular dominance (Cheng et al., 2001; Goodyear &
Menon, 2001; Miki et al., 2001a), binocular rivalry (Lee et al., 2005), illusory contours (Mendola
et al., 1999; Seghier et al., 2000), contrast detection (Leguire et al., 2011a; Ress & Heeger,
2003), visual attention (Büchel et al., 1998; Ress et al., 2000), perceptual filling-in (Mendola
et al., 2006), lateral geniculate nucleus (LGN) (Büchel et al., 1997; Chen et al., 1998a;b; Chen &
Zhu, 2001; Chen et al., 1999; Engel & Furmanski, 1997; Kleinschmidt et al., 1994; Miki et al.,
2000; 2001b;c; Morita et al., 2000; Mullen et al., 2010), superior colliculus (SC) (Schneider &
Kastner, 2005), motion perception (Paradis et al., 2000; Pelphrey et al., 2005), and illusory
perception of real motion (Sterzer et al., 2006). There have also been fMRI studies undertaken
for abnormal visual functions such as: amblyopia (Algaze et al., 2002; 2005; Choi et al.,
2001; Goodyear et al., 2000; Lee et al., 2001; Leguire et al., 2004a;b; 2011a; Lerner et al., 2006;
Lewis et al., 2003; 2004; Muckli et al., 2006; Rogers, 2003; Yang et al., 2003), albinism (Schmitz
et al., 2004), infantile nystagmus syndrome (INS) (Leguire et al., 2011b), downbeat nystagmus
(DBN) (Hüfner et al., 2007; Kalla et al., 2006), opsoclonus (Helmchen et al., 2003a;b), unilateral
vestibular failure (UVF) (Deutschländer et al., 2008), convergence insufficiency (CI) (Alvarez
et al., 2010), optic neuritis (ON) (Gareau et al., 1999; Langkilde et al., 2002; Levin et al., 2006;
Rombouts et al., 1998; Toosy et al., 2002; 2005; Werring et al., 2000), Autism (Baron-Cohen
et al., 2006; Hadjikhani et al., 2004a;b), and macular degeneration (Little et al., 2008; Sunness
et al., 2004). Other studies include looking at callosal agenesis and colpocephaly (Bittar et al.,
2000), vascular lesions and therapeutic intervention (Schlosser et al., 1997), ischemic lesions
(Nyffeler et al., 2011), migrane aura (Hadjikhani et al., 2001), idiopathic Parkinsons disease
(Holroyd & Wooten, 2006), Tourette syndrome (Mazzone et al., 2010), bipolar disorder (Martin
et al., 2011), and schizophrenia (Nagel et al., 2007; Tregellas et al., 2004; 2005). This is not not
an exhaustive but a brief list of fMRI studies related to vision science. We will now discuss
some of the results of these studies in normal vision then in pathologies.
6. fMRI and oculomotor function
FMRI studies of the oculomotor function have been mostly limited to normal subjects and
have concentrated on voluntary pursuit, saccadic eye movements and optokinetic nystagmus
(OKN). Table 1 summarizes the details of these studies, imaging parameters and visual
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4.1.3 Refractive amblyopia
Refractive/deprivation amblyopia is a result of the receptive fields not being used early in life.
Thus, the culling at about 1 year postnatal removes their synaptic connections because lack
of function. Specifically, the proximal stimulus is blurred during the critical period, meaning
the high spatial frequencies are reduced or eliminated from the visual image, causing high
spatial frequency tuned channels to either never develop, or be lost. In this case, the low
spatial frequencies pass unattenuated, so the low spatial frequency tuned channels develop
normally. The effect of this blur in refractive amblyopia is the direct loss of contrast sensitivity
at high spatial frequencies, which is equivalent to a loss of visual resolution acuity. As for the
remaining spatial frequency channels, they stay relatively normal because they are stimulated
normally during the critical period. This illustrates the principle that the receptive fields must
be used if they are to be maintained. If the proximal stimuli do not stimulate the receptive
fields effectively, the cells tend to stop responding to the intended stimulus even if it is
presented occasionally. The cell may begin to respond to other stimuli, and therefore develop
a new receptive field. The input from the other eye is likely to grab the synapse area because
of competition. As a result there is anisometropia, an unequal refractive error in the two eyes.
Thus, the eye with the larger refractive error continues to experience chronic blur. Dominance
of the good eye becomes exaggerated during development, because of competition between
incoming signals. Most cells in the primary visual cortex come to have predominant input
from the good eye. If one eye is handicapped during the competition, it tends to lose its
synaptic connections. Thus, the development of ocular dominance columns in amblyopia is
distorted, and depends on the age at which deprivation begins. The most dangerous periods
of refractive amblyopia are in the first 6 months.
4.1.4 Strabismic amblyopia
The cells in the ascending pathway are labeled lines. Labels relate to position on the retina
and therefore position in the proximal stimulus. Labels also relate to spatial frequency and
orientation. Labeled lines are important because the brain only knows what the ascending
pathway tells it. If the labels are abnormal, vision is also abnormal. In strabismic amblyopia,
the lines are mislabeled, which leads to distorted vision. In normal retinotopic organization,
labels relate position in the distal stimulus to position upon the retina. Strabismic amblyopia
is thought to be due to disordered (scrambled) retinotopic mapping between the LGN and
V1 of the signals from one eye; therefore, leading to abnormal visual experience. The waves
that happen after birth are not normal because the eye is not always pointing in the right
direction. Recall that cells fire together after birth because of the wave of activity produced by
the usual retinal stimulus. This postnatal wave may help guide the formation of synapses and
determines which erroneous synapses are cut out for the normal mapping. This eye turn in
early childhood produces an abnormal wave. The connection between the retina and the LGN
remains normal because it is wired up prenatally, but the connection between the LGN and
V1 is not. When cortical cells fire together abnormally they wire together abnormally. Clinical
consequences of this disorder at the primary visual cortex are impaired visual recognition,
crowding (nearby stimulus information obscures attended item), poor vernier acuity, poor
stereo acuity, poor grating orientation identification acuity, and often near normal grating
resolution acuity. The high spatial frequency gratings do not look like uniform gray, so they
can be detected, but they are badly distorted, so the amblyope cannot discriminate between
vertical and horizontal.
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5. fMRI vision science studies
With a basic understading of the visual pathway and its development we can now review
fMRI literature. As a result of the increase in general fMRI studies, there has also been an
increase of studies investigating many aspects of the vision science. These studies include
normal eye movements such as optokinetic nystagmus (OKN) (Bense et al., 2006a;b; Bucher
et al., 1997; Dieterich et al., 1998; 2000; 2003; Kashou et al., 2006; Kashou, 2008; Kashou et al.,
2010; Konen et al., 2005; Petit & Haxby, 1999; Schraa-Tam et al., 2008), saccades (Berman et al.,
1999; Bodis-Wollner et al., 1997; Connolly et al., 2005; Cornelissen et al., 2002; Darby et al.,
1996; Ettinger et al., 2008; Haller et al., 2008; Hayakawa et al., 2002; Kimmig et al., 2001; Konen
et al., 2004; Luna et al., 1998; Merriam et al., 2001; Miller et al., 2005; Mort et al., 2003; Müri
et al., 1996; 1998; Petit et al., 1997; Rosano et al., 2002), smooth pursuit (Barton et al., 1996;
Berman et al., 1999; Freitag et al., 1998; Ohlendorf et al., 2010; Petit et al., 1997; Petit & Haxby,
1999; Rosano et al., 2002; Tanabe et al., 2002), and gaze (Andersson et al., 2007; Deutschländer
et al., 2005). There have also been studies that look at varying aspects of visual perception
such as: effect of age (Lewis et al., 2003; 2004), retinotopic mapping (Conner et al., 2004;
Engel & Furmanski, 1997; Hadjikhani et al., 1998; Morland et al., 2001; Murray et al., 2006;
Tootell et al., 1997; Warnking et al., 2002), magnocellular (M) and parvocellular (P) pathways
(Kleinschmidt et al., 1996; Liu et al., 2006), ocular dominance (Cheng et al., 2001; Goodyear &
Menon, 2001; Miki et al., 2001a), binocular rivalry (Lee et al., 2005), illusory contours (Mendola
et al., 1999; Seghier et al., 2000), contrast detection (Leguire et al., 2011a; Ress & Heeger,
2003), visual attention (Büchel et al., 1998; Ress et al., 2000), perceptual filling-in (Mendola
et al., 2006), lateral geniculate nucleus (LGN) (Büchel et al., 1997; Chen et al., 1998a;b; Chen &
Zhu, 2001; Chen et al., 1999; Engel & Furmanski, 1997; Kleinschmidt et al., 1994; Miki et al.,
2000; 2001b;c; Morita et al., 2000; Mullen et al., 2010), superior colliculus (SC) (Schneider &
Kastner, 2005), motion perception (Paradis et al., 2000; Pelphrey et al., 2005), and illusory
perception of real motion (Sterzer et al., 2006). There have also been fMRI studies undertaken
for abnormal visual functions such as: amblyopia (Algaze et al., 2002; 2005; Choi et al.,
2001; Goodyear et al., 2000; Lee et al., 2001; Leguire et al., 2004a;b; 2011a; Lerner et al., 2006;
Lewis et al., 2003; 2004; Muckli et al., 2006; Rogers, 2003; Yang et al., 2003), albinism (Schmitz
et al., 2004), infantile nystagmus syndrome (INS) (Leguire et al., 2011b), downbeat nystagmus
(DBN) (Hüfner et al., 2007; Kalla et al., 2006), opsoclonus (Helmchen et al., 2003a;b), unilateral
vestibular failure (UVF) (Deutschländer et al., 2008), convergence insufficiency (CI) (Alvarez
et al., 2010), optic neuritis (ON) (Gareau et al., 1999; Langkilde et al., 2002; Levin et al., 2006;
Rombouts et al., 1998; Toosy et al., 2002; 2005; Werring et al., 2000), Autism (Baron-Cohen
et al., 2006; Hadjikhani et al., 2004a;b), and macular degeneration (Little et al., 2008; Sunness
et al., 2004). Other studies include looking at callosal agenesis and colpocephaly (Bittar et al.,
2000), vascular lesions and therapeutic intervention (Schlosser et al., 1997), ischemic lesions
(Nyffeler et al., 2011), migrane aura (Hadjikhani et al., 2001), idiopathic Parkinsons disease
(Holroyd & Wooten, 2006), Tourette syndrome (Mazzone et al., 2010), bipolar disorder (Martin
et al., 2011), and schizophrenia (Nagel et al., 2007; Tregellas et al., 2004; 2005). This is not not
an exhaustive but a brief list of fMRI studies related to vision science. We will now discuss
some of the results of these studies in normal vision then in pathologies.
6. fMRI and oculomotor function
FMRI studies of the oculomotor function have been mostly limited to normal subjects and
have concentrated on voluntary pursuit, saccadic eye movements and optokinetic nystagmus
(OKN). Table 1 summarizes the details of these studies, imaging parameters and visual
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stimuli. Tanabe et al. (2002) have noted that fMRI studies of oculomotor function have
employed few subjects and the reliability of mapping-out brain sites involved in oculomotor
control have not been established. This statement was made almost 10 years ago and a
lot has been accomplished since then. Overall, there appears to be two parallel cortical
oculomotor systems for pursuit and saccadic eye movements. Both pursuit and saccadic
eye movements appear to activate the same cortical areas including the frontal eye fields
(FEF, precentral cortex), supplementary eye fields (SEF, superior frontal cortex), parietal eye
fields (PEF, intraparietal cortex), precuneus, and MT/V5. However, pursuit or saccadic eye
movements may selectively activate subregions of these cortical areas. Petit & Haxby (1999)
found that the pursuit related activation areas were usually smaller than and consistently
inferior to and/or posterior to the saccadic related activation areas. Dieterich et al. (2000) have
shown that small field horizontal OKN as well as voluntary saccadic eye movements activate
areas of both cerebellar hemispheres including the superior semilunar lobule, simple lobule,
quadrangular lobule and inferior semilunar lobule. In addition, activation was found in the
middle cerebellar peduncle, dentate nucleus, culmen (medially), and uvula of the cerebellar
nuclei. Fixation during OKN suppressed activation in the uvula and culmen. Dieterich et al.
(1998) also found OKN to activate subcortical areas including the caudate nucleus, putamen,
globus pallidus and paramedium thalamus. Fixation increased activity in the FEF and anterior
cingulate gyrus. (Dieterich et al., 2000) used a rotating drum that contained "colored figures"
to stimulate OKN amplitude that ranged from 2 − 13o visual angle, suggesting a mixture of
voluntary and involuntary OKN or only voluntary OKN. Most recently it has been shown
that voluntary OKN generates more cortical activation than does involuntary OKN (Kashou
et al., 2006; 2010; Konen et al., 2005). Specifically, Kashou et al. (2010) showed that activation
sites for OKN studies are dependent on subject instruction which influence the type of OKN
generated. Bense et al. (2006a) found that there was no direction dependent activation in
cortical eye fields, but there was asymmetry in the paramedian visual cortex areas. Also
they found stronger activation in the hemisphere contralateral to slow OKN phase (pursuit).
Bense et al. (2006b) found cerebellar activation was localized in the oculomotor vermis. In a
comparison of gratings versus dots to stimulate an optokinetic response, the gratings evoked
more activation in FEF, PEF, MT/V5 and the cerebellar area VI (Schraa-Tam et al., 2008).
Saccades in humans have been found to activate the precentral sulcus in FEF and in the
precuneus along the intraparietal sulcus (IPS), extending in both superior and inferior parietal
lobules (Luna et al., 1998). Saccades are traditionally divided into "reflexive" and "voluntary"
saccade. Mort et al. (2003), demonstrated that voluntary saccades produced greater activation
within FEF and the saccade related area of IPS. In an oculomotor study on oscillatory,
predictable and unpredictable saccade, Konen et al. (2004) showed that predictable saccades
with the shortest saccadic latency led to the most pronounced cerebral activity both in terms
of cortical areas involved and signal intensity. The activation of FEF has also been found to be
correlated with saccade reaction time (Connolly et al., 2005). Saccades are also distinguished
as either pro or anti if they are made toward or away a stimulus respectively. Cornelissen
et al. (2002) found similar BOLD activation in FEF during both pro- and antisaccades. It
was suggested in a study looking at functional interactions between pro- and antisaccades
that the presupplementary motor area (pre-SMA) coordinates with the FEF to maintain a
controlled, preparatory set for task appropriate oculomotor execution (Miller et al., 2005).
Saccade frequency and amplitude was varied (Kimmig et al., 2001) and high correlation
between frequency and BOLD signal was found along with higher BOLD activation in
antisaccades over prosaccades. Merriam et al. (2001) found that comparison of visually guided
saccades with fixation revealed activation in all three cortical eye fields: SEF, FEF, and PEF. In
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Reference Type Resolution Slices TR(s) TE(ms) Tesla Stimuli θ Shot
Luna et al 1998 Saccade 3.125x3.125x5 gap=1 7 1.5 50 1.5 Circle 90o 1
Kimmig et al 2001 Saccade 2x2x4 16 4 66 1.5 Square 90o 1
Merriam et al 2001 Saccade 3.125x3.125x5 gap=1 7 1.5 50 1.5 Circle 90o 1
Hayakawa et al 2002 Saccade 2.5x2.5x5 25 10 56.05 1.5 Balloon-shaped 90o 1
Mort et al 2003 Saccade 3.75x3.75x4 24 3 50 1.5 Circle 90o 1
Konen et al 2004 Saccade 3x3x4.4 30 4 66 1.5 Square 90o 1
Cornelissen et al 2002 Pro-anti saccade 2x2x4 6 1.5 66 1.5 Spot 90o 1
Connolly et al 2005 Pro-anti saccade 3x3x6 6 0.5 28 4 Cross 30o 1
Miller et al 2005 Pro-anti saccade 3.5x3.5x5 gap=0.5 18 2 28 4 Circle 20o 2
Ettinger et al 2008 Pro-anti saccade 3.75x3.75x5 gap=0.5 – 2 40 1.5 Dot 80o 1
Haller et al 2008 Corrective saccade 3x3x4 gap=1 25 2.5 50 1.5 Dot 90o 1
Petit et al 1997 SPEM, saccade 3.75x3.75x5 26 3 40 1.5 Dot 90o 1
Petit & Haxby 1999 SPEM, saccade 3.75x3.75x5 26 3 40 1.5 Dot 90o 1
Rosano et al 20002 SPEM, saccade 0.8x1.3x3 gap=1 6 4.2 25 3 Spot 90o 2
Freitag et al 1998 SPEM 1.95x1.95x4 10/12/11 5 70 1.5 Dot (Random) 90o 1
Tanabe et al 2002 SPEM 3.75x3.75x6 gap=1 20 2.5 50 1.5 Dot 90o 1
Ohlendorf et al 2010 SPEM 3x3x3 36 2.5 30 3 Dot 90o 1
Konen et al 2005 OKN, SPEM 3x3x4.4 30 4 66 1.5 Gratings, dot 90o 1
Dieterich et al 2003 OKN 1.88x1.88x5 20 5 66 1.5 Rotating drum 90o 1
Bense et al 2006 OKN 3x3x4 40 4.2 60 1.5 Gratings 90o 1
Schraa-Tam et al 2008 OKN –x–x5 gap=1 22 3 40 1.5 Gratings, dot 90o 1
Kashou et al 2010 OKN 3.75x3.75x5 23 1.5 35 3 Gratings 90o 1
Dieterich et al 1998 h/vOKN 1.95x1.95x5 17 5 40 1.5 Rotating drum 90o 1
Bense et al 2006a h/vOKN 3x3x4 40 4.31 60 1.5 Gratings 90o 1
Andersson et al 1998 Fixation, gaze 3.75x3.75x5 21 3 60 1.5 Checkerboard 90o 1
Deutschlaender et al 2008 Fixation, gaze 3.75x3.75x3.75 32 4.5 60 1.5 LED 90o 1
Table 1. Specifications of fMRI studies performed on normal eye movements.
addition, the cerebellar vermis (declive and folium) and the bilateral cerebellar hemispheres
(superior semilunar lobule) were associated with visually guided saccades (Hayakawa et al.,
2002). In differentiating saccade inhibition from generation, the right supramarginal gyrus
was responsible for inhibition and the right lateral FEF and bilateral intraparietal sulcus
were responsible for antisaccade generation (Ettinger et al., 2008). Unlike pro- and anti-,
corrective saccades may also occur, specifically during saccades, pursuit and fixation. This
eye movement activated the anterior inferior cingulate, bilateral middle and inferior frontal
gyri, bilateral insula and cerebellar areas (Haller et al., 2008).
FEF activation during smooth pursuit performance was found to be smaller than during
saccades (Petit et al., 1997). The performance of pursuit eye movements induced activations
in the cortical eye fields also activated during the execution of visually guided saccadic
eye movements, namely in the precentral cortex [FEF], the medial superior frontal cortex
[SEF], the intraparietal cortex [PEF], and the precuneus, and at the junction of occipital and
temporal cortex (MT/MST) cortex (Petit & Haxby, 1999). Rosano et al. (2002) localized the
saccade-related area to the upper portion of the anterior wall of the precentral sulcus and the
pursuit-related area to a deeper region along the anterior wall, extending in some subjects
to the fundus or deep posterior wall. It was suggested that the lateral occipitotemporal
cortex has extraretinal signals during pursuit (Barton et al., 1996). Significant activation in
V1 and V2 in both hemispheres as well as additional bilateral activation in the lateral extent
of Brodmann’s area 19 and 37 (BA 19/37) was evident during smooth pursuit (Freitag et al.,
1998). Pursuit performance, relative to visual fixation, elicited activation in three areas known
to contribute to eye movements in humans and in nonhuman primates: the frontal eye field,
supplementary eye field, and intraparietal sulcus. It also activated three medial regions
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stimuli. Tanabe et al. (2002) have noted that fMRI studies of oculomotor function have
employed few subjects and the reliability of mapping-out brain sites involved in oculomotor
control have not been established. This statement was made almost 10 years ago and a
lot has been accomplished since then. Overall, there appears to be two parallel cortical
oculomotor systems for pursuit and saccadic eye movements. Both pursuit and saccadic
eye movements appear to activate the same cortical areas including the frontal eye fields
(FEF, precentral cortex), supplementary eye fields (SEF, superior frontal cortex), parietal eye
fields (PEF, intraparietal cortex), precuneus, and MT/V5. However, pursuit or saccadic eye
movements may selectively activate subregions of these cortical areas. Petit & Haxby (1999)
found that the pursuit related activation areas were usually smaller than and consistently
inferior to and/or posterior to the saccadic related activation areas. Dieterich et al. (2000) have
shown that small field horizontal OKN as well as voluntary saccadic eye movements activate
areas of both cerebellar hemispheres including the superior semilunar lobule, simple lobule,
quadrangular lobule and inferior semilunar lobule. In addition, activation was found in the
middle cerebellar peduncle, dentate nucleus, culmen (medially), and uvula of the cerebellar
nuclei. Fixation during OKN suppressed activation in the uvula and culmen. Dieterich et al.
(1998) also found OKN to activate subcortical areas including the caudate nucleus, putamen,
globus pallidus and paramedium thalamus. Fixation increased activity in the FEF and anterior
cingulate gyrus. (Dieterich et al., 2000) used a rotating drum that contained "colored figures"
to stimulate OKN amplitude that ranged from 2 − 13o visual angle, suggesting a mixture of
voluntary and involuntary OKN or only voluntary OKN. Most recently it has been shown
that voluntary OKN generates more cortical activation than does involuntary OKN (Kashou
et al., 2006; 2010; Konen et al., 2005). Specifically, Kashou et al. (2010) showed that activation
sites for OKN studies are dependent on subject instruction which influence the type of OKN
generated. Bense et al. (2006a) found that there was no direction dependent activation in
cortical eye fields, but there was asymmetry in the paramedian visual cortex areas. Also
they found stronger activation in the hemisphere contralateral to slow OKN phase (pursuit).
Bense et al. (2006b) found cerebellar activation was localized in the oculomotor vermis. In a
comparison of gratings versus dots to stimulate an optokinetic response, the gratings evoked
more activation in FEF, PEF, MT/V5 and the cerebellar area VI (Schraa-Tam et al., 2008).
Saccades in humans have been found to activate the precentral sulcus in FEF and in the
precuneus along the intraparietal sulcus (IPS), extending in both superior and inferior parietal
lobules (Luna et al., 1998). Saccades are traditionally divided into "reflexive" and "voluntary"
saccade. Mort et al. (2003), demonstrated that voluntary saccades produced greater activation
within FEF and the saccade related area of IPS. In an oculomotor study on oscillatory,
predictable and unpredictable saccade, Konen et al. (2004) showed that predictable saccades
with the shortest saccadic latency led to the most pronounced cerebral activity both in terms
of cortical areas involved and signal intensity. The activation of FEF has also been found to be
correlated with saccade reaction time (Connolly et al., 2005). Saccades are also distinguished
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Reference Type Resolution Slices TR(s) TE(ms) Tesla Stimuli θ Shot
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Table 1. Specifications of fMRI studies performed on normal eye movements.
addition, the cerebellar vermis (declive and folium) and the bilateral cerebellar hemispheres
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temporal cortex (MT/MST) cortex (Petit & Haxby, 1999). Rosano et al. (2002) localized the
saccade-related area to the upper portion of the anterior wall of the precentral sulcus and the
pursuit-related area to a deeper region along the anterior wall, extending in some subjects
to the fundus or deep posterior wall. It was suggested that the lateral occipitotemporal
cortex has extraretinal signals during pursuit (Barton et al., 1996). Significant activation in
V1 and V2 in both hemispheres as well as additional bilateral activation in the lateral extent
of Brodmann’s area 19 and 37 (BA 19/37) was evident during smooth pursuit (Freitag et al.,
1998). Pursuit performance, relative to visual fixation, elicited activation in three areas known
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supplementary eye field, and intraparietal sulcus. It also activated three medial regions
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not previously identified in human neuroimaging studies of pursuit: the precuneus and the
anterior and posterior cingulate cortices. All six areas were also activated during saccades
(Berman et al., 1999). Tanabe et al. (2002) found activation consistently in dorsal cortical eye
fields and cerebellum. Many studies are still being pursued on normal eye movements with
hopes of mapping out or isolating specific anatomical areas responsible with the goal of future
diagnostic and therapeutic interventions.
Before moving on to visual dysfunction we want to briefly mention a few visual perception
studies. Goodyear & Menon (2001) were the first to demonstrate reproducible high resolution
(0.55 mm x 0.55 mm) capabilities of fMRI in humans when using short duration (<6 sec) visual
stimuli. Mullen et al. (2010) studied how the responses of the visual pathway to temporal
frequency are modified as signals are transfered between the LGN and V1 to the dorsal and
ventral streams (V2, V3, VP, V3A, VA, and MT). They concluded that the dorsal and ventral
pathways develop characteristic differences in temporal processing that affect chromatic
and achromatic stimuli. Differentiation between the magnocellular and parvocellular visual
pathways has been recently demonstrated (Liu et al., 2006). Conner et al. (2004) compared
retinotopic maps of children with adults in hopes that the study would be useful reference
for studies of children with visual disorder, such as amblyopia. Retinotopic mapping is
of importance in understanding visual field; a step by step study on this process has been
summarized (Warnking et al., 2002). Studying the effects of age showed that the volume and
degree of fMRI activation decreased with increasing age, particularly over the age of 40 years
(Lewis et al., 2003; 2004).
7. fMRI and visual dysfunction
fMRI studies have been undertaken in normal subjects and in patients with amblyopia,
commonly known as lazy-eye (Algaze et al., 2002; 2005; Goodyear et al., 2000; Leguire et al.,
2004a;b; 2011a; Lewis et al., 2003; 2004; Rogers, 2003). Goodyear et al. (2000) showed that
there were always fewer activated fMRI voxels during amblyopic stimulation than during
normal eye stimulation. Algaze et al. (2002) also showed that the volume and level of occipital
visual cortical activation was less from the amblyopic eye compared to the dominant eye of
amblyopes or to normal eyes. Rogers (2003) and Algaze et al. (2005) have shown that L-dopa,
a drug used in the treatment of Parkinson’s disease, caused a reduction in volume of activation
of occipital visual cortex while it improved visual acuity - a counterintuitive finding. (Yang
et al., 2003) showed that the volume ratio between the amblyopic and sound eye stimulation
significantly increased after L-dopa treatment. More recently, the amblyopic eye showed
marked reduction in activation in the fusiform gyrus, with normal activation in the collateral
sulcus (Lerner et al., 2006). Responses to grating stimuli showed reduced responses in higher
areas on the central visual pathway (Muckli et al., 2006).
In albinism, there is an abnormal chiasmic projection system which favors the contralateral
hemisphere (Schmitz et al., 2004). For example, in oculocutaneous albinism and in ocular
albinism, monocular stimulation yields a greater fMRI reponse in the contralateral hemisphere
than the ipsilateral hemisphere because of misrouting of the eye’s afferents favoring the
contralateral hemisphere. After using standard fMRI statistical analysis tools, the number
of voxels activated in each hemisphere were counted for each subject. A crossing ratio was
then computed by subtracting the voxels activated contralaterally from the ipsilateral ones
and dividing by the total number activated. The mean of these ratios for left and right eyes
were then calculated for correlations.
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Reduced signal and greater asymmetry in the visual cortex has been shown in optic neuritis
(ON) patients, compared with controls (Langkilde et al., 2002). They also showed that the
volume of visual cortical activation was significantly correlated to the result of the contrast
sensitivity test. They used an asymmetry index Ia to calculate the relative difference between
size of activated area in the left and right hemisphere, in a similar fashion to the above
study. This was done by simply counting the number of voxels in each hemisphere and
taking the absolute value of the difference and dividing by the total number of voxels in both
hemispheres. A value of Ia = 1 meant 100% asymmetry while a value of Ia = 0 meant no
asymmetry. Toosy et al. (2002) showed that visual cortex activation is reduced during photic
stimulation, whilst extra-occipital areas are extensively activated with a peak blood oxygen
level dependent response during the OFF phase of the stimulus paradigm. More recently
they suggested a genuine adaptive role for cortical reorganization within extrastriate visual
areas early after optic neuritis (Toosy et al., 2005). Reduced activation was seen in V1 during
stimulation of the affected eye, compared to the normal eye (Levin et al., 2006).
Parents of children with autism or Asperger Syndrome (AS) showed atypical brain function
during both visual search and emotion recognition (Baron-Cohen et al., 2006). Hadjikhani
et al. (2004a) found that retinotopic maps of individuals with autism were similar to normal
subjects, indicating that low level visual processing is normal. A case study by Sunness et al.
(2004) illustrated that retinotopic mapping can be performed successfully in patients with
central scotomas from macular disease. An increase in the activation of the prefrontal cortex
and intraparietal sucli and decrease in the visual cortex was reported in patients with macular
degeneration (Little et al., 2008). The ability to look at anatomical reorganization of the visual
cortex was demonstrated in a case of callosal agenesis and colpocephaly (Bittar et al., 2000),
and in alteration by vascular lesions (Schlosser et al., 1997). Analyzing oculomotor recovery
from ischemic lesions in frontal and parietal eye fields using visually triggered saccades has
been recently implemented (Nyffeler et al., 2011).
In an eye blink inhibition study, patients with Tourette syndrome showed higher activation in
the middle frontal gyrus, dorsal anterior cingulate and temporal cortices compared to controls
(Mazzone et al., 2010). Most recently the declive of the cerebellum has been shown to be
associated with INS (Leguire et al., 2011b). Similarly the cerbellar vermis, also has been found
to be active in patients with bipolar disorder while performing SPEM (Martin et al., 2011).
fMRI activation during downward smooth pursuit was less in both flocculi of the cerebellum
for patients with DBN than controls (Kalla et al., 2006). Reduced activation in the paraflocular
lobule and in the ponto-medullary brainstem of the patients was also seen (Hüfner et al.,
2007). Saccadic oscillations in patients with opsoclonus may be a result of disinhibition of
the cerebellar fastigial nuclei (Helmchen et al., 2003a;b). Monitoring vision therapy using
fMRI for patients with CI revealed increase in activity in the frontal areas, cerebellum and
brainstem (Alvarez et al., 2010). Understanding SPEM is also of interest in schizophrenia
where greater activity in both posterior hippocampi and the right fusiform gyrus have been
reported (Tregellas et al., 2004). The same investigators also found that nicotine was associated
with greater activity in the anterior and posterior cingulate gyri, precuneus and area MT/MST
and less activity in the hippocampus and parietal eye fields in patients with schizophrenia
(Tregellas et al., 2005).
Data from Hadjikhani et al. (2001) suggested that an electrophysiological event such as
cortical spreading depression (CSD) generates migraine aura in the visual cortex. This was
determined using a standard t statistic computing the difference between activation amplitude
during off period preceding aura. The time courses for independent voxels were then
extracted from specific visual areas. A reference baseline (mean) and standard deviation was
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computed on the first 6 cycles and the pixels that exhibited a higher mean plus standard
deviation and a standard deviation less than the reference standard deviation for at least 2
cycles were considered as activated. The visual cortex of patients with idiopathic Parkinsons
disease with and without visual hallucinations were examined by Holroyd & Wooten (2006).
They found that patients with visual hallucinations had increased activation in the visual
association cortex and deficits in the primary visual cortex. Again these are samples of





















Table 2. Pathologies investigated using fMRI.
8. Discussion
In this chapter we aimed to discuss the basics of visual development and then review fMRI
vision science research. To recap, there are three main principles in visual development:
labeled lines, cells firing together wire together, and synaptic competition. In summary,
sensory cells send the same kind of signal, regardless of how, or how strongly, they are
stimulates (labeled lines). The relations between the retina and the LGN, and between the
LGN and the cortex, are crudely wired up at birth, by prenatal "visual" experience of the
wave. That wire up is refined and related to the proximal stimulus by genuine postnatal visual
experience and synaptic competition. This refinement includes creation of new synapses and
culling of old ones.
Abnormalities early in life can cause disorders in the visual pathway. Rod monochromats do
not have the normal photoreceptor connections from the retina and thus the rods take over
the synaptic fields where the fovea usually falls in V1. Albinos seem to have a dysfunction in
the chemical signposts that separate the nasal and temporal retina projections. In refractive
amblyopia, there is a blur in the proximal stimuli of one eye and high frequency cells are
not fully developed in V1 because they are cut out during the refinement process. Strabismic
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amblyopes suffer from an eye turn early on that causes an abnormal wave which leads to
miswiring between the LGN and V1.
The use of functional MRI has proved to be a successful imaging modality in understanding
the visual development process and for basic research in vision science of controls and
patients. Currently, neuroscientists, neurologists, ophthalmologists and others are using this
imaging modality extensively to study vision science related problems. Further development
of these studies will allow noninvasive diagnostic, pre-, and post- surgical techniques with
the aim of improving the clinical sensitivity and specificity for visual cortex diagnosis.
9. Limitations of fMRI interpretation
The key to interpreting fMRI data is to understand the problem being studied. In this chapter
some applications from vision science were discussed to show the extensiveness of the field.
The more one knows about vision science in general the better they will be able to make an
informed interpretation of the fMRI activation. However it is essential to have this knowledge
before designing an fMRI study. It is also necessary to have firm knowledge of the MR
technology and physics in order to appreciate the complexities and intricacies of the process.
This in turn would help minimize errors and confounds in the results. The main limitations
of interpretation lies in the knowledge of the user. Unfortunately, some believe that this
is a pushbutton technology and whatever comes out is perfect. On the contrary, a good
understanding of the field, in this case vision science, the technology, and the art of designing
an fMRI experiment, will allow for respect and caution when interpreting and analyzing the
data.
10. Future developments in fMRI
The advancement in technology will have the biggest influence on the future developments
in fMRI. Most of the studies presented here were on 1.5 or 3 Tesla systems but ultra high
field (UHF) 7 and 8 Tesla systems are now regulary being used for human research. The
limiting factor for UHF MRI are the head coils, however continuous effort is being made for
optimization and improvement. In the next few years 1.5 and even 3 Tesla systems will seem
old in the field of research as the new UHF magnets have superior resolution (down to the
μm). This will enhance the visualization of cortical areas and allow the parcellation of smaller
anatomical regions such as the LGN and allow the functional localization of subregions
that otherwise would be bulked into one region in the current scanners. Clinical imaging
developments in the short term are focusing on enhancing the 3 Tesla technology by transition
from 8 channel head coils to 32 channels so there will be a delay before the UHF systems make
their way into hospitals.
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MRI scan used to measure the hemodynamic response (change in blood flow) related to 
neural activity in the brain or spinal cord of humans. Blood-oxygen-level dependence 
(BOLD) is the MRI contrast of blood deoxyhemoglobin, first discovered in 1990 by Seiji 
Ogawa at AT&T Bell labs and Functional Magnetic Resonance Imaging (fMRI) was soon 
introduced to map the changes in brain local blood flow, oxygenation or hemodynamics 
that correspond to regional neuronal activity of brain accompanying metabolic events 
[Ogawa et al. 1990]. Recent investigations focused on specific brain regional and functional 
specificity to delineate the specific distribution of neural activities at a given moment in the 
brain as a whole. It extended for brain anatomical imaging to map different structures and 
specific function of human brain. Present time, high resolution, noninvasive neural activity 
by a blood oxygen level dependent signal by fMRI has tremendous potentials for assessing 
the neurological status and neurosurgical risk [Tegeler et al. 1999; Lee et al. 1999; Singh et al. 
2003; Bandettini et al. 2001]. Now fMRI applications have extended the understanding of 
neuronal and motor activities associated with different brain regional functions with 
additional information down to perfusion/diffusion of neurochemicals to cause 
neuroactivation. Presently, fMRI serves as non-invasive imaging and evaluation of 
neurophysiological/neuropsychological activities of brain that depend more on 
uncontrolled physiological motion in brain and functional characteristics of different 
locations such as cognition, sensory and motor active areas.  
Present chapter serves a handful guide to practicing physician experts in fMRI. Functional 
magnetic resonance imaging (fMRI) is recently developing as imaging modality used for 
mapping hemodynamics of neuronal and motor event related tissue blood oxygen level 
dependence (BOLD) in terms of brain activation. In first section, we describe functional MR 
signal origin, physical basis of fMRI data generation, its physiological dependence on 
oxygen state in flowing blood and neuroactivation mechanism. In next section, image 
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MRI scan used to measure the hemodynamic response (change in blood flow) related to 
neural activity in the brain or spinal cord of humans. Blood-oxygen-level dependence 
(BOLD) is the MRI contrast of blood deoxyhemoglobin, first discovered in 1990 by Seiji 
Ogawa at AT&T Bell labs and Functional Magnetic Resonance Imaging (fMRI) was soon 
introduced to map the changes in brain local blood flow, oxygenation or hemodynamics 
that correspond to regional neuronal activity of brain accompanying metabolic events 
[Ogawa et al. 1990]. Recent investigations focused on specific brain regional and functional 
specificity to delineate the specific distribution of neural activities at a given moment in the 
brain as a whole. It extended for brain anatomical imaging to map different structures and 
specific function of human brain. Present time, high resolution, noninvasive neural activity 
by a blood oxygen level dependent signal by fMRI has tremendous potentials for assessing 
the neurological status and neurosurgical risk [Tegeler et al. 1999; Lee et al. 1999; Singh et al. 
2003; Bandettini et al. 2001]. Now fMRI applications have extended the understanding of 
neuronal and motor activities associated with different brain regional functions with 
additional information down to perfusion/diffusion of neurochemicals to cause 
neuroactivation. Presently, fMRI serves as non-invasive imaging and evaluation of 
neurophysiological/neuropsychological activities of brain that depend more on 
uncontrolled physiological motion in brain and functional characteristics of different 
locations such as cognition, sensory and motor active areas.  
Present chapter serves a handful guide to practicing physician experts in fMRI. Functional 
magnetic resonance imaging (fMRI) is recently developing as imaging modality used for 
mapping hemodynamics of neuronal and motor event related tissue blood oxygen level 
dependence (BOLD) in terms of brain activation. In first section, we describe functional MR 
signal origin, physical basis of fMRI data generation, its physiological dependence on 
oxygen state in flowing blood and neuroactivation mechanism. In next section, image 
processing is described as performed by segmentation and registration methods. In next 
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section, segmentation algorithms are illustrated to provide brain surface-based analysis, 
automated anatomical labeling of cortical fields in magnetic resonance data sets based on 
oxygen metabolic state. In next section, registration algorithms are illustrated to provide 
geometric features using two or more imaging modalities to assure clinically useful 
neuronal and motor information of brain activation. In nutshell, present chapter introduces 
basic concepts of fMRI and reviews the physiological basis of fMRI signal origin and 
contrast mechanisms with state-of-art fMRI segmentation and registration algorithms to 
identify cortical visual response and event related cortical areas associated with 
neurophysiological measurements and potential image post-processing directions in future. 
In the end, the chapter summarizes the current developments in physiological basis of fMRI 
signal, its origin, contrast enhancement, physical factors, anatomical labeling by 
segmentation, registration approaches of visual and motor activity in brain with a review of 
clinical applications of fMRI in motor sensory functions, multiple sclerosis and Alzheimer’s 
Disease to explore the other different neurophysiological and imaging modalities. 
2. The physiological basis of fMRI 
2.1 Basics 
It became clear in last decade that fMRI signal is coupled or ‘blood linked’ with 
neuroactivation due to regional changes of blood flow and its redox oxygen state or ferric-
ferrous ionic state in hemoglobin. Idea was roped up as ‘neurophysiological’ effect sensitive 
to fMRI signal is generated due to ‘neuropsychological’ activity in specific regions in brain. 
As a result, neurovascular and neurometabolic coupling (neurophysiological effects) 
establishes the critical link between a focal change in neuronal activity and MRI-detectable 
observations. In fact, all neuroactivation task performances such as arousal, attention, 
alertness, adaptation, sleep, or consciousness that affect the blood perfusion or vascular 
hemodynamics do interfere with oxygenation-sensitive mapping by fMRI techniques. 
Increased neuronal activity needs the metabolic oxygen support. For that, blood flow 
provides the metabolic substrates or energy rich neurochemicals. Still there is paucity of 
information of metabolic requirements and hemodynamic response in different brain 
cognitive functions. Historically, these cognitive observations initially were supported by 
reports on local reduction in deoxyhemoglobin due to increased blood flow without change 
in oxygen extraction [Zaini et al. 1996]. Conceptually, weak susceptibility effect induced by 
deoxyhemoglobin acts as paramagnetic endogenous contrast agent to represent 
neuroactivation (active perfusion) or label of oxygen oversupply and alters the T2* weighted 
pixel intensity (functional magnetic resonance image signal) [Reber et al.2002; Preibisch et 
al. 1999; Nakai et al. 2001; Bandettini et al.2000] and serves as the source of the 
neuroactivation signal (fluctuation of SNR) for fMRI. Such fluctuations originate in fMRI as 
a result of 3D variations in spatial frequencies and line width (B) in x, y, z directions 
(gradients define location of neuroactivation and slice position). Other physiological factors 
such as physiological drifts (fluctuations of SNR, frequency distribution, signal intensities, 
BOLD signals) also participate. It is based on the fact that spatial distribution of low-
frequency drifts in human brain follows a tissue-specific pattern, with greater drift 
magnitude in the gray matter than in white matter. In gray matter, the dependence of drift 
magnitudes on TE remains similar to that of task-induced BOLD signal changes. For 
Physiological Basis and Image Processing  
in Functional Magnetic Resonance Imaging: Neuronal and Motor Activity in Brain 31 
example, absolute drift magnitude reaches the maximum when TE approaches equal to T2* 
whereas relative drift magnitude increases linearly with TE. By systematically varying the 
flip angle, drift magnitudes show a positive dependence on image intensity. Last decade 
was an excitement for clinical application of 3T-7T clinical scanners to observe functional 
activity of visual cortex using magnetic field susceptibility insensitive fast spin echo method 
[Turner et al.1993; Kwng et al. 1995; Russ et al. 2002; Miki et. al. 2001; Shibata et al. 2000; 
Fransson et al. 1997], the motor cortex [Kim et al. 1999; Mandeville et al. 1999; Toma et al. 
2002; Kim et al. 1995; Nakada et al.2001] and Broca's area of speech and language-related 
activities [Kim et al. 1995; Nakada et al.2001]. fMRI and conventional neurophysiological 
techniques have been in use to localize the specific functions of the human brain [Logothetis 
et al.2001; Mayville et al.1999; Haslinger et al.2001; Kim et al. 2000; Ogawa et al. 1998; 
Jueptner et al. 1995]. Recent trend was focused on identification of brain regions involved 
with characteristic oxygenation-sensitive MRI response function. The art of other imaging 
techniques such as the neurochemical changes, chemical shift imaging, diffusion/perfusion 
dynamic imaging integrated with fMRI technique is in infancy. In next section, we describe 
the oxygen dependent nature of fMRI sensitive to neuroactivation and cerebrovascular 
blood flow. 
2.2 Tissue oxygen content and framework for BOLD Signal 
fMRI images can be made sensitive to local oxygen concentrations in tissue by choosing 
right MRI protocol. BOLD signal derives from the local concentration of deoxygenated 
hemoglobin that is modulated by several factors. The generator of this paramagnetic 
contrast agent is oxygen metabolism (CMRO2). Blood oxygenation and blood magnetization 
both depend upon the balance of oxygen flow into and out of a region. The rate of oxygen 
inflow is proportional to cerebrovascular blood rate (CBR). During functional brain 
activation, increased CBF produces a washout of Hbr as contrast agent by counteracting the 
effect of increased CMRO2. Local blood volume fraction determines the deoxyhemoglobin 
content of a voxel at any level of blood oxygenation. As blood vessels swell, magnetic fields 
extend further into the brain tissue, causing a signal loss in the extravascular space. BOLD 
contrast can be approximated as changes in the BOLD relaxation rate scale with changes in 
the deoxy hemoglobin concentrations i.e. BOLD contrast (X) = K.A [Hbr], where 'x' depends 
upon the magnetic field strength and the sample volume. 
A BOLD framework is based upon conservation of oxygen mass (Fick's Law) i.e. at the 
steady-state, unidirectional extraction of oxygen from the blood is the difference between 
the 'flow' of oxygen 'into' and oxygen 'out' of the volume, FO2IN -, FO2OUT = dV/dt. The 
resulting expression takes a form like the following: 
 ΔR2 = -K [Hbr]o{ΔF/Fo - ΔV/Vo - ΔM/Mo}  (1) 
F, V, and M refer to CBF, CBV, and CMR02 respectively. Subscript "o" indicates baseline 
values prior to stimulation. BOLD signal changes are positive when the quantity in brackets 
is positive.  
Positive stimulus-induced BOLD represent the relative changes in CBF that exceed over 
combined effect of changes in CBV and CMR02. [Hbr]o is proportional to V and Mo and 
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Increased neuronal activity needs the metabolic oxygen support. For that, blood flow 
provides the metabolic substrates or energy rich neurochemicals. Still there is paucity of 
information of metabolic requirements and hemodynamic response in different brain 
cognitive functions. Historically, these cognitive observations initially were supported by 
reports on local reduction in deoxyhemoglobin due to increased blood flow without change 
in oxygen extraction [Zaini et al. 1996]. Conceptually, weak susceptibility effect induced by 
deoxyhemoglobin acts as paramagnetic endogenous contrast agent to represent 
neuroactivation (active perfusion) or label of oxygen oversupply and alters the T2* weighted 
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2.2 Tissue oxygen content and framework for BOLD Signal 
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hemoglobin that is modulated by several factors. The generator of this paramagnetic 
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both depend upon the balance of oxygen flow into and out of a region. The rate of oxygen 
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F, V, and M refer to CBF, CBV, and CMR02 respectively. Subscript "o" indicates baseline 
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Positive stimulus-induced BOLD represent the relative changes in CBF that exceed over 
combined effect of changes in CBV and CMR02. [Hbr]o is proportional to V and Mo and 
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inversely proportional to F as shown in Figure 1 that combine to generate BOLD signal. 
Equation (1) stands good for small functional changes while intravascular signal 
contributions affect the linear relationship between ΔR2, and Δ[Hbr] dependence on blood 




Fig. 1. Figure represents the "Oxygen oversupply" hypothesis. Regional deoxy-Hb (thick 
solid lines) decline is associated with increase in regional blood flow (thin solid line) and 
oxygen consumption (broken lines). In fMRI, T2* is described as blood flow based functional 
imaging of brain activation as sum of all activation pixels (yellow color) from all serial 
images shown in the figure (on right). 
A rapid change in CBF produces an effect on BOLD signal that is both delayed and 
dispersed by transit through the vascular bed. The framework of Equation (1) of BOLD 
signal does not specify how oxygen is allocated, as long as the total amount is conserved. 
However, the quantities {ΔF/Fo - ΔV/Vo - ΔM/Mo} do not change arbitrarily during brain 
activation. The reproducibility of BOLD results across systems and BOLD stimuli poorly 
represent the coupling [Villringer et al.1999]. 
2.3 CBF and CMRO2 
Regional basal cerebral oxygen and glucose utilization show a molar ratio consistently less 
than 6(CMRO2/ CMRglu - 5.5), suggesting that the oxidative glucose metabolism (C6H12O6 + 
6 O2 + 6H2O + 6CO2) is the primary source of energy. Tight linear couplings have been 
shown for regional basal measurements of CBF versus CMRglu and CBF versus CMR02 
[Buxton et al.1997]. 
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2.4 BOLD stimulus-induced neuroactivation and physiological changes 
Blood oxygen is delivered to the brain by gaseous-fluid diffusion along an oxygen 
concentration gradient that falls in the neuroactivated brain tissue. As a result, specific brain 
region gets low oxygen reserves. So blood flow in that region experiences the increases of 
oxygen delivery or MR sensitive changes (temporal resolution) resulting with following 
effects: reduced blood transit time through the capillaries; decreased oxygen; extraction 
fraction; restricted capillary area; and vascular resistance at the local level. So, the regional 
trajectories represent the temporal physiological quantities determined from the baseline or 
average state i.e. the diffusion and regional coupling of CBF and CMRO2 match during the 
brain activation. The current viewpoint of CBF-CMRO2 coupling and regional relationship 
with rate of oxygen delivery explained the events during brain activation by Buxton-Frank 
diffusion-limited model of oxygen delivery [Zaharchuk et al.1999]. The exact scaling 
between relative changes in blood flow (f) = F/Fd and relative changes in oxygen delivery 
(M) depend upon the baseline value of the extraction fraction (Eo) and extent of capillary 
dilation as: 
 (v) = V / Vo (2) 
 M = f (1 - (l - Eo)v/f)/ Eo (3) 
Empirically, the influence of CMR02 on BOLD signal can be deduced by comparing the 
responses of CBF and BOLD signal using stimuli that affect CBF and CMRO2 i.e. 
hypercapnia modulates CBF without changing oxygen-utilization. Focal activation of the 
human visual cortex increases CMRO2 [31]. By using graded levels of visual stimulus and 
hypercapnia, a linear coupling was measured between relative changes in CBF and CMRO2 
for flow [Disbrow et al.2000]. 
2.5 CBF and CBV 
Cerebral vascular resistance is defined as the ‘total pressure drop’ across a vascular bed. In 
the brain, intravascular pressure drops from mean arterial blood pressure in large arteries to 
venous pressure in the large veins. The brain activation increases CBF by reducing cerebral 
vascular resistance corresponding to an increase in CBV. Blood flow and blood volume both 
exhibit different temporal responses [Cheng et al.2001]. However, the basal blood level of 
deoxygenated hemoglobin is determined by the ratio of CMRO2 to CBF. Neurophysiological 
changes in fMRI alter BOLD signal by resetting the ratio of basal CMRO2 to CBF, and 
altering CBV [Cox et al. 1996]. 
2.6 Sensitivity of fMRI signal 
Blood volume fraction, oxygen extraction fraction, distribution of vessels, arterial 
oxygenation neurophysiological factors and intravascular or extravascular signals depend 
upon the applied MR pulse sequence, field strength, degree of neuroactivation and the 
physiology of the functional variable etc. Sensitivity is the product of the relative change in 
brain 'activation' (flow, volume, oxygenation, etc.) and 'amplification' factor expressing the 
intrinsic sensitivity per unit change: 
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intrinsic sensitivity per unit change: 
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 Sensitivity = (activation) × (amplification) (4) 
The amplification factor applies spatial resolution to the pattern of brain activation but it is 
independent of the degree of activation [32]. For detecting changes in local brain functional 
activity, fMRI signal-to-noise ratio (fSNR) refers to the time-averaged value of signal 
divided by the temporal standard deviation of the signal: fSNR = St/σt. 
Similarly, contrast for fMRI or functional CNR per unit time (fCNR) may be expressed as the 
ratio of time dependent signal changes (δS) to time-dependent noise: 
 fCNR = δSt /σt, fSNR × δSt/St (5) 
3. Basic functional MRI sequences and physical factors of functional MRI 
contrast 
In routine, fast Flow Attenuated Short Echo (FLASH) or single-shot EPI pulse sequences 
with prolonged echo times are employed depending on the desired spatial or temporal 
resolution. These pulse sequences are shown in Figure 2. Typically, EPI sequences acquire 
all differently phase-encoded gradient echoes required for image reconstruction after a 
single slice-selective RF excitation pulse. The individual echoes are generated by multiple 
sinusoidal or trapezoidal reversal of the read or frequency-encoding gradient. Phase 
encoding is performed by a 'blipped' gradient, whereas the EPI technique uses a 'weaker' 
constant gradient. Echoes cover a large range of different echo times. The effective TE is 
given by the Fourier line representing the lowest spatial frequency, i.e. for zero phase 
encoding, as it dominates the image contrast. Basic emphasis is on high speed yield and 
image acquisition times of the order of 100 ms and excellent maximum volume coverage by 
multi-slice fMRI imaging at the expense of limited in-plane resolution. 
In contrast, FLASH sequences require multiple RF excitations with low flip angles < 90° 
that normally generate only a single gradient echo per repetition interval. As large TE 
values also prolong the repetition time, typical imaging times are in the range of several 
seconds. The ability to select an arbitrary compromise between temporal and spatial 
resolution is best exploited for gaining access to high-resolution maps at the expense of 
less volume coverage. However, EPI images also suffer from several unavoidable artifacts. 
In following section, we describe different brain areas to correlate distribution of fMRI 
pixel intensities with cognitive functions as guideline to neuropsychological geography of 
brain. 
4. Neuropsychological geography of neuroactivation in brain  
Recent trend in fMRI research was to understand the relationship of physiological 
mechanisms and selective activation of different brain locations using fMRI techniques. 
However, the knowledge of the independent brain functions and control by different parts 
is still in infancy. fMRI has long way to answer the physiological stimuli and mechanism of 
different fMRI BOLD signals. The success of it solely depends on power of fMRI image 
processing. Recent investigations highlight the fMRI visible different brain areas as shown 
in FIG 3, new understanding of fMRI sensitive physiological stimuli and use of high field 
scanners.  
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Fig. 2. A basic EPI sequence FLASH (top) and single-shot EPI Sequence (bottom) for 
functional Imaging is shown with reversible reading gradients and pulses to generate rapid 
images in less than a minute. 
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Fig. 3. An illustration of anatomical connections between motor areas are shown.  
A: A sagittal section of gray matter shows reciprocal organization of frontal motor and 
parietal sensory cortices with respect to the central sulcus. Brodmann’s area (BA), 
reciprocity between rimary areas (BA4 and BA3, 1 and 2 and reciprocity between 
nonprimary areas (BA6 and BA5 and 7) are shown by arrows. B. Interconnections between 
multiple motor-related cortices are represented with numbers in parentheses. These are: 
Brodmann's area M1: Primary motor cortex, SMA: Supplementary motor area,  
dPMA: Dorsal premotor area, vPMA: Ventral premotor area, CMAr: Rostral cingulated 
motor area, CMAc: Caudal cingulated motor area, PFC, Prefrontal cortex, SPL: Superior 
parietal lobe, IPL: Inferior parietal lobe. 
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5. Validation and physical factors in functional MRI 
BOLD and fMRI characteristics are important determinants in validation process of ultrafast 
fMRI image acquisition of raw data and 'task to functional map' correlation by 
postprocessing and statistical analysis. We describe these concepts that validate brain 
activation, fMRI spatial resolution and BOLD events. Two assumptions support the 
validation of fMRI to pick up brain activation signal: 1. Any motor or sensory action of body 
generates specific motor or sensory response in neural circuit with a result in 
cerebrovascular blood flow change due to oxygen state in flowing blood; 2. 'Brain activation' 
is read as 'statistically significant pixel intensity changes' associated with a given set of tasks 
to denote the area of neuronal activation. It is a scalar number given by MRI system upon 
completion of image reconstruction including magnetic correction and other inherent 
factors. MRI spatial resolution is low in the range of 4 mm3 on high field MR scanners. 
BOLD events are neuronal events. T2* contrast changes seen in fMRI are an empirically 
observed biological phenomenon. For fMRI, T2* contrast is 'weak' susceptibility effect of 
deoxy-hemoglobin (deoxy-Hb). In following sections we describe some known physical 
factors responsible of functional MRSI (taskoxygen change in blood Hbchange blood 
flowbrain activationpixel intensity change3D Talairach maps and changes in 
metabolites). Some known intrinsic and extrinsic factors are described to influence fMRI 
contrast in flowing section.  
5.1 Susceptibility effects and T2* contrast 
In MRI, regional magnetic field inhomogeneity is common problem due to high 
paramagnetic susceptibility, ferromagnetic susceptibility and presence of air sinuses in 
brain, and Bo inhomogeneity. The susceptibility effect may affect a large area of the image 
matrix and can introduce image deformity. The smaller susceptibility effects introduce the 
pixel intensity changes in nearby pixels generating the T2* contrast. This is the basis of fMRI 
that represents a 'statistical' method based on pixel intensity changes in the brain placed in 
high magnetic field B. 
5.2 Magnet shimming 
MRI is performed grossly by using high order gradient 1st and 2nd order shim coils to correct 
Bo inhomogeneity. Human brain undergoes the continuous motion and it makes hard to 
shim i.e. the line width of human brain is 200–400 Hz. Slice thickness and slab size over that 
focused shimming reduces the inhomogeneity. Fast spin echo (FSE) images are insensitive 
but echo planar images (EPI) are sensitive to inhomogeneity. In fMRI, selective RF excitation 
pulse applied through a gradient selects the appropriate slice thickness with appropriate 
inter slice gap between the slices. 
5.3 Nyquist ghost 
The unique k-space trajectory of the EPI sequence results in the appearance of a 
characteristic artifact termed 'Nyquist ghost'. However, in practice the most common cause 
of Nyquist ghost is minor field perturbation as shown in Figure 3. Nyquist ghost represents 
the fictitious activation encountered in fMRI. Direct adaptation of such paradigms to fMRI 
typically introduces task-correlated Nyquist ghost and fictitious activation. 
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Fig. 4. The figure represents Nyquist ghost in panel A and representative fictitious 
activation in panel B. Notice the background bright signal as ghost (panel A) and activation 
areas (panels B) shown in yellow color spots which are not due to brain activation. 
5.4 Pixel misalignment and limitation of spatial resolution 
Pixel misalignment causes the fictitious activation due to subject motion as shown in Figure 
4. Many "motion correction" post-processing algorithms have been developed based on the 
two-dimensional imaging and three-dimensional misalignments[Goodyear et al.2001; Kim 
et al. 2000; Kiebel et al. 2004]. The theoretical limit of the spatial resolution for fMRI is 
approximately 4 mm3. fMRI image of the normal brain can be used to evaluate the relative 
intensity of cerebral cortex at various sites relative to CSF as shown in Figure 4. The 
substantial variation in the intensity of cortex is primarily due to the partial volume 
phenomenon as shown in Figure 5. The correction algorithms such as 're-slicing', 
'standardization', or 'motion correction' image-processing methods as shown in Figure 6 
have been reported [Meinzer et al.2011]. Basically, each raw image data is used for statistical 
analysis. In the following description, some representative examples of application of these 
physiological principles of fMRI are illustrated. 
 
Fig. 5. The figure represents fictitious activation due to pixel misalignment. The bright spots 
around the bottom brain surface are misaligned that create illusion of active areas shown in 
yellow color. 
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Fig. 6. An example of an fMRI image of the normal brain is shown. The numbers indicate the 
relative intensity of cerebral cortex at various sites relative to CSF which assigned a value of 
100 (written in red). The substantial variation in the intensity of cortex is primarily due to 
the 'partial volume' phenomenon. 
 
Fig. 7. The figure illustrates the effects of motion correction algorithm SPM 96. The 
activation maps were obtained for a bilateral hand motion paradigm using a horizontal  
3 T MRI system with image voxel resolution of 3 mm × 3 mm × 5 mm. In this setting, 
acceptable pixel misalignment was determined to be 0.6 mm. Brain motion exceeding  
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0.6 mm (> 0.6 mm) produced significant pixel misalignment artifact. A motion correction 
algorithm wiped out these artifacts as well as actual activation. It also wiped out a small 
cluster of fictitious activation, while 'true' activation remained visible. In contrast, brain 
motion less than 0.6 mm provided activation maps of bilateral primary motor cortices. 
Application of motion correction algorithm artificially eliminated true activation areas. 
Functional MRI is sensitive to some sensory and motor response functions. In following 
section, we illustrate visual response function in relation with fMRI. 
5.5 The vision response function 
The oxygen concentration in brain serves as a tool to map cortical regions responsible for 
performing various cognitive tasks because oxygenation level in active cortex changes 
between baseline and tasking conditions i.e. pattered lights protocols affect the 
spatiotemporal response and characteristics in the visual system. These visual stimulations 
generate the signal rise due to differences between tonic and phasic MRI hemodynamic 
responses after the onset of activation i.e. rapid rise in BOLD response due to rapid increase 
in the blood flow or enhanced oxygen delivery / oxygen consumption. Recently, the 
delayed upregulation of oxidative glucose consumption in brain and a slow venous blood 
volume (balloon model) suggested them as two processes. These were relevant for fMRI 
mapping studies with shorter protocol timings [Villringer et al. 1999]. The link between 
neuronal activity and blood flow characteristics forms the basis for functional mapping 
using fMRI. These characteristics such as cerebral blood flow (CBF), cerebral volume (CBV), 
metabolic regional oxygen (CMRO2), and BOLD signal form an interconnected set of 
quantities that are coupled during normal brain activation. For details, readers are 
suggested to read chapter 9 in this book. 
5.6 Neurophysiological factors in functional MRI contrast 
In this section, we describe various measures currently used to identify the activated pixels 
in corresponding fMRI maps i.e. analysis of signal differences, variances, statistical 
parameters, temporal correlations or frequencies, principal components, clusters, phase 
information, and noise characteristics. In visual response, time-locked averaging of images 
and subsequent subtraction across the functional states i.e. summation of images was 
reported that was acquired during one condition (e.g. lights off) and subtraction of the result 
from that obtained for a different condition (e.g. lights on) [Cox et al.1996]. This robust and 
sensitive approach exploited the temporal structure of the known stimulation protocol and 
compared it to the oxygenation-sensitive MRI signal intensity time courses, on a pixel-by-
pixel basis. This 'boxcar' function was employed to calculate the color-coded activation map 
for correlation coefficients identifying the activation centers and optimum area delineation 
i.e. retinotopic maps on brain V1, V2, V4 and MT (visual cortex) measured by fMRI for 
establishing the accuracy of visual maps as basis of hemodynamic responses in these two 
cortical areas [Cox et al.1996]. The stimuli used block-alternation design with relatively long 
intervals of stimulus vs rest state. However, fMRI has been widely used to image ocular 
dominance and orientation columns within a fraction of a millimeter [Goodyear et al.2001; 
Kim et al.2000; Kiebel et al. 2004]. 
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5.7 Functional MRI signal of motor and visual stimulation 
In following section, two common examples of fMRI experiments of motor and visual 
stimulation are described. Before details of fMRI experiments, a brief description is given on 
fMRI anatomical geography to correlate different language regions in brain with their 
functional neuropsychological activities. Readers are requested to read neuroanatomy for 
further details. 
5.8 Neurostimulus in aphasia and fMRI 
Functional MRI can map changes in brain functionality at different Brodmann and Broca 
areas following a treatment to assess its effectiveness as neuroimaging-guided rehabilitation 
neuroscience [Meinzer et al. 2011]. Broca’s area “classical language area”, supports various 
tasks related to memory, music [Maess et al. 2001; Patel 2003], calculation, object 
manipulation [Binkofski et al. 2004], motor imagery [Binkofski et al.2000], perception of 
meaningful but not meaningless sequences of hand and mouth actions [Fadiga et al.2006a; 
Fadiga et al.2006b], time perception, rhythmic perception, processing of complex geometric 
patterns [Fink et al.2006], prediction of sequential patterns, and so on. Major functions are: 
(a) selection of information from competing sources [Thompson-Schill 2005], (b) a broader 
cognitive control function [Novick et al.2010], (c) language specific linearization of 
hierarchical language dependencies [Greewe et al.2005], (d) processing of hierarchical 
dependencies like those found in language and musical syntax [Optiz et al. 2007] involving 
cognition, perception, and action. The syntactic subsystem, which too contributes to 
auditory comprehension, is supported by Broca's area (BA) [Fink et al. 2006; Thompson-
Schill 2005], the angular gyrus (BA 39), the supramarginal gyrus (BA 40), the superior 
temporal gyrus (BA 22), involving also the white matter structures, such as the basal ganglia 
[Kutas et al. 2000; Caplan et al. 2000]. The dorsal stream in its posterior part involves a 
portion of the Sylvian fissure at the parietal-temporal boundary, supporting the sensory-
motor interface. Its anterior portion in the frontal lobe includes Broca’s area and its vicinity, 
while its more dorsal premotor component “corresponds to the portions of the articulatory 
network” [Hickok et al. 2007]. The ventral stream in its posterior portion (posterior middle 
and inferior portions of the temporal lobes) supports linking of phonological and semantic 
information (the lexical interface), while its more anterior areas support the combinatorial 
network. Phonological subsystem supporting auditory comprehension activates certain 
temporal areas as well as the dorsal region of Brodmann area (BA) 44. The semantic level of 
auditory comprehension is also distributed; e.g., passive listening activates temporal region 
BA 22/42 bilaterally, while other semantic tasks may activate left BA 47, BA 45/46 and BA 
44 [Friederici 1998]. 
Together with structural and other functional neuroimaging methods as well as with new 
observer-independent methods of cytoarchitectonic analysis [Amunts et al.2003], fMRI has 
created a new picture of Brodmann area. Downing & Peelen (2011) have contradicted that 
the body areas in the occipitotemporal cortex (OTC) do not actually support processing of 
the body itself (as a category), but rather its shape and posture (that is, its features), forming 
a perceptual network that also supports processing in other cortical systems “overlapping 
and segregated system for object representation” (p. 9) in the ventral visual cortex for 
fronto-parietal activation [Peelen et al. 2011]. New fMRI evidences indicate activations of 
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perilesional areas associated with small stroke lesions, while larger stroke lesions induce 
activation of the homologue areas in the opposite hemisphere [Cao et al. 1999]. A best 
example is Aphasia. 
Much explored language disorder is Aphasia caused by brain damage due to a stroke, 
traumatic brain injury, tumour, atrophy and other neurological conditions. Neuroplasticity 
of brain can be associated with all aphasic types. Aphasia further can be divided into non-
fluent (such as Broca’s aphasia, transcortical motor or global aphasia) and fluent aphasias 
(e.g., Wernicke’s aphasia, anomic and transcortical sensory aphasia). fMRI provides 
information on the remaining functionality of the injured brain after aphasia, involvement 
of other brain areas “taking over” the other brain functions, and the reorganization 
processes at work. To evaluate the “taking over” function, block design is used during blood 
oxygenation level-dependent (BOLD) fMRI based on “the temporal dynamics of the 
hemodynamic response delay” where increased blood flow remains 4 or 8 seconds after the 
response” to allow data collection after the task and “during the silent period of no speech, 
minimizing motion artifact from overt speech”. Such neural activity involves Broca’s area 
and the posterior perisylvian network (including Wernicke’s area, the angular and 
supramarginal gyri), and RH homologues of these regions, plus the occipital area as a 
control area. Time to peak (TTP) data contain valuable information on patients’ response to 
treatment, because changes in TTP reflect changes in the amount of time that a patient 
spends on a task from presentation of stimulus to verbal response. Brain cannot reorganize 
syntax after injury to left BA 45/47 and that the capacity of Right Hemisphere takes over 
function critically depends on the type of language function. 
5.9 Visual stimulation and fMRI 
The typical BOLD time course (shown in black) shows 4 'active' states and 4 'resting' states 
are shown in Figure 8. With prior knowledge of the activation timing (shown in red), a 
statistical test is performed on the data to determine active areas of the brain. In brief, MP-
RAGE (magnetization prepared, rapid acquisition gradient echo) sequence generates a 3D 
anatomic image of the head and brain. fMRI is performed with T2*-weighted gradient 
recalled EPI. The visual stimuli are created on a visual stimulus generator graphics card. The 
stimuli are presented as dichoptic signals using polar filters and adjustable right-angle 
prisms for optical superimposition of the right and left image are shown in Figure 8. The 
stimuli appear as 'radial checkerboards', in which the high-luminance contrast checks 
exchanged position as a sinusoidal function of time. During rest (baseline) periods, subjects 
view a small black fixation mark superimposed onto a homogeneous field. The experimental 
paradigms contain five different epochs: Alternating monocular stimulation [A]; 
Simultaneous binocular stimulation [B]; left eye leading-right eye trailing [LR]; Right eye 
leading-left eye trailing [RL]; and baseline. Each rest epoch is followed by one of the 
described epochs of checkerboard stimulation. The complete sequence of one repetition is 
shown in Figures 8 and 9. In a recent report, BOLD contrast in visual cortex related to 
binocular interactions in primary visual cortex could be revealed by fMRI at high field 4 T 
MRI. Binocular and monocular stimulations were characteristic of high contrast radial 
checkerboard pattern-stimulated neurons tuned to high and low spatial frequencies. The 
different striate cells in ocular dominance columns interacted when they are simultaneously 
activated and reduced by binocular or monocular stimulation resulting with increased 
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BOLD response [Cao et al.1999]. However, binocular rivalry due to disparity appears as a 
source of error. Fixation of eye and maintaining it throughout scan period reduces the 






Fig. 8. Time course of activation for the four stimulus epochs (B binocular, M monocular RL 
right eye stimulated first, followed by left eye stimulation, LR left eye stimulation first, 
followed by right eye stimulation)(left panel). During stimulation period, the subjects 
perceived a single flickering radial checkerboard, whereas during the rest period they 
viewed a single black fixation mark at constant mean luminance (right panel). Typical time 
courses from region of interest (ROI) centered in one hemisphere in the primary visual 
cortex (VI) or in an extrastriate region. Statistical parametric maps of significant BOLD 
responses to alternating monocular stimulation compared to the binocular condition (right 
panel). Voxels in bright regions indicate strong response to alternating monocular stimulus. 
The cross hairs represent the most active voxel within the cluster used for normalization 
(bottom panels).  
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RAGE (magnetization prepared, rapid acquisition gradient echo) sequence generates a 3D 
anatomic image of the head and brain. fMRI is performed with T2*-weighted gradient 
recalled EPI. The visual stimuli are created on a visual stimulus generator graphics card. The 
stimuli are presented as dichoptic signals using polar filters and adjustable right-angle 
prisms for optical superimposition of the right and left image are shown in Figure 8. The 
stimuli appear as 'radial checkerboards', in which the high-luminance contrast checks 
exchanged position as a sinusoidal function of time. During rest (baseline) periods, subjects 
view a small black fixation mark superimposed onto a homogeneous field. The experimental 
paradigms contain five different epochs: Alternating monocular stimulation [A]; 
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leading-left eye trailing [RL]; and baseline. Each rest epoch is followed by one of the 
described epochs of checkerboard stimulation. The complete sequence of one repetition is 
shown in Figures 8 and 9. In a recent report, BOLD contrast in visual cortex related to 
binocular interactions in primary visual cortex could be revealed by fMRI at high field 4 T 
MRI. Binocular and monocular stimulations were characteristic of high contrast radial 
checkerboard pattern-stimulated neurons tuned to high and low spatial frequencies. The 
different striate cells in ocular dominance columns interacted when they are simultaneously 
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BOLD response [Cao et al.1999]. However, binocular rivalry due to disparity appears as a 
source of error. Fixation of eye and maintaining it throughout scan period reduces the 






Fig. 8. Time course of activation for the four stimulus epochs (B binocular, M monocular RL 
right eye stimulated first, followed by left eye stimulation, LR left eye stimulation first, 
followed by right eye stimulation)(left panel). During stimulation period, the subjects 
perceived a single flickering radial checkerboard, whereas during the rest period they 
viewed a single black fixation mark at constant mean luminance (right panel). Typical time 
courses from region of interest (ROI) centered in one hemisphere in the primary visual 
cortex (VI) or in an extrastriate region. Statistical parametric maps of significant BOLD 
responses to alternating monocular stimulation compared to the binocular condition (right 
panel). Voxels in bright regions indicate strong response to alternating monocular stimulus. 
The cross hairs represent the most active voxel within the cluster used for normalization 
(bottom panels).  
 











Fig. 9. Time course of activation for the four stimulus epochs (B binocular, M monocular RL 
right eye stimulated first, followed by left eye stimulation, LR left eye stimulation first, 
followed by right eye stimulation)(left panel). During stimulation period, the subjects 
perceived a single flickering radial checkerboard, whereas during the rest period they 
viewed a single black fixation mark at constant mean luminance (right panel). Typical time 
courses from region of interest (ROI) centered in one hemisphere in the primary visual 
cortex (VI) or in an extrastriate region. Statistical parametric maps of significant BOLD 
responses to alternating monocular stimulation compared to the binocular condition (right 
panel). Voxels in bright regions indicate strong response to alternating monocular stimulus. 
The cross hairs represent the most active voxel within the cluster used for normalization 
(bottom panels). 
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Fig. 10. Selected brain regions showing the activation areas observed by fMRI during finger 
movement. Regions with Z-score higher than threshold of 3.5 are displayed in red color. 
Stroke occurred in area colored as yellow. The time-course of on-off fMRI signal recorded in 
a typical voxel responding activation due to the stimulus paradigm (shown as red bold line). 
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Fig. 10. Selected brain regions showing the activation areas observed by fMRI during finger 
movement. Regions with Z-score higher than threshold of 3.5 are displayed in red color. 
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Fig. 11. Selected brain regions showing the activation areas observed by fMRI during 
finger movement. Regions with Z-score higher than threshold of 3.5 are displayed in red 
color. Stroke occurred in area colored as yellow. The time-course of on-off fMRI signal 
recorded in a typical voxel responding activation due to the stimulus paradigm (shown as 
red bold line). 
5.10 fMRI activation in primary motor and pre-motor regions 
Paralyzed patient retains the motor control. fMRI shows the activation in primary motor 
and premotor regions. An example is illustrated here for event-related finger tapping fMRI 
image acquisition and analysis. Right-handed subjects paralysed with eye blinking and 
restricted mouth movement with intact cognition were imaged by fMRI single-shot gradient 
recalled echo-planar imaging pulse sequence. Patients were simulated for the action of 
tapping fingers 'stimulus paradigm' as shown in Figure 10. Multiple regressions were 
applied to do statistical data analysis. Individual variables included 'box-car activation 
paradigm' and constants for activation signals. A ramp-regressor was used to remove linear-
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drift in the signal. Standard deviated Z-score map was superimposed on high-resolution 
anatomical image to display brain activation areas. Time course signal in each voxel was 
obtained to reveal hemodynamic response to the stimulus paradigm. The regions of 
activation were mainly in contralateral to the primary motor area (M1) and premotor 
regions (PM) in right motor cortex with little activation in supplementary motor area (SMA). 
However, ipsilateral activation in premotor (PM) area of left motor cortex was also 
observed. The time series of functional MRI signals from the voxel in labeled areas (see 
Figure 11). The time series corresponded with activation paradigm suggesting time-course 
on-off binary fMRI signal by simulated motor task due to neuronal or cognition activity. It 
suggested the association of motor cortex, somatosensory cortex and visual cortex with 
cerebellum through pontine nuclei during its motor activity and rCBF increases. 
5.11 3D motion paradigm subtractive approach 
It generates activation fMRI maps significant for evaluation of symmetry of activation in the 
frontal lobes. The cerebrum cortex is not motion physiology sensitive (see Figure 12) but 
cerebellum cortex is motion physiology sensitive so pixel intensity changes represent its true 
activation maps as shown in Figure 13. However, paradigm independent structures with 
high susceptibility effects, partial volume effect become apparent on simultaneously FSE 
and EPI images as shown in Figure 14. Common examples are air sinuses, air spaces, and 
ferromagnetic substrates. It is the reason coronal images are not acquired for fMRI imaging 
but axial images show specific task-related activation areas. The figure shows activation in 
the right intrapareital sulcus of cerebrum cortex lobes (as arrow). The raw image fMRI 
image did not show ghost or susceptibility effect to cause fictitious activation. After 
 
 
Fig. 12. The figure shows activation in the right intrapareital sulcus of cerebrum cortex lobes 
(as arrow). The raw image fMRI image did not show ghost or susceptibility effect to cause 
fictitious activation. After segmentation and processing, corresponding time series of 
activated pixels showed intensity changes. These intensity changes correlated with boxcar 
type paradigm. The frontal lobes showed fictitous activation while right intraparietal area 
showed valid activation map. 
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Fig. 12. The figure shows activation in the right intrapareital sulcus of cerebrum cortex lobes 
(as arrow). The raw image fMRI image did not show ghost or susceptibility effect to cause 
fictitious activation. After segmentation and processing, corresponding time series of 
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Fig. 13. The figure shows activation in the left cerebellum cortex lobes (as arrow). The raw 
image fMRI image did not show ghost or susceptibility effect to cause fictitious activation. 
After segmentation and processing, corresponding time series of activated pixels showed 
intensity changes. These intensity changes correlated with boxcar type paradigm. The left 




Fig. 14. (On left)The figure shows strong susceptibility effects in axial slice. Note the effect of 
partial presence of air sinus caused significant distortion in EPI image (arrow in left panel). 
In coronal slice, air sinus occupied larger image volume (arrow in right panel). (On right) A. 
activation map on structural (T2R) image. B. Activation EPI image. Emperical or fictitious 
activation occurred adjacent to structures with strong susceptibility (air sinuses and air cells) 
True activations sites caused by bilateral hand motion(see arrows in B) get affected by 
susceptibility on T2* images. 
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segmentation and processing, corresponding time series of activated pixels showed intensity 
changes. These intensity changes correlated with boxcar type paradigm. The frontal lobes 
showed fictitous activation while right intraparietal area showed valid activation map. 
6. Image processing principles 
Image processing is the computation process to extract out or sort out important data from 
large set of image data. To perform extraction and analysis of brain activation locations or 
Talairach maps, we describe two basic segmentation and registration methods for fMRI 
image processing and their applications. 
6.1 Segmentation 
The segmentation task in fMRI is performed by recognition and distinguishing brain areas 
that respond to a given task or stimulus with high specificity and sensitivity. Two methods 
'Bayesian approach' and 'General Linear Model' are common for computation of statistical 
parameter maps (SPM). The detection of brain activation due to an input stimulus is 
segmented by statistically comparing images acquired during stimulation (ON state) and 
those acquired when brain is at rest (OFF state). The results of comparison are expressed by 
test statistics for each brain voxel in terms of 'likelihood' or 'significant activation' of voxel 
by the stimulus. Whole brain voxels' likelihood generates SPM map. SPM is an image in 
which image intensity values represent statistics obtained under null hypothesis of no 
activation and conform to a certain probability distribution. 
'Thresholding' technique using SPM at a significant value can detect brain activation and 
spatial correlation using 'Gaussian random fields' (GRF) for multivariate Gaussian 
distribution. This GRF performs the spatial filtering of functional images to minimize 
pseudo-active brain regions. Alternatively, binary 'Markov random fields' (MRF) models 
for activation patterns suggested the intensity distribution of SPMs and Bayesian 
modeling of fMRI time-series inferred the hidden psychological states in fMRI 
experiments using 'likelihoods' of activation probabilities from these SPMs as shown in 
Figure 15.  
6.1.1 Bayesian approach 
A functional brain image is a spatio-temporal signal from brain serial scans taken over time. 
The posterior probability (Gaussian conditional covariance ηθ/y, where (p(θ/y) is 
proportional to the obtained data depending on times of prior probability of θ as: p(θ/y) α 
p(y/θ) p(θ). The Guass-Markov estimator may be presented as: 
 ηθ/y = (XT Cε-1X)-1(XTCε - 1y) (6) 
First, preprocessing of images is done and then detection of brain activation analysis is 
performed [56]. For it, the set of brain voxels is identified from image domain, and the brain 
scans are corrected for baseline intensity variation and person's head motion. In next step, 
derivation of SPMs and their statistical analysis by GLM, detects regions of significant 
activation. 
 
Functional Magnetic Resonance Imaging – Advanced Neuroimaging Applications 48
 
 
Fig. 13. The figure shows activation in the left cerebellum cortex lobes (as arrow). The raw 
image fMRI image did not show ghost or susceptibility effect to cause fictitious activation. 
After segmentation and processing, corresponding time series of activated pixels showed 
intensity changes. These intensity changes correlated with boxcar type paradigm. The left 




Fig. 14. (On left)The figure shows strong susceptibility effects in axial slice. Note the effect of 
partial presence of air sinus caused significant distortion in EPI image (arrow in left panel). 
In coronal slice, air sinus occupied larger image volume (arrow in right panel). (On right) A. 
activation map on structural (T2R) image. B. Activation EPI image. Emperical or fictitious 
activation occurred adjacent to structures with strong susceptibility (air sinuses and air cells) 
True activations sites caused by bilateral hand motion(see arrows in B) get affected by 
susceptibility on T2* images. 
Physiological Basis and Image Processing  
in Functional Magnetic Resonance Imaging: Neuronal and Motor Activity in Brain 49 
segmentation and processing, corresponding time series of activated pixels showed intensity 
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showed fictitous activation while right intraparietal area showed valid activation map. 
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activation and conform to a certain probability distribution. 
'Thresholding' technique using SPM at a significant value can detect brain activation and 
spatial correlation using 'Gaussian random fields' (GRF) for multivariate Gaussian 
distribution. This GRF performs the spatial filtering of functional images to minimize 
pseudo-active brain regions. Alternatively, binary 'Markov random fields' (MRF) models 
for activation patterns suggested the intensity distribution of SPMs and Bayesian 
modeling of fMRI time-series inferred the hidden psychological states in fMRI 
experiments using 'likelihoods' of activation probabilities from these SPMs as shown in 
Figure 15.  
6.1.1 Bayesian approach 
A functional brain image is a spatio-temporal signal from brain serial scans taken over time. 
The posterior probability (Gaussian conditional covariance ηθ/y, where (p(θ/y) is 
proportional to the obtained data depending on times of prior probability of θ as: p(θ/y) α 
p(y/θ) p(θ). The Guass-Markov estimator may be presented as: 
 ηθ/y = (XT Cε-1X)-1(XTCε - 1y) (6) 
First, preprocessing of images is done and then detection of brain activation analysis is 
performed [56]. For it, the set of brain voxels is identified from image domain, and the brain 
scans are corrected for baseline intensity variation and person's head motion. In next step, 
derivation of SPMs and their statistical analysis by GLM, detects regions of significant 
activation. 
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Fig. 15. Activation obtained on two axial brain slices of a representative volunteer in the 
memory retrieval task by (a) thresholding the SPM{z} at a significant P value = 0.01,  
(b) using the SPM approach on the SPM{z} with a minimum blob size of three voxels and a 
significance threshold z = 3.5, and (c) using the MRF approach on the SPM{z}. The 
significance values (z-values) of the activated voxels are shown color-coded. 
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6.1.2 F contrasts 
Event-related conditions for motor responses are interpreted as hemodynamic response 
function (HRF) to generate SPM 't' maps as shown in Figure 9. Using design matrix Xo for 
'right motor response' regressors look for variance of residuals. The 'F' test computes the 
sum of squares of "right hand regressors" as following: 
 
T
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xo 2
[Y (1 P )Y Y (I P )Y]/F ,
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with ν1 = tr[(Ro - R)Σi] and ν2 = tr(R Σi); df1 = tr [Ro - R) Σi (Ro - R) Σi /tr(Ro - R) Σi]2 and df2 = tr 
[R Σi R Σi /tr(R Σi]2 
where Ro is projector onto residual space of xo, and Px is orthogonal projector onto X. The 'F' 
contrasts are one-dimensional, in which case 'F' statistics is simply the square of the 
corresponding 't' statistics. In SPM interface, 'F' contrasts are displayed as images and 't' 
statistics is displayed as bars [Cao et al. 1999;Rajapakse et al. 2001]. 
6.1.3 General linear model 
Consider an fMRI experiment involving multiple-input stimuli. Let y(t) and xo(t) denote the 
values of the fMRI time-series reponse and the input stimulus 'o' at time t, respectively. Let 
Xo = (Xo(t); t ∈ θ)T and the design matrix of experiment by [X1X2....Xn xn+1....xn+m] where X1, 
X2....Xn represent n stimulus covariates and Xn+m represent 'm' dummy covariates such as 
age, gender etc. If y = (y(t): t ∈ θ)T represents the fMRI time-series, the GLM can be written as 
y = Xβ + η, β = (β1, β2,. ..βn+m)T denotes the regression coefficients relating the input covariates 
to the fMRI response, the matrix X = [H1X1 H2X2. ...HnXn Xn+1.....Xn+m] represent the design 
matrix having covariates modified with the modulation matrices Ho = {hkij}n.m and the 
components of noise factor η will correlate and distribute normally. The multiplication of 
'input' stimulus with 'modulation matrix' both auto-correlate the dispersion in fMRI 
response. The 'F' statistics estimates the significance of stimulus to generate time-series 'y' 
and least square estimate of regression coefficients 'β'. Using time-series at voxel site and 
stimulus condition Xo, the Fo (statistical score) = {Fo(p): p ∈ θ} represents 'F' statistical maps 
for stimulus 'o' and denoted by SPM [Fo]. SPM obtained using one statistics can be 
converted to another statistics using their grand mean scaling, regressors by parametric 
modulation, high-resolution basic functions and serial covariance matrix to get cumulative 
distributions in each voxel. The applications of these smooth and filtered SPM intensity 
profiles indicate spatial extents of the activated blobs [Rajapakse et al. 2001]. 
6.1.4 Markov Random Field (MRF) model 
This approach presumes that brain activation patterns form MRF to incorporate contextual 
information. Let us assume that set ao = {ao(p):p ∈ θ} denote a segmentation of an SPM or a 
configuration of brain activation, where ao(p) denotes the state of the brain voxel at site p 
and ao(p) = 0 if the voxel is inactive and ao(p) = 1 if the voxel is activated by the stimulus 'o'. 
Here ao represents MRF or activation pattern [Rajapakse et al. 2001]. As the brain voxel is 
either activated or inactive, the MRF is assumed as binary logistic model. For this contextual 
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information, preprocessed images find height threshold for smooth statistical map to detect 
and distinguish activated areas by using 'Euler Characteristics', Benferroni Correction and 
contextual clustering algorithm [Cao et al. 1999; Rajapakse et al. 2001]. The Euler 
characteristics E [EC] is: 
 E[EC] = R(4 loge 2)(2π)-3/2 Zte-1/2Zt2 (8) 
Where Z-score thresholds between 0–5, R is number of resels. The later is based on the fact 
that SPM voxel is adjusted with neighborhood information, if differs from expected non-
activation value more than a specified decision value. The 'contextual clustering algorithm' 
estimates cluster parameter, calculates probability distribution and estimates modulation 
function to classify the voxel as the 'activation' class, otherwise 'nonactivation' class. 
However, three algorithms viz. 'voxel-wise thresholding', 'cluster-size thresholding' and 
'contextual-clustering' have been described earlier [Rajapakse et al. 2001]. Contextual 
clustering detects activations in small areas with high probability and voxel-wise specificity. 
'Benferroni Correction' is based on probability rules and used for calculating family-wise 
error (FEW) rates Pfwe for fMRI as Pfwe = 1 - (1 - α)n where α is single-voxel probability 
threshold. 
6.1.5 Computation of a statistical parametric map 
For the purpose of this segmentation, SPM in the voxel i is represented as: 
 SPM{Fx}={Fk(p): p ∈ ΩB} (9) 
Where F statistical map of Fk(p) for stimulus k represents F statistical score and indicates 
significance of predicting time-series of voxel site p. For image data, first spatial low-pass 
filtration increases signal-to-noise ratio and sensitivity then SPM{Fx} is computed [Rajapakse 
et al. 2001]. 
6.1.6 Applied segmentation methods 
Voxel-wise thresholding (VWTH) segmentation method of an SPM applies thresholding to 
each voxel separately. The voxel at location I is considered as active if and only if zi < T 
where T is threshold. Cluster-size thresholding (CSTH) explains the cluster 'c' as active if 
and only if for all voxels within the cluster zi < T and the size of cluster 'c' is at least 'T' size 
voxels. Other common use 'contextual clustering algorithm' (CC) was described in steps 
[Cao et al. 1999;Rajapakse et al. 2001] as: 
1. Label the voxels with zi <T as active and other voxels as non-active. Voxels outside the 
image volume are considered as non-active. 
2. Compute for all voxels I the number of active neighbor voxels ui. 
3. Relabel the voxels for which 
 Zi + β/T (ui - N/2) < T (10) 
Equation 10 represents voxels as active and other voxels as non-active. The number of 
neighbor voxels equals to 26-connectivity N = 26. The parameter determines the weighing of 
the contextual information and is usually positive. 
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4. If the current labeling is same as the labeling in the previous cycle before that, then stop 
iterations, otherwise return to step 2. 
Probability of observing false activation voxels in a whole volume compares the sensitivity 
of methods by algorithm applied to different data parameter values. The decision parameter 
value is chosen that gives false activation in approximately 5 % images and 5 % measured 
false activation voxels. 
6.1.7 Sensitivity, segmentation accuracy and robustness 
Generally averaged 500 SPMs achieved by different segmentation methods give mean image 
probability at voxel-level. The less number of false classified voxels as 'active' in the 
neighborhood of activation represents segmentation accuracy. Noise evaluation by 
segmentation of different data determines the robustness against spatial autocorrelations. 
Low robustness is high probability of false activation detection more than the expected 
probability. To minimize the false detection of activation, registration algorithms are used to 
perform 3D geometric matching. 
6.2 Registration 
6.2.1 Basics 
Image registration estimates the mapping between a pair of images. Registration performs 
for each 3D volume with display of movement parameters in continually updating graph to 
get matching criteria. Combination of 2D shearing operations and Fourier transform based 
shifting generate accurate high-speed 2D MR image rotation based on factorization of a 
general 2D planar rotation matrix. 3D arbitrary orthogonal matrix can be factored in to 3D 
rotations to accomplish 3D image rotation from nine 2D shears. Other approach of linear-in-
frequency phase shift in frequency domain applied to 1D fast Fourier transforms (FFTs) 
generated the image rotation with polynomial interpolation methods [Cox et al.1999; 
Sarkissian et al. 2003; Ciulla et al.2002]. 
However, 3D real time image registration (rotation) algorithm chose the axes ordering that 
resulted in the least intermediate image distortion (minimum net rotation) at proper flip 
angle about x, y or z-axes i.e. generalized and windowed sinc interpolation. It applied real-
time functional MRI acquisition and activation analysis modules within AFNI package. 
Functional MRI requires the rigid body transformations: small rotations, translations, 
zooms, rotating tensors and shears in 1–2 degrees or 1–2 voxel dimensions [Cox et al. 
1999;Ciulla et al. 2002]. So, repeated linearization of weighted least squares penalty 
functions with respect to motion parameters accomplishes the registration of a base image to 
a target image. This method minimized the regional influences and intrinsic variability in 
functionally active voxels in the brain. However, fMRI registration suffers from motion-
related artifacts: interpolation errors, spin excitation in slice, spatial distortion by Gy and 
Nyquist ghosts. Intensity based intermodal registration AIR use variance of intensity ratios 
(VIR) cost function. Real-time image reconstruction was reported using Vision 3.5 software 
in communication with AFNI or TCP/IP sockets for intra- or intercomputer 
communications. These registration and rotation algorithms are available as AFNI 
registration and Visualization program [Cox et al. 1999; Nichols et al.2004]. 
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communications. These registration and rotation algorithms are available as AFNI 
registration and Visualization program [Cox et al. 1999; Nichols et al.2004]. 
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6.3 Post-processing methods for fMRI images 
Several post-processing programs 'BrainVoyager', 'AFNI', 'LOFA', 'AIR' etc (read the 
directory of fMRI softwares in preface) are available as a highly optimized and user-friendly 
software systems for the analysis and visualization of functional magnetic resonance 
imaging data [Gokcay et al.1999; Gold et al.1998; Vemuri et al.2003; Friston et al.2002]. These 
combine surface-based and volume-based tools to study the structure and function of the 
brain to explore the secrets of the active brain by fast and highly optimized 2D and 3D 
image analysis and visualization routines, as shown in Figure 16. These are built-in-support 
for major standard and advanced data formats. 
 
Fig. 16. BrainVoyager is a highly optimized and user-friendly software system for the 
analysis and visualization of functional and anatomical magnetic resonance imaging data. It 
combines surface-based and volume-based tools to study the structure and function of the 
primate brain. 
In general, post-processing is completed in following steps: 
6.4 Volume-based statistical analysis 
Methods include conjunction and Random Effects Analysis (RFX) for single and group 
analysis via Summary Statistics as following: 
1. Fit the model for each subject using different GLMs for each subject or by using a 
multiple subject GLM. 
2. Define the effect of interest for each subject with the contrast factor. Each produces a 
contrast image containing the contrast of the parameter estimates at each voxel. 
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3. Feed the contrast images into a GLM that implements a one-sample t test. 
The RFX analysis is good technique for making inference from representative subjects 
[Moutoussis et al.2004]. In fMRI, block analysis, event-related easy selection of regions-of-
interest, display of time courses, integration of volume and surface rendering are powerful 
tools for creation of high-quality figures and movies. 
6.5 Advanced methods for automatic brain image-processing 
The post-processing offers a comprehensive set of analysis and visualization tools that start 
its operation on raw data (2D structural and functional matrices) and produces visualization 
of the obtained results. Now a day, all advanced software features are available via a 
'intuitive Windows interface'. Several approaches were performed for surface 
reconstruction, cortex inflation and flattening; cortex-based statistical data analysis (cbGLM) 
and inter-subject alignment based on gyral / sulcal pattern; cortex based Independent 
Component Analysis (cbICA); creation and visualization of EEG / MEG multiple dipole 
models (fMRI "seeding"); multi-processor support, for ultimate performance; open 
architecture via COM interface, including scripting and automation [Hong et al. 1999; Kin et 
al. 2003; Schmitt et al. 2004; Henson et al. 2001].  
6.6 Data analysis 
It includes data analysis (motion correction, Gaussian spatial and temporal data smoothing, 
and linear-trend removal, filtering in the frequency domain), correlation analysis, and 
determination of Talairach coordinates, volume rendering, surface rendering and cortex 
flattening [Moutoussis et al.2004]. Statistical maps may be computed either in the 2D or 3D 
representation since structural as well as functional 4D data (space × time) is transformed 
into Talairach space (see Figures 10 and 11). Talairach transformation is performed in two 
steps. The first step consists of rotating the 3D data set for each subject to be aligned with the 
stereotaxic axes. For this step, the locations of the anterior commissure (AC) and the 
posterior commissure (PC) as well as two rotation parameters for midsagittal alignment 
have to be specified interactively. In the second step, the extreme points of the cerebrum are 
specified. These points together with the AC and PC coordinates are then used to scale the 
3D data sets into the dimensions of the standard brain of the Talairach and Tournaux atlas 
[Moutoussis et al.2004]. Isolating the brain gray matter and white matter tissues using 
region-growing methods, filter operations and the application of 3D templates performs 
segmentation. Segmentation explores a 3D volume with superimposed pseudocolor-coded 
statistical maps in a four-window representation showing a sagittal, coronal, transversal and 
oblique section. Based on a (segmented) 3D data set, a 3D reconstruction of the subjects' 
head and brain can be calculated and displayed from any specified viewpoint using volume 
or surface rendering. Parametric and non-parametric statistical maps may be computed and 
superimposed both on the original functional scans as well as onto T1-weighted 2D or 3D 
anatomical reference scans. Nonparametric-permutatation approaches are alternate options 
at low degree of freedom (small sample size to determine intersubject variability) for noisy 
statistic images when random fields are conservative i.e. smooth variances [Moutoussis et 
al.2004]. 
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3. Feed the contrast images into a GLM that implements a one-sample t test. 
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representation since structural as well as functional 4D data (space × time) is transformed 
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steps. The first step consists of rotating the 3D data set for each subject to be aligned with the 
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6.7 Volume rendering 
It is performed with a fast 'Ray-Casting algorithm'. Lightning calculations are based on 
'Phong-shading'. Surface rendering of reconstructed surfaces was performed using OpenGL 
[Hong et al. 1999]. 
6.8 The surface reconstruction 
The surface reconstruction starts with a sphere (recursively tessellated icosahedron) or a 
rectangle, which slowly wraps around a (segmented) volume data set. Blood oxygenation 
level-dependent (BOLD)-based fMRI was performed in the visual cortex, and the foci of 
fMRI activation utilized as seeding points for 3D fiber reconstruction algorithms, thus 
provided the map of the axonal circuitry underlying visual information processing [Kim et 
al. 2003]. A reconstructed cortical surface may be inflated; cut interactively and slowly 
unfolded minimizing area distortions. Statistical 3D maps may be superimposed on 
reconstructed, inflated or flattened cortex. Signal time courses may be invoked by simply 
pointing to any region of a visualized surface. 
7. Present knowledge and advances in fMRI data analysis 
In last two decades, fMRI technique was improved for fast data acquisition by motion and 
susceptibility insensitive T2* weighted EPI, FSE sequences, new task paradigms, motor or 
sensory task related fMRI robust automated data analysis of brain activation in x, y, and z 
coordinates as function of time to map out Talairach spaces. SPM data analysis software 
was developed for matching Talairach coordinates with morphological MRI features. 
Recent advances in fMRI research in visual and motor events response are extensively 
reported mainly to identify localized cortical regions by robust image processing 
segmentation and registration methods, statistical analysis and better spatial resolution 
using multimodal approaches (fMRI combined with MR spectroscopy, diffusion-weighted 
imaging, MRI/PET as reviewed in following section. Conventionally, fMRI serves as 
surface topography patterns related with cognition brain functionality but now art is 
growing as multimodal fMRI with its adjuncts in characterizing focal or localized region 
analysis associated with neurological lesions to rule out if focal lesions can affect brain 
functionalities in various brain areas such as multiple sclerosis lesions, hippocampus size 
in Alzheimer’s Disease, epilepsy as examples. In following sections, we describe 
advantages of growing imaging technology at high-magnetic field and new possibilities of 
multimodal imaging. 
7.1 High-field MR scanner system is an advantage in fMRI 
For high-field fMRI imaging at 3T-11.7T MRI scanners, paramagnetic susceptibility of spin 
may be related with gyromagnetic ratio (γ) and represented by the Brillouin equation as: 
 o
o
h BhParamagnetic susceptibility tanh[ ]
2B 2kT

  (11) 
where k is the Boltzmann constant and T absolute temperature. 
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Susceptibility effect in fMRI increases exponentially as the hyperbolic tangent associated 
with an increase in the main field, Bo, of the system. T2* detectable activation (ΔI) is 
significantly increased as shown in Figure 17. Simultaneously, artifacts inducing 
perturbations also increase. High-field MRI imager system generates T2* contrast for 
analysis of complex behavioral tasks. It is performed by Independent component-
component cross correlation sequence epoch (ICS) as shown in Figure 18. Single subject 
Ideographic analysis was reported at 3 T systems to locate face-exemplar by regional cortical 
flat-mapping [Schmitt et al. 2004]. For clinical purposes, 1.5 T systems work well. For 
advanced neuroimaging investigation, higher field MR systems are essential.  
 
Fig. 17. A typical time series of an activated pixel in primary cortex is shown to represent the 
performance of horizontal 3T system optimized for fMRI. S/N indicated variation of EPI 
images, while ΔI, activation induced increase in signal intensity. This time series represents 
signals from a single voxel volume of 3 mm × 3 mm × 5 mm. The red curves represent raw 
data and boxcar type model functions shown in blue color. 
  
Fig. 18. (On left) Figure represents functional maps shown for comprehension tasks: for 
reading task (eft panel) and hearing task (right panel). Paradigms requiring tasks of 
different modalities (visual vs auditory) may provide almost identical activation maps based 
on the identical abstract concept of "comprehension". Using high field fMRI may provide 
high quality activation maps to distinguish these activation maps. (On right) Figure shows 
the Independent component-component cross correlation sequence epoch (ICS). 
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signals from a single voxel volume of 3 mm × 3 mm × 5 mm. The red curves represent raw 
data and boxcar type model functions shown in blue color. 
  
Fig. 18. (On left) Figure represents functional maps shown for comprehension tasks: for 
reading task (eft panel) and hearing task (right panel). Paradigms requiring tasks of 
different modalities (visual vs auditory) may provide almost identical activation maps based 
on the identical abstract concept of "comprehension". Using high field fMRI may provide 
high quality activation maps to distinguish these activation maps. (On right) Figure shows 
the Independent component-component cross correlation sequence epoch (ICS). 
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7.2 fMRI time series analysis 
In fMRI, 'time series analysis' by SPM99 is recently used for autocorrection and smoothening. 
For it, generalized linear model can be expressed as a function of discrete time series, y(t) as: 
 Y(t) = xc(t)βc + ε(t) (12) 
where xc(t) and ε(t) are function of time, βc are time-invariant parameters. Linear time 
invariance distinguishes neural activity (event) and post-stimulation (epoch) onsets. In 
general, the resolution of delta function, dt = Tr/T sec and the number of columns = Nc = 
NiNjNkNb represent invariance in design matrix. High pass filtering of 'time series' 
frequency components y(t) get Fourier transformed to remove noise and convolution. 
Temporal autocorrection in fMRI series is done by 'temporal smoothing' and 'intrinsic 
autocorrelation' and estimated by 'Auto-Regression' or '1/ f low-pass smoothing' methods to 
remove bias [Henson et al. 2001]. 
SPM99 offers 'finite impulse response' (FIR) sets for increased neural activity increases 
BOLD response 'amplitude' over few seconds based on BOLD from different brain regions 
such as V1, S1, A1 and higher cortical regions with different vasculature 'Temporal Basis 
Functions'. FIR sets consist of Nk contiguous box-car functions of peristimulus time, each of 
duration TH/Nk. TH is maximum duration of high-pass filter. The Fourier set consists of 
sine Ns and cosine functions of harmonic periods TH, TH/2...TH/Ns. Linear combination of 
FIR, Fourier sets captures any shape of response in timescale TH/Nk or Ns/TH respectively 
[Rugg et al. 2002]. 'Event-related Response' and 'Basis sets' were chosen based on stimulus 
variability and canonical 'Hemodynamic Response Function' and 'F' contrasts determine 
contribution of different basis sets. Single event- Multi-event type design minimizes the 
'contrast error'. Deterministic, static and dynamic stochastic designs use minimum 'stimulus 
onset synchrony' (SOAm) and probability of event (for single event design) or transition 
matrix (for multi-event design) to induce variance over a range of frequencies. Extended 
softwares are VoxBo, IBASPM, SPM2/5/8,MRIcro, and FSL for better data analysis. 
Linear Transform model interprets fMRI signals, origin of the fMRI signals and compares 
fMRI with neuronal signals. Left and right lateralization for motor cortex stimulation 
generated visual flash motor response indicative of relationship between different measures 
of neuronal activity such as single-and multi-unit spiking activity, LFP etc. and reflected 
neuronal functions. Recently, fMRI signal measured the signal induced by the inputs to a 
cortical area [Meyer et al.2003]. 
7.3 Independent component-cross correlation-sequential epoch (ICS) analysis: Image 
processing 
The fMRI acquisition time is usually less per paradigm. For multiple task-oriented studies, 
analysis of complex higher brain functions is based on the 'principle of functional 
independence' and functional distinct areas (chronoarchitecture). Independent component-
cross correlation-sequential epoch (ICS) segregates distinct areas in cerebral and temporal 
chronoarchitectonic maps. The different exposures of the brain to natural conditions for 
different 'durations' segregate the different brain areas for their temporal differences. One 
subset of natural conditions, reflect free-viewing activity of visual, parietal, temporal areas. 
However, frontal, pre-frontal cortices functional subdivisions or multivariate paradigms 
were recently illustrated as shown in Figure 19. A sequential epoch paradigm is composed 
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to embed the function which correlates to the target multiple behavioral hypothesis (Σifi(t)). 
The simplest function is a 'boxcar function' as employed in many fMRI studies. For it, fMRI 
time series are subjected to blind separation into independent components by independent 
component analysis. Subsequently, cross correlation analysis is performed utilizing each 
embedded function, f(t), as model function to achieve multiple fMRI images as behavioral 
correlates given by the selected function as an activation map. For the hemodynamic 
reference function (HRF) following a single sensory stimulation, the time course function 
represents as model function and ICS becomes a reliable method for event-related fMRI. ICS 
is useful for event related high-field fMRI where T2* contrast enhances the magnitude of 
activation than that performed on conventional 1.5 T clinical systems [Kiviniemi et al.2004]. 
 
Fig. 19. An example of multivariate analysis in primary motor cortex is represented for 
revealing the presence of dual representations of constructed multivariate paradigms (MI 4a 
and MI 4p) in human. 
7.4 Brain functional areas 
Brain is a complex neural structure as illustrated in Figure 3. Different stimuli affect specific 
neural activities with result of specific local neuroactivation in brain such as visual, event 
related, auditory and other motor sensory stimuli cause fMRI visible activation of specific 
locations in frontal, parietal and temporal lobe regions. We review some of these well-
established reports of stimuli in following description.  
7.5 Visual stimuli and fMRI activation patterns 
 Visual stimuli and event related neural activity by fMRI and image processing methods 
are reviewed significantly in recent years [18]. Visual areas are recently identified as the 
boundaries of visual areas V1, V2, V3, V3A, V4, MT/V5, and TEO/V4A in visual cortex 
and their distribution within the occipital lobe. Motor related areas are known as M1. 
These corresponding areas are: Broadmann's area (BA 4), SMA (BA 6) and premotor area 
(BA 6). These fMRI visible areas as shown in Figure 19, are important to interpret fMRI 
stimulation and its location [Mandeville et al. 1999; Brewer et al.2002]. Recently, new 
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understanding of quantitative visual field eccentricity function measurements on visual 
field maps by fMRI were made in macaque visual cortex visual areas. fMRI estimated the 
average receptive field sizes of neurons in each of several striate and extrastriate visual 
areas of the human cerebral cortex. Retinotopic mapping procedures determined the 
boundaries of the visual areas and visualized on flattened occipital cortex, primary visual 
cortex V1, V2, V3/VP and V3A and V4. In all these areas, receptive fields increased in size 
with increasing stimulus eccentricity similar to macaque monkeys [Schoenfeld et al.2002]. 
fMRI maps and the visual area maps represent the distribution of cortical signals and 
computational homologies between human and monkey. Neural activity and the creation 
of a new memory trace were observed using functional magnetic resonance imaging 
(fMRI). Event-related fMRI demonstrated the activity in prefrontal and medial temporal 
lobe areas associated with successful memory storage. Contrast activity was associated 
with encoding success and encoding effort using a cue in the form of a letter (R or F). 
These recent studies suggested the prefrontal activation strongly associated with 
intentional verbal encoding and left medial temporal activation for successful memory on 
the subsequent test. Cortical regions sensitive to motion processing receive their inputs 
only via the primary visual cortex (striate cortex). 
 Recently, fMRI evidenced higher-order motion-processing in primates and humans 
with damaged primary visual cortex (e.g., "blindsight" for motion in the blind visual 
hemifield) for the existence of a direct thalamic functional pathway exists to extrastriate 
visual cortical motion processing areas that bypasses primary visual cortex [Schoenfeld 
et al.2002]. Highfield fMRI retinotopic method was reported to map the neural substrate 
of retinal slip compensation during visual jitter in flattened cortical format. A novel 
illusion (visual jitter) suggested the compensation mechanism based on retinal motion. 
fMRI suggested the pathway from V1 to MT+ involved in the compensation stage in 
stabilizing the visual world [Sasaki et al.2002]. fMRI demonstrated the sensitivity 
changes controlled within the visual pathway for responses in human visual area V1 to 
a constant-amplitude, contrast reversing probe presented on a range of mean 
backgrounds. fMRI signals from probes initiated in the L and M or S cones. 
Psychophysical tests showed changes in V1 fMRI cortical BOLD signals by 'mean-field 
adaptation model' within cone photoreceptor classes [Wade et al.2002]. A new 
mechanism of hypercapnia and hypocapnia was described as alveolar oxygen and CO2 
gases flux and their effect on BOLD response to visual stimulation. At high magnetic 
field 7 T, the BOLD signal magnitude and dynamics of hemodynamic response 
represented the effect of CBF under conditions: hypocapnia, normocapnia, and 
hypercapnia [Cohen et al.2002]. 
 Binocular interactions present checkerboard stimuli occurring when subjects view 
dichoptically. A flickering radial checkerboard stimulation of eyes in binocular or 
monocular conditions, generate specific responses in striate and extrastriate visual 
cortex on T2*-weighted images of visual cortex acquired with gradient-echo, echoplanar 
imaging. The striate area, calcarine fissure BOLD response differed for these stimulation 
conditions [Buchert et al.2002]. Recently, a neuron location by color-selective mapping 
method has attracted to compare the relationships of ocular dominance and orientation 
with responses to high-contrast luminance stimulus and patchy distribution of color 
selectivity to locate different functional subdivisions of striate cortex in macaque. These 
color patches with the cytochrome-oxidase (CO) blobs speculated the ocular dominance 
(OD) column. For it, "Ice cube" model of color-selective regions predicted the 
organization of orientation and ocular dominance functional hypercolumns in V1 
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[Landisman et al.2002]. Dipole locations in cortical brain (regional visualization) is 
developed as a new art by fMRI activations. Neural generators of the visual evoked 
potential (VEP) generate isoluminant checkerboard stimuli. Using Multichannel scalp 
recordings, retinotopic mapping and dipole modeling techniques estimated the dipole 
locations of the cortical regions giving rise to C1, P1, and N1 components of VEP [Di 
Russo et al.2002]. These locations could be matched to both MRI-visible anatomical 
brain regions and fMRI activations. Several locations are broadly identified as C1 
component (striate cortex; area 17), early phase of the P1 component (dorsal extrastriate 
cortex of the middle occipital gyrus), late phase of the P1 component (ventral 
extrastriate cortex of the fusiform gyrus), posterior N 150, anterior N 155 (parietal lobe) 
in relation to visual-perceptual processes. In other development for complex cognitive 
tasks, neuronal encoding and fMRI processing strategies segregate retention and 
retrieval phases of visual short-term memory for objects, places and conjunctions in 
humans. These tasks were associated with spatio-temporal activation of parietal and 
prefrontal areas during the retention phase and posterior-anterior and right-left 
dissociation for spatial versus non-spatial memory [Munk et al.2002]. 
 The 'perceptual switch' stimulus induces responses in areas calcarine to parieto-
occipital and ventral and lateral temporo-occipital cortex to anterior insula. During 
vection, early motion-sensitive visual areas and vestibular parieto-insular cortex 
deactivate, whereas higher-order parieto- and temporo-occipital areas respond to 
optical flow retained identical activity levels. Recent fMRI study showed that these 
areas displayed transient activations as response to the type of visual motion stimulus 
and perceptual biostability [Kleinschmidt et al.2002]. fMRI distinguished different 
neural substrates as 'visual object recognition' sites i.e. lateral occipital and posterior 
inferior temporal cortex with lower activity for repetitions of both real and non-sense 
objects; fusiform and left inferior frontal regions with lower activity for repetitions of 
only real 3D objects; left inferior frontal cortex for different exemplars evidencing 
dissociable subsystems in ventral visual cortex with distinct view-dependent and view-
invariant object representations. Repetition-priming method was proposed for visual 
stimuli recurring at unpredictable intervals, either with the same appearance or with 
changes in size, viewpoint or exemplar [Vuilleumier et al.2002]. 
7.6 Event related potentials and fMRI activation patterns 
 Combining event-related potentials (ERP) and fMRI activation provide temporal and 
spatial resolution, functional connectivity of neural processes of same neural networks 
within the bilateral occipital gyrus, lingual gyrus; precuneus and middle frontal gyrus; 
and the left inferior and superior parietal lobe; middle and superior temporal gyrus; 
cingulate gyrus, superior frontal gyrus and precentral gyrus. It evidenced the correlation 
within the common activity and time-range in a complex visual language task [Jackson et 
al.2004]. These tasks comprise specific stimulus-response associations and activate a 
variety of non-specific cortical regions [Maclin et al.2001]. Dystonia, a movement disorder 
involves involuntary coordination of agonist and antagonist muscles, which cause 
abnormal posture or twisting. Event related fMRI technique revealed impairment of 
muscle contraction and relaxation. Comparison of activated volume in cortical motor 
areas in dystonia patients with volunteers showed different muscle relaxation and 
contraction activation volumes as shown in Figure 20. In these tasks, mainly SM1 and 
SMA activated areas were reduced contra- laterally in dystonia patients as evidenced by 
time course of fMRI signal in SMA activation area [Oga et al.2002]. 
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Fig. 20. Figure represents the application of event-related fMRI to dystonia. Comparison of 
activated volume in motor cortical areas in a patient with dystonia and a normal subject is 
represented in the muscle relaxation and contraction task. In both tasks, the activated areas 
in the M1 and SMA were smaller for dystonia while in normal these activated areas were 
larger (see top 4 panels shown as A). A solid line indicates a mean signal change across ten 
trials shown as dots. The transient signal change timelocked to EMG offset was observable 
even in single trial (see panel B). Group data from eight patients and twelve healthy 
volunteers; demonstrate that activated volumes in the contralateral SM1 and SMA are 
greater in the healthy volunteers than in the dystonic patients. 
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7.7 Sensory and motor systems 
 Sensory and motor systems interact in complex ways. Voluntary movements with 
visual attention yield distinct fMRI hemodynamic signals and brain activations i.e. 
making repetitive finger movements, attending to the color of a visual stimulus or 
simultaneous finger movement and visual attention. In these processes, the primary 
motor cortex, supplementary motor area, cerebellum, sparse cerebral cortical and 
substantial bilateral cerebellar locations get active. Activation-related interactions in the 
left superior parietal lobule, the right fusiform gyrus, and left insula, recently were 
indicated their role in visual attention and movement [Indovina et al.2001]. 
 Different psychological tests have been developed to evaluate frontal tasks of macaque 
monkeys and humans. Wisconsin Card Sorting Test (WCST) characterized the frontal 
lobe lesions in macaque monkeys and humans based on behavioral flexibility in the 
form of cognitive set shifting. Equivalent visual stimuli and task sequence showed 
transient activation related to cognitive set shifting in focal regions of prefrontal cortex 
in both monkeys and humans. These functional homologs were located in 
cytoarchitectonically equivalent regions in the posterior part of ventrolateral prefrontal 
cortex. This comparative imaging provided insights into the evolution of cognition in 
primates [Nakahara et al.2002]. 
 Test-retest precision of functional magnetic resonance imaging (fMRI) by student 't' 
mapping (STM) is recently described for independent component analysis (ICA) using 
two or three iterations of visual and auditory stimuli for fMRI scans. Concurrence ratios 
of the activated voxels divided by the average number of voxels activated in each 
repetition showed similar test-retest precision of ICA as STM [Nybakken et al.2002]. 
7.8 High spatial resolution fMRI 
High spatial resolution in fMRI showed as dependent on hyperoxic hemodynamic response 
to neural activity in short duration and it was used to investigate the columnar architecture 
of ocular dominance within the primary visual cortex [Yoo et al.2004]. For intensity-based 
non-rigid registration of medical images was developed for atlas based segmentation and 
intensity-based geometric correction of functional magnetic resonance imaging (fMRI) 
images by 'Adaptive bases algorithm' to register the smallest structures in the image [Rohde 
et al.2003]. 
8. Present developments and future perspectives on fMRI and adjunct 
imaging multimodal techniques 
The goal of this chapter was to introduce the neurophysiological factors and image 
processing principles of fMRI to suggest potential future applications in neuroscience and 
physiology. These future directions include neurosurgical planning and improved 
assessment of risk for individual patients, improved assessment and strategies for the 
treatment of chronic pain, improved seizure localization, and improved understanding of 
the physiology of neurological disorders. We look ahead to newer algorithms, enhanced 
fMRI sensitivity and spatial resolution by use of high field systems, ASL and phase array 
coils or newer contrast agents [Ugurbil et al.2002]. Presently, other emerging applications of 
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monkeys and humans. Wisconsin Card Sorting Test (WCST) characterized the frontal 
lobe lesions in macaque monkeys and humans based on behavioral flexibility in the 
form of cognitive set shifting. Equivalent visual stimuli and task sequence showed 
transient activation related to cognitive set shifting in focal regions of prefrontal cortex 
in both monkeys and humans. These functional homologs were located in 
cytoarchitectonically equivalent regions in the posterior part of ventrolateral prefrontal 
cortex. This comparative imaging provided insights into the evolution of cognition in 
primates [Nakahara et al.2002]. 
 Test-retest precision of functional magnetic resonance imaging (fMRI) by student 't' 
mapping (STM) is recently described for independent component analysis (ICA) using 
two or three iterations of visual and auditory stimuli for fMRI scans. Concurrence ratios 
of the activated voxels divided by the average number of voxels activated in each 
repetition showed similar test-retest precision of ICA as STM [Nybakken et al.2002]. 
7.8 High spatial resolution fMRI 
High spatial resolution in fMRI showed as dependent on hyperoxic hemodynamic response 
to neural activity in short duration and it was used to investigate the columnar architecture 
of ocular dominance within the primary visual cortex [Yoo et al.2004]. For intensity-based 
non-rigid registration of medical images was developed for atlas based segmentation and 
intensity-based geometric correction of functional magnetic resonance imaging (fMRI) 
images by 'Adaptive bases algorithm' to register the smallest structures in the image [Rohde 
et al.2003]. 
8. Present developments and future perspectives on fMRI and adjunct 
imaging multimodal techniques 
The goal of this chapter was to introduce the neurophysiological factors and image 
processing principles of fMRI to suggest potential future applications in neuroscience and 
physiology. These future directions include neurosurgical planning and improved 
assessment of risk for individual patients, improved assessment and strategies for the 
treatment of chronic pain, improved seizure localization, and improved understanding of 
the physiology of neurological disorders. We look ahead to newer algorithms, enhanced 
fMRI sensitivity and spatial resolution by use of high field systems, ASL and phase array 
coils or newer contrast agents [Ugurbil et al.2002]. Presently, other emerging applications of 
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EEG/MEG, PET and neuropsychological testing along with fMRI are coming up as the 
benefits of this fMRI technology incorporated into current neuroscience and future patient 
care. These adjunct methods are: 
8.1 Diffusion based functional MRI 
Neuronal activity produces some immediate physical changes in cell shape that can be 
detected because they affect the compartment shape and size for water diffusion. A much 
improved spatial and temporal resolution for fMRI data collection has now been achieved 
by using diffusion MRI methodology that can detect these changes in neurons. The abrupt 
onset of increased neuron cell size occurs before the metabolic response commences, is 
shorter in duration and does not extend significantly beyond the area of the actual cell 
population involved. This technique is a diffusion weighted technique (DWI). There is some 
evidence that similar changes in axonal volume in white matter may accompany activity 
and this has been observed using a DTI (diffusion tensor imaging) technique. The future 
importance of diffusion-based functional techniques relative to BOLD techniques is not yet 
clear. 
8.2 Contrast MR 
An injected contrast agent such as an iron oxide that has been coated by a sugar or starch (to 
hide from the body's defense system), causes a local disturbance in the magnetic field that is 
measurable by the MRI scanner. The signals associated with these kinds of contrast agents 
are proportional to the cerebral blood volume. While this semi-invasive method presents a 
considerable disadvantage in terms of studying brain function in normal subjects, it enables 
far greater detection sensitivity than BOLD signal, which may increase the viability of fMRI 
in clinical populations. Other methods of investigating blood volume that do not require an 
injection are a subject of current research, although no alternative technique in theory can 
match the high sensitivity provided by injection of contrast agent. 
8.3 Arterial spin labeling 
Arterial Spin Labelling (ASL), also known as arterial spin tagging, is an MRI technique 
capable of measuring cerebral blood flow (CBF) in vivo. ASL is capable of providing 
cerebral perfusion maps, without requiring the administration of a contrast agent or the 
use of ionising radiation, as it uses magnetically-labelled endogenous blood water as a 
freely-diffusible tracer. It was first proposed in 1992 and has since benefited from a 
number of modifications aimed at improving its robustness. ASL can monitor changes in 
CBF with activation and fMRI studies can therefore be conducted using ASL instead of 
relying on the BOLD effect. ASL fMRI is less popular than BOLD, as it suffers from a 
lower signal to noise ratio, can be less sensitive to weak stimuli and its temporal 
resolution is poorer than in BOLD studies. On the plus side, it can provide quantitative 
measures of a single well-defined parameter, CBF, whose baseline value can also be 
determined in the same experiment. It has also been found to outperform BOLD in terms 
of stability to slow signal drifts and localization of the activation area. The ASL activation 
signal is believed to be dominated by changes in the capillary bed of the activated area of 
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the cortex, wheareas the BOLD signal is likely to be dominated by changes in the 
oxygenation of nearby veins. 
8.4 Magnetic resonance spectroscopic imaging 
Magnetic resonance spectroscopic imaging (MRS) is another, NMR-based process for 
assessing function within the living brain. MRS takes advantage of the fact that protons 
(hydrogen atoms) residing in differing chemical environments depending upon the 
molecule they inhabit (H2O vs. protein, for example) possess slightly different resonant 
properties (chemical shift). For a given volume of brain (typically > 1 cubic cm), the 
distribution of these H resonances can be displayed as a spectrum. 
The area under the peak for each resonance provides a quantitative measure of the relative 
abundance of that compound. The largest peak is composed of H2O. However, there are also 
discernible peaks for choline, creatine, N-acetylaspartate (NAA) and lactate. Fortuitously, 
NAA is mostly inactive within the neuron, serving as a precursor to glutamate and as 
storage for acetyl groups (to be used in fatty acid synthesis) — but its relative levels are a 
reasonable approximation of neuronal integrity and functional status. Brain diseases 
(schizophrenia, stroke, certain tumors, multiple sclerosis) can be characterized by the 
regional alteration in NAA levels when compared to healthy subjects. Creatine is used as a 
relative control value since its levels remain fairly constant, while choline and lactate levels 
have been used to evaluate brain tumors. 
8.5 Diffusion tensor imaging 
Diffusion tensor imaging (DTI) is a related use of MR to measure anatomical connectivity 
between areas. Although it is not strictly a functional imaging technique because it does not 
measure dynamic changes in brain function, the measures of inter-area connectivity it 
provides are complementary to images of cortical function provided by BOLD fMRI. White 
matter bundles carry functional information between brain regions. The diffusion of water 
molecules is hindered across the axes of these bundles, such that measurements of water 
diffusion can reveal information about the location of large white matter 
pathways[Awojoyogbe et al. 2011]. Illnesses that disrupt the normal organization or integrity of 
cerebral white matter (such as multiple sclerosis) have a quantitative impact on DTI measures. 
8.6 fMRI and EEG 
Functional MRI has high spatial resolution but relatively poor temporal resolution (of the 
order of several seconds). Electroencephalography (EEG) directly measures the brain's 
electrical activity, giving high temporal resolution (~milliseconds) but low spatial 
resolution. The two techniques are therefore complementary and may be used 
simultaneously to record brain activity. 
Recording an EEG signal inside an MRI system is technically challenging. The MRI system 
introduces artifacts into the EEG recording by inducing currents in the EEG leads via 
Faraday induction. This can happen through several different mechanisms. An imaging 
sequence applies a series of short radiofrequency pulses which induce a signal in the EEG 
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EEG/MEG, PET and neuropsychological testing along with fMRI are coming up as the 
benefits of this fMRI technology incorporated into current neuroscience and future patient 
care. These adjunct methods are: 
8.1 Diffusion based functional MRI 
Neuronal activity produces some immediate physical changes in cell shape that can be 
detected because they affect the compartment shape and size for water diffusion. A much 
improved spatial and temporal resolution for fMRI data collection has now been achieved 
by using diffusion MRI methodology that can detect these changes in neurons. The abrupt 
onset of increased neuron cell size occurs before the metabolic response commences, is 
shorter in duration and does not extend significantly beyond the area of the actual cell 
population involved. This technique is a diffusion weighted technique (DWI). There is some 
evidence that similar changes in axonal volume in white matter may accompany activity 
and this has been observed using a DTI (diffusion tensor imaging) technique. The future 
importance of diffusion-based functional techniques relative to BOLD techniques is not yet 
clear. 
8.2 Contrast MR 
An injected contrast agent such as an iron oxide that has been coated by a sugar or starch (to 
hide from the body's defense system), causes a local disturbance in the magnetic field that is 
measurable by the MRI scanner. The signals associated with these kinds of contrast agents 
are proportional to the cerebral blood volume. While this semi-invasive method presents a 
considerable disadvantage in terms of studying brain function in normal subjects, it enables 
far greater detection sensitivity than BOLD signal, which may increase the viability of fMRI 
in clinical populations. Other methods of investigating blood volume that do not require an 
injection are a subject of current research, although no alternative technique in theory can 
match the high sensitivity provided by injection of contrast agent. 
8.3 Arterial spin labeling 
Arterial Spin Labelling (ASL), also known as arterial spin tagging, is an MRI technique 
capable of measuring cerebral blood flow (CBF) in vivo. ASL is capable of providing 
cerebral perfusion maps, without requiring the administration of a contrast agent or the 
use of ionising radiation, as it uses magnetically-labelled endogenous blood water as a 
freely-diffusible tracer. It was first proposed in 1992 and has since benefited from a 
number of modifications aimed at improving its robustness. ASL can monitor changes in 
CBF with activation and fMRI studies can therefore be conducted using ASL instead of 
relying on the BOLD effect. ASL fMRI is less popular than BOLD, as it suffers from a 
lower signal to noise ratio, can be less sensitive to weak stimuli and its temporal 
resolution is poorer than in BOLD studies. On the plus side, it can provide quantitative 
measures of a single well-defined parameter, CBF, whose baseline value can also be 
determined in the same experiment. It has also been found to outperform BOLD in terms 
of stability to slow signal drifts and localization of the activation area. The ASL activation 
signal is believed to be dominated by changes in the capillary bed of the activated area of 
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the cortex, wheareas the BOLD signal is likely to be dominated by changes in the 
oxygenation of nearby veins. 
8.4 Magnetic resonance spectroscopic imaging 
Magnetic resonance spectroscopic imaging (MRS) is another, NMR-based process for 
assessing function within the living brain. MRS takes advantage of the fact that protons 
(hydrogen atoms) residing in differing chemical environments depending upon the 
molecule they inhabit (H2O vs. protein, for example) possess slightly different resonant 
properties (chemical shift). For a given volume of brain (typically > 1 cubic cm), the 
distribution of these H resonances can be displayed as a spectrum. 
The area under the peak for each resonance provides a quantitative measure of the relative 
abundance of that compound. The largest peak is composed of H2O. However, there are also 
discernible peaks for choline, creatine, N-acetylaspartate (NAA) and lactate. Fortuitously, 
NAA is mostly inactive within the neuron, serving as a precursor to glutamate and as 
storage for acetyl groups (to be used in fatty acid synthesis) — but its relative levels are a 
reasonable approximation of neuronal integrity and functional status. Brain diseases 
(schizophrenia, stroke, certain tumors, multiple sclerosis) can be characterized by the 
regional alteration in NAA levels when compared to healthy subjects. Creatine is used as a 
relative control value since its levels remain fairly constant, while choline and lactate levels 
have been used to evaluate brain tumors. 
8.5 Diffusion tensor imaging 
Diffusion tensor imaging (DTI) is a related use of MR to measure anatomical connectivity 
between areas. Although it is not strictly a functional imaging technique because it does not 
measure dynamic changes in brain function, the measures of inter-area connectivity it 
provides are complementary to images of cortical function provided by BOLD fMRI. White 
matter bundles carry functional information between brain regions. The diffusion of water 
molecules is hindered across the axes of these bundles, such that measurements of water 
diffusion can reveal information about the location of large white matter 
pathways[Awojoyogbe et al. 2011]. Illnesses that disrupt the normal organization or integrity of 
cerebral white matter (such as multiple sclerosis) have a quantitative impact on DTI measures. 
8.6 fMRI and EEG 
Functional MRI has high spatial resolution but relatively poor temporal resolution (of the 
order of several seconds). Electroencephalography (EEG) directly measures the brain's 
electrical activity, giving high temporal resolution (~milliseconds) but low spatial 
resolution. The two techniques are therefore complementary and may be used 
simultaneously to record brain activity. 
Recording an EEG signal inside an MRI system is technically challenging. The MRI system 
introduces artifacts into the EEG recording by inducing currents in the EEG leads via 
Faraday induction. This can happen through several different mechanisms. An imaging 
sequence applies a series of short radiofrequency pulses which induce a signal in the EEG 
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system. The pulses are short and relatively infrequent, so interference may be avoided by 
blanking (switching off) the EEG system during their transmission. Magnetic field gradients 
used during imaging also induce a signal, which is harder to remove as it is in a similar 
frequency range to the EEG signal. Current is also induced when EEG leads move inside the 
magnet bore (i.e. when the patient moves during the exam). Finally, pulsed blood flow in the 
patient in the static magnetic field also induces a signal (called a ballistocardiographic artifact), 
which is also within the frequency range of interest. The EEG system also affects the MRI scan. 
Metal in the EEG leads and electrodes can introduce susceptibility artifacts into MR images. 
Care must also be taken to limit currents induced in the EEG leads via the MRI RF system, 
which could heat the leads sufficiently to burn the subject. Having simultaneously recorded 
EEG and fMRI data, the final hurdle is to co-register the two datasets, as each is reconstructed 
using a different algorithm, subject to different distortions in EEG-fMRI. 
In recent years, lot of future excitement is evident in the following areas of brain information 
extraction by segmentation and registration methods applied to fMRI and above-mentioned 
multimodal adjunct methods. These include mainly automated nonlinear labeling; and 
automated surface reconstructions. Automated surface reconstruction appears to be possible 
by: i. cortical surface-based analysis by segmentation and surface reconstruction [Fischl et 
al.1999a]; ii. cortical surface-based analysis by inflation, flattening, and a surface-based 
coordinate system [Fischl et al.1999b]. Automated anatomical brain labeling may be 
performed by: i. whole brain segmentation: automated labeling of neuro-anatomical 
structures in the human brain [Fischl et al.2002]; ii. multipatient registration of brain fMRI 
using intensity and geometric features [Cachier et al.2001]; iii. automatic detection and 
labeling of the human cortical fields in magnetic resonance data sets [Lohmann et al.1998]. 
With advancement of neurophysiological principles, more and more facts are explored on 
physiological origin of neuroactivation and brain functional relationships. Recently a 
biophysical mechanism of low-frequency drift in blood-oxygen-level-dependent (BOLD) 
functional magnetic resonance imaging (fMRI) (0.00-0.01 Hz) was reported by exploring its 
spatial distribution, dependence on imaging parameters, and relationship with task-induced 
brain activation. Authors showed that the spatial distribution of low-frequency drifts in 
human brain followed a tissue-specific pattern, with greater drift magnitude in the gray 
matter than in white matter. In gray matter, the dependence of drift magnitudes on TE was 
similar to that of task-induced BOLD signal changes, i.e., the absolute drift magnitude 
reached the maximum when TE approached T(2)* whereas relative drift magnitude 
increased linearly with TE. By systematically varying the flip angle, it was found that drift 
magnitudes possessed a positive dependence on image intensity. In fMRI studies with 
visual stimulation, a strong positive correlation between drift effects at baseline and task-
induced BOLD signal changes was observed both across subjects and across activated pixels 
within individual participants. Unique point was that intrinsic, physiological drift effects are 
a major component of the spontaneous fluctuations of BOLD fMRI signal within the 
frequency range of 0.0-0.1 Hz[Yan et al.2009]. A rare attempt was made to integrate 
complementary functional and structural MRI data in a patient with localization-related 
epilepsy with partial and secondarily generalized seizures and a hemiparesis due to a 
malformation of cortical development (MCD) in the right hemisphere by using EEG-
triggered functional MRI (fMRI), diffusion tensor imaging (DTI), and chemical shift imaging 
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(CSI). fMRI revealed significant changes in regional blood oxygenation associated with 
interictal epileptiform discharges within the MCD. DTI showed a heterogeneous 
microstructure of the MCD with reduced fractional anisotropy, a high mean diffusivity, and 
displacement of myelinated tracts. CSI demonstrated low N-acetyl aspartate (NAA) 
concentrations in parts of the MCD. MR methods described functional, microstructural, 
biochemical characteristics of the epileptogenic tissue and pathophysiology of epilepsy 
[Bauewig et al.2001]. Recent focus of fMRI research is shifting towards integrated 
neurofunctional data acquisition such as electrophysiology (EEG), with simultaneous 
neurochemical mapping and diffusion tensor/molecular perfusion [Horwitz et al.2002; 
McDonald et al.2010; Matsumoto et al.2005; Vartiainen et al.2011]. However, success is 
awaited because of non-localized nature of diffusion tensor and fMRI sensitive brain 
functionality, wide variation in neurochemical changes in the same brain regions. In case of 
such possibility of integrated data acquisition, multimodal approaches such as 
fMRI/MRS/PET will be single step feasible one platform imaging method available in 
clinical neuroimaging in near future [Dale et al.2001]. The basis of imaging is Munro-Kellie 
doctrine principle to predict decline in cerebral venous blood volume secondary to an 
increase in cerebral arterial blood volume in fMRI identical to image blood flow by H2O15-
PET [Fox et al.1984]. 
8.7 Multimodal methods of fMRI combined with adjuncts in localized 
neurodegeneration 
The art of multimodal imaging approach is based on the fact that single platform can be 
used in one step imaging by using fMRI, EEG, diffusion MRI, MRS, PET, simultaneously in 
selected area of brain[Awojoyogbe et al. 2011]. Some notable examples are illustrated below. 
Multiple Sclerosis: First author reported measurement of neurochemicals in growing MS 
lesions with MRSI. Gamma-aminobutyric Acid (GABA) was used as indicator of brain 
functionality [Sharma 2004; Sharma 2002]. Several reports indicated the value of fMRI as 
multimodal method combined with DTI, MRS, PET to assess cognitive impairment in 
multiple sclerosis. Such approach was based on the link between structural, metabolic and 
functional changes in multiple sclerosis [Filippi et al.2001]. It was interesting that 
neurochemicals and cognitive impairment in MS showed significant role [Tartaglia et 
al.2006]. This approach was further extended in other study based on the fact that cognitive 
impairment by fMRI was related with structural MRI changes and metabolic changes by 
PET [Sorensen et al.2006]. Overall, growing art of fMRI is now established in multiple 
sclerosis [Korsholm et al.2007]. Other investigators reported the lesions as a result of 
inflammatory demyelination which led to fMRI visible cognitive impairment [Rachbauer et 
al.2006]. Since the development of fMRI based multimodal imaging in evaluation of lesions, 
main obstacle remained coregistration and statistical data analysis [Fu et al.1996]. Now 
robust techniques of fMRI data analysis are available for structural and functional MRI 
correlation analysis to make evaluation of cortical reorganization in MS. We illustrate one 
example of T2*-weighted echo planar images acquired (64 64 matrix over a 24-cm field of 
view). These consisted of 25 consecutive, 4-mm thick axial sections, with TR/TE (repetition 
time/echo time) = 3000/50 ms, a 90_ flip angle and one excitation. [Peresedova et al.2009; 
Rocca et al.2009]. Motor task paradigm (‘stop’ and ‘start’) acoustic signals for hand motion 
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system. The pulses are short and relatively infrequent, so interference may be avoided by 
blanking (switching off) the EEG system during their transmission. Magnetic field gradients 
used during imaging also induce a signal, which is harder to remove as it is in a similar 
frequency range to the EEG signal. Current is also induced when EEG leads move inside the 
magnet bore (i.e. when the patient moves during the exam). Finally, pulsed blood flow in the 
patient in the static magnetic field also induces a signal (called a ballistocardiographic artifact), 
which is also within the frequency range of interest. The EEG system also affects the MRI scan. 
Metal in the EEG leads and electrodes can introduce susceptibility artifacts into MR images. 
Care must also be taken to limit currents induced in the EEG leads via the MRI RF system, 
which could heat the leads sufficiently to burn the subject. Having simultaneously recorded 
EEG and fMRI data, the final hurdle is to co-register the two datasets, as each is reconstructed 
using a different algorithm, subject to different distortions in EEG-fMRI. 
In recent years, lot of future excitement is evident in the following areas of brain information 
extraction by segmentation and registration methods applied to fMRI and above-mentioned 
multimodal adjunct methods. These include mainly automated nonlinear labeling; and 
automated surface reconstructions. Automated surface reconstruction appears to be possible 
by: i. cortical surface-based analysis by segmentation and surface reconstruction [Fischl et 
al.1999a]; ii. cortical surface-based analysis by inflation, flattening, and a surface-based 
coordinate system [Fischl et al.1999b]. Automated anatomical brain labeling may be 
performed by: i. whole brain segmentation: automated labeling of neuro-anatomical 
structures in the human brain [Fischl et al.2002]; ii. multipatient registration of brain fMRI 
using intensity and geometric features [Cachier et al.2001]; iii. automatic detection and 
labeling of the human cortical fields in magnetic resonance data sets [Lohmann et al.1998]. 
With advancement of neurophysiological principles, more and more facts are explored on 
physiological origin of neuroactivation and brain functional relationships. Recently a 
biophysical mechanism of low-frequency drift in blood-oxygen-level-dependent (BOLD) 
functional magnetic resonance imaging (fMRI) (0.00-0.01 Hz) was reported by exploring its 
spatial distribution, dependence on imaging parameters, and relationship with task-induced 
brain activation. Authors showed that the spatial distribution of low-frequency drifts in 
human brain followed a tissue-specific pattern, with greater drift magnitude in the gray 
matter than in white matter. In gray matter, the dependence of drift magnitudes on TE was 
similar to that of task-induced BOLD signal changes, i.e., the absolute drift magnitude 
reached the maximum when TE approached T(2)* whereas relative drift magnitude 
increased linearly with TE. By systematically varying the flip angle, it was found that drift 
magnitudes possessed a positive dependence on image intensity. In fMRI studies with 
visual stimulation, a strong positive correlation between drift effects at baseline and task-
induced BOLD signal changes was observed both across subjects and across activated pixels 
within individual participants. Unique point was that intrinsic, physiological drift effects are 
a major component of the spontaneous fluctuations of BOLD fMRI signal within the 
frequency range of 0.0-0.1 Hz[Yan et al.2009]. A rare attempt was made to integrate 
complementary functional and structural MRI data in a patient with localization-related 
epilepsy with partial and secondarily generalized seizures and a hemiparesis due to a 
malformation of cortical development (MCD) in the right hemisphere by using EEG-
triggered functional MRI (fMRI), diffusion tensor imaging (DTI), and chemical shift imaging 
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(CSI). fMRI revealed significant changes in regional blood oxygenation associated with 
interictal epileptiform discharges within the MCD. DTI showed a heterogeneous 
microstructure of the MCD with reduced fractional anisotropy, a high mean diffusivity, and 
displacement of myelinated tracts. CSI demonstrated low N-acetyl aspartate (NAA) 
concentrations in parts of the MCD. MR methods described functional, microstructural, 
biochemical characteristics of the epileptogenic tissue and pathophysiology of epilepsy 
[Bauewig et al.2001]. Recent focus of fMRI research is shifting towards integrated 
neurofunctional data acquisition such as electrophysiology (EEG), with simultaneous 
neurochemical mapping and diffusion tensor/molecular perfusion [Horwitz et al.2002; 
McDonald et al.2010; Matsumoto et al.2005; Vartiainen et al.2011]. However, success is 
awaited because of non-localized nature of diffusion tensor and fMRI sensitive brain 
functionality, wide variation in neurochemical changes in the same brain regions. In case of 
such possibility of integrated data acquisition, multimodal approaches such as 
fMRI/MRS/PET will be single step feasible one platform imaging method available in 
clinical neuroimaging in near future [Dale et al.2001]. The basis of imaging is Munro-Kellie 
doctrine principle to predict decline in cerebral venous blood volume secondary to an 
increase in cerebral arterial blood volume in fMRI identical to image blood flow by H2O15-
PET [Fox et al.1984]. 
8.7 Multimodal methods of fMRI combined with adjuncts in localized 
neurodegeneration 
The art of multimodal imaging approach is based on the fact that single platform can be 
used in one step imaging by using fMRI, EEG, diffusion MRI, MRS, PET, simultaneously in 
selected area of brain[Awojoyogbe et al. 2011]. Some notable examples are illustrated below. 
Multiple Sclerosis: First author reported measurement of neurochemicals in growing MS 
lesions with MRSI. Gamma-aminobutyric Acid (GABA) was used as indicator of brain 
functionality [Sharma 2004; Sharma 2002]. Several reports indicated the value of fMRI as 
multimodal method combined with DTI, MRS, PET to assess cognitive impairment in 
multiple sclerosis. Such approach was based on the link between structural, metabolic and 
functional changes in multiple sclerosis [Filippi et al.2001]. It was interesting that 
neurochemicals and cognitive impairment in MS showed significant role [Tartaglia et 
al.2006]. This approach was further extended in other study based on the fact that cognitive 
impairment by fMRI was related with structural MRI changes and metabolic changes by 
PET [Sorensen et al.2006]. Overall, growing art of fMRI is now established in multiple 
sclerosis [Korsholm et al.2007]. Other investigators reported the lesions as a result of 
inflammatory demyelination which led to fMRI visible cognitive impairment [Rachbauer et 
al.2006]. Since the development of fMRI based multimodal imaging in evaluation of lesions, 
main obstacle remained coregistration and statistical data analysis [Fu et al.1996]. Now 
robust techniques of fMRI data analysis are available for structural and functional MRI 
correlation analysis to make evaluation of cortical reorganization in MS. We illustrate one 
example of T2*-weighted echo planar images acquired (64 64 matrix over a 24-cm field of 
view). These consisted of 25 consecutive, 4-mm thick axial sections, with TR/TE (repetition 
time/echo time) = 3000/50 ms, a 90_ flip angle and one excitation. [Peresedova et al.2009; 
Rocca et al.2009]. Motor task paradigm (‘stop’ and ‘start’) acoustic signals for hand motion 
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was used for fMRI1 and 2 acquisition and voxel Z score analysis in x,y,z coordinates to 
make Talairach space by linear transformation as shown in Table 1. 
 
  
Fig. 21. A typical MS lesion rich voxel (upper panel) with respective spectral peaks is shown 
(panel at bottom), showing peak at 1.85 ppm for GABA metabolites (see enlarged panel on 
left at bottom and right) in 48 year old female patient. For simplicity, metabolites are labeled 
for lipids at 0.8-1.2 ppm, lactate-alanine at 1.2-1.33 ppm, NAA at 2.01 ppm, Cr at 3.0 ppm, 
Cho at 3.2 ppm, Myo-inositol at 3.6 ppm, Taurine at 2.8 ppm, Gltamine/Glutamate (Glx) , 
GABA peaks at 1.85, ethanolamine at 3.8 ppm, Glycine at 3.55 ppm, Threonine at 1.31 ppm 
(see panel on left at bottom). Reproduced with permission of reference Sharma 2004. 
Alzheimer’s Disease is a diffused injury due to neurofibrillary amyloid plaque formation 
affecting cortical and posterior cingulate region with fMRI visible cognitive impairment. 
Recently, multimodal imaging was established and reviewed to assess cognitive impairment 
using magnetic resonance spectroscopy, perfusion, and diffusion tensor properties [Zimmy 
et al.2011; Minati et al.2007]. However, other biophysical properties such as changes in 
biomagnetic, electrophysiological signals along with metabolite screening were established 
as link between neurochemical and magnetic interactions in brain during development of 
Alzheimer’s Disease [Maesti et al.2005]. In quest of measuring these changes, deformable 
shape-intensity models were reported in Alzheimer’s Disease, dementia [Zhu et al.2003; 
Gilberto et al.1996; Giacometti et al.1994].  
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Brain area Baseline  Follow–up  
Talairach coordinates  
(x, y, z) 
Z Talairach coordinates  
(x, y, z) 
Z 
L sensorimotor cortex (BA 1–4) -44, -19, 43 5.80 - 38, -19, 47 7.57 
L inferior parietal lobule (BA 40) - 46, -32, 52 5.24 -53, -30, 24 4.15 
   -49, -38, 48 3.87 
L lateral premotor cortex (BA 6) -34, -5, -55 5.14 -59, 6, 32 6.69 
L supplementary motor area (BA 6) -2, -1, 55 4.27 -2, 1, 53 5.44 
L lentiform nucleus -12, -12, -1 5.22 -26, 3, 9 5.21 
L thalamus -12, -11,13 4.72 -16, -17, 3 5.09 
L insula -55, 12, 3 4.69 -49, -20, 16 5.65 
L cerebellum -18, -55, -17 5.17 — — ----- 
R sensorimotor cortex (BA 1–4) 42, 0, 52 4.06 45, -27, 40 4.55 
R inferior parietal lobule (BA 40) 32, -48, 54 5.23 40, -33, 40 4.63 
   61, -2, 19 4.39 
R lateral premotor cortex (BA 6) 30, -7, 57 5.08 61, 7, 29 5.77 
 57, 8, 36 4.81 36, -11, 58 5.26 
R superior parietal cortex (BA 7) 32, -48, 54 5.23 36, -52, 56 4.67 
R lentiform nucleus — — 22, -2, 2 4.37 
R thalamus 12, -7, 13 4.17 12, -6, 13 4.17 
R insula 57, 19, -4 4.78 57, 16, 1 4.22 
 47, 4, -1 3.91   
R cerebellum 18, 55, 17 6.59 18, -53, -18 6.22 
Vermis 2, -67, -10 5.89 2, -50, -3 4.68 
Z = voxel level.     
Fig. 22. Group maps generated from random effect analysis showing (A) task-related 
activation at fMRI1, (B) task-related activation at fMRI2 and (C) task-related activity 
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was used for fMRI1 and 2 acquisition and voxel Z score analysis in x,y,z coordinates to 
make Talairach space by linear transformation as shown in Table 1. 
 
  
Fig. 21. A typical MS lesion rich voxel (upper panel) with respective spectral peaks is shown 
(panel at bottom), showing peak at 1.85 ppm for GABA metabolites (see enlarged panel on 
left at bottom and right) in 48 year old female patient. For simplicity, metabolites are labeled 
for lipids at 0.8-1.2 ppm, lactate-alanine at 1.2-1.33 ppm, NAA at 2.01 ppm, Cr at 3.0 ppm, 
Cho at 3.2 ppm, Myo-inositol at 3.6 ppm, Taurine at 2.8 ppm, Gltamine/Glutamate (Glx) , 
GABA peaks at 1.85, ethanolamine at 3.8 ppm, Glycine at 3.55 ppm, Threonine at 1.31 ppm 
(see panel on left at bottom). Reproduced with permission of reference Sharma 2004. 
Alzheimer’s Disease is a diffused injury due to neurofibrillary amyloid plaque formation 
affecting cortical and posterior cingulate region with fMRI visible cognitive impairment. 
Recently, multimodal imaging was established and reviewed to assess cognitive impairment 
using magnetic resonance spectroscopy, perfusion, and diffusion tensor properties [Zimmy 
et al.2011; Minati et al.2007]. However, other biophysical properties such as changes in 
biomagnetic, electrophysiological signals along with metabolite screening were established 
as link between neurochemical and magnetic interactions in brain during development of 
Alzheimer’s Disease [Maesti et al.2005]. In quest of measuring these changes, deformable 
shape-intensity models were reported in Alzheimer’s Disease, dementia [Zhu et al.2003; 
Gilberto et al.1996; Giacometti et al.1994].  
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Brain area Baseline  Follow–up  
Talairach coordinates  
(x, y, z) 
Z Talairach coordinates  
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   61, -2, 19 4.39 
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 57, 8, 36 4.81 36, -11, 58 5.26 
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 47, 4, -1 3.91   
R cerebellum 18, 55, 17 6.59 18, -53, -18 6.22 
Vermis 2, -67, -10 5.89 2, -50, -3 4.68 
Z = voxel level.     
Fig. 22. Group maps generated from random effect analysis showing (A) task-related 
activation at fMRI1, (B) task-related activation at fMRI2 and (C) task-related activity 
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decrease between the two fMRI studies during right hand movement in 18 patients with 
multiple sclerosis. Significant areas of activation (in colour) are superimposed on 3D brain 
rendering and slices (z = -18). Areas of decreased activity (fMRI1 > fMRI2) (C) included the 
right (ipsilateral) sensorimotor cortex and the left (contralateral) cerebellum. One-sample t-
test (P < 0.05) corrected at the cluster level. Images are displayed according to the 
neurological convention. Location of significant neuroactivations (P < 0.05 corrected at the 
cluster level) during right hand movement in 18 MS patients are shown in table (see at 
bottom) at baseline and at follow-up within group analysis (one sample t-test SPM99 using 
Talairach coordinates in images on top). Reproduced with permission from reference 





Fig. 23. Multimodal imaging is shown for fMRI combined with FDDNP-PET and FDG-PET 
to illustrate sites of high oxygen or high glycolysis metabolism (on left panel) and locations 
of neuroactivation (on right panel). Copyright material from webpage 
http://precedings.nature.com/documents/4317/version/1 
Initial application of fMRI in epilepsy evaluation was exciting [Sullivan et al.2005]. 
However, epilepsy is considered as focal brain disease with possible regional changes in 
brain function, diffusion tensor properties, neurochemicals [Krakow et al.1999]. fMRI with 
simultaneous neurochemical measurement serves as noninvasive quantitative MR modality 
to assess the epileptogenic foci [Morales-Chacon 2001]. Diffusion tensor tractography and 
neurochemicals with fMRI pinpoint the location of motor neuron disease and 
schizophrenia[Nelles et al.2008; Steel et al.2001]. MRS and DTI methods have been 
developed to evaluate and assess the cerebral small vessel disease progress and its chemical 
nature [Nitkunan et al. 2006]. Being more sentive to electrophysiological response epilepsy 
is best evaluated by electrophysiology and use of electrodes [Guye et al.2002]. Now attempts 
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were made in the direction of metabolic and oxygen changes during epileptogenic 
development in cortex using PET/MRI/DTI [Chandra et al.2006]. 
9. Conclusion 
Present chapter introduces the concept of functional MRI and physiological basis of 
neuroactivation as a result of motor and sensory tasks to make change in blood oxygen 
and blood flow characteristics in some established neurodegenerative diseases with 
cognitive impairments in multiple sclerosis, Alzheimer’s Disease, epilepsy. fMRI 
technique is offshoot of structural MRI with other adjunct imaging techniques and it 
serves as multimodal imaging to map out structural and functional changes in different 
brain areas simultaneously to decipher the information of neurochemical, anatomical, 
regional differences to make assessment of cognition impairment, brain recovery and 
brain functionality before and after disease or drug treatment. Major issues still remain 
unsolved of wide variability of fMRI sensitive neuroactive locations, fast acquisition, low 
resolution and rapid data analysis. With available robust and rapid techniques and 
software, it will be easier to map brain functions simultaneous with neurochemical and 
metabolic imaging.  
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1. Introduction 
Biomarkers are useful measurements to monitor ranges of neurological and biochemical 
activity. They can be used as warning signs of poor adaptation to changes in either internal 
or external environments. The eye is an apt structure to use for obtaining biomarkers, since 
it interacts with multiple systems. For instance, pupil size and response during visual 
scanning tasks is being touted as a potential biomarker for autism (Martineau, Hernandez et 
al., 2011), the osmolarity in human corneal tear layer is thought to possibly be a biomarker 
for dry eye severity (Suzuki, Massingale et al., 2010) and disruptions in rapid eye movement 
during sleep is found to correlate with amounts of stress (Mellman, Bustamante et al., 2002). 
This chapter proposes a use of functional magnetic resonance imaging (fMRI) to obtain a 
visual stress biomarker in processing pathways. This hypothesized biomarker would use the 
eye to indicate the relationship between internal adaptation (influenced by conscious and 
non-conscious filtering and decision-making networks) and external environmental 
changes. Section two of the chapter simplifies the big picture of brain function into cortical 
and subcortical interconnected networks that have three concurrent movement pathways; 
section three emphasizes the eye and how its complex circuitry connects with systems, 
including motor, sensory and attentional networks linked with those three pathways. 
Section four describes a proposed visual stress test that could show a dysfunction in the 
synchrony among those three pathways, thus detecting disease states even before structural 
changes occur. Implementation of this proposed test might be useful in assessing levels of 
brain injury, or in early identification of diseases affecting brain circuitry, such as seizure 
disorders, Alzheimer’s, Parkinson’s and multiple sclerosis.  
Documentation of brain activity can be achieved by various methods, using both functional 
and anatomical landmarks, which will help to account for individual patient differences. For 
example, some methods quantify neuronal firing (via electrophysiological tools), others 
measure oxygen levels in blood (via hemodynamic responses) and still others assess 
metabolic changes (via optogenetic methods). (Optogenetic methods use genetically 
engineered proteins to regulate activity of specific types of cells by turning neural circuits on 
and off through light-activated channels. This new method observes and assesses local 
networks within the framework of global circuitry.) Often, two or more testing methods are 
used together to account for limitations in each (Dale and Sereno, 1993). For instance, fMRI 
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maps where local neuronal activity is by measuring the hemodynamics of blood flow, and 
electroencephalograms (EEG) map when electrical activity occurs by measuring frequency 
oscillations of brainwaves. The fMRI and EEG together have high spatial resolution and 
temporal resolutions respectively, providing more information than either method alone. 
Combining optogenetics with fMRI technology into an optogenetic fMRI (ofMRI) allows 
scientists to assess both neuronal activity and its metabolic sequellae, helping to identify, 
and in some cases treat, underlying disease states (Lee, Durand et al., 2010; Zhang, 
Gradinaru et al., 2010; Cardin, Carlen et al., 2010).  
Although the fMRI is a wonderful diagnostic tool, one limitation is the restriction on patient 
movement. To address this apparently unchangeable drawback, instead of the patient 
moving, the external environment can be altered and the patient’s adaptation measured. The 
alterations can be done through the eye by stimulating the retina with lenses, prisms, filters 
and/or mirrors.  
2. Survival functions to executive functions: Brain circuitry 
Brain activation involves stimulation, modulation, feedback and feedforward mechanisms 
in two main groupings: subcortical functions and cortical processing. Each grouping is 
known to have multiple interconnections, with more pathways being discovered annually. 
These extensive feedforward and feedback systems allow for interconnectivity of individual 
structures as well as linkages between movements and thoughts.  
Brain activity can be viewed in terms of arousal of, awareness of and attention to both the 
internal and the external environment. Subcortical activity, such as survival functions 
(circulation, digestion, respiration, etc.), remain beneath conscious awareness until altered 
by suprathreshold sensory stimuli, causing distracting cortical activity. An individual with a 
larger threshold of tolerance to sensory changes would not be burdened by those stimuli, 
thus allowing more efficient brain function. 
In 1973, Ralph Luria wrote about functional systems in the brain that were not in isolation. 
(Luria, 1973) He proposed that the cortical brain was composed of both units and zones, 
which, when functioning properly, work together to regulate behaviors, senses and 
thinking. The units included information handling, tone and regulation of mental activity. 
The zones included a primary, for information gathering, a secondary, for information 
processing and programming, and a tertiary, for complex forms of integrated mental 
activity. He hypothesized that sensation and perception were intimately involved with 
movement, having afferent and efferent components. He also proposed that the eye, as an 
extension of the brain, is never passive, and is always actively searching to pick out essential 
clues from the environment. Now, almost forty years after Luria’s theory was first 
presented, functional organization and anatomical connectivity of regions in the cerebral 
cortex have been documented through neuroimaging and other techniques.  
In the brain, structures are grouped to accomplish specific types of tasks. For instance, in 
general movement networking, many interacting pathways are involved with the frontal 
cortices, basal ganglia and cerebellum as the “main players.” The frontal cortices plan and 
organize movement, generating motor programs (with the prefrontal and the premotor 
regions contributing to different functions), the basal ganglia govern movement intention 
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programs, and the cerebellum is involved in the coordinated adjustment (smoothing out) of 
movement quality. The prefrontal cortex sends voluntary commands to the basal ganglia so 
that appropriate movement is selected, and other cortical association areas send the basal 
ganglia information for acquired (automatized) movement. Sensory signals from cortical 
processing are sent to the matrix of the basal ganglia, while the striosomal portion of the 
basal ganglia attaches an “emotional valence” to that sensory information for the purpose of 
learning.  
Fine motor tasks such as eye movements add more “players”. The brainstem’s oculomotor 
system receives direct projections from the various eyefields located in their own brain 
network. Frontal eye fields, parietal eye fields, prefrontal eye fields and supplementary eye 
fields, each have a region involved in either saccadic or smooth eye movements (Lynch and 
Tian, 2006; Cui, Yan et al., 2003). Neuroanatomical studies in non-human primates 
determined that there are several distinct regions in the cerebral cortex (designated eye 
fields) forming a cortico-cortical network guiding and executing decisions for voluntary, 
visually guided saccadic and pursuit eye movements. Some of the subcortical structures 
used in eye movement, for example, involve the superior colliculus and the frontal eye fields 
integrating information received by the geniculate-striate pathway and contributing to more 
thinking and movement decisions (Ding and Gold, 2011). 
Anatomical patterns of new movements, from initial learning to automation, shift over time 
as the movement is practiced and developed. The retention of movement schema 
(praxicons) is in parietal/temporal-parietal circuits and connects with the cerebellum which 
refines the praxicons and innervatory programs by comparing predicted movement 
outcome with error. These comparisons are accomplished by the brain via two types of 
procedures, described by theoretical control models. Forward models predict movement 
outcomes by projecting signals to parietal and frontal motor regions, allowing for 
automation and bypassing direct (slower) sensory input. Inverse cerebellar models are 
initiated outside of conscious awareness and bypass premotor cortex commands, allowing 
automatic movements. Speed and precise accuracy of intentionally guided actions and 
predictions is thus developed (Imamizu and Kawato, 2009). 
Movement is not in isolation from thoughts; it is one part of a network of functional circuits, 
each with its own pathway, synchronizing like an orchestra. Concurrent pathways form 
loops, including sensory stimuli, processing and motor reactions and responses. The 
processing can be analytical and intentional, or intuitive and habitual, leading to various 
brain networks, such as, visuo-spatial processing from the parietal lobe, visually guided 
action from the premotor cortex and navigation, imagination and planning for the future in 
the prefrontal cortex. (Kravitz, Saleem et al., 2011) Both the mind (cortical) and body 
(subcortical) systems have to adapt to continual environmental changes, at either a 
conscious or non-conscious level of awareness. Also, there is substantial integration between 
subcortical and cortical structures as well as interrelationships and interactions at micro-
circuitry levels.  
At any given moment, three movement types (reflex, developed and intentional) are the result 
of three processing pathways, activated by different amounts of stimulation at different 
speeds, capturing different amounts of attention. Figure 1 highlights the differences between 
how these movement types are generated.  The distinctions are important to our purposes 
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because of the interrelationships among the three separate pathways. Developed movements 
include learned-orienting and anticipatory pathways. However, orienting movements can also 
be reflexive. It is possible that during an fMRI, the three processing pathways can be analyzed 
to assess which one has more of an attentional demand at the expense of the others and 
determine the location(s) of brain activity occurring.  
The following diagram (Figure 1) has much more extensive integration of cortical and 
subcortical structures than implied by the small arrow, but is a simplification in order to 
describe the framework of subcortical to cortical shifts in brain activity. All cortical areas have 
significant inputs and major feedforward and feedback connections to numerous subcortical 
structures. Some functional networks share similar pathways. For instance, auditory and 
visual reflexive spatial orienting are controlled by a common underlying neural substrate 
(Santangelo, Olivetti Belardinelli et al., 2007) and there are subspecialized areas, such as the 
middle temporal lobe (MT) which, in congenitally blind people, reacts to tactile motion, but in 
sighted people, reacts to either visual or tactile motion. (Sani, Ricciardi et al., 2010).  
 
Fig. 1. Simplified Diagram of Three Concurrent Movement Pathways 
Many sensory signals lead to unconscious reflex 
movements as shown by pathway 1. Remaining 
signals from the thalamus and other subcortical 
structures continue for futher processing in 
various cortices (occipital, temporal, parietal 
and frontal) eventually resulting in developed 
(habitual) subconscious movements indicated 
by pathway 2 and intentional, conscious 
movements represented by pathway 3. 
Anticipatory movements are grouped into the 
developed (pathway 2) category. 
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Whether the paradigm used is anatomical, physiological, psychological, neurological, etc, 
there is only one brain with parallel systems in action. Below are some ways to view brain 
activity. Each is a continuum, with a constant two-way exchange of information.  
 
Stimulus Location   Internal                                  External 
Processing Mode Ambient Where Am I* Ambient Where is It?* Focal What is It*    
Physiological Pathways               Magnocellular* Koniocellular* Parvocellular* 
Anatomical Categories Subcortical                               Cortical 
Functional Networks Survival Functions                         Executive Functions 
Psychological Activity Non-conscious                          Conscious 
Perceptual Activity    Arousal    Awareness    Attention    Intention 
Brainwave Type       delta      theta     alpha     beta    gamma 
Table 1. Simplified continuums in brain function analysis (*discussed in section 3) 
Visual, auditory and somatosensory signals are transmitted partly through the thalamus 
and partly other subcortical regions. From the thalamus, auditory signals travel to the 
temporal lobe, and visual signals to the occipital lobe, later combining with proprioceptive 
and somatosensory information from the body in the parietal lobe for higher cortical 
processing (Williams, 2010). 
The integration of somatosensory, auditory and visual inputs is one aspect of determining 
“Where am I?”. There are also cognitive systems operating to assist in spatial orientation 
(Arthur, Philbeck et al., 2009). However when using MRI machines to assess brain activity and 
functional circuitry in thinking and movement pathways, body movement cannot be used 
because it is restricted. Similarly, auditory testing is difficult to use, because there is ambient 
noise. Therefore, the obvious choice would be the eye -- easily accessible and directly 
connected to the brain. It must be noted that recent studies suggest an effect upon the subject’s 
vestibular system produced by the fMRI magnetic field (Roberts, Marcelli et al. 2011), which 
could possibly influence eye movement findings.  However, the effect was noted during a 
resting state when the visual system was not provided any meaningful drive. 
3. The mind-eye connection: Functional networks 
Although eye movement is commonly assessed by fMRI, the complete depth of possibilities 
has not fully been explored. As has been shown above, the eye is much more than a visual 
sensory organ; it provides the entrance to a two-way street into the body and the mind. In 
this chapter, for the sake of simplicity, only three subsystems -- motor, sensory and attention 
-- will be addressed, while remaining aware that they are part of a much bigger, more 
complex cortical/subcortical loop with multiple feedback and feedforward channels in a 
continually adapting dynamic system of metabolic and neurological functional networks.  
When the classically understood visual pathway from the eye to the visual cortex is engaged 
in a conscious activity (i.e. seeing), reflexive and responsive networks are also in use. For 
instance, the reading process comprises not only the cortical visual activity of seeing (letters 
on the page), but also a concurrent process creating the foundation for visualization and 
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interpretation. In addition, the mind is on the alert for external and internal sensory signals 
which may shift mental attention. If a person is reading and a loud noise occurs, attention 
will tend to shift as many events take place. The head reflexively turns toward the perceived 
sound location, postural mechanisms maintain balance and respiration, digestion and 
circulation systems are momentarily disrupted, to name a few. All in all, if processing is 
disrupted, attention is often hindered.  
There are numerous factors affecting visual processing such as internal health, attention, 
spatial awareness, emotional state, etc., each affecting the functional networking of reflexive, 
intuitive (developed) and analytical (intentional) processing pathways. If there is a problem 
in one or more functional networks, the issue could be due to structural damage or 
inefficient synchronization of systems. For instance, fMRI connectivity analysis 
demonstrates that auditory and visual cortices are linked; altering one affects the other 
(Eckert, Kamdar et al. 2008) . Recent studies propose that sensory systems might be able to 
be used to regulate timing of brainwaves (Hughes, 2008), implying that visual interventions 
could alter brain circuitry. fMRI testing revealed that in a resting state, activation in specific 
cortical networks differs between patients with Alzheimer’s disease and healthy people. 
This distinguishing factor of decreased metabolism in certain brain structures can be a 
potential biomarker for Alzheimer’s disease. (Greicius, Srivastava et al. 2004) 
Each individual has a unique filtering process that includes simultaneous and sequential 
processing before decisions are made as to motor output. The mind continually filters external 
and internal stimuli, choosing how to respond, with a complex series of conscious and non-
conscious thoughts and emotions, many of which affect brain networks connected with the 
eye. (Reactions, on the other hand, are more automatic, occurring without those “decision-
making” processes). As will be shown, each of these decisions, reactions and responses can be 
thought of in terms of “clues, cues and cruise control” and related to the three processing 
pathways. Consciously used clues lead to intentional movements, inferences of cues accessed 
beneath conscious awareness lead to habitual responses, and automatic reflex systems on 
“Cruise Control” lead to reflex movements that function unconsciously.  
(This is not a new concept. Dr. A.M Skeffington, the founding father of neuro-optometry, 
understood that patients’ use of visual systems was not a simple, mechanical matter of 
seeing but instead was a patient’s internal engagement with the external environment and 
desire to explore a spatial world around them. This was extremely evident to him by 
changes in the retinal reflex during optometric retinoscopy. Decades later, it was 
demonstrated that conscious perception of the external world activated fast brainwaves, 
different from the brain activity exhibited when perception of the external surroundings was 
not high attentional priority (Hughes, 2008).) 
Subsections, 3.1, 3.2 and 3.3. describe those processing channels in terms of 1) movements, 
including eye movements, 2) sensory signal processing, including retinal signals, and 3) 
attentional factors, modulated by external and internal elements.  
3.1 Movement networks: Reactions and responses 
There are many measureable motor outputs from the eye, including pupillary reactions, 
ciliary body activity, eyelid and extraocular muscles (EOM) movement. The intraocular 
(pupil and ciliary body) and extraocular muscles each use different circuitry (Muri, Iba-
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Zizen et al., 1996), often combining with feedback from eye muscle position 
(proprioceptors) in the eye and neck muscles. Because the purpose is to discuss 
intentional, habitual (developed) and reflexive movement pathways, this chapter is 
limited to the related extraocular muscles which can be moved reflexively, habitually 
(from developed skills) or intentionally. The eyelid will not be included because it is 
innervated by both smooth and skeletal muscles, and is therefore controlled by different 
functional networks.  
Although the eyes can be moved voluntarily, most eye movements are reflexive (Weir, 2006).  
Figure 2 shows reflexive reactions of extraocular muscles include the following, which share 
many of the same neuronal pathways: 
 Vestibulo-Ocular Reflex (VOR) moves the eyes to counteract head movement, allowing 
the eyes to maintain fixation – a function critical for stabilizing the eyes while the head 
is moving.  
 Optokinetic Nystagmus Reflex (OKN) pathways help eye stabilization during an 
involuntary fixation of moving objects (Swenson, 2006). 
 Reflexive Saccadic eye movements – when the superior colliculus sends signals 
reflexively pointing the eyes to stimuli of interest, such as flashes of light or loud noises. 
The superior colliculus contains a spatial mapping of the external environment and 
receives visual, auditory and somatic sensation from many locations, including the 
spinal cord, the cerebral cortex and basal ganglia.  
 
Vestibular Colliculus Neck 
  
Fig. 2. Reflex pathways of eye movements 
Cortical responses of extraocular muscles based on sensory input and attention: 
 Non-reflexive saccadic eye movements 
 Vergence eye movements – convergence and divergence, aiming the eyes toward a 
target on the z-axis. 
 Smooth Pursuit eye movements – require the eyes to be fixated on a moving external 
target. 
 Fixation eye movements – maintain target in line of central eyesight. 
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3.2 Sensory networks: Central and peripheral retinal signals 
Other neurological sensory input in the visual system includes proprioceptors from the 
EOM. There are also chemical pathways in the eye that have feedback and feedforward 
input, such as the consistency of corneal tear layer which varies as the nervous system is 
stressed, and the chemical gradients in the optic nerve which vary with retinal activity. 
The retina itself functions constantly, extraordinarily busy with metabolic and neurological 
activity, even during sleep. In fact, when eyelids are closed, regardless of the waking state, 
photic stimulation caused by ambient lighting affects retinal (and brain) processing. 
Concurrently, there is non-photic stimulation from metabolic activity. Of the multiple 
sensory networks in the eye, this section will focus on central and peripheral retinal 
stimulation. (Section 3.1 discussed retinal signals that were transmitted directly through the 
midbrain’s superior colliculus to elicit reflex eye movements. This section emphasizes the 
retinal signals that synapse at the thalamus’ lateral geniculate nucleus (LGN) and continue 
to the occipital lobe.)  
Retinal stimulation occurs in at least three ways: from extrinsic illumination (light or lack of 
light), from intrinsic chemical changes via circadian rhythms (Tombran-Tink and Barnstable, 
2008), or by mechanically induced pressure. The fact that extrinsic illumination stimulates 
the retina, in easily manipulated ways, will help establish the visual stress biomarker 
proposed in the beginning of the paper. During an fMRI, the visual stress test determines 
when the peripheral retinal stimulation reaches its threshold and distracts central retinal 
attention of details. Central stimulation occurs when the macular region receives light where 
attention is placed. 
Chemically and electrically, there is a monumental amount of internal processing occurring 
in the retina via the main groups of retinal cells (bipolar, ganglion, horizontal, amacrine, 
photoreceptor and Mueller), which are subdivided into over a hundred cell types, each 
performing a different task. This cellular teamwork allows for such functions as luminous 
efficiency, sensitivities to spectral frequencies and gated signaling channels.  
Retinal processing begins at the photoreceptor level when a photon of light is absorbed by 
the molecule rhodopsin, converting it into an activated state. Subsequently, a cascade of 
chemical changes occurs in the outer retina, leading to various ion channels opening and 
closing, eventually eliciting an electrical response in the inner retina, which is monitored by 
action potentials and calcium regulation pathways. The traveling signals eventually arrive 
in ganglion cells, continuing through the optic nerve and into the brain (Tombran-Tink and 
Barnstable, 2008) (See Figure 3).  
The superior, inferior, temporal, nasal and macular portions of the retina are developed 
from completely different sets of chemical pathways and genetic codes, and each of those 
five geographical sections in the retina is regulated by different transcription factors and 
develops during different timeframes (DeGrip, Pugh et al., 2000; Tombran-Tink and 
Barnstable, 2008). This is important, because patterned neuronal activity in the early retina 
has a substantial influence on the retinotopic organization of the superior colliculus (Mrsic-
Flogel, Hofer et al., 2005). Therefore, stimulating selected retinal portions with visual 
interventions can induce processing changes. 
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Retinal pathways differ not only in development, but also in function. This has been 
demonstrated by fMRI testing indicating that nasal and temporal regions vary in melatonin 
suppression (Ruger, Gordijn et al., 2005). Binasal occlusion on eyeglasses has been used for 
years to visually treat patients with crossed eyes and brain injuries. Perhaps this occlusion 
alters the chemical pathways, indirectly affecting neurological circuitry in eye movement 
control and thus perception of surrounding space (linking motor, sensory and attentional 
circuitry). Processing also differs between the inferior and superior hemifields of external 
space (Rubin, Nakayama et al., 1996). For instance, people are generally more attuned to 
visual information entering from the lower portion of external space (light coming upward 
stimulating the superior retina) than to light stimulating the inferior retina. 
Alteration of retinal stimulation affects both subcortical and cortical processing. Visual 
processing has been documented in several hundred functional feedback and feedforward 
brain pathways encompassing almost fifty cortical regions (Klemm, 1996), and fMRI 
allows for better three dimensional spatial resolution of these pathways. When activated 
by light, the retina triggers activity at three concurrent levels of processing: analytical 
(conscious, simultaneous or sequential), intuitive (subconscious) and autonomic 
(unconscious). Eventually an fMRI database of normal functions can be accumulated so 
that functional changes during disease processes could be compared to normed data. 
fMRI usage can thus aid in the differentiation of pathways in concurrent systems during 
mental activity. 
 
Fig. 3. Central and peripheral light rays striking the retina, exiting the optic nerve.  
©2011 Mind-Eye Connection Reprinted with permission. For simplification, the dendrites 
are drawn in a line, but do vary in length. 
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3.2 Sensory networks: Central and peripheral retinal signals 
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(unconscious). Eventually an fMRI database of normal functions can be accumulated so 
that functional changes during disease processes could be compared to normed data. 
fMRI usage can thus aid in the differentiation of pathways in concurrent systems during 
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3.3 Attentional networks 
Retinal stimulation is, of course, only one portion of sensory input to the eye. There are 
many other sensory signals involved, such as proprioceptor information and signals from 
corneal receptors. Consider the effect of a small eyelash rubbing against the cornea. During 
the time when the eyelash is bothersome, reflex tearing occurs, the eyelid reflexively blinks, 
the extraocular muscles reflexively point the eyes away from the pain, the auditory system’s 
awareness of the surroundings constricts, the pupils change size, etc. If the person wishes to 
continue to see, he must apply conscious effort. In a stressed condition or diseased state, the 
need to apply conscious attention will occur sooner and more frequently than under normal 
conditions. That painful sensory stimulus creates an attentional demand, diverting attention 
away from the external environment and eyesight. The sensory system and motor systems 
are not simply mechanical; they are inextricably linked with and influenced by attentional 
networks.  
This process of sensory input via light striking the retina does not take place in a vacuum. 
Other events may influence the individual’s perception, including which details are 
selectively filtered out from the available information at a given time. The level of awareness 
an individual is able to experience is dependent not only on the proper functioning of the 
retina and other structures of the eye, but also on the availability of the mind’s attentional 
networks – neurological and chemical. This fact offers insight into patient function and 
dysfunction and also presents many possibilities for designing tests to define the normal 
parameters of conscious attention versus reflexive and habitual activity. 
In 1911, an article commented on how retinal reflexes changed depending on attention 
factors and the angle of the light (Wilson, 1911). A hundred years later, in 2011, a more 
analytical research project demonstrated the validity of that concept in migraine sufferers 
(Huang, Zong et al., 2011).  
In the 1930’s, Dr. A.M. Skeffington, described “vision” as an emergent concept from four 
intertwining circles (Where am I? Where is it? What is it? and Speech/Auditory). The 
“Where am I?” relies mainly on subcortical processing, the “Where is it?” “What is it” and 
“Speech/Auditory” rely mainly on cortical processing. Dr. Skeffington spent years 
promoting his thoughts that the eye was part of the body, controlled by the brain, and that 
changing information which entered the eye would affect the entire body (Skeffington, 
1957). This pioneering optometrist believed that sensory systems should be evaluated in 
total rather than in isolation. For instance, he believed that eye aiming and focusing be 
evaluated together as a team, termed a visual reflex, rather than separately as convergence 
and accommodation, since they are not separate. One responsibility of optometrists whose 
work emphasizes neuro-optometry is to measure the function or dysfunction of retinal 
circuitry. fMRI research demonstrates (decades after Dr. Skeffington’s proposals) that the 
eyes do affect brain and body circuitry. (There is also interplay between an individual’s 
genetic predisposition and their unique experiences, regulating brain circuitry.) 
The sensory inputs of both eyes have magnocellular, koniocellular and parvocellular portions, 
arising from peripheral and central retinal stimulation. The magnocelluar portion is further 
divided into two smaller parts: non-conscious reflex and developed pathways. Testing the 
mental shift in attention from ambient processing (magnocellular pathways) to focal 
processing (parvocellular pathway) is important in differentiating movement pathways. 
 
fMRI Analysis of Three Concurrent Processing Pathways 
 
93 
Magnocellular (M) system provides answers to “Where am I?” and “Where is It?” at a 
reflexive and a cortical level respectively, beneath conscious awareness, and the parvocellular 
(P) system answers the meaningful question of “What is It?” at the cortical level. 
The fastest retinal signal pathway is the reflexive “Where am I?” portion of the magnocellular 
(M) pathway involving retinal signals that are processed subcortically. Of the retinal 
signals continuing through the optic radiations before arriving at the occipital cortex, some 
originate from macular stimulation (carrying information regarding color and detail) and 
others from peripheral retinal activation (carrying information regarding such factors as speed, 
location, size and shape). When entering the occipital lobe’s striate cortex, the information is 
spatially based (externally controlled), with a point to point spatial representation of the 
external world mapped with pinpoint precision. However, upon exiting the occipital lobe, 
information is attentionally based (internally controlled), with the dorsal stream going on to the 
parietal lobe (carrying “Where is It?” signals of background information) and the ventral 
stream continuing to the temporal lobe (carrying “What is It?” signals of target information). 
Signals from the dorsal and ventral streams integrate, eventually arriving in the frontal lobe. 
From there, signals are transmitted to cranial nerves III, IV and VI which send signals to the 
extraocular muscles, resulting in eye movement.  
In 2011, it was determined that a Koniocelluar (K) pathway activity might be gating the 
cortical circuits fed by the M and P pathways and hypothesized that the sensory streams can 
be adjusted to modify brain rhythms via parallel visual pathways (Cheong, Tailby et al., 
2011). Also, each of the two cortical visual streams also have connections with subcortical 
nuclei (Webster, Bachevalier et al., 1995). These studies seem to provide validity to the 
concept of a visual stress biomarker. 
In addition to the “Where am I?” (subcortical processing), “Where is It?” (dorsal stream) and 
“What is It?” (ventral stream), hypotheses for When and Why pathways emerged in 2003 
(Krekelberg, 2003). In 2011, a study found a “When” pathway and demonstrated its 
connections between the visual cortex and the temporal lobe (Naya and Suzuki, 2011).  
Sensory stimuli are filtered during processing, and decisions are made by the mind based on 
arousal, attention, awareness, emotions and memories. Conscious attention and awareness 
are often directed to different volumes of surrounding space which can be expanded or 
constricted depending on other internal and external signals, including general health and 
fatigue. Intra-cortical connections are responsible for routing information selectively to 
progressively higher and higher levels of processing. There is top-down processing from 
memory circuitry and bottom-up processing from retinal input, with the control of visual 
attention thought to be found in the pulvinar (the back section of the thalamus) (Olshausen, 
Anderson et al. 1993). The thalamus is also responsible for mediating the interaction 
between attention and arousal during perceptual and cognitive tasks (Portas, Rees et al., 
1998; Saalmann and Kastner 2009, 2011). Dr. Selwyn Super, an optometrist whose work 
emphasizes neuro-optometry, discusses intention as a top-down executive function with 
feedforward and anticipatory circuitry and attention with both top-down and bottom-up 
connections, competing with each other. In the case of patients with attentional neglect, 
where internal awareness of surrounding space or of their body is not normal, some are 
deemed sensory-attentional, others motor-intentional and still others as having 
representational deficits (Super, 2005).  
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It is clear that controlled, subtle continual change in retinal stimulation will eventually cause 
shifts in attentional demands and brain activity as signals trigger shifts from arousal to 
awareness to attention. This type of controlled change can be produced by optometric 
methods. 
  
Fig. 4. Magnocellular “Where is It?” pathway signals traveling in middle temporal (MT) and 
medial superior temporal (MST) lobes. 
 
Fig. 5. Parvocellular “What is It?” pathway Signals traveling through the inferior temporal 
(IT) lobes. 
4. Optometric changes to functional networks  
Optometric tools, such as prisms, break light into frequencies and spatially distribute the 
light onto the retina. Each tool stimulates different areas of the retina, and as the eye moves, 
the optic flow sent to the brain is altered. By relying on the point to point brain mapping 
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from the retina to the visual cortex, and the non-visual pathways from the retina to other 
brain circuitry, visual intervention could affect fMRI findings.  
The visual changes could be accomplished by using combinations of lenses, prisms and 
filters (including occlusion) to alter entering light. The amount and direction of light input 
can be a controlled variable, and the patient’s reactions to changing environmental stimuli 
can be measured to determine how well, and in what areas, the subcortical and cortical 
networks are interacting as well as its tipping point. Circuitry and pathways used for 
information processing can be identified and modified.  
The visual spectrum has more to offer than eyesight alone. For instance, prisms and mirrors 
together are being developed to render objects invisible to the human eye (Zhang, Luo et al., 
2011), and mirrors are being used in rehabilitations in patients with neglect from brain 
trauma (Ramachandran and Altschuler, 2009). 
Intentional eye movements and retinal stimulation are often used to induce changes in brain 
activity during fMRI testing. Equally as valuable, is an assessment of a patient’s adaptation 
to environmental change. Disruption of mechanisms can lead to disease. If there is 
significant variation from a normal database, eye movements can be used during fMRIs to 
detect deviations in information processing, perhaps identifying disease states before 
structural breakdowns occur. 
 
Visual interventions can be in many forms, each stimulating the retina in a different way. 
 Lenses – dispersing light toward the edges or the center of the retina. This 
change in light mainly alters the balance between central and peripheral 
circuitry by having the target and background occupy different percentages of 
the retinal input. 
 Yoked Prisms – angling light toward one edge of the retina. This initially affects 
the body’s positional sense, because reflexive eye movements will point the 
eyes toward the incoming light, triggering internal postural mechanisms in the 
hips for stability of balance, to counteract the eye movement. Depending on the 
stability of the person’s sense of balance, attention may be then shifted to 
external targets.  
 Non-yoked prisms – angling light toward either nasal or temporal retinal 
sensors. The eyes will also reflexively point toward the light, but this inward 
and outward movement stimulates different visual and postural mechanisms 
(shoulders rather than hips), pulling attention to the object location. 
 Filters – altering either spatial or temporal retinal input, thus affecting 
processing. 
 Tints - filtering out specific wavelengths of light, stimulating specific retinal 
cells, primarily altering internal sensations, via the autonomic nervous system. 
 Mirrors – make targets appear farther away than the mirror frame, creating a 
sensory mismatch between the central (target) and peripheral (background).  
 ©2010 Mind-Eye Connection Reprinted with permission 
Table 2. Optometric tools for non-invasive visual interventions  
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Movements, sensory inputs and attention can be considered within a broader framework of 
sensory integration. For instance, just because a person can hear and see does not mean he 
can simultaneously watch and listen to a moving target such as a teacher in a classroom. 
Using visual stress tolerated, as a biomarker for normal brain adjustments, will demonstrate 
adaptation ability (as long as the patient’s individual tolerance level and overall physical 
and mental state is considered).  
Eye stimulation can be used for both diagnostic and therapeutic purposes. When a person 
doesn’t appropriately adapt to environmental changes, this proposed biomarker will be 
outside of a normal range. For instance, adaptation to specific spatial shifts in prisms led 
researchers to the conclusion that prism adaptation was processed in motor parts of the 
brain relating to action timing. Patients adapted to the prisms’ spatial displacement 
independent of awareness of subjective timing (Tanaka, Homma et al., 2011). 
5. Conclusion: A biomarker for usage of clues, cues and cruise control 
The exploration of brain activity following changes in retinal inputs is fundamental for a 
better understanding of the basic principles governing large-scale neuronal dynamics. The 
hypo- and hypersensitivity of the retina, even through a closed eyelid, suggest a 
neurological basis for the diagnostic and therapeutic effect of lenses to consciously and non-
consciously alter incoming sensory signals and influence brain processing.  
Current functional magnetic resonance imaging vision research tends to focus on 
perception, or on eyesight and damage in eye structures, such as optic neuritis and macular 
degeneration. However, the eye offers much more. Its interactions and relationships within, 
between and among motor, sensory and attentional networks (as well as emotional and 
cognitive systems) can be documented by controlling external environmental changes and 
measuring internal adaptation, thus differentiating among the three concurrent processing 
pathways and movement outputs.  
Assessment of the three different levels of eye movement and adaptation to change is 
important for diagnosis of systems’ instability or dysfunction, with the ultimate goal to 
measure shifts in attention and compare to a normed database. Thoughts and movements 
are integrated via:  
 Consciously used clues, leading to intentional movements 
 Inferences of cues accessed beneath conscious awareness, leading to developed or 
habitual actions  
 Automatic reflex systems on “Cruise Control” leading to movements that function 
unconsciously  
Thus, visual systems involve not solely what the eyes see, but the integration of neural 
pathways. When observed during fMRI, eye motor responses offer insight into brain 
activity and can be helpful to further categorize and appropriately treat the increasing 
incidence of degenerative and other conditions. Specifically, a visual stress test can 
influence brain circuitry via alterations of retinal input during an fMRI procedure (using 
lenses, prisms, mirrors and/or filters) and can have the potential for revealing 
dysfunction in such pathways as information processing, attention, movement and other 
interconnected sensory systems. Imaging techniques are useful ways to demonstrate 
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dysfunctional circuitry, both in grey and white matter, but sometimes the dysfunction has 
to be stressed before a breakdown can be observed. Clinical applications could include 
assessments of functional breakdowns in disease states, e.g., seizure disorders, memory 
deficits and visuo-cognitive abilities in patients with Alzheimer’s disease and eye 
movement control and balance in patients with traumatic brain injuries or Parkinson’s 
disease.  
Retinal pathway changes and impairments have been noted in patients with epilepsy, 
Parkinson’s and Alzheimer’s along with other diseases (van Baarsen, Porro et al., 2009; 
Altintaş, Iseri, et al., 2008; Cubo,Tedeio, et al. 2010; Parisi V, 2003). Cortical atrophy in 
Alzheimer’s patients can be seen years before cognitive impairment becomes evident 
(Dickerson, Stoub et al. 2011), yet cognitive impairment is not always the first symptom of 
Alzheimers disease (38% of people have vision, behavior or other warning signs (Balasa, 
Gelpi, et. al. 2011) and that the default network brain activity differs in people with 
Alzheimer’s (Shin J., Kepe, V. et al., 2011). This paper hypothesizes that shifts in cognitive 
and attentional systems can be observed even earlier, using neuro-optometric 
interventions during fMRI, in combination with other testing methods, to measure an 
abnormal functional shift in either default attentional networks or cognitive networks, 
before the structural atrophy occurs. A defect in functional connectivity would be a valuable 
biomarker.  
Embracing a viewpoint of brain circuitry and metabolism could shift optometry toward a 
profession of selective neurological and biochemical pathway stimulation. Using the eye as 
a portal to the nervous system, measurements of internal reactions and responses to external 
changes can be made, in hopes of providing a useful visual stress biomarker for future 
disease research and eventual interventions for preventive healthcare. 
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Using visual stress tolerated, as a biomarker for normal brain adjustments, will demonstrate 
adaptation ability (as long as the patient’s individual tolerance level and overall physical 
and mental state is considered).  
Eye stimulation can be used for both diagnostic and therapeutic purposes. When a person 
doesn’t appropriately adapt to environmental changes, this proposed biomarker will be 
outside of a normal range. For instance, adaptation to specific spatial shifts in prisms led 
researchers to the conclusion that prism adaptation was processed in motor parts of the 
brain relating to action timing. Patients adapted to the prisms’ spatial displacement 
independent of awareness of subjective timing (Tanaka, Homma et al., 2011). 
5. Conclusion: A biomarker for usage of clues, cues and cruise control 
The exploration of brain activity following changes in retinal inputs is fundamental for a 
better understanding of the basic principles governing large-scale neuronal dynamics. The 
hypo- and hypersensitivity of the retina, even through a closed eyelid, suggest a 
neurological basis for the diagnostic and therapeutic effect of lenses to consciously and non-
consciously alter incoming sensory signals and influence brain processing.  
Current functional magnetic resonance imaging vision research tends to focus on 
perception, or on eyesight and damage in eye structures, such as optic neuritis and macular 
degeneration. However, the eye offers much more. Its interactions and relationships within, 
between and among motor, sensory and attentional networks (as well as emotional and 
cognitive systems) can be documented by controlling external environmental changes and 
measuring internal adaptation, thus differentiating among the three concurrent processing 
pathways and movement outputs.  
Assessment of the three different levels of eye movement and adaptation to change is 
important for diagnosis of systems’ instability or dysfunction, with the ultimate goal to 
measure shifts in attention and compare to a normed database. Thoughts and movements 
are integrated via:  
 Consciously used clues, leading to intentional movements 
 Inferences of cues accessed beneath conscious awareness, leading to developed or 
habitual actions  
 Automatic reflex systems on “Cruise Control” leading to movements that function 
unconsciously  
Thus, visual systems involve not solely what the eyes see, but the integration of neural 
pathways. When observed during fMRI, eye motor responses offer insight into brain 
activity and can be helpful to further categorize and appropriately treat the increasing 
incidence of degenerative and other conditions. Specifically, a visual stress test can 
influence brain circuitry via alterations of retinal input during an fMRI procedure (using 
lenses, prisms, mirrors and/or filters) and can have the potential for revealing 
dysfunction in such pathways as information processing, attention, movement and other 
interconnected sensory systems. Imaging techniques are useful ways to demonstrate 
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dysfunctional circuitry, both in grey and white matter, but sometimes the dysfunction has 
to be stressed before a breakdown can be observed. Clinical applications could include 
assessments of functional breakdowns in disease states, e.g., seizure disorders, memory 
deficits and visuo-cognitive abilities in patients with Alzheimer’s disease and eye 
movement control and balance in patients with traumatic brain injuries or Parkinson’s 
disease.  
Retinal pathway changes and impairments have been noted in patients with epilepsy, 
Parkinson’s and Alzheimer’s along with other diseases (van Baarsen, Porro et al., 2009; 
Altintaş, Iseri, et al., 2008; Cubo,Tedeio, et al. 2010; Parisi V, 2003). Cortical atrophy in 
Alzheimer’s patients can be seen years before cognitive impairment becomes evident 
(Dickerson, Stoub et al. 2011), yet cognitive impairment is not always the first symptom of 
Alzheimers disease (38% of people have vision, behavior or other warning signs (Balasa, 
Gelpi, et. al. 2011) and that the default network brain activity differs in people with 
Alzheimer’s (Shin J., Kepe, V. et al., 2011). This paper hypothesizes that shifts in cognitive 
and attentional systems can be observed even earlier, using neuro-optometric 
interventions during fMRI, in combination with other testing methods, to measure an 
abnormal functional shift in either default attentional networks or cognitive networks, 
before the structural atrophy occurs. A defect in functional connectivity would be a valuable 
biomarker.  
Embracing a viewpoint of brain circuitry and metabolism could shift optometry toward a 
profession of selective neurological and biochemical pathway stimulation. Using the eye as 
a portal to the nervous system, measurements of internal reactions and responses to external 
changes can be made, in hopes of providing a useful visual stress biomarker for future 
disease research and eventual interventions for preventive healthcare. 
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1. Introduction  
Rule-based behavior is defined as flexible information processing that occurs across the 
sensory and motor domains. Recent studies on human and nonhuman primates have led to 
the identification of a set of brain regions that mediate flexible rule-guided behavior (White 
and Wise, 1999; Asaad et al., 2000; Hoshi et al., 2000; Wallis et al., 2001; Bunge et al., 2003; 
Sakai and Passingham, 2006, Bengtsson SL et al 2009). Hand gestures or postures have often 
been used as sensory signals and/or motor responses that are supposed to be produced 
under behavioral rules, each of which is unique to a behavioral context (Bunge, 2004). The 
number of possible hand gestures is virtually limitless, but a set of certain familiar hand 
gestures is often used in various cognitive contexts or under various behavioral rules. 
“Rock–paper–scissors” (RPS) is an example of a set of familiar hand gestures that has been 
used to make selections during games. The same hand postures in the RPS game are used 
for counting with fingers in a different context. On the other hand, observations of hand 
gestures or postures are known to activate the mirror neuron system, which include 
functions that are related to the imitation and/or understanding of actions (Iacoboni et al., 
1999; Koski et al., 2002, 2003; Rizzolatti et al., 2004; Dinstein et al., 2007, 2008; Iacoboni and 
Dapretto, 2006; Iacoboni, 2009). When observers see a motor event that shares features with 
a similar motor event included in their motor repertoire, they are primed to repeat the same 
movement. Thus, given the natural tendency to imitate observed gestures, the brain regions 
involved in the observation and production of hand gestures guided by multiple rules has 
not been clear. To address this issue, we introduced a new rule-guided hand-gesture task 
that required subjects to produce an appropriate hand gesture in response to an observed 
hand posture according to two behavioral rules: the RPS-game rule and the number-based 
rule. Under these two different rules, the same hand gesture signified either rock–paper–
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1. Introduction  
Rule-based behavior is defined as flexible information processing that occurs across the 
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the identification of a set of brain regions that mediate flexible rule-guided behavior (White 
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Sakai and Passingham, 2006, Bengtsson SL et al 2009). Hand gestures or postures have often 
been used as sensory signals and/or motor responses that are supposed to be produced 
under behavioral rules, each of which is unique to a behavioral context (Bunge, 2004). The 
number of possible hand gestures is virtually limitless, but a set of certain familiar hand 
gestures is often used in various cognitive contexts or under various behavioral rules. 
“Rock–paper–scissors” (RPS) is an example of a set of familiar hand gestures that has been 
used to make selections during games. The same hand postures in the RPS game are used 
for counting with fingers in a different context. On the other hand, observations of hand 
gestures or postures are known to activate the mirror neuron system, which include 
functions that are related to the imitation and/or understanding of actions (Iacoboni et al., 
1999; Koski et al., 2002, 2003; Rizzolatti et al., 2004; Dinstein et al., 2007, 2008; Iacoboni and 
Dapretto, 2006; Iacoboni, 2009). When observers see a motor event that shares features with 
a similar motor event included in their motor repertoire, they are primed to repeat the same 
movement. Thus, given the natural tendency to imitate observed gestures, the brain regions 
involved in the observation and production of hand gestures guided by multiple rules has 
not been clear. To address this issue, we introduced a new rule-guided hand-gesture task 
that required subjects to produce an appropriate hand gesture in response to an observed 
hand posture according to two behavioral rules: the RPS-game rule and the number-based 
rule. Under these two different rules, the same hand gesture signified either rock–paper–
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scissors or null–two–five. We hypothesized that performance of the hand-gesture task under 
guidance of multiple rules would require that the meanings of hand-gestures to be 
represented in a rule-specific manner and the supervisory or other control system must be 
recruited to balance the rule-guided behavioral systems with the mirror system to overcome 
a covert and automatic tendency to imitate observed hand postures.    
2. Methods, results and discussion  
2.1 Materials and methods 
2.1.1 Subjects   
Nineteen healthy right-handed male subjects (mean age: 22.2 years, age range: 22–28 years) 
volunteered to participate in this study. All subjects had normal vision, and none had a 
history of neurological or psychiatric illness. Written informed consent was obtained from 
each subject before their participation in this study. All procedures were conducted in 
accordance with the guidelines approved by The Office of Policy Coordination of the 
Tohoku University Graduate School of Medicine.   
2.1.2 Rule-based hand-gesture task (Fig. 1) 
The subjects wore a head-mounted display to view objects projected by a computer and 
pushed buttons embedded in a small box held in their right hands. Participants were asked 
to perform a task involving rule-based hand gestures, as described in detail in the following 
section. Before functional magnetic resonance imaging (fMRI) scanning, all participants 
were asked to perform a brief exercise as a pre-scanning task.  
Subjects were asked to perform a task involving rule-based hand gestures (Fig. 1A). In each 
trial, participants were asked to gaze at a central fixation spot (white dot) that appeared on 
the screen for 1500–2500 ms. Next, one of three illustrations of hand shapes (rock, paper, or 
scissors) was presented on the screen as a sample stimulus for 500 ms (stimuli shown in Fig. 
1B). After a delay of 2500–4500 ms, the subjects were asked to produce a hand gesture in 
response to instruction cues. Two rule conditions were used: the RPS-rule condition and the 
number-rule condition. Under the RPS-rule condition (rock beats scissors, scissors beats 
paper, paper beats rock), one of three instruction cues—“win,” “draw,” or “lose”—was 
presented to the subjects for 500 ms (Fig. 1B, right and middle rows). As shown in the 
example presented in Figure 1A, each subject was instructed to produce the scissors gesture 
after observing the paper stimulus in response to the instruction to win. Under the number-
rule condition, rock represented null, scissors represented two, and paper represented five. 
The subject was asked to produce the hand gestures corresponding to the appropriate 
numbers according to three instruction cues: “more,” “equal,” or “less.” For example, the 
subject was required to produce the scissors hand gesture (two) in response to the rock 
stimulus (null) when an instruction cue of “more” was given. Presented with a number 
depicted by simple hand gestures, the subjects were instructed to use hand gestures to 
indicate the next higher or next lower number. Under both conditions, the subjects were 
instructed to press a button after producing the hand gesture. The inter-trial interval was 
3000 ms. All subjects practiced a short version of the task prior to scanning. The RPS-rule 
and number-rule conditions were blocked as shown in Figure1C. 
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Fig. 1. Schematic diagram of Rule-based hand-gesture task. (A) Task sequence during fMRI 
scanning. During stimulus presentation, one of three illustrations of hand shapes was 
presented on a screen. During the instruction and execution periods, one of three instruction 
cues (“win,” “lose,” or “draw” under the Rock–Paper–Scissors-(RPS)-rule condition of the 
RPS block; or “more,” “less,” or “equal” under the number-rule condition of the number 
block) was presented on the screen. (B) Illustrations of hand shapes were used for sample 
stimuli and instruction cues used to guide the production of hand gestures. (C) A scanning 
session consisted of blocks of trials. Each block occurred under either the RPS- or number-
rule condition and consisted of three to seven trials, yielding a total of 126 trials. The RPS 
block is represented in red and the number block is shown in blue. 
2.1.3 MRI data acquisition 
Images were obtained with a 3-Tesla MRI scanner (GE Signa Excite; GE Medical Systems, 
Milwaukee, WI, USA) equipped with echo-planar imaging capability. Functional MRI 
images were acquired using a gradient echo-planar sequence (repetition time = 3000 ms, 
echo time = 50 ms, field of view = 24 x 24 mm, matrix size = 64 x 64, flip angle = 90°, slice 
thickness = 7 mm (no interslice gap). We obtained 20 horizontal slices along the 
anteroposterior commissure AC-PC line, which encompassed the whole brain.  
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2.1.4 fMRI analysis 
Image processing and statistical analyses of the fMRI data were performed using statistical 
parametric mapping (SPM5; Wellcome Department of Imaging Neuroscience, London, UK, 
http://www.fil.ion.ucl.ac.uk) and Matlab (MathWorks, Natick, MA, USA). The effect of 
head motion across the scans was corrected by realigning all scans according to the first one. 
A mean image created from the realigned echo-planar imaging (EPI) images was co-
registered with the structural T1 image, and the structural images were normalized spatially 
to a standard template of 2 × 2 × 2-mm3 voxel size in the space (Montreal Neurological 
Institute (MNI) space). The derived spatial transformation was applied to the realigned EPI 
images. Subsequently, the normalized EPI images were smoothed spatially with an 8-mm 
full-width at half-maximum Gaussian filter to reduce noise and minimize the effects of 
normalization errors. 
The data for individual subjects were statistically analyzed using the general linear model in 
SPM5 software. The fMRI time-series data were modeled by a series of events convolved 
with a canonical hemodynamic response function. Global changes were adjusted by 
proportional scaling, and the low-frequency confounding effects were removed using an 
appropriate high-pass filter. 
Statistical analysis was accomplished within SPM. The design matrix for blocked analysis 
was computed to characterize regionally specific effects under the RPS- and number-task 
conditions using a kernel that approximated the hemodynamic response function. We 
calculated contrast with a boxcar reference waveform using a t-value (SPM{t}) at each voxel. 
The SPM{t} was transformed to the unit normal distribution SPM{Z}.  
To examine the activity changes related to each behavioral event during the task phase, we 
conducted an event-related analysis for each subject and a random-effect analysis for data 
from multiple subjects. In the single-subject-level analysis, we estimated the activity changes 
in response to the onset of sample stimuli under each rule condition. We also estimated 
activity changes in response to the instruction cues under each condition. According to these 
instructions, the subjects produced hand gestures that were identical to the sample when 
cued with “equal” or “draw.” These conditions were considered to represent imitations of 
observed hand postures. As noted later in the Results section, the reaction times (RTs) for 
these two instruction cues were very brief and similar to each other, suggesting the 
operation of a priming effect related to observing a sample.  
To identify rule-selective regions, we excluded regions affected by common priming effects 
based on the tendency toward imitation. In this sense, we considered activity changes in 
response to these instructions as baseline activity under the control condition. We then 
obtained the following two contrasts from each subject to identify rule-selective areas: the 
response to “win” or “lose“ (RPS-rule condition) minus the response to “equal“ or “draw“ 
(control condition), and the response to “more“ or “less“ (number-rule condition) minus the 
response to “equal“ or “draw“ (control condition). Thereafter, we also identified rule-
nonselective regions by performing a conjunction analysis of cortical activations common to 
number-rule and RPS-rule conditions.  
We computed the group effect with a random-effect model using a one-sample t-test. Voxels 
were given a threshold of p < 0.05 using a maximal false-discovery rate (FDR), a method of 
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correcting for multiple comparisons. Additionally, we applied parametric modulation to 
investigate the region corresponding to performance (RT or trial frequency) using a 
between-block design. A voxel-level threshold of p < 0.05 (FDR) and an extent threshold of 
five voxels were reported in the parametric modulation. The MNI coordinates were 
nonlinearly converted into Talairach coordinates using the MNI2tal® conversion program 
(ftp://ftp.mrc-cbu.cam.ac.uk/pub/imaging/MNI2tal/mni2tal.m).  
We used two types of software to identify anatomical and functional areas: the ‘Talairach 
Daemon’  client to identify Brodmann’s areas (BAs) (http://ric.uthscsa.edu/ projects/ 
talairachdaemon.html) and the AAL plugin (http://www.cyceron.fr/web/aal 
anatomical_automatic_labeling.html) to identify functional activation maps. 
2.1.5 Regions of interest (ROI) analysis  
To quantitatively examine the context of the brain activities, we conducted an ROI analysis 
based on the statistical parametric map obtained by the event-related analysis. We 
hypothesized that activated brain regions were classified into rule-selective (number-rule or 
RPS-rule) areas for implementation of rule-dependent task sets and common areas for 
supervisory roles or active memory retrieval against the covert tendency to imitate observed 
hand postures. Under the number-rule condition, we selected first set of three areas [i.e., the 
superior parietal lobule (SPL), the intraparietal sulcus (IPS), and the premotor area (PMA)] 
in which number representations were found. Although subjects usually play RPS-games to 
win, subjects were asked to produce hand gestures even though a particular hand gesture 
resulted in a loss under our RPS condition. Thus, we selected second set of three areas [i.e., 
the orbitofrontal cortex (OFC), the anterior cingulated cortex (ACC), and the pre-
supplementary area (pre-SMA)], which are involved in reward-based action selection or 
conflict resolution under the RPS-condition. We selected third set of three areas [i.e., the 
dorsolateral prefrontal cortex (DLPFC) for its role in executive functioning, the posterior 
cingulated cortex (PCC) for its role in the retrieval of memorized rules, and the 
supplementary motor area (SMA) for its role in memory-guided action selection] as 
nonselective areas common for both rules. We therefore defined the nine individual ROIs in 
each hemisphere of each subject.  
The ROIs that reached a statistical threshold of p < 0.05 were presented as spheres centered 
on the peaks of clusters within a radius of 8 mm. The mean percentage of signal change 
(relative to a fixation period inserted between blocks) within each ROI was calculated for 
each subject and task using Mars Bar® (http://marsbar.sourceforge.net/). 
2.2 Results  
2.2.1 Behavioral data for the fMRI scanning task  
To examine the effect of task condition on RTs, we plotted the averaged RTs and conducted 
statistical comparisons of the values obtained for these variables in response to each 
instruction cue (Fig. 2). Under the RPS-rule condition, the RTs in response to ”draw” were 
significantly shorter than RTs in response to “win“ [t(339) = 4.21, p = 0]. The RTs for ”draw” 
were significantly shorter than RTs in response to ”lose” [t(351) = 7.11, p = 0]. In contrast, 
under the number-rule condition, the RTs in response to ”equal” were significantly shorter 
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than those for ”more” [t(329) = 8.03, p = 0]. The RTs for ”equal” were significantly shorter 
than those for ”less” [t(335) = 11.35, p = 0]. Means and standard errors for all conditions are 
listed in Table 1. The shorter RTs for the ”draw” and ”equal” instructions under each rule 
condition may have reflected the rapid production of a hand gesture identical to the sample, 
reflecting the difference between the process of imitation and that of rule-based selection as 












Fig. 2. Average response times of all subjects. (A) Plot of reaction times under six instruction 










Values are means ±SE; msec. 
Table 1. The effect of instruction type on reaction time   
2.2.2 Neural activity during the instruction and execution periods 
We showed contrast activity changes in response to the instruction cues under the RPS-rule 
condition and the number-rule condition based on the event-related analysis explained in 
the Methods section. On the basis of these comparisons, instruction-related activity was 
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classified into three categories: RPS-rule-selective activity, which showed significantly 
greater changes in activity under the RPS than under the number condition [p < 0.05 (FDR)]; 
number-rule-selective activity, which showed significantly greater changes in activity under 
the RPS condition than under the number condition [p < 0.05 (FDR)]; and nonselective 
activity, which showed similar changes in activity under both the RPS and number 











A. RPS conditions > Control conditions
B. Number conditions > Control conditions








Fig. 3. Rule-selective activity during the execution period (A) Brain areas significantly 
activated in response to “win” or “lose” under the RPS-rule condition. (B) Brain areas 
significantly activated in response to “more” or “less” under the number-rule condition. 
To quantitatively examine activation patterns, we performed a ROI-based analysis for the 
OFC, IPS, and DLPFC by extracting data on the mean percent signal changes at each ROI, as 
shown in 4A, 4B, and 4C, respectively. ROI analysis of rule-related activity during the 
execution period was listed in Table 2. 
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Fig. 4. Rule-related activity and ROI analysis. (A) The orbitofrontal cortex (OFC) was 
significantly more activated under the RPS-rule condition than under the control and 
number-rule conditions. (B) The intraparietal sulcus (IPS) was significantly more activated 
under the number-rule condition than under the control and RPS-rule conditions. (C) The 
dorsolateral prefrontal cortex (DLPFC) was significantly more activated under both the RPS- 
and number-rule conditions than under the control condition (Table 2). 
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Region of activation   L/R   Area coordinates of peak activation  
 x y z Z value 
RSP > Number>ctrl 
ACC L/R 24 4 -10 40 4.01 
PreSMA L/R 6 4 21 63 4.82 
OFC L/R 47 44 19 -11 4.51 
Number >RPS> ctrl 
IPS L/R 7/40 36 -78 43 4.22 
PMA L/R 6 -41 -2 62 3.71 
SPL L/R 40 -41 -54 60 3.96 
Non-selective activity in RPS condition   (Number > ctrl) and (RPS> ctrl) 
DLPFC L/R 9 50 14 45 3.77 
SMA L/R 6 -4 -10 74 3.87 
PCC L/R 23 -4 -38 26 4.02 
Non-selective activity in Number condition (Number > ctrl) and (RPS> ctrl) 
DLPFC L/R 9 50 14 45 3.1 
SMA L/R 6 -4 -10 74 3.66 
PCC L/R 23 -4 -38 26 3.47 
Table 2. ROI analysis of rule-related activity during the execution period 
Furthermore, to quantitatively compare the rule-related activity in response to the “win” 
and “lose“ instructions under the RPS-rule condition, we conducted a ROI analysis for the 
ACC (BA24) and OFC (BA47). We found that the ”lose” and ”win” cue elicited significantly 
greater changes in activity than the ”draw” cue under the RPS condition (Fig. 5A). To 
quantitatively compare the instruction-related activity of the ”more” and ”less” cues under 
the number-rule condition, we also conducted a ROI analysis for the IPS (BA7/40) and the 
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Fig. 5. ROI analysis of rule-related activity during the execution period. (A) The anterior 
cingulate cortex (ACC) and orbitofrontal cortex (OFC) were significantly more activated in 
response to “lose” and “win” than to “draw.” (B) The intraparietal sulcus (IPS) and 
premotor area (PMA) showed similar activation in response to “more” and “less.” 
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Fig. 4. Rule-related activity and ROI analysis. (A) The orbitofrontal cortex (OFC) was 
significantly more activated under the RPS-rule condition than under the control and 
number-rule conditions. (B) The intraparietal sulcus (IPS) was significantly more activated 
under the number-rule condition than under the control and RPS-rule conditions. (C) The 
dorsolateral prefrontal cortex (DLPFC) was significantly more activated under both the RPS- 
and number-rule conditions than under the control condition (Table 2). 
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 x y z Z value 
RSP > Number>ctrl 
ACC L/R 24 4 -10 40 4.01 
PreSMA L/R 6 4 21 63 4.82 
OFC L/R 47 44 19 -11 4.51 
Number >RPS> ctrl 
IPS L/R 7/40 36 -78 43 4.22 
PMA L/R 6 -41 -2 62 3.71 
SPL L/R 40 -41 -54 60 3.96 
Non-selective activity in RPS condition   (Number > ctrl) and (RPS> ctrl) 
DLPFC L/R 9 50 14 45 3.77 
SMA L/R 6 -4 -10 74 3.87 
PCC L/R 23 -4 -38 26 4.02 
Non-selective activity in Number condition (Number > ctrl) and (RPS> ctrl) 
DLPFC L/R 9 50 14 45 3.1 
SMA L/R 6 -4 -10 74 3.66 
PCC L/R 23 -4 -38 26 3.47 
Table 2. ROI analysis of rule-related activity during the execution period 
Furthermore, to quantitatively compare the rule-related activity in response to the “win” 
and “lose“ instructions under the RPS-rule condition, we conducted a ROI analysis for the 
ACC (BA24) and OFC (BA47). We found that the ”lose” and ”win” cue elicited significantly 
greater changes in activity than the ”draw” cue under the RPS condition (Fig. 5A). To 
quantitatively compare the instruction-related activity of the ”more” and ”less” cues under 
the number-rule condition, we also conducted a ROI analysis for the IPS (BA7/40) and the 
















ACC [ 4 -10 40] 
**
**



























1[ 32 -21 75] 












IPS [ 36 -78 43] PMA
 
Fig. 5. ROI analysis of rule-related activity during the execution period. (A) The anterior 
cingulate cortex (ACC) and orbitofrontal cortex (OFC) were significantly more activated in 
response to “lose” and “win” than to “draw.” (B) The intraparietal sulcus (IPS) and 
premotor area (PMA) showed similar activation in response to “more” and “less.” 
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2.2.3 Neural activity during the observation periods 
We examined brain activation during the observation period (Fig. 6) and in general found 
greater activation in various task-related areas under the number-rule condition than under 
the RPS-rule condition. Based on our findings of rule-selective activities in response to 
instructional cues and to sample hand shapes, we compared the rule selectivity for the two 
task periods. Areas showing number-rule selectivity during the instruction and execution 
periods were more active under the number-rule than under the RPS-rule condition during 
the observation period (Fig. 6B). However, areas showing RPS-rule selectivity during the 
instruction and execution periods were active under both conditions during the observation 
period (Fig. 6A). Several RPS-rule-selective brain areas were more active under the number-
rule than under the RPS-rule condition.   
 
B. Number-rule condition





Fig. 6. ROI analysis of rule-related activity during the execution period. Brain areas 
activated in response to the hand-shape stimuli under the RPS-rule and number-rule 
conditions during the observation period. (A) Brain areas activated in response to the hand-
shape stimuli under the RPS-rule condition. (B) Brain areas activated in response to the 
hand-shape stimuli under the number-rule condition. 
To quantitatively examine changes in activity, we performed a ROI analysis on the IPS, 
PMA, ACC, and OFC. Both the IPS and PMA showed higher activation under the number-
rule condition during the instruction, response, and observation periods (Fig. 7A). In 
contrast, the OFC was activated in response to the sample hand shape under both 
conditions. Unexpectedly, the ACC showed greater activation under the number-rule 
condition than under the RPS-rule condition even though this area was preferentially active 
under the RPS-rule condition during the instruction and execution periods and thus 
reflective of selective activity during the instruction and execution periods (Fig. 7B). 
 























































Fig. 7. ROI analysis of rule-related activity in the observation period. (A) IPS and PMA 
showed greater activation under the number-rule condition than under the RPS-rule 
condition during the observation and execution periods. (B) OFC and ACC showed greater 
activation under the number-rule condition than under the RPS-rule condition even though 
they are classified as RPS-selective areas. 
2.3 Discussion  
We defined the brain regions recruited for recognition and production using two behavioral 
rules. Rule one was based on the RPS game in which subjects were required to produce 
hand gestures in response to the observed sample hand postures according to one of three 
instructions: “win”, “draw”, or “lose” (RPS rule). The other rule two was based on number 
gestures in which subjects were required to produce number gestures by hand for the value 
of the observed hand posture in response to one of three instructions: “more”, “equal”, or 
“less” (number rule). A closed fist, extended index and middle fingers, and extensions of all 
fingers were gestures common to both rules, denoting rock, scissors, and paper, 
respectively, under the RPS-rule condition and null, two, and five, respectively, under the 
number-rule condition. We found that production of the same hand gestures recruited 
activation of different brain regions and that the IPS and the PMA exhibited distinct 
activation when subjects observed the sample hand shapes and produced the hand gestures 
according to the instructions under the number-rule condition. We also found that the ACC 
and the OFC exhibited distinct activation when the subjects produced the hand gestures 
under the RPS-rule condition. Under both “equal“ and “draw“ conditions, reaction times 
were shorter and rule-selective activities decreased compared to other conditions. These 
findings clearly demonstrated that observation of hand shapes evoked a priming effect for 
the mirror system Furthermore, both the ACC and OFC were active when the subjects 
observed the sample hand shapes, irrespective of the current rule condition. This finding 
indicated that observation of hand shapes also evoked covert activations in RPS rule-
selective areas. The lateral prefrontal cortex (LPFC) was active under both rule conditions, 
suggesting a role coordinating the mirror and rule-guided gesture systems as a supervisory 
controller.   
2.3.1 Mirror system, rule-based perception, and production of hand gestures 
Rapid reproduction of the hand gestures representing equal in the number-rule and draw 
under the RPS-rule conditions suggested the priming effect of the mirror system. Observers 
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conditions during the observation period. (A) Brain areas activated in response to the hand-
shape stimuli under the RPS-rule condition. (B) Brain areas activated in response to the 
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To quantitatively examine changes in activity, we performed a ROI analysis on the IPS, 
PMA, ACC, and OFC. Both the IPS and PMA showed higher activation under the number-
rule condition during the instruction, response, and observation periods (Fig. 7A). In 
contrast, the OFC was activated in response to the sample hand shape under both 
conditions. Unexpectedly, the ACC showed greater activation under the number-rule 
condition than under the RPS-rule condition even though this area was preferentially active 
under the RPS-rule condition during the instruction and execution periods and thus 
reflective of selective activity during the instruction and execution periods (Fig. 7B). 
 























































Fig. 7. ROI analysis of rule-related activity in the observation period. (A) IPS and PMA 
showed greater activation under the number-rule condition than under the RPS-rule 
condition during the observation and execution periods. (B) OFC and ACC showed greater 
activation under the number-rule condition than under the RPS-rule condition even though 
they are classified as RPS-selective areas. 
2.3 Discussion  
We defined the brain regions recruited for recognition and production using two behavioral 
rules. Rule one was based on the RPS game in which subjects were required to produce 
hand gestures in response to the observed sample hand postures according to one of three 
instructions: “win”, “draw”, or “lose” (RPS rule). The other rule two was based on number 
gestures in which subjects were required to produce number gestures by hand for the value 
of the observed hand posture in response to one of three instructions: “more”, “equal”, or 
“less” (number rule). A closed fist, extended index and middle fingers, and extensions of all 
fingers were gestures common to both rules, denoting rock, scissors, and paper, 
respectively, under the RPS-rule condition and null, two, and five, respectively, under the 
number-rule condition. We found that production of the same hand gestures recruited 
activation of different brain regions and that the IPS and the PMA exhibited distinct 
activation when subjects observed the sample hand shapes and produced the hand gestures 
according to the instructions under the number-rule condition. We also found that the ACC 
and the OFC exhibited distinct activation when the subjects produced the hand gestures 
under the RPS-rule condition. Under both “equal“ and “draw“ conditions, reaction times 
were shorter and rule-selective activities decreased compared to other conditions. These 
findings clearly demonstrated that observation of hand shapes evoked a priming effect for 
the mirror system Furthermore, both the ACC and OFC were active when the subjects 
observed the sample hand shapes, irrespective of the current rule condition. This finding 
indicated that observation of hand shapes also evoked covert activations in RPS rule-
selective areas. The lateral prefrontal cortex (LPFC) was active under both rule conditions, 
suggesting a role coordinating the mirror and rule-guided gesture systems as a supervisory 
controller.   
2.3.1 Mirror system, rule-based perception, and production of hand gestures 
Rapid reproduction of the hand gestures representing equal in the number-rule and draw 
under the RPS-rule conditions suggested the priming effect of the mirror system. Observers 
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are primed to repeat a motor event that shares features with a similar motor event present in 
their motor repertoire upon encountering it. It means the greater the similarity between the 
observed event and the previous motor event, the stronger will be the priming effect (Prinz, 
2002). Decreases in rule-selective activities also supported the covert effect of the mirror 
system.  
A human mirror system has been elucidated by a substantial number of studies that 
focused on reactions to the observation of actions performed by others (Iacoboni et al., 
1999; Koski et al., 2002, 2003; Rizzolatti et al., 2004; Dinstein et al., 2007, 2008; Iacoboni and 
Dapretto, 2006; Iacoboni, 2009). This mirror system forms a complex network consisting of 
an anterior area in the IFC that encompasses the posterior inferior frontal gyrus (IFG) and 
the adjacent ventral premotor cortex (PMC) as well as a posterior area in the rostral part 
of the inferior parietal lobule (IPL) (Iacoboni et al., 1999; Koski et al., 2002, 2003; Rizzolatti 
et al., 2004; Brass and Heyes, 2005; Dinstein et al., 2007, 2008; Iacoboni and Dapretto, 2006; 
Iacoboni, 2009). The rule-selective areas, such as the ACC and OFC, under the RPS-rule 
condition and the PMA (PMd) and IPS were not included in the conventional mirror 
neuron system (Gazzola V and Keysers C. 2009). One hypothesis about the functional role 
of mirror neurons is that mirror-neuron activity mediates imitation. Subjects in our study 
were required to observe hand shapes and execute hand gestures according to the two 
behavioral rules. In this task, subjects selected hand gestures that differed from the 
observed hand postures except in response to “equal“ under the number-rule condition 
and “draw“ under the RPS-rule condition. Indeed, our study identified rule-selective 
brain regions by noting areas characterized by significantly greater activations than those 
during the imitation of gestures following instructions of “draw“ or “equal“. We then 
calculated the contrasts in the activations associated with producing hand gestures that 
differed from those that were observed. Decreased activity in rule-selective brains regions 
suggested greater contributions of the mirror system for gestures following instructions of 
“draw“ or “equal“. Rule-guided system for arbitrary mapping sensory and motor events 
and the mirror neuron system for imitation based on direct sensory-motor mapping 
function competitively. 
2.3.2 RPS-rule-related areas 
We found that RPS-rule-selective activities in the ACC and OFC were involved in 
associating and integrating stimuli and rewards (Paus,2001;Schultz, 2004; Ridderinkhof  et al 
2004;Kringelbach, 2005; Coricelli et al., 2007; Rushworth et al., 2007; Wallis, 2007; Rolls and 
Grabenhorst, 2008; Seymour and McClure, 2008; Buelow and Suhr, 2009; Mainen and 
Kepecs, 2009). According to Wallis (2007), the OFC determines the potential reward 
outcome. Although a reward was not associated with any response or stimulus in our 
experiment, the subjects may have anticipated a potential reward because the RPS game is 
frequently related to rewards in daily life. Also, the ACC has been proposed to participate in 
conflict monitoring (Botvinick et al., 1999,2004; van Veen and Carter, 2005; Kerns, 2006). 
Under our RPS-rule condition, RTs in the “lose“ situation were longer than those in the 
“win“ situation. This asymmetrical distribution of RTs suggested that the subjects were 
biased toward selecting hand gestures associated with winning and wanted to do so even 
when the instruction was to lose. This tendency was associated with response conflict and 
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activated the ACC. Furthermore, a meta-analysis of neuroimaging data has suggested that 
the ACC and OFC were often co-activated when behavioral conflict was detected and 
behavioral change was required (Kringelbach, 2005).  
This type of biased activation was not observed in comparisons of responses to the “less“ 
and “more“ cues. Indeed, the RTs under the “less“ and “more“ instructions did not 
statistically differ, and subjects did not show biases for either response. Based on this 
finding of biased responses, one can hypothesize that the instruction to lose frequently 
caused conflict because of a desire to win and led to a greater delay in the selection response 
than the instruction to win under the RPS-rule condition. The instructions to win or lose 
involved potential reward and/or conflict. In contrast, under the number-rule condition, 
more and less involved merely quantitative judgments about size and neutral decision-
making about hand gestures.  
Unexpectedly, RPS-selective areas such as the ACC and OFC, defined based on instruction-
related activities, were covertly active under both the number and RPS conditions during 
the execution period. This pattern differed from that observed for the number-rule-selective 
areas, in which rule selectivity was maintained throughout the experiment. At least two 
possible interpretations for this pattern of activity can be proposed. One involves the 
implicit activation of RPS-related areas due to a stronger tendency to produce hand gestures 
in the RPS game than under the number-rule condition. Finger counting is often used in 
preschool education, but it is not used in the everyday lives of most adults. However, even 
adults use the RPS game. This difference in familiarity may cause the implicit activation of 
RPS-related areas even under the number-rule condition. Another possible interpretation 
concerns the behavioral conflict associated with the two behavioral rules. As mentioned in 
the previous section, the ACC and OFC were often co-activated in situations involving 
behavioral conflict. When hand shapes were presented to the subjects before the 
instructions, they may have experienced conflict between the two behavioral rules, one a 
relatively familiar RPS rule and the other a neutral number rule. According to both 
interpretations, observation of hand shapes elicited not only visual but also cognitive 
responses related to rule-based action selection.   
2.3.3 Number-rule–related areas 
Consistent with previous functional imaging studies showing that mental arithmetic 
activated the IPS bilaterally (Roland and Friberg, 1985; Dehaene et al., 1996, Piazza 2007), we 
found number-rule-selective activities in the IPS and PMC. Indeed, recent fMRI studies have 
revealed number-related parietal activation irrespective of the ways in which number 
stimuli were presented (e.g., sets or series of dots) (Piazza et al., 2004; Cantlon et al., 2006; 
Castelli et al., 2006; Piazza et al., 2006; Nieder and Dehaene, 2009). The PMC has also been 
reported to include number-related areas (Fridman et al., 2006; Kansaku et al., 2006, 2007). 
The number-rule-related areas were also active when the shape of the hand was presented 
as a sample stimulus under the number-rule condition. This anticipatory activation of 
number-related areas suggested that number-rule-selective areas were multimodal and 
related to perception and production of hand gestures when the rule mediating between 
stimulus and response was based on quantity. 
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2.3.4 Nonselective rule-related areas 
We found that the LPFC was activated under both the RPS- and number-rule conditions. 
The LPFC has been implicated in rule retrieval in both nonhuman and human primates 
(Murray et al., 2000; Passingham et al., 2000). Human imaging studies have shown that the 
LPFC was active when individuals retrieved the meanings of rules and retained them over 
several seconds (Poldrack et al., 1999; Brass and von Cramon, 2002, 2004; Bunge et al., 2003). 
Thus, the LPFC is involved in rule retrieval and maintenance. Furthermore, the LPFC may 
be involved in suppressing the priming of the mirror system, which causes observers to 
reproduce observed hand postures. The LPFC is important to establish a cognitive set 
required for each rule condition (Sakai and Passingham,2006;Bengtsson et al 2009). It may 
also play an important role in rule switching and coordinating with the medial PFC 
including the pre-SMA (Rushworth et al., 2002; Wallis, 2007).  
2.3.5 Limitations of present study and approaches to resolve difficulties 
One of limitations of present study was that we did not able to show the results of 
functional connectivity among regions of interests. Main reason was because the number of 
subjects was not sufficient to draw firm conclusions. According to the previous study by  
Sakai K and Passingham RE.2006, activity of the LPFC reflected the process of implementing 
the rule for subsequent cognitive performance and showed rule-selective interactions with 
areas involved in execution of the specific rule-guided behavior. In our task, the LPFC may 
be involved in not just implmenting each behavioral rule, but also in controling production 
process of hand gestures primed by the mirror system but guided by multiple behavioral 
rules. For aapproaches to resolve difficulties about evaluation of multiple interactions 
among task related areas, we should collect more data and examine interactions between the 
mirror system and rule-guided system by using dynamic causal modeling which enables us 
to infer the causal architecture of task-related areas as coupled or distributed dynamical 
systems.   
3. Conclusion   
3.1 Major findings  
To examine the brain areas involved in flexible rule-based perception and the hand gestures 
produced according to our covert tendency to imitate observed hand postures, we measured 
brain activation using functional magnetic resonance imaging while participants performed 
hand gestures based on the multiple behavioral rules of Rock–Paper–Scissors (RPS). Using 
this familiar practice, which involves multiple uses of the same set of hand gestures, subjects 
were asked to produce one of three hand gestures—rock (null), paper (five), or scissors 
(two)—in response to a sample hand shape and according to the instructions “win,” “draw,” 
or “lose” under the RPS-rule condition and according to the instructions “more,” “equal,” or 
“less” under the number-rule condition.  
We found that the intraparietal sulcus (IPS) and the premotor area (PMA) exhibited distinct 
activation when the subjects observed the sample hand shapes and produced the hand 
gestures according to the instructions under the number-rule condition. We also found that 
the anterior cingulate cortex (ACC) and the orbitofrontal cortex (OFC) exhibited distinct 
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activation when the subjects produced hand gestures under the RPS-rule condition. Under 
both the equal and draw conditions, reaction times were shorter and rule-selective activities 
decreased compared to those under other conditions, suggesting that the priming effect of 
the mirror system influenced rule-guided behaviors. Furthermore, both the ACC and OFC 
were active when the subjects observed the sample hand shapes, irrespective of the current 
rule condition. These findings demonstrated that the observation of hand shapes evoked a 
priming effect such as that demonstrated by a mirror system and elicited covert activations 
in rule-selective areas. The lateral prefrontal cortex was also recruited in coordinating the 
mirror and rule-guided gesture systems. 
3.2 Implication and summary diagram  
Figure 8 presents a diagrammatic depiction of our two hypothesized rule-guided systems, 
the mirror and the supervisory systems. According to this diagram, observation of hand 
postures initially evokes the priming effects of the mirror-system. Rule-guided behavior 
systems, with the help of top-down signals from the DLPFC, seem to override mirror-
system priming in the imitation of observed hand gestures. In two rule-guided systems, 
observation of hand gestures preferentially activates the ACC and OFC, which are selective 
for RPS-rule behavior during the execution period but are activated under both conditions 






















Fig. 8. Summary diagram. The number-rule guided behavior system, RPS-rule guided 
system, and mirror system function in parallel. Observation of the hand gesture 
automatically evokes the mirror system and preferred rule condition (RPS) in a bottom-up 
manner. When a rule-guided behavior is specified by instruction cues, a supervisory control 
signal adjusts the flow of information via top-down signalling. In the case depicted, some 
instructions specify the number-rule condition and others are guided by the number-rule 
system. 
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this familiar practice, which involves multiple uses of the same set of hand gestures, subjects 
were asked to produce one of three hand gestures—rock (null), paper (five), or scissors 
(two)—in response to a sample hand shape and according to the instructions “win,” “draw,” 
or “lose” under the RPS-rule condition and according to the instructions “more,” “equal,” or 
“less” under the number-rule condition.  
We found that the intraparietal sulcus (IPS) and the premotor area (PMA) exhibited distinct 
activation when the subjects observed the sample hand shapes and produced the hand 
gestures according to the instructions under the number-rule condition. We also found that 
the anterior cingulate cortex (ACC) and the orbitofrontal cortex (OFC) exhibited distinct 
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activation when the subjects produced hand gestures under the RPS-rule condition. Under 
both the equal and draw conditions, reaction times were shorter and rule-selective activities 
decreased compared to those under other conditions, suggesting that the priming effect of 
the mirror system influenced rule-guided behaviors. Furthermore, both the ACC and OFC 
were active when the subjects observed the sample hand shapes, irrespective of the current 
rule condition. These findings demonstrated that the observation of hand shapes evoked a 
priming effect such as that demonstrated by a mirror system and elicited covert activations 
in rule-selective areas. The lateral prefrontal cortex was also recruited in coordinating the 
mirror and rule-guided gesture systems. 
3.2 Implication and summary diagram  
Figure 8 presents a diagrammatic depiction of our two hypothesized rule-guided systems, 
the mirror and the supervisory systems. According to this diagram, observation of hand 
postures initially evokes the priming effects of the mirror-system. Rule-guided behavior 
systems, with the help of top-down signals from the DLPFC, seem to override mirror-
system priming in the imitation of observed hand gestures. In two rule-guided systems, 
observation of hand gestures preferentially activates the ACC and OFC, which are selective 
for RPS-rule behavior during the execution period but are activated under both conditions 






















Fig. 8. Summary diagram. The number-rule guided behavior system, RPS-rule guided 
system, and mirror system function in parallel. Observation of the hand gesture 
automatically evokes the mirror system and preferred rule condition (RPS) in a bottom-up 
manner. When a rule-guided behavior is specified by instruction cues, a supervisory control 
signal adjusts the flow of information via top-down signalling. In the case depicted, some 
instructions specify the number-rule condition and others are guided by the number-rule 
system. 
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coordinating not only mirror system but also two rule-guided systems. During the execution 
periods, subjects are able to select appropriate hand gestures under the supervisory control 
of the DLPFC. In summary, observation of hand postures evoke automatic parallel 
activation of rule-related structures based on its preference in a bottom up manner, then 
appropriate hand gestures were produced based on the current status of the valid rule with 
the help of controlled top-down signal from the DLPFC.  
3.3 New developments and future prospective 
As we mentioned in introduction, the number of possible hand gestures is virtually 
limitless, but a set of certain familiar hand gestures is often used in various cognitive 
contexts or under various behavioral rules. In current studies, we examined brain regions 
related to observation and productions of simple hand gestures and postures without 
complicated spatiotemporal structures. However, hand gestures are often produced in space 
and in a sequential manner. Well-controlled studies using non-human primate have 
revealed many cortical motor areas, especially medial frontal motor areas, involved in 
control of sequential motor actions (Mushiake et al 1992; Hikosaka et al 1999;Shima K, Tanji 
J.2000;Tanji J.2001). Numerous functional imaging studies have found active foci in the 
cerebral cortex including the medial frontal cortex associated with the performance of a 
variety of sequential movements by human subjects (Shibasaki et al 1993; Deiber et al 
1999;Kansaku et al 2006). The mirror system may contribute to imitation and understanding 
of complicated actions such as sequential movements performed by others (Rizzolatti et al., 
2004; Iacoboni and Dapretto, 2006; Iacoboni, 2009). According to our current study, the 
dorsal premotor areas may contribute to rule-guided behaviours. A question arise which 
areas are involved in observation and production of rule based sequential hand gestures. 
Furthermore on the basis of fundamental properties of mirror neurons, Rizzolatti and Arbib 
(1998) proposed a hypothesis that the mirror neuron system represents the 
neurophysiological mechanism from which language evolved. But there are still explanatory 
gap between gestures and language based on the mirror neuron system (Hickock 2010). To 
narrow this explanatory gap, brain mechanisms underlying a sign language may provide 
important information about this issue (Poizner et al 1990), because the sing language is the 
visual-gestural language and a fully developed natural language with highly complex 
grammatical rules. Complex expressions through sign language include the recursive 
application of hierarchically organized rules. Further studies of rule based hand gesturers 
will provide more comprehensive view of neural mechanisms underlying observation and 
production of action for communication. 
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periods, subjects are able to select appropriate hand gestures under the supervisory control 
of the DLPFC. In summary, observation of hand postures evoke automatic parallel 
activation of rule-related structures based on its preference in a bottom up manner, then 
appropriate hand gestures were produced based on the current status of the valid rule with 
the help of controlled top-down signal from the DLPFC.  
3.3 New developments and future prospective 
As we mentioned in introduction, the number of possible hand gestures is virtually 
limitless, but a set of certain familiar hand gestures is often used in various cognitive 
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related to observation and productions of simple hand gestures and postures without 
complicated spatiotemporal structures. However, hand gestures are often produced in space 
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(1998) proposed a hypothesis that the mirror neuron system represents the 
neurophysiological mechanism from which language evolved. But there are still explanatory 
gap between gestures and language based on the mirror neuron system (Hickock 2010). To 
narrow this explanatory gap, brain mechanisms underlying a sign language may provide 
important information about this issue (Poizner et al 1990), because the sing language is the 
visual-gestural language and a fully developed natural language with highly complex 
grammatical rules. Complex expressions through sign language include the recursive 
application of hierarchically organized rules. Further studies of rule based hand gesturers 
will provide more comprehensive view of neural mechanisms underlying observation and 
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1. Introduction 
A lot of researchers are concerned of orthographic neighborhood (N) effect (Andrews, 1989, 
1992; Carreiras et al., 1997; Laxon et al., 1988; Peereman & Content, 1995; Sears et al., 2006), 
which can reflect how the potential word candidates with similar orthography affect the 
word naming task. In alphabetic writing systems, orthographic neighborhood refers to a 
word pool, which is consisted by changing one letter of a given word while keeping other 
letters unchanged (Coltheart et al., 1977). Behavioral researches with naming tasks have 
reported a facilitatory effect of N size (Andrews, 1989, 1992; Carreiras et al., 1997; Peereman 
& Content, 1995; Sears et al., 1995), which the presence of many orthographic neighbors 
facilities phonological retrieval of the target word, and such facilitation would be more 
prominent for low-frequency words (Andrews, 1989, 1992; Peereman & Content, 1995). This 
large N advantage is also found as orthographic distinctiveness effect in memory (Glanc & 
Greene, 2007; 2009). Modeling researches suggested that the facilitation of large N arises 
from the overlapping phonemes of their neighbors (Coltheart et al., 2001) and the feedback 
activations from orthographic units to feature units strengthen the phonological retrieval 
(Reynolds & Besner, 2002). Recently, Fiebach et al. (2007) examine the neural mechanisms of 
N size effect using fMRI. Their results demonstrated the interactions of lexicality and N size 
in mid-dorsolateral and medial prefrontal cortex, suggesting domain general processes 
during word recognition. 
Another important lexical factor related to orthographic neighbors is neighborhood 
frequency (N frequency). Researchers have found that the presence of neighbors which have 
a higher word frequency would facilitate naming processing in French (Grainger, 1990) and 
Spanish (Carreiras et al., 1997), whereas no influences in English (Sears et al., 2006). One 
possible reason of these different results is language characteristics. As well known, Spanish 
and French are both of shallow orthography, and words in the same orthographic 
neighborhood tend to be phonological neighbors, speeding up phonological activation of 
the target word. In comparison, English is a kind of language with deeper orthography, in 
which there are some orthographic neighbors with different pronunciation with the target 
word, resulting in the null effect. 
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Chinese is known as a typical logographic writing system (Tan et al., 2001), complex visual-
spatial information exits in the form of each character (Li & Kang, 1993). Chinese with a 
deeper orthography has no grapheme-to-phoneme correspondence (GPC), similar 
orthographic structures arbitrarily correspond to different phonological information. Based 
on the above definition of N size in alphabetic languages, there is no N in Chinese without 
individual letters, but over 81% Chinese characters are compound characters (Li & Kang, 
1993), consisting of phonological and semantic radicals. Generally speaking, phonetic 
radical provides the pronunciation of the whole character, and semantic radical indicates its 
meaning. Bi et al. (2006) defined the neighborhood of Chinese characters as the characters 
with the same phonetic radical because they focused the phonological processing. For 
example, [璜(huang2, upholster), 簧(huang2, reed), 磺(huang2, sulfur), 横(heng2, across)] is 
a orthographic neighborhood with the same phonetic radical 黄(huang2, yellow). Bi et al. 
(2006) reported a surprising result that target characters with more neighbors would 
produce a slower naming latency than those with few neighbors. This result is inconsistent 
with the finding in alphabetic researches, the authors inferred that the large N 
disadvantages in Chinese naming resulted from the phonological interference of neighbors. 
Due to the low level of phonological consistency, there would be some different sounds in a 
given neighborhood. The different phonologies of neighbors would be activated to inhibit 
phonological retrieval of target. Recently, researchers explored the N effect in Chinese 
character naming in details, and the large N advantages in Chinese naming was found, the 
inhibitory effect in Bi et al. (2006) was accounted by the uncontrolled N frequency (Li et al., 
2011), just like what found by Huang et al. (2005) that characters with higher-frequency 
neighbors induced an inhibitory effect in RT and elicited more N400 than those with no 
higher frequency neighbors (Huang et al. 2005). Li et al. (2011) argued that the presence of 
many neighbors with the same orthographic structure facilitates characters’ recognition and 
phonological retrieval when there is no higher-frequency neighbors, higher-frequency 
neighbors with different phonologies would interfere the target word naming due to their 
higher level of static activation, there are more high-frequency neighbors in large 
neighborhoods, so, the inhibitory N effect appeared in Chinese naming. Following 
Neuroimaging study supported these opinions. Researchers (Li et al., 2010) found that target 
characters with smaller Ns elicited greater activation in left middle frontal gyrus, while 
those with larger Ns induced more prominent activation in right middle occipital gyrus in 
silent naming tasks in without- higher-frequency neighbor conditions. The authors argued 
that right middle occipital gyrus was associated with orthographic facilitation, which the 
activated visual form information of neighbors facilitated the target character recognition 
and further processing, left middle frontal gyrus reflected the difficulty of mapping visual 
forms to phonemes, the target character from smaller neighborhood needed more involving 
of this area to search information for such mapping. In addition, the authors also revealed a 
main effect of N frequency, which target characters with higher-frequency neighbors 
induced more activation in bilateral inferior frontal gyrus suggesting phonological 
competition and the inhibition of wrong information.  
For the development of N size effect in alphabetic languages, only a few researches 
consistently showed that such N effect exited in English (Laxon et al., 1988) and Spanish 
(Dunabeitia & Vidal-Abarca, 2008) beginning readers, but for Chinese children, the 
cognitive characteristics and neural basis of N effect were still not explored.    
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The purposes of this research were two, one was to examine whether there is N size effect in 
Chinese children reading just like findings in alphabetic languages, and if it exists, whether 
N size effect in Chinese children reading is the same as what found in Chinese adults 
reading (Li, et al., 2011); the other was to explore the neural basis responsible for N size 
effect in Chinese children reading.  
2. Behavioral study  
2.1 Materials and methods  
2.1.1 Participants 
Forty students of grade 3 from Beijing normal primary schools (mean age=9.5, range: 9.2-9.9, 
n=20 males) participated in this study. All the children are native Chinese speakers with 
normal or corrected normal vision, right-handed. 
2.1.2 Stimuli  
There were 34 characters, 17 characters were for large neighborhood size and 17 characters 
for small neighborhood size. Following Bi et al. (2006), the orthographic neighbors of a 
character refer to the characters sharing its phonetic radical. As described in Li & Kang 
(1993), the characters were selected so that there were 2-7 neighbors for the small size, and 
10-16 neighbors for the large size. The characters selected were just learnt by the students in 
the recent two years. 
Following Li et al. (2011), the criteria for selection of stimuli were: All stimuli were 
compound characters with the structures proceeded from left to right, phonetic radicals 
were on the right-hand side, the phonetic radicals were single characters, no two characters 
shared the same phonetic radical, each had its own meaning, none of the characters were 
polyphones, stroke number and consistency level had no significant differences between 
two conditions. The information of stimuli was shown in Table 1. 
According to Fang et al. (1986), the consistency level (con) was calculated from the ratio of 
the number of neighbors with the same pronunciation (n) and N size (con=n/N). The ‘same 
pronunciation’ refers to the same initial consonant and compound vowels, tones were not 
considered here. For example, in the neighborhood including the phonetic radical 及 (ji2, 
and), the neighbors are 圾 (ji1, garbage), 汲 (ji2, draw), 极 (ji2, pole), 笈 (ji2,book), 岌 (ji2, 
danger), 级 (ji2, class), 吸 (xi1, absorb), and 靸 (sa3, shoes) (N=8). There are six neighbors 
with the pronunciation of ji: 圾 (ji1,garbage), 汲 (ji2, draw), 极 (ji2, bally), 笈 (ji2, danger), 岌 
(ji2, danger), 级 (ji2, class, n=6), so the consistency level of the pronunciation ji in this 
neighborhood is produced as .75 by con=n/N=6/8.   
 
Neighborhood size 













14.9 0.33 9.5 4.6 0.30 8.2 
Table 1. Information of stimuli 
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All the stimuli were presented by E-Prime professional 2.0 on an IBM laptop computer. The 
viewing distance was of 45 cm, subtending a visual angle of approximately 3°×3°. The 
characters were presented in a randomized order, each for 2000 ms. A fixation cross was 
displayed for 500 ms in the interval between the presentation of two characters. Participants 
were tested individually and instructed to read the characters aloud as accurately and 
quickly as possible to activate the voice-key. The voice-key was connected between the 
computer and the SRBOX to record reaction times. The character disappeared upon 
response, or at the end of the 2000 ms response window. The reaction times longer than 2000 
ms or that the voice-key activated by other sounds were excluded from analysis. 
Practice was conducted for all children before the normal study in order to make them 
familiar with the study. The practice contained 20 characters different from the stimuli in 
real experiment.     
2.3 Results 
The data of 9 children with error rate more than 50% in one condition were eliminated. 
Thus, the data from 31 participants were included for further analysis. Incorrect responses 
and response latencies out of the range of three standard deviations were excluded from 
analysis. Mean latencies for correct responses and average error rates (see Table 2) were 
submitted to one-way ANOVA (N size: large/small).  
The analysis of reaction times revealed a significant facilitatory neighborhood size effect (F 
(1, 30) =8.25, p<.008), participants responded faster to characters with large Ns than to 
characters with small Ns. And the analysis of error rates showed that there was less error to 





Large  Small 
RT(ms)/SD ER (%)/SD RT(ms)/SD ER (%)/SD 
712.0/123.4 3.1/1.2 739.3/117.3 4.6/1.4 
Table 2. Mean reaction latencies (RT, in ms) and error rates (ER, in %) in behavioral study 
2.4 Discussion 
Both the results of naming time and error rate revealed a significant facilitatory N effect for 
participants of grade 3. The large-N advantage for participants suggested that facilitation of 
similar orthographic structures exited in children with early reading experience, which is 
consistent with the results of developmental studies in alphabetic languages (Laxon et al., 
1988; Dunabeitia & Vidal-Abarca, 2008). Such results suggested that at early stage of 
reading, neighbors with similar orthographic structure would facilitate character 
recognition and phonological retrieval. That is to say, similar visual forms of characters 
would help naming processing for children. After re-analysis the stimulus characters, we 
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found that there were more than 88% target characters having higher-frequency neighbors 
with different pronunciations in each experimental condition. In this circumstance, 
according to the finding from adults (Li, et al., 2011), inhibitory N size effect is expected for 
the reason of phonological interference from higher-frequency neighbors, but the present 
result is different. The interferences of higher-frequency neighbors were not found for 
grade-3 students. One possible reason is that the potential higher-frequency neighbors 
might not be learned by the participants at their age, so the pronunciation of these higher-
frequency neighbors didn’t affect the target character naming; Another possible reason is 
that these higher-frequency neighbors were not of higher frequency indeed for grade-3 
children, because we judge the frequencies of characters including target words and their 
neighbors by the criterion of the character frequency of adults, the frequency information 
may not be formed due to their limited reading experience. 
3. fMRI study  
3.1 Materials and methods  
3.1.1 Participants 
Eleven students of grade 3 from a Beijing normal primary school (mean age=9.3, range: 9.1-
9.4, n=7 males) were scanned, these children also participated in behavioral study. All the 
participants are native Chinese speakers with normal or corrected normal vision, right-
handed. The study was approved by the ethics committee of the Institute of Psychology, 
Chinese Academy of Sciences, China. Written consent for participation was obtained from 
the children’s parents as well as their school teachers. 
3.1.2 Stimulus characteristics 
The stimuli were the same as what used in behavioural study. The fMRI Procedure was the 
same as the paradigm in behavioral study, except that children were instructed to read the 
characters silently as soon as each character was presented. After fMRI scanning, 
participants were asked to perform a post naming test. Post-naming test was a typical 
naming task, the experimental set and the stimulus characters was the same as in the 
behavioural study. What’s more, there are 20 buffer trials in this session in order to 
counteract practicing effect. 
3.1.3 Image collection 
Hemodynamic responses were acquired on a 3T Siemens Trio MR system (Siemens Trio 
Magnetic Resonance Imaging system, Germany). All the participants were instructed to 
keep still, and their heads were aligned to the center of the magnetic field. 
For each participant, a high resolution, three-dimensional anatomical data set was acquired, 
using Siemens’ magnetization-prepared rapid acquisition gradient echo (MPRAGE) 
sequence (Repetition time/TR=2s, 30 contiguous axial slices, 1.33 mm thick,TE= 30 ms, flip 
angle = 90, 256 mm field of view). A BOLD-sensitive gradient echo-plane imaging (EPI) 
sequence was acquired (30 contiguous axial slices, 1.33 mm thick TR=2000 ms, TE=30 ms, 
matrix=64×64, 200 mm field of view).  
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3.1.4 Data preprocessing and statistical analyses 
Data processing and statistical analyses were conducted using the AFNI software package 
(Cox, 1996, Cox & Hyde, 1997, http://afni.nimh.nih.gov/afni/). For each dataset of 
individual child, slice timing correction, motion correction and temporal filtering of 
functional images were performed. The magnetization-prepared rapid acquisition gradient 
echo anatomical scan was then normalized to the Talairach space (Talairach and Tournoux, 
1988). The Talairach-aligned dataset was spatially smoothed using a 7-mm full-width half-
maximum Gaussian kernel. General linear models were used for single-subject analysis with 
deconvolution analysis, producing the hemodynamic response function for each condition. 
A group mask was created to remove voxels falling outside the brain, made by multiplying 
masks from each participant to include only voxels with valid signals for all participants.  
N size effect analysis was performed by direct comparison between the statistical images of 
different neighborhood size using paired t-test, uncorrected. 
3.2 Results 
Brain activations relative to the resting baseline are shown in Table 3 and Fig 1, revealing 
common network regions for children reading, including left fusiform gyrus, right middle 







Fig. 1. Brain activations of silent naming contrast to rest baseline and ON size effect  
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Contrast  Brain area X Y Z Volume t 
Silent naming>baseline 
 R middle occipital gyrus/fusiform gurus 30 -78 -4 2048 6.993 
 L middle occipital gyrus/fusiform gyrus -32 -79 -8 4774 5.680 
 L inferior frontal gyrus/middle frontal gyrus -32 32 2 2829 5.542 
 L precentral gyrus -46 6 7 184 9.982 
 L medial frontal gyrus 0 14 44 4800 7.417 
 R precentral gyrus 31 -8 24 288 4.235 
 R inferior frontal gyrus 28 21 9 757 5.153 
 L inferior parietal lobule/supramaginal gyrus 27 49 39 443 4.064 
 L middle temporal gyrus -37 -53 0 278 5.531 
N effect (large>small) 
 
L cingulate gyrus -14 -12 46 163 -4.954 
L middle frontal gyrus  -35 2 35 126 -4.453 
Table 3. Summary information for brain activations. Note: ‘Silent naming>baseline’ means 
naming performance contrast to rest baseline, in this section the areas activated were 
reported, ‘N effect (large>small)’ refers to the contrast of targets from large neighborhoods 
to that from small neighborhoods. X, Y and Z are coordinates in Talairach space of the 
peaks. Targets from small N induced more activation on left middle frontal gyrus and left 
cingulate gyrus than those from large N for children. While there was no activated area 
accounting for large N advantage.  
3.3 Discussion 
The fMRI imaging results showed the neural net-works involved phonological processing in 
Chinese children. The activated brain areas by the contrast between silent naming and 
baseline include: left fusiform gyrus, right middle occipital gyrus, left precentral gyrus, left 
inferior frontal gyrus, and left middle frontal gyrus. These results are in line with previous 
imaging studies on Chinese children reading process (Bitan et al., 2007; Bookheimer et al., 
1995; Booth et al., 2002; Booth et al., 2006; Cao et al., 2009; Herbster et al., 1997). 
Children showed significant activation in left middle frontal gyrus for characters with small 
Ns than for characters with large Ns, and this result is similar with adults’ in Li et al. (2010). 
Left middle frontal gyrus are reported highly involved in Chinese reading (Booth et al., 
2006; Chee et al., 2004; Kuo et al., 2004; Perfetti et al., 2005; Tan et al., 2005; Tan et al., 2001; 
Tan et al., 2003). Other previous research (Li et al., 2010) revealed that left middle frontal 
gyrus was partially responsible for the facilitation of large ON, more activity in this area 
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3.1.4 Data preprocessing and statistical analyses 
Data processing and statistical analyses were conducted using the AFNI software package 
(Cox, 1996, Cox & Hyde, 1997, http://afni.nimh.nih.gov/afni/). For each dataset of 
individual child, slice timing correction, motion correction and temporal filtering of 
functional images were performed. The magnetization-prepared rapid acquisition gradient 
echo anatomical scan was then normalized to the Talairach space (Talairach and Tournoux, 
1988). The Talairach-aligned dataset was spatially smoothed using a 7-mm full-width half-
maximum Gaussian kernel. General linear models were used for single-subject analysis with 
deconvolution analysis, producing the hemodynamic response function for each condition. 
A group mask was created to remove voxels falling outside the brain, made by multiplying 
masks from each participant to include only voxels with valid signals for all participants.  
N size effect analysis was performed by direct comparison between the statistical images of 
different neighborhood size using paired t-test, uncorrected. 
3.2 Results 
Brain activations relative to the resting baseline are shown in Table 3 and Fig 1, revealing 
common network regions for children reading, including left fusiform gyrus, right middle 
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Contrast  Brain area X Y Z Volume t 
Silent naming>baseline 
 R middle occipital gyrus/fusiform gurus 30 -78 -4 2048 6.993 
 L middle occipital gyrus/fusiform gyrus -32 -79 -8 4774 5.680 
 L inferior frontal gyrus/middle frontal gyrus -32 32 2 2829 5.542 
 L precentral gyrus -46 6 7 184 9.982 
 L medial frontal gyrus 0 14 44 4800 7.417 
 R precentral gyrus 31 -8 24 288 4.235 
 R inferior frontal gyrus 28 21 9 757 5.153 
 L inferior parietal lobule/supramaginal gyrus 27 49 39 443 4.064 
 L middle temporal gyrus -37 -53 0 278 5.531 
N effect (large>small) 
 
L cingulate gyrus -14 -12 46 163 -4.954 
L middle frontal gyrus  -35 2 35 126 -4.453 
Table 3. Summary information for brain activations. Note: ‘Silent naming>baseline’ means 
naming performance contrast to rest baseline, in this section the areas activated were 
reported, ‘N effect (large>small)’ refers to the contrast of targets from large neighborhoods 
to that from small neighborhoods. X, Y and Z are coordinates in Talairach space of the 
peaks. Targets from small N induced more activation on left middle frontal gyrus and left 
cingulate gyrus than those from large N for children. While there was no activated area 
accounting for large N advantage.  
3.3 Discussion 
The fMRI imaging results showed the neural net-works involved phonological processing in 
Chinese children. The activated brain areas by the contrast between silent naming and 
baseline include: left fusiform gyrus, right middle occipital gyrus, left precentral gyrus, left 
inferior frontal gyrus, and left middle frontal gyrus. These results are in line with previous 
imaging studies on Chinese children reading process (Bitan et al., 2007; Bookheimer et al., 
1995; Booth et al., 2002; Booth et al., 2006; Cao et al., 2009; Herbster et al., 1997). 
Children showed significant activation in left middle frontal gyrus for characters with small 
Ns than for characters with large Ns, and this result is similar with adults’ in Li et al. (2010). 
Left middle frontal gyrus are reported highly involved in Chinese reading (Booth et al., 
2006; Chee et al., 2004; Kuo et al., 2004; Perfetti et al., 2005; Tan et al., 2005; Tan et al., 2001; 
Tan et al., 2003). Other previous research (Li et al., 2010) revealed that left middle frontal 
gyrus was partially responsible for the facilitation of large ON, more activity in this area 
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reflected more difficulty in integrating orthography to phonology. Present results suggested 
that children with early reading experience could already take advantages from 
orthographic neighbors as adults did.  
In present study, we didn’t found greater activation for large-neighborhood characters 
compared with small-neighborhood characters in left inferior frontal gyrus and right 
inferior frontal gyrus. These two areas were reported to be related to higher-frequency 
neighbors in the previous study (Li et al., 2010). That is, the greater activation in bilateral 
inferior frontal gyrus reflected the automatic phonological activation of higher-frequency 
neighbor and the inhibition of uncorrected sound. As mentioned above, more than 88% 
target characters had higher-frequency neighbors. However, we didn’t found the effect of 
higher-frequency neighbors as adults, and this result was supported by the findings in the 
first behavioral experiment. So, it is understandable that the neural networks for the effect of 
higher-frequency neighbors haven’t formed.  
Till now, we can conclude that the grade-3 children can be facilitated by the similar 
orthographic forms in character reading, but not be influenced by the frequency information 
of orthographic neighbors. 
We have strong desire to determine the precise time of activation among different regions 
and the relationship relative to different brain areas during N effect for children, however, 
due to the low temporal resolution of fMRI, the BOLD signal peaks about 5s after 
neuronal firing, it is difficult to interpret the effects in different locations of brain in real-
time.  
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reflected more difficulty in integrating orthography to phonology. Present results suggested 
that children with early reading experience could already take advantages from 
orthographic neighbors as adults did.  
In present study, we didn’t found greater activation for large-neighborhood characters 
compared with small-neighborhood characters in left inferior frontal gyrus and right 
inferior frontal gyrus. These two areas were reported to be related to higher-frequency 
neighbors in the previous study (Li et al., 2010). That is, the greater activation in bilateral 
inferior frontal gyrus reflected the automatic phonological activation of higher-frequency 
neighbor and the inhibition of uncorrected sound. As mentioned above, more than 88% 
target characters had higher-frequency neighbors. However, we didn’t found the effect of 
higher-frequency neighbors as adults, and this result was supported by the findings in the 
first behavioral experiment. So, it is understandable that the neural networks for the effect of 
higher-frequency neighbors haven’t formed.  
Till now, we can conclude that the grade-3 children can be facilitated by the similar 
orthographic forms in character reading, but not be influenced by the frequency information 
of orthographic neighbors. 
We have strong desire to determine the precise time of activation among different regions 
and the relationship relative to different brain areas during N effect for children, however, 
due to the low temporal resolution of fMRI, the BOLD signal peaks about 5s after 
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1. Introduction 
Following stroke, the disturbed motor control results in subsequent movement disorders. 
Recovery means gradual returning of the specific function, after a deficit caused by a central 
nervous system damage (Held, 2000). The recovery of upper extremity movement following 
a stroke is generally poor. Three months after stroke its function remains totally or partially 
impaired in as much as 80 % of stroke survivors (Parker et al., 1986). Basmajian et al. (1982) 
reported that only 5% of stroke patients regained a total function of the upper extremity, 
and in 20% it remained totally non-functional. Majority of the reports indicated that in 
patients with initially markedly impaired upper extremity function, the recovery is minimal 
(Basmajian et al., 1982; Wade et al., 1983; Nakayama et al., 1994). In this group, a useful 
function of the upper extremity was regained in only 15% (Parker et al., 1986) or 18% of 
patients (Nakayama et al., 1994). It seems, however, that patients with initially partially 
impaired upper extremity function have a good potential for recovery. In this group, total 
recovery was reported in as much as 79% of patients (Nakayama et al., 1994).  
Although there is evidence from the animal models that at least some of the recovery can be 
attributed to brain reorganization, the mechanisms of motor recovery after stroke in humans 
are not clear yet. During the first three to four weeks after stroke a combination of the brain 
spontaneous recovery processes (oedema and necrotic tissue absorption, collateral blood 
flow activation), and reorganisation of the neural mechanisms, the so called plasticity 
(unmasking of unused neuronal pathways, dendritic branching, synaptogenesis) influence 
the recovery. Later, only plasticity occurs (Lee & van Donkleaar, 1995). To understand the 
recovery after stroke in humans, a great number of functional imaging studies, using 
positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) 
have been conducted. In general, a greater activation of the motor-related brain regions is 
reported during stroke-affected upper extremity motor tasks as compared to healthy 
subjects. Additionally, an increased recruitment of non-motor areas is shown consistently. In 
the 1st to 6th week after stroke, the activation was moved to the contralesional hemisphere. In 
the 3rd to 12th month after stroke the activation moved back to the ipsilesional hemisphere, 
which was concomitant with motor recovery, or stayed in the contralesional hemisphere (for 
review see: Calautti & Baron, 2003; Baron et al., 2004; Schaechter, 2004). The functional role 
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1. Introduction 
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flow activation), and reorganisation of the neural mechanisms, the so called plasticity 
(unmasking of unused neuronal pathways, dendritic branching, synaptogenesis) influence 
the recovery. Later, only plasticity occurs (Lee & van Donkleaar, 1995). To understand the 
recovery after stroke in humans, a great number of functional imaging studies, using 
positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) 
have been conducted. In general, a greater activation of the motor-related brain regions is 
reported during stroke-affected upper extremity motor tasks as compared to healthy 
subjects. Additionally, an increased recruitment of non-motor areas is shown consistently. In 
the 1st to 6th week after stroke, the activation was moved to the contralesional hemisphere. In 
the 3rd to 12th month after stroke the activation moved back to the ipsilesional hemisphere, 
which was concomitant with motor recovery, or stayed in the contralesional hemisphere (for 
review see: Calautti & Baron, 2003; Baron et al., 2004; Schaechter, 2004). The functional role 
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of the ipsilateral activation was, however, under debate both in healthy subjects (Salmelin et 
al., 1995; Kawashima et al., 1998) and patients after stroke (Chollet et al., 1991; Turton et al., 
1996; Netz et al., 1997; Marshall et al., 2000) without a clear answer.  
Better understanding of the neurophysiological processes underlying brain reorganization 
and concomitant studying of the effects of the therapeutic techniques which were 
established to stimulate the brain plasticity may increase their effectiveness and thus 
improve the outcome of rehabilitation in patients after stroke. 
2. Treatment-induced recovery of brain function and movement 
It is not known yet if differences in the motor cortex areas between individuals are 
consequences of inherited genetic differences or of different experiences. It seems that the 
competition between the neurons for synaptic connections depends on their use. Sensory 
and motor areas of the brain cortex are constantly changing, depending on the amount of 
their activation through periphery inputs, environment, motor tasks, experiences, etc. 
(Jenkins et al., 1990; Shumway-Cook & Woollacott, 2007). In monkeys, a new learned task 
induced certain long-effecting changes in motor cortex areas (Jenkins et al., 1990; Nudo et 
al., 1996). However, attention should be paid to the fact that plastic changes can also be 
negative. Immobilisation of the two fingers, for example, obliterated the boundaries 
between the areas for an individual finger (Clark et al., 1988). Some reorganisation 
(adaptation) of the brain cortex always occurs after a stroke. It is assumed, however, that 
reorganisation can be affected with the experiences or sensory inputs and motor reactions, 
which are demanded after the lesion, especially in the process of rehabilitation (Carr & 
Shepherd, 2000). On the other hand, several weeks of inactivity would have a consequence 
in reorganisation of the brain cortex reflecting non-use (Shumway-Cook & Woollacott, 
2007). The possibilities for functional recovery exist, but the methods and mechanisms of 
how to affect these processes need to be discovered (Lee & van Donkleaar, 1995). 
Some authors speculated that there is a certain period of time, in which plastic changes of 
the brain after stroke can be influenced by therapeutic interventions (Lee & van Donkleaar, 
1995). Mainly as a consequence of the brain spontaneous recovery (Hallett, 2001), the 
greatest possibility for the upper extremity movement recovery is during the first month 
(Kwakkel et al., 2003) or the first three months after stroke (Nakayama et al., 1994; Parker et 
al., 1986; Wade et al., 1983). However, after this period a recovery is not complete. The 
evidence of significant movement recovery in patients involved in constraint-induced 
movement therapy (CIMT), more than one year (to 20 years) after a stroke exist (Kunkel et 
al., 1999; Sterr et al., 2002; Taub et al., 2006; Wolf at al., 1989). This evidence was the main 
proof that neuroplastic changes induced by physiotherapy are possible in the chronic stage 
after stroke (Blanton et al., 2008). In spite of the assumptions that movement training can 
have a positive effect regardless of the time period in which a patient received it, because 
the brain is plastic throughout the whole life (Shumway-Cook & Woollacott, 2007) and the 
evidence on no time limit for recovery, the first three to six months after stroke seem to be 
the most important (European Stroke Initiative [EUSI], 2003). It should be emphasised, 
however, that studies, which reported better recovery included stroke patients involved in 
an active and task-related training (Buterfisch et al., 1995; Dean & Mackey, 1992; Mudie & 
Matyas, 1996), for which at least partial ability of the upper extremity function is required.  
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The examples of therapeutic techniques which have been established to promote recovery of 
the upper extremity movement through facilitating the brain plasticity in different ways are 
CIMT, bimanual training, and mirror therapy. They are supplementing or emphasising the 
concept of task-related training. A tendency of greater upper extremity movement recovery 
and greater sensory-motor cortex activation of the ipsilesional hemisphere were reported in 
a group of stroke patients included in the intensive task-related training (Nelles et al., 2001) 
or bimanual training (Luft et al., 2004) in comparison to the groups receiving conventional 
rehabilitation. Similar positive effects were reported in other studies investigating task-
related training (Carey et al., 2002; Jang et al., 2003) and CIMT (see section 2.1.1). In general, 
results of all these studies show positive relationship between the ipsilesional hemisphere 
cortex activation and greater motor recovery, although the return of the activity back to the 
ipsilesional hemisphere did not occur in all subjects.  
2.1 Constraint-induced movement therapy 
Deficiency of the majority of therapeutic approaches which facilitate the normal 
movement is an insufficient amount of the affected upper extremity use in comparison to 
the unaffected extremity use during the whole day. CIMT is an additional therapeutic 
technique that is performed for a short period of time, most frequently for two weeks. The 
aim of CIMT is to prevent or reduce a learned non-use of the affected upper extremity 
(Van der Lee, 2001) which is frequently developed in patients after stroke. CIMT implies 
the forced use and the massed practice of the affected upper extremity. It is based on the 
following two principles: (1) from six to eight hours of restraining the use of the 
unaffected upper extremity (with a splint, sling or mitten) and thus forcing the use of the 
affected upper extremity during intensive training and activities of daily living; and (2) 
intensive massed practice - more than three hours of task-related training with the 
affected upper extremity. Therefore different therapeutic concepts can be used, including 
shaping, motor re-learning, and proprioceptive neuromuscular facilitation. Modified 
versions of CIMT (mCIMT) with shorter restraining (i.e. 5-6 hours) and training periods (3 
hours or less) per day and longer treatment periods (i.e. 4 or 10 weeks) were also 
developed. Through proper and sufficient feedback information, CIMT contributes to a 
motor learning and thus through facilitation of the brain plasticity influences the affected 
upper extremity movement recovery.  
CIMT is currently experimentally and clinically the most established therapeutic technique 
for facilitating the movement recovery following stroke (Blanton et al., 2008). Meta-analyses 
of the currently available randomized clinical trials (RCTs) show that CIMT has a significant 
effect on increasing upper extremity (arm) function (Langhorne et al., 2009; van Peppen et 
al., 2004), and has a moderate effect on increasing performance of the activities of daily 
living immediately following treatment (Sirtori et al., 2009). However, its effects on 
increasing hand function (Langhorne et al., 2009) were found to be inconsistent, and there 
was not enough evidence on the long-term effects (Sirtori et al., 2009). The existing evidence 
suggests that CIMT is a promising intervention for upper extremity function in patients 
after stroke (Langhorne et al., 2009). The optimal dose of constraint and practice needs 
further investigation. The identification of integrated approaches combining CIMT and 
other techniques which facilitate the brain plasticity is a direction for future research. 
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2.1.1 Studying the effects of CIMT using fMRI 
Since CIMT is relatively well defined and more easily administered than longer duration 
treatment protocols, it seems to be a more practicable way of studying plasticity. The 
number of brain imaging studies investigating its effect on brain plasticity, including fMRI 
studies, has emerged since 2001 when the first fMRI study was conducted (Levy et al., 2001). 
In the first review paper, Mark et al. (2006) concluded that CIMT has been repeatedly 
associated with significant plastic brain changes in a variety of studies using fMRI and other 
brain imaging techniques. However, the authors emphasised several uncertainties 
/unanswered questions. Later, several studies of the effects of CIMT with fMRI were 
published.  
Observations of the 16 currently published studies investigating the effects of CIMT on 
brain activity using fMRI are summarized in Tables 1 and 2. In three of these studies 
transcranial magnetic stimulation (TMS) was also performed (Liepert et al., 2004; Hamzei et 
al., 2006, 2008). The effects of the original form of CIMT (duration two weeks) were 
investigated in 11 studies (Azpiroz et al., 2005; Butler & Page, 2006; Dong et al., 2006, 2007; 
Hamzei et al., 2006; Kim et al., 2004; Langan & van Donkelaar, 2008; Levy et al., 2001; Liepert 
et al., 2004; Schaechter et al., 2002; Sheng & Lin, 2009). In other studies, different types of 
mCIMT were investigated, varied from three (Lin et al., 2010; Wu et al., 2010) to ten 
(Szaflarski et al., 2006) weeks of treatment duration. An important deficiency of the majority 
of the previous studies is the absence of a control group. A control was included only in 
three studies of the effects of CIMT in patients after stroke using TMS (Grotta et al., 2004; 
Liepert et al., 2001; Wittenberg et al., 2003) and PET (Wittenberg et al., 2003), and in three 
studies using fMRI (Table 2). Butler & Page (2006) investigated the effects of CIMT, mental 
practice, and combination of both in four patients altogether. Later, two RCTs were 
conducted, comparing the effects of mCIMT with a bilateral training (Wu et al., 2010) and 
traditional rehabilitation (Lin et al., 2010), respectively.  
In the 16 studies with fMRI (Tables 1 and 2), only 72 subjects after stroke who participated in 
CIMT or its modifications (mean: 4.6 subject per study) and 13 subjects after stroke who 
participated in the control groups were included. Altogether, male subjects were included in 
74.2 % (16 females and 46 males). However, in four studies the subjects’ gender was not 
reported (Dong et al., 2006; Kim et al., 2004; Langan & van Donkelaar, 2008; Liepert et al., 
2004). The age of all included subjects after stroke varied from 23 (Azpiroz at al., 2005) to 80 
years (Hamzei et al., 2006), with a greatest range of 51 years in the study of Langan & van 
Donkleaar (2008). However, the age was not reported in two studies (Butler & Page, 2006; 
Liepert et al., 2004). 
In majority of the studies, only patients with right-hand dominance before a stroke 
appearance were included (Azpiroz et al., 2005; Dong et al., 2007; Hamzei et al., 2006, 2008; 
Langan & van Donkelaar, 2008; Lin et al., 2010; Schaechter et al., 2002), with the exception of 
the first two studies (Levy et al., 2001; Johansen-Berg et al., 2002) wherein each one patient 
with left-hand dominance was included. However, in many studies this subjects’ 
characteristic was not reported (Butler & Page, 2006; Dong et al., 2006; Kim et al., 2004; 
Liepert et al., 2004; Sheng & Lin, 2009; Szaflarski et al., 2006; Wu et al., 2010).  
It is assumed that in majority of the studies, patients after first stroke were included. 
Although this was specified by few authors only (Dong et al., 2007; Hamzei et al., 2006, 2008; 
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Johansen-Berg et al., 2002; Schaechter et al., 2002), but Langan & van Donkelaar (2008) 
included one patient with a second stroke. Patients with ischemic (Dong et al., 2007; Hamzei 
et al., 2006, 2008; Johansen-Berg et al., 2002; Schaechter et al., 2002) and hemorrhagic types of 
stroke (Azpiroz et al., 2005; Butler & Page, 2006; Dong et al., 2007; Levy et al., 2001; Wu et al., 
2010) were included. However, many authors did not specify the type and/or event of 
stroke (Butler & Page, 2006; Dong et al., 2006; Kim et al., 2004; Langan & van Donkelaar, 






N Gender Age (years) Time after stroke 
Affected 
body side 
Levy et al., 
2001 CIMT / 2 2 1 F, 1 M 48, 49 
4,5 & 9 
months 2 L 
Johansen-Berg 
et al., 2002 mCIMT / 2 7 2 F, 5 M 44-61 
6 months – 
7 years 4 R, 3 L 
Schaechter et 
al., 2002 CIMT / 2 4 1 F, 3 M 36-77 
7-20 
months 3 R, 1 L 
Kim et al., 2004 CIMT / 2 4 Not reported 43-64 
9-38 
months 2 R, 2 L 
Liepert et al., 




reported 6 months <
Not 
reported 
Azpiroz et al., 
2005 CIMT / 4 3 1 F, 2 M 23-66 
48-72 
months 3 L 
Dong et al., 
2006 CIMT / 2 8 
Not 
reported 66±9 3 months <
Not 
reported 
Hamzei et al., 
2006 CIMT / 2 6 1 F, 5 M 63-80 1.5-10 years 6 L 
Szaflarski et 
al., 2006 mCIMT / 10 4 2 F, 2 M 54-68 
22-178 
months 3 R, 1 L 
Dong et al., 
2007 CIMT / 2 4 1 F, 3 M 25-57 3 months < 3 R, 1 L 
Hamzei et al., 
2008 mCIMT / 4 8 3 F, 5 M 38-69 2-6 years 
Not 
reported 
Langan & van 
Donkelaar, 
2008 
CIMT / 2 8 Not reported 25-76 6 months < 4 R, 4 L 
Sheng & Lin, 
2009 CIMT / 2 1 1 M 71 4 months 1 L 
Table 1. Treatment and subjects’ characteristics in the studies investigating the effects of 
constraint-induced movement therapy (CIMT) and its modifications (mCIMT) using the 
functional magnetic resonance imaging in patients after stroke without a control group. 
Legends are shown as: N, number of subjects; F, females; M, males; L, left-side hemiparesis; 
R, right-side hemiparesis. 
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Time after stroke at inclusion to the study varied from more than three months (Butler & 
Page, 2006; Dong et al., 2006, 2007; Sheng & Lin, 2009), more than six months (Johansen-Berg 
et al., 2002; Langan & van Donkelaar; 2008 Liepert et al., 2004), to more than a year (Azpiroz 
et al., 2005; Hamzei et al., 2006, 2008; Szaflarski et al., 2006). In many cases patients from 
various stages of recovery after stroke were included to the same study (Butler & Page, 2006; 
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Table 2. Treatment and subjects’ characteristics in the studies investigating the effects of 
constraint-induced movement therapy (CIMT) and its modifications (mCIMT) using the 
functional magnetic resonance imaging in patients after stroke, including control 
group/subject. Legends are shown as: N, number of subjects after stroke; F, females; M, 
males; L, left-side hemiparesis; R, right-side hemiparesis. 
In four studies, only subjects with left-side hemiparesis were included (Azpiroz et al., 2005; 
Hamzei et al., 2006; Levy et al., 2001; Sheng & Lin, 2009). In others, subjects with right- and 
left-side hemiparesis were included (Dong et al., 2007; Johansen-Berg et al., 2002; Kim et al., 
2004; Langan & van Donkelaar, 2008; Lin et al., 2010; Schaechter et al., 2002; Szaflarski et al., 
2006; Wu et al., 2010), giving the common ratio of subjects with the left-side hemiparesis 53.2 
% (right-side: 29; left-side: 33). In four studies this probably important subjects’ 
characteristic was not reported (Butler & Page, 2006; Dong et al., 2006; Hamzei et al., 2008; 
Liepert et al., 2004). Langan & van Donkelaar (2008), however investigated the differences in 
recovery between the patients with right and left-side hemiparesis, and reported no 
significant difference in the brain cortex activations and results of the clinical motor function 
tests/measures between the two groups in their responses to CIMT.  
The most commonly performed movement tasks during fMRI were different kinds of active 
finger flexion-extension or finger-tapping tasks (Azpiroz et al., 2005; Buler & Page, 2006; 
Dong et al., 2007; Johansen-Berg et al., 2002; Levy et al., 2001; Lin et al., 2010; Schaechter et 
al., 2002; Sheng & Lin, 2009; Szaflarski et al., 2006; Wu et al., 2010). Other active tasks 
included finger-thumb opposition without (Kim et al., 2004) or with compression (Dong et 
al., 2006), and making a fist/power grip without (Kim et al., 2004) or with compression 
(Langan & van Donklear, 2008). Some authors in the CIMT studies (Hamze et al., 2006, 2008; 
Liepert et al., 2004) performed passive wrist joint flexion-extension movement, and other 
studies (Buler & Page, 2006) also imagined finger flexion-extension task. It has been shown, 
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however, that in patients after stroke the brain cortex activation may differ between simple 
and complex motor tasks (Puh et al., 2007). 
In four studies, fMRI was performed also on healthy subjects. The aim of those studies was 
to test the reproducibility of fMRI activation (Dong et al., 2006) or to provide data regarding 
typical activation patterns in response to the movement task performed during fMRI (Dong 
et al., 2007; Schaechter et al., 2002; Szaflarski et al., 2006). Schaechter et al. (2002) reported 
similar activation pattern in either hand of healthy subjects and of the unaffected hand of 
stroke patients. The activation was predominantly in the contralateral/contralesional 
hemisphere (primary motor cortex (M1), pre-motor cortex (PMC), supplementary motor area 
(SMA), and somatosensory cortex) and ipsilateral cerebellum; more modest and variable 
activation was reported for the ipsilateral/ipsilesional brain hemisphere. Before initiating 
CIMT, the affected hand movement resulted in activation in the same brain regions, although 
activation in the ipsilesional hemisphere was typically increased (Schaechter et al., 2002). In 
comparison to healthy subjects, Dong et al. (2007) reported higher activation in the ipsilesional 
M1 during performance with the affected hand before and after CIMT. 
For the affected hand movement during fMRI the results of all studies investigating the 
effects of CIMT or mCIMT have shown varied patterns of cortical reorganisation after 
treatment (Table 3). Increased activations in the ipsilesional (Berg et al., 2002; Dong et al., 
2007; Hamzei et al., 2006; Johansen-Berg et al., 2002; Kim et al., 2004; Levy et al., 2001; 
Szaflarski et al., 2006), the contralesional (Kim et al., 2004; Lin et al., 2010; Schaechter et al., 
2002; Szaflarski et al., 2006) or in both hemispheres (Azpiroz et al., 2005; Butler & Page, 2006; 
Levy et al., 2001; Sheng & Lin, 2009; Wu et al., 2010) were reported after treatment. On the 
contrary, in some studies decreased activation in either hemisphere (Azpiroz et al., 2005; 
Dong et al., 2006; Kim et al., 2004; Liepert et al., 2004; Schaechter et al., 2002; Szaflarski et al., 
2006) was reported after treatment. Some authors (Dong et al., 2006, 2007; Levy et al., 2001; 
Lin et al., 2010; Schaechter et al., 2002; Wu et al., 2010) calculated the laterality index between 
the hemispheres, but its changes are also inconsistent (Table 3). In many studies the 
hemispheric changes and/or changes in cortical regions were not consistent across subjects 
(Azpiroz et al., 2005; Butler & Page, 2006; Dong et al., 2007; Hamzei et al., 2006; Kim et al., 2004; 
Langan & van Donkelaar, 2008; Levy et al., 2001; Schaechter et al., 2002; Szaflarski et al. 2006). 
In parallel with the decreased activation in the ipsilesional sensori-motor cortex (SM1) after 
CIMT, Liepert et al. (2004) reported decreased inhibition of the affected hand (measured 
using TMS). In the following studies (Hamzei et al., 2006, 2008) the effect of the cortico-
spinal tract integrity on increase or decrease of SM1 activation after CIMT was established. 
Stroke lesions in M1 or its cortico-spinal tract have been shown to have consequences in 
increased ipsilesional SM1 activation, and were accompanied by decreased intracortical 
excitability; and lesions outside M1 or the cortico-spinal tract had consequences in decreased 
ipsilesional SM1 activation which was parallel with an increase in intracortical excitability 
(Hamzei et al., 2006, 2008).  
During CIMT procedure, one hand (the affected) is forced to be used and movement of the 
other hand (the unaffected) is constrained, therefore brain plasticity would be expected during 
performance of each hand. However, the brain cortex activation during movement of the 
unaffected hand was analysed only in some studies, in which different, sometimes opposite 
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Time after stroke at inclusion to the study varied from more than three months (Butler & 
Page, 2006; Dong et al., 2006, 2007; Sheng & Lin, 2009), more than six months (Johansen-Berg 
et al., 2002; Langan & van Donkelaar; 2008 Liepert et al., 2004), to more than a year (Azpiroz 
et al., 2005; Hamzei et al., 2006, 2008; Szaflarski et al., 2006). In many cases patients from 
various stages of recovery after stroke were included to the same study (Butler & Page, 2006; 
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Table 2. Treatment and subjects’ characteristics in the studies investigating the effects of 
constraint-induced movement therapy (CIMT) and its modifications (mCIMT) using the 
functional magnetic resonance imaging in patients after stroke, including control 
group/subject. Legends are shown as: N, number of subjects after stroke; F, females; M, 
males; L, left-side hemiparesis; R, right-side hemiparesis. 
In four studies, only subjects with left-side hemiparesis were included (Azpiroz et al., 2005; 
Hamzei et al., 2006; Levy et al., 2001; Sheng & Lin, 2009). In others, subjects with right- and 
left-side hemiparesis were included (Dong et al., 2007; Johansen-Berg et al., 2002; Kim et al., 
2004; Langan & van Donkelaar, 2008; Lin et al., 2010; Schaechter et al., 2002; Szaflarski et al., 
2006; Wu et al., 2010), giving the common ratio of subjects with the left-side hemiparesis 53.2 
% (right-side: 29; left-side: 33). In four studies this probably important subjects’ 
characteristic was not reported (Butler & Page, 2006; Dong et al., 2006; Hamzei et al., 2008; 
Liepert et al., 2004). Langan & van Donkelaar (2008), however investigated the differences in 
recovery between the patients with right and left-side hemiparesis, and reported no 
significant difference in the brain cortex activations and results of the clinical motor function 
tests/measures between the two groups in their responses to CIMT.  
The most commonly performed movement tasks during fMRI were different kinds of active 
finger flexion-extension or finger-tapping tasks (Azpiroz et al., 2005; Buler & Page, 2006; 
Dong et al., 2007; Johansen-Berg et al., 2002; Levy et al., 2001; Lin et al., 2010; Schaechter et 
al., 2002; Sheng & Lin, 2009; Szaflarski et al., 2006; Wu et al., 2010). Other active tasks 
included finger-thumb opposition without (Kim et al., 2004) or with compression (Dong et 
al., 2006), and making a fist/power grip without (Kim et al., 2004) or with compression 
(Langan & van Donklear, 2008). Some authors in the CIMT studies (Hamze et al., 2006, 2008; 
Liepert et al., 2004) performed passive wrist joint flexion-extension movement, and other 
studies (Buler & Page, 2006) also imagined finger flexion-extension task. It has been shown, 
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however, that in patients after stroke the brain cortex activation may differ between simple 
and complex motor tasks (Puh et al., 2007). 
In four studies, fMRI was performed also on healthy subjects. The aim of those studies was 
to test the reproducibility of fMRI activation (Dong et al., 2006) or to provide data regarding 
typical activation patterns in response to the movement task performed during fMRI (Dong 
et al., 2007; Schaechter et al., 2002; Szaflarski et al., 2006). Schaechter et al. (2002) reported 
similar activation pattern in either hand of healthy subjects and of the unaffected hand of 
stroke patients. The activation was predominantly in the contralateral/contralesional 
hemisphere (primary motor cortex (M1), pre-motor cortex (PMC), supplementary motor area 
(SMA), and somatosensory cortex) and ipsilateral cerebellum; more modest and variable 
activation was reported for the ipsilateral/ipsilesional brain hemisphere. Before initiating 
CIMT, the affected hand movement resulted in activation in the same brain regions, although 
activation in the ipsilesional hemisphere was typically increased (Schaechter et al., 2002). In 
comparison to healthy subjects, Dong et al. (2007) reported higher activation in the ipsilesional 
M1 during performance with the affected hand before and after CIMT. 
For the affected hand movement during fMRI the results of all studies investigating the 
effects of CIMT or mCIMT have shown varied patterns of cortical reorganisation after 
treatment (Table 3). Increased activations in the ipsilesional (Berg et al., 2002; Dong et al., 
2007; Hamzei et al., 2006; Johansen-Berg et al., 2002; Kim et al., 2004; Levy et al., 2001; 
Szaflarski et al., 2006), the contralesional (Kim et al., 2004; Lin et al., 2010; Schaechter et al., 
2002; Szaflarski et al., 2006) or in both hemispheres (Azpiroz et al., 2005; Butler & Page, 2006; 
Levy et al., 2001; Sheng & Lin, 2009; Wu et al., 2010) were reported after treatment. On the 
contrary, in some studies decreased activation in either hemisphere (Azpiroz et al., 2005; 
Dong et al., 2006; Kim et al., 2004; Liepert et al., 2004; Schaechter et al., 2002; Szaflarski et al., 
2006) was reported after treatment. Some authors (Dong et al., 2006, 2007; Levy et al., 2001; 
Lin et al., 2010; Schaechter et al., 2002; Wu et al., 2010) calculated the laterality index between 
the hemispheres, but its changes are also inconsistent (Table 3). In many studies the 
hemispheric changes and/or changes in cortical regions were not consistent across subjects 
(Azpiroz et al., 2005; Butler & Page, 2006; Dong et al., 2007; Hamzei et al., 2006; Kim et al., 2004; 
Langan & van Donkelaar, 2008; Levy et al., 2001; Schaechter et al., 2002; Szaflarski et al. 2006). 
In parallel with the decreased activation in the ipsilesional sensori-motor cortex (SM1) after 
CIMT, Liepert et al. (2004) reported decreased inhibition of the affected hand (measured 
using TMS). In the following studies (Hamzei et al., 2006, 2008) the effect of the cortico-
spinal tract integrity on increase or decrease of SM1 activation after CIMT was established. 
Stroke lesions in M1 or its cortico-spinal tract have been shown to have consequences in 
increased ipsilesional SM1 activation, and were accompanied by decreased intracortical 
excitability; and lesions outside M1 or the cortico-spinal tract had consequences in decreased 
ipsilesional SM1 activation which was parallel with an increase in intracortical excitability 
(Hamzei et al., 2006, 2008).  
During CIMT procedure, one hand (the affected) is forced to be used and movement of the 
other hand (the unaffected) is constrained, therefore brain plasticity would be expected during 
performance of each hand. However, the brain cortex activation during movement of the 
unaffected hand was analysed only in some studies, in which different, sometimes opposite 
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findings were reported (Dong et al., 2006; Johansen-Berg et al., 2002; Langan & van Donkelaar 
2008; Szaflarski et al., 2006). After CIMT, for example, Langan & van Donkelaar (2008) 
reported significant changes in the total cortex activation for performance with the affected 
hand, and no changes for performance with the unaffected hand. For the unaffected hand 
Dong et al. (2006) also reported no difference in M1 activation across time. For one subject after 
CIMT, Sheng & Lin (2009) reported differences in the brain cortex activation during movement 
of the affected (see Table 3), but also during movement of the unaffected hand (decreased 
activation in the ipsilesional SM1). In the RCT by Lin et al. (2010) following mCIMT, activation 
in the contralesional hemisphere during movement of the affected (see Table 3) and unaffected 
hand (SM1) increased significantly. For the control group receiving traditional rehabilitation, a 
decrease in SM1 cortex activation of the ipsilesional hemisphere during movement of the 
affected hand, and no changes of the laterality indexes were reported (Lin et al., 2010). In the 
RCT by Wu et al. (2010), the total activation of each hemisphere during the affected and 
unaffected hand movement increased after treatment in both, mCIMT and bilateral training 
groups. During the affected hand movement in the mCIMT group, the laterality index 
decreased, but in the bilateral group it increased after treatment. For the unaffected hand 
movement, changes in laterality index were opposite (Wu et al., 2010).  
In some studies, the activation in cerebellum was investigated. During the performance of 
the affected and the unaffected hand, an increased activation in the cerebellar hemispheres 
bilaterally was reported after CIMT (Johansen-Berg et al., 2002). During bilateral elbow 
movement, both CIMT patients showed decreased cerebellar activation, whereas three out 
of four bilateral training patients showed increased bilateral cerebellum activation after 
treatment (Wu et al., 2010)  
Besides the measurements before and after CIMT performed in all 16 studies (Table 3), in 
some studies measurements were conducted in other periods. Langan & van Donkelaar 
(2008) performed double baseline measurements (2-3 weeks and 4 days before the start of 
CIMT). Dong et al. (2006) investigated the brain cortex activation in the middle of the two-
week CIMT. For the performance with the affected hand the authors reported four patterns 
of laterality index evolution for M1 across time (n = 8). The long-term effects on the brain 
cortex activation after CIMT were investigated only in the three studies (Dong et al., 2007; 
Schaechter et al. 2002; Sheng & Lin, 2009). Two weeks after CIMT, a decrease of extensive 
cortex activation of each hemisphere and focus to the ipsilesional cortex during the affected 
hand movement was reported for one patient (Sheng & Lin, 2009). For the affected hand 
performance, Schaechter et al. (2002) reported a persistent trend toward a reduced laterality 
index at six months after CIMT, with differences on an individual basis. Also six months 
after CIMT, Dong et al. (2007) reported a decrease of activation in ipsilesional M1 (one 
patient) and contralesional M1 (both patients), which was followed by increased activation 
in M1 of each hemisphere at 12 months after CIMT. 
In summation, an increase or decrease of activity in the motor related brain areas and the 
inclusion of other new areas in the ipsilesional and contralesional hemisphere were reported 
after CIMT (Table 3). The results about inclusion of new brain areas are rather inconsistent. 
The studies are inconsistent also with respect to whether the reorganisation changes occur 
more in the ipsilesional or contralesional hemisphere, as was already established earlier 
(Mark et al. 2006).  
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Study Ipsilesional hemisphere Contralesional hemisphere Laterality 
Levy et al., 
2001 
P1: increase near the lesion, 
association motor cortex; P2: 
increase near the lesion 
P1: increase association 
motor cortex, M1 Inconsistent 
Johansen-
Berg et al., 
2002 
Increase PMC, secondary 




P1: decrease M1, SMA; 
P3:increase SMA; P4: 
increase M1, PMC 
Trend of 
decreased LI 
Kim et al., 
2004 
P1,2: increase M1, PMC, SMA; 
P4: increase SMA, decrease M1 P3: increase M1, SMA; / 
Liepert et al., 
2004 3/3: decrease SM1 / / 
Azpiroz et 
al., 2005 
P1: increase M1, PMC, SMA, PF, dorsolateral; P2,3: decrease 
activation / 
Butler & 
Page, 2006  
CIMT: increase motor and 
premotor areas; CIMT + mental 
practice: 1/2P more focal M1 
CIMT: increase motor and 
premotor areas / 
Dong et al., 





Intact M1 & cortico-spinal tract 
lesions: decreased SM1; M1 & 
cortico-spinal tract lesions: 
increase SM1; 5/6P decrease PC; 
1P increase, 1P decrease SMA; 2P 
increase, 1P decrease PMC 
1P decrease PC; 1P 
increase PMC / 
Szaflarski et 
al., 2006 
P1: decrease precentral gyrus, 
increase cortical and subcortical 
areas; P2,4: no changes 
P1: decrease pre- and 
postcentral gyrus; P3: 
decrease inferior frontal 
gyrus, increase middle 
frontal gyrus; P2,4: no 
changes 
/ 
Dong et al., 
2007 3P: increase M1; 1P: decrease M1






Group 1: decrease SM1; Group 2: 





Significant change across subjects (total); 
Cortical regions not consistent across subjects. / 
Sheng & Lin, 
2009 Increase apical, fontal lobe Increase apical, fontal lobe / 
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findings were reported (Dong et al., 2006; Johansen-Berg et al., 2002; Langan & van Donkelaar 
2008; Szaflarski et al., 2006). After CIMT, for example, Langan & van Donkelaar (2008) 
reported significant changes in the total cortex activation for performance with the affected 
hand, and no changes for performance with the unaffected hand. For the unaffected hand 
Dong et al. (2006) also reported no difference in M1 activation across time. For one subject after 
CIMT, Sheng & Lin (2009) reported differences in the brain cortex activation during movement 
of the affected (see Table 3), but also during movement of the unaffected hand (decreased 
activation in the ipsilesional SM1). In the RCT by Lin et al. (2010) following mCIMT, activation 
in the contralesional hemisphere during movement of the affected (see Table 3) and unaffected 
hand (SM1) increased significantly. For the control group receiving traditional rehabilitation, a 
decrease in SM1 cortex activation of the ipsilesional hemisphere during movement of the 
affected hand, and no changes of the laterality indexes were reported (Lin et al., 2010). In the 
RCT by Wu et al. (2010), the total activation of each hemisphere during the affected and 
unaffected hand movement increased after treatment in both, mCIMT and bilateral training 
groups. During the affected hand movement in the mCIMT group, the laterality index 
decreased, but in the bilateral group it increased after treatment. For the unaffected hand 
movement, changes in laterality index were opposite (Wu et al., 2010).  
In some studies, the activation in cerebellum was investigated. During the performance of 
the affected and the unaffected hand, an increased activation in the cerebellar hemispheres 
bilaterally was reported after CIMT (Johansen-Berg et al., 2002). During bilateral elbow 
movement, both CIMT patients showed decreased cerebellar activation, whereas three out 
of four bilateral training patients showed increased bilateral cerebellum activation after 
treatment (Wu et al., 2010)  
Besides the measurements before and after CIMT performed in all 16 studies (Table 3), in 
some studies measurements were conducted in other periods. Langan & van Donkelaar 
(2008) performed double baseline measurements (2-3 weeks and 4 days before the start of 
CIMT). Dong et al. (2006) investigated the brain cortex activation in the middle of the two-
week CIMT. For the performance with the affected hand the authors reported four patterns 
of laterality index evolution for M1 across time (n = 8). The long-term effects on the brain 
cortex activation after CIMT were investigated only in the three studies (Dong et al., 2007; 
Schaechter et al. 2002; Sheng & Lin, 2009). Two weeks after CIMT, a decrease of extensive 
cortex activation of each hemisphere and focus to the ipsilesional cortex during the affected 
hand movement was reported for one patient (Sheng & Lin, 2009). For the affected hand 
performance, Schaechter et al. (2002) reported a persistent trend toward a reduced laterality 
index at six months after CIMT, with differences on an individual basis. Also six months 
after CIMT, Dong et al. (2007) reported a decrease of activation in ipsilesional M1 (one 
patient) and contralesional M1 (both patients), which was followed by increased activation 
in M1 of each hemisphere at 12 months after CIMT. 
In summation, an increase or decrease of activity in the motor related brain areas and the 
inclusion of other new areas in the ipsilesional and contralesional hemisphere were reported 
after CIMT (Table 3). The results about inclusion of new brain areas are rather inconsistent. 
The studies are inconsistent also with respect to whether the reorganisation changes occur 
more in the ipsilesional or contralesional hemisphere, as was already established earlier 
(Mark et al. 2006).  
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Study Ipsilesional hemisphere Contralesional hemisphere Laterality 
Lin et al., 




Wu et al., 
2010 
Increase total hemisphere activation (sum of SM1, PM, and 
SMA) Decrease LI 
Table 3. Summary of the functional magnetic resonance imaging results: changes in active 
voxel counts or image commentaries by the study authors from before to after constraint-
induced movement therapy (CIMT) or its modifications in patients after stroke. Legends are 
shown as: P, patient; M1, primary motor cortex; PMC, pre-motor cortex; SMA, supplementary 
motor area; LI, laterality index; SM1, sensori-motor cotex; PF, prefrontal cortex. 
2.1.2 Relationship of fMRI changes and movement recovery  
It is assumed that increased affected arm use during CIMT will induce cortical 
reorganisation and have effects on motor recovery of the upper extremity. Therefore a 
relationship between movement recovery measured with various clinical motor function 
tests/measures and changes in brain activation measured by fMRI is expected. It was 
ascertained already in the review paper by Mark et al. (2006) that in some instances, the 
initial degree of brain reorganization occurred in parallel with the improvement in 
spontaneous, real-world use by the affected hand, which in spite of inconsistency of the 
studies regarding the level of changes in the ipsilesional vs. contralesional hemisphere, 
suggests that plastic brain changes in some manner support therapeutic effects. 
In the studies investigating the brain cortex reorganisation after CIMT or its modifications, the 
upper limb movement function improved significantly in some (Azpiroz et al., 2005; Kim et al., 
2006; Langan & van Donkelaar, 2008; Schaechter et al., 2002; Wu et al., 2010) or all of the 
investigated parameters (Butler & Page, 2006; Dong et al., 2006, 2007; Hamzei et al., 2006, 2007; 
Levy et al., 2001; Liepert et al., 2004; Lin et al., 2010; Sheng & Lin, 2009; Szaflarski et al., 2006) 
(see Table 4), and was accompanied/related with the brain cortex plasticity change after 
treatment. However, improvement of the affected upper limb function was not reported for all 
of the patients in the studies (Butler & Page, 2006; Kim et al., 2006; Szaflarski et al., 2006; Wu et 
al., 2010). Dong et al. (2007) reported that long-term functional gains at six and 12 months after 
CIMT paralleled with decrease of activation in ipsilesional M1 in both of the two patients. 
Correlational analyses to assess the relationship between results of clinical tests/measures of 
motor function and cortical activation or their changes were performed in few studies only, 
but the results were rather inconsistent. In the three studies they did not result in any 
statistically significant outcomes (Dong et al., 2007; Langan & van Donkelaar, 2008; Lin et 
al., 2010). For example, in the RCT by Lin et al. (2010), significantly greater improvement in 
the FMA and MAL was reported for the mCIMT group in comparison to the control group. 
However, an examination of the relationships between functional gains on the clinical 
measures and the changes in brain activation revealed no significant correlation (Lin et al., 
2010). On the other hand, statistically significant correlations (r = 0.91-0.96) were reported 
for improvements in hand grip strength and increases in the ipsilesional hemisphere (see 
Table 3) and the cerebellum activity during performance of the affected hand (Johansen-
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Berg et al. 2002). The authors chose grip strength ratio as the primary behavioural measure 
and did not calculate correlations with the other two measures (Table 4). Dong et al. (2006) 
reported no correlation between pre- to post- change in WMFT and change in activation in 
M1 or dorsal PMC of each hemisphere, except for pre- to mid- change in contralesional M1 
voxel count, which correlated with the change in mean WMFT time (pre- to post-) (r = 0.82). 
The midpoint M1 laterality index anticipated post-treatment change in time to perform 
WMFT (Dong et al., 2006).  
 
Study Clinical tests/measures of motor function 
Levy et al., 2001 MAL#, WMFT# 
Johansen-Berg et al., 2002 Motricity index, Jebsen arm test, grip strength (difference not tested) 
Schaechter et al., 2002 MAL*, WMFT*, FMA*, grip strength**, frequency of finger flexion, EMG 
Kim et al., 2004 FMA*, 9-hole peg test, Jebsen arm test 
Liepert et al., 2004 MAL* 
Azpiroz et al., 2005 FMA*, Motricity index*, Modified Ashworth scale*, FIM*, Barthel index 
Butler & Page, 2006 MAL# (2/3P), WMFT# (2/3P) 
Dong et al., 2006 WMFT* 
Hamzei et al., 2006 MAL*, WMFT* 
Szaflarski et al., 2006 MAL# (3/4P), ARAT# (3/4P), FMA# (3/4P) 
Dong et al., 2007 FMA#, WMFT# 
Hamzei et al., 2008 MAL*, WMFT* 
Langan & van Donkelaar, 2008 MAL*, WMFT, grip strength*, 9-hole pegboard task* 
Sheng & Lin, 2009 Upper extremity function test#, Simple test for evaluating hand function# 
Lin et al., 2010 FMA*, MAL* 
Wu et al., 2010 FMA#, ARAT#, MAL (3/6P) 
Table 4. Improvement of the affected hand movement characteristics or its use is shown 
after constraint-induced movement therapy or its modifications in patients after stroke. 
Legends are shown as: MAL, Motor activity log; # improvement, statistics not calculated; 
WMFT, Wolf motor function test; * statistically significant improvement; FMA, Fugl-Meyer 
assessment; EMG, electromyography; FIM, Functional independence measure; P, patient; 
ARAT, Action research arm test). 
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Lin et al., 
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The preliminary findings of studying the effects of CIMT using fMRI indicate that brain 
plasticity may be modulated by specific therapeutic approaches, such as CIMT, although 
generalisation of the fMRI findings is limited by characteristics of the studies (sample size, 
control group, etc.). Limitations and future perspectives are as follows. 
3.1 Limitations and current developments 
Current fMRI findings of post stroke cortical reorganisation studies illustrate the lack of 
consensus regarding the type of cortical plasticity that is concomitant with movement 
recovery after CIMT. Some of the differences may be a consequence of small sample sizes, 
different lesion locations and studying in different periods post stroke, mostly six months or 
even several years after stroke. An important deficiency of the majority of the current 
studies is the absence of a control group, which would enable identification of the treatment 
effects of CIMT from the other influences on brain plasticity. In spite of the greatest 
possibility for a movement recovery during the first three months after stroke, no currently 
published study investigated the effects of CIMT on the brain plasticity measured by fMRI 
in this period. However, two studies with a control group performed in the first month after 
stroke are in a process (Kwakkel et al., 2008) or waiting for publication (Puh et al., in 
publication). 
Is seems that the fMRI data following a successful CIMT (with improved hand function) 
support two patterns of the brain reorganisation, as it was already suggested by some 
authors (Azpiroz et al., 2005; Hamzei et al., 2008). This would be: 1) increased or more 
spatially extensive activation area, indicating a recruitment of new brain areas; and 2) 
decreased or spatially reduced activation area, indicating more focused activation. Some 
evidence indicates that these patterns within the affected SM1 may depend on the integrity 
of the cortico-spinal tract from the M1 cortex (Hamzei et al., 2006, 2008).  
The relationship between brain activation and functional gains needs further investigation. 
It is possible that correlations would be easily detected with the use of more objective or 
more direct measures of a specific movement recovery, as was in the case of hand grip 
strength (Johansen-Berg et al. 2002), and not in measures represented by scales or common 
scores.  
3.2 Future perspectives 
The heterogeneity of the fMRI findings underscores the need for further studies examining 
the mechanisms of cortical plasticity with the challenge to control the confounding factors. 
The effects of CIMT on brain reorganisation during movement of the affected and the 
unaffected hand should be analysed. A combination of fMRI and other techniques in brain 
imaging research, such as TMS and diffusion tensor imaging should be used to investigate 
the influence of the cortico-spinal tract integrity changes on the activation patterns seen with 
fMRI and might help to understand the functional significance of the contralesional brain 
hemisphere activity. The main challenge for the future is to identify the specific correlates 
between different clinical measures of the movement recovery achieved post-treatment and 
the fMRI data.  
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There is a need for common methodology of analysing and reporting the fMRI data. Clear 
presentation of the patients’ characteristics such as gender, age, hand dominance before a 
stroke, type and event of stroke, and lesion location will enable investigations of their 
influence. More resemble sample characteristics, with emphasise on a time after stroke at 
inclusion to the same study may contribute to the homogeneity of the brain activation 
results and to establishment of the optimal time after stroke for CIMT application. The 
effects of different active and/or passive motor paradigms used during fMRI should not be 
ignored and need further investigation. Controlling the confounding factors may enable 
better comparisons and interpretations of the results between studies, aiming to understand 
and plan the effective treatment programs for patients after stroke based on brain plasticity 
principles. However, the most important seem to be an increase of sample size and inclusion 
of the control groups (with traditional rehabilitation or no treatment in this short study 
period), and execution of statistical analysis on the fMRI data. 
Studies using fMRI may precede clinical studies of the optimal dose of constraint and 
practice in CIMT (comparison of different types of CIMT and mCIMT) which needs further 
investigation, including investigation of the long-term effects. In future, a comparison of the 
effects of different therapeutic techniques on the brain cortex reorganisation and upper 
extremity recovery, and identification of optimal integrated approaches combining CIMT 
and other techniques which facilitate the brain plasticity is necessary. 
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1. Introduction 
In functional magnetic resonance imaging (fMRI) studies, the blood oxygen level-dependent 
(BOLD) signal change, in contrast to noise, is typically small (< 5%; e.g., Chen & Small, 
2007). Although the quality of acquired image data may be improved by pre-processing 
images with low- or high-pass filters, classification of voxels into the active/inactive status 
could vary from one study to the next even when the same experimental paradigm is 
implemented (Maitra, 2009). Reliability assessment would contribute significantly to the 
knowledge on noise structures in image data, as a function of stimulus sequences, ethnic 
groups, imaging techniques and scanner differences (Biswal et al., 1996; Genovese et al., 
1997; Maitra et al., 2002).  
In the literature, there have been two main approaches to quantifying reliability of 
activation. The first involves the analysis of fMRI data acquired in a group of subjects (or 
more than one group) performing the same task in different days under multiple 
experimental conditions. The noise structure can be assessed by the intra-class correlation 
(ICC) analysis (Brennan, 2001; McGraw & Wong, 1996), which provides individual sources 
of noise associated with experiment-specific conditions (Aron et al., 2006; Fernandez et al., 
2003; Franco et al., 2009; Friedman et al., 2008; Manoach et al., 2001; Miezin et al., 2000; 
Raemaekers et al., 2007; Specht et al., 2003; Zuo et al., 2010). The second approach considers 
the same group of subjects in multiple experimental replications, and evaluates test-retest 
reliability by modeling the number of times out of all replications, that a voxel is 
consistently classified as active given a decision threshold, as a mixture of binomial random 
variables (Genovese et al., 1997; Noll et al., 1997). This statistical approach has been 
extended by incorporating more accurate mixtures distributions and optimization 
procedure for estimating test-retest reliability (Gullapalli et al., 2005; Maitra et al., 2002).  
Other than studying noise structures, reliability analysis would also provide information on 
invariant brain activity during the experimental session as a useful addition to the 
conventional measurement of response amplitudes. In a study using the forward-backward 
viewing movies paradigm, for instance, Hasson et al. (2010) have shown that brain 
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groups, imaging techniques and scanner differences (Biswal et al., 1996; Genovese et al., 
1997; Maitra et al., 2002).  
In the literature, there have been two main approaches to quantifying reliability of 
activation. The first involves the analysis of fMRI data acquired in a group of subjects (or 
more than one group) performing the same task in different days under multiple 
experimental conditions. The noise structure can be assessed by the intra-class correlation 
(ICC) analysis (Brennan, 2001; McGraw & Wong, 1996), which provides individual sources 
of noise associated with experiment-specific conditions (Aron et al., 2006; Fernandez et al., 
2003; Franco et al., 2009; Friedman et al., 2008; Manoach et al., 2001; Miezin et al., 2000; 
Raemaekers et al., 2007; Specht et al., 2003; Zuo et al., 2010). The second approach considers 
the same group of subjects in multiple experimental replications, and evaluates test-retest 
reliability by modeling the number of times out of all replications, that a voxel is 
consistently classified as active given a decision threshold, as a mixture of binomial random 
variables (Genovese et al., 1997; Noll et al., 1997). This statistical approach has been 
extended by incorporating more accurate mixtures distributions and optimization 
procedure for estimating test-retest reliability (Gullapalli et al., 2005; Maitra et al., 2002).  
Other than studying noise structures, reliability analysis would also provide information on 
invariant brain activity during the experimental session as a useful addition to the 
conventional measurement of response amplitudes. In a study using the forward-backward 
viewing movies paradigm, for instance, Hasson et al. (2010) have shown that brain 
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responses in the visual cortex are highly reliable between subjects for both forward and 
backward presentations; responses in other cortical regions such as the precuneus, lateral 
sulcus, temporal-parietal junction tend to be less reliable in the backward presentation. 
However, disrupting the viewing order has no effect on response amplitudes in major 
cortical regions; markedly though, reliability magnitude varies in these regions. This type of 
studies has introduced dissociation between persistency and amplitude in brain activity. 
The event-related paradigm was originally proposed for detecting transient BOLD 
responses to brief stimuli or tasks, but its potential use is not limited to short-term 
stimulation (Josephs et al., 1997). In statistical analysis of event-related fMRI data, a few 
design contrasts must be specified to estimate stimulus and task effects (Friston et al., 2002; 
Strother et al., 2004; Worsley et al., 2002). Conventionally, the ICC or test-retest reliability 
indices have been computed across experimental replicates using the t- or F-values, which 
are standardized parameter estimates in a linear model with BOLD responses as the 
dependent variable and a few design contrasts as regressors. The design contrast constitutes 
a hypothesis on temporal behavior in the brain following the stimulus or task onset. 
In this chapter, we outline a reliability analysis procedure applicable directly to BOLD 
responses (i.e., image intensity) without a prior specification of design contrasts. In a sense, 
the procedure assesses the persistency in BOLD responses during the experimental session. 
Nonpersistency implies that a brain region is either heavily contaminated by noise or 
possibly contains a transient response, the onset of which is not reproducible between 
replicates. In applications, the procedure would suggest a collection of stable brain 
responses and their spatial distributions that may or may not be easily modeled or detected 
by using a weighted linear sum of a few basis functions (Lindquist et al., 2009). For instance, 
it might not be immediately clear how to specify design contrasts for a relatively longer 
duration of stimuli (> 40 sec per event) or for analysis of spontaneous brain activity under 
the eyes-closed and –open states. Stable BOLD responses can be further classified into 
distinct types featuring the time to response peak, amplitude, duration and sign (increased 
or decreased responses).  
In the method section, we will elaborate the step-by-step procedure for assessing reliability 
of BOLD responses, testing reliability indices for statistical significance, and constructing 
reliability maps. For illustration, the method will be applied to an empirical dataset collected 
in a change detection task using the event-related paradigm (Huettel et al., 2001). Empirical 
results will show that the criterion of persistency is more sensitive to activity in the grey 
matter in contrast to that in the white matter. Finally, we will discuss the neurophysiological 
basis and clinical usage of reliability maps. 
2. Hemodynamic response functions 
In statistical analysis of fMRI data, it is important to model the BOLD responses as a 
function of the external stimulus (Buxton et al., 1997; Friston et al., 2000; Obata et al., 2004). 
By convention, a canonical hemodynamic response function (HRF) can be convolved with 
the external stimulus function to estimate the responses. The HRF can be formulated using 
one or two gamma functions to model a slight intensity dip after the response has fallen 
back to zero (Friston et al., 1998; Lange & Zeger, 1997). The estimated response at a 
particular scan is then subsampled from the response function specified at the scan 
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acquisition time (Bandettini et al., 1993; Worsley et al., 2002). Canonical HRF assumes an 
instantaneous short stimulus with a few parameters determined by empirically observing 
activity in the primary visual cortex (Boynton et al., 1996; Glover, 1999); the function has 
been well fitted to experimental data in many fMRI studies involving healthy subjects, and 
is suitable for testing hypotheses on the strength and location of brain activation. However, 
the function may be ineffectual with experiments involving younger children or clinical 
patients. 
There is an increasing amount of literature showing significant variability in HRFs between 
brain regions and subjects (Aguirre et al., 1998; Handwerker et al., 2004). The HRF 
variability also appears between experimental sessions recorded in different days on the 
same subject (Neumann et al., 2003). If variability in HRFs is known to be quite large, an 
empirically derived HRF can be used instead of the theoretical one in the generalized linear 
model (GLM) analysis of fMRI data (Handwerker et al., 2004). However, the variability 
problem cannot be precisely resolved by inserting an empirical HRF into the GLM because 
the HRF onset time and latency also varies seriously between brain regions especially in 
event-related experiments with long-term stimuli. In addition to microvasculature 
disturbances to variability in HRFs, the temporal behavior of BOLD signal has been found 
stable in repeated trials recorded in a single session (Aguirre et al., 1998; Miezin et al., 2000; 
de Zwart et al., 2005). Conditional on a fixed brain region, the HRF shape and amplitude can 
be highly reproducible within a subject. 
Numerous studies in recent years have reported the relative efficiency of different HRF 
models, including finite impulse response models using basis functions and extension of the 
canonical HRF to more complicated situations with possible temporal and dispersion 
derivatives (Lindquist et al., 2009; Stephan et al., 2007). On the other hand, localization of 
brain activity can be done by data driven methods such as independent component analysis 
(ICA) or group ICA methods (Gu & Pagnoni, 2008; Varoquaux et al., 2010), which can 
extract reproducible components between experimental trials or between subjects. Most 
data driven methods assume non-Gaussian distributions for unknown temporal behaviors, 
which would make thresholding more difficult in constructing activation maps based on 
voxel-wise component scores. As was mentioned, BOLD responses can be highly 
reproducible in a fixed brain region within each subject. In this chapter we introduce a 
simple procedure for research into stable temporal behaviors in the brain, which can be 
further classified into different response patterns for selecting regions of interest (ROIs) or 
for GLM analysis.  
3. Measures of reliability  
Reliability analysis requires assessment data to be structured in similar events or replicates. 
Event-related fMRI experiments are normally conducted over a period of time which is split 
into smaller segments or experimental runs to allow subjects to rest. Different runs can be 
considered as experimental replicates implemented under the same condition for evaluation 
of between-run reliability. Although the notation used in this section has been designed for 
between-run reliability analysis, a generalization of the method to other types of situations 
can be easily made by analogy (e.g., between trials or between subjects). The ICC index is a 
prominent statistic for measuring reliability of image data between runs. Here we specify 
the assumption used for computing the index, and its potential competitors. Let S denote the 
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dependent variable and a few design contrasts as regressors. The design contrast constitutes 
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In this chapter, we outline a reliability analysis procedure applicable directly to BOLD 
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the procedure assesses the persistency in BOLD responses during the experimental session. 
Nonpersistency implies that a brain region is either heavily contaminated by noise or 
possibly contains a transient response, the onset of which is not reproducible between 
replicates. In applications, the procedure would suggest a collection of stable brain 
responses and their spatial distributions that may or may not be easily modeled or detected 
by using a weighted linear sum of a few basis functions (Lindquist et al., 2009). For instance, 
it might not be immediately clear how to specify design contrasts for a relatively longer 
duration of stimuli (> 40 sec per event) or for analysis of spontaneous brain activity under 
the eyes-closed and –open states. Stable BOLD responses can be further classified into 
distinct types featuring the time to response peak, amplitude, duration and sign (increased 
or decreased responses).  
In the method section, we will elaborate the step-by-step procedure for assessing reliability 
of BOLD responses, testing reliability indices for statistical significance, and constructing 
reliability maps. For illustration, the method will be applied to an empirical dataset collected 
in a change detection task using the event-related paradigm (Huettel et al., 2001). Empirical 
results will show that the criterion of persistency is more sensitive to activity in the grey 
matter in contrast to that in the white matter. Finally, we will discuss the neurophysiological 
basis and clinical usage of reliability maps. 
2. Hemodynamic response functions 
In statistical analysis of fMRI data, it is important to model the BOLD responses as a 
function of the external stimulus (Buxton et al., 1997; Friston et al., 2000; Obata et al., 2004). 
By convention, a canonical hemodynamic response function (HRF) can be convolved with 
the external stimulus function to estimate the responses. The HRF can be formulated using 
one or two gamma functions to model a slight intensity dip after the response has fallen 
back to zero (Friston et al., 1998; Lange & Zeger, 1997). The estimated response at a 
particular scan is then subsampled from the response function specified at the scan 
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acquisition time (Bandettini et al., 1993; Worsley et al., 2002). Canonical HRF assumes an 
instantaneous short stimulus with a few parameters determined by empirically observing 
activity in the primary visual cortex (Boynton et al., 1996; Glover, 1999); the function has 
been well fitted to experimental data in many fMRI studies involving healthy subjects, and 
is suitable for testing hypotheses on the strength and location of brain activation. However, 
the function may be ineffectual with experiments involving younger children or clinical 
patients. 
There is an increasing amount of literature showing significant variability in HRFs between 
brain regions and subjects (Aguirre et al., 1998; Handwerker et al., 2004). The HRF 
variability also appears between experimental sessions recorded in different days on the 
same subject (Neumann et al., 2003). If variability in HRFs is known to be quite large, an 
empirically derived HRF can be used instead of the theoretical one in the generalized linear 
model (GLM) analysis of fMRI data (Handwerker et al., 2004). However, the variability 
problem cannot be precisely resolved by inserting an empirical HRF into the GLM because 
the HRF onset time and latency also varies seriously between brain regions especially in 
event-related experiments with long-term stimuli. In addition to microvasculature 
disturbances to variability in HRFs, the temporal behavior of BOLD signal has been found 
stable in repeated trials recorded in a single session (Aguirre et al., 1998; Miezin et al., 2000; 
de Zwart et al., 2005). Conditional on a fixed brain region, the HRF shape and amplitude can 
be highly reproducible within a subject. 
Numerous studies in recent years have reported the relative efficiency of different HRF 
models, including finite impulse response models using basis functions and extension of the 
canonical HRF to more complicated situations with possible temporal and dispersion 
derivatives (Lindquist et al., 2009; Stephan et al., 2007). On the other hand, localization of 
brain activity can be done by data driven methods such as independent component analysis 
(ICA) or group ICA methods (Gu & Pagnoni, 2008; Varoquaux et al., 2010), which can 
extract reproducible components between experimental trials or between subjects. Most 
data driven methods assume non-Gaussian distributions for unknown temporal behaviors, 
which would make thresholding more difficult in constructing activation maps based on 
voxel-wise component scores. As was mentioned, BOLD responses can be highly 
reproducible in a fixed brain region within each subject. In this chapter we introduce a 
simple procedure for research into stable temporal behaviors in the brain, which can be 
further classified into different response patterns for selecting regions of interest (ROIs) or 
for GLM analysis.  
3. Measures of reliability  
Reliability analysis requires assessment data to be structured in similar events or replicates. 
Event-related fMRI experiments are normally conducted over a period of time which is split 
into smaller segments or experimental runs to allow subjects to rest. Different runs can be 
considered as experimental replicates implemented under the same condition for evaluation 
of between-run reliability. Although the notation used in this section has been designed for 
between-run reliability analysis, a generalization of the method to other types of situations 
can be easily made by analogy (e.g., between trials or between subjects). The ICC index is a 
prominent statistic for measuring reliability of image data between runs. Here we specify 
the assumption used for computing the index, and its potential competitors. Let S denote the 
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variance–covariance matrix of  image data between M runs in a single voxel. The ICC index 
can be expressed as 
 ICC = ������1 � ������1��1���� ,  (1) 
where 1 is the summing vector of order M, and tr(S) is the trace of S. The index has 
additionally assumed that the assessment data between replicates can be expressed as an 
additive equation except for random measurement errors.  
The index is particularly sensitive to the variance within each run; if variances of image 
intensity vary from one run to the next, the size of ICC becomes smaller. However, the index 
is unaffected by adding a constant to image intensity within each run. As an alternative to 
ICC, the agreement index is sensitive to all aspects of between-run variation including the 
mean image intensity. An interested reader may refer to McGraw & Wong (1996) for a 
detailed comparison between the ICC and agreement index. In general, the two indices give 
comparable results when the number of scan volumes increases in each run. In some 
experimental paradigms, the scale of image intensity is allowed to vary between runs, and 
the additive assumption could be too restrictive for general applications. For example, tasks 
with high and low working memory loads are implemented in different runs. There are also 
reliability indices robust to scale changes; that is, image data in one run can be expressed as 
a linear combination of those in another run.  
In our empirical studies, reliability indices with lesser restrictive assumptions always yield 
greater index values, but the ordering of voxels according to index values remains 
unchanged especially with fMRI data. Interested readers may refer to Liou (1989) for a 
review on robust reliability indices. An alternative approach is to specify a common factor 
model underlying image data and to compute the reliability index based on factor loadings 
(McDonald, 1999). If the common factor model is misspecified, the reliability estimate using 
factor loadings could be seriously biased (Yang & Green, 2010). An empirical comparison 
between the ICC and factor analysis models for estimating reliability can be found in Lucke 
(2005). 
We now assume that the maximum autocorrelation coefficient in a fMRI time series 
decreases toward zero as the time-lag between the correlated observations increases toward 
infinity. It follows from a standard result for a weakly dependent sequence of random 
variables (Peligrad, 1996, Theorem 2.1) that the asymptotic distribution of elements in S can 
be assumed to be multivariate Gaussian as the number of scan volumes n → ∞, 
√������� � ������ → N�0, 2H���⨂��H�� � , 
where ⨂ is the Kronecker product and � is the population counterpart of S; vechS 
denotes the vector of those non-duplicated elements in S, and the operational matrix H� 
satisfies the identity vechS =H�vecS (Henderson & Searle, 1979). Because ICC is a 
differentiable function of a multivariate Gaussian vector, the asymptotic variance of ICC 
can be derived as follows 
 Var�ICC� � 2���d�H���⨂��H�� d,  (2) 
where d’ is the derivative of ICC with respect to vech’S as follows: 
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d’ = ������������� �� �1� 1��ec��� � 	������1�⨂1���G�	 
and vecS = G��ech�. With a moderate size of n (> 100), it is reasonable to assume that  
 Z = (ICC - μ���)/Std(ICC) (3) 
is distributed as a standard Gaussian distribution with mean 0 and variance 1, where 	μ���		is 
the mean value in the population and Std(ICC) denotes the square root of Var(ICC) in (2). In 
applications, one may hypothesize that μ��� � �	an�	test an observed ICC for statistical 
significance against this hypothesis.  
4. Multiple testing 
The ICC value is computed by using temporal information within each individual voxel, 
and the resulting Z value in (3) can be tested against a nominal Type-I error rate α.	In	this	
chapter,	we	 assume that only positive ICC values are acceptable. With α	= 0.05 for a one-
tailed test,	for	example, voxels with Z � 1.64 can be selected for constructing reliability maps. 
As the number of voxels to be evaluated increases, the likelihood of having at least one 
Type-I error out of all tests also increases in the experiment. By the Bonferroni inequality,  
�� � 	���, where V is the total number of voxels with positive Z values, the familywise error 
(FWE) rate can be controlled at α	��	selectin�	error	rate	at	 	��	 for	each	 test.	Because of the 
spatial dependence among image voxels, the Bonferroni procedure tends to be too 
conservative in general (Nichols & Hayasaka, 2003). 
Alternatively, the multistep test uses a sequence of ordered p-values which are compared 
against different thresholds. The false discovery rate (FDR) is a step-up test widely applied 
in neuroimaging studies (Chumbley et al., 2010; Genovese et al., 2002; Langers et al., 2007). 
The FDR procedure considers		����		�	�i����α������ as the critical value for the i-th test in 
the ordered sequence to control the false positive rate at α, where ���� is a predetermined 
constant. The choice of the constant depends on the joint distribution of p-values in the 
sequence. For instance, ���� � 1,	 in case of the Gaussian noise with nonnegative correlation 
across voxels, and  ���� 	� ∑ �������  , in case of no assumption on dependence (Genovese et 
al., 2002). The FDR procedure is easily implemented even for large data sets, and more 
powerful than the Bonferroni procedure (Langers et al., 2007; McNamee & Lazar, 2004; 
Nichols & Hayasaka, 2003).  
The random field theory (RFT) methods account for spatial dependence in the data, as 
captured by the maximum of a random field (Nichols & Hayasaka, 2003; Worsley, 1996). It 
has been shown that the probability of observing a cluster of voxels exceeding a threshold in 
a smooth Gaussian RF can be approximated by the expected Euler characteristic (EC). The 
EC counts the number of clusters above a sufficiently high threshold in a smoothed 
Gaussian RF. Methods based on the RFT comprise a flexible framework for neuroimaging 
inference, but RFT relies on the assumptions of stationarity and smoothness (Nichols & 
Hayasaka, 2003). Without spatial smoothing on ICC values, the RFT methods yield similar 
results to the Bonferroni procedure in our applications. In the empirical example, we will 
only present results based on the FDR procedure with C(V) = 1. An interested reader may 
refer to Nichols and Hayasaka (2003) for a detailed comparison between different 
approaches to controlling the FWE. 
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variance–covariance matrix of  image data between M runs in a single voxel. The ICC index 
can be expressed as 
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(McDonald, 1999). If the common factor model is misspecified, the reliability estimate using 
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 Z = (ICC - μ���)/Std(ICC) (3) 
is distributed as a standard Gaussian distribution with mean 0 and variance 1, where 	μ���		is 
the mean value in the population and Std(ICC) denotes the square root of Var(ICC) in (2). In 
applications, one may hypothesize that μ��� � �	an�	test an observed ICC for statistical 
significance against this hypothesis.  
4. Multiple testing 
The ICC value is computed by using temporal information within each individual voxel, 
and the resulting Z value in (3) can be tested against a nominal Type-I error rate α.	In	this	
chapter,	we	 assume that only positive ICC values are acceptable. With α	= 0.05 for a one-
tailed test,	for	example, voxels with Z � 1.64 can be selected for constructing reliability maps. 
As the number of voxels to be evaluated increases, the likelihood of having at least one 
Type-I error out of all tests also increases in the experiment. By the Bonferroni inequality,  
�� � 	���, where V is the total number of voxels with positive Z values, the familywise error 
(FWE) rate can be controlled at α	��	selectin�	error	rate	at	 	��	 for	each	 test.	Because of the 
spatial dependence among image voxels, the Bonferroni procedure tends to be too 
conservative in general (Nichols & Hayasaka, 2003). 
Alternatively, the multistep test uses a sequence of ordered p-values which are compared 
against different thresholds. The false discovery rate (FDR) is a step-up test widely applied 
in neuroimaging studies (Chumbley et al., 2010; Genovese et al., 2002; Langers et al., 2007). 
The FDR procedure considers		����		�	�i����α������ as the critical value for the i-th test in 
the ordered sequence to control the false positive rate at α, where ���� is a predetermined 
constant. The choice of the constant depends on the joint distribution of p-values in the 
sequence. For instance, ���� � 1,	 in case of the Gaussian noise with nonnegative correlation 
across voxels, and  ���� 	� ∑ �������  , in case of no assumption on dependence (Genovese et 
al., 2002). The FDR procedure is easily implemented even for large data sets, and more 
powerful than the Bonferroni procedure (Langers et al., 2007; McNamee & Lazar, 2004; 
Nichols & Hayasaka, 2003).  
The random field theory (RFT) methods account for spatial dependence in the data, as 
captured by the maximum of a random field (Nichols & Hayasaka, 2003; Worsley, 1996). It 
has been shown that the probability of observing a cluster of voxels exceeding a threshold in 
a smooth Gaussian RF can be approximated by the expected Euler characteristic (EC). The 
EC counts the number of clusters above a sufficiently high threshold in a smoothed 
Gaussian RF. Methods based on the RFT comprise a flexible framework for neuroimaging 
inference, but RFT relies on the assumptions of stationarity and smoothness (Nichols & 
Hayasaka, 2003). Without spatial smoothing on ICC values, the RFT methods yield similar 
results to the Bonferroni procedure in our applications. In the empirical example, we will 
only present results based on the FDR procedure with C(V) = 1. An interested reader may 
refer to Nichols and Hayasaka (2003) for a detailed comparison between different 
approaches to controlling the FWE. 
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5. Reliability maps 
In fMRI experiments, it is reasonable to assume that environmental, physiological, and 
psychological factors fluctuate randomly throughout the experimental period on a 
moment-by-moment basis, and these random effects occur equally likely in all runs. 
Imaging techniques, such as pulse sequences, imaging parameters and scanner 
performance, also affect the quality of observations. Those artifacts, however, may be 
systematic and non-random as long as the same scanners, sequences, and parameters are 
implemented in the experiments. In addition to regular prewhitening procedures (i.e., 
slice timing, motion correction, and adjustment for autocorrelation), the fMRI time series 
in reliability analysis must be corrected for major trend effects in order to account for 
magnetic field drifts.  
There are qualitative descriptions of reliability indices, for instance, poor (<0.00), slight 
(0.00-0.20), fair (0.21-0.40), moderate (0.41-0.60), substantial (0.61-0.80), and almost perfect 
(0.81-1.00) (Landis & Koch, 1977). The size of ICC also depends on the number of runs and 
number of scan volumes. However, the standardized ICC in (3) can take into account the 
sample size effects. In order to construct the reliability maps, the Z value is computed by 
substituting sample estimate S for population � in (3) for each individual voxel using the 
preprocessed fMRI time series. Voxels with Z values significantly greater than zero can be 
selected to construct the reliability maps (e.g., Z ≥ 1.64 with Type I error controlled at α = 
0.05). In order to control the FWE, the Bonforroni correction, random field theory, and FDR 
control methods can be applied (Hochberg & Tamhane, 1987; Worsley et al., 1996). In the 
empirical example, we only present results based on the FDR method which yields most 
reasonable findings as compared with the other two methods.  
The reliability analysis can be applied to each individual subject as well as to a group of 
subjects. After normalization of each subject’s fMRI scans to a standard brain atlas (e.g., the 
MNI brain), the group standardized ICC for K subjects can be computed as follows: 
 �� = �∑ ICC��� � �∑ ������ ICC���  , (4) 
where ICCj denotes the ICC index corresponding to the j-th subject. The �� values can be 
tested for significance against a standard Gaussian distribution with FDR control of FWE in 
the normalized space.  
6. Empirical example 
We illustrate the use of the reliability analysis procedure in an example using the long-term 
stimulus in the experiment (42 sec per event). The dataset was collected in an event-related 
fMRI experiment involving 10 subjects for investigating brain functions in a change-
detection task (Huettel et al., 2001; fMRIDC Accession No: 2-2001-111T9). There were 10 
stimulus trials in each run, and each subject completed 10-12 runs in his/her experimental 
session. In each trial, a pair of images was presented with difference in either the 
presence/absence of a single object or color of the object. The subjects made the behavioral 
response by pressing a button when they felt that there was something changing on the trial. 
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Each trial began with 2 sec fixation cross at the center of the screen as a warning signal, 
followed by the first 30 sec of the trial, during which two images were presented for 300 ms, 
separated by a 100-ms mask. The mask was removed during the last 10 sec of the trial, and 
the stimuli alternated every 400ms. During the experiment, the subjects were instructed to 
keep their eyes on the display at all times. 
Figure 1 lists the frequency distribution of categorized trials in four response-time intervals, 
namely, 0-10, 10-20, 20-30 and 30-40 sec according to the time point at which a subject made 
the change identification responses. All distributions in the figure show two frequency 
peaks in the first and last bins. On the average, the between-subject variation is small by 
inspecting the behavioral data. Figure 2 plots the frequency distribution of voxel-wise Z 
values in (3) for each of the 10 subjects. Theoretically, the ICC values lie within the range of 
(−∞, 1], and the plots suggest that all subjects have similar ICC distributions except for 
Subjects 7 and 8, whose ICC values are mainly distributed in the negative direction (smaller 
proportions of positive ICC values). The two subjects have average shorter reaction times as 
compared with other subjects. During the experimental sessions, instantaneous BOLD 
responses could occur in the two subjects, which may or may not be related to the task. The 
image data of these two subjects were later eliminated from the group reliability analysis. In 
applications, visual inspection on the ICC distributions would suggest removing irregular 
subjects from the group analysis. 
Reliability analysis was applied to each individual subject’s data without normalization of 
image to the MNI template. Figure 3 shows the reliability maps for four subjects whose 
behavioral data and ICC values have comparable distributions in Figures 1 and 2, 
respectively. The maps for each subject were constructed by computing Z values in (3) for 
every voxel, and then testing these values for significance against a standard Gaussian 
distribution using the FDR control of FWE at α = 0.05. The colored overlays in Figure 3 are 
those voxels exceeding the FDR threshold, and were shown by using each subject’s own 
anatomy in the background. The time series data in the colored regions were further 
clustered into different patterns using the k-mean method (MacQueen, 1967). Figure 3 also 
plots the response patterns that are reproducible between the four subjects derived from the 
k-mean method. 
The response functions in Figure 3 suggest that there are at least two types of increased BOLD 
responses (blue and yellow) time locked to the stimulus onset, and one type of decreased 
responses (green) also time locked to the stimulus onset. The onset time of one increased 
response (red) is earlier than the stimulus onset. The time to the response peak varies between 
the three increased BOLD responses and between the four subjects. The time to the dip in the 
decreased response also varies between the four subjects. The response function in yellow in 
the figure shows a minor peak in the last 10 sec of the trial during which the mask was 
removed between images in the change detection task. In applications, these response 
functions can be smoothed and inserted into the design matrix of GLM in SPM or FSL for 
advanced statistical analysis, such as comparing stimulus or task effects in different groups.  
In order to illustrate group reliability maps, functional and anatomical images of eight 
subjects (1, 2, 3, 4, 5, 6, 9 and 10) with more reliable data were normalized to the MNI 
template. The ICC values corresponding to the same voxel in the normalized brain were 
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5. Reliability maps 
In fMRI experiments, it is reasonable to assume that environmental, physiological, and 
psychological factors fluctuate randomly throughout the experimental period on a 
moment-by-moment basis, and these random effects occur equally likely in all runs. 
Imaging techniques, such as pulse sequences, imaging parameters and scanner 
performance, also affect the quality of observations. Those artifacts, however, may be 
systematic and non-random as long as the same scanners, sequences, and parameters are 
implemented in the experiments. In addition to regular prewhitening procedures (i.e., 
slice timing, motion correction, and adjustment for autocorrelation), the fMRI time series 
in reliability analysis must be corrected for major trend effects in order to account for 
magnetic field drifts.  
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(0.00-0.20), fair (0.21-0.40), moderate (0.41-0.60), substantial (0.61-0.80), and almost perfect 
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preprocessed fMRI time series. Voxels with Z values significantly greater than zero can be 
selected to construct the reliability maps (e.g., Z ≥ 1.64 with Type I error controlled at α = 
0.05). In order to control the FWE, the Bonforroni correction, random field theory, and FDR 
control methods can be applied (Hochberg & Tamhane, 1987; Worsley et al., 1996). In the 
empirical example, we only present results based on the FDR method which yields most 
reasonable findings as compared with the other two methods.  
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subjects. After normalization of each subject’s fMRI scans to a standard brain atlas (e.g., the 
MNI brain), the group standardized ICC for K subjects can be computed as follows: 
 �� = �∑ ICC��� � �∑ ������ ICC���  , (4) 
where ICCj denotes the ICC index corresponding to the j-th subject. The �� values can be 
tested for significance against a standard Gaussian distribution with FDR control of FWE in 
the normalized space.  
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stimulus in the experiment (42 sec per event). The dataset was collected in an event-related 
fMRI experiment involving 10 subjects for investigating brain functions in a change-
detection task (Huettel et al., 2001; fMRIDC Accession No: 2-2001-111T9). There were 10 
stimulus trials in each run, and each subject completed 10-12 runs in his/her experimental 
session. In each trial, a pair of images was presented with difference in either the 
presence/absence of a single object or color of the object. The subjects made the behavioral 
response by pressing a button when they felt that there was something changing on the trial. 
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Each trial began with 2 sec fixation cross at the center of the screen as a warning signal, 
followed by the first 30 sec of the trial, during which two images were presented for 300 ms, 
separated by a 100-ms mask. The mask was removed during the last 10 sec of the trial, and 
the stimuli alternated every 400ms. During the experiment, the subjects were instructed to 
keep their eyes on the display at all times. 
Figure 1 lists the frequency distribution of categorized trials in four response-time intervals, 
namely, 0-10, 10-20, 20-30 and 30-40 sec according to the time point at which a subject made 
the change identification responses. All distributions in the figure show two frequency 
peaks in the first and last bins. On the average, the between-subject variation is small by 
inspecting the behavioral data. Figure 2 plots the frequency distribution of voxel-wise Z 
values in (3) for each of the 10 subjects. Theoretically, the ICC values lie within the range of 
(−∞, 1], and the plots suggest that all subjects have similar ICC distributions except for 
Subjects 7 and 8, whose ICC values are mainly distributed in the negative direction (smaller 
proportions of positive ICC values). The two subjects have average shorter reaction times as 
compared with other subjects. During the experimental sessions, instantaneous BOLD 
responses could occur in the two subjects, which may or may not be related to the task. The 
image data of these two subjects were later eliminated from the group reliability analysis. In 
applications, visual inspection on the ICC distributions would suggest removing irregular 
subjects from the group analysis. 
Reliability analysis was applied to each individual subject’s data without normalization of 
image to the MNI template. Figure 3 shows the reliability maps for four subjects whose 
behavioral data and ICC values have comparable distributions in Figures 1 and 2, 
respectively. The maps for each subject were constructed by computing Z values in (3) for 
every voxel, and then testing these values for significance against a standard Gaussian 
distribution using the FDR control of FWE at α = 0.05. The colored overlays in Figure 3 are 
those voxels exceeding the FDR threshold, and were shown by using each subject’s own 
anatomy in the background. The time series data in the colored regions were further 
clustered into different patterns using the k-mean method (MacQueen, 1967). Figure 3 also 
plots the response patterns that are reproducible between the four subjects derived from the 
k-mean method. 
The response functions in Figure 3 suggest that there are at least two types of increased BOLD 
responses (blue and yellow) time locked to the stimulus onset, and one type of decreased 
responses (green) also time locked to the stimulus onset. The onset time of one increased 
response (red) is earlier than the stimulus onset. The time to the response peak varies between 
the three increased BOLD responses and between the four subjects. The time to the dip in the 
decreased response also varies between the four subjects. The response function in yellow in 
the figure shows a minor peak in the last 10 sec of the trial during which the mask was 
removed between images in the change detection task. In applications, these response 
functions can be smoothed and inserted into the design matrix of GLM in SPM or FSL for 
advanced statistical analysis, such as comparing stimulus or task effects in different groups.  
In order to illustrate group reliability maps, functional and anatomical images of eight 
subjects (1, 2, 3, 4, 5, 6, 9 and 10) with more reliable data were normalized to the MNI 
template. The ICC values corresponding to the same voxel in the normalized brain were 
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computed for each of the eight subjects. The average ICCs across the eight subjects and  
values were computed for all voxels in the normalized brain. Figure 4 shows the group 
reliability maps in different brain regions. Brain regions with higher  values imply that 
there were stable temporal behaviors during the experimental session in these regions. The 
reliability maps might suggest potential ROIs for probing high-level brain functions. 
 
 
Fig. 1. The frequency distribution of categorized trials in four response-time intervals, 
namely 0-10, 10-20, 20-30 and 30-40 sec, according to the time point at which a subject made 
the change identification responses. 
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Fig. 2. The frequency distributions of standardized ICC values for each of the 10 subjects. 
The percentage above each individual’s histogram shows the proportion of voxels with 
positive ICC values. 
The average time series across the eight subjects in different voxels with significant  
values were clustered using the k-mean method. Figure 5 shows the BOLD responses 
based on the average time series. According to the figure, there are at least two types of 
decreased responses (green and brown) in the group reliability maps. Figure 6 shows the 
brain regions corresponding to different BOLD response patterns in Figure 5. The color 
overlays in Figure 4 and 6 have the same spatial locations with the normalized anatomy in 
the background. It is interesting to note that the onset time of responses in the 
parahippocampal gyrus, posterior cingulate and precuneus (the red plot) is slightly earlier 
than the stimulus onset. This suggest that a mechanism could be carried over from the 
previous trial to a new trial. The parahippocampal gyrus participates in novelty 
perception, and the posterior cingulate and precuneus, in attentional shift. The early-onset 
response could be induced by a preparatory mechanism in anticipation of an expected 
task (Sirotin & Das, 2009). 
Responses in the parahippocampal gyrus, middle frontal gyrus, precuneus and 
superior/inferior parietal lobule (the yellow plot) show a second peak in the last 10 sec of 
each trial during which the mask was removed between two images. The second peak could 
be induced by the task change (with/without the mask). The early decreased responses (in 
green) in the insula, supramarginal, angular gyrus and precuneus could be coupled with the 
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early increased responses (in red) carried over from the previous trial. The late decreased 
responses (in brown) in the cingulate gyrus, superior temporal gyrus and medial frontal 
gyrus could be coupled with increased responses (blue and yellow) for performing the 
change detection task.  
 
Fig. 3. The reliability maps of four subjects participating in the change detection task. The 
colored voxels have ICC values that are significantly greater than zero by a standard 
Gaussian test with the FDR control of FWE at α = 0.05. The selected slices are all in the axial 
sections; the slices in columns (a), (b), (c) and (d) locate approximately at z = -9, -4, +5 and 
+33, respectively. The BOLD response plots in column (e) are those stable response patterns 
associated with each subject from the k-mean method. The spatial distribution of each 
response pattern in the brain is highlighted using the same color. The reliability maps are 
reported by showing in a subject’s own anatomy in the background with colored overlays 
indicating those voxels with Z values exceeding the FDR thresholds. 
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Fig. 4. The group reliability maps for eight subjects participating in the change detection 
task. The colored voxels have ZG values significantly greater than zero by a standard 
Gaussian test with the FDR control of FWE at α = 0.05. Coordinates are in the normalized 
space of the Talairach and Tournoux 1988 brain atlas. The intensity of the color indicates the 




Fig. 5. Stable response patterns from the k-mean method; the patterns are found by 
averaging time series across 8 subjects in each voxel in the normalized space. 
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Fig. 5. Stable response patterns from the k-mean method; the patterns are found by 
averaging time series across 8 subjects in each voxel in the normalized space. 
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Fig. 6. The group reliability maps for eight subjects using the same colors corresponding to 
the response plots in Figure 5. The increased responses in blue are mainly distributed in the 
fusiform gyrus, lingual gyrus, middle occipital gyrus and cuneus; those in yellow are 
distributed in the parahippocampal gyrus, middle frontal gyrus, precuneus, and 
superior/inferior parietal lobule; those in red are distributed in the parahippocampal gyrus, 
posterior cingulate and precuneus. The decreased responses in green are distributed in the 
insula, precuneus, and inferior parietal lobule; those in brown are distributed in the 
cingulate gyrus, superior temporal gyrus and medial frontal gyrus. 
7. Discussion 
Comparing with other existing methods, reliability maps are simple in construction, and 
offer rich information on temporal behaviors of different brain regions. The method is 
applicable to each individual subject as well as to a group of subjects, and has potential use 
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for investigating the HRF variability between subjects and between brain regions. Without 
reliability assessment, some functional mechanisms could be overlooked in the analysis 
such as novelty perception in the last few seconds of each trial in the change detection task. 
One restriction of reliability assessment is that the fMRI time series must be partitioned into 
replicates (e.g., experimental runs). This might not pose difficulty in applications. For 
instance, we applied the same procedure to the resting state fMRI with alternate eyes-closed 
and –open periods (3 min per state with two replications). It was found that the thalamus 
showed most reliable results, but BOLD responses in this region were quite different from 
those in other regions. Regions located in the default mode network (e.g., precuneus) also 
had moderate sizes of reliability. By the conventional approaches to analyzing resting state 
data (e.g., independent component analysis, and the seed correlation approach), one would 
mainly find those regions located in the default mode network. We conclude that 
persistency in BOLD responses as measured by the ICC index is an important indicator of 
temporal behaviors in fMRI experiments. 
The asymptotic theory supporting reliability maps need not require a large number of scan 
volumes or any stationarity assumption. In our experience, the procedure works well in 
datasets involving two runs with 160 scan volumes each. In clinical studies involving 
patients, the number of experimental replicates might be small (a few runs), and the 
reliability maps would support information on functional distortions in task execution, 
especially for those decreased responses in Figure 5. Although the k-mean methods can be 
applied directly to image data without using reliability maps, those clusters of larger size 
may give ambiguous response patterns for each subject. As was mentioned, nonpersistency 
might suggest random noise or transient BOLD responses. In event-related experiments 
with long-term stimuli, there might be several kinds of transient responses occurring in each 
trial with different onset times. For example, novelty in perceived images may depend on 
the order of stimulus presentation. The proposed reliability analysis procedure can only 
assess those temporal behaviors that regularly occur across trials and runs, which could be 
the major limitation of the procedure. 
8. Conclusion 
There have been an increasing number of event-related fMRI studies in cognitive, 
psychological, and medical research. The procedure for constructing reliability maps is 
proposed mainly for experiments using event-related designs involving a relatively longer 
stimulus trial. Its potential use is not limited to event-related designs, however. The method 
had successfully identified reliable regions in a block-design experiment with two runs 
involving alternate blocks of high- and low-load working memory tasks. Reliability maps 
suggest stable temporal behaviors in the experimental session that vary between brain 
regions among individual subjects. Reliability maps would assist researchers to select ROIs 
for further analysis, or to insert the obtained response functions into GLM for testing 
stimulus and task effects. In clinical studies with a small number of replicates, reliability 
maps can assist for detecting functional disorders in the brain for each individual patient. 
We conclude that the proposed procedure would support a stream of research probing more 
complicated BOLD responses in fMRI studies such as the early-onset mechanism in the 
change detection task.  
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showed most reliable results, but BOLD responses in this region were quite different from 
those in other regions. Regions located in the default mode network (e.g., precuneus) also 
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data (e.g., independent component analysis, and the seed correlation approach), one would 
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8. Conclusion 
There have been an increasing number of event-related fMRI studies in cognitive, 
psychological, and medical research. The procedure for constructing reliability maps is 
proposed mainly for experiments using event-related designs involving a relatively longer 
stimulus trial. Its potential use is not limited to event-related designs, however. The method 
had successfully identified reliable regions in a block-design experiment with two runs 
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1. Introduction  
As one of the most complex brain functions and a uniquely human mental faculty, language 
has a special status in brain sciences. Issues on language functioning have been investigated 
from various perspectives, including language acquisition in a developing brain, language 
dissolution in damaged brain, language processing in neurologically healthy adult speakers 
of one, two, or more languages, and so on. However, the neural substrates of language were 
not investigated in a great detail until the recent advancement of neuroimaging techniques. 
One reason for this situation is the fact that animal studies, which have considerably 
contributed to the growth of knowledge in other domains of brain sciences, are not an 
option when studying language. Until recently, most of our knowledge on the language-
brain relationship came from lesion-deficit studies. Since naturally occurring focal cortical 
lesions, such as those found in stroke patients, rarely affect a single brain function and—in 
addition to cortically often run cortico-subcortically, it was difficult before the advancement 
of neuroimaging technologies to determine how the complex functionality of language 
relates with brain structures. Nevertheless, studying the neural underpinnings of language 
in patients with language disorders caused by illness or brain injury resulted in important 
observations and development of a theoretical framework in the 19th century (e.g., Broca, 
1861) that led to a formulation of the fundamental research questions in this field that are 
still object of scientific inquiry. The lesion-deficit approach originated in the work of Broca, 
Wernicke, and Leichtheim in the 19th century, and was re-established and further developed 
by Geschwind, Galaburda, Goodglass, Kaplan, Kertesz and their students in the 20th 
century. This neurological or aphasiological model correlated language disorders and brain 
lesions, with the goal of explaining the effects of lesion on language performance and by 
extension the neural basis of language. In general, it mostly employed crude language 
concepts, such as speech production, comprehension, fluent vs. non-fluent speech, etc., 
without considering insights from linguistics. The situation dramatically changed with the 
development of generative grammar (Chomsky, 1957, and subsequent work) which 
postulates that language is a mental organ and that grammar is a theory of language, which is 
structured in a modular way and somehow instantiated in the brain (Chomsky, 1986). The 
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1. Introduction  
As one of the most complex brain functions and a uniquely human mental faculty, language 
has a special status in brain sciences. Issues on language functioning have been investigated 
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dissolution in damaged brain, language processing in neurologically healthy adult speakers 
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relates with brain structures. Nevertheless, studying the neural underpinnings of language 
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lesions, with the goal of explaining the effects of lesion on language performance and by 
extension the neural basis of language. In general, it mostly employed crude language 
concepts, such as speech production, comprehension, fluent vs. non-fluent speech, etc., 
without considering insights from linguistics. The situation dramatically changed with the 
development of generative grammar (Chomsky, 1957, and subsequent work) which 
postulates that language is a mental organ and that grammar is a theory of language, which is 
structured in a modular way and somehow instantiated in the brain (Chomsky, 1986). The 
generative paradigm turned out to be a productive theoretical approach in linguistics that 
has led to development of sophisticated theories, motivating a great deal of neuroimaging 
research on language.  
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Some basic ideas of the lesion-deficit approach have been questioned in light of new 
evidence from neuroimaging. For instance, the idea that there exist specific language-
dedicated areas, such as Broca’s area (Brodmann areas (BAs) 44, 45) and Wernicke’s area 
(BA 22) that support language production and comprehension respectively, and that 
damage to either area, or to the white matter fibre tract that connects them—the arcuate 
fasciculus—, leads to specific aphasic syndromes (Ardilla, 2010) turned out to be at best 
an oversimplification (Hickok & Poeppel, 2004). The causal link between a lesion and 
specific behaviour, which has often been pointed out as the key feature of the model, 
appears to be misleading, because it is not possible to establish only on the bases of lesion 
whether the deficit is due to damage to a mechanism housed at the lesion site or due to 
damage to the connections passing through the site (Green & Price, 2001). Further 
complication of this issue is brought about by the facts that lesioned area may retain some 
functional capacity, that sometimes areas that are not close to the lesion site react to lesion 
by producing abnormal responses, and that “redundant” areas may take over the function 
that was previously supported by the lesioned area. In addition, this approach misses a 
difference between the areas that have a better blood supply and thus may be more 
resilient to damage, and other areas. It appears that we cannot specify all the areas 
supporting a specific task based on a lesion in the brain (Price, 2000; Green & Price, 2001). 
Regardless, lesion-deficit studies have enabled valuable insights into the brain-behavior 
relationship that secured this method a unique status in brain sciences. The basic 
framework has been modified over time to include methods, models, and formalities from 
other disciplines, such as experimental psychology, cognitive science, computational 
approaches (Chatterjee, 2005), and since recently it has been strongly affected by 
neuroimaging.  
Functional neuroimaging techniques such as Positron Emission Tomography (PET) and 
functional Magnetic Resonance Imaging (fMRI) have the capacity to fully specify areas 
supporting a specific task with a spatial resolution of 5-10 mm, revealing (relative) 
functional specializations of particular brain areas. The main contribution of functional 
neuroimaging to studying language is the insight that language is not a unified 
phenomenon and that in fact it is supported by many brain areas (Kutas et al., 2000; Price, 
2010). A “single” language function, such as auditory comprehension, typically involves a 
complex of linguistic computations and representations that are carried out by cognitive 
subsystems supported by an extensive network of cortical brain areas and white matter 
pathways. For instance, the phonological subsystem supporting auditory comprehension 
activates certain temporal areas as well as the dorsal region of Brodmann area (BA) 44. The 
semantic level of auditory comprehension is also distributed; e.g., passive listening activates 
temporal region BA 22/42 bilaterally, while other semantic tasks may activate left BA 47, BA 
45/46 and BA 44 (Friederici, 1998). The syntactic subsystem, which too contributes to 
auditory comprehension, is supported by Broca's area (BAs 44, 45), the angular gyrus (BA 
39), the supramarginal gyrus (BA 40), the superior temporal gyrus (BA 22), involving also 
the white matter structures, such as the basal ganglia (Kutas et al., 2000; Caplan et al., 2000). 
The auditory language comprehension network further depends on the functional 
connectivity between the areas, in particular the white matter pathways such as the inferior 
occipito-frontal fasciculus, the arcuate fasciculus, and the middle and inferior longitudinal 
fasciculi (Turken & Dronkers, 2011). Since auditory sentence comprehension depends on 
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memory and attention, the hippocampal, medial temporal, and frontal lobe structures that 
support memory, and the parietal lobe, which is implicated in attention, also contribute to 
language processing (Kutas et al., 2000).  
However, language is even more complex than what postulating the basic linguistic levels 
such as phonetics/phonology, morphology, syntax, semantics and discourse typically 
entails. Evidence from aphasia suggests that, for instance, certain aspects of syntax may be 
impaired with other syntactic aspects being spared in the same patient, which indicates 
that analyses of language at a much finer level of granularity are needed. In order to 
investigate language in the brain at a finer level, researchers used a variety of 
methodologies to study components of the linguistic levels, such as processing of 
syntactic movement of sentential elements, and storage and manipulation of traces left 
behind the moved elements (e.g., Grodzinsky, 2000; Fiebach et al., 2001, 2002). Activation 
in the left inferior frontal gyrus, for example, was reported for both a specific syntactic 
operation that moves elements in a sentence, syntactic movement (Grodzinsky, 2000; Ben-
Shachar et al., 2003, 2004), and for an aspect of working memory (WM) that has been 
claimed to support exclusively syntactic processing, syntactic WM (Fiebach et al., 2001). 
Intra- and inter-sentential processes are so intricate that it may not be possible for 
neuroimaging or as a matter of fact any other current method in the brain sciences to fully 
capture their temporal and spatial dynamics at the level of analysis they require, allowing 
reliable conclusions on the principles of cerebral organization of language (Poeppel & 
Embick, 2005; Pulvermüller, 2010). Thus, methodological refinements that will better align 
research on the neural basis of language with the developments in theoretical linguistics 
are much needed.  
Following the realization that language is more distributed in the brain than previously 
thought and that there may not be one-to-one mappings between specific brain areas and 
language tasks (e.g., speech production, comprehension), the focus has recently shifted from 
the search for highly specialized “language areas” to efforts to capture the spatial and 
temporal dynamics of language as a distributed function. An example of model that is 
anchored in this view, which incorporates insights from lesion-deficit studies, 
neuroimaging, and electrophysiological studies, is the dual-stream model of speech 
production and comprehension (Hickok & Poeppel, 2000, 2007). According to this model, 
language is functionally realized via two broad streams of processing, the dorsal and ventral 
streams. Namely, cortical speech processing begins with a spectrotemporal analysis 
supported by auditory cortices in both hemispheres. Thus computed information moves to 
the phonological network in the middle to posterior portion of the superior temporal sulcus, 
where there is a slight left hemisphere (LH) bias for processing involving phonological 
processes and representations. From this point, information moves via the dorsal stream, 
which is strongly left-lateralized and supports auditory-motor integration in speech 
processing, and the ventral stream, which is bilateral with a slight LH bias and supports 
auditory comprehension. In other words, the dorsal stream maps phonological 
representations onto articulatory motor representations, and the ventral stream maps them 
onto lexical conceptual representations. The dorsal stream in its posterior part involves a 
portion of the Sylvian fissure at the parietal-temporal boundary, supporting the sensory-
motor interface; its anterior portion in the frontal lobe includes Broca’s area and its vicinity, 
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memory and attention, the hippocampal, medial temporal, and frontal lobe structures that 
support memory, and the parietal lobe, which is implicated in attention, also contribute to 
language processing (Kutas et al., 2000).  
However, language is even more complex than what postulating the basic linguistic levels 
such as phonetics/phonology, morphology, syntax, semantics and discourse typically 
entails. Evidence from aphasia suggests that, for instance, certain aspects of syntax may be 
impaired with other syntactic aspects being spared in the same patient, which indicates 
that analyses of language at a much finer level of granularity are needed. In order to 
investigate language in the brain at a finer level, researchers used a variety of 
methodologies to study components of the linguistic levels, such as processing of 
syntactic movement of sentential elements, and storage and manipulation of traces left 
behind the moved elements (e.g., Grodzinsky, 2000; Fiebach et al., 2001, 2002). Activation 
in the left inferior frontal gyrus, for example, was reported for both a specific syntactic 
operation that moves elements in a sentence, syntactic movement (Grodzinsky, 2000; Ben-
Shachar et al., 2003, 2004), and for an aspect of working memory (WM) that has been 
claimed to support exclusively syntactic processing, syntactic WM (Fiebach et al., 2001). 
Intra- and inter-sentential processes are so intricate that it may not be possible for 
neuroimaging or as a matter of fact any other current method in the brain sciences to fully 
capture their temporal and spatial dynamics at the level of analysis they require, allowing 
reliable conclusions on the principles of cerebral organization of language (Poeppel & 
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are much needed.  
Following the realization that language is more distributed in the brain than previously 
thought and that there may not be one-to-one mappings between specific brain areas and 
language tasks (e.g., speech production, comprehension), the focus has recently shifted from 
the search for highly specialized “language areas” to efforts to capture the spatial and 
temporal dynamics of language as a distributed function. An example of model that is 
anchored in this view, which incorporates insights from lesion-deficit studies, 
neuroimaging, and electrophysiological studies, is the dual-stream model of speech 
production and comprehension (Hickok & Poeppel, 2000, 2007). According to this model, 
language is functionally realized via two broad streams of processing, the dorsal and ventral 
streams. Namely, cortical speech processing begins with a spectrotemporal analysis 
supported by auditory cortices in both hemispheres. Thus computed information moves to 
the phonological network in the middle to posterior portion of the superior temporal sulcus, 
where there is a slight left hemisphere (LH) bias for processing involving phonological 
processes and representations. From this point, information moves via the dorsal stream, 
which is strongly left-lateralized and supports auditory-motor integration in speech 
processing, and the ventral stream, which is bilateral with a slight LH bias and supports 
auditory comprehension. In other words, the dorsal stream maps phonological 
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onto lexical conceptual representations. The dorsal stream in its posterior part involves a 
portion of the Sylvian fissure at the parietal-temporal boundary, supporting the sensory-
motor interface; its anterior portion in the frontal lobe includes Broca’s area and its vicinity, 
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while its more dorsal premotor component “corresponds to the portions of the articulatory 
network” (Hickok & Poeppel, 2007, p. 395). The ventral stream in its posterior portion 
(posterior middle and inferior portions of the temporal lobes) supports linking of 
phonological and semantic information (the lexical interface), while its more anterior areas 
support the combinatorial network.  
In addition to capturing the differences in the respective functional anatomies of the two 
processing streams, the dual-stream model also aligns research on language with the recent 
developments in cognitive neuroscience that seek to establish a broader understanding of 
what and where of the processes in the brain. For instance, according to recent research on 
vision, audition, and the visuomotor system, sensory-motor integration and spatial stimuli 
processing are carried by a dorsal stream, while stimuli perception and recognition are 
carried by the ventral stream (Saur et al., 2008). To put it differently, the two processing 
streams support different types of computations in the brain regardless of the domain, 
including language. What is in particular interesting about this model is not only its 
distributed and dynamic nature, but also its ability to incorporate interface components of 
language functioning. This is an important feature that brings the model closer to the 
theories on human cognitive architecture that postulate existence of integrative and interface 
modules (e.g., Jackendoff, 1997, 2002), providing the neural basis to cognitive interface 
modules. More importantly for our purposes, the two pathways for language postulated by 
the dual stream model capture language processing in neurologically intact brain—at least 
in tasks prototypical for each of the streams (Saur et al., 2008) and account for aphasic 
syndromes (Hickok & Poeppel, 2004).  
In order to further illustrate the role of fMRI in language research, with a particular regard 
to language reorganization after stroke, we will next address the concept of explanatorily 
significant progress in cognitive neuroscience, against which contribution of fMRI to post-
stroke aphasia research will be discussed. Then, we will focus on issues such as aphasia, 
patterns of aphasic deficits, and the brain’s potential to adapt to lesions causing aphasia. We 
will conclude the chapter discussing some methodological challenges in using fMRI to study 
post-stroke aphasia and questions for future research. 
1.1 Neuroimaging: Towards explanatorily significant progress?  
The impact of neuroimaging on language studies and its contribution to our understanding 
of the language-brain relationship has recently been challenged in light of the findings 
indicating that in addition to supporting a particular language function, a single brain area 
may be activated in tasks that are not language related (Hickok & Poeppel, 2005; Fedorenko 
& Kanwisher, 2009; Pulvermüller, 2010). Hickok and Poeppel (2005) argue that, despite the 
large number of published neuroimaging studies that address various aspects of the 
question of how language is instantiated in the brain, the progress has not been explanatorily 
significant. For instance, neuroimaging reveals that Broca’s area, which was traditionally 
defined as a “classical language area”, supports various tasks related to memory, music 
(e.g., Maess et al., 2001; Patel, 2003), calculation, object manipulation (Binkofski et al., 2004), 
motor imagery (Binkofski et al., 2000), perception of meaningful but not meaningless 
sequences of hand and mouth actions (Fadiga et al., 2006a, Fadiga et al., 2006b), time 
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perception, rhythmic perception, processing of complex geometric patterns (Fink et al., 
2006), prediction of sequential patterns, and so on.  
When a single area is associated with a variety of tasks, it is important to understand 
whether the activation of that area during a specific task reflects that the area in question is 
necessary for the task or whether it perhaps reflects strategies used to optimize performance 
on the task (Price, 2000). In case of Broca’s area, growing number of neuroimaging studies 
report activation in this area, without providing a principal explanation of how it 
contributes to the functionality across domains. Several proposals have been put forth to 
explain the rich functionality of Broca’s area. For example, it has been proposed that it 
supports: (a) selection of information from competing sources (Thompson-Schill, 2005), (b) a 
broader cognitive control function (Novick et al., 2005, 2010), (c) language specific 
linearization of hierarchical language dependencies (Grewe et al., 2005), (d) processing of 
hierarchical dependencies like those found in language and musical syntax (Opitz & 
Friederici, 2007), to mention a few.  
Despite the current lack of consensus on the role of Broca’s area in a variety of tasks 
involving cognition, perception, and action, the fact is that evidence from neuroimaging 
has enabled insights about the involvement of this area in various types of processing, 
helping to reveal some widely accepted misconceptions on this intriguing brain area. As 
an example, building on some earlier CT findings, structural MRI has established that the 
brain area that Pierre Paul Broca pointed out as probably responsible for the speech loss 
in his historic patients Leborne and Lelong in the 1860s does not actually coincide with 
what we call today “Broca’s area” (Dronkers et al., 2007). Together with structural and 
other functional neuroimaging methods as well as with new observer-independent 
methods of cytoarchitectonic analysis (Amunts et al, 1999, 2003), fMRI has created a new 
picture of this area. Further, functional MRI and PET evidence supports the view that 
damage to Broca’s area is neither sufficient nor necessary to induce Broca’s aphasia and 
that, in contrast to the previously held belief on the existence of functionally highly-
specialized language areas, there may be no brain areas that are dedicated exclusively to 
specific language functions.  
When it comes to the fact that an impressive amount of data on a specific brain area does not 
necessarily translate into explanatorily significant progress, Broca’s area is not an exception. 
A large body of evidence indicates that the extrastriate body area (EBA) and the fusiform 
body area (FBA) also support variety of tasks (Downing & Peelen, in press). There is 
currently little understanding of their roles in these tasks, and in particular their roles in 
across-domains information binding remains unclear. Downing & Peelen (in press) have 
proposed that the body areas in the occipitotemporal cortex (OTC) do not actually support 
processing of the body itself (as a category), but rather its shape and posture (that is, its 
features), forming a perceptual network that supports processing in other cortical systems. 
Further examples of relative functional specialization of brain areas and distribution of 
function pertain to the case of action and action words. For instance, verbs lick, pick, and kick 
activate not only the brain areas that are typically engaged in processing of words and 
concepts; they also activate the areas that support realization of actions to which these 
words refer. In a recent fMRI study Hauk and colleagues (2004) have shown that tongue 
 
Functional Magnetic Resonance Imaging – Advanced Neuroimaging Applications 
 
170 
while its more dorsal premotor component “corresponds to the portions of the articulatory 
network” (Hickok & Poeppel, 2007, p. 395). The ventral stream in its posterior portion 
(posterior middle and inferior portions of the temporal lobes) supports linking of 
phonological and semantic information (the lexical interface), while its more anterior areas 
support the combinatorial network.  
In addition to capturing the differences in the respective functional anatomies of the two 
processing streams, the dual-stream model also aligns research on language with the recent 
developments in cognitive neuroscience that seek to establish a broader understanding of 
what and where of the processes in the brain. For instance, according to recent research on 
vision, audition, and the visuomotor system, sensory-motor integration and spatial stimuli 
processing are carried by a dorsal stream, while stimuli perception and recognition are 
carried by the ventral stream (Saur et al., 2008). To put it differently, the two processing 
streams support different types of computations in the brain regardless of the domain, 
including language. What is in particular interesting about this model is not only its 
distributed and dynamic nature, but also its ability to incorporate interface components of 
language functioning. This is an important feature that brings the model closer to the 
theories on human cognitive architecture that postulate existence of integrative and interface 
modules (e.g., Jackendoff, 1997, 2002), providing the neural basis to cognitive interface 
modules. More importantly for our purposes, the two pathways for language postulated by 
the dual stream model capture language processing in neurologically intact brain—at least 
in tasks prototypical for each of the streams (Saur et al., 2008) and account for aphasic 
syndromes (Hickok & Poeppel, 2004).  
In order to further illustrate the role of fMRI in language research, with a particular regard 
to language reorganization after stroke, we will next address the concept of explanatorily 
significant progress in cognitive neuroscience, against which contribution of fMRI to post-
stroke aphasia research will be discussed. Then, we will focus on issues such as aphasia, 
patterns of aphasic deficits, and the brain’s potential to adapt to lesions causing aphasia. We 
will conclude the chapter discussing some methodological challenges in using fMRI to study 
post-stroke aphasia and questions for future research. 
1.1 Neuroimaging: Towards explanatorily significant progress?  
The impact of neuroimaging on language studies and its contribution to our understanding 
of the language-brain relationship has recently been challenged in light of the findings 
indicating that in addition to supporting a particular language function, a single brain area 
may be activated in tasks that are not language related (Hickok & Poeppel, 2005; Fedorenko 
& Kanwisher, 2009; Pulvermüller, 2010). Hickok and Poeppel (2005) argue that, despite the 
large number of published neuroimaging studies that address various aspects of the 
question of how language is instantiated in the brain, the progress has not been explanatorily 
significant. For instance, neuroimaging reveals that Broca’s area, which was traditionally 
defined as a “classical language area”, supports various tasks related to memory, music 
(e.g., Maess et al., 2001; Patel, 2003), calculation, object manipulation (Binkofski et al., 2004), 
motor imagery (Binkofski et al., 2000), perception of meaningful but not meaningless 
sequences of hand and mouth actions (Fadiga et al., 2006a, Fadiga et al., 2006b), time 
 
Language Reorganization After Stroke: Insights from fMRI 
 
171 
perception, rhythmic perception, processing of complex geometric patterns (Fink et al., 
2006), prediction of sequential patterns, and so on.  
When a single area is associated with a variety of tasks, it is important to understand 
whether the activation of that area during a specific task reflects that the area in question is 
necessary for the task or whether it perhaps reflects strategies used to optimize performance 
on the task (Price, 2000). In case of Broca’s area, growing number of neuroimaging studies 
report activation in this area, without providing a principal explanation of how it 
contributes to the functionality across domains. Several proposals have been put forth to 
explain the rich functionality of Broca’s area. For example, it has been proposed that it 
supports: (a) selection of information from competing sources (Thompson-Schill, 2005), (b) a 
broader cognitive control function (Novick et al., 2005, 2010), (c) language specific 
linearization of hierarchical language dependencies (Grewe et al., 2005), (d) processing of 
hierarchical dependencies like those found in language and musical syntax (Opitz & 
Friederici, 2007), to mention a few.  
Despite the current lack of consensus on the role of Broca’s area in a variety of tasks 
involving cognition, perception, and action, the fact is that evidence from neuroimaging 
has enabled insights about the involvement of this area in various types of processing, 
helping to reveal some widely accepted misconceptions on this intriguing brain area. As 
an example, building on some earlier CT findings, structural MRI has established that the 
brain area that Pierre Paul Broca pointed out as probably responsible for the speech loss 
in his historic patients Leborne and Lelong in the 1860s does not actually coincide with 
what we call today “Broca’s area” (Dronkers et al., 2007). Together with structural and 
other functional neuroimaging methods as well as with new observer-independent 
methods of cytoarchitectonic analysis (Amunts et al, 1999, 2003), fMRI has created a new 
picture of this area. Further, functional MRI and PET evidence supports the view that 
damage to Broca’s area is neither sufficient nor necessary to induce Broca’s aphasia and 
that, in contrast to the previously held belief on the existence of functionally highly-
specialized language areas, there may be no brain areas that are dedicated exclusively to 
specific language functions.  
When it comes to the fact that an impressive amount of data on a specific brain area does not 
necessarily translate into explanatorily significant progress, Broca’s area is not an exception. 
A large body of evidence indicates that the extrastriate body area (EBA) and the fusiform 
body area (FBA) also support variety of tasks (Downing & Peelen, in press). There is 
currently little understanding of their roles in these tasks, and in particular their roles in 
across-domains information binding remains unclear. Downing & Peelen (in press) have 
proposed that the body areas in the occipitotemporal cortex (OTC) do not actually support 
processing of the body itself (as a category), but rather its shape and posture (that is, its 
features), forming a perceptual network that supports processing in other cortical systems. 
Further examples of relative functional specialization of brain areas and distribution of 
function pertain to the case of action and action words. For instance, verbs lick, pick, and kick 
activate not only the brain areas that are typically engaged in processing of words and 
concepts; they also activate the areas that support realization of actions to which these 
words refer. In a recent fMRI study Hauk and colleagues (2004) have shown that tongue 
 
Functional Magnetic Resonance Imaging – Advanced Neuroimaging Applications 
 
172 
movements were associated with the activation of the premotor areas posterior to the 
inferior frontal area typically activated by face-related words, and overlapping activations in 
the motor cortex were found for arm-related words and finger movements, and for leg-
related words and foot movements. In another fMRI study, Orlov and colleagues (2010) 
found consistent segregated activations within the OTC for five different visually presented 
categories of body parts, such as the upper face, lower face, upper limbs, trunk, and the 
lower limbs. More importantly, the OTC was a site where the visual information converged 
with the information on these categories from the motor domain. What is interesting about 
these findings is not only the triple dissociation in the neural support of the mentioned cases 
of verb category (Hauk et al., 2004), or the evidence on which particular area of OTC 
supports which body-part category (Orlov et al., 2010), but rather the insight on how the 
cortical language and action systems in the former case, and vision and the motor system in 
the latter case, contribute to the human conceptual combinatorics. It appears that regardless 
of the domain (e.g., words vs. actions, visual perception vs. movement) certain features of 
an object are selected, combined, and arranged into configurations that can be accessed by 
mechanisms supported by different brain areas. Furthermore, activations in the OTC have 
also been reported in congenitally blind participants in tasks involving tactile stimuli, Braille 
reading, and imagery of object shapes when canonical sounds of these objects were 
presented (Mahon et al., 2009). 
Another interesting finding comes from Chen and Zeki’s (2011) fMRI study in which, 
adopting Kant’s distinction between inherited concepts, such as time and space, and 
acquired ones, such as artifacts, the authors investigated whether different brain 
mechanisms support processing of inherited (e.g., faces) versus acquired concepts (e.g., 
chairs). In addition to the evidence for an “overlapping and segregated system for object 
representation” (p. 9) in the ventral visual cortex, they also found a fronto-parietal activation 
associated with violation of the inherited concepts that was not found when deformed 
artifacts were presented. Based on these findings, they conclude that the distinction between 
the two categories is neurally supported and that there may exist a hard-wired preference 
for processing of certain features of objects. Taking these findings into account, one could 
wonder whether features associated with body shape and posture could also be hard-wired 
in some sense. Bodies and faces provide important cues on identity of others (Peelen & 
Downing, 2007). Given that meaning in humans is highly systemic, it is possible that 
selection and extraction of such specific cues from the visual stimuli is neurally specified to 
the OTC areas. Thus, the body areas in OTC may form a part of an interface which, by 
extracting information on specific features of stimuli, enables the conceptual network to 
select, combine, and arrange these features into interpretable configurations. An important 
step towards explanatorily significant progress in this research area will be to explain how 
the perceptual network interfaces with a distributed conceptual network.  
We can conclude that, although a principled explanation of brain areas with rich 
functionality, such as Broca’s area and OTC, is currently lacking, the accumulating 
knowledge about these areas is valuable in itself as it continues to clarify issues on the brain-
behaviour relationship. It has led to a revision of the traditional conceptualization of an 
intriguing area, such as Broca’s, as well as to appreciation of the complex nature of 
functional segregations within OTC. Research on both brain areas also exemplifies how 
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methodological advancements in neuroimaging have contributed to the growth of 
knowledge on brain’s functionality.  
Debates among researchers who study the neural correlates of language go beyond the 
functionality of Broca’s area and the question of existence of brain areas supporting 
exclusively language vs. possibly having multiple relative specializations (e.g., Fedorenko 
and Kanwisher, 2009; Grodzinsky, 2010; Pulvermüller, 2010), and extend to issues such as 
neuroplasticity in developing and injured brains, brain’s potential for language 
reorganization after injury, and the role of hemispheric specialization in such processes. 
Studying these issues holds a key to better understanding of not only language in the brain, 
but also human cognitive architecture more generally.  
2. fMRI of post-stroke aphasia  
Establishing potential for long-term recovery of language in post-stroke patients requires 
information on which neuroanatomical areas are damaged by a stroke, what the extent of 
damage is (Naeser & Palumbo, 1994), and with which areas is the remaining functionality 
associated (Price, 2000). Having this information as early as possible allows patients with 
poor prediction of recovery to sooner enroll in non-verbal treatment programs that may 
improve their communication abilities, and patients with good prediction of recovery to 
early begin intensive behavioral or stimulation interventions specifically designed to 
optimize their recovery of language.  
While structural neuroimaging can provide important insights on changes in the brain 
structures after a stroke, functional neuroimaging is essential in deriving predictions on 
recovery based on the remaining functionality. As a matter of fact, one critical aspect of the 
progress in language-brain research enabled by neuroimaging methods pertains to the 
insights on neuroplasticity and the brain’s ability to reorganize the function after injury. 
Neuroplasticity—or brain plasticity—is a term that refers to the brain’s ability to adapt to 
change, be it environmental pressure, learning experience, or brain damage (Johansson, 
2011). The ability of damaged brain to recover language depends on the type of damage, 
lesion site and size. Individual brain dynamics and factors such as intensity of speech 
therapy, involvement in social interaction and verbal communication outside the speech 
therapy setting, concomitant diagnoses such as depression as well as age, sex, and so on also 
affect one person’s potential for recovery, leading to different individual results in recovery 
of stroke patients with similar lesions. These factors add up to such a large variability in 
recovery that a recent follow up study with first-ever stroke patients up to 90 days after 
stroke onset “failed to identify any prognostic factors” (Johansson, 2011, p. 152.).  
A classic example of the brain differently adapting to different types of lesion is represented 
by low-grade gliomas vs. stroke. In the former case, the functionality is typically taken over 
by the surrounding areas (Desmurget et al., 2007), while in the latter case activations have 
been reported in both perilesional and contralesional areas. fMRI evidence also shows that 
smaller stroke lesions are typically associated with activations of perilesional areas, while 
larger stroke lesions induce activation of the homologue areas in the opposite hemisphere 
(Cao et al, 1999). Aligned with these findings are insights that a better language recovery is 
associated with the activations in the original network (Karbe et al., 1998). Functional 
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language reorganization after stroke — and in particular the role of the right hemisphere 
(RH) in it — has been debated in the literature for several decades. Curiously, until recently 
the patterns of language recovery after stroke were typically studied in chronic aphasia 
(Cramer & Riley, 2008), where in fact reorganization has already taken place. In order to 
understand better the post-stroke reorganization of language processes, we need to study 
acute and subacute aphasia, focusing on the remaining functionality of the lesioned area(s) 
and new functionality of areas not typically recruited by a certain language task. Before we 
review the dynamics of language reorganization and recovery from aphasia, few remarks on 
aphasic language are in order.   
2.1 Becoming a structure: Patterns of aphasic language  
Aphasia is a language disorder caused by brain damage due to a stroke, traumatic brain 
injury, tumour, atrophy and other neurological conditions. Patterns of language deficits differ 
across various types of aphasia, depending mostly on the size and location of brain lesion. 
While there are numerous classifications of aphasias, all aphasic types can be roughly divided 
into non-fluent (such as Broca’s aphasia, transcortical motor or global aphasia) and fluent 
aphasias (e.g., Wernicke’s aphasia, anomic and transcortical sensory aphasia). Regardless of 
the type of aphasia or language of aphasic person, all aphasic speech is characterized by errors 
in use of grammar. As a general principle, more complex elements of a language paradigm are 
more vulnerable, while more frequent elements are more resistant to impairment (Paradis, 
2001; Ulatowska et al., 2001). One way in which complexity may affect aphasic language 
abilities is reflected in these patients’ efforts to simplify their speech output by choosing short, 
simple sentences, as found in non-fluent, agrammatic speakers, or by choosing random 
substitutions of items within a paradigm, as found in fluent, paragrammatic aphasic speakers. 
Further, agrammatic Broca’s aphasics typically perform better on tasks involving nouns than 
on tasks involving verbs, which are grammatically more complex than nouns. In fact, verb 
deficit is among the main defining features of this type of aphasia: only a small number of 
verbs is typically found in spontaneous speech of these patients regardless of language. They 
typically omit auxiliaries (such as is, will), and either omit or substitute inflectional affixes 
(such as –ed in walked) (Miceli, Silveri, Villa & Caramazza, 1984; Menn & Obler, 1990; 
Hagiwara, 1995, Friedmann & Grodzinsky, 1997; Bastiaanse & Thompson, 2003; Burchert et al., 
2005; Druks & Carroll, 2005; Diouny, 2007; Bastiaanse, 2008). It has been claimed that 
paragrammatic speakers, on the other hand, exhibit the opposite pattern, performing better on 
tasks involving verbs than those with nouns, and making semantic errors and circumlocutions 
in production of critical forms (Druks, 2002).  
Another often reported feature of Broca’s aphasia is a specific pattern of sentence 
comprehension: these patients comprehend sentences such as (1)-(3) above chance, while 
their comprehension of noncanonical sentences, such as (4)-(6), is at chance (Caramazza & 
Zurif, 1976; Hickok et al., 1993; Mauner et al., 1993; Grodzinsky et al., 1999, Grodzinsky, 
2000). 
Canonical sentences: 
1. The girl kissed the boy (active), 
2. The girl that kissed the boy is tall (subject-relative),  
3. It was the girl that kissed the boy (subject cleft).  
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Non-canonical sentences:  
4. The boy was kissed by the girl (passive), 
5. The boy that the girl kissed is shy (relative), 
6. It was the boy that the girl kissed (cleft). 
Apart from these general features, patterns of impairment of aphasic speech production and 
comprehension differ in structurally different languages in ways that reflect specific features 
of particular languages. Better understanding of cross-linguistic differences in patterns of 
aphasic language is important for development of theories capable of accounting for data 
across languages as well as for designing treatments usable in languages that are less 
studied than English. For instance, omission of articles (a, an, the) is typical for English 
speaking aphasics, whereas this is not an option in languages that do not have articles, such 
as Croatian. Similarly, in highly inflected languages such as Slavic, bound morphemes (e.g. 
–ed in walked) cannot be omitted, because that would result in nonwords; instead, bound 
morphemes are substituted. Since languages such as English allow omission of bound 
morphemes, patterns of aphasic deficit in English-speaking aphasics differ from patterns of 
aphasic speakers of languages structurally different from English.  
Cross-linguistic differences in aphasic patterns are found not only at the word level, but also 
at the sentence-level. As an example, Ardila (2001) found that the comprehension strategies 
in Spanish speaking Broca’s aphasics differed from the patterns found in English speaking 
Broca’s aphasics. The reported differences in the patterns of aphasic performance reflect 
structural differences between the two languages, with English-speaking aphasics relying 
on word-order strategies, and Spanish-speaking aphasics relying on morphosyntactic 
markers with high cue validity in this language. Similarly, Kljajevic and Murasugi (2010) 
have shown that, unlike English speaking Broca’s aphasics, whose strategy was based on 
word order, Croatian aphasic speakers relied on case cueing as a strategy in comprehension 
of wh-structures when their comprehension was compromised. Case cueing as a strategy in 
Croatian is language-specific: Croatian has a free word order and marks semantic roles of 
elements in a sentence by morphological cases. In contrast, English has a strict word order 
and these roles are assigned to a word’s position in a sentence. Thus, highly inflectional 
languages appear to support strategies that are not available in languages without rich 
morphology. More importantly for our purposes is that when different strategies are used in 
a particular task, the areas activated by the task may differ in patients with a lesion in the 
same brain area. This complicates interpretation of findings and prediction of recovery, 
making it difficult to understand whether such activations reflect language processes or 
compensation strategies (Sidtis, 2007). Differences in cognitive strategies used in a particular 
task represent a difficulty of the same order in fMRI research as individual anatomical and 
functional variability among aphasic patients (Zahn et al., 2006).  
In addition to cross-linguistic variability in patterns of aphasia, individual differences in 
reacting to lesion, differences in speed of recovery, intensity and length of speech therapy, 
the degree of social involvement and communication outside speech therapy and so on also 
affect patterns of recovery in aphasic patients. Thus, it is important to study aphasia not 
only across structurally different languages, but also individually, taking into account 
individual differences in patients’ potential for recovery and strategies enabled by the 
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structural peculiarities of a particular language. In both cases, fMRI is an indispensible tool 
of investigation, neuroimaging assessment and neuroimaging-guided rehabilitation.   
2.2 Grammatical category as the main organizing principle of language in the brain?  
It has often been claimed that one hallmark of aphasic language is a double dissociation 
between verb and noun production in non-fluent vs. fluent aphasia, with a better 
production of verbs than nouns in fluent, and better production of nouns than verbs in non-
fluent aphasia. The dissociation is interpreted as evidence of two different mechanisms 
supporting the two grammatical categories, with the left frontal lobe supporting verb 
production and the left temporal lobe supporting production of nouns. However, 
neuroimaging evidence on the neural substrates of verbs and nouns is heterogeneous 
(Perani et al, 1999; Tyler et al., 2001; Shapiro et al, 2006; Arévalo et al., 2007; Luzzatti et al., 
2006), and even suggests that BAs 45 and 9 may support encoding of grammatical properties 
of words, regardless of the grammatical category. One could object that the heterogeneity of 
neuroimaging evidence may be due to the fact that verb processing is not a monolithic task, 
reflecting different aspects of verb processing. More direct evidence on a network of areas 
supporting verb category comes from research by Luzzatti and colleagues (2006): verb 
deficit in their aphasic participants was associated with the posterior temporo-parietal, 
fronto-temporal perisylvian, insular and basal ganglia lesions in the left hemisphere.  
Luzzati et al.’s (2006) finding is consistent with the evidence that shows that an aphasia 
syndrome can have different localizations (Ardilla, 2010) as well as with the growing cross-
linguistic evidence obtained in a variety of tasks that indicate that fluent aphasic speakers, 
too, have difficulty with verbs. Namely, fluent aphasic patients produce fewer verbs in 
spontaneous speech than neurologically intact speakers (Bastiaanse et al., 1996; Edwards, 
2002; Kim & Leach, 2004) and exhibit problems with verb retrieval (Bastiaanse & Jonkers, 
1998; Kambanaros, 2008), access to argument structure and thematic representation of verbs 
(Russo et al., 1998), finite verb inflection (Varlakosta et al., 2006), and time reference through 
verb forms (Kljajevic & Bastiaanse, 2011). Thus, verb deficit is present in aphasia regardless 
of whether the lesion causing the disorder is located in the anterior vs. posterior cortical 
areas, or whether it runs cortically or cortico-subcortically.  
These findings indicate the need to focus on analysis of features, instead of grammatical 
categories as such, and the importance of considering findings from both lesion-deficit 
studies and functional MR imaging. Combining the two methods is crucial when studying 
aphasia, because each method has unique strengths and weaknesses. As pointed out in 
section 1, lesion-deficit studies may contribute information on which area is necessary for a 
specific function. However, they cannot tell us whether a deficit is caused by lesion to that 
specific site or to a network to which the area belongs (Price, 2000; Turken & Dronkers, 
2011). Naturally occurring lesions are typically large, rarely affecting a single area, and 
complex in the sense that they affect more than one function. On the other hand, fMRI 
provides information on the remaining functionality of the injured tissue, involvement of 
other brain areas “taking over” the function, and the reorganization processes at work. 
However, due to the correlational nature of fMRI evidence, combining this method with 
lesion-deficit studies leads to strong evidence that a specific brain area supports a particular 
function.   
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2.3 fMRI of language deficits 
One example of language deficits that occur in all types of aphasia is naming deficit. This 
deficit is typically tested in a naming task, where a patient is required to name visually 
presented objects or pictures of objects. While imaging overt speech is crucial for assessment 
of speech recovery in aphasic individuals, important insights on language recovery 
processes were obtained in fMRI studies that used the silent paradigm (Davies et al., 2006; 
Harnish et al., 2008). One problem related to using covert speech is that it prevents 
monitoring of task performance (Peck et al., 2004). In contrast, imaging overt speech allows 
analysis of accuracy and reaction times, which are important indicators of treatment effects 
in aphasia (Thompson & van Ouden, 2008). However, unlike silent paradigm, neuroimaging 
of overt aphasic speech is associated with challenges. Some of them are artifacts due to 
speaking and head movement and artifacts caused by jaw and tongue movements during 
articulation. Hearing and speech recording may also be difficult in such experiments, 
because of the scanner noise. In addition, non-fluent aphasic patients’ speech may be 
difficult to transcribe, because it is typically hesitant, effortful, and characterized by many 
false starts. It is precisely the hesitant nature of aphasic speech and differences in timing of 
response output that make the block design a preferred choice over the event related design 
when assessing overt aphasic speech (Martin et al., 2005). The main advantage of using the 
block design is the possibility of collecting data during the silent period, which is enabled by 
the hemodynamic response delay. Using the block design during blood oxygenation level-
dependent (BOLD) fMRI relies on “the temporal dynamics of the hemodynamic response 
delay where increased blood flow remains 4 or 8 seconds after the response”, allowing data 
collection after the task and “during the silent period of no speech, minimizing motion 
artifact from overt speech” (Martin et al., 2005, p. 195).  
The main assumption when choosing this method is that the hemodynamic response in 
aphasia patients is similar to that in controls. However, it has been pointed out in the 
literature that stroke affects blood flow, thereby affecting performance on cognitive tasks, 
even in patients whose infarcts were not in the cortex (Pineiro et al., 2002). Bonakdarpur and 
colleagues (2007) studied differences in a hemodynamic response function (HRF) in 5 post-
stroke aphasic patients and 4 healthy individuals, focusing on Broca’s area and the posterior 
perisylvian network (including Wernicke’s area, the angular and supramarginal gyri), and 
RH homologues of these regions, plus the occipital area as a control area. The main finding 
of their study is a delay in time to peak in the left perisylvian area in 3 aphasic patients (up 
to 20 seconds after stimulus) that were not found in their left visual cortex, or in the same 
areas in the control subjects. This is an important finding, because “many fMRI studies with 
stroke patients use a canonical HRF for data analysis, peaking at about 6 seconds following 
a cognitive event", which makes it possible that these studies actually missed or 
underestimated activations (Thompson & den Ouden, 2008, p. 476). However, Peck and 
colleagues (2004) report decrease in TTP of the hemodynamic response in right auditory 
cortex, homologue of Broca’s area, motor cortex and pre-suplementary motor area 
associated with improved performance on overt word generation tasks after a treatment of 3 
aphasic patients. This indicates that TTP data contain valuable information on patients’ 
response to treatment, because changes in TTP reflect changes in the amount of time that a 
patient spends on a task from presentation of stimulus to verbal response. Thus, fMRI can 
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structural peculiarities of a particular language. In both cases, fMRI is an indispensible tool 
of investigation, neuroimaging assessment and neuroimaging-guided rehabilitation.   
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be used to evaluate speed of processing in perilesional areas and other areas of the brain 
that take over the function of injured area(s) (Peck et al., 2004). Additional challenges are 
fMRI signal variability in general (Bandettini, 2009) and possibly insufficient signal to noise 
ratio for BOLD signal detection in damaged areas in aphasic patients in particular (e.g., 
Bonakdarpour et al., 2007).  
Since naming difficulties occur in all types of aphasia, they are in the focus of rehabilitation as 
well as neuroimaging research on recovery of language in aphasic patients. Other types of 
aphasic deficits have also been investigated by fMRI. In a recent study, Thompson et al. (2010) 
studied brain correlates of verb argument structure processing in aphasic patients and healthy 
elderly people. Verb processing critically depends on verb’s argument structure. Aphasic 
patients, in particular non-fluent aphasics, have difficulty producing verbs with more complex 
argument structure. In an fMRI study with event-related design Thompson et al. (2010) have 
shown that aphasic patients exhibited the right hemispheric preference in processing verb 
argument structure while recruiting the spared tissue in the posterior language network. The 
activated brain areas were the same as those in the non-brain damaged control subjects; that is, 
argument structure processing typically activates bilateral posterior perisylvian region in 
healthy young and elderly subjects. Thus, activations in the RH in aphasic patients reflect 
recruitment of the spared tissue in this network.  
Recently, Saur and colleagues (2006) have shown that the patterns of reorganization differ at 
distinct phases of language post-stroke recovery. They studied sentence comprehension in 
aphasic patients at three different time points: acute, subacute and chronic phase. The main 
finding of their study is that the acute phase is associated with little perilesional activation, 
the subacute phase is associated with activation of the right hemisphere homologous areas, 
while in the chronic phase a re-shifting of function to the left hemisphere language areas is 
associated with further language improvement. According to this model, activation of the 
right hemisphere areas in a chronic aphasic patient would indicate poor recovery. Saur et 
al.’s model of temporal dynamics of post-stroke language recovery opens some important 
questions: For instance, Why progress in language recovery after stroke seems to require 
changes in lateralization? Does this hold for both small and large lesions? Will the same 
pattern emerge when patients are tested on a different task? 
Another recent functional MR imaging study focused on the brain’s potential to 
reorganize syntax in post-stroke patients (Tyler et al., 2010). Syntax is believed to be 
strongly left-lateralized and the study set out to investigate the RH’s capacity to take over 
syntactic processing following damage to the LH. The main finding of the study is that 
lesion in left BA 47/45 impaired syntax and resulted in decreased activity, while 
increased activation in the homologous RH areas did not result in better syntactic 
performance in their aphasic participants. Their findings indicate that the brain cannot 
reorganize syntax after injury to left BA 45/47 and that the capacity of RH to take over 
function critically depends on the type of language function. This is an important finding 
that sheds new light on the debate on the role of the non-dominant hemisphere in 
language recovery in damaged brain.  
Hemispheric differences in specialization for language were first observed in the 1850s, 
when Broca and his contemporaries reported that LH damage was associated with aphasia 
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more often than RH damage. This insight led to the conclusion that the LH is dominant or 
specialized for language (Josse & Tzourio-Mazoyer, 2004). Neuroimaging obviously opened 
new possibilities for investigation of hemispheric specialization for language—an issue of 
high importance for work with patients who suffered unilateral brain lesions. Functional 
neuroimaging methods including fMRI have recorded activations across different brain 
areas in both hemispheres associated with a variety of language tasks in patients ranging 
from mild to severe aphasia and at different temporal post-stroke points (acute, subacute, 
chronic), resulting in controversial evidence. Future research needs to address in more detail 
the role of contralesional areas in language recovery, in particular in acute and subacute 
phases, in studies with large number of patients and including variety of language tasks.  
2.3.1 Imaging the bilingual post-stroke brain  
With at least 50% of the world’s population being bilingual (Weeks, 2010) and stroke as one 
of leading causes of disability worldwide, the issue of how brain damage affects patterns of 
aphasia in those who speak more than one language receives increasing attention among 
researchers. The term “bilingual aphasia” currently refers to aphasic speakers who were 
fluent in two languages (or dialects) before they had a stroke. Since bilingual aphasics do 
not necessarily exhibit the same type and extent of language deficit in both languages, 
researchers now agree that these patients should be assessed in both languages (Fabro, 
2001). However, they do not agree on the question of in which language the patient should 
receive speech therapy (Abutalebi et al., 2009). Another hotly debated issue related to this 
topic is the cortical organization of two languages in a bilingual brain: Are different 
languages supported by different brain areas? Or are they supported by the same brain 
areas, sharing processing resources?  
The neural basis of bilingual aphasia and its recovery patterns are still largely unknown 
(Paradis, 1987), which is not surprising given that it is not clear whether two languages of 
a healthy bilingual speaker are supported by the same or different brain areas. Research 
so far indicates that the most common patterns of recovery in bilingual aphasia are: (a) 
parallel recovery in both languages, (b) selective recovery, in which one language 
recovers over time while the other does not, and (c) successive recovery, in which both 
languages recover, with one of them improving before the other (Paradis, 1985). 
Variations within these patterns have also been observed, such as so-called alternating 
recovery (in which recovery of language A is followed by recovery of language B, which 
is associated with the loss of language A), alternating antagonistic recovery (in which 
alternations between spared A-lost B vs. lost A-spared B happen day after day), mixing of 
the two languages in speech production, etc. (Green, 2001). The variability in recovery 
patterns is so great that bilingual aphasia represents one point of research where progress 
was remarkably limited: “No correlation has been found between pattern of recovery and 
neurological, etiological, experiential or linguistic parameters: not site, size or origin of 
lesion, type or severity of aphasia, type of bilingualism, language structure type or factors 
related to acquisition or habitual use” (Paradis (1995, p. 211), cited in Green & Price (2001, 
p. 191)). Obviously, much more work needs to be done in this area in order to establish 
how the brain accommodates more than one language and how it mediates bilingual 
recovery.  
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Investigation of neural correlates of treatment by using functional neuroimaging is an 
important new perspective in research on bilingual aphasia. Functional neuroimaging is 
critical in this type of research, because it can provide information on functional 
reorganization in the brain that is not available through other methods (Meinzer et al., 2007; 
Green, 2008). For instance, in a longitudinal single case study, Abutalebi and colleagues 
(2009) used fMRI and dynamic causal modelling to investigate recovery of language in a 
Spanish-Italian bilingual aphasic speaker. They designed a treatment for naming deficit in 
their patient, JRC, who suffered from global aphasia, with anomia affecting equally both 
languages. Testing was done before a picture naming-based speech therapy, specifically 
designed to improve JRC’s naming abilities, after the specific speech therapy, which took 6 
weeks, and after the global speech therapy, which was administered over 4 months. The 
patient chose to rehabilitate his second language, Italian. The authors report improvement in 
picture naming, increased activations in the brain areas supporting naming as well as in the 
areas supporting language control processes, but no generalization of improvement to the 
language that was not treated—Spanish.  Following the initial better L1 than L2 pattern, a 
reverse patter of better L2 than L1 due to speech therapy in L2 was observed, which was 
associated with worsening of performance on naming tasks in L1. Similarly, while in early 
post-stroke phase activations associated with performance in L1 and L2 were similar in 
location and extension, the specific speech in L2 was associated with language 
reorganization only on tasks in L2, which JRC fully recovered. Interestingly, the activation 
pattern reflecting behavioural improvement was similar to the language activation pattern 
in healthy bilinguals, with the left inferior frontal gyrus and the left fusiform gyrus 
supporting picture naming. Their findings on the role of control processes in recovery of 
language open the question of how to best manipulate these processes in neuroimaging-
guided treatment of language disorders in bilingual speakers. Theoretically, the findings are 
relevant for the debate on whether treatment in one language inhibits overall recovery of 
both languages.      
2.3.2 Imaging the impact of language training on post-stroke brain 
After a stroke, spontaneous language recovery takes places during the first 6 to 12 months. It 
has been pointed out in the literature that it is difficult to disentangle whether changes in 
language behaviour result from the healing processes (diaschisis) or neuronal 
reorganization (Pulvermüller et al., 2005; Hillis, 2006). fMRI is an important research tool not 
only in investigation of spontaneous language recovery, but also in treatment-induced 
recovery (Crosson et al., 2010). For instance, it can map changes in brain functionality 
following a treatment to assess its effectiveness (Menzer et al., 2011). However, even though 
the field of rehabilitation neuroscience is growing, current understanding of how therapy 
affects language recovery is still limited (Cherney & Small, 2006), regardless of the 
importance of treatment effectiveness assessments in the acute and subacute post-stroke 
phases (Cramer & Riley, 2008). Research so far has shown that longitudinal fMRI of aphasic 
language is an effective tool for detection of changes in activation patterns (Saur et al., 2006) 
and activation magnitude (Meltzer et al., 2009) over time.  
For instance, Vitali and colleagues (2007) used event-related fMRI design in a single-case 
study of two severe, chronic aphasic patients. They studied picture-naming performance 
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before and after a phonological cueing training, and found improvement in naming of the 
trained sets of items, which did not generalize to the untrained materials.  The 
neuroimaging findings from this study confirm that both types of processes are associated 
with improvement of the naming function: activations of the perilesional areas indicating 
restitution of function in the original network, and activations of the contralateral 
homologue areas, indicating compensation strategies at work. More importantly, the study 
indicates that improvement of function is possible even in chronic patients. One can hope 
that neuroimaging-guided rehabilitation practices represent a transition to a new paradigm 
of language rehabilitation that will become increasingly available in hospitals. 
An important aspect of the use of fMRI in treatment-induced recovery of aphasia pertains to 
combining this method with transcranial magnetic and electrical stimulation to guide 
rehabilitation and enhance recovery (Devlin & Watkins, 2007; Naeser et al., 2005). As an 
electrical organ, the brain is susceptible to modification of function via electromagnetic 
stimulation. Studies using repetitive TMS and transcranial Direct Current Stimulation 
(tDCS) in combination with fMRI and EEG have shown that targeting specific brain areas 
may improve naming abilities not only in aphasic but also in patients with Alzheimer’s 
dementia (AD). For instance, repetitive TMS can increase or decrease cortical excitability, 
inducing inhibition at frequencies ≤1 Hz or facilitation at ≥ 5 Hz. Cotelli et al. (2006) found 
that administering an rTMS intervention during which both the left and right dorsolateral 
prefrontal cortex was stimulated in 15 patients diagnosed with mild to moderate AD 
significantly improved these patients’ ability to name actions. In another study, Cotelli et al. 
(2008) have shown that rTMS improved naming of actions and objects in 24 patients in the 
advanced stage of AD. Interventions such as rTMS are warranted in patients with AD, 
because evidence suggests some functional deficits in AD are associated with damage to 
specific brain areas (Horasty et al., 1999). For instance, Apostolova and colleagues (2008) 
have shown that language function in AD patients correlated with gray matter atrophy in 
specific brain areas, and that, overall, language performance of AD patients critically 
depended on the integrity of the perisylvian cortical regions. Further, it has been shown that 
although cortical atrophy is relatively widespread in early AD and affects both hemispheres, 
the LH regions seem to be affected earlier and more severely than the RH areas, with the 
latter areas taking about two years to reach the level of atrophy of the LH areas, establishing 
atrophic symmetry (Toga & Thompson, 2003).  
Evidence on improvement of naming due to stimulation is even more robust in aphasic 
patients (e.g., Naeser et al., 2005; Martin et al., 2009), where lesions are focal, and treatment 
is intended to encourage recovery of function instead of enhancement of compensation, as in 
AD patients. TMS nicely complements fMRI because it can be used to test the hypotheses on 
the retained functionality of the lesioned area or newly acquired functionality of activated 
areas not typically involved in a specific language function. Such treatments are often based 
on the assumption that brain areas that assume functionality of the damaged areas may be 
temporarily disrupted by stimulation, which then forces the original areas to take over the 
function. A treatment of aphasia that is based on this principle is known as constraint induced 
aphasia therapy (Pulvermüller et al., 2001).  
The above examples from naming tasks show that improvement of language performance is 
possible even in chronic aphasic and AD patients. The role of fMRI is likely to grow with 
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the field of rehabilitation neuroscience is growing, current understanding of how therapy 
affects language recovery is still limited (Cherney & Small, 2006), regardless of the 
importance of treatment effectiveness assessments in the acute and subacute post-stroke 
phases (Cramer & Riley, 2008). Research so far has shown that longitudinal fMRI of aphasic 
language is an effective tool for detection of changes in activation patterns (Saur et al., 2006) 
and activation magnitude (Meltzer et al., 2009) over time.  
For instance, Vitali and colleagues (2007) used event-related fMRI design in a single-case 
study of two severe, chronic aphasic patients. They studied picture-naming performance 
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before and after a phonological cueing training, and found improvement in naming of the 
trained sets of items, which did not generalize to the untrained materials.  The 
neuroimaging findings from this study confirm that both types of processes are associated 
with improvement of the naming function: activations of the perilesional areas indicating 
restitution of function in the original network, and activations of the contralateral 
homologue areas, indicating compensation strategies at work. More importantly, the study 
indicates that improvement of function is possible even in chronic patients. One can hope 
that neuroimaging-guided rehabilitation practices represent a transition to a new paradigm 
of language rehabilitation that will become increasingly available in hospitals. 
An important aspect of the use of fMRI in treatment-induced recovery of aphasia pertains to 
combining this method with transcranial magnetic and electrical stimulation to guide 
rehabilitation and enhance recovery (Devlin & Watkins, 2007; Naeser et al., 2005). As an 
electrical organ, the brain is susceptible to modification of function via electromagnetic 
stimulation. Studies using repetitive TMS and transcranial Direct Current Stimulation 
(tDCS) in combination with fMRI and EEG have shown that targeting specific brain areas 
may improve naming abilities not only in aphasic but also in patients with Alzheimer’s 
dementia (AD). For instance, repetitive TMS can increase or decrease cortical excitability, 
inducing inhibition at frequencies ≤1 Hz or facilitation at ≥ 5 Hz. Cotelli et al. (2006) found 
that administering an rTMS intervention during which both the left and right dorsolateral 
prefrontal cortex was stimulated in 15 patients diagnosed with mild to moderate AD 
significantly improved these patients’ ability to name actions. In another study, Cotelli et al. 
(2008) have shown that rTMS improved naming of actions and objects in 24 patients in the 
advanced stage of AD. Interventions such as rTMS are warranted in patients with AD, 
because evidence suggests some functional deficits in AD are associated with damage to 
specific brain areas (Horasty et al., 1999). For instance, Apostolova and colleagues (2008) 
have shown that language function in AD patients correlated with gray matter atrophy in 
specific brain areas, and that, overall, language performance of AD patients critically 
depended on the integrity of the perisylvian cortical regions. Further, it has been shown that 
although cortical atrophy is relatively widespread in early AD and affects both hemispheres, 
the LH regions seem to be affected earlier and more severely than the RH areas, with the 
latter areas taking about two years to reach the level of atrophy of the LH areas, establishing 
atrophic symmetry (Toga & Thompson, 2003).  
Evidence on improvement of naming due to stimulation is even more robust in aphasic 
patients (e.g., Naeser et al., 2005; Martin et al., 2009), where lesions are focal, and treatment 
is intended to encourage recovery of function instead of enhancement of compensation, as in 
AD patients. TMS nicely complements fMRI because it can be used to test the hypotheses on 
the retained functionality of the lesioned area or newly acquired functionality of activated 
areas not typically involved in a specific language function. Such treatments are often based 
on the assumption that brain areas that assume functionality of the damaged areas may be 
temporarily disrupted by stimulation, which then forces the original areas to take over the 
function. A treatment of aphasia that is based on this principle is known as constraint induced 
aphasia therapy (Pulvermüller et al., 2001).  
The above examples from naming tasks show that improvement of language performance is 
possible even in chronic aphasic and AD patients. The role of fMRI is likely to grow with 
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further developments of research in this area, improvement of stimulation methods and 
their increasing contribution to rehabilitation practices.  
3. Challenges and limitations  
The main goal of this chapter was to discuss the increasing role of fMRI in current 
research on language in post-stroke brain. While fMRI has become an essential tool for 
research on brain’s functionality, some challenges make it difficult to justify the 
overwhelming enthusiasm of the research community regarding this method. Several 
influential publications reviewed challenges in conducting functional MR imaging in 
general (e.g., Utall, 2001; Devlin & Poldrack, 2007; Bandettini, 2009, among others) and in 
research on language in particular (e.g., Sidtis, 2006). Among the problems associated 
with the use of fMRI to study language are: processes at the macroscopic level that fMRI 
records may not reflect the processes at microscopic level, lack of consensus among 
researchers on localization practices, differences in practices in dealing with individual 
neuroanatomical variability, the fMRI signal variability, the correlational nature of fMRI 
evidence and its interpretation with regard to cognitive processes, and limited temporal 
resolution (Utall, 2001; Devlin & Poldrack, 2007; Bandettini, 2009). In addition, there are 
some challenges specific to using fMRI in research with post-stroke patients, such as 
artifacts due to production of overt speech, individual variability in functional recovery 
and use of cognitive strategies, small number of aphasic participants in studies, and the 
issue of choosing an appropriate method of analysis (e.g., choosing specific ROIs may 
leave out some areas that may turn out to be important). Furthermore, lesions typically 
have different extent and lack of an overlap of lesions may lead to missing activations in 
perilesional areas (Zahn et al., 2006). Neural substrates of language recovery after stroke 
and functional reorganization involve networks supported by connections that enable 
interactions among regions. Thus, more research is needed on how disruption of white 
matter pathways affects recovery of function and how they contribute to initiation of 
functionality in areas previously not implicated in the function at question (Turken & 
Dronkers, 2011).  
4. Conclusion 
In conclusion, the impact of neuroimaging on studying language has been profound. 
Methods such as fMRI have shown that the traditional concept that language is “located” 
in specific brain areas such as Broca’s and Wernicke’s is oversimplified and that the brain 
supports language processing via complex, sophisticated networks. The growing number 
of fMRI studies on language in neurologically intact and injured brains has enabled 
arriving at neurally relevant linguistic generalizations and deepened our understanding 
of possible principles of the neural organization of language, post-lesional neuroplasticity 
and recovery processes, revealing also that some previously widely held assumptions do 
not hold. Still, some specific questions on where in the brain certain linguistic 
representations are formed, where in the brain specific linguistic computations take place, 
how the non-dominant hemisphere supports recovery of language in injured brain, or 
how bilingual brain recovers language functionality—will probably have to wait for 
answers for some time.  
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1. Introduction 
Dyslexia is a term for persons who are suffering from difficulties in learning to read, write 
and spell, but who have a normal or even higher intelligence quotient (Hsiung, Kaplan, 
Petryshen, Lu, & Field, 2004). In addition to linguistic difficulties, deficits in non-linguistic 
domains, such as automatization, time estimation (Nicolson RI, Fawcett AJ, & Dean, P., 
1996), and motor skills (Wilsher, et al., 1987) are also documented. However, not a single 
hypothesis is able to yet account for all the behavioural symptoms of dyslexia (Pernet, 
Andersson, Paulesu, & Demonet, 2009). The definition used for dyslexia depends on the 
research teams and varies significantly (Gersons-Wolfensberger & Ruijssenaars, 1997; Habib, 
2000; Lyon, Shaywitz, & Shaywitz, 2003 ; Tunmer & Greaney, 2010). The estimates of 
prevalence for dyslexia in the West have ranged from 5% (Deffenbacher, et al., 2004) to 15% 
(Stoodley, Fawcett, Nicolson, & Stein, 2006). In addition, the gifted talents associated with 
dyslexia are usually neglected (Chakravarty, 2009; Everatt, Weeks, & Brooks, 2008; Levy, 
1983; von Karolyi, Winner, Gray, & Sherman, 2003). Although linguistic interventions 
(Breteler, Arns, Peters, Giepmans, & Verhoeven, 2010; Penolazzi, Spironelli, Vio, & Angrilli, 
2010) and pharmaceutical drugs (Wilsher, et al., 1987; Zavadenko, Rumiantseva, & Tolstova, 
2009) might assist the reading and spelling performance of the dyslexics, some of the 
disadvantages are persistent, such as the difficulties in reciting multiplication tables (Miles, 
1993). Gregorenko claimed that dyslexia is one of the most important public health 
problems (Grigorenko, et al., 2003) and despite intensive studies for more than a hundred 
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years in the Western world, the exact mechanism(s) causing these difficulties is still not yet 
clear. The World Health Organization (WHO) recognizes dyslexia as a disease and it has 
ICD-10 code for R48.0, (WHO, July 2011). Many researchers believed that dyslexia has a 
universal biological basis (Demonet, Taylor, & Chaix, 2004; Schulte-Korne, et al., 2007; 
Ziegler, Perry, Ma-Wyatt, Ladner, & Schulte-Korne, 2003). In addition to behavioural (Eden, 
Wood, & Stein, 2003) and cognitive information on dyslexia, post-mortem studies by 
Galaburda et al. have shown that the dyslexics have unusual brains (Galaburda & Cestnick, 
2003). Twin studies have also indicated that genes are very likely to be involved (Olson, 
2002). However, the genetic transmission mode is not known. The advent of brain imaging 
tools permits us to undertake exploration of the brain’s structure and function in vivo. 
However, due to the various subtypes of the subjects (Ho, Chan, Chung, Lee, & Tsang, 2007; 
King, Giess, & Lombardino, 2007; Spinelli, et al., 2010; Tree, 2008) and the different 
parameters applied in the various studies carried out, no consensus has been reached as yet 
(Sun, Lee, & Kirby, 2010). In silico cloning for gene prediction is still challenging and only 
ten candidate genes are found up to the present (Sun, Lee, & Kirby, 2009).  
There are no standard tests for adult dyslexia (Brachacki, Nicolson, & Fawcett, 1995), not 
even a formal medical diagnosis (Demonet, et al., 2004). This is particularly true for 
dyslexics with Chinese ethnicity, specifically the members of communities that use the 
traditional Chinese logographic reading and writing systems. Therefore, an objective means 
that assists with diagnosis is needed. Reading performance is related to balance and 
involves of cerebellum (Lonnemanna, Linkersdörfera, Heselhausa, Hasselhorn & Lindberg 
S., 2011). Recently, the right cerebellar hemisphere has become a target for study (Pernet, 
Poline, Demonet, & Rousselet, 2009) and has been pinpointed as a possible biomarker for 
dyslexics. We have followed this trend and concentrated our efforts on the relationship 
between dyslexia and cerebellum (Stoodley & Stein, 2011).  
2. The MRS studies on dyslexia using Caucasian subjects 
The application of magnetic resonance spectroscopy (MRS) on the live human brain 
chemistry studies has involved Caucasians as research subjects for the most part. 
Specifically, the available articles on dyslexia include only volunteers that are Westerners, 
see Table 1. The brain metabolites in these studies could be further grouped into three 
categories. Firstly, 31P-MRS technology that is used to assess brain metabolite ratios, namely, 
phosphomonoester, phosphodiester and ßNTP, which are changed in the basal ganglia of 
the dyslexics compared to the controls (Richardson, Cox, Sargentoni & Puri, 1997). Another 
study (Rae, et al., 1998) also used 31P-MRS, but did not find any significant differences in the 
frontal lobe region. Secondly, the study used proton-MRS to detect the lactate during 
phonologic linguistic tasks that require extra mental efforts, which were compared to lactate 
levels during the passive listening. Higher levels of lactate were detected during the formal 
task in right handed male dyslexics but such an increase was not found with the controls 
(Richards, et al., 1999). Intensive linguistic training for the dyslexics was found to reduce the 
elevation of the lactate peak (Richards, et al., 2000) in the left anterior quadrant. This was 
further confirmed by using right handed female subjects and it is the morphological 
component (Richards, et al., 2002) of the treatments that causes the therapeutic effects, but 
not the phonological one. Lastly, the measurements of N-acetylaspartate (NAA), choline 
(Cho) and creatine (Cr) ratio in the cerebellar hemispheres have been examined (Rae, et al., 
1998) and the findings suggest that there is a lowered Cho/NAA ratio in the right 
cerebellum and left temporo-parietal lobe of the dyslexic males. 
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By using male subjects with handedness information and proton-MRS, the same team 
indicated the brain metabolites do not differ between the left and right cerebellar 
hemispheres of the control subjects (Rae, et al., 2002). In contrast, it is the Cho/NAA ratio in 
the right cerebellar hemisphere of the dyslexics that differs significantly to the controls (Rae, et 
al., 1998). However, in 2008, another study (Laycock, et al., 2008) found a lower NAA/Cho in 
the right cerebellar hemisphere and a higher Cho/Cr in the left cerebellar hemisphere of the 
dyslexics compared to the controls. This conflicts with the previous results (Rae, et al., 1998). 
The discrepancy probably comes from the differences of the voxel size, the parameters used 
for conducting proton-MRS and the age of the subjects, see Table 2. 
 








sequence Cr/NAA Cho/Cr Cho/NAA Cr/NAA Cho/Cr Cho/NAA








sequence NAA/Cr Cho/Cr NAA/Cho NAA/Cr Cho/Cr NAA/Cho
2.01±0.33 0.9±0.18 2.30±0.50 1.94±0.25 1.10±0.20 1.78±0.12 3.75 cm3 PRESS 
Table 2. The Comparison of Brain Metabolite Ratio within Right Cerebellar Hemisphere of 
Two Studies Using Caucasian Subjects 
3. Aims of the study 
An appropriate diagnosis for dyslexic adults is lacking and has been involved to the present 
using behavioural or cognitive symptoms (Fawcett, 2007). We attempted to identify a more 
objective means for assisting dyslexic diagnosis and our aim was to test the hypothesis if the 
NAA/Cho ratio in the right cerebellar hemisphere of the dyslexics is lesser than that of the 
counterpart. It seems the right cerebellar hemisphere is the target of the dyslexic research 
because Pernet’s group claimed that “the best biomarker of dyslexia is the right cerebellum” 
(Pernet, et al., 2009). Therefore, in this study we recruited Chinese who use the traditional 
Chinese logographic reading and writing systems and carried out a proton-MRS study. 
Specifically, we measured the NAA/Cho ratio in the cerebellum and make a comparison of 
the results with those obtained by other groups using Caucasians. The Institutional Review 
Board of National Yang-Ming University approved the study (No. 980046). 
4. Materials and methods  
We used a Trio Tim 3T MRI scanner from German Siemens with 12 channel head coils and 
Syngo MR B15 software. Water suppression was achieved with a chemically selective 
saturation (CHESS) pulse. A point-resolved spectroscopy sequence (PRESS) was performed 
for single voxel data acquisition. The parameters were similar to the ones used in  Laycock’s 
experiments, namely, TR= 2000ms, TE=135ms, single voxel size= 15X15X15mm, each voxel 
takes 4min 24 sec for acquisition (Laycock, et al., 2008). The placement of a single voxel 
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within the right and left cerebellar hemispheres was achieved by using the T1 and T2-
weighted structural images in a coronal view as described by Laycock et al.  
Participants were 37 native Chinese volunteers who had given written informed consent. 
The including criteria for controls were healthy subjects, who enjoy reading and writing. 
They do not have reading or writing problems and have no history of learning disability, 
claustrophobia, surgical implants, pregnancy, pacemakers, psychiatric disease, neurological 
disease or any known medical conditions that affected brain morphology and metabolism. 
These controls consist of 8 right handed males aged 19-89 yrs (49.1± 22.8) and 9 right handed 
females aged 14-59 yrs (40.3±16.2). The potential dyslexics who joined the MRS study were 
self-reported from a questionnaire survey (Sun, Ting-Hsiang Lin, & Liao, 2010) conducted in 
July-December of year 2009.  
5. Our findings and discussions 
5.1 The single voxel study  
5.1.1 The NAA/Cr, Cho/Cr and NAA/Cho within the cerebellar hemispheres of 37 
Chinese who are using the traditional Chinese logographic reading and writing 
systems  
Across the 19 males, the NAA/Cr ranged from 0.76-1.23 (mean ± SD 1.03±0.13) and 0.73-1.81 
(1.06 ±0.26) within the right and left cerebellar hemispheres, respectively. The Cho/Cr 
ranged from 0.73-1.05 (0.86 ± 0.09) and 0.65-1.11 (0.91± 0.12) within the right and left 
cerebellar hemispheres, respectively. The NAA/Cho ranged from 0.96-1.47 (1.21 ± 0.16) and 
0.81-1.69 (1.16 ± 0.22) within the right and left cerebellar hemispheres respectively.  
Across the 18 females, the NAA/Cr ranged from 0.7-1.65 (mean ± SD 1.10 ± 0.21) and 0.92-
1.92 (1.16 ± 0.27) within the right and left cerebellar hemispheres, respectively. The Cho/Cr 
ranged from 0.56-1.13 (0.91 ± 1.13) and 0.59-1.50 (0.89 ± 0.19) within the right and left 
cerebellar hemispheres, respectively. The NAA/Cho ranged from 0.91-1.66 (1.22 ± 0.20) and 
1.08-1.89 (1.31 ± 0.23) within the right and left cerebellar hemispheres, respectively.  
5.1.2 A trend toward biochemical symmetry of the cerebellar hemispheres in 37 
Chinese who are using the traditional Chinese logographic reading and writing 
systems 
The differences of the NAA/Cho between the right and left cerebellar hemispheres were 
determined as follows: if the NAA/Cho in the right hemisphere is greater than that of the 
left hemisphere, then a “+” was designated, otherwise a “-” was given; if the difference is 
equal to or lesser than 0.09, a “0” was assigned arbitrarily.  
Across the19 males, there are 10 participants whose NAA/Cho ratio within the right 
cerebellar hemisphere were greater than that of the left hemisphere (designated as “+”, 
52.6%), 4 were about equal (designated as “0”, 21.1%) and 5 had a lesser value than that of 
the left hemisphere (designated as “-” 26.3%). Conversely, across the 18 female subjects, 
there are 10 participants whose NAA/Cho ratio in the right cerebellar hemisphere were 
lesser than that of the left hemisphere (designated as “-”, 56%), 4 were about equal 
(designated as “0”, 22.2%) and 4 had a greater value than that of the left hemisphere 
(designated as “+”, 22.2%).  
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By using male subjects with handedness information and proton-MRS, the same team 
indicated the brain metabolites do not differ between the left and right cerebellar 
hemispheres of the control subjects (Rae, et al., 2002). In contrast, it is the Cho/NAA ratio in 
the right cerebellar hemisphere of the dyslexics that differs significantly to the controls (Rae, et 
al., 1998). However, in 2008, another study (Laycock, et al., 2008) found a lower NAA/Cho in 
the right cerebellar hemisphere and a higher Cho/Cr in the left cerebellar hemisphere of the 
dyslexics compared to the controls. This conflicts with the previous results (Rae, et al., 1998). 
The discrepancy probably comes from the differences of the voxel size, the parameters used 
for conducting proton-MRS and the age of the subjects, see Table 2. 
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4. Materials and methods  
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takes 4min 24 sec for acquisition (Laycock, et al., 2008). The placement of a single voxel 
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within the right and left cerebellar hemispheres was achieved by using the T1 and T2-
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Apparently, the NAA/Cho in the right cerebellar hemisphere of males tends to be greater 
than that of the left hemisphere, but this trend is absent from the female subjects that we 
scanned. The lateralization of NAA/Cho within the cerebellar hemispheres seems to be 
opposite for our Chinese male and female subjects and the percentage of biochemical 
symmetry is similar, namely, 21.1% and 22.2% for male and female respectively. The 
NAA/Cho between the right and left cerebellar hemispheres across the male control group 
follows the similar trend, namely, there is 1 out of 8 being symmetric (12.5%) and 7 out of 8 
being rightward (87.5%). Across the female control group, there are 2 out of 9 being 
symmetric (22.2%), 2 out of 9 being rightward (22.2%) and 5 out of 9 being leftward (55.5%).  
We further compared the ratios of NAA/Cr, Cho/Cr and NAA/Cho between the right and 
left cerebellar hemispheres in the control groups and designed them as NAA/Cr R/L, Cho/Cr 
R/L and NAA/Cr R/L respectively in Table 3. Across the 8 right handed male controls (19-
89yrs), the mean of NAA/Cr R/L ratio is 1.13±0.23, with 1 out of 8 being greater than 1.5 
(12.5%), 1 out 8 being lesser than 1 (12.5%), and the rest of them being slightly more than 1 
(75%); the mean of Cho/Cr R/L ratio is 0.91±0.12, with 1 out of 8 being equal to 1 (12.5%), 2 
out of 8 being greater than 1 (25%), and 5 out of 8 being lesser than 1 (62.5%); the mean of 
NAA/Cho R/L ratio is 1.25±0.21, with 1 out of 8 being greater than 1.5 (12.5%); 1 out of 8 
being lesser than 1 (12.5%) and the rest of them being slightly more than 1 (75%). See Table 3. 
Across the 9 right handed female controls (14-59yrs), the mean of NAA/Cr R/L ratio is 
0.90±0.19, with 1 out of 9 being equal to 1 ( 11.1% ) , 2 out of 9 being greater than 1 (22.2%) 
and 6 out of 9 being lesser than 1 (66.6%); the mean of Cho/Cr R/L ratio is 0.96±0.24, with 6 
out of 9 being greater than 1 (66.6%), and 3 out of 9 being lesser than 1 (33.3%) ; the mean of  
NAA/Cho R/L ratio is 0.97± 0.26, with 4 out of 9 being greater than 1 (44.4%) and 5 out of 9 
being lesser than 1 (55.5%). See Table 3.  
Thus, generally speaking, the NAA/Cho R/L ratios for male controls tend to be greater than 
1, while in contrast, the NAA/Cho R/L ratios for our Chinese female controls, show a trend 
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6 53 1.05 0.81 1.30 6 51 1.17 0.77 1.52 
7 69 0.81 0.86 0.95 7 53 0.75 1.04 0.73 
8 89 1.09 0.79 1.38 8 56 1.09 1.03 1.06 
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By using 28 right handed 20-30 yr old normal male subjects from India, Jayasundar found 
that there was laterization of various brain metabolites (NAA, Cr and Cho) between the 
interhemisphere of cerebellar regions with the following parameters: STEAM pulse, 
TR=6000ms, TE=135 ms, with an 8ml single voxel and a 1.5 T Siemens Helicon scanner 
(Jayasundar, 2002). Our results seem to agree with these earlier findings.  
5.1.3 A comparison of the NAA/Cr, Cho/Cr and NAA/Cho within the cerebellar 
hemispheres of the controls and the potential dyslexics who are using the traditional 
Chinese logographic reading and writing systems 
Across the 8 right handed male controls, the NAA/Cr ratio within the right and left 
cerebellum ranged from 0.85-1.23 and 0.76-1.18, respectively. The Cho/Cr ratio within the 
right and left cerebellar hemisphere ranged from 0.73-0.90 and 0.72-1.03, respectively. The 
NAA/Cho within the right and left cerebellar hemisphere ranged from 1.12-1.47 and 0.81-
1.39, respectively. Across the 9 right handed female controls, the NAA/Cr within right and 
left cerebellar hemisphere ranged from 0.7-1.65 and 0.93-1.92, respectively. The Cho/Cr 
within right and left cerebellar hemisphere ranged from 0.56-1.13 and 0.72-1.5, respectively. 
The NAA/Cho within right and left cerebellar hemisphere ranged from 0.98-1.66 and 1.09-
1.89, respectively. 
Our results indicated that the potential dyslexics have lesser NAA/Cho within right 
cerebellum than the mean of 17 controls (1.29±0.19). This agrees with the findings of 
Laycock (Laycock, et al., 2008). Nonetheless, our sample size is too small to reach any 
statistical power; yet, it seems fair to suggest that these measurements might be useful for 
diagnosis. 
Safriel et al. found the NAA/Cr, Cho/Cr and NAA/Cho in the cerebellum to be 1.51±0.26, 
1.51±0.14 and 1 respectively by using 1.5T, PRESS,TR=2000 ms, TE=135ms, and an 8ml 
voxel. There were 10 male and 10 female normal Caucasian subjects in the age range of 22-44 
years without handedness control. No specific right or left hemisphere was recorded. They 
concluded that sex does not seem to be a confounding factor, the NAA/Cho ratio is equal to 
1 (Safriel, Pol-Rodriguez, Novotny, Rothman, & Fulbright, 2005) and the brain metabolites 
were equally distributed across their subjects. Rae also indicated that the bran metabolites 
do not differ between the left and right cerebellar hemispheres of the control subjects (Rae, 
et al., 2002). For our 8 right handed Chinese male controls (19-89yrs), the NAA/Cho within 
right cerebellar hemisphere is significantly greater than that of the left hemisphere. 
However, this phenomenon was not found in our female subjects.   
A study by Lei et al. found that the NAA/Cho in the cerebellum to be 1.306 of 27 Chinese 
subjects (23-49 yrs) who are using the simplified form of Chinese characters daily. They did 
not specify the sex, handedness and hemispheres (Lei, et al., 2011). The parameters for the 
experiments are following: svs-se-135 pulse sequence, single voxel size= 15X10X15mm, 
TR=1500ms, TE= 1500 ms via 1.5 T German Siemens scanner. This figure is similar to the 
mean of NAA/Cho in the right cerebellar hemisphere of our male control group. 
5.2 The chemical shift imaging study (CSI) 
The comparison of metabolites in the right and left cerebellar hemispheres could be 
achieved more precisely by mirroring the voxels simultaneously using the chemical shift  
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Fig. 1. Chemical shift images of the T2-weighted axial view from a male control subject. Top: 
the white rectangle is the area for MRS acquiring and the yellow region with green grids 
shows the phase encoding steps. Four saturation bands could remove the unwanted signals 
from scalp and skull. Bottom: the CSI technique allows the mirror placement of a single 
voxel (blue square) at right and left cerebellar hemispheres simultaneously. 
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imaging technique with the following parameters: TR=2000ms, TE=135ms, FOV R L 160, 
VOL AP 160, thickness 15X15X15mm, FOV R L 60, VOL AP 40. The acquisition time is about 
8 minutes. Table 4 demonstrates the NAA/Cr, Cho/Cr and NAA/Cho ratios within the 
right and left cerebellar hemispheres of two Chinese male controls that are using the 
traditional Chinese logographic reading and writing systems. Figure 1 and 2 indicated the 
spectra and the metabolite ratios in the specific voxels of a control subject via CSI 
technology. 
 
   
   
 
Fig. 2. The spectra and the NAA/Cr, Cho/Cr and NAA/Cho ratio of the right (up panel) 
and left (bottom panel) voxel in the cerebellar hemispheres corresponding to the bottom 
panel of Figure 1. 
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Fig. 2. The spectra and the NAA/Cr, Cho/Cr and NAA/Cho ratio of the right (up panel) 
and left (bottom panel) voxel in the cerebellar hemispheres corresponding to the bottom 
panel of Figure 1. 
 























ID1 69 1.55 1.40 0.98 0.98 1.58 1.43 
ID2 51 1.19 0.84 0.73 0.89 1.63 0.94 
Table 4. The NAA/Cr, Cho/Cr and NAA/Cho Ratios within Cerebellum of Two Chinese 
Male Controls via Chemical Shift Imaging (CSI)  
6. Present knowledge and future perspectives 
Very few MRS studies using Chinese subjects for the measurement of brain metabolites, 
specifically, studies on those using traditional Chinese logographic reading and writing 
systems. We measured the ratios of NAA, Cr, and Cho metabolites within cerebellar 
cortex with handedness and sex information which offers valuable references for future 
studies. In addition, the chemical shift imaging technique used in a preliminary 
investigation here seems to be a good approach to assess the chemical lateralization of 
cerebellar hemispheres in future. More potential dyslexic subjects with detailed 
documentation in clinical features are needed for MRS experiments in order to make 
meaningful statistical inferences on the usefulness of this approach. Nonetheless, MRS 
measurement seems to be a promising approach that avoids the pitfalls of questionnaires 
and similar in dyslexic study.  
The major limitation of the study is the difficulty in recruiting and identifying sufficient 
dyslexic probands, since there is no standard test for adult dyslexics. An objective reading 
test with an appropriate norm in traditional Chinese logographic characters might be used 
when screening for Chinese with dyslexia, in addition to self-reporting. A second limitation 
is that we were unable to examine the effect of age on the various parameters measured. To 
do this, it would require much larger cohorts in various age bands. 
7. Summary 
In this original article, we reviewed the application of magnetic resonance spectroscopy 
(MRS) to dyslexia. We used this non-invasive technique to measure the N-acetylaspartate 
(NAA) and Choline (Cho) ratio within the cerebellum of native Chinese volunteers. The 
aims of the experiment are, firstly, to compare the data with the results obtained from 
Western studies. These findings will act as a reference for longitudinal studies in future 
since most MRS studies have used Caucasian subjects. Secondly, we tested the hypothesis as 
to whether the NAA/Cho ratio within the right cerebellum is able to discriminate dyslexics 
from the non-dyslexics as suggested by the previous research in West. However, in contrast 
to the Western studies, we recruited native Chinese who use traditional Chinese characters 
(a logographic reading and writing linguistic system) in their daily life as subjects for our 
studies. Thus, this study is novel in this respect. Finally, we explored the use of the chemical 
The Brain Metabolites Within Cerebellum of Native Chinese Speakers Who Are Using  
the Traditional Logographic Reading and Writing Systems – A Magnetic Resonance… 
 
203 
shift imaging for the acquisition of data since this should yield a more precise sampling of 
the left and right cerebellar hemisphere simultaneously than the use of a single voxel 
approach.  
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ID1 69 1.55 1.40 0.98 0.98 1.58 1.43 
ID2 51 1.19 0.84 0.73 0.89 1.63 0.94 
Table 4. The NAA/Cr, Cho/Cr and NAA/Cho Ratios within Cerebellum of Two Chinese 
Male Controls via Chemical Shift Imaging (CSI)  
6. Present knowledge and future perspectives 
Very few MRS studies using Chinese subjects for the measurement of brain metabolites, 
specifically, studies on those using traditional Chinese logographic reading and writing 
systems. We measured the ratios of NAA, Cr, and Cho metabolites within cerebellar 
cortex with handedness and sex information which offers valuable references for future 
studies. In addition, the chemical shift imaging technique used in a preliminary 
investigation here seems to be a good approach to assess the chemical lateralization of 
cerebellar hemispheres in future. More potential dyslexic subjects with detailed 
documentation in clinical features are needed for MRS experiments in order to make 
meaningful statistical inferences on the usefulness of this approach. Nonetheless, MRS 
measurement seems to be a promising approach that avoids the pitfalls of questionnaires 
and similar in dyslexic study.  
The major limitation of the study is the difficulty in recruiting and identifying sufficient 
dyslexic probands, since there is no standard test for adult dyslexics. An objective reading 
test with an appropriate norm in traditional Chinese logographic characters might be used 
when screening for Chinese with dyslexia, in addition to self-reporting. A second limitation 
is that we were unable to examine the effect of age on the various parameters measured. To 
do this, it would require much larger cohorts in various age bands. 
7. Summary 
In this original article, we reviewed the application of magnetic resonance spectroscopy 
(MRS) to dyslexia. We used this non-invasive technique to measure the N-acetylaspartate 
(NAA) and Choline (Cho) ratio within the cerebellum of native Chinese volunteers. The 
aims of the experiment are, firstly, to compare the data with the results obtained from 
Western studies. These findings will act as a reference for longitudinal studies in future 
since most MRS studies have used Caucasian subjects. Secondly, we tested the hypothesis as 
to whether the NAA/Cho ratio within the right cerebellum is able to discriminate dyslexics 
from the non-dyslexics as suggested by the previous research in West. However, in contrast 
to the Western studies, we recruited native Chinese who use traditional Chinese characters 
(a logographic reading and writing linguistic system) in their daily life as subjects for our 
studies. Thus, this study is novel in this respect. Finally, we explored the use of the chemical 
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shift imaging for the acquisition of data since this should yield a more precise sampling of 
the left and right cerebellar hemisphere simultaneously than the use of a single voxel 
approach.  
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