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SPECTRAL GAP AND EXPONENTIAL MIXING ON
GEOMETRICALLY FINITE HYPERBOLIC MANIFOLDS
SAM EDWARDS AND HEE OH
Abstract. Let M = Γ\Hd+1 be a geometrically finite hyperbolic man-
ifold with critical exponent exceeding d/2. We obtain a precise as-
ymptotic expansion of the matrix coefficients for the geodesic flow in
L2(T1(M)), with exponential error term essentially as good as the one
given by the spectral gap for the Laplace operator on L2(M) due to
Lax and Phillips. Combined with the work of Bourgain, Gamburd, and
Sarnak and its generalization by Golsefidy and Varju on expanders, this
implies uniform exponential mixing for congruence covers of M when Γ
is a thin subgroup of SO◦(d+1, 1). Our result implies that, with respect
to the Bowen-Margulis-Sullivan measure, the geodesic flow on T1(M)
is exponentially mixing, uniformly over congruence covers in the case
when Γ is a thin subgroup.
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1. Introduction
Let M = Γ\Hd+1 be a geometrically finite hyperbolic manifold, where Γ
is a discrete subgroup of G = SO◦(d + 1, 1). We suppose that the critical
exponent δ of Γ is strictly bigger than d/2.
Denoting by ∆ the negative of the Laplace operator on M, the bottom
eigenvalue of ∆ on L2(M) is known to be simple and given as λ0 = δ(d− δ)
by Patterson [25] and Sullivan [33]. Lax and Phillips [20] showed that there
are only finitely many eigenvalues of ∆ on L2(M) in the interval [λ0,
d2
4 ).
S. E. was supported by postdoctoral scholarship 2017.0391 from the Knut and Alice
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We denote by λ1 the second smallest eigenvalue of ∆:
0 < λ0 := δ(d− δ) < λ1 := s1(d− s1) ≤ d
2/4.
If there is no eigenvalue in the open interval (λ0,
d2
4 ), we set λ1 = d
2/4, i.e.,
s1 = d/2.
Denote by Gt the geodesic flow on the unit tangent bundle T1(M) and
by dx the Liouville measure on T1(M); this is a Gt-invariant Borel measure
which is infinite when δ < d.
The main result of this paper is that the Lax-Philips spectral gap, that
is, λ1 − λ0, or equivalently δ − s1, controls rather precisely the exponential
convergence rate of the correlation function for the geodesic flow Gt acting
on L2(T1(M), dx):
Theorem 1.1. Let δ > d/2, and set η := min{δ − s1, 1}. There exists
m > d(d+1)/2 such that for any ε > 0 and functions ψ1, ψ2 on T
1(M) with
Sm(ψ1),S
m(ψ2) <∞, we have, as t→ +∞,
e(d−δ)t
∫
T1(M)
ψ1
(
Gt(x)
)
ψ2(x) dx =
1
mBMS(T1(M))
mBR(ψ1)m
BR∗(ψ2)
+Oε
(
e(−η+ε)tSm(ψ1)S
m(ψ2)
)
,
where
• mBMS is the Bowen-Margulis-Sullivan measure on T1(M);
• mBR and mBR∗ are, respectively, the unstable and stable Burger-
Roblin measures on T1(M), which are defined compatibly with the
choice of dx and dmBMS;
• Sm(ψi) denotes the L
2-Sobolev norm of ψi of degree m and the im-
plied constant depends only on ε.
We note that |mBR(ψi)| < ∞ when S
m(ψi) < ∞ (see Lemma 2.2), and
hence the main term above is well-defined. For ψi compactly supported,
the asymptotic formula (without error term) holds for any δ > 0, as was
obtained by Roblin [28].
Remark 1.1. (1) When M has finite volume, i.e., when δ = d, expo-
nential mixing of the geodesic flow is a classical result due to Ratner
for d = 1 and to Moore [23] for general d ≥ 1. Combining Moore’s
proof with Shalom’s trick [30, proof of Theorem 2.1] yields a rate of
mixing η = min{d−s1, 1} as in Theorem 1.1 above. This proof makes
explicit use of the fact [13] that there are no non-spherical comple-
mentary series representations U(υ, s) with s > d − 1 (see below
for notation). Our proof does not require this statement. However,
combining the aforementioned fact with our proof improves the rate
of mixing for the geodesic flow on finite-volume hyperbolic manifolds
to η = min{d− s1, 2}. In addition, if there is no non-spherical com-
plementary series representation U(υ, s) with s > s1 + 1 appearing
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in L2(Γ\G), then η can be taken to be d − s1 (see Remark 6.5 for
details).
(2) For d = 1 and 2, Theorem 1.1 can be deduced from [7] and [36],
respectively. For a general d ≥ 1, the case of δ > max{d − 1, d/2}
was obtained in [22] for some η > 0 which is not explicit.
(3) The main novelties of Theorem 1.1 are that it addresses all geomet-
rically finite groups with δ > d/2 (even those with cusps), and that
it gives an optimal value of η with respect to the dependency on the
spectral gap δ − s1.
(4) The order m of Sobolev norm required is in principle completely
computable; it may be chosen independently of Γ, and satisfies m =
O(d2).
The BMS measure mBMS is known to be the unique measure of maximal
entropy (which is δ) for the geodesic flow ([33], [26]). Babillot showed that
the geodesic flow is strong mixing with respect to mBMS [2]. Theorem 1.1 is
known to imply the following exponential mixing for the BMS measure (see
[22, Theorem 1.6] for compactly supported functions, and [15, Theorem 1.9]
for general bounded functions):
Theorem 1.2. There exists β > 0 (explicitly computable, depending only
on η in Theorem 1.1) and m > d(d+1)/2 such that for all bounded functions
ψ1, ψ2 on T
1(M) supported on the one-neighbourhood of supp(mBMS), we
have, as t→∞,∫
T1(M)
ψ1
(
Gt(x)
)
ψ2(x) dm
BMS(x) =
1
mBMS(T1(M))
mBMS(ψ1)m
BMS(ψ2)
+O
(
e−βt‖ψ1‖Cm‖ψ2‖Cm
)
where ‖ψi‖Cm denotes the C
m-norm of ψi.
Remark 1.2. When Γ is convex cocompact, Theorem 1.2, for some β > 0
(which is not explicit), follows from the work of Stoyanov [31]. The argu-
ments of [31] are based on symbolic dynamics and Dolgopyat operators (see
also [40]). This result in turn implies Theorem 1.1 with implicit η > 0 (see
[24], [40]).
Following the terminology coined by Sarnak, we say that Γ < G is a thin
subgroup if Γ is a Zariski dense subgroup of an arithmetic subgroup G(Z)
of G such that Γ˜ := π−1(Γ) satisfies the strong approximation property
for the spin covering map π : Spin(d + 1, 1) → G. We denote by Γq the
congruence subgroup of Γ of level q: Γq = {γ ∈ Γ : γ = e mod q}. The work
of Bourgain-Gamburd-Sarnak [6] and its generalization by Golsefidy-Varju
[34] on expanders imply that there exists a finite set S of primes such that
the family F := {Γq : q is square-free with no factors in S} has a uniform
spectral gap in the sense that
inf
Γq∈F
{δ − s1(q)} > 0,
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where s1(q)(d− s1(q)) is the second smallest eigenvalue of the Laplacian ∆
on L2(Γq\H
d+1) 1. This uses the transfer property from the combinatorial
spectral gap to the archimedean spectral gap due to [5] (see also [16]).
We therefore have:
Corollary 1.3. In Theorems 1.1 and 1.2, the exponents η and β can be
chosen uniformly over all congruence covers T1(Γq\H
d+1), Γq ∈ F .
When Γ is convex cocompact, Corollary 1.3 was obtained by the second-
named author and Winter [24] for d = 1 and by Sarkar [29] for a general
d ≥ 1, combining Dolgopyat’s methods with the expander theory ([6], [34]).
Theorems 1.1-1.2 and Corollary 1.3 are known to have many immediate
applications in number theory and geometry. To name a few, see ([9], [10],
[3], [5], [22]) for effective counting and affine sieve, [21] for the prime geodesic
theorem, and [15] for shrinking target problems.
Fix o ∈ Hd+1 and vo ∈ T
1(Hd+1) based at o. Setting K = StabG(o) ≃
SO(d+ 1) and M = StabG(vo) ≃ SO(d), we can identify M = Γ\G/K and
T1(M) = Γ\G/M . We let {at} denote the one-parameter diagonalizable
subgroup of G commuting with M whose right translation on Γ\G/M cor-
responds to the geodesic flow Gt on T1(M). As L2(T1(M)) can be identified
with the space ofM -invariant functions in L2(Γ\G), Theorem 1.1 amounts to
understanding the asymptotic behaviour of the matrix coefficients 〈atψ1, ψ2〉
for M -invariant functions ψ1, ψ2 ∈ L
2(Γ\G).
The non-tempered part of the unitary dual Gˆ consists of the trivial repre-
sentation and the complementary series representations U(υ, s), parameter-
ized by a representation υ in the unitary dual Mˆ and a real number s ∈ Iυ,
where Iυ ⊂ (d/2, d) is an interval depending on υ. In this parameterization,
the complementary series representation U(υ, s) is spherical if and only if
υ ∈ Mˆ is trivial, and for υ non-trivial, Iυ is contained in (d/2, d − 1) [13];
this was the main reason for the hypothesis δ > d− 1 in [22].
Our main work for the proof of Theorem 1.1 lies in the detailed analysis
of the behavior of matrix coefficients of the complementary series represen-
tations U(υ, s). We remark that Harish-Chandra’s work ([38], [39]) does
not give an asymptotic expansion for the matrix coefficients of U(υ, s) for
all s, as it excludes finitely many (unknown) parameters s. Even for those
U(υ, s) for which Harish-Chandra’s expansion is given, it is hard to use his
expansion directly, as it relies on various parameters and recursive formulas.
Denoting by 〈·, ·〉U(υ,s) the unitary inner product, we show the following
concrete asymptotic expansion with an optimal rate.
For d/2 < s < d, set
ηs := min{2s − d, 1} > 0.
Write U(υ, s) = ⊕τ∈Kˆ U(υ, s)τ for the decomposition into different K-types.
1In view of the recent preprint [12] and an upcoming work by He and de Saxce´, the
square-free condition in F may be removed.
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Theorem 1.4. There exists m ∈ N such that for any complementary series
representation U(υ, s) containing a non-trivial M -invariant vector, for all
u,v ∈ Sm(υ, s) and t ≥ 0,
〈U(υ, s)(at)u,v〉U(υ,s) =e
(s−d)t
 ∑
τ1,τ2∈Kˆ
〈T τ2τ1 C+(s)Pτ1u,Pτ2v〉U(υ,s)

+Os
(
e(s−d−ηs)t‖u‖Sm(υ,s)‖v‖Sm(υ,s)
)
and the sum ∑
τ1,τ2∈Kˆ
〈T τ2τ1 C+(s)Pτ1u,Pτ2v〉U(υ,s) (1.3)
converges absolutely. Here ‖ · ‖Sm(υ,s) denotes the Sobolev norm given in
(2.3), T τ2τ1 : U(υ, s)τ1 → U(υ, s)τ2 is given by (3.5), C+(s) is the Harish-
Chandra c-function given in (4.1), and Pτ is the orthogonal projection onto
the K-type τ . Moreover, the implied constant is uniformly bounded over s
in compact subsets of the interval (d2 , d).
One of the key observations made in this paper is that if U(υ, s) is non-
spherical and u ∈ U(υ, s) is M -invariant, then the main term (1.3) vanishes
(Corollary 3.5): for all τ1, τ2 ∈ Kˆ,
T τ2τ1 C+(s)Pτ1u = 0.
Corollary 1.5. There exists m ∈ N such that if U(υ, s) is non-spherical,
then for all M -invariant vectors u,v ∈ U(υ, s),
|〈U(υ, s)(at)u,v〉U(υ,s)| ≪s e
(s−d−ηs)t‖u‖Sm(υ,s)‖v‖Sm(υ,s).
Organization. We start by recalling in Section 2 some key background
facts and notation. In Section 3, we define the models of the complemen-
tary series that we will work in and the Eisenstein integrals that are key to
understanding their matrix coefficients. The main technical work is done in
Section 4; establishing the asymptotic expansion and bounds for matrix coef-
ficients in complementary series representations. Section 5 is devoted to ex-
tending Roblin’s mixing result [28, Theorem 3.4] from compactly supported
functions to arbitrary Sobolev functions. Finally, the proof of Theorem 1.1
is given in Section 6, the main part of which consists of decomposing the
regular representation of G on L2(Γ\G) into irreducible representations and
applying the bounds obtained in Section 4 to each individual component.
2. Preliminaries
Let d ≥ 1 and G = SO◦(d + 1, 1) be the group of orientation-preserving
isometries of Hd+1. Let Γ < G be a torsion-free discrete subgroup of G, and
let M = Γ\Hd+1 be the associated hyperbolic manifold.
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2.1. Structure and subgroups of G. Let K = SO(d + 1) < G be a
maximal compact subgroup, and let A = {at : t ∈ R} be a one-parameter
diagonalizable subgroup and M = SO(d) the centralizer of A in K. We can
identify M with Γ\G/K and the unit tangent bundle T1(M) with Γ\G/M
in the way that the geodesic flow on T1(M) is given by the right translation
action of at on Γ\G/M .
We denote by N and N the contracting and expanding horospherical
subgroups, respectively; i.e.
N = {g ∈ G : a−tgat → e as t→ +∞};
N = {g ∈ G : atga−t → e as t→ +∞}.
Then N = ωNω−1, where ω ∈ NK(A) is such that ωaω
−1 = a−1 for all
a ∈ A.
We note that N and N are both abelian subgroups, isomorphic to Rd via
the logarithm map, which are normalized by AM . Under this isomorphism
N ≃ Rd, conjugation by an element m ∈ M = SO(d) is an isometry and
conjugation by at corresponds to scaling by e
t on N , and e−t on N . As
usual, the Lie algebras of G, K, A, N , N are denoted by g, k, a, n and n,
respectively. This gives
Ad(at)|n = e
t × Id and Ad(at)|n = e
−t × Id.
We have an Iwasawa decomposition G = KAN , where the product map
K ×A×N → G is a diffeomorphism and the projection to each individual
factor is a smooth map [18, Chapter VI.4]. For g ∈ G, we write
g = κ(g) exp(H(g))ng ,
where κ(g) ∈ K, H(g) ∈ a, and ng ∈ N . Letting α ∈ a
∗
C
be the unique
element such that
α(H(at)) = t,
the map s 7→ s ·α defines an identification C ≃ a∗
C
. In view of this, we write
esH(g) = es·α(H(g)) for g ∈ G and s ∈ C.
2.2. Various measures on T1(M). Let Λ ⊂ ∂Hd+1 denote the limit set
of Γ. Throughout the paper, we assume that
Γ is geometrically finite,
that is, the unit neighborhood of the convex core of M, given by Γ\hull(Λ),
has finite Riemannian volume. We let δ denote the critical exponent of Γ,
which is known to be equal to the Hausdorff dimension of Λ. We remark
that δ = d if and only if ∂Hn = Λ if and only if Γ is a lattice in G.
We fix o ∈ Hd+1 whose stabilizer is given by K, and vo ∈ To(H
d+1) the
unit vector whose stabilizer is M . Let νo be the Patterson-Sullivan measure
on Λ which is unique up to a constant multiple; this is characterized by the
condition that
γ∗νo = |γ
′|δ · νo
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for all γ ∈ Γ, where |γ′| denotes the derivative of γ in the spherical metric on
∂Hd+1 with respect to o. We also let mo denote the K-invariant probability
measure on ∂Hd+1.
Let π : T1(Hd+1)→ Hd+1 be the base point projection. For u ∈ T1(Hd+1),
we denote by u± ∈ ∂Hd+1 the forward and the backward endpoints of the
geodesic determined by u. Consider the Hopf parameterization of T1(Hd+1)
given by:
u 7→ (u+, u−, s = βu−(o, π(u))),
where β denotes the Busemann function. Using the Hopf coordinates, the
Bowen-Margulis-Sullivan measure mBMS, the Liouville measure du, and the
Burger-Roblin measure mBR on T1(Hd+1) are respectively given as follows:
(1) dmBMS(u) = eδβu+ (o,π(u)) eδβu− (o,π(u)) dνo(u
+)dνo(u
−)ds;
(2) du = dmLiouville(u) = edβu+ (o,π(u)) edβu−(o,π(u)) dmo(u
+)dmo(u
−)ds;
(3) dmBR(u) = edβu+ (o,π(u)) eδβu− (o,π(u)) dmo(u
+)dνo(u
−)ds.
The BR measure mBR is a Lebesgue measure on each N -leaf, so we call it
the unstable BR measure. The stable BR-measure mBR∗ is defined similarly
to mBR by exchanging the roles of u+ and u−.
These measures are all left Γ-invariant, and hence induce Borel measures
on T1(M) = Γ\T1(Hd+1) for which we use the same notation. We remark
that mBMS is a finite measure, invariant under the geodesic flow. We will
normalize the Patterson-Sullivan measure νo so that m
BMS(T1(M)) = 1.
The other three measures are infinite, unless δ = d.
We will sometimes consider these measures as measures on Γ\G by putting:
for ψ ∈ Cc(Γ\G), and for ⋆ = BMS,Liouville,BR,
m⋆(ψ) = m⋆
(∫
M
ψ dm
)
,
where dm denotes the Haar probability measure on M . Note that the Li-
ouville measure, considered as a measure on Γ\G, is G-invariant; we will
denote this by dg.
2.3. The base eigenfunction φ0. Throughout the article, we assume
δ >
d
2
,
which is a necessary condition for the existence of an eigenvalue of ∆ on
L2(M). The smallest eigenvalue of ∆ on L2(M) is given by λ0 = δ(d − δ),
and is known to be simple. We denote by φ0 the the unit eigenfunction
in L2(M) with eigenvalue λ0, and call it the base eigenfunction. Up to a
constant multiple, φ0 is given by: for x ∈ M,
φ0(x) =
∫
ξ∈Λ
e−δβξ(o,x)dνo(ξ).
The fact that the base eigenfunction φ0 is square-integrable when δ >
d/2 is a key result, which allows the unitary representation theory of G,
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specifically the right translation action of G on L2(Γ\G), to be used to
prove dynamical results for the geodesic flow.
Theorem 2.1 (Lax-Phillips [20]). The intersection of the interval [0, d
2
4 )
with the spectrum of ∆, viewed as an unbounded operator on L2(M), consists
of a finite set of eigenvalues {λi = si(d− si)}0≤i≤ℓ, satisfying
0 < λ0 = δ(d − δ) < λ1 ≤ . . . ≤ λℓ <
d2
4
.
2.4. The quasi-regular representation L2(Γ\G). We denote L2(Γ\G)
the space of square-integrable functions on Γ\G with respect to dg. The
G-invariance of dg gives rise to a unitary representation
(
ρ, L2(Γ\G)
)
of G,
where ρ is given by the right translation:
[ρ(g)f ](x) = f(xg)
for all f ∈ L2(Γ\G), g ∈ G, x ∈ Γ\G.
As a number of inner products on different vector spaces will show up
throughout the article, we reserve now 〈·, ·〉 to mean the ρ(G)-invariant in-
ner product on L2(Γ\G). All other inner products will have some additional
notation to distinguish them. The subspace of ρ(K)-invariant vectors in
L2(Γ\G) is denoted L2(Γ\G)K . Similarly, L2(Γ\G)M denotes the subspace
of ρ(M)-invariant vectors. We use L2(Γ\G)K to construct subrepresenta-
tions of
(
ρ, L2(Γ\G)
)
as follows: define
L2(Γ\G)sph := the closure of {ρ(g)f : f ∈ L
2(Γ\G)K , g ∈ G}.
Then (
ρ, L2(Γ\G)
)
=
(
ρ, L2(Γ\G)sph
)⊕(
ρ, L2(Γ\G)⊥sph
)
;
note that both L2(Γ\G)sph and L
2(Γ\G)⊥sph are ρ(G)-invariant closed sub-
spaces. Viewing the base eigenfunction φ0 as an element of L
2(Γ\G)K , we
define in a similar manner
Bδ := the closure of the span of {ρ(g)φ0 : g ∈ G} ⊂ L
2(Γ\G)sph,
and (
ρ, L2(Γ\G)sph
)
= (ρ,Bδ)⊕ (ρ,W),
W being the orthogonal complement of Bδ in L
2(Γ\G)sph. It will be of
importance later that (ρ,Bδ) is an (irreducible) complementary series rep-
resentation and that Theorem 2.1 gives a complete understanding of the
complementary series representations contained in (ρ,W). A useful fact (cf.
[19]) that we make of in Section 5 is that for all f ∈ L2(Γ\G)K ,
mBR(f) = mBR∗(f) = 〈f, φ0〉. (2.1)
Finally, the direct integral decomposition of
(
ρ, L2(Γ\G)
)
reads(
ρ, L2(Γ\G)
)
∼=
∫ ⊕
Z
(
πζ ,Hζ
)
dµZ(ζ), (2.2)
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where (πζ ,Hζ) is an irreducible unitary representation of G for µZ-a.e. ζ (cf.
[37, Corollary 14.9.5]).
2.5. Sobolev norms on unitary representations of K. Given a unitary
representation (π, V ) of K with invariant inner product (·, ·)V , a basis {Xj}
of k and m ∈ N, we define a Sobolev norm ‖ · ‖Sm(V ) on V by
‖v‖2Sm(V ) := ‖v‖
2
V +
∑
U
‖dπ(U)v‖2V for any v ∈ V, (2.3)
where ‖ · ‖V denotes the corresponding norm and the sum runs over all
monomials in {Xj} of order up to m.
We set Sm(V ) := {v ∈ V : ‖v‖Sm(V ) < ∞}. Observe that different
choices of the basis {Xj} give rise to equivalent norms, and that in the case
when V is finite-dimensional, we have Sm(V ) = V for any m ≥ 0.
Viewing
(
ρ, L2(Γ\G)
)
as a unitary representation of K, given a function
f ∈ L2(Γ\G), we let either ‖f‖Sm(Γ\G) or simply S
m(f) denote the norm
‖f‖Sm(L2(Γ\G)) as defined by (2.3) above. We denote by S
m(Γ\G) the space
of all functions f ∈ L2(Γ\G) with Sm(f) <∞.
For f ∈ L2(Γ\G), mBR(f) may be infinite in general when δ < d. However
we have the following lemma:
Lemma 2.2. If m > (d+1)d4 , then for any f ∈ S
m(Γ\G),
mBR(f), mBR∗(f) ≪ Sm(f).
Proof. Given f ∈ C(Γ\G) ∩ L2(Γ\G), define
fK(x) := max
k∈K
|f(xk)| for x ∈ Γ\G.
By construction, fK is ρ(K)-invariant and |f(x)| ≤ fK(x) for all x ∈ Γ\G,
hence |mBR(f)| ≤ mBR(fK). In view of (2.1), the Sobolev embedding the-
orem on the compact manifold K gives
|mBR(f)| ≤ mBR(fK) = 〈fK , φ0〉 ≤ ‖fK‖ ≪ ‖f‖Sm(Γ\G)
for all m > dim(K)2 (cf. [1, Theorem 2.30]). Since dimK =
d(d+1)
2 , the chain
of inequalities above holds for any m > (d+1)d4 . The claim for m
BR∗ follows
similarly. 
3. Complementary series representations and Eisenstein
integrals
In this section we recall the definition andK-type structure of the comple-
mentary series representations of G = SO◦(d+1, 1), as well as the Eisenstein
integral representations of matrix coefficients for these representations. We
start by reviewing the representation theory of the special orthogonal groups
SO(n).
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3.1. Irreducible representations of K and M . The primary reference
for the first facts listed below is [4, pp. 272-277]. Let m ≥ 1. The ir-
reducible representations of SO(2m) are parameterized by m-tuples τ =
(τ1, τ2, . . . , τm) ∈ Z
m such that
τ1 ≥ τ2 ≥ . . . ≥ τm−1 ≥ τm−1 ≥ |τm|.
Similarly, the irreducible representations of SO(2m + 1) are parameterized
by m-tuples τ = (τ1, τ2, . . . , τm) ∈ Z
m such that
τ1 ≥ τ2 ≥ . . . ≥ τm−1 ≥ τm ≥ 0.
We recall that all irreducible representations of SO(2m + 1) and SO(4m)
are self-dual, and that the dual τ∗ of an irreducible representation τ =
(τ1, τ2, . . . , τ2m+1) of SO(4m + 2) is given by τ
∗ = (τ1, τ2, . . . ,−τ2m+1); the
dual τ∗ is defined by τ∗(k) = τ(k−1), acting on the dual (or complex conju-
gate) of the underlying vector space.
A key result that we will make repeated use of is the branching law for
restrictions of representations of K to M which we recall (cf. [18, Chapter
IX.3] or [41, pp. 377-380]). We henceforth call irreducible representations
of K or M a K or M -type, respectively. Let τ be a K-type. Then the
decomposition of τ |M reads
τ |M =
⊕
σ∈Mˆ
mσ,τ · σ,
where mσ,τ = 1 if σ = (σ1, . . . , σ⌊ d
2
⌋) satisfies the interlacing property
τ1 ≥ σ1 ≥ τ2 ≥ σ2 ≥ . . . ≥ σm−1 ≥ |τm| for d = 2m− 1,
and
τ1 ≥ σ1 ≥ τ2 ≥ σ2 ≥ τm ≥ |σm| for d = 2m,
and mσ,τ = 0 otherwise. If mσ,τ = 1, we say that τ contains σ, and write
σ ⊂ τ . The fact that each M -type occurs at most once in τ will allow us
to make repeated use of Schur’s lemma in the following manner: if a linear
operator on Vτ (Vτ being a vector space on which τ is realized) commutes
with τ(M), then it acts as a scalar on each σ ⊂ τ . From now on we write
dim(τ) and dim(σ) for dim(Vτ ) and dim(Vσ), respectively.
We connect the dimensions ofK-types with the Sobolev norms introduced
in Section 2.5. Firstly, let (π,H) be a unitary representation of G. For each
τ ∈ Kˆ, we define
χτ (k) = dim(Vτ ) · tr
(
τ(k)
)
(the trace being defined with respect to any invariant inner product on any
realization of τ) and an operator Pτ by
Pτ =
∫
K
χτ (k)π(k) dk.
Note that Pτ is the orthogonal projection onto the space Hτ , where
Hτ := {v ∈ H : Pτv = v}.
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This gives rise to a decomposition of H as the orthogonal direct sum
H =
⊕
τ∈Kˆ
Hτ .
Each Hτ has the property that π(k)|Hτ ∼= τ(k) for all k ∈ K. If Hτ 6= 0, we
say that π contains τ , and write τ ⊂ π. There is a similar decomposition ofH
with respect to M -types, and projection operators Pσ =
∫
M χσ(m)π(m) dm
for σ ∈ Mˆ . As usual, ⌈β⌉ denotes the smallest integer greater than or equal
to β.
Lemma 3.1. There exists m0 ∈ N depending only on K such that for any
unitary representation (π, V ) of K, α > 0, m ∈ N, and for all v ∈ V ,∑
τ⊂V
dim(τ)α‖Pτv‖Sm(V ) ≪ ‖v‖
Sm+m0⌈
α+1
2 ⌉(V )
,
where the implied constant depends only on K.
Proof. Though the argument is standard (cf. [38, Chapter 4.4.2] or [17,
Lemmas 10.3 and 10.4]), we briefly recount it: using the Harish-Chandra
isomorphism and the highest weight theory, we find an element ΩK in the
center of the universal enveloping algebra of k such that for each τ ∈ Kˆ,
dτ(ΩK) acts as a scalar cτ on τ , where |cτ | ≥ dim(τ)
2. Letting m0 be the
order of ΩK , for any ℓ ∈ N, we have (using the Cauchy-Schwartz inequality),∑
τ⊂V
dim(τ)α‖Pτv‖Sm(V ) =
∑
τ⊂V
dim(τ)α
|cτ |ℓ
‖Pτdπ(Ω
ℓ
K)v‖Sm(V )
≤
(∑
τ⊂V
dim(τ)2α−4ℓ
∑
τ⊂V
‖Pτdπ(Ω
ℓ
K)v‖
2
Sm(V )
)1/2
≪
(∑
τ⊂V
dim(τ)2α−4ℓ
)1/2
‖v‖Sm+ℓm0 (V ).
The sum
∑
τ dim(τ)
−2 is finite by [17, Lemma 13], so choosing ℓ = ⌈α+12 ⌉
gives
∑
τ⊂V dim(τ)
2α−4ℓ <∞. 
3.2. Complementary series representations. We will now recall Hirai’s
classification [13] of the non-tempered unitary dual of G and construct the
models of the complementary series that we will work with, see [38, Chapter
5.5] (cf. also [22, Sections 3.1-3.3]).
Given s ∈ C, we define the standard representation U s of G on L2(K) by
[U s(g)v](k) = e−sH(g
−1k)v
(
κ(g−1k)
)
(3.1)
for all v ∈ L2(K), g ∈ G, and k ∈ K. We let λ and ρ denote the left-
and right-regular representations of K on L2(K) respectively. Observe that
U s|K = λ; for this reason, it is practical to always view L
2(K) as the unitary
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representation (λ,L2(K)) of K. The decomposition of L2(K) into K-types
reads
L2(K) =
⊕
τ∈Kˆ
L2(K)τ ,
where each L2(K)τ is isomorphic to dim(τ) copies of τ . Given υ ∈ Mˆ , we
define
L2(K : υ) :={v ∈ L2(K) : ρ(m)v = υ(m)v for all m ∈M}
=
{
v ∈ L2(K) :
∫
M
χυ(m)ρ(m)v dm = v
}
.
The fact that U s(g) and ρ(m) commute for all g ∈ G and m ∈ M shows
that
(
U s, L2(K : υ)
)
is a representation of G; in fact
(
U s, L2(K : υ)
)
is
isomorphic to dim(υ) copies of the representation indGMAN (υ⊗s⊗1) (cf. [17,
Chapter VII]). Note that L2(K : υ)τ ⊂ L
2(K)τ for all τ ∈ Kˆ. From Hirai’s
classification of the unitary dual of G [13], for each υ ∈ Mˆ , there exists an
interval Iυ ⊂ (
d
2 , d) such that if s ∈ Iυ, then there exists an irreducible,
unitarizable subrepresentation U(υ, s) of
(
U s, L2(K : υ)
)
. Furthermore,
every non-tempered representation of G may be realized as U(υ, s) for some
υ ∈ Mˆ and s ∈ Iυ in this way, and each τ ∈ Mˆ that contains υ occurs
exactly once in U(υ, s) (cf. [38, Theorem 5.5.1.5] and [17, Theorem 8.37]).
The inner product that makes U(υ, s) a unitary representation is denoted
by 〈·, ·〉U(υ,s). Note that for g ∈ G, and v,u ∈ U(υ, s),
〈U s(g)v,u〉U(υ,s) = 〈U(υ, s)(g)v,u〉U(υ,s).
3.3. Eisenstein integrals. Here we develop the Eisenstein integrals needed
to obtain the desired asymptotic expansion of matrix coefficients (cf. [22,
Section 3.3], [39, Chapter 6]). Before starting, we make the following ele-
mentary but important observation:
Lemma 3.2. If σ ∈ Mˆ \ {υ∗}, then for any v ∈ L2(K : υ)σ, we have
v(m) = 0 for all m ∈M .
Proof. Since v ∈ L2(K : υ), we have v =
∫
M ρ(m)vχυ(m) dm. Hence for
any m ∈M ,
v(m) =
∫
M
v(mm1)χυ(m1) dm1
=
∫
M
v(m1m)χυ(m−1m1m) dm1
=
∫
M
v(m−11 m)χυ(m
−1
1 ) dm1
=
∫
M
v(m−11 m)χυ∗(m1) dm1
= [Pυ∗v](m).
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Since v ∈ L2(K : υ)σ for σ ∈ Mˆ \ {υ
∗}, the orthogonality of the M -types of
L2(K) gives Pυ∗v = 0, yielding the claim. 
Before stating the main result of this section, we introduce some more
notation. Firstly, we let 〈·, ·〉K denote the usual inner product on L
2(K).
The corresponding norm on L2(K) is denoted ‖ · ‖K , and similarly for the
operator norm defined with respect to it.
In the rest of this section, we fix a complementary series representation
U(υ, s), s ∈ Iυ. For eachK-type τ of U(υ, s) we define a vector χτ ∈ U(υ, s)τ
by
χτ =
dim(τ)∑
i=1
vi(e) vi, (3.2)
where {vi}
dim(τ)
i=1 is an orthornormal basis of U(υ, s)τ . Note that χτ is in-
dependent of the choice of basis, and for all v ∈ U(υ, s)τ and k ∈ K, we
have
v(k) = 〈v, U s(k)χτ 〉K . (3.3)
Lemma 3.3. Let τ be a K-type of U(υ, s).
(1) For all v ∈ U(υ, s)τ ∩ U(υ, s)υ∗ , we have∫
M
|v(m)|2 dm =
dim(τ)‖v‖2K
dim(υ)
.
(2)
∫
M |χτ (m)|
2 dm = dim(τ)
2
dim(υ) .
Proof. Let {vj} be an orthonormal basis of U(υ, s)τ ∩U(υ, s)υ∗ with respect
to 〈·, ·〉K . Using (3.2) and the Schur orthogonality relations, we get∫
M
|v(m)|2 dm =
∫
M
|〈v, U s(m)χτ 〉K |
2 dm
=
∑
i,j
vi(e)vj(e)
∫
M
〈U s(m)v,vi〉K〈U s(m)v,vj〉K dm
=
‖v‖2K
∑
i |vi(e)|
2
dim(υ)
.
Complete {vj} into an orthonormal basis {vj} ∪ {wi} for all of U(υ, s)τ .
Note that wi(e) = 0 for all i by Lemma 3.2. Therefore we have∑
j
|vj(e)|
2 =
∑
j
|vj(e)|
2 +
∑
i
|wi(e)|
2 = dim(τ). (3.4)
Hence the claim (1) follows. Claim (2) follows from (1). 
For K-types τ1, τ2 of U(υ, s), we define an operator
T τ2τ1 : U(υ, s)τ1 → U(υ, s)τ2
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by
T τ2τ1 v =
∫
M
v(m)U s(m)χτ2 dm for all v ∈ U(υ, s)τ1 . (3.5)
We have the following interpretation of the Eisenstein integral (a similar
formula appears in [22, Theorem 3.4]):
Theorem 3.4. For any K-types τ1, τ2 of U(υ, s) and g ∈ G, we have
Pτ2U
s(g)Pτ1 =
∫
K
e(s−d)H(gk)U s
(
κ(gk)
)
T τ2τ1 U
s(k−1) dk,
where Pτ2U
s(g)Pτ1 is viewed as an operator from U(υ, s)τ1 to U(υ, s)τ2 .
Proof. Following [39, Theorem 6.2.2.4, pp. 42-43], the key fact is that for
any g ∈ G,
dk = edH(gk)d
(
κ(gk)
)
.
Let v ∈ U(υ, s)τ1 and w ∈ U(υ, s)τ2 . Then
〈U s(g)v,w〉K =
∫
K
e−sH(g
−1k)v
(
κ(g−1k)
)
w(k) dk
=
∫
K
e−sH(g
−1k)v
(
κ(g−1k)
)
w(k) e(d−s)H(g
−1k) d
(
κ(g−1k)
)
=
∫
K
e(d−s)H
(
g−1κ(gk)
)
v(k)w
(
κ(gk)
)
dk
=
∫
K
e(s−d)H(gk)v(k)w
(
κ(gk)
)
dk,
where we used g−1κ(gk) = k exp(−H(gk))(n−1kg )
exp(H(gk). By (3.3), we get
v(k)w
(
κ(gk)
)
=〈v, U s(k)χτ1〉K · 〈w, U
s
(
κ(gk)
)
χτ2〉K
=〈U s(k−1)v,χτ1〉K · 〈U
s
(
κ(gk)
)
χτ2 ,w〉K
=
〈
〈U s(k−1)v,χτ1〉 · U
s
(
κ(gk)
)
χτ2 ,w
〉
K
.
Hence
〈U s(g)v,w〉K =
∫
K
e(s−d)H(gk)
〈
〈U s(k−1)v,χτ1〉 · U
s
(
κ(gk)
)
χτ2 ,w
〉
K
dk
=
〈∫
K
e(s−d)H(gk)〈U s(k−1)v,χτ1〉 · U
s
(
κ(gk)
)
χτ2 dk,w
〉
K
.
We define T0 : U(υ, s)τ1 → U(υ, s)τ2 by
T0v = 〈v,χτ1〉K · χτ2 = v(e)χτ2 .
Then
Pτ2U
s(g)Pτ1 =
∫
K
e(s−d)H(gk)U s
(
κ(gk)
)
T0U
s(k−1) dk.
Using (3.1) and (3.5), we observe that
T τ2τ1 =
∫
M
U s(m)T0U
s(m−1) dm.
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Writing g = k1atk2, we then have
Pτ2U
s(g)Pτ1 = U
s(k1)Pτ2U
s(at)Pτ1U
s(k2)
=
∫
M
U s(k1)U
s(m)Pτ2U
s(at)Pτ1U
s(m−1)U s(k2) dm
= U s(k1)
(∫
M
∫
K
e(s−d)H(atk)U s
(
mκ(atk)
)
T0U
s(k−1m−1) dk dm
)
U s(k2)
=
∫
K
e(s−d)H(atk)U s
(
k1κ(atk)
) (∫
M
U s(m)T0U
s(m−1) dm
)
U s(k−1k2) dk
=
∫
K
e(s−d)H(gk)U s
(
κ(gk)
)
T τ2τ1 U
s(k−1) dk,
giving the first identity claimed in the theorem. The second identity follows
from the fact that 〈U s(m−1)v,χτ1〉K = v(m) for all v ∈ U(υ, s)τ1 and
m ∈M . 
3.4. On the operator T τ2τ1 . Using Lemma 3.2, we deduce:
Proposition 3.5. Let τ1, τ2 be K-types of U(υ, s). If v ∈ U(υ, s)τ1 is
orthogonal to U(υ, s)υ∗ , then
T τ2τ1 v = 0.
Consequently, T τ2τ1 U(υ, s)τ1 ⊂ U(υ, s)τ2 ∩ U(υ, s)υ∗ .
Proof. We have T τ2τ1 v =
∫
M v(m)U
s(m)χτ2 dm. By Lemma 3.2, if v is or-
thogonal to U(υ, s)υ∗ , then v(m) = 0 for all m ∈ M and thus T
τ2
τ1 v = 0.
Since T τ2τ1 commutes with U
s(m) for all m ∈ M , Schur’s lemma then gives
that if T τ2τ1 v is non-zero, it must be contained in U(υ, s)τ2 ∩ U(υ, s)υ∗ . 
If v is M -invariant and υ ∈ Mˆ is non-trivial, then υ∗ is non-trivial, and
hence v is orthogonal to all U(υ, s)υ∗ . Therefore we deduce the following
corollary:
Corollary 3.6. If υ ∈ Mˆ is non-trivial, then for any M -invariant v ∈
U(υ, s)τ1 ,
T τ2τ1 v = 0.
Lemma 3.7. For any K-types τ1, τ2 of U(υ, s), we have
(T τ2τ1 )
∗ = T τ1τ2 ,
where the adjoint is defined with respect to 〈·, ·〉K .
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Proof. For any u ∈ U(υ, s)τ1 and v ∈ U(υ, s)τ2 , we have
〈T τ2τ1 u,v〉K =
∫
M
u(m)〈U s(m)χτ2 ,v〉K dm
=
∫
M
〈u, U s(m)χτ1〉K〈U
s(m)χτ2 ,v〉K dm
=
〈
u,
∫
M
〈U s(m−1)v,χτ2〉K · U
s(m)χτ1 dm
〉
= 〈u, T τ1τ2 v〉K .

Corollary 3.8. For any K-types τ1, τ2 of U(υ, s),
‖T τ2τ1 ‖K ≤
√
dim(τ1) dim(τ2)
dim(υ)
.
Proof. For any unit vector v ∈ U(υ, s)τ1 ∩ U(υ, s)υ∗ , we have
〈T τ2τ1 v, T
τ2
τ1 v〉K =
∫
M
v(m)〈T τ2τ1 v, U
s(m)χτ2〉K dm
=
∫
M
∫
M
v(m1)v(m2)〈U
s(m2)χτ2 , U
s(m1)χτ2〉K dm2 dm1
=
∫
M
∫
M
〈v, U s(m1)χτ1〉K〈v, U
s(m2)χτ1〉Kχτ2(m
−1
2 m1) dm2 dm1
=
∫
M
(∫
M
〈v, U s(m2m3)χτ1〉K〈v, U
s(m2)χτ1〉K dm2
)
χτ2(m3) dm3
=
‖v‖2K
dim(υ)
∫
M
χτ1(m)χτ2(m) dm
≤
1
dim(υ)
√∫
M
|χτ1(m)|
2 dm
∫
M
|χτ2(m)|
2 dm
=
dim(τ1) dim(τ2)
dim(υ)2
by Lemma 3.3 (2). Combining this estimate with Proposition 3.5, the claim
follows. 
Corollary 3.9. For any K-type τ of U(υ, s), we have
T ττ =
dim(τ)
dim(υ)
Pυ∗ .
Proof. Following the proof of Corollary 3.8, we obtain
‖T ττ ‖
2
K =
1
dim(υ)
∫
M
|χτ (m)|
2 dm =
dim(τ)2
dim(υ)2
.
So by Proposition 3.5, we have
T ττ = c · Pυ∗ ,
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where c is one of ±dim(τ)dim(υ) . Since
c = 〈T ττ v,v〉K =
∫
M
|v(m)|2 dm ≥ 0
for any unit vector v ∈ U(υ, s)τ ∩ U(υ, s)υ∗ , we get c =
dim(τ)
dim(υ) . 
4. Asymptotic expansions of matrix coefficients
We fix a complementary series representation U(υ, s) of G for some υ ∈ Mˆ
and s ∈ Iυ. The main goal of this section is to obtain effective expansions of
matrix coefficients for U(υ, s). More precisely, we will write a matrix coeffi-
cient 〈U s(at)v,u〉U(υ,s) as a main term that decays like e
(s−d)t as t→∞ and
an error term that decays exponentially faster depending only on 2s−d > 0.
To do this, we first work out the asymptotics of matrix coefficients with re-
spect to 〈·, ·〉K and then use explicit formulas for intertwining operators to
convert our results into statements for 〈·, ·〉U(υ,s).
4.1. Matrix coefficients with respect to 〈·, ·, 〉K . We start by proving
a bound on how far elements of K move vectors in representations of K.
We let distK denote the bi-invariant Riemannian metric on K induced from
the negative of the Killing form on k, and let | · |K denote the corresponding
norm on k.
Lemma 4.1. Let (π, V ) be a finite-dimensional unitary representation of K
with invariant inner product (·, ·)V . Then for all v ∈ V and k ∈ K, we have
‖π(k)v − v‖V ≪ distK(k, e) ‖v‖S1(V ),
where the implied constant depends solely on the choice of basis defining
‖ · ‖Sm(V ).
Proof. Since distK is bi-invariant, there exists J ∈ k with |J |K = 1 such that
the k = exp(distK(k, e)J). This gives
π(k)v − v =
∫ distK(k,e)
0
d
dt
π
(
exp(tJ)
)
v dt
=
∫ distK(k,e)
0
π(exp(tJ))dπ
(
Ad(exp(−tJ))J
)
v dt.
Since π is unitary, |J |K = 1, and K is compact, we get∥∥π(exp(tJ))dπ(Ad(exp(−tJ))J)v∥∥
V
≤ max
X∈k
|X|K=1
‖dπ(X)v‖V ≪ ‖v‖S1(V ).

Definition 4.1. The Harish-Chandra c-function C+(s) : U(υ, s) → U(υ, s)
is defined as follows:
C+(s) =
∫
N
U s
(
κ(n)−1
)
e−sH(n) dn. (4.1)
18 SAM EDWARDS AND HEE OH
Since U s is unitary on U(υ, s) and
∫
N e
−sH(n) dn < ∞ for all s > d2 (cf.
[17, Proposition 7.6]), C+(s) is a well-defined bounded operator on U(υ, s).
Since C+(s) is defined using only the restriction of U
s to K, it preserves the
K-types of U(υ, s).
Lemma 4.2. C+(s) preserves the M -types of U(υ, s).
Proof. Note thatM normalizes N , dn = d(mnm−1) andH(mgm−1) = H(g)
for all m ∈M , n ∈ N , and g ∈ G. Therefore for all m ∈M ,
C+(s)U
s(m) =
∫
N
U s
(
κ(n)−1m
)
e−sH(n) dn
=
∫
N
U s
(
mκ(m−1nm)−1
)
e−sH(n) dn = U s(m)C+(s);
hence the claim follows. 
For d/2 < s < d, set
ηs = min{2s− d, 1} > 0. (4.2)
We remark that the following theorem was shown in [22, Theorem 3.23] for
some ηs, based on Harish-Chandra’s expansion formula and the maximum
modulus principle. We give a more direct argument, with the explicit ηs
given in (4.2). Let S1(K) denote the Sobolev norm S1(L2(K)) defined in
Section 2.5.
Theorem 4.3. Let τ1, τ2 be K-types of U(υ, s). For all u ∈ U(υ, s)τ1 and
v ∈ U(υ, s)τ2 , we have for any t ≥ 0,
〈U s(at)u,v〉K = e
(s−d)t〈T τ2τ1 C+(s)u,v〉K
+Os
(
e(s−d−ηs)t‖T τ2τ1 ‖K‖u‖K‖v‖S1(K)
)
,
where the implied constant is uniformly bounded over s in compact subsets
of (d2 , d).
Proof. Applying Theorem 3.4, we have
〈U s(at)u,v〉K =
∫
K
e(s−d)H(atk)〈U s
(
κ(atk)
)
T τ2τ1 U
s(k−1)u,v
〉
K
dk.
Since the function k 7→ e(s−d)H(atk)〈U s
(
κ(atk)
)
T τ2τ1 U
s(k−1)u,v
〉
U(υ,s)
is right
M -invariant, we may use the integration formula [17, Consequence 3, p. 147]
to obtain
〈U s(at)u,v〉K
=
∫
N
e(s−d)H(atκ(n))
〈
U s
(
κ(atκ(n))
)
T τ2τ1 U
s(κ(n)−1)u,v
〉
K
e−dH(n) dn.
The identities
H
(
atκ(n)
)
= H(atna−t) +H(at)−H(n) and
κ
(
atκ(n)
)
= κ(atna−t)
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then give that the previous integral is equal to
e(s−d)t
∫
N
〈
T τ2τ1 U
s(κ(n)−1)u, U s
(
κ(atna−t)
−1
)
v
〉
K
e(s−d)H(atna−t)−sH(n) dn.
We now use the identification of N with Rd to again rewrite:
e(s−d)t
∫
Rd
〈
T τ2τ1 U
s(κ(nx)
−1)u, U s
(
κ(ne−tx)
−1
)
v
〉
K
e(s−d)H(ne−tx)−sH(nx) dx;
(4.3)
note that the integral is absolutely convergent due to s > d2 . We change to
spherical coordinates: x = (r,θ), r ≥ 0, θ ∈ Sd−1, and set
w(r,θ) = (1 + r2)s−dU s
(
κ(n(r,θ))
−1
)
v − v.
Since eH(n(r,θ)) ≍ 1 + r2 (cf. [17, Lemma 7.20]), we deduce
〈U s(at)u,v〉K = e
(s−d)t〈T τ2τ1 C+(s)u,v〉K+
O
(
e(s−d)t
∫ ∞
0
∫
Sd−1
〈
T τ2τ1 U
s(κ(n(r,θ))
−1)u,w(e−tr,θ)
〉
K
dm(θ) r
d−1
(1+r2)s
dr
)
,
where dm(θ) denotes the spherical measure.
Since the map n 7→ κ(n) is smooth, we get
dK
(
κ(n(r,θ)), e
)
≪ r for all r > 0,θ ∈ Sd−1.
Using (1+ r2)s−d = 1+Os(r) (with the implied constant depending contin-
uously on s) and Lemma 4.1, we have
‖w(r, θ)‖K ≪s min{1, r}‖v‖S1(K).
This gives
〈U s(at)u,v〉K = e
(s−d)t〈T τ2τ1 C+(s)u,v〉K
+Os
(
‖T τ2τ1 ‖K‖u‖K‖v‖S1(K)e
(s−d)t
∫ ∞
0
min{1, e−tr}(1 + r2)−srd−1 dr
)
.
The proof is completed by writing the integral
∫∞
0 as
∫ 1
0 +
∫ et
1 +
∫∞
et to
obtain ∫ ∞
0
min{1, e−tr}(1 + r2)−srd−1 dr
≤ e−t + e−t
∫ et
1
r · r−2s · rd−1 dr +
∫ ∞
et
r−2s · rd−1 dr
≪s e
−t + e(d−2s)t.

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4.2. The invariant inner product on U(υ, s). The intertwining operator
A(υ, s) on U(υ, s) is defined so that
〈u,v〉U(υ,s) = 〈u,A(υ, s)v〉K
for all K-finite vectors u,v ∈ U(υ, s). The key intertwining property of
A(υ, s) reads
A(υ, s)U s(g) = Ud−s(g)A(υ, s) for all g ∈ G. (4.4)
In particular, A(υ, s) commutes with U s(k) for all k ∈ K. Since each K-type
occurs at most once in U(υ, s), by Schur’s lemma, A(υ, s) acts as a scalar
a(υ, s, τ) on each K-type τ of U(υ, s):
A(υ, s) =
∑
τ⊃υ
a(υ, s, τ)Pτ . (4.5)
The positive definiteness of the inner product 〈·, ·〉U(υ,s) implies that for all
τ ∈ Kˆ contained in U(υ, s), we have
a(υ, s, τ) > 0.
Proposition 4.4. Let d ≥ 2, and assume that U(υ, s) has a non-trivial M -
invariant vector,. For any K-types τ1, τ2 of U(υ, s) such that T
τ2
τ1 6= 0, we
have
a(υ, s, τ2)
a(υ, s, τ1)
≪s (dim(τ1) dim(τ2))
d/(d−1) ,
where the implied constant does not depend on υ, and is bounded over com-
pact subsets of (d2 , d).
Proof. The bounds follow from expressing the quotients of the coefficients
a(υ, s, τ) in terms of Gamma functions. These expressions follow from a
recursion formula similar to that for the Harish-Chandra c-function given in
[8]. We start by letting H ∈ a be such that at = exp(tH), and defining an
inner product 〈·, ·〉g on gC by
〈X,Y 〉g := c · (−B(X, θY ))
where B(·, ·) denotes the Killing form on g, θ is the Cartan involution defin-
ingK, and c ∈ R>0 is chosen so that 〈H,H〉g = 1. Denote the −1-eigenspace
of θ by p. Then for all X ∈ pC, v ∈ C
∞(K), and k ∈ K, we have
[dU s(X)v](k) = (s − d2 )〈Adk−1X,H〉gv(k)
+ 12
(
dρ(ΩK)
{
〈Adk−1X,H〉gv(k)
}
− 〈Adk−1X,H〉g[dρ(ΩK)v](k)
)
,
where ΩK denotes the Casimir operator of K and ρ denotes right-translation
(cf. [35, Lemma 1] and [8, Lemma 3.2]). Using the parameterization of
K and M types given in Section 3.1, since U(υ, s) has a non-trivial M -
invariant vector, we may identify υ with the element (υ, 0, . . . , 0) ∈ Z⌊
d
2
⌋,
where υ ≥ 0. Under this parameterization, all K-types τ of U(υ, s) are then
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given as vectors (τ, 0, . . . , 0) ∈ Z⌊
d+1
2
⌋ with τ ≥ υ. In this notation, assuming
v ∈ U(υ, s)τ , by e.g. [35, Lemma 2] (cf. also [18, Proposition 5.28]),
dρ(ΩK)v = dU
s(ΩK)v = (τ
2 + (d− 1)τ)v,
hence
[Pτ+1dU
s(X)v](k)
=
(
s− d2 +
(τ+1)2+(d−1)(τ+1)−τ2−(d−1)τ
2
)
Pτ+1 {〈Adk−1X,H〉gv(k)}
= (s+ τ)Pτ+1 {〈Adk−1X,H〉gv(k)} . (4.6)
From (4.4), we obtain
[Pτ+1dU
s(X)A(υ, s)v](k) = [Pτ+1A(υ, s)dU
d−s(X)v](k).
Combining this with (4.5) and (4.6) gives
a(υ, s, τ)(s + τ)Pτ+1 {〈Adk−1X,H〉gv(k)}
= a(υ, s, τ + 1)(d− s+ τ)Pτ+1 {〈Adk−1X,H〉gv(k)} .
The decomposition of (Ad, pC) ⊗ (U
s,U(υ, s)τ ) into irreducible representa-
tions of K ensures the existence of X ∈ pC and v ∈ U(υ, s)τ such that
Pτ+1 {〈Adk−1X,H〉gv(k)} 6≡ 0, so
a(υ, s, τ + 1)
a(υ, s, τ)
=
d− s+ τ
s+ τ
(cf. [8, (6.1) and (6.7)]). This implies
a(υ, s, τ2)
a(υ, s, τ1)
=
Γ(s+ τ1)
Γ(d− s+ τ1)
·
Γ(d− s+ τ2)
Γ(s+ τ2)
.
By [14, Theorem 1],
Γ(s+ τ)
Γ(d− s+ τ)
≍s 1 + τ
2s−d,
so
a(υ, s, τ2)
a(υ, s, τ1)
≪s (1 + τ
2s−d
1 )(1 + τ
2s−d
2 ) ≤ (1 + τ
d
1 )(1 + τ
d
2 ).
Now using the Weyl dimension formula (cf. [17, pp. 81-83, 107-109]),
dim(τ) =
(τ + d− 2)!(2τ + d− 1)
τ !(d− 1)!
≫d τ
d−1.
This finishes the proof.

Proposition 4.4 allows us to restate Theorem 4.3 in terms of 〈·, ·〉U(υ,s).
This can then be applied to the matrix coefficients of irreducible unitary
representations weakly contained in L2(Γ\G). Retaining the notation of
Theorem 4.3, we have:
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Proposition 4.5. There exists m ∈ N such that for any U(υ, s) with a non-
trivial M -invariant vector, for all u ∈ U(υ, s)τ1 ,v ∈ U(υ, s)τ2 , and t ≥ 0,
〈U s(at)u,v〉U(υ,s) =e
(s−d)t〈T τ2τ1 C+(s)u,v〉U(υ,s)
+Os
(
e(s−d−ηs)t‖u‖Sm(υ,s)‖v‖Sm(υ,s)
)
,
where the implied constant is uniformly bounded over s in compact subsets
of (d2 , d).
Proof. Since v ∈ U(υ, s)τ2 , using the expression for 〈·, ·〉U(υ,s)|U(υ,s)τ2 , Theo-
rem 4.3 gives
〈U s(at)u,v〉U(υ,s) = a(υ, s, τ2)〈U
s(at)u,v〉K
= e(s−d)ta(υ, s, τ2)〈T
τ2
τ1 C+(s)u,v〉K
+Os
(
e(s−d−ηs)ta(υ, s, τ2)‖T
τ2
τ1 ‖K‖u‖K‖v‖S1(K)
)
= e(s−d)t〈T τ2τ1 C+(s)u,v〉U(υ,s)
+Os
(
e(s−d−ηs)t
√
a(υ,s,τ2)
a(υ,s,τ1)
‖T τ2τ1 ‖K‖u‖U(υ,s)‖v‖S1(υ,s)
)
.
When d ≥ 2, Corollary 3.8 and Proposition 4.4 together give that for all
τ1, τ2 ⊂ U(υ, s), √
a(υ,s,τ2)
a(υ,s,τ1)
‖T τ2τ1 ‖K ≪s
(
dim(τ1) dim(τ2)
) 3
2 . (4.7)
Lemma 3.1 provides the bound claimed in the proposition. For d = 1, the
left-hand side of (4.7) is bounded by the product of the weights of τ1 and
τ2; this and the relation between the Sobolev norm and the weights imply
the claim. 
Remark 4.8. Both Propositions 4.4 and 4.5 are expected to hold for all
complementary series U(υ, s). We have stated them only for those repre-
sentations with M -invariant vectors since in this case slight simplifications
occur in the proof of Proposition 4.4. Note that if Proposition 4.4 were
stated for all complementary series representations, Proposition 4.5 would
also follow automatically for all complementary series.
Theorem 4.6. There exists m ∈ N such that for any complementary series
representation U(υ, s) containing a non-trivial M -invariant vector, for all
u,v ∈ Sm(υ, s) and t ≥ 0,
〈U s(at)u,v〉U(υ,s) =e
(s−d)t
 ∑
τ1,τ2∈Kˆ
〈T τ2τ1 C+(s)Pτ1u,Pτ2v〉U(υ,s)

+Os
(
e(s−d−ηs)t‖u‖Sm(υ,s)‖v‖Sm(υ,s)
)
,
and the sum ∑
τ1,τ2∈Kˆ
〈T τ2τ1 C+(s)Pτ1u,Pτ2v〉U(υ,s) (4.9)
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converges absolutely.
Proof. Since smooth vectors are dense in Sm(υ, s) for all m ∈ N, and both
sides of the inequality are continuous with respect to ‖ · ‖Sm(υ,s), we start
by assuming that u and v are smooth, and decompose them according to
the K-types of U(υ, s):
u =
∑
τ1⊂U(υ,s)
uτ1 , v =
∑
τ2⊂U(υ,s)
vτ2 ,
where uτ1 = Pτ1u and uτ2 = Pτ2v. By [38, Theorem 4.4.2.1],
〈U s(at)u,v〉U(υ,s) =
∑
τ1,τ2
〈U s(at)uτ1 ,vτ2〉U(υ,s),
with the sum converging absolutely. Applying Proposition 4.5 gives
〈U s(at)uτ1 ,vτ2〉U(υ,s) = e
(s−d)t〈T τ2τ1 C+(s)uτ1 ,vτ2〉U(υ,s)
+Os
(
e(s−d−ηs)t‖uτ1‖Sm′ (υ,s)‖vτ2‖Sm′ (υ,s)
)
for some m′ ∈ N. Hence
〈U s(at)u,v〉U(υ,s) = e
(s−d)t
(∑
τ1,τ2
〈T τ2τ1 C+(s)Pτ1u,Pτ2v〉U(υ,s)
)
+Os
(
e(s−d−ηs)t
(∑
τ
‖uτ‖Sm′ (υ,s)
)(∑
τ
‖vτ‖Sm′ (υ,s)
))
.
By Lemma 3.1, there exists m ≥ m′ (depending only on K) large enough
such that∑
τ∈U(υ,s)
‖uτ‖Sm′ (υ,s) ≪ ‖u‖Sm(υ,s) and
∑
τ∈U(υ,s)
‖vτ‖Sm′ (υ,s) ≪ ‖v‖Sm(υ,s)
where the implied constants depend only on K.
It remains to prove that the sum
∑
τ1,τ2
〈T τ2τ1 C+(s)Pτ1u,Pτ2v〉U(υ,s) con-
verges absolutely. Looking at an individual summand, we have
|〈T τ2τ1 C+(s)uτ1 ,vτ2〉U(υ,s)| = a(υ, s, τ2)|〈T
τ2
τ1 C+(s)uτ1 ,vτ2〉K |
≤ a(υ, s, τ2)‖T
τ2
τ1 ‖K · ‖C+(s)uτ1‖K · ‖vτ2‖K
Since U s|K is unitary on L
2(K), from the definition of C+(s) (see Theorem
4.3), we get
‖C+(s)uτ1‖K ≪s ‖uτ1‖K ,
giving
|〈T τ2τ1 C+(s)uτ1 ,vτ2〉U(υ,s)| ≪s a(υ, s, τ2)‖T
τ2
τ1 ‖K · ‖uτ1‖K · ‖vτ2‖K
≤
√
a(υ,s,τ2)
a(υ,s,τ1)
‖T τ2τ1 ‖K · ‖uτ1‖U(υ,s) · ‖vτ2‖U(υ,s).
Using the bound (4.7) and Lemma 3.1 as above then gives the desired con-
vergence of the sum. 
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Theorem 4.7. There exists m ∈ N such that for any non-spherical com-
plementary series representation U(υ, s), for all M -invariant vectors u,
v ∈ Sm(υ, s), and t ≥ 0, we have
|〈U s(at)u,v〉U(υ,s)| ≪s e
(s−d−ηs)t‖u‖Sm(υ,s)‖v‖Sm(υ,s),
where the implied constant is uniformly bounded over s in compact subsets
of (d2 , d).
Proof. By Theorem 4.6, it suffices to show that for any K-types τ1, τ2 of
U(υ, s) and an M -invariant vector u of U(υ, s),
T τ2τ1 C+(s)Pτ1u = 0. (4.10)
Since M ⊂ K, each Pτ1u is also M -invariant. Since C+(s) preserves the
M -types of each K-type by Lemma 4.2, C+(s)Pτ1u is M -invariant. There-
fore (4.10) follows from Corollary 3.6. 
5. Leading term for Sobolev functions
In this section, we will extend Roblin’s result on mixing of the geodesic
flow for continuous functions with compact support to general functions in
a Sobolev space of sufficiently high order.
Recall the following theorem of Roblin [28, Theorem 3.4]:
Theorem 5.1. For all M -invariant f1, f2 ∈ Cc(Γ\G),
lim
t→+∞
e(d−δ)t〈ρ(at)f1, f2〉 = m
BR(f1)m
BR∗(f2).
We note that mBR(f) may be infinite for a general function f ∈ L2(Γ\G),
and hence Theorem 5.1 does not generalize to arbitrary L2-functions.
In order to extend this theorem to Sobolev functions (which are not nec-
essarily compactly supported), we first prove the following bound on matrix
coefficients of L2(Γ\G):
Lemma 5.2. There exists m ∈ N such that for all f1, f2 ∈ S
m(Γ\G) and
t ≥ 0,
|〈ρ(at)f1, f2〉| ≪Γ e
(δ−d)tSm(f1)S
m(f2).
Proof. We start by assuming that f1 and f2 are ρ(K)-invariant. Using the
notation of the subsection 2.4, the decomposition of the functions according
to L2(Γ\G)sph = Bδ ⊕W reads
fi = 〈fi, φ0〉φ0 + f
′
i , i = 1, 2,
where f ′i ∈ W are K-invariant, and φ0 ∈ Bδ is the base-eigenfunction in
L2(Γ\Hd+1) = L2(Γ\G)K of unit norm.
Since Bδ is a complementary series representation U(1, δ), it follows from
Theorem 4.6 that for all t ≥ 0,
|〈ρ(at)φ0, φ0〉| ≪ e
(δ−d)t.
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As a consequence of Theorem 2.1, f ′1 and f
′
2 are orthogonal to any com-
plementary series representation U(υ, s) with s1 < s ≤ δ. It follows that for
any ε > 0, for any K-invariant f1, f2 ∈ L
2(Γ\G) and t > 0,
|〈ρ(at)f
′
1, f
′
2〉| ≪ε e
(s1−d+ε)t‖f ′1‖‖f
′
2‖
(see [30, Theorem 2.1, 2], [19, Proposition 5.3]).
Therefore, choosing 0 < ε < δ − s1 gives
|〈ρ(at)f1, f2〉| ≪ e
(δ−d)t
(
|〈f1, φ0〉||〈f2, φ0〉|+ ‖f
′
1‖‖f
′
2‖
)
≤ e(δ−d)t‖f1‖‖f2‖.
In view of [30, Proposition 2.5], this bound extends for all K-finite func-
tions f1, f2 in L
2(Γ\G):
|〈ρ(at)f1, f2〉| ≪ e
(δ−d)t‖f1‖‖f2‖
√
dim(ρ(K)f1) dim(ρ(K)f2).
To pass to Sobolev functions, we first observe that
dim(ρ(K)Pτf) ≤ dim(τ)
2
for all f ∈ L2(Γ\G) (cf. [17, p. 206 (1)]). Then for all f1, f2 ∈ S
m(Γ\G),
|〈ρ(at)f1, f2〉| ≤ e
(δ−d)t
∑
τ1,τ2∈Kˆ
dim(τ1) dim(τ2)‖Pτ1f1‖‖Pτ2f2‖
≪ e(δ−d)t‖f1‖Sm(Γ\G)‖f2‖Sm(Γ\G)
for m ∈ N large enough, by Lemma 3.1. 
Proposition 5.3. There exists m ∈ N such that for all M -invariant f1, f2 ∈
Sm(Γ\G),
lim
t→+∞
e(d−δ)t〈ρ(at)f1, f2〉 = m
BR(f1)m
BR∗(f2).
Proof. Let m > d(d + 1)/4 satisfy the conclusion of Lemma 5.2. For sim-
plicity, we write ‖f‖Sm = ‖f‖Sm(Γ\G). Using the density of C
∞
c (Γ\G)
M in
Sm(Γ\G)M , given ε > 0, there exist f ε1 , f
ε
2 ∈ C
∞
c (Γ\G) such that
‖fi − f
ε
i ‖Sm ≤ ε i = 1, 2.
We then write, using Lemma 5.2,
e(d−δ)t〈ρ(at)f1, f2〉
= e(d−δ)t
(
〈ρ(at)f
ε
1 , f
ε
2 〉+ 〈ρ(at)(f1 − f
ε
1 ), f2〉+ 〈ρ(at)f
ε
1 , f2 − f
ε
2 〉
)
= e(d−δ)t〈ρ(at)f
ε
1 , f
ε
2 〉+O
(
ε(‖f1‖Sm + ‖f2‖Sm)
)
.
By Theorem 5.1, we have
lim
t→∞
e(d−δ)t〈ρ(at)f
ε
1 , f
ε
2 〉 = m
BR(f ε1 )m
BR∗(f ε2 ).
So
lim sup
t→∞
e(d−δ)t〈ρ(at)f1, f2〉 = m
BR(f ε1 )m
BR∗(f ε2 ) +O
(
ε(‖f1‖Sm + ‖f2‖Sm)
)
.
26 SAM EDWARDS AND HEE OH
Since m > d(d+ 1)/4, we may apply Lemma 2.2 to get
mBR(f ε1 )m
BR∗(f ε2 ) = m
BR(f1)m
BR∗(f2) +O
(
ε(‖f1‖Sm + ‖f2‖Sm)
)
.
Therefore
lim sup
t→∞
e(d−δ)t〈ρ(at)f1, f2〉 = m
BR(f1)m
BR∗(f2) +O
(
ε(‖f1‖Sm + ‖f2‖Sm)
)
.
Since ε > 0 was arbitrary, we in fact have
lim sup
t→∞
e(d−δ)t〈ρ(at)f1, f2〉 = m
BR(f1)m
BR∗(f2).
An analogous calculation with lim inf in place of lim sup proves the propo-
sition. 
6. Proof of Theorem 1.1
In this final section, we prove Theorem 1.1. Recall the isomorphism(
ρ, L2(Γ\G)
)
∼=
∫ ⊕
Z
(πζ ,Hζ) dµZ(ζ).
Fix arbitrary 0 < r < δ − s1. We partition Z as
Z = Z−r ∪ Z
+
r ,
where
Z
−
r =
{
ζ ∈ Z : (πζ ,Hζ) ∼= U(υ, s), where υ ∈ Mˆ and s ∈ [s1 + r, δ]
}
and Z+r = Z \ Z
−
r (cf. (2.2)). This partition is then used to decompose(
ρ, L2(Γ\G)
)
as(
ρ, L2(Γ\G)
)
=
(
ρ, L2(Γ\G)−
)
⊕
(
ρ, L2(Γ\G)+
)
,
where (
ρ, L2(Γ\G)±
)
∼=
∫ ⊕
Z
±
r
(πζ ,Hζ) dµZ(ζ)
with the dependency on r being slightly suppressed. Observe that Bδ oc-
curs as a subrepresentation of
(
ρ, L2(Γ\G)−
)
. We may further decompose(
ρ, L2(Γ\G)−
)
accordingly: let L2(Γ\G)−0 be the orthogonal complement of
Bδ in L
2(Γ\G)−. We thus have(
ρ, L2(Γ\G)
)
= (ρ,Bδ)⊕
(
ρ, L2(Γ\G)−0
)
⊕
(
ρ, L2(Γ\G)+
)
.
Note that Theorem 2.1 and the duality between eigenfunctions of the Lapla-
cian on M = Γ\G/K and spherical representations in the decomposition
of L2(Γ\G) imply that no spherical representation is weakly contained in(
ρ, L2(Γ\G)−0
)
. At the level of functions, we write
fi = f
0
i + f
−
i + f
+
i , i = 1, 2
where f0i ∈ Bδ, f
−
i ∈ L
2(Γ\G)−0 , and f
+
i ∈ L
2(Γ\G)+.
The matrix coefficients we are interested in now decompose as
〈ρ(at)f1, f2〉 = 〈ρ(at)f
0
1 , f
0
2 〉+ 〈ρ(at)f
−
1 , f
−
2 〉+ 〈ρ(at)f
+
1 , f
+
2 〉. (6.1)
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We deal with the three summands in turn: by construction,
(
ρ, L2(Γ\G)+
)
does not weakly contain any U(υ, s) with s > s1 + r (this also uses the
fact
(
ρ, L2(Γ\G)
)
does not weakly contain any U(υ, s) with s > δ; cf. [22,
Proposition 3.23]).
We assume that m is large enough so that all the results of the previous
sections hold for f1, f2 ∈ S
m(Γ\G). By [22, Proposition 3.29] (or [30, The-
orem 2.1] combined with the argument from the proof of Lemma 5.2), we
have that for all ξ > 0,
|〈ρ(at)f
+
1 , f
+
2 〉| ≪ξ e
(s1−d+r+ξ)t‖f+1 ‖Sm(Γ\G)‖f
+
2 ‖Sm(Γ\G)
≤ e(s1−d+r+ξ)t‖f1‖Sm(Γ\G)‖f2‖Sm(Γ\G). (6.2)
We will now use Theorem 4.7 to bound 〈ρ(at)f
−
1 , f
−
2 〉. Let Z˜
−
ε ⊂ Z
−
r be
such that
(
ρ, L2(Γ\G)−0
)
∼=
∫ ⊕
Z˜
−
r
(πζ ,Hζ) dµZ(ζ). The corresponding decom-
position of the functions f−1 , f
−
2 reads f
−
i =
∫
Z˜
−
ε
(f−i )ζ dµZ(ζ) (i = 1, 2).
Since fi is M -invariant, so is f
−
i and µZ-a. e. (f
−
i )ζ . The matrix coefficient
〈ρ(at)f
−
1 , f
−
2 〉 is now written as
〈ρ(at)f
−
1 , f
−
2 〉 =
∫
Z˜
−
ε
〈πζ(at)(f
−
1 )ζ , (f
−
2 )ζ〉Hζ dµZ(ζ).
Each (πζ ,Hζ) is isomorphic to some U(υ, s) with υ non-trivial and s ∈
[s1 + r, δ]. Setting
λ(δ, r) = max
s∈[s1+r,δ]
s− d− ηs
where ηs = min(2s−d, 1), we apply Theorem 4.7 to each 〈πζ(at)(f
−
1 )ζ , (f
−
2 )ζ〉Hζ
and obtain
|〈ρ(at)f
−
1 , f
−
2 〉| ≪r,δ e
λ(δ,r)t
∫
Z˜
−
r
‖(f−1 )ζ‖Sm(Hζ)‖(f
−
2 )ζ‖Sm(Hζ) dµZ(ζ)
≤eλ(δ,r)t
√∫
Z˜
−
r
‖(f−1 )ζ‖
2
Sm(Hζ)
dµZ(ζ)
√∫
Z˜
−
r
‖(f−2 )ζ‖
2
Sm(Hζ)
dµZ(ζ)
=eλ(δ,r)t‖f−1 ‖Sm(Γ\G)‖f
−
2 ‖Sm(Γ\G)
≤eλ(δ,r)t‖f1‖Sm(Γ\G)‖f2‖Sm(Γ\G), (6.3)
where the implied constant remains uniformly bounded as r → 0. The
remaining term in the left-hand side is 〈ρ(at)f
0
1 , f
0
2 〉. Using the fact that
(ρ,Bδ) is isomorphic to U(1, δ), applying Proposition 4.6 gives
〈ρ(at)f
0
1 , f
0
2 〉 = Φ(f
0
1 , f
0
2 ) e
(δ−d)t +Oδ
(
e(δ−d−ηδ)t‖f01 ‖Sm(Γ\G)‖f
0
2 ‖Sm(Γ\G)
)
=Φ(f01 , f
0
2 ) e
(δ−d)t +Oδ
(
e(δ−d−ηδ)t‖f1‖Sm(Γ\G)‖f2‖Sm(Γ\G)
)
,
(6.4)
where Φ(f01 , f
0
2 ) is given by the sum (4.9) under the aforementioned isomor-
phism.
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Note that
β := min
{
1, ηδ, δ − s1 − r − ξ, δ − d− λ(δ, r)
}
= min
{
1, 2δ − d, δ − s1 − r − ξ, min
s∈[s1+r,δ]
(
δ − s+min{1, 2s − d}
)}
≥ min
{
1, 2δ − d, δ − s1 − r, min
s∈[s1+r,δ]
(
δ − s+min{1, 2s − d}
)}
− ξ
= min {1, 2δ − d, δ − s1 − r, δ + s1 + r − d} − ξ
= min {1, δ − s1 − r, δ + s1 + r − d} − ξ
= min {1, δ − s1 − r} − ξ
≥ min {1, δ − s1} − (ξ + r).
Entering (6.2), (6.3), and (6.4) into (6.1) gives
e(d−δ)t〈ρ(at)f1, f2〉 = Φ(f
0
1 , f
0
2 ) +Or,ξ
(
e−βt‖f1‖Sm(Γ\G)‖f2‖Sm(Γ\G)
)
.
Writing η = min(1, δ − s1) and ε = ξ + r, we thus have
e(d−δ)t〈ρ(at)f1, f2〉 = Φ(f
0
1 , f
0
2 ) +Oε
(
e−(η−ε)t‖f1‖Sm(Γ\G)‖f2‖Sm(Γ\G)
)
.
Choosing 0 < ε < η gives
lim
t→∞
e(d−δ)t〈ρ(at)f1, f2〉 = Φ(f
0
1 , f
0
2 ),
so Φ(f01 , f
0
2 ) = m
BR(f1)m
BR∗(f2) by Proposition 5.3, completing the proof
of Theorem 1.1.
Remark 6.5. In the case when Γ is a lattice, i.e., when δ = d, the above
proof leads to the claim in Remark 1.1 (1) as follows. Firstly, we have
〈ρ(at)f
0
1 , f
0
2 〉 =
∫
f1 dx ·
∫
f2 dx for any t ∈ R. As before, we use (6.2)
to bound 〈ρ(at)f
+
1 , f
+
2 〉. Now, since complementary series representations
U(υ, s) with non-trivial υ exist only for s ≤ d − 1, the constant λ(d, r)
appearing in the bound (6.3) for |〈ρ(at)f
−
1 , f
−
2 〉| is at most α := max{s −
d − ηs : s ∈ [s1 + r, d − 1]}. We note that α < −2 + r, and if, in addition,
{s > s1 + 1 : U(υ, s) is weakly contained in L
2(Γ\G)} = ∅, then one can
take λ(d, r) < s1−d+ r. Hence combining these bounds, we obtain Remark
1.1 (1).
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