ABSTRACT Estimating the quality of answers is one of the challenges in crowdsourcing. The previous methods focus on the quality estimation for objective tasks, whereas subjective tasks, as a common type of crowdsourcing tasks, have not been well studied. In this paper, we focus on the quality estimation for subjective crowdsourcing tasks. Considering the high uncertainty of answers for subjective tasks, in this paper, we propose a background knowledge enhanced quality estimation method. More specifically, first we learn the distributed knowledge representation from knowledge graphs and text corpora by utilizing the multitask learning framework. Then, we construct a pseudo-gold answer set for each task. Next, by comparing the provided answer with the derived pseudo-gold answer set, we calculate two different scores for each answer: 1) symbolic score, which measures the symbolic similarity and 2) embedding score, which indicates the embedding similarity. Finally, we get the final scores for each answer by combining these two scores. The extensive experiments on both universal and domain-specific crowdsourcing tasks show that our method can obtain better performance than other baselines.
I. INTRODUCTION
Crowdsourcing is a new solution that leverages the intelligence of large group of human to complete tasks that are difficult for computers. Due to the redundancy strategy that a task is usually accomplished by multiple workers, there is a strong need to identify the quality of all of the provided answers. So quality estimation of answers has become a challenge of crowdsourcing [1] - [5] .
A large number of researches focus on quality estimation for crowdsourcing. Some researches propose the methods using gold standard answers 1 [6] , [7] . In these methods, the quality is measured by the similarity between provided answers and the gold standard answers. However, it is inconvenient for the requesters to provide gold standard answers when the number of tasks is large.
The associate editor coordinating the review of this manuscript and approving it for publication was Amjad Mehmood. 1 Gold standard answers are correct tasks that have been known in advance by requesters.
Therefore, some other researchers tend to evaluate the quality of provided answers without using gold standard answers. Generally, these methods can be divided into two categories: i) Recruiting more experts or workers to assess the provided answers manually [8] - [11] , which is laborintensive and time-consuming. ii) Collecting all of the provided answers as a pseudo-gold answer set for each task, then calculating the accuracy of each answer comparing with the pseudo-gold answer set [12] , [13] , and these methods are only designed for the objective tasks whose ranges of answers are limited. However, the subjective tasks, as a common type of crowdsourcing tasks, have not been well studied.
Different from the objective tasks, the uncertainty of answers for subjective tasks poses a significant challenge for quality estimation, that makes previous methods cannot be applied directly. Take the task in Fig. 1(a) as an example. A requester wants to know ''what deficiency causes scurvy'', so he/she posts the task and collects two answers from different workers. If the answers are assessed by the comparing method for objective tasks like [3] , [4] , the answers ''ascorbic acid'' and ''vitamin C'' may be considered to be totally different answers due to their different expressions. But in practice, they are the same substance. As a consequence, the correctness of answers quality estimation may be seriously impaired.
Note that subjective tasks are a common type of tasks in crowdsourcing. Reference [14] analyzed the type of tasks on Mechanical Turk from Jan. 2009 to Apr. 2010, and reported that the subjective task are the most frequent types of tasks. In addition, the analysis of BaiDu also shows that subjective tasks account for 47.5% [15] in real queries.
In this paper, we introduce background knowledge to alleviate the uncertainty problem of subjective answers in quality estimation. Consider the task in Fig. 1 again, assume that there is the background knowledge ''vitamin C is also called as ascorbic acid (vitamin C, synonyms, ascorbic acid)'', then the two answers will be considered the same, and their qualities may be close.
More specifically, in this paper, the background knowledge mainly contains the following two parts: 1) Knowledge graphs (KGs). Knowledge graphs are composed of structured information that described by a large scale of triples (head entity, relation, tail entity), the entities are presented as nodes and the relations are multiple types of edges [16] - [19] . KGs can indicate knowledge about the semantic similarity between entities. Recently, some methods are proposed to learn the distributed vector representations of entities and relations, which makes it easy to measure the semantic similarity between any two entities [20] - [22] . 2) Text corpora. Text corpora contain a large number of sentences in natural language. The corpora may indicate knowledge through the entities and their context [23] - [25] . Different from the KGs, text corpora are unstructured knowledge which are more accessible than KGs. In this paper, we propose a background knowledge enhanced quality estimation method for crowdsourcing subjective tasks. In our method, the background knowledge can be used to measure the semantic similarity between every two answers. Concretely, first we obtain the distributed representation of the answers through background knowledge. Then we construct the pseudo-gold answer set for each task. Afterwards, we calculate the similarity between each answer and pseudo-gold answers from the symbolic and distributed representation perspectives, and obtain two scores: symbolic score and embedding score. Finally, we calculate the final score for each answer by combining these two types of scores.
The main contributions are concluded as follows. 1) We focus on the subjective crowdsourcing answers evaluating problem, propose a background knowledge enhanced non-gold answers quality estimation method. 2) We propose a multi-source knowledge fusion method to fuse sufficient background knowledge from knowledge graphs and text corpora. 3) We conduct extensive experiments on universal and specific domains for word level and sentence level subjective tasks in Chinese and English, and the experimental results demonstrate the efficiency of our methods comparing with the state-of-the-art methods. The rest of the paper is organized as follows. Section 2 introduces the models that are relevant to our knowledge representation learning model. Section 3 illustrates our proposed framework. Section 4 is the experimental settings. Section 5 displays the experimental results and analyzes different methods. Section 6 discusses the related works. In Section 7, main conclusions are generalized and future research directions are elaborated.
II. MODELS FOR DISTRIBUTED REPRESENTATION LEARNING
As we introduced before, background knowledge is crucial for quality estimation of subjective answers. There are some promising models proposed recently to learn the distributed representation of words from KGs and text corpora, such as transE [20] and skip-gram [23] . The models are introduced in the following.
A. TRANSE MODEL
Knowledge graph contains facts that described by a large number of triples (head entity, relation, tail entity) [16] . We formalize them as K = {(h, r, t)}. The translation based model TransE make it possible to learn distributed representation of entities from KGs. The distributed representation is to present the entities as low-dimensional vectors, then the similarity between different entities can be easily measured. The main idea of the model is: the relation r is regarded as the translation operation from h to t. If the triple (h, r, t) holds, then the distance of the embeddings between h + r and t may be small. The loss function is a margin based ranking function VOLUME 7, 2019 as follows.
where [x] + returns x when it is positive, and 0 when negative. S denotes the correct triple set from the KG, and S is the incorrect triple set. d(h + r, t) presents the L 1 or L 2 distance between h + r and t.
B. SKIP-GRAM MODEL
Text Corpus is a large set of linguistic texts that are unstructured and easy to access. There are various of open text corpora that contain more than a billion sentences, such as Wikidata. 2 The skip-gram model is to train the distributed vector representations of words through its context. The loss function is presented in the following.
where w g denotes the center word, and c is the window size of the context. G presents the whole size of the text corpus.
III. BACKGROUND KNOWLEDGE BASED ANSWERS EVALUATION FRAMEWORK
The goal of our method is to estimate the quality of answers for subjective crowdsourcing tasks. Fig. 2 shows the framework of our method, which contains two parts: i) multisource knowledge representation learning, ii) crowdsourcing answers quality estimation. They are illustrated in detail as follows.
A. MULTI-SOURCE KNOWLEDGE REPRESENTATION LEARNING
As we introduced before, the background knowledge mainly contains KGs and text corpora. We hope to obtain better knowledge representation through learning from KGs and text corpora simultaneously. To achieve this, in our model, we utilize the multi-task learning framework, and learn a set of unified knowledge representation from KGs and text corpora. More specifically, the details of our method are presented in Algorithm 1. First we initialize a unified word embedding set E randomly (line 1). Next we sample a batch of triples S and sentences G from the KGs and text corpora respectively (line 3 and 4). Then we construct a negative set of triples S according to the positive set S (line 5). Afterwards, we update the unified word embeddings E through the loss function (3) (line 6). As shown in Eq. (3), the loss function is composed of two parts: the left part is the loss of KGs and the right part is the loss of text corpora. α is a predefined parameter to balance the weights of these two parts. f (q) is the L 1 or L 2 distance between h + r and t of the triple q. The embeddings FIGURE 2. The background knowledge enhanced quality estimation framework. In the multi-source knowledge representation learning phase, we obtain the unified knowledge embedding set from multi-source knowledge (knowledge graphs and text corpora). Then in the crowdsourcing answers quality estimation phase, first we collect original crowdsourcing answers (a 1 , a 2 , · · · a M ) and construct the pseudo-gold answer sets R t . Afterwards, we obtain the symbolic and distribution representations for each answer through looking up the unified knowledge embedding set. Then, we compare two types of representations of answers with the pseudo-gold answers, and get symbolic scores and embedding scores (s b and s e ). Last, we combine the scores and obtain the comprehensive final score for each answer.
will be updated by stochastic gradient descent algorithm [26] . We can finally obtain the unified knowledge embeddings through repeating the operations from line 3 to line 6 until convergence or reaching the maximum number of iterations.
B. CROWDSOURCING ANSWERS QUALITY ESTIMATION
After obtaining the unified knowledge embeddings, we utilize them to estimate the quality of answers. In our method, the quality estimation phase can be divided into four steps:
Step 1 (Construct the Pseudo-Gold Answer Sets): The first step of quality estimation is to construct the pseudo-gold answer sets, which will be used in step 2 and 3 to determine the final estimated scores. Here we adopt the majority hypothesis to achieve this goal:
Majority Hypothesis: Assume there are N workers answering a same task. Among them, n workers provide the same answer a. According to the majority hypothesis, the larger n is, i.e. the more workers the answer a is provided by, the more likely this answer a to be a correct answer.
Actually, previous works [27] , [28] have shown that the majority hypothesis is effective for objective tasks on crowdsourcing, and these works are all based on this hypothesis. S ← construct negative triple set as [20] 6:
Update embeddings through the loss function:
7: end loop 8: until convergence or the maximum number of iterations is reached 9: return Unified knowledge embeddings E In our model, we design the construction procedure as follows:
Assume for a crowdsourcing task t, there are N workers providing M answers. We denote the answers as
, where a m is the m th provided answer. We first construct the pseudo-gold answer set R t for task t by:
As shown in Eq. (4), we obtain the pseudo-gold answer set R t by taking the union operation of all the M answers
, which means each provided answer can be the pseudo answer in pseudo-gold answer set. 3 After getting the pseudo-gold answer set R t = {r k } K k=1 , we assign a confidence score c(r k ) to each pseudo answer r k by:
where O(r k ) is the number of the answer r k in all of the provided answers A t . M is the total number of all the provided answers. According to Eq. (5), the confidence score c(r k ) for the pseudo-gold answer r k is determined by the number of occurrences in all provided answers, which is compliant with the majority hypothesis. 3 For a crowdsourcing task t, we denote all of the provided answers by
, and denote the pseudo-gold answer set by R t = {r k } K k=1 . The only difference between A t and R t is that A t may contain the same answers, while R t do not.
Here we take a toy example to illustrate our constructing method. Assume that a requester posts a simple subjective task ''Where is the Sanbai Mountain locates in?'', and requires the workers to submit the answers in several words. Then the requester collects answers from three different workers: ''Beijing'', ''China'', and ''Beijing''. Formally, we denote this task as t, and all of the provided answers are A t = {a 1 , a 2 , a 3 } = {''Beijing'', ''China'', ''Beijing''}. Obviously, O(''Beijing'') = 2 and O(''China'') = 1, and the total number of answers M in A t is 3.
we can construct the pseudo-gold answer set by Eq. (4):
After that, we can calculate the confidence score for each pseudo-gold answer by Eq. (5):
Step 2 (Estimate the Symbolic Scores of Answers): After constructing the pseudo-gold answer set, our goal is to estimate the quality of each provided answer. Here we evaluate the answers from the symbolic perspective. For each provided answer a m ∈ A t = {a m } M m=1 , the symbolic score is calculated by:
where r k ∈ R t = {r k } K k=1 is the pseudo-gold answer in R t , c(r k ) is the confidence score by Eq. (5). f (a m , r k ) is the symbolic similarity between provided answers a m and pseudogold answer r k . Here, the symbolic similarity is calculated in two different ways according to different types of tasks:
1) WORD LEVEL TASK
In the word level tasks, each provided answer a m is a word. 4 For the word level tasks, symbolic similarity f (a m , r k ) between provided answers a m and pseudo-gold answer r k can be calculated by:
As shown in Eq. (7), only when the provided answer a m is exactly same as the pseudo-gold answer r k , the symbolic similarity is 1, otherwise it will be 0.
2) SENTENCE LEVEL TASK
In sentence level tasks, each provided answer a m is a sentence. 5 For the sentence level tasks, as the same meaning may be expressed by different sentences, it is invalid to directly matching the provided answer a m with pseudo-gold answer r k by Eq. (7). Therefore, for sentence level tasks, we adopt the sentence similarity metrics, such as BLEU [29] and ROUGE [30] . These two metrics compare sentences by the n-gram similarity [49] , [50] . For example, if we adopt the BLEU as the similarity metric, the symbolic similarity
Consider the previous example again, according to Eq. (6) and (7), we can obtain that:
Then their symbolic scores are:
Step 3 (Estimate the Embedding Scores of Answers): The above symbolic score can measure the similarity between the provided answer and pseudo-gold answer from symbolic perspective. But it cannot measure the semantic similarity between two different answers. Therefore, in this step, we calculate the embedding score for each answer to evaluate the answers from semantic perspective.
Before comparing the provided answers with pseudo-gold answers, first we present the answers as distributed representations through looking up the derived unified knowledge embedding set E in Section II. Here we denote the embedding of answer a m as E(a m ). Note that for the word level tasks, each provided answer a m can be directly looked up from the unified knowledge embedding set. Whereas for the sentence level tasks, answer a m are sentences, which cannot be directly found in the knowledge embedding. Here in order to get the sentence embeddings, we average all of the word embeddings in the sentence. Formally, assume answer a m is a sentence, and can be presented as a m = {a is the i t h word in the sentence a m and L m is the length of a m , then the embedding of sentence a m can be determined by:
After that, we can get the embedding score by:
where E(r k ) is the embedding of the pseudo-gold answer r k , c(r k ) is its confidence score in Eq. (9) . E(a m ) is the embedding of provided answer a m . The d(E(a m ), E(r k )) is the embedding dissimilarity between the provided answer embedding E(a m ) and the pseudo-gold answer embedding E(r k ) that can be measured by L 1 or L 2 distance. Consider the example in step 1 again. From the unified knowledge embedding set E, we can obtain the embeddings of answers E(a 1 ), E(a 2 ), and E(a 3 ). Similarly, the embeddings of pseudo-gold answers are E(r 1 ) and E(r 2 ). According to Eq. (9), we can calculate the embeddings scores:
The embedding scores are: Step 4 (Obtain the Final Scores of Answers): The final step is to obtain the final score of each provided answer. Here the final score is integrated by the symbolic score and embedding score. Formally, for a provided answer a m ∈ A t = {a m } M m=1 , its final score can be calculated by:
where s b (a m ) is the symbolic score calculated by Eq. (6) and s e (a m ) is the embedding score in Eq. (9) . λ is a hyperparameter to balance these two scores. Take the task in step 1 as an example again, we obtain the final scores of answers (assume that λ = 0. 
IV. EXPERIMENTAL SETTINGS
In this section, we introduce the experimental settings in detail. 
A. DATASETS
We utilize four different KGs, and two of them are English KGs and other two are Chinese KGs. In each language, there is a universal KG and a domain-specific KG. We filter out the entities which are too long (the length of characters is larger than 20) or too short (the length of characters is 1) in the KGs. Specifically, we utilize the DBpedia 6 as the English universal KG. There are 3326.3k triples, 1032.0k entities, and 1.4k relations. We extract the triples of YAGO 7 in medical domain as the domanial KG, which is denoted as YAGOmed. The YAGOmed contains 224.6triples, 179.6 entities, and 3.9 relations. For the Chinese KGs, we use the CNDBpedia 8 as the universal KG, which is composed of 1366.3k triples, 312.6k entities, and 6.9k relations. We use the KGSymptom 9 as the medical domain KG, in the KGSymptom, there are 301.0k triples, 23.6k entities, and 20 relations. The details are illustrated in Table 1 .
The statistics of the four different text corpora is presented in Table 2 . Specifically, we use wikimedia in Chinese and English as the universal text corpora, among which wikiCN contains 3,842,534 sentences and wikiEN contains 4,578,004 sentences. Besides that, we extract the medical text corpora from baike in Chinese and from wikipedia in English, and obtain 332,496 and 759,298 sentences respectively. 10 
B. CROWDSOURCING TASKS
We design four sets of tasks for each language, i.e., universal word level tasks, medical word level tasks, universal sentence level tasks, and medical sentence word level tasks. Each set of tasks contains 50 tasks, so there are 400 tasks in total. Among them, all of the Chinese tasks are selected from BaiduZhidao, 11 and we slightly modify the expression of tasks to ensure the logicality and understandability. We post the tasks to the crowdsourcing platform Figure Eight . 12 A task is assigned to five workers to accomplish.
C. EVALUATING METRICS 1) PEARSON'S CORRELATION COEFFICIENT (PCC)
We evaluate the automatic results by comparing them with the manual results. After collecting all of the original answers, we invite experts to rate each answer manually. We assess the performance of our methods by examining whether they can replicate the results which are graded by the experts manually.
In this paper, we calculate the Pearson's correlation coefficient [31] between automatic evaluating results and the manual results. Specifically, after obtaining the scores of answers, we rank the answers by scores, and calculate the Pearson's correlation coefficient of the scores and ranks for each set of tasks.
2) RANK@N
We also focus on the accuracy of ranks by different models for high-quality answers. First we select the answers which rank the first in manual results. Then we analyze the ranks of these answers by our model. We use the metric Rank@n to present the accuracy that the ranks of these answers are smaller than n.
D. COMPARING METHODS
We compare the following models in the experiments.
1) SYMBOLIC MODEL (SYMM)
This model estimates the quality of answers only from symbolic perspective without background knowledge. It is a common model in previous methods [4] , [6] . Specifically, for the word level tasks, the answers are compared with the pseudo-gold answers according to Eq. (7). For the sentence level tasks, the answers are compared with the pseudo-gold answers using the metrics BLEU and ROUGE.
2) EMBEDDING MODEL (EMBM)
In this model, the answers are estimated only depending on the background knowledge without symbolic information. The background knowledge is learnt from three kinds of sources: i) only KGs, ii) only corpora, iii) fusion of KGs and corpora. We estimate the answers by measuring the distance of their embeddings according to Eq. (8) and (9).
3) OUR MODEL (OURM)
This is our proposed method which tasks advantage of symbolic model and embedding model. In this method, we evaluate the quality of answers by comparing answers with pseudo-gold answers from the perspectives of symbol and embedding simultaneously. In addition, the background knowledge is obtained from three types of sources: i) only KGs, ii) only corpora, iii) combination of KGs and corpora.
In the multi-source knowledge representation learning procedure, we set the parameter α = 0.6, which means that the weight of the KGs is 0.6 and that of text corpora is 0.4. The learning rate of stochastic gradient descent algorithm is 0.01. The dissimilarity measure d is L 1 distance. The number of iterations is 2000. The size of batch is 500. The training margin γ in the KGs training is 1.0. The window size c in the corpora training part is 5. The parameter λ is set to 0.5 to balance the symbolic scores and embedding scores.
V. EXPERIMENTAL RESULTS

In this section, we display and analyze the experimental results.
A. ESTIMATING RESULTS OF WORD LEVEL TASKS
We estimate the quality of answers for word level tasks in both universal and specific domains.
1) UNIVERSAL TASKS
The results on universal tasks are listed in columns 3-6 of 
2) DOMAIN-SPECIFIC TASKS
The estimated results for domain-specific word level tasks are similar with that for universal tasks. For English domanial tasks, the largest PCCs of scores and ranks are 0.778 and 0.879, and for Chinese domanial tasks, the largest PCCs are 0.615 and 0.782 respectively, which are obtained by OurM.
The maximum of the increment is 0.168 (from 0.447 by SymM to 0.615 by OurM (KG)). In addition, three of the highest PCCs (0.778,0.789, and 0.782) are obtained by OurM (KG+Corpus), so OurM (KG+Corpus) performs better than OurM (Corpus) and OurM (KG). We can conclude that our model is also effective for domain-specific word level tasks.
B. ESTIMATING RESULTS OF SENTENCE LEVEL TASKS
We also conduct experiments on universal and domanial sentence level tasks. The results are listed in Table 4 .
1) UNIVERSAL TASKS
The results on universal tasks are listed in columns 3-6 of Table 4 , from which we can draw the following conclusions: 1) Considering the results of SymM, we can see that the PCCs by BLEU method is generally larger than ROUGE-1 and ROUGE-2. So in this experiment, we evaluate the symbolic representation of answers only depending on the BLEU metric, regardless of ROUGE. The PCCs of scores and ranks by OurM (for English tasks, the PCCs are 0.517 and 0.504, for Chinese tasks, the PCCs are 0.796 and 0.794) are all higher than that by SymM (for English tasks, the PCCs are 0.435 and 0.417, for Chinese tasks, the PCCs are 0.681 and 0.693), which indicates that our model which introduce background knowledge is more prominent than SymM on sentence level tasks. quality estimation, and our model is still more efficient than EmbM on sentence level tasks. 3) Our models perform the best than other two models. The maximum PCC is 0.796 on the Chinese universal tasks, and the maximum increment is 0.115 (from 0.681 by SymM (BLEU) to 0.796 by OurM (KG+Corpus)). The results indicates that our model is also valid on sentence level tasks.
2) DOMAIN-SPECIFIC TASKS
The tendency of results on domain-specific sentence level tasks is similar as that on universal sentence level tasks. The OurM (KG+Corpus) can obtain the highest PCCs of all the models. The largest increment is 0.113 (from 0.681 by SymM to 0.794 by OurM on Chinese domanial tasks). The results demonstrate that our model can improve the performance of quality estimation on domanial sentence level tasks.
C. ACCURACY OF RANKS FOR HIGH-QUALITY ANSWERS
We also select the answers which rank the first manually on English tasks, and analyze their ranks by different models. We use Rank@1 and Rank@2 as metrics. In this experiment, the models EmbM and OurM both utilize the knowledge from KGs and text corpora. The experimental results are listed in Table 5 .
Consider the results on universal word level tasks, the Rank@1 and Rank@2 by SymM are 76% and 78%, the Rank@1 and Rank@2 of EmbM are 78% and 80%, and the Rank@1 and Rank@2 by OurM are 80% and 84% respectively. The maximum increment of Rank@1 is 4% (76% by SymM and 80% by OurM). These results indicates that our model can improve the accuracy of quality estimation. For domanial word level tasks, the highest Rank@1 is 82%, and the highest Rank@2 is 84%, which are all obtained by OurM.
From the results on sentence level tasks, the largest Rank@1 is 78%, and the largest Rank@2 is 82%, all of which are also obtained by OurM. So we can draw the same conclusion that OurM can evaluate the ranks more accurate than the SymM and EmbM.
D. EFFECTS OF HYPER-PARAMETERS
As introduced before, our model involves two hyperparameters: i) In the knowledge representation learning phase, the parameter α is used to balance the weights of loss from KGs and text corpora in Eq. (3) . ii) In the quality estimation phase, as shown in Eq. (10), we use the parameter λ to adjust the weights of symbolic scores and embedding scores. Here we conduct experiments on Chinese universal word level tasks to analyze the effects of different values of parameters on our model. The results are depicted in Fig. 3. 
1) EFFECTS OF α
The experimental results are presented in Fig. 3(a) . As the value of α increases from 0.2 to 0.7, the PCC of scores changes slightly, the minimum PCC is 0.642 when α equals 0.2, 0.3, and 0.7, the maximum PCC is 0.644 when α are 0.5 and 0.6. The PCC of ranks changes from 0.637 when α = 0.2 to 0.671 when α = 0.6. The results shows that when α increases from 0.2 to 0.6, the PCCs of scores and ranks both increase, and when α = 0.7, the PCC decreases slightly. So we can obtain the best performance when α = 0.6 in our model, which means that the weight of loss for KGs is 0.6, and the weight of loss for text corpus is 0.4.
2) EFFECTS OF λ
The results of quality estimation by different values of λ are depicted in Fig. 3(b) . The PCCs of scores and ranks all change as the value of λ increases. When λ equals 0.4, 0.5, and 0.6, the PCCs of scores are 0.643, 0.644, and 0.638, the PCCs of ranks are 0.667, 0.671, and 0.665 respectively. So when the parameter λ is set as 0.5, the PCCs of scores and ranks are the highest simultaneously. 
E. INFLUENCE OF THE KNOWLEDGE QUANTITY
We also analyze the influence of different quantity of knowledge on estimating results. In this experiment, we assess the answers of English universal word level tasks using knowledge obtained from different quantity of KG (with the same quantity of text corpus) and corpus (the quantity of KG remains unchanged). The results are presented in Fig. 4 .
The Fig. 4(a) depicts the PCCs by our model with different quantities of KG, where the dashed line is the PCCs of scores and the solid line presents the PCCs of ranks. When the quantity of KGs increases from 0 to 3.3 million, the PCCs of scores increases from 0.555 to 0.612, and the PCCs of ranks increases from 0.646 to 0.724. The Fig. 4(b) illustrates the PCCs of scores and ranks when the quality of text corpus changes. When the quantity of text corpus increases from 0 to 4.5 million, the PCCs of scores and ranks increases from 0.582 and 0.636 to 0.612 and 0.724 respectively.
The results indicate that the quantity of KGs and text corpora both influence the performance of quality estimation. When the quantity of knowledge increases, the evaluating performance becomes better.
VI. RELATED WORK
Our work introduces the background knowledge learning into the quality estimation procedure in crowdsourcing. The related work can be divided into two parts.
A. KNOWLEDGE REPRESENTATION LEARNING
Knowledge graphs (KGs) contain sufficient human knowledge that are composed of a lot of structured triples [32] . Various researches focus on taking advantage of the knowledge graphs [16] , [33] , [34] . A series of models such as TransE [20] , TransH [35] , TransD [21] , TransR [22] and ComplEx [36] are proposed to learn the knowledge embeddings from the KGs. Besides the KGs, text corpora are large amount of unstructured textual contents. Some studies propose various models to learn the knowledge representation from the corpora [23] , [25] . The text corpora and KGs can be used as complements to each other. Several studies use the KGs and text corpora simultaneously to learn the embeddings of entities and relations of KGs [37] , [38] . However, the goal of these models is to learn better representation of entities and relations, which are used in the knowledge base completion [39] - [41] and classification [42] . Different from these models, our method tends to utilize the KGs and text corpus to improve the quality estimation for subjective corwdsourcing tasks.
B. QUALITY EVALUATION IN CROWDSOURCING
Evaluating the quality of answers is one of the significant problems in crowdsourcing [43] . Many studies propose various methods to evaluate the quality of answers for different tasks. Some studies conduct the quality evaluation by comparing the answers with gold-standard answers [44] . However, when the number of tasks is huge, it is inefficient to design the tasks with gold-standard answers.
Therefore, various methods are proposed without using the gold-standard answers [8] , [12] , [13] , [45] , [46] . Some of them conduct the quality evaluation manually, specifically, they need experts or more workers to rate all of the answers [8] , [45] , [46] . However, these methods are labor-intensive, that is to say, they obtain the quality of answers at the expense of time and financial cost. When the number of tasks is huge, the efficiency of these methods may be reduced. Other methods automatically compare the provided answers with each other. Reference [12] evaluates the answers by analyzing the disagreement with the majority, which does not require the gold standard answers. The algorithm of this paper is only suitable for the Yes/No tasks. Reference [13] extends the method in [12] to the choice tasks. However, these approaches only fit for the objective tasks.
Some studies estimate the quality of answers for subjective tasks. Reference [1] evaluates answers by introducing multiple metrics of answers. The work [47] selects the best crowdsourcing translation by involving more labors to revise the collected answers. Reference [48] estimates the quality of crowdsourced translations depending on 91 defined features, which are extracted from users, source words and target words. However, all the features do not take the semantics of answers into consideration.
Different from the previous works, our work takes advantage of the knowledge representation approaches. We not only assess the subjective answers automatically without gold standard answers, furthermore, we also introduce the semantics of answers into the quality estimation.
VII. CONCLUSION AND FUTURE WORK
In this paper, we focus on the crowdsourcing answers evaluation problem on subjective tasks, especially word level tasks and sentence level tasks. We propose a multi-source background knowledge learning method, and further propose a background knowledge enhanced model to estimate the quality of crowdsourcing answers automatically. We conduct extensive experiments to demonstrate the effectiveness of our model.
In the future, we will try to extend our model to estimate the quality of answers for more types of crowdsourcing tasks.
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