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In Duursma and Park (2010) [7], the authors formulate new coset
bounds for algebraic geometric codes. The bounds give improved
lower bounds for the minimum distance of algebraic geometric
codes as well as improved thresholds for algebraic geometric linear
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a coset and on the choice of a sequence of divisors inside the
delta set. In this paper we give general properties of delta sets
and we analyze sequences of divisors supported in two points on
Hermitian and Suzuki curves.
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0. Introduction
The best known lower bounds for the minimum distance of an algebraic geometric code are the
ﬂoor bound and the order bound. In [7], the authors improve both the Lundell–McCullough ﬂoor
bound [12] and the Beelen order bound [1]. The improvements are formulated separately but are
such that the improved order bound is always at least equal to the improved ﬂoor bound. The order
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In [7], to each coset is associated a set of divisors called a delta set such that for any word in the
coset and for any increasing sequence of divisors in the delta set the weight of the word is at least
the length of the sequence.
This paper and the paper [7] were originally written together as one preprint [3]. The preprint
contained improved bounds, that have now appeared in [7], as well as a discussion on how to apply
the bounds effectively in concrete cases such as for Hermitian and Suzuki codes. This paper grew
out of the second part and is meant to facilitate using the bounds in the setting of two-point codes.
Our main tool to analyze sequences of divisors supported in two points is the notion of discrepancy,
a special case of a delta set. We explicitly describe discrepancies for the Hermitian and the Suzuki
curves and illustrate their role in establishing lower bounds for the minimum distance of two-point
codes.
We follow the methods and notation introduced in [7]. In Section 1, we recall the main deﬁnitions
and basic results. For full details we refer to Sections 2 to 4 on algebraic geometric codes, cosets
of algebraic geometric codes, and semigroup ideals in [7]. The main theorem of [7] is the lower
bound dDP for the distance between cosets of a given algebraic geometric code. In Section 2 we recall
the bound dDP and basic properties of delta sets. In Section 3, we deﬁne discrepancies as a special
type of delta set. In Section 4, we give two proofs, one due to Beelen [1] and Park [15], and one new,
for lower bounds for the minimum distance of Hermitian two-point codes. The lower bounds meet
the actual minimum distances in [10]. In Section 5, we determine discrepancies for Suzuki curves. In
Section 6 we use discrepancies to compare delta sets that are ordered by inclusion, and we describe
relations between delta sets and dual delta sets. Section 7 and Section 8 describe ways to construct
delta sets and how to compare sequences inside a given delta set. In examples we use these methods
to show how the bounds in [7] improve known bounds for Suzuki two-point codes. After the paper
was written, the bound dDP was improved in [4]. A general description of the semigroup ideal method
that includes all known order bounds is presented in [5, Sections 5–8].
1. Algebraic geometric codes and semigroup ideals
Let X/F be an algebraic curve (absolutely irreducible, smooth, projective) of genus g over a ﬁnite
ﬁeld F. Let F(X) be the function ﬁeld of X/F and let Ω(X) be the module of rational differentials
of X/F. Given a divisor E on X deﬁned over F, let L(E) = { f ∈ F(X)\{0}: ( f ) + E  0} ∪ {0} and
let Ω(E) = {ω ∈ Ω(X)\{0}: (ω) E} ∪ {0}. Let K represent the canonical divisor class. For n distinct
rational points P1, . . . , Pn on X and for disjoint divisors D = P1+· · ·+ Pn and G , the geometric Goppa
codes CL(D,G) and CΩ(D,G) are deﬁned as the images of the maps
αL : L(G) −→ Fn, f →
(
f (P1), . . . , f (Pn)
)
,
αΩ : Ω(G − D) −→ Fn, ω →
(
resP1(ω), . . . , resPn (ω)
)
.
The maps establish isomorphisms L(G)/L(G − D)  CL(D,G) and Ω(G − D)/Ω(G)  CΩ(D,G). With
the Residue theorem, the images are orthogonal subspaces of Fn . With the Riemann–Roch theorem
they are maximal orthogonal subspaces. The Goppa lower bound for the minimum distance of the
codes is
d
(
CL(D,G)
)
max
{
0,deg(D − G)},
d
(
CΩ(D,G)
)
max
{
0,deg(G − K )}.
To analyze the minimum distance of the codes we use the following characterization.
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d
(
CL(D,G)
)=min{deg A: 0 A  D ∣∣ L(G − D + A) = L(G − D)}.
d
(
CΩ(D,G)
)=min{deg A: 0 A  D ∣∣ L(K − G + A) = L(K − G)}.
For a point P disjoint from D , consider the dual extensions of codes CΩ(D,G) ⊆ CΩ(D,G − P )
and CL(D,G − P ) ⊆ CL(D,G). In [7], it is explained how the pair deﬁnes a pair of dual linear secret
sharing schemes. For the secret sharing application it is important to know the weight of vectors
that are contained in a code but not in a subcode. To obtain estimates for such weights we use the
following reﬁnement of the proposition.
Proposition 1.2. (See [7, Proposition 3.3].)
d
(
CL(D,G)/CL(D,G − P )
)=min{deg A: 0 A  D ∣∣ L(G − D + A) = L(G − P − D + A)}.
d
(
CΩ(D,G − P )/CΩ(D,G)
)=min{deg A: 0 A  D ∣∣ L(K − G + P + A) = L(K − G + A)}.
For the curve X/F, let Pic(X) be the group of divisor classes and let Γ = {A: L(A) = 0} be
the semigroup of divisor classes that contain an effective divisor. For a given point P ∈ X , let
ΓP = {A: L(A) = L(A − P )} be the semigroup of divisor classes with no base point at P . For a di-
visor class C , deﬁne the semigroup ideal
ΓP (C) = {A ∈ ΓP : A − C ∈ ΓP }.
The ideal structure of the semigroup ΓP (C) amounts to the property A + E ∈ ΓP (C) whenever A ∈
ΓP (C) and E ∈ ΓP . For A ∈ ΓP (C), we can express C = A − (A − C) as the difference of two divisors
A, A − C ∈ ΓP . We ask how small the degree of A can be in such an expression and we deﬁne
γP (C) =min
{
deg A: A ∈ ΓP (C)
}
.
Proposition 1.3. (See [7, Proposition 4.1].) For a divisor C , γP (C)max{0,degC}. Moreover,
γP (C) > 0 ⇔ 0 /∈ ΓP (C)
⇔ L(−C) = L(−C − P ).
γP (C) > degC ⇔ C /∈ ΓP (C)
⇔ L(C) = L(C − P ).
Lemma 1.4. (See [7, Lemma 4.2].) For a rational point P /∈ D,
d
(
CL(D,G)/CL(D,G − P )
)
 γP (D − G).
d
(
CΩ(D,G)/CΩ(D,G + P )
)
 γP (G − K ).
Moreover,
CL(D,G) = CL(D,G − P ) ⇒ γP (D − G) > 0.
CΩ(D,G) = CΩ(D,G + P ) ⇒ γP (G − K ) > 0.
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CL(D,G) = CL(D,G − P ) ⇔
{
L(G) = L(G − P ),
L(G − D) = L(G − D − P ),
CΩ(D,G) = CΩ(D,G + P ) ⇔
{
Ω(G − D) = Ω(G + P − D),
Ω(G) = Ω(G + P )
and apply Proposition 1.3 with C = D − G and C = G − K , respectively. 
The bounds in the proposition are coset bounds that apply to codewords that are not contained in
a given maximal subcode speciﬁed by the choice of a point P . It is straightforward to obtain bounds
for larger subsets of codewords and in particular for the minimum distance of a code.
Proposition 1.5. For a rational point P /∈ D, and for j > 0,
d
(
CL(D,G)/CL(D,G − j P )
)
min
{
γP (D − G + i P ): i = 0,1, . . . , j − 1
}\{0}.
d
(
CΩ(D,G)/CΩ(D,G + j P )
)
min
{
γP (G − K + i P ): i = 0,1, . . . , j − 1
}\{0}.
Codes CL(D, D − C) and CΩ(D, K + C) are equivalent. Writing C(D,C) for any code in this equivalence class,
we have
d
(C(D,C)/C(D,C + j P ))min{γP (C + i P ): i = 0,1, . . . , j − 1}\{0}.
Proof. The ﬁrst two bounds follow by applying the proposition to the sequences of codes
CL(D,G) ⊃ CL(D,G − P ) ⊃ · · · ⊃ CL(D,G − j P ),
CΩ(D,G) ⊃ CΩ(D,G + P ) ⊃ · · · ⊃ CΩ(D,G + j P ).
The third bound expresses the ﬁrst two in a uniform way while at the same time emphasizing the
role of the divisor C for the minimum distance. 
2. Delta sets
Let ΓP (C) = {A ∈ ΓP : A − C ∈ ΓP } as deﬁned in the previous section. For the lower bounds in
Lemma 1.4 and Proposition 1.5 we need to estimate the minimal degree γP (C) of a divisor A ∈ ΓP (C).
Let
P (C) = {A ∈ ΓP : A − C /∈ ΓP }
denote the complement of ΓP (C) in ΓP . All divisors of suﬃciently large degree belong to ΓP (C) while
the degree of a divisor in P (C) is bounded.
Lemma 2.1. (See [7, Lemma 5.2].)
A ∈ P (C) ⇔ K + C + P − A ∈ P (C).
For A ∈ P (C), 0 deg A  degC + 2g − 1.
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divisors in P (C).
Theorem 2.2. (See [7, Theorem 5.3].) Let {A1, A2, . . . , Aw} ⊂ P (C) be a sequence of divisors with Ai+1 
Ai + P , for i = 1, . . . ,w − 1. Then deg A  w, for all divisors A ∈ ΓP (C) with support disjoint from Aw − A1 .
As our main choice we assume that {A1, A2, . . . , Aw} is a subsequence of {B + i P : i ∈ Z}, for some
divisor B . For a given divisor B , deﬁne the maximal such subsequence inside P (C) as
P (B,C) = {B + i P : i ∈ Z} ∩ P (C).
Application of the theorem with this choice of sequence yields
Corollary 2.3. For any choice of divisor B,
γP (C) #P (B,C).
The combination of Proposition 1.5 and Corollary 2.3 yields the following Feng-Rao type lower
bounds for the minimum distance. For a rational point P /∈ D , and for any choice of a divisor B ,
d
(
CL(D,G)
)
min
{
#P (B, D − G + i P ): i  0
}\{0}.
d
(
CΩ(D,G)
)
min
{
#P (B,G − K + i P ): i  0
}\{0}.
The next two theorems can each be obtained from Theorem 2.2 [7, Section 6].
Theorem 2.4. (ABZ bound for codes [7, Theorem 2.4].) Let G = K + C = A + B + Z , for Z  0. For D with
D ∩ Z = ∅, a nonzero word in CΩ(D,G) has weight w  l(A) − l(A − C) + l(B) − l(B − C).
The Lundell–McCullough ﬂoor bound is the special case with L(A+ Z) = L(A) and L(B+ Z) = L(B).
Let P ( B,C) = {B + i P : i  0} ∩ P (C).
Theorem 2.5. (ABZ bound for cosets [7, Theorem 6.5].) Let G = K + C = A + B + Z , for Z  0. For D with
D∩ Z = ∅ and for P /∈ D, a word in CΩ(D,G)\CΩ(D,G+ P ) has weight w  #P ( A,C)+#P ( B,C).
In the proof of [7, Theorem 6.5] it is shown that #P ( A,C) = #P ( B + Z + P ,C). The Beelen
order bound uses w  #P (B,C) which is the special case Z = 0 of the theorem.
3. Discrepancies
We consider the delta set P (C) for the special case that C is a point different from P .
Lemma 3.1. For distinct points P and Q , P (Q ) = Q (P ).
Proof. For A ∈ P (Q ),
L(A) = L(A − P ) (1)
and
L(A − Q ) = L(A − Q − P ). (2)
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L(A)
=
L(A − Q )
=
L(A − P )
L(A − P − Q )
From the diagram we conclude that
L(A) = L(A − Q ) (3)
and
L(A − P ) = L(A − P − Q ). (4)
Properties (1) and (2) are equivalent to the properties (3) and (4). Hence P (Q ) = Q (P ). 
Two-point divisors with the above property appear in [11,14,2].
Deﬁnition 3.2. Let D(P , Q ) = P (Q ) = Q (P ). A divisor A is called a discrepancy for the points P
and Q if A ∈ D(P , Q ).
The role of discrepancies is similar to the role of pivots in linear algebra. We ﬁrst establish the
analogue of the uniqueness of a pivot in any given row or column of a matrix.
Lemma 3.3. For a given divisor B, the sequence of divisors {B + i P : i ∈ Z} contains a unique discrepancy
B + kP ∈ D(P , Q ). The unique discrepancy is characterized by the property B + i P ∈ ΓQ if and only if i  k.
Proof. Use D(P , Q ) = Q (P ) and
B + kP ∈ Q (P ) ⇔ B + kP ∈ ΓQ ∧ B + (k − 1)P /∈ ΓQ . 
Next we show that discrepancies determine the dimension of a linear space L(B + aP + bQ ) in a
way that is similar to the determination of the rank of a matrix by counting the number of pivots.
Theorem 3.4.
dim L(B + aP + bQ ) = #{B + i P + jQ ∈ D(P , Q ): i  a and j  b}.
Proof. dim L(B + aP + bQ ) = dim L(B + aP + bQ − Q ) if and only if B + aP + bQ ∈ ΓQ if and only if
i  a for the unique i with B + i P + bQ ∈ D(P , Q ). Induction on b completes the proof. 
We denote the subset of discrepancies that play a role in analyzing the spaces L(B + aP + bQ ) by
DB(P , Q ),
DB(P , Q ) = D(P , Q ) ∩ {B + i P + jQ : i, j ∈ Z}.
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work with an inﬁnite two-dimensional array rather than with a ﬁnite matrix. Moreover, each row or
column in the array contains exactly one discrepancy whereas in a matrix not every row or column
need to contain a pivot.
Theorem 3.5. For distinct points P and Q , and for a given divisor B, there exist functions σ = σB and τ = τB
such that
DB(P , Q ) =
{
B + τ ( j)P + jQ : j ∈ Z}= {B + i P + σ(i)Q : i ∈ Z}.
The functions σ = σB and τ = τB are mutual inverses and describe permutations of the integers. For m such
that mP ∼mQ , the functions i + σ(i), j + τ ( j) only depend on i, j modulo m. The functions σ ,τ are deter-
mined by their images on a full set of representatives forZ/mZ. Formminimal such thatmP ∼mQ , DB(P , Q )
consists of m distinct divisor classes.
Proof. Whether B+ i P + jQ ∈ D(P , Q ) only depends on the divisor class of B+ i P + jQ and therefore
B + i P + jQ ∈ D(P , Q ) ⇔ B + (i +m)P + ( j −m)Q ∈ D(P , Q ),
so that σ(i +m) = σ(i) −m. The other claims are straightforward. 
Lemma 3.6. A divisor A ∈ D(P , Q ) is of degree 0 deg A  2g. The cases deg A = 0 and deg A = 2g corre-
spond to unique divisor classes A = 0 and A = K + P + Q , respectively. Furthermore,
A ∈ D(P , Q ) ⇔ K + P + Q − A ∈ D(P , Q ).
Proof. Use Lemma 2.1 with C = Q . 
4. Hermitian curves
Let X be the Hermitian curve over Fq2 deﬁned by the equation y
q + y = xq+1. The curve has q3 +1
rational points and genus g = q(q − 1)/2. Let P and Q be two distinct rational points. We will give a
description of the set
D0(P , Q ) = D(P , Q ) ∩ {i P + jQ : i, j ∈ Z}.
We use this description to determine lower bounds for γP (C), for C ∈ {i P + jQ : i, j ∈ Z}. Using
Lemma 1.4 and Proposition 1.5 this gives us lower bounds for the minimum distance of Hermitian
two-point codes. The only property of the two rational points that we use is that lines intersect the
pair (P , Q ) with one of the multiplicities
(0,0) (0,1) (0,q + 1)
(1,0) (1,1)
(q + 1,0)
The curve is a smooth plane curve and if H is the intersection divisor of a line then K = (q − 2)H
represents the canonical class. We have H ∼ (q + 1)P ∼ (q + 1)Q . The only nongap less than q + 1
is q but qP ∼ H − P and qQ ∼ H − Q are not equivalent and thus m = q + 1 is minimal such that
mP ∼mQ .
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dH − dP − dQ , for d = 0,1, . . . ,q.
Proof. Since m = q + 1 is minimal such that mP ∼ mQ , the divisors are inequivalent. As multiples
of H − P − Q ∈ ΓP , each of the divisors dH − dP − dQ ∈ ΓP , for d = 0,1, . . . ,q. A divisor A ∈ ΓP
is a discrepancy if and only if K + P + Q − A ∈ ΓP . Now use K + P + Q = (q − 2)H + P + Q ∼
q(H − P − Q ). 
Corollary 4.2.
D0(P , Q ) =
{
d(qQ − P ) + j(q + 1)(P − Q ): d = 0,1, . . . ,q, j ∈ Z}.
Proof. We set H = (q + 1)Q . Membership A ∈ D(P , Q ) depends only on the equivalence class of A
and ﬁnally divisors of the form A = i P + jQ are equivalent if and only if they differ by a multiple of
(q + 1)(P − Q ). 
Corollary 4.3. Let P = (0,0) and let Q be the point at inﬁnity. The ring O of functions that are regular outside
P and Q has a basis {xi y j | 0 i  q, j ∈ Z} as vector space over Fq2 .
Proof. The functions xi y j have no poles outside P and Q and the divisor of xi y j restricted to these
two points is i(P − qQ ) + j(q + 1)(P − Q ). The functions have unique valuations in both P and Q
and are clearly independent. Writing O =⋃a,b L(aP + bQ ) and using Theorem 3.4,
dim L(aP + bQ ) = #{i P + jQ ∈ D0(P , Q ): i  a∧ j  b},
we see that the functions generate O . 
Lemma 4.4. Let C = dH − aP − bQ , for 0 a q,0 b  q + 1.
C ∈ ΓP ⇔ d > a or d = a b.
Proof. We may assume H = (q+ 1)Q . With Proposition 4.1 the unique discrepancy of the form dH −
aP − bQ is aH − aP − aQ . And thus, using Lemma 3.3, dH − aP − bQ ∈ ΓP if and only if dH − aP −
bQ  aH − aP − aQ if and only if d > a or d = a b. 
Lemma 4.5. Let C = dH − aP − bQ , for 0 a,b q. The set P (−C) = {A ∈ ΓP : A + C /∈ ΓP } contains the
following elements
(q − 1− d − r)H − (q − a)P , for d d + r < a.
sH, for d d + s < a.
sH − (d + s − a)P , for d a d + s < b.
Proof. With the lemma, A = (q−1−d−r)H− (q−a)P ∈ ΓP for q−a q−1−d−r, and A+C = (q−
1− r)H−qP −bQ /∈ ΓP for r  0. Clearly, A = sH ∈ ΓP for s 0, and A+C = (d+ s)H−aP −bQ /∈ ΓP
for a > d + s. Finally, A = sH − (d + s − a)P ∈ ΓP for 0 d + s − a  s, and A + C = (d + s)H − (d +
s)P − bQ /∈ ΓP for b > d + s. 
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(Case 1: a d) γP (−C) 0.
(Case 2: d < a < q,b a) γP (−C) (a− d) + (a− d).
(Case 3: d < a < q,a < b) γP (−C) (a− d) + (b − d).
(Case 4: d < a = q) γP (−C) q − d.
Proof. Using Corollary 2.3, γP (−C)  #P (0,−C). The divisors in Lemma 4.5 all have support in P
only and thus belong to P (0,−C). For each of the four cases we count the divisors given by
Lemma 4.5 and use this as a lower bound for #P (0,−C). 
The actual minimum distance for Hermitian two-point codes was ﬁrst obtained by Homma and
Kim [10] with different proofs in [1,16]. The next theorem gives the same tight lower bounds for
the minimum distance as [16, Theorem 3.3] but by invoking Lemma 4.6 the proof is shorter. As
in Proposition 1.5, let C(D,C) denote any code in the same equivalence class as CL(D, D − C) and
CΩ(D, K + C).
Theorem 4.7. Let C = dH − aP − bQ , for d ∈ Z, and for 0 a,b q. The Hermitian code C(D,C) has Goppa
designed minimum distance degC. Its actual minimum distance is at least
(Case 1: a,b d) degC .
(Case 2a: b d < a) degC + a− d (P /∈ D).
(Case 2b: a d < b) degC + b − d (Q /∈ D).
(Case 3a: d < a b,a < q) degC + a− d + b − d (P , Q /∈ D).
(Case 3b: d < b a,b < q) degC + a− d + b − d (P , Q /∈ D).
(Case 4: d < a = b = q) degC + q − d (P /∈ D or Q /∈ D).
Proof. Clearly it suﬃces to consider the cases 2a, 3a, and 4. In each case d < a and we ﬁrst estimate
the weight of codewords in the difference C(D,C)\C(D,C + (a − d)P ). To do that we use Proposi-
tion 1.5 in combination with Lemma 4.6. To obtain lower bounds for γP (C) with Lemma 4.6 we use
γP (C) = degC + γP (−C).
(Case 2a) d
(C(D,C)/C(D,C + (a− d)P))
min
(
degC + i + 2(a− d − i): 0 i  a− d − 1)
 degC + a− d + 1.
(Case 3a) d
(C(D,C)/C(D,C + (a− d)P))
min
(
degC + i + (a− d − i) + (b − d): 0 i  a− d − 1)
 degC + a− d + b − d.
(Case 4) d
(C(D,C)/C(D,C + (a− d)P))
min
(
degC + q − d,degC + i + (q − d − i) + (q − d): 1 i  q − d − 1)
 degC + q − d.
874 I.M. Duursma, S. Park / Finite Fields and Their Applications 18 (2012) 865–885It remains to estimate the weight of words in the subcode C(D,C + (a − d)P ). This can be done
by reduction. For the cases 2a and 4 we use the Goppa bound and for the case 3a the subcode
C(D,C + (a − d)P ) is of type 2b. 
The lower bounds for #P (0,−C) in the proof of Lemma 4.6 use Lemma 4.5 and are strong
enough to prove Theorem 4.7. On the other hand, they are not best possible. Using Lemma 4.4 we
ﬁrst obtain a precise description of the set P (0,C) and then in Corollary 4.9 the actual sizes of
#P (0,C) and of #P (0,−C).
Proposition 4.8. Let
C = dH − aP − bQ , for d ∈ Z,0 a,b q,
A = jH + i(H − P ), for j ∈ Z,0 i  q.
Then A ∈ P (C) if and only if
⎧⎪⎨
⎪⎩
0 j  (d − a+ q − 1), if 0 i < a− b,
0 j  (d − a+ q − 2), if a− b i < a,
0 j  (d − a− 1), if a i < a− b + q + 1,
0 j  (d − a− 2), if a− b + q + 1 i  q.
Proof. For A − C we write
{
( j + i − d + 1)H − (i − a)P − (q + 1− b)Q , if i − a 0.
( j + i − d + 2)H − (i − a+ q + 1)P − (q + 1− b)Q , if i − a < 0.
With Lemma 4.4, A − C /∈ ΓP if and only if
{
j < d − a− 1, or j = d − a− 1, i − a < q + 1− b, if i − a 0.
j < d − a− 1+ q or j = d − a− 1+ q, i − a < −b, if i − a < 0.
In combination with A ∈ ΓP if and only if j  0, this proves the claim. 
It is now straightforward to obtain the actual sizes for P (0,C) and for P (0,−C). Corollary 4.9
is similar to [16, Proposition 3.1] and plays a role in estimating secret sharing thresholds [7] and in
the construction of Feng-Rao improved codes [6].
Corollary 4.9. Let C = dH − aP − bQ , for 0 a,b  q.
For a− d < 0,
P (0,−C) = ∅, #P (0,C) = degC .
For 0 a − d q − 1,
#P (0,C) = a(q − 1− a+ d) +max{0,a− b}.
#P (0,−C) = (q + 1− a)(a− d) +max{0,b − a}.
For a − d > q − 1,
P (0,C) = ∅, #P (0,−C) = −degC .
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Let q0 = 2s and q = 22s+1, for s  1. The Suzuki curve over the ﬁeld of q elements is deﬁned by
the equation yq + y = xq0 (xq + x) [9]. The curve has q2 + 1 rational points and genus g = q0(q − 1).
The automorphism group of the curve acts 2-transitively on the set of rational points [8]. The semi-
group of Weierstrass nongaps at a rational point is generated by {q,q + q0,q + 2q0,q + 2q0 + 1}
[9, Proposition 1.5], [8, Theorem 3.1(1)]. For any two rational points P and Q the divisors (q +
2q0 + 1)P and (q + 2q0 + 1)Q are equivalent [8, Eq. (3.3)]. Let m = q + 2q0 + 1 = (q0 + 1)2 + q02,
and let H be the divisor class containing mP ∼mQ . If d is minimal such that dP ∼ dQ then d is a
nongap that divides m. But none of the nongaps smaller than m divides m and thus d =m, that is, m
is minimal with mP ∼mQ . The divisor H is very ample and gives an embedding of the Suzuki curve
in P4 as a smooth curve of degree m [8, Theorem 3.1. (2)]. The canonical divisor K ∼ 2(q0 − 1)H .
A hyperplane H intersects (P , Q ) with one of the following multiplicities.
(0,0) (0,1) (0,q0 + 1) (0,2q0 + 1) (0,q + 2q0 + 1)
(1,0) (1,1) (1,q0 + 1) (1,2q0 + 1)
(q0 + 1,0) (q0 + 1,1) (q0 + 1,q0 + 1)
(2q0 + 1,0) (2q0 + 1,1)
(q + 2q0 + 1,0)
Let
D0 = H − (2q0 + 1)P − Q , D1 = H − (q0 + 1)(P + Q ), D2 = H − P − (2q0 + 1)Q .
Then L(Di) = 0, and dim L(Di − P ) = dim L(Di − Q ), for i = 0,1,2. And Di ∈ D(P , Q ), for i = 0,1,2.
Lemma 5.1. For any nonnegative integer q0 ,
{−q0(q0 + 1), . . . ,+q0(q0 + 1)}= {a(q0 + 1) + bq0: |a| + |b| q0}.
Theorem 5.2. The m inequivalent divisor classes in D0(P , Q ) are represented by
iD0 + jD2, for 0 i, j  q0, and
D1 + i′D0 + j′D2, for 0 i′, j′  q0 − 1.
The given representatives correspond one-to-one to the m divisors
D(a,b) = (a+ q0)H −
(
(a+ q0)(q0 + 1) + bq0
)
P − ((a+ q0)(q0 + 1) − bq0)Q ,
for |a| + |b| q0 .
Proof.
iD0 + jD2 = i
(
H − (2q0 + 1)P − Q
)+ j(H − P − (2q0 + 1)Q )
= (i + j)H − (i + j)(q0 + 1)(P + Q ) − (i − j)q0(P − Q ).
Moreover, 0 i, j  q0 if and only if |i + j − q0| + |i − j| q0. Thus
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{
D(a,b): |a| + |b| q0, a− b ≡ 0 (mod 2)
}
.
H − (q0 + 1)(P + Q ) + i′D0 + j′D2
= (i′ + j′ + 1)H − (i′ + j′ + 1)(q0 + 1)(P + Q ) − (i′ − j′)q0(P − Q ).
Similarly, 0 i′, j′  q0 − 1 if and only if |i′ + j′ + 1− q0| + |i′ − j′| q0 − 1. And
{
H − (q0 + 1)(P + Q ) + i′D0 + j′D2: 0 i′, j′  q0 − 1
}
= {D(a,b): |a| + |b| q0, a− b ≡ 1 (mod 2)}.
We have constructed m inequivalent divisors in ΓP . A divisor A ∈ ΓP is a discrepancy if and only if
K + P + Q − A ∈ ΓP . With K = 2(q0 − 1)H , we see that
D(a,b) + D(−a,−b) = (2q0)H − 2q0(q0 + 1)P − 2q0(q0 + 1)Q
= (2q0 − 2)H + P + Q = K + P + Q . 
As an illustration, we give the discrepancies for the Suzuki curve y8 + y = x10 + x3 over the ﬁeld
of eight elements (q0 = 2, q = 8, g = 14, N = 65, m = 13 = 32 + 22).
0 · H − 5P − Q · 2H − 10P − 2Q
· H − 3P − 3Q · 2H − 8P − 4Q ·
H − P − 5Q · 2H − 6P − 6Q · 3H − 11P − 7Q
· 2H − 4P − 8Q · 3H − 9P − 9Q ·
2H − 2P − 10Q · 3H − 7P − 11Q · 4H − 12P − 12Q
With H ∼ 13Q , we obtain the following multiplicities for the discrepancies at (P , Q ).
(0,0) · (−5,12) · (−10,24)
· (−3,10) · (−8,22) ·
(−1,8) · (−6,20) · (−11,32)
· (−4,18) · (−9,30) ·
(−2,16) · (−7,28) · (−12,40)
Example 5.3. For the Suzuki curve over F8, the code CΩ(D,G) with G = K + 2P + 2Q has d  8 by
the ﬂoor bound and d 7 by the order bound [1]. This is the only Suzuki two-point code over F8 for
which the ﬂoor bound exceeds the order bound. A similar code exists for an arbitrary Suzuki curve
if we set G = 2K − 2H + 2P + 2Q , and C = K − 2H + 2P + 2Q . With P (0,−C) = {0, H − P , H},
the order bound gives γ (C) = degC +γ (−C) degC +#P (0,−C) = degC +3. From the hyperplane
intersection numbers at the beginning of the section it follows that l(H) = 5 and l(H − 2P − 2Q ) = 1,
and with Riemann–Roch l(K − H + 2P + 2Q ) = l(K − H). The original ﬂoor bound in [13] gives d 
degC + 4. In the format of the ABZ bound for codes the same result follows with A = B = K − H and
Z = 2P + 2Q .
I.M. Duursma, S. Park / Finite Fields and Their Applications 18 (2012) 865–885 877(C + F ) − F
(C − E) (C) (C + E) ∗(C + F ) − F
(C − F ) + F ∗(C − E) ∗(C) ∗(C + E)
∗(C − F ) + F
Fig. 1. Basic inclusions involving (C) and ∗(C) for given E, F ∈ Γ.
6. Dual delta sets
For a given divisor C and a rational point P , the delta set is deﬁned as
P (C) = {A: A ∈ ΓP and A − C /∈ ΓP }.
Deﬁne the dual delta set as
∗P (C) = {A: A /∈ ΓP and A − C ∈ ΓP }.
Note that ∗P (C) = P (−C) + C , that is, A ∈ ∗P (C) if and only if A − C ∈ P (−C). We consider two
types of basic inclusions among delta sets, corresponding to adjustments in the second or the ﬁrst
condition of the deﬁnition, respectively. First, for E ∈ ΓP ,
P (C − E) ⊂ P (C) ⊂ P (C + E),
∗P (C − E) ⊃ ∗P (C) ⊃ ∗P (C + E).
Sets within the same sequence share the same ﬁrst condition and the inclusions match those of the
sequence ΓP − E ⊃ ΓP ⊃ ΓP + E . For F ∈ ΓP ,
P (C − F ) + F ⊂ P (C) ⊂ P (C + F ) − F ,
∗P (C − F ) + F ⊃ ∗P (C) ⊃ ∗P (C + F ) − F .
This time sets in the same sequence share the same second condition and the inclusions match those
of the sequence ΓP − F ⊃ ΓP ⊃ ΓP + F . The inclusions and some of the further properties that we
establish in Lemma 6.1 and Proposition 6.2 are of a general nature and do not depend on properties
of curves. We formulate the properties for an arbitrary reductive monoid Γ , i.e. for a semigroup with
identity and with a cancellation law. Let Γˆ = {u − v: u, v ∈ Γ } denote the associated group, deﬁned
as Γ × Γ modulo the equivalence: (u, v) ∼ (u′, v ′) if u + v ′ = u′ + v ∈ Γ . And denote by u − v the
equivalence class of (u, v). For C ∈ Γˆ , let (C) = Γ \(Γ + C) and ∗(C) = (Γ + C)\Γ . The basic
inclusions hold in this setting and are depicted in Fig. 1.
Lemma 6.1. Let C ∈ Γˆ . For all E, F ∈ Γ ,
(C) = (C + E) ∩ ((C + F ) − F ).
∗(C) = ∗(C − E) ∩ (∗(C − F ) + F ).
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(C + E) ∩ ((C + F ) − F )= Γ \Γ + C + E ∩ Γ − F\Γ + C
= (Γ ∩ Γ − F )\(Γ + C + E ∪ Γ + C) = Γ \Γ + C = (C).
∗(C − E) ∩ (∗(C − F ) + F )= Γ + C − E\Γ ∩ Γ + C\Γ + F
= (Γ + C − E ∩ Γ + C)\(Γ ∪ Γ + F ) = Γ + C\Γ = ∗(C). 
The lemma provides a proof for the two types of inclusions that we gave earlier, but more impor-
tantly it shows that it is straightforward to obtain a smaller delta set from a given larger delta set. It
is less clear how to enlarge a given smaller delta set in order to obtain a larger delta set. The next
proposition describes the elements that need to be added.
Proposition 6.2. Let C ∈ Γˆ . For all E, F ∈ Γ ,
(C + E)\(C) ∪ ∗(C)\∗(C + E) = (E) + C,
(C + F ) − F\(C) ∪ ∗(C)\∗(C + F ) − F = (F ) − F .
Proof. The claims are of the form
(X\Z)\(X\Y ) ∪ (Y \X)\(Z\X) = Y \Z ,
which is true for any three sets X, Y and Z . For the ﬁrst claim use X = Γ , Y = Γ + C , and Z =
Γ + C + E . For the second claim use X = Γ + C , Y = Γ − F , and Z = Γ . 
Example 6.3. Let Γ be the numerical semigroup {0,3,4,6,7,8, . . .} =N\{1,2,5}. For E = F = 3 ∈ Γ ,
(3) = {0,4,8}. For C = 2 ∈ Γˆ = Z, the relations in Lemma 6.1 become
(2) = (5) ∩ (5) − 3= {0,3,4,6,7,10} ∩ {−3,0,1,3,4,7} = {0,3,4,7}.
∗(5) = ∗(2) ∩ ∗(2) + 3= {2,5} ∩ {5,8} = {5}.
And those in Proposition 6.2 become
(5)\(2) ∪ ∗(2)\∗(5) = {6,10} ∪ {2} = (3) + 2.
(5) − 3\(2) ∪ ∗(2)\∗(5) − 3= {−3,1} ∪ {5} = (3) − 3.
7. Constructing delta sets
Let P and Q be distinct rational points. Given a divisor C = i P + jQ and a range for k and 
, we
form a two-dimensional grid with rows for 
 and columns for k, and we mark all divisors A = kP+
Q
that belong to either P (C) or ∗P (C) (by  and by ◦, respectively). Table 1 gives an example for the
divisor C = 2P on the Hermitian curve of degree four. The ﬁrst pattern that we observe is that within
a column the divisors A in P (C) or ∗P (C) are consecutive and of the same type. Let dP and dQ
denote the integer functions with kP + 
Q ∈ ΓP if and only if k+ 
 dP (k) and kP + 
Q ∈ ΓQ if and
only if k + 
  dQ (
). For mP ∼ mQ , the functions dP and dQ are deﬁned modulo m. They are the
special case B = 0 of the functions dP (k) = k+ σ(k) and dQ (
) = 
+ τ (
) referred to in Theorem 3.5.
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Divisors kP + 
Q in P (2P ) () or ∗P (2P ) (◦).
k = −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12

 = 5 ·  · ◦   · ·
4  · ◦   ◦ · 
3 · ·   ◦ ·  ·
2 · ·  · ·  · ·
1 ·  · ◦   · ·
0  · ◦   ◦ · 
−1 · ·   ◦ ·  ·
−2 · ·  · ·  · ·
−3 ·  · ◦   · ·
−4  · ◦   ◦ · 
−5 · ·   ◦ ·  ·
Lemma 7.1. For given integers k and i, let A = kP + 
Q ,C = i P + jQ ∈ P (Q ), and let d = dP (k − i) +
dP (i) − dP (k). Then d 0, and
A + rQ ∈ P (C − sQ + Q ) ⇔ r  0∧ r + s d.
A + rQ ∈ ∗P (C − sQ + Q ) ⇔ r < 0∧ r + s > d.
Furthermore, neither P (C − sQ + Q ) nor ∗P (C − sQ + Q ) contains a divisor of the form A + rQ if and
only if C − sQ + Q = C − dQ .
Proof. Since A,C ∈ P (Q ), dP (k) = deg A and dP (i) = degC . Thus A + rQ ∈ ΓP if and only if deg A +
r  dP (k) = deg A if and only if r  0 and A + rQ − C + sQ − Q /∈ ΓP if and only if deg A − degC +
r + s− 1< dP (k− i) if and only if r + s d. This proves the two equivalences. Finally, neither P (C −
sQ + Q ) nor ∗P (C − sQ + Q ) contains a divisor of the form A + rQ if and only if d − s −1 and
d − s−1 if and only if s = d + 1. 
Example 7.2. For the Hermitian curve of degree four, and for the delta sets P (2P ) and ∗P (2P ), we
use Lemma 7.1 with i = 2, C = 2P + 2Q and s = 3. With 0, 3P − Q , 6P − 2Q , 9P − 3Q ∈ P (Q ),
dP (k) = 0,2,4,6, for k = 0,−1,−2,−3. For the columns k = 3,4, d − s = 5 and 0  r  5. For the
columns k = 2,5, d − s = −3 and −3< r < 0.
P (2P ) = {3P − Q , . . . ,3P + 4Q } ∪ {4P − 4Q , . . . ,4P + Q }.
∗P (2P ) = {2P ,2P + Q } ∪ {5P − Q ,5P }.
To illustrate the ﬁnal claim in Lemma 7.1 we consider the delta sets P (3P − Q ) and ∗P (3P − Q ),
i.e. i = 3, C = 3P − Q , and s = 1. For the column k = 0, d − s = 7, and for the columns k = 1,2,3,
d − s = −1. So that P (3P − Q ) = {0, . . . ,7Q }, ∗P (3P − Q ) = ∅, and neither contains a divisor
kP + 
Q with k = 1,2,3.
We now describe how P (C) changes as a function of C .
Lemma 7.3. For a given divisor C = i P + jQ and for a given row 
, let
k− = dQ (
 − j) + i + j − 
, d− = dP
(
k−
)− dQ (
 − j).
880 I.M. Duursma, S. Park / Finite Fields and Their Applications 18 (2012) 865–885Table 2
kP + 
Q ∈ P (i P + jQ + Q )\P (i P + jQ ) and (in parentheses) kP + 
Q ∈ ∗P (i P + jQ )\∗P (i P + jQ + Q ).
i = 2 j = −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3

 = 0 k− = (−6) (−3) 0 3 (−2) (1) 4 7 (2) (5) 8 11
−1 (−3) (0) 3 (−2) (1) 4 7 (2) (5) 8 11 6
−2 (0) (3) (−2) (1) 4 7 (2) (5) 8 11 6 9
−3 (3) (−2) (1) 4 7 (2) (5) 8 11 (6) 9 12
Table 3
d− = dP (k−) − dQ (
 − j).
i = 2 j = 0 1 2 3

 = 0 d− = 4 4 −4 −4
−1 4 −4 −4 4
−2 −4 −4 4 4
−3 −4 4 4 −4
Then
A = kP + 
Q ∈ P (C + Q )\P (C) ⇔ k = k− ∧ i + j  d−.
A = kP + 
Q ∈ ∗P (C)\∗P (C + Q ) ⇔ k = k− ∧ i + j < d−.
Proof. With Proposition 6.2, for E = Q ,
P (C + Q )\P (C) =
(
P (Q ) + C
)∩ ΓP .
∗P (C)\∗P (C + Q ) =
(
P (Q ) + C
)\ΓP .
Now use A − C ∈ P (Q ) if and only if k = k− , and A = k−P + 
Q ∈ ΓP if and only if k− + 
 dP (k−)
if and only if i + j  d− . 
Example 7.4.
Tables 2 and 3 illustrate the lemma for 2P − 8Q  C  2P + 3Q . In particular, using row 
 = −1,
−Q + kP ∈ P (2P + 4Q ), for k = 3,4,7,8,11,6.
−Q + kP ∈ ∗P (2P − 8Q ), for k = −3,0,−2,1,2,5.
The divisors in Table 2 belong to either P (2P + 4Q ) or to ∗P (2P − 8Q ). We consider more
generally sets of the form P (C0 + 2gQ ) and ∗P (C0 − 2gQ ) for a divisor C0 of degree zero. Since
P (C0 − 2gQ ) = ∅ and ∗P (C0 + 2gQ ) = ∅, Proposition 6.2, with E = 4gQ , gives
P (C0 + 2gQ ) ∪ ∗P (C0 − 2gQ ) = P (4gQ ) + C0 − 2gQ . (5)
As in Section 2, for a divisor B denote by P (B,C) the intersection of P (C) with the sequence
{B + i P : i ∈ Z}. Deﬁne
I P (B,C) =
{
i ∈ Z: B + i P ∈ P (C)
}= {i ∈ Z: B + i P ∈ ΓP ∧ B − C + i P /∈ ΓP }.
I∗P (B,C) =
{
i ∈ Z: B + i P ∈ ∗P (C)
}= {i ∈ Z: B + i P /∈ ΓP ∧ B − C + i P ∈ ΓP }.
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I P (B,C0 + 2gQ ) ∪ I∗P (B,C0 − 2gQ ) = I P (B − C0 + 2gQ ,4gQ ).
For B = B0 a divisor of degree zero,
{0, . . . ,2g − 1} ⊂ I P (B0 − C0 + 2gQ ,4gQ ) ⊂ {−2g, . . . ,4g − 1}.
Moreover, the sets I P (B0,C0 + 2gQ ) and I∗P (B0,C0 − 2gQ ) each partition into two parts of size g
with the ﬁrst part depending only on B0 and the second part only on B0 − C0.
I P (B0,C0 + 2gQ ) = {0 i  2g − 1: B0 + i P ∈ ΓP }
∪ {2g  i  4g − 1: B0 − C0 − 2gQ + i P /∈ ΓP }.
I∗P (B0,C0 − 2gQ ) = {0 i  2g − 1: B0 + i P /∈ ΓP }
∪ {−2g  i −1: B0 − C0 + 2gQ + i P ∈ ΓP }.
Proposition 7.5. Let B0 and C0 be divisor classes of degree zero. Deﬁne partitions {−2g, . . . ,−1} = N1 ∪ G1 ,
{0, . . . ,2g − 1} = N2 ∪ G2 , and {2g, . . . ,4g − 1} = N3 ∪ G3 , such that
k ∈ N1 ⇔ B0 − C0 + 2gQ + kP ∈ ΓP ,
k ∈ N2 ⇔ B0 + kP ∈ ΓP ,
k ∈ N3 ⇔ B0 − C0 − 2gQ + kP ∈ ΓP .
Then #Ni = #Gi = g, for i = 1,2,3. Moreover
I P (B0,C0 + 2gQ ) = N2 ∪ G3 and I P (B0 − C0 + 2gQ ,−C0 + 2gQ ) = N1 ∪ G2.
Proof.
{−2g, . . . ,−1} {0, . . . ,2g − 1} {2g, . . . ,4g − 1}
{k: B0 + kP ∈ ΓP
∧ B0 − C0 − 2gQ + kP ∈ ΓP }
− − N3
{k: B0 + kP ∈ ΓP
∧ B0 − C0 − 2gQ + kP /∈ ΓP }
− N2 G3
{k: B0 + kP /∈ ΓP
∧ B0 − C0 + 2gQ + kP ∈ ΓP }
N1 G2 −
{k: B0 + kP /∈ ΓP
∧ B0 − C0 + 2gQ + kP /∈ ΓP }
G1 − − 
Example 7.6. For two distinct rational points P and Q on the Hermitian curve of degree four and
genus three, and for B0 = −Q + P and C0 = 2P − 2Q , the partition of the interval {−2g, . . . ,4g − 1}
in Proposition 7.5 becomes
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N2 = {2,3,5} G3 = {6,7,10}
N1 = {−4,−3,−1} G2 = {0,1,4}
G1 = {−6,−5,−2}
In particular, for the delta sets in Example 7.4,
I P (−Q + P ,2P + 4Q ) = {2,3,5} ∪ {6,7,10},
I∗P (−Q + P ,2P − 8Q ) = {−4,−3,−1} ∪ {0,1,4}.
8. Sequences inside delta sets
Our main use for the delta set P (C) is in the application of Theorem 2.2 which requires a se-
quence of divisors {A1, A2, . . . , Aw} ⊂ P (C) with Ai+1  Ai + P . For the proof of the actual minimum
distance of Hermitian two-point codes it was enough to consider sequences supported only in P . In
this section we consider sequences with divisors A ∈ {kP + 
Q : k, 
 ∈ Z}. For Suzuki two-point codes,
the more general format leads to longer sequences. As in the previous section we consider divisors A
with k and 
 in a certain range and we mark those divisors in a grid with rows 
 and columns k (as
in Table 1). Each row 
 in the grid gives a subsequence {A1, A2, . . . , Aw} ⊂ P (C) with Ai+1  Ai + P .
As shown by Table 1 the length w of the sequence in general depends on the row 
. Our approach
for comparing different rows is based on the observation that any two consecutive rows either are
the same or they differ in precisely two positions. Symbolically the differences are of the form
(
 or
◦ )
and
( 
or ◦
)
(1) (2) (3) (4)
The following lemma describes for two consecutive rows 
 and 
 − 1 the column k = k− with a
difference of type (1) or (2) and the column k = k+ with a difference of type (3) or (4). The case
k− = k+ is special and corresponds to two equal rows.
Lemma 8.1. Let A = kP + 
Q and C = i P + jQ . Let
k− + 
 = dQ (
 − j) + i + j, d− = dP (k−) − dQ (
 − j).
k+ + 
 = dQ (
), d+ = dQ (
) − dP (k+ − i).
Then
(1) A /∈ P (C) ∧ A − Q ∈ P (C) ⇔ k = k− ∧ i + j > d−.
(2) A ∈ ∗P (C) ∧ A − Q /∈ ∗P (C) ⇔ k = k− ∧ i + j < d−.
(3) A ∈ P (C) ∧ A − Q /∈ P (C) ⇔ k = k+ ∧ i + j > d+.
(4) A /∈ ∗P (C) ∧ A − Q ∈ ∗P (C) ⇔ k = k+ ∧ i + j < d+.
Moreover, if k− = k+ then d− = d+ = i + j.
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Differences between rows 
 = 0, . . . ,−5, for C = 55P + 31Q .
k = 0 32 64 96 128 211 243 275 303 307

 = 0    · · ◦ · · ·
−1 ·   · · ◦ · · 
−2 · ·  · · · · · 
−3 · · · · · ·  · 
−4 · · · ◦ · ·   
−5 · · · ◦ ◦ ·    
Proof. For (1) and (3) we use (Lemma 6.1)
(1) P (C + E)\P (C + F ) − F = P (C + E)\P (C).
(3) P (C + F ) − F\P (C + E) = P (C + F ) − F\P (C).
We apply this with E = F = Q ,C = C − Q and use Proposition 6.2.
(1) A ∈ P (C) + Q \P (C) ⇔ A ∈ P (Q ) + C ∩ ΓP + Q .
(3) A ∈ P (C)\P (C) + Q ⇔ A ∈ P (Q )\ΓP + C .
For (2) and (4) we use (Lemma 6.1)
(2) ∗P (C − E)\∗P (C − F ) + F = ∗P (C − E)\∗P (C).
(4) ∗P (C − F ) + F\∗P (C − E) = ∗P (C − F ) + F\∗P (C).
We apply this with E = F = Q ,C = C + Q and use Proposition 6.2.
(2) A ∈ ∗P (C)\∗P (C) + Q ⇔ A ∈ P (Q ) + C\ΓP .
(4) A ∈ ∗P (C) + Q \∗P (C) ⇔ A ∈ P (Q ) ∩ ΓP + C + Q .
Writing out the conditions in terms of k−,d−,k+,d+ is straightforward, this part of the proof is
similar to that of Lemma 7.3. Finally, for k = k− = k+ , deg A = dQ (
) = dP (k), deg(A−C) = dQ (
− j) =
dP (k − i) and d− = d+ = deg A − deg(A − C) = i + j. 
Example 8.2. For the Suzuki curve over F32, let C = 55P + 31Q . The function dP = dQ is given by
Lemma 5.1 and Theorem 5.2. The full grid contains a unique maximal sequence of length 90 in row

 = −5.
P (55P + 31Q ) ⊇ {A1 = 36P − 5Q , . . . , A45 = 163P − 5Q }
∪ {A46 = 180P − 5Q , . . . , A90 = 307P − 5Q }.
The improvement over the sequence in row 
 = 0, with support only in P , is shown in Table 4 and
Table 5. The two rows differ in ten columns, three changes of type (3): k+ = 0,32,64, two changes
of type (4): k+ = 96,128, one change of type (2): k− = 211, and four changes of type (1): k− =
243,275,303,307.
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Values for the columns k− and k+ for i = 55, j = 31, 
 = 0, . . . ,−4.
i = 55 
 = 0 −1 −2 −3 −4
j = 31 k− = 303 (211) 243 275 307
d− = −62 93 −62 −62 −62
k+ = 0 32 64 (96) (128)
d+ = −62 −62 −62 93 93
Table 6
Differences between rows 
 = 9, . . . ,0, for C = 9P + 9Q .
41 73 77 105 109 115 119 137 141 147 151 179 183 215
9 · · · · ·   · ·     
8 · · · · · ·  · ·     
7  · · · · ·  · · ·    
6   · · · ·  · · ·  ·  
5   ·  · ·  · · ·  ·  
4   ·  · · ·  · ·  ·  
3   ·  · · ·  · · · ·  
2     · · ·  · · · · · 
1      · ·  · · · · · ·
0      · ·   · · · · ·
Table 7
Values for the columns k− and k+ for i = 9, j = 9, 
 = 9, . . . ,1.
i = 9 
 = 9 8 7 6 5 4 3 2 1
j = 9 k− = (9) 41 73 105 137 (45) 77 109 141
d− = 124 −31 −31 −31 −31 124 −31 −31 −31
k+ = 115 147 179 (211) 119 151 183 215 (247)
d+ = −31 −31 −31 124 −31 −31 −31 −31 124
Example 8.3. For the Suzuki curve over F32, let C = 9P + 9Q . The full grid contains the following
sequence of length 45.
P (9P + 9Q ) ⊇ {A1 = 0, . . . , A18 = 109P }
∪ {A19 = 112P + 9Q , . . . , A45 = 256P + 9Q }.
Both rows 
 = 0 and 
 = 9 contain a sequence of length 40. This is optimal for the order bound. In
Table 6 and Table 7 we compare rows 
 = 0 and 
 = 9 and mark the changes of type (1) or (3). The
tables show that although the sequences in each row have the same size, row 
 = 0 contains more
divisors of small degree and row 
 = 9 contains more divisors of high degree. The given sequence
uses the format of the ABZ bound for cosets (Theorem 2.5) with Z = 9Q and gives a gain of ﬁve over
the order bound. By combining rows 
 = 0 and 
 = 9 the sequence contains 12 divisors whereas any
single row intersects the delta set in at most 7 divisors.
Example 8.4. For the Suzuki curve over F32, let C = 12P + 12Q . The full grid contains the following
sequence of length 56.
P (12P + 12Q ) ⊇ {A1 = 0, . . . , A24 = 116P }
∪ {A25 = 118P + 6Q , . . . , A32 = 141P + 6Q }
∪ {A33 = 143P + 12Q , . . . , A56 = 259P + 12Q }.
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Differences between rows 
 = 12, . . . ,0, for C = 12P + 12Q .
76 80 108 112 115 116 119 140 143 144 147 151 179 183
12 · · · ·  ·  ·  ·    
11 · · · ·  ·  · · ·    
10 · · · ·  ·  · · ·    
9  · · ·  ·  · · ·    
8  ·  · · ·  · · ·    
7  ·  · · ·   · · ·   
6  ·  · · ·   · · ·  · 
5    · · ·   · · ·  · 
4     · · ·  · · ·  · 
3     · · ·  ·  · · · 
2     · · ·  ·  · · · ·
1     · · ·  ·  · · · ·
0     ·  ·  ·  · · · ·
Table 9
Values for the columns k− and k+ for i = 12, j = 12, 
 = 12, . . . ,1.

 = 12 11 10 9 8 7 6 5 4 3 2 1
k− = (12) (44) 76 108 140 (48) 80 112 144 (52) (84) 116
d− = 155 155 0 0 0 155 0 0 0 155 155 0
k+ = 143 (175) (207) 115 147 179 (211) 119 151 183 (215) (247)
d+ = 0 155 155 0 0 0 155 0 0 0 155 155
For a divisor A ∈ ΓP (C) that is disjoint from P and Q , Theorem 2.2 yields deg A  56 which is ﬁve
better than the order bound and one better than the ABZ bound for cosets. Table 9 lists the columns
for which some of the rows 
 = 12, . . . ,0 contain divisors of the delta set and some do not. Table 8
shows the divisors in the delta set for these columns. The given sequence contains 12 of the divisors.
Sequences with the format of the order bound or the ABZ bound for cosets contain at most 7 or 11
of the divisors, respectively.
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