Abstract In food industry, quality and safety are considered important issues worldwide that are directly related to health and social progress. The use of vision technology for quality testing of food production has the obvious advantage of being able to continuously monitor a production using non-destructive methods, thus increasing the quality and minimizing cost. The performance of an intelligent decision support system has been evaluated in monitoring the spoilage of minced beef stored either aerobically or under modified atmosphere packaging, at different storage temperatures (0, 5, 10, and 15°C) utilising multispectral imaging information. This paper utilises a neuro-fuzzy model which incorporates a clustering preprocessing stage for the definition of fuzzy rules, while its final fuzzy rule base is determined by competitive learning. Initially, meat samples are classified according to their storage conditions, while identification models are then utilised for the prediction of the Total Viable Counts of bacteria. The innovation of the proposed approach is further extended to the identification of the temperature used for storage, utilizing only imaging spectral information. Results indicated that spectral information in combination with the proposed modelling scheme could be considered as an alternative methodology for the accurate evaluation of meat spoilage.
Introduction
With the current growing need for lower production costs and high competence, food industry is faced with a number of challenges, including maintenance and assurance of food quality and safety. Food companies and suppliers need efficient, low-cost and non-invasive quality and safety inspection technologies to enable them to satisfy different markets' needs [1] . Various rapid, non-invasive methods based on analytical instrumental techniques, such as Fourier transform infrared spectroscopy (FTIR) [2] , Raman spectroscopy [3] and Electronic Nose technology [4] have been investigated for their potential in assessing food quality. With recent advances in sensorial developments, there have been significant progresses in techniques for assessment of food quality and safety. Machine vision techniques based on RGB colour systems have been successfully applied to the evaluation of foods' external characteristics. Such methods, however, are not able to capture broad spectral information which is related to internal characteristics [5] . The association between NIR spectra and food components makes NIR spectroscopy more attractive than other spectroscopic techniques. Nevertheless, these spectral methods have been proved ineffective to heterogeneous materials such as meat, due to the fact that they are not capable of obtaining any spatial information about objects [6] . In recent years, spectral imaging (i.e. hyperspectral and multispectral) has been considered as an alternative tool for safety and quality inspection of various agricultural products. This technique & Vassilis S. Kodogiannis V. Kodogiannis@westminster.ac.uk integrates the conventional imaging and spectroscopy technique to attain simultaneously both spatial and spectral information from the target product. Inspection of internal and external features in various fruits and vegetables such as apple [7] and fresh-cut spinach leaves [8] have been performed using multispectral imaging combined with various chemometric methods.
Meat is a nutritious and expensive food product in human diet worldwide due to the fact that it is an important source of protein and trace elements. A non-invasive method based on multispectral imaging in the visible and near infrared (NIR) regions to predict the aerobic plate count in cooked pork sausages has been considered recently [9] . The prediction of total viable counts of minced pork meat stored under two different storage conditions-aerobic and modified atmosphere packages-has been performed using the VideometerLab multispectral imaging device [10] . A hyperspectral imaging technique has been investigated for evaluating pork meat tenderness and Escherichia coli contamination [11] . In that research study, a Modified Gompertz function was exploited to extract the scattering characteristics of pork meat from the spatially-resolved hyperspectral images. The identification and extraction of useful colour and texture features from fresh beef samples using a multispectral imaging system has been also explored and a support vector machine algorithm was utilised to predict cooked beef tenderness [12] . The detection of minced lamb and minced beef adulteration has been considered using hyperspectral imaging [13, 14] , while the possibility of combining both spectral with texture features in order to improve pH prediction for salted pork was investigated through hyperspectral imaging [15] .
Application of hyperspectral imaging actually may be restricted due to the resulting large and computationally excessive hypercube. Thus, it is essential to extract characteristic features by operating quantitative analysis [16] . This has been achieved through the integration of modern analytical platforms with computational and chemometric techniques. For quantitative analysis prediction, multivariate analytical tools such as principal component analysis (PCA), partial least square regression (PLS) are widely used modelling methods [17] . However meat spoilage is a dynamic process which leads to the undesirable change in external attributes (colour, texture, and even flavour) as well as to the internal attributes (chemical compositions, tissue structure) of meat. The spectra extracted from hypercube can express the internal changes of meat attributes, and the relationship between meat spoilage and extracted information is very complicated and tends to nonlinearity [18] . Neural networks utilising the backpropagation algorithm (MLP), which is one of the most commonly used non-linear regression method, have been recently used in food applications of hyperspectral imaging [19] .
Neural networks (NNs) have become a popular tool in non-parametric function learning due to their ability to learn rather complicated functions. While they have gained much interest in predictive engineering and quantitative modelling, their application in the field of food science is still in its early development stage [20] . NNs usually require a large number of neurons for solving the majority of approximation problems, while the greedy nature of the Gradient Descent (back-propagation) algorithm used in the training process, often settles in undesirable local minima of the error surface or converges too slowly [21] . In addition, NNs are prone to dimensionality problems, as each single neuron-node cannot define a multi-dimensional hyper-sphere of the input domain. Although fuzzy logic systems, provide such input space mapping, they do not have learning ability, thus it is difficult to analyse complex systems without prior and accurate knowledge on the system being analysed [22] . To overcome these limitations of NNs and fuzzy systems, neuro-fuzzy approaches have attracted growing interest of researchers in various scientific and engineering areas.
The main objective of this paper is to associate, for the first time according to literature, spectral data acquired by multispectral imaging techniques with meat spoilage, using neuro-fuzzy systems. An intelligent decision support system initially classifies minced beef samples stored either aerobically or under modified atmosphere packaging and then predicts for each case, the total viable counts (TVC) of bacteria. The Adaptive Fuzzy Inference Neural Network (AFINN), a Takagi-Sugeno-Kang (TSK) based structure, has been considered as the core component for the proposed intelligent decision support system [23] . Results from AFINN scheme are compared against models based on Adaptive Neural Fuzzy Inference System (ANFIS), multilayer neural networks (MLP), as well as non-linear and linear (PLS) regression schemes. Such comparison is considered as a essential test, as we have to emphasise the need of induction to the area of food microbiology, advanced learning-based modelling schemes, which may have a significant potential for the accurate estimation of meat spoilage.
Experimental case 2.1 Sample preparation and microbiological analysis
The entire experimental case study was performed at the Agricultural University of Athens, Greece. Minced Meat was separated into small portions (75 g) and packaged
individually either aerobically or under modified atmosphere (MAP) (40 % CO 2 , 30 % O 2 , 30 % N 2 ), and in different temperatures (0, 5, 10, 15°C) that are associated with acceptable/non-acceptable storage practices in a distribution chain for meat products [24] . At the beginning and during storage, after appropriate time intervals, meat samples were divided into two parts; one part was used for microbiological analysis while the other one for image analysis. It was assumed that the microbial population at both parts would be comparable. Aerobic samples stored at 0 and 5°C were analysed approx. every 48 h for the period 0-186 h and every 24 h for the period 186-378 h. Finally, the last sample was analysed at 479 h. Similarly, samples stored at 10 and 15°C were analysed approx. every 12 h for the period 0-156 h. In total, 14 samples were analysed for each temperature case, resulting 56 samples in total. The same procedure was repeated for MAP case too. Microbiological analysis was performed, and resulting growth data from plate counts were log 10 transformed and fitted to the Baranyi and Roberts' model in order to verify the kinetic parameters of microbial growth (maximum specific growth rate and lag phase duration) for the TVC and salmonella (XLD). A detailed description of the preparation of minced beef samples, as well as their related microbiological analysis, is described in [24] . The growth curves of TVC and XLD for minced beef storage at different temperatures under AIR and MAP conditions as a function of storage time are illustrated in Fig. 1 . The growth curves for both TVC cases are similar, with the exception that the maximum specific growth rate (lmax) for the AIR packaged condition is different than of that of the MAP case. It has been found that packaging under modified atmosphere delay the growth rates of all members of the microbial association, as well as the maximum population attained by each microbial group compared with aerobic storage. Aerobic storage accelerates spoilage due to the fast growing Pseudomonas spp.; in addition such growth can be significantly inhibited by the presence of gas carbon dioxide [25] . Analysis specified that the total viable counts ranged from 3.8-9.8 log 10 cfu cm -2 for aerobic cases, and 3.7-8.5 log 10 cfu cm -2 for MAP cases. However, for both AIR and MAP conditions, the growth rate is increased faster, as the storage temperature increases. For the case of XLD, significant changes occur only when temperature reaches at 15°C.
Multispectral imaging acquisition
Images from every sample (56 aerobic and 56 MAP cases) were captured using VideometerLab, (Videometer A/S, Denmark), a system which acquires multispectral images in 18 different wavelengths ranging from 405 to 970 nm. [26] . The acquisition system records surface reflections with a standard monochrome charge coupled device chip, nested in a calibrated digital camera. The meat sample was placed inside an Ulbricht sphere in which the camera is topmounted. The sphere has its interior coated with matte titanium paint. The coating together with the curvature of the sphere ensures a uniform reflection of the cast light and thereby a uniform light in the entire sphere. At the rim of the sphere, light emitting diodes (LEDs) with narrow-band spectral radiation distribution are positioned side by side in a pattern, which distributes the LEDs belonging to each wavelength uniformly around the entire rim. These characteristics ensure an optimal dynamic range and keep the amount of shadow and shading effects to a minimum. The result is a monochrome image with 32-bit floating point precision for each LED type, giving in the end, a multispectral 3D cube of dimensionality 1280 9 960 9 18 [27] .
As images include redundant information, such as the Petri dish as well as meat fat, a segmentation procedure is required as a pre-processing step. The main objective of segmentation is to identify only the minced meat as the Region of Interest (ROI) from the background or any other undesired regions. This step includes transformation and segmentation procedures, which were implemented using VideometerLab software. The pre-processing was implemented by maximizing the contrast between the sample meat material and the other non-relevant objects, enabling thus a threshold operation [28] . Canonical discriminant analysis (CDA) was employed as a supervised transformation building method to divide the images into regions of interest [29] . Following transformation using CDA, the separation was distinct and a simple thresholding was enough to separate meat from non-meat. The multispectral image sample without the background was transformed to spectrum by mean calculation. For each image, the mean reflectance spectrum was calculated by averaging the intensity of pixels within the ROI at each wavelength. Thus, the resulting data consisted of 18 mean values of the reflectance, as it was recorded by the camera for the pixels that were included in each image's ROI, and were further analyzed with the proposed intelligent decision support system [30] . Figure 2 illustrates samples of mean reflectance spectra acquired for from both AIR and MAP minced beef samples. A close look on selected spectra at Fig. 2 and more precisely on the case of aerobic samples stored at 5°C reveals that there are some differences in the reflectance's magnitude in the wavelength range from 600 to 850 nm, between unspoiled sample (t = 0 h, TVC = 4.1 log 10 cfu cm -2 ) and spoiled sample (t = 479.5 h, TVC = 9.3 log 10 cfu cm -2 ). These differences usually result from the spoilage and deterioration of nutrient compositions such as carbohydrates, protein, fat, which are gradually consumed and decomposed during storage, producing a series of chemical substances, including ammonia, hydrogen sulphide, ketones and aldehydes [9] . A similar situation can be also observed in the near infrared region (850-970 nm) where reflectance values are decreased with increasing storage time [26] . Datasets related to reflectance spectra as well as the associated microbiological analysis from meat samples, were provided by Agricultural University of Athens, Greece and were further utilised towards the development of the proposed intelligent decision support system.
AFINN architecture
The proposed neuro-fuzzy (NF) system is a modification of the ANFIS model and incorporates an additional layer of output partitions. Initially, a clustering algorithm has been applied to the training data in order to organize feature vectors into clusters. The fuzzy rule base is then derived using results obtained from the clustering algorithm. The schematic of the AFINN model, shown in Fig. 3 , consists of five layers. Layers L 1 and L 2 are associated to IF part of fuzzy rules while layers L 4 and L 5 to THEN part of these rules and are related to the defuzzification task. In layer L 3 a mapping between the rules layer and the output layer is performed through a competitive learning process and as a consequence, the linear units at L 4 are linked with each term of layer L 3 . Thus the size of required matrices for least-squares estimation at the consequent part is much smaller compared to the ANFIS approach. The clustering algorithm at layer L 2 consists of two steps [23] . In the first step, a method similar to Learning Vector Quantization (LVQ) algorithm creates crisp c-partitions of the dataset. The number of clusters c and the associated centres v i ; i ¼ 1; . . . c; calculated from this step are utilised by the fuzzy c-means (FCM) algorithm in the second step. The first cluster is created starting with the first data vector from X ¼ ½x 1 ; . . .; x n 2 R np , which is the learning data set. Cluster centres v i are then modified for each cluster (i.e. i ¼ 1; . . .; c) according to the following equation
where t ¼ 0; 1; 2; . . . denotes the number of iterations and a t 2 ½0; 1 is the learning rate. These cluster centres which are considered to be the initial values of the fuzzy centres derived by the second step algorithm. In the second step, the FCM algorithm has been used to optimise the values of cluster centres. 
The second layer L 2 has c elements that realize a multiplication operation. Outputs of this layer represent the fire strength of the rules, expressed as:
where i ¼ 1; . . .; c. Nodes at the additional layer (L 3 ), represent the partitions of the output variables. The nodes should perform the fuzzy OR operation to integrate the fired rules:
where, k ¼ 1; . . .; c. Hence, links between L 2 and L 3 function as an inference engine that does not require the rule-matching process. Initially, the links at layers L 2 -L 3 are fully interconnected. However, not all the rules are necessary to the fuzzy system. The weight of the link connecting the kth rule node from L 2 and the lth output partition at L 3 is denoted as w 3 l;k and assigned to be 0.5. A competitive learning algorithm is then utilised. For the set of training data pairs ðx; yÞ the weights are adjusted as:
where O 3 l is denoted as the output of the l output term node, while O 2 k is the output of the k fuzzy rule node. Hence, O 3 l serves as a win-loss index of competition. As the competitive algorithm needs the number of output nodes O 3 l to be a priori known, this has been heuristically set to be (1/ 2 ? 1) of the defined number of rules. The main principle of this phase is to remove the less important rules and to retain essential ones based on the results of competitive learning through the whole set of trained data pairs. The weight of a link that connects a rule node and an output partition node indicates the strength of the rule affecting the output partitions. The link with the maximum weight is chosen and it is assigned to 1, while the remaining ones to 0. Therefore, only the rule with the link of maximum weight will be assigned to the output partitions. After that, the weights of the links that connect the same output term node are compared. If the weight of the link is found to be small compared to the maximum one, the weight of the link is assigned to zero. The remaining weights are then assigned to 1. Hence w 3 l;k will be either 0 or 1, which indicates the existence of the links connecting the node l in L 3 and the node k in L 2 . At layer L 4 , every node is an adaptive node, with a node function as:
where fp l ; q l ; r l g is the consequent parameter set of this node. Finally in the last layer, L 5 , the single node in this layer computes the overall output as the summation of all incoming signals:
Similarly to the ANFIS model, a hybrid learning approach has been also adopted for the AFINN scheme [23] . All modelling schemes have been implemented in MATLAB (ver. R2014a, Mathworks.com).
Decision support system development
An intelligent decision support system, based on the proposed AFINN model, has been designed in such way in order to accommodate all relevant information. The real challenge in this paper is to propose a new learning-based structure which could be considered as a benchmark method towards the development of efficient intelligent methods in food quality analysis. For this reason, AFINN's results are compared with those obtained by MLP neural networks, ANFIS neurofuzzy identification models and PLS regression schemes. Such schemes have been applied recently in the area of food science and technology as modelling systems [31] . Its overall schematic diagram shown at Fig. 4 includes a classifier unit to discriminate AIR/MAP based samples as well as an identification model to predict the temperatures under which meat samples were stored. Individual identification models have been also developed for the prediction of the total viable counts of bacteria (TVC) as well as the growth of salmonella (XLD) for both AIR/MAP conditions. Due to the multi-variable nature of multispectral data, a dimensionality reduction algorithm was applied on multispectral data used for training purposes. The robust PCA (RPCA) scheme has been utilized to obtain principal components that are not influenced much by outliers [32] .
The RPCA is implemented in three main steps. First, the data are pre-processed such that the transformed data are lying in a subspace whose dimension is at most n À 1. A preliminary covariance matrix is then constructed and used for selecting the number of components k that will be retained in the sequel, yielding a k-dimensional subspace that fits the data well. Then the data points are projected on this subspace where their location and scatter matrix are robustly estimated, from which its k nonzero eigenvalues l 1 ; . . .; l k are computed. The corresponding eigenvectors are the k robust principal components [32] . RPCA scheme was implemented in MATLAB, with the aid of PLS_Toolbox (ver. 8.0 Eigenvector.com). For this particular experimental case study, the first five principal components (PC) were associated with the 99.675 % of the total variance, as shown in Table 1 . These specific PCs were extracted and utilized as input variables to the learning-based models developed for this specific case study.
A mandatory check however is required to validate the integrity and applicability of the developed model in predicting/classifying unknown samples to make sure that models could work in the future for new and similar data. Full cross-validation, also called leave-one-out cross-validation (LOOCV), is commonly utilized to validate the established models [33, 34] . LOOCV leaves one sample out of the calibration process, which is used for validation. All samples are used in an exhaustive way providing thus repeatability of the results compared with other random methods of partitioning of the training dataset. As the number of samples was small, separation of the dataset into training and testing subsets (hold-out method) would further reduce the number of data and would result in insufficient training of the network. Therefore, in order to improve the robustness of classification, the LOOCV method has been adopted to evaluate the performance of the developed models. Meanwhile, it is necessary to look for effective methods to evaluate the predictive effectiveness, robustness, reliability, and accuracy for practical applications. The performance of developed models for the prediction of TVC and XLD for each meat sample was determined by the bias (B f ) and accuracy (A f ) factors, the mean relative percentage residual (MRPE) and the mean absolute percentage residual (MAPR), the root mean squared error (RMSE) and finally the standard error of prediction (SEP) [34, 35] .
Results and discussion
The final dataset consisted of 56 minced beef samples at aerobic and 56 samples at MAP conditions respectively. Information related also to sampling times was also considered for this analysis.
Classification of meat samples
The classification accuracy acquired by the AFINN model for the categorization of storage conditions (Aerobic vs. MAP) is presented in the form of a confusion matrix in Table 2 . 
The specificity index was also high, indicating satisfactory discrimination between these two classes. In addition to AFINN, an ANFIS model has been also developed to classify AIR/MAP samples. Under the same training conditions, ANFIS performed very satisfactory, its performance however was achieved with a relatively computational cost, utilising 32 fuzzy rules, using two membership functions for each input variable. An overall classification accuracy of 93.75 % resulted in 7 misclassifications. In addition to previously misclassified samples, new samples ''4A0'' and ''4M0'' were also failed to be identified. These samples correspond to AIR and MAP samples stored at 0°C, collected after 138 h of storage respectively.
Temperature identification model
The changes in microbial flora of fresh minced meat has been monitored at different storage temperatures (0-15°C) under aerobic and MAP conditions. Results from microbiological analysis, revealed that changes in Total Viable Counts follow temperature changes during storage and thus, temperature could be considered as a good indicator for meat spoilage. However, the knowledge of storage temperature is not always available, thus this issue could be considered as an obstacle for production line use.
The motivation for this research study derives from the aim to predict, for the first time, directly the storage temperature by utilising only multispectral information. Such non-invasive temperature ''measurement'' could be then utilised for the prediction of TVC and XLD levels. The accuracy acquired by an AFINN model for the temperature prediction was 93.75 % and is presented in the form of a confusion matrix in Table 3 . Seven minced meat samples were not identified properly. These include the aerobic ''1A0'', ''1A5'', ''5A10'', ''1A15'' and the MAP ''1M0'', ''1M5'', ''1M15'' samples. The ''1A0'', ''1A5'', ''1A15'' cases correspond to AIR samples stored at 0, 5 and 15°C Overall correct classification (accuracy): 95.53 % respectively and collected immediately (0 h of storage). The case ''5A10'' corresponds to an AIR sample stored at 10°C and collected at 48 h. Similarly, ''1M0'', ''1M5'', ''1M15'' cases correspond to MAP samples stored at 0, 5 and 15°C respectively and collected immediately (0 h of storage). An ANFIS model has been also developed to predict temperature levels. An overall classification accuracy of 92.85 % resulted in 8 misclassifications, as clearly shown in Table 4 . In addition to the misclassified samples which were collected immediately (0 h of storage), new samples ''9M5'' and ''13M5'' were failed also to be identified. These cases correspond to MAP samples both stored at 5°C, but collected at 282 h and 378 h respectively. Additionally, an MLP network has been implemented using the same conditions using two hidden layers (with 24 and 12 nodes respectively). Due to the usage of gradient descent learning algorithm, 20,000 epochs were applied, resulting thus a rather slow training procedure. The prediction accuracy obtained from MLP was inferior to those achieved by both AFINN and ANFIS, with an overall rate of 90.17 %.
Total viable counts identification model
AFINN models have been also constructed for TVC prediction for both Aerobic and MAP cases [36] . For each case, two simulation studies were carried out.
In the first study, AFINN's input vector consisted of the five PCs extracted from the RPCA algorithm, as well as the sampling time and temperature information, while in the second study only the extracted PCs were considered as input variables. The number of rules used in these networks was 34 and 22 for each study respectively.
Results revealed that the identification accuracy of the AFINN model was very satisfactory in the prediction of TVCs for the AIR dataset, indicating the advantage of this approach in tackling nonlinear problems, such as meat spoilage. The plot of predicted versus observed TVCs is illustrated in Fig. 5 , and shows a very good distribution around the line of equity, with almost all the data included within the ±0.5 log unit area.
Based on Fig. 5 , the ''7A5'' pattern that corresponds to a minced beef sample stored at 5°C and collected after 234 h of storage was placed outside the specified area. The performance of the AFINN model to predict TVCs in minced beef samples in terms of statistical indices is presented in Table 5 . The RMSE values of the model were very low for testing samples, with an overall indicator of 0.1673. The accuracy factor A f , which indicates the spread of results about the prediction, reveal that predicted total viable counts were 1.4 % above from the observed values for meat samples. The mean relative percentage residual index (MRPR) verified the overall under-prediction for samples (MRPR [ 0). Finally, the standard error of prediction (SEP) index was 2.049 % for the overall samples indicating a good performance of the network for microbial count predictions. In order to investigate further the capabilities of AFINN model for this specific identification problem, a second experiment was carried out, where the initial multi-AIR dataset was divided into a training subset with approx. 82 % of the data and a testing subset with the remaining 18 % (i.e. 10 samples). The performance of the AFINN model to predict TVCs in minced beef samples for this second experiment, in terms of statistical indices is also presented in Table 5 . Based on the new calculated values of the bias factor B f , it can be assumed that model has overestimated (B f [ 1) microbial population. However, a closer comparison of AFINN's performance at these two experiments reveals a problem with the limited number of samples for training. The SEP index is worse in this second case, and this reflects an open problem in learning-based systems, i.e. the need to have as large as possible training datasets.
An ANFIS and MLP models have been developed to predict TVCs utilising the same training conditions. ANFIS model performed very satisfactory, as shown in Table 6 , its performance however was achieved with a high computational cost, utilising 128 fuzzy rules and subsequently a large number of consequent parameters. After a few trials, the MLP was constructed with two hidden layers (with 12 and 10 nodes respectively) and one output node for the TVC prediction. The performance of the MLP network in predicting TVC in meat samples in terms of statistical indices is also presented in Table 6 . Although both AFINN and ANFIS share the same TSK-style architecture, the clustering component allowed AFINN to achieve a superior performance. On the other hand, the localisation spread through the membership functions, is one advantage of ANFIS and AFINN models against the classic MLP structure.
In addition to these computational intelligence structures, partial least squares (PLS) and nonlinear regression schemes have been applied to the same dataset, in order reveal the advantage of advanced learning-based methods. The PLS model was constructed using the same input vector as in the cases of AFINN, and the PLS_Toolbox software (ver. 8.0, Eigenvector.com) in association with MATLAB was used to perform the PLS analysis. The SIMPLS algorithm has been chosen as the appropriate optimisation scheme [37] . The algorithm calculates the PLS factors directly as linear combinations of the original variables. These factors are determined such as to maximize a covariance criterion, while obeying certain orthogonality and normalization restrictions. The optimal number for latent variables was set to 7. The following PLS model is associated with this specific case study.
where X 1 represents the sampling time, X 2 the temperature, and the remaining X i inputs the five PCs from the RPCA scheme. Nonlinear regression is often used to model complex phenomena which cannot be handled by the linear model. The XLSTAT (v. 2015.2) software provides such capability through the use of nonlinear regression (NLR) modelling using the nonlinear iterative partial least squares (NIPALS) algorithm. For this specific case, the following 4th order model has been constructed using XLSTAT and achieved a remarkable performance compared to PLS scheme. Its performance could be easily compared to MLP's results.
Statistical information for both NLR and PLS models is illustrated at Table 6 . However, such performance from PLS scheme was expected, as it is well known that linear PLS has some difficulties in its practical applications since most real problems are inherently nonlinear.
For the second simulation study, the input vector was consisted of the five only PCs extracted from the RPCA algorithm. The plot of predicted versus observed TVCs is illustrated in Fig. 6 , and shows a good distribution around the line of equity. The comparison of Fig. 5 with the related Fig. 6 is more than evident. One sample, the ''2A15'', is clearly outside the border line of the ±0.5 log unit area and it is associated to a meat sample stored at 15°C and collected after 12 h of storage. Three samples (i.e. ''2A10'', ''2A5'', ''4A10'') are however in the border line of the ±0.5 log unit area. ''2A5'' corresponds to a minced beef, stored at 5°C and collected after 42 h of storage, while ''2A10'' and ''4A10'' were stored at 10°C and collected after 12 h and 36 h of storage respectively. The performance of the AFINN model to predict TVCs in minced beef samples for this second simulation, in terms of statistical indices is presented in Table 7 . Based on the calculated values, undoubtedly the SEP index is worse in this second scenario, and this is mainly explained by the absence of the sampling time of meat samples from the input vector.
There is an open problem of incorporating the time into the spectral information, which could be investigated in a future research. AFINN's performance is still however superior to other applied models, especially against PLS which is considered as a standard modelling tool in food microbiology. An important advancement in food packaging techniques is the development of Modified Atmosphere Packaging (MAP). Modified atmospheric packaged foods have become increasingly more available, as food manufactures are interested for foods with extended shelf life. In addition to aerobic TVCs prediction, AFINN models have been also applied for minced beef samples packaged under modified atmosphere conditions. The plot of predicted versus observed TVCs for MAP spectra is illustrated in Fig. 7 , and shows a good distribution around the line of equity, with almost all the data included within the ±0.5 log unit area, only for the case where additional features (i.e. sampling time, temperature) were included as input variables. Based on Fig. 7 , ''2M15'' and ''14M5'' patterns were clearly outside the borderline. ''2M15'' corresponds to a minced beef sample stored at 15°C and collected after 12 h of storage, while ''14M5'' corresponds to a sample stored at 5°C and collected after 479.5 h of storage. Three samples (i.e. ''10M15'', ''12M5'', ''7M0'') were however in the border line of the ±0.5 log unit area. ''10M15'' corresponds to a minced beef, stored at 15°C and collected after 108 h of storage, while ''12M5'' was stored at 5°C and collected after 354 h. Finally, meat sample ''7M0'' corresponds to a minced beef, stored at 0°C and collected after Table 8 . The RMSE values of the AFINN model were very low, with an overall indicator of 0.22. A SEP value of 3.38 % was calculated for this specific study, which is however higher compared to the equivalent achieved SEP index for the AIR samples. Overall, a comparison against AFINN's performance for AIR case, reveal an increased level of difficulty in predicting TVCs for samples packaged in MAP conditions. Similarly to the AIR case, an experiment was carried out, where the initial multi-MAP dataset was divided into a training subset with approx. 82 % of the data and a testing subset with the remaining 18 % (i.e. 10 samples). The performance of the AFINN model to predict TVCs for this experiment, in terms of statistical indices is also presented in Table 8 . Based on the new calculated values of the bias factor B f , it can be assumed that model has under-estimated (B f \ 1) microbial population, while the SEP index was increased to 4.24 %.
Furthermore, an ANFIS and MLP model have been developed to predict TVCs for the MAP case.
Similarly to the previous aerobic case study, both ANFIS and MLP performed very satisfactory, as shown in Table 9 , MLP's performance however was achieved with a computational cost, by utilising two hidden layers (with 18 and 12 nodes respectively), while ANFIS model utilised 128 fuzzy rules. In addition to these learning-based structures, PLS and NLR schemes have been also applied to the same dataset. The following PLS regression model is associated with this MAP dataset
For this specific case, the following 5th order NLR model has been also constructed using XLSTAT 2015 and the results are also summarised at Table 9 . 
AFINN model was also tested with the reduced input vector for this MAP study. The plot of predicted versus observed TVCs is illustrated in Fig. 8 , and shows a distribution around the line of equity, with eleven samples placed however outside the ±0.5 log unit area. This specific plot, compared with the equivalent for aerobic case, reveals the difficulty in predicting correctly meat samples under MAP conditions. Five patterns (i.e. ''2M15'', ''4M15'', ''5M15'', ''7M15'', ''11M15'') were associated to meat samples stored at 15°C and collected after 12 h, 36 h, 48 h, 72 h and 120 h respectively. Three patterns (i.e. ''4M5'', ''9M5'', ''13M5'') were associated to meat samples stored at 5°C and collected after 138 h, 282 h and 378 h respectively. Two patterns (i.e. ''4M0'', ''8M0'') were associated to meat samples stored at 0°C and collected after 138 h and 258 h respectively. Finally, one pattern, ''4M10'', was associated to meat samples stored at 10°C and collected after 36 h of storage.
The performance of AFINN model to predict TVCs in minced beef samples for this MAP case study, in terms of statistical indices is presented in Table 10 . The sole use of PCs in the input vector resulted in a severe deterioration of the prediction accuracy, as clearly shown by all statistical indices. Table 10 , however, reveals an additional important issue. Both neurofuzzy schemes (i.e. AFINN and ANFIS) managed to keep their SEP index below to 10 %, while in the same time, the MLP neural network achieved a not satisfactory prediction performance. In fact, MLP's performance could be comparable to the one achieved by the NLR scheme which has been also applied to the same dataset.
Salmonella identification model
Finally, two AFINN models have been developed for the prediction of growth levels of Salmonella (XLD) for both AIR and MAP conditions. The number of rules created by the clustering unit in these two AFINN networks was 28 and 32 for AIR and MAP cases respectively. Results revealed that the accuracy of the AFINN model was very satisfactory in the prediction of XLD for the AIR dataset. The plot of predicted versus observed XLD is illustrated in Fig. 9 , and shows a very good distribution around the line of equity, with all the data included within the ±0.5 log unit area. Based on Fig. 9 , an excellent fitting has been achieved for the minced samples stored at 15°C and 10°C. This can be also verified through the statistical indices which are presented in Table 11 .
Based on the calculated values, the SEP index is very low for these temperatures, while the overall SEP value is considered as acceptable for this specific problem, taking into account the XLD growth graphs at Fig. 1 . Furthermore, ANFIS and MLP models have been developed to predict XLD for the aerobic case. Similarly to the previous aerobic case studies, both ANFIS and MLP performed very satisfactory, as shown in Table 11 .
The prediction of salmonella growth levels under MAP conditions, proved to be less accurate from the equivalent AIR case, similarly to the previous TVC predictions. The plot of predicted versus observed XLD is illustrated in Fig. 10 and shows a good distribution around the line of equity, with all the data, except one, included within the ±0.5 log unit area. Based on Fig. 10 , an excellent fitting has been achieved for the minced samples stored at 15°C.
The performance of the AFINN model to predict XLD in minced beef samples for this MAP case study, in terms of statistical indices is presented in Table 12 . ANFIS model performed very satisfactory, achieving a comparable to AFINN's SEP prediction. 6 Conclusions
In conclusion, this simulation study demonstrated the effectiveness of the detection approach based on multispectral imaging which in combination with a learningbased identification model could be considered as an alternative technique for monitoring meat spoilage. Although MLP and PLS schemes have already been applied to similar multispectral/hyperspectral studies, the exploitation of neurofuzzy models for this specific imaging related application is completely novel and this is the main contribution of this paper. The realization of AFINN model follows the classic TSK structure, incorporating however a clustering unit in the fuzzification section and an additional internal competitive clustering layer. Overall prediction for TVC and XLD cases has been considered as very satisfactory, although lower performance was observed especially for the MAP cases. ANFIS's prediction performance appeared to be comparable to AFINN's case; however such results were achieved with huge expensive computational cost. Prediction performances of MLP, and PLS schemes revealed the deficiencies of these systems which have been used extensively in the area of Food Microbiology. The problem of small amount of real experimental dataset has been tackled in this paper through the LOOCV approach.
Research work is in progress to generate ''virtual'' data from limited experimental spectral samples based on a modified version of the mega-trend-diffusion technique [38] . Future work will be also focused on incorporating in the decision support system information from additional sensors, such as FTIR.
