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Abstract—In this study we establish connections between
asymptotic functions and properties of solutions to important
problems in wireless networks. We start by introducing a class
of self-mappings (called asymptotic mappings) constructed with
asymptotic functions, and we show that spectral properties of
these mappings explain the behavior of solutions to some max-
min utility optimization problems. For example, in a common
family of max-min utility power control problems, we prove
that the optimal utility as a function of the power available to
transmitters is approximately linear in the low power regime.
However, as we move away from this regime, there exists a
transition point, easily computed from the spectral radius of
an asymptotic mapping, from which gains in utility become
increasingly marginal. From these results we derive analogous
properties of the transmit energy efficiency. In this study we
also generalize and unify existing approaches for feasibility
analysis in wireless networks. Feasibility problems often reduce
to determining the existence of the fixed point of a standard
interference mapping, and we show that the spectral radius of an
asymptotic mapping provides a necessary and sufficient condition
for the existence of such a fixed point. We further present a result
that determines whether the fixed point satisfies a constraint given
in terms of a monotone norm.
Index Terms—Utility optimization, fixed point algorithms,
interference functions, asymptotic mappings, nonconvex opti-
mization, power control, interference management
I. INTRODUCTION
Asymptotic functions play a prominent role in nonlinear
analysis [1], [2], an area widely used to address important
problems in wireless communications. However, with few
exceptions [3], [4], asymptotic functions rarely appear in
This work was supported by a Nokia University Donation.
studies on wireless networks, so these functions have not been
fully exploited in the context of wireless systems. A fact that
may partially explain the absence of asymptotic functions in
studies on wireless networks is the difficulty of obtaining
simple analytic representations of these functions if we depart
from the field of convex analysis. However, as we prove in this
study, the same analytic simplification that is applied to com-
pute asymptotic functions associated with convex functions
can also be used to compute asymptotic functions associated
with, among others, the well-known standard interference
functions [5], which have been extensively used in applications
in wireless networks [3], [4], [6]–[12]. The problems being
solved in these applications can often be formalized as fixed
point problems, feasibility problems, or optimization problems
involving (self)-mappings constructed with standard interfer-
ence functions. By computing the asymptotic function of each
coordinate of these mappings, we introduce the hereafter called
asymptotic (self-)mappings, which are shown to belong to a
class of mappings that has received a great deal of attention
from the mathematical literature [13]–[19].
Asymptotic mappings set the stage for the next main con-
tributions of this study. In particular, we show that asymptotic
mappings are useful to obtain rigorous insights into properties
of the solutions to some problems in wireless networks, and
we note that some of these properties have been proved on
a case-by-case basis or only observed in simulations. For
example, building upon the results in [10], we use the concept
of (nonlinear) spectral radius (see Definition 5) of asymptotic
mappings to derive upper bounds for both the utility and
the efficiency (e.g, rate over power) of solutions to some
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2max-min utility optimization problems. These bounds are
simple functions of the budget p¯ (e.g., the power) available to
transmitters, and they are asymptotically tight. Furthermore, all
constants are known, so, in standard power control problems,
the bounds are particularly useful to determine a transition
point (e.g., a power budget) that gives a coarse indication of
whether a wireless network is operating in a noise-limited
regime or in an interference-limited regime. Moreover, they
reveal that the network utility and the efficiency scale as
Θ(1) and Θ(1/p¯), respectively, as p¯ → ∞ (see Sect. II for
the formal definition of the big-Θ notation). Analogously, as
p¯ → 0+, the bounds show that the network utility and the
efficiency scale as Θ(p¯) and Θ(1), respectively.
As a further application of asymptotic mappings, we demon-
strate that their spectral radius can be used to unify and
generalize existing results in [3], [6], [7], [20]–[22] related
to feasibility of network designs. Formally, feasibility studies
typically amount to determining whether a standard interfer-
ence mapping has a fixed point, and previous studies have
obtained necessary and sufficient conditions by assuming the
interference mappings to be affine [7, Ch. 2] [22, Sect. 2.5.2],
to be concave [3], or to take a very special form [20], [21].
Here we remove all these assumptions. We derive a simple
necessary and sufficient condition for the existence of the
fixed point of an arbitrary (continuous) standard interference
mapping. By doing so, previous results in the literature can
be seen as corollaries of our result, which can also be used in
the analysis of existing interference models that do not satisfy
the assumptions required by previous mathematical tools. In
addition, to study the feasibility of network designs with power
constraints, we show a simple result that provides us with
information about the location of the fixed point. All the theory
developed here is illustrated in network problems involving
the well-known load coupled interference model investigated
in [8], [9], [11], [20], [21], [23], [24], among other studies.1
This study is structured as follows. In Sect. II we intro-
1A conference version of this study appeared in [25], and some proofs have
been partially available in the accompanying unpublished technical reports in
[26], [27]. In particular, the latter reference shows similar bounds on the utility
and efficiency of solutions to utility max-min problems. However, unlike the
bounds shown in the next sections, those in [27] are not necessarily asymp-
totically tight, and they are only valid for concave mappings. Furthermore,
the results in [27] do not establish connections between the spectral radius
of nonlinear mappings and problems in network max-min utility optimization
and feasibility analysis.
duce notation, review existing mathematical results in the
literature, obtain the first main technical contribution of this
study (Proposition 1), and prove auxiliary results necessary
for the following sections. Sect. III and Sect. IV provide
novel insights into properties of general classes of problems
common in wireless networks. Concrete applications of the
theory developed here are shown in Sect. V.
II. MATHEMATICAL PRELIMINARIES
The objective of this section is to develop part of the
mathematical machinery required for the applications in this
study. We further introduce notation and results in mathematics
that are necessary to keep the presentation as self-contained
as possible. The main technical contribution of this section is
Proposition 1, which shows properties of asymptotic functions
(Definition 1) associated with classes of interference functions
(Definition 2) that are common in problems in wireless net-
works. These properties enable us to introduce a simple self-
mapping, hereafter called asymptotic mapping (Definition 4),
associated with classes of self-mappings that have been used
to analyze and optimize wireless networks for many years.
As shown later in this study, spectral properties of asymptotic
mappings lead to results that unify existing approaches in the
literature (see, for example, Proposition 4 and Proposition 5),
and they also provide us with valuable insights into the
behavior of wireless networks (see Sect. III).
We now turn our attention to the standard notation and
definitions used in this study. By R+ and R++ we denote the
sets of, respectively, nonnegative reals and positive reals. The
(effective) domain of a function f : RN → R ∪ {−∞,∞}
is given by dom f := {x ∈ RN | f(x) < ∞}, and f
is proper if dom f 6= ∅ and (∀x ∈ RN ) f(x) > −∞. A
function f : RN → R ∪ {−∞,∞} is positively homogeneous
if 0 ∈ dom f and (∀x ∈ RN )(∀α > 0)f(αx) = α f(x). We
say that a proper function f : RN → R ∪ {∞} is continuous
if restricted to C ⊂ dom f ⊂ RN if (∀x ∈ C)(∀(xn)n∈N ⊂
C) limn→∞ xn = x⇒ limn→∞ f(xn) = f(x), and we write
limn→∞ xn = x if limn→∞ ‖xn − x‖ = 0 for some (and
hence for every) norm ‖ · ‖ in RN . The notions of upper and
lower semicontinuity for proper functions f : RN → R∪{∞}
restricted to sets C ⊂ dom f ⊂ RN are defined similarly.
Given two functions f : R+ → R+ and g : R+ → R+ we say
that f scales as Θ(g(x)) as x→∞ (or, in set notation, f(x) ∈
Θ(g(x)) as x → ∞) if (∃k0 ∈ R++)(∃k1 ∈ R++)(∃x0 ∈
3R++)(∀x ∈ R+)x ≥ x0 ⇒ k0g(x) ≤ f(x) ≤ k1g(x). If g is
a constant function, then we use the convention f(x) ∈ Θ(1).
The scaling of functions for x → 0+ is defined similarly.
We consider a positive neighborhood of zero in the above
definition.
Given an arbitrary pair of vectors (x,y) ∈ RN × RN , the
inequality x ≤ y should be understood coordinate-wise. A
norm ‖ · ‖ in RN is said to be monotone if (∀x ∈ RN )(∀y ∈
RN ) 0 ≤ x ≤ y ⇒ ‖x‖ ≤ ‖y‖, and we refer readers to
[28] for nonequivalent notions of monotonicity that are also
common in the literature. By (·)t we denote the transpose of
a vector or matrix.
For clarity of exposition, we say that T : C → D is a
mapping only if D ⊂ C ⊂ RN . In other cases, we use the
word function. The set of fixed points of a mapping T : C →
C, C ⊂ RN , is denoted by Fix(T ) := {x ∈ C | x = T (x)}.
If C ⊂ RN is a convex set, we say that a mapping T : C →
RN : x 7→ [t1(x), · · · , tN (x)] is concave if the function ti :
C → R is concave for every i ∈ {1, . . . , N}. Given a mapping
T : C → C, we denote by Tn the n-fold composition of T
with itself.
The fundamental mathematical tool used in this study is
the analytic representation of asymptotic functions, which we
state as a definition:
Definition 1 ( [1, Theorem 2.5.1] Asymptotic function) The
asymptotic function associated with a proper function f :
RN → R ∪ {∞} is the function given by
f∞ : RN → R ∪ {−∞, ∞} : x 7→ lim inf
h→∞,y→x
f(hy)/h,
or, equivalently,
f∞ : RN → R ∪ {−∞, ∞}
x 7→ inf
{
lim inf
n→∞
f(hnxn)
hn
| hn →∞, xn → x
}
,
where (xn)n∈N and (hn)n∈N are sequences in RN and R,
respectively.
Obtaining asymptotic functions associated with arbitrary
proper functions directly from the definition can be difficult,
but we show in the next subsection that, for some functions
that are common in network feasibility and optimization prob-
lems (more precisely, for the functions in Definition 2 below),
their associated asymptotic functions are easy to compute [see,
in particular, Proposition 1(i)].
A. Interference functions
The main contributions of this study are obtained from
fundamental properties of the following classes of interference
functions:
Definition 2 Consider the following statements for a (proper)
function f : RN → R+ ∪ {∞} with domf = RN+ :
[P1] (Scalability) (∀x ∈ RN+ ) (∀α > 1) αf(x) > f(αx).
[P2] (Weak scalability) (∀x ∈ RN+ ) (∀α ≥ 1) αf(x) ≥
f(αx).
[P3] (Homogeneity) (∀α ≥ 0) (∀x ∈ RN+ ) f(αx) = αf(x).
[P4] (Monotonicity) (∀x1 ∈ RN+ ) (∀x2 ∈ RN+ ) x1 ≥ x2 ⇒
f(x1) ≥ f(x2).
If (P1) and (P4) are satisfied, then f is said to be a standard
interference (SI) function [5]. If (P2) and (P4) are satisfied,
then f is said to be a weakly standard interference (WSI)
function. If (P3) and (P4) are satisfied, then f is said to be a
general interference (GI) function [6, p. 4]. 2
We now show some useful relations among the classes of
functions in Definition 2 and also among classes of self-
mappings constructed with these functions. We start with a
lemma that can be easily proved by replacing strict inequalities
with weak inequalities in the proof of [3, Proposition 1].
Details of the proof are omitted for brevity.
Lemma 1 Let f : RN+ → R+ be a nonnegative concave (NC)
function. Consider the extension given by
f˜ : RN → R+ ∪ {∞} : x 7→
f(x), if x ∈ RN+∞, otherwise. (1)
Then f˜ : RN → R+∪{∞} is a WSI function. In particular, if
the range of f is in the set of positive reals [or, equivalently,
f : RN+ → R++ is a positive concave (PC) function], then f˜
is a SI function.
The functions in Definition 2 are typically used to con-
struct self-mappings that have many applications in wireless
networks (see, for example [3], [5]–[7], [9], [10]). In particular,
in this study we consider the following mappings:
Definition 3 Given N ∈ N functions fi : RN+ → R+,
i ∈ {1, . . . , N}, we say that the self-mapping T : RN+ → RN+ :
2In the original definition in [6, p. 4], general interference functions should
also satisfy f(x) > 0 for some x ∈ RN++, but we do not impose this
requirement here.
4Fig. 1: Subclasses of weakly standard interference mappings.
x 7→ [f1(x), . . . , fN (x)] is a weakly standard interference
mapping (WSI mapping) if all coordinate functions f1, . . . , fN
extended as done in (1) are WSI functions. Standard inter-
ference mappings (SI mappings), general interference map-
pings (GI mappings), nonnegative concave mappings (NC
mappings), and positive concave mappings (PC mappings)
are defined similarly [NOTE: for NC and PC mappings, only
the domain RN+ is considered to determine concavity of the
extensions in (1)].
For convenience, denote by FWSI, FSI, FGI, FNC, and
FPC the sets of, respectively, WSI mappings, SI mappings,
GI mappings, NC mappings, and PC mappings. The following
relations follow directly from the definitions of the mappings:
FSI ⊂ FWSI, FGI ⊂ FWSI, and FPC ⊂ FNC. Furthermore,
by Lemma 1, we have FPC ⊂ FSI ⊂ FWSI and FNC ⊂ FWSI.
Moreover, [29, Lemma 1] [see Fact 1(i) below] and the
homogeneity of general interference functions imply that the
sets FSI and FGI are disjoint. For easy of reference, in Fig. 1
we related these sets of mappings with a simple diagram,
and, for concreteness, in Example 1 we show that the above
mappings are common in problems in wireless networks.
Example 1 Consider the uplink of a network with one base
station and N transmitters represented by the elements of
the set K = {1, . . . , N}. Assume that all users share the
same wireless resources. Denote by (pk)k∈K ∈ RN++ and by
(gk)k∈K ∈ RN++, respectively, the power and the pathloss
of the transmitters. A widely used performance measure
indicating the quality of the wireless links is the signal-
to-interference-plus-noise ratio (SINR), which, for the kth
user, is given by γk := pkgk/(
∑
j∈K\{k} pjgj + σk), where
σk ∈ R+ is the noise power. By rearranging terms of the
definition of the SINR, we verify that (∀k ∈ K) pk =
(γk/gk)(
∑
j∈K\{k} pjgj + σk), and we conclude that the
power vector p = [p1, . . . , pN ]t is a fixed point of the affine
mapping T : RN+ → RN+ : p 7→ [t1(p), . . . , tN (p)]t, where
(∀k ∈ K) tk(p) = (γk/gk)(
∑
j∈K\{k} pjgj + σk). This
mapping can be equivalently written as (∀p ∈ RN+ ) T (p) =
Ap + u, where u = [σ1, . . . , σN ]t ∈ RK+ , and A ∈ RN×N+
is a matrix constructed with the SINR values (γk)k∈K and
the pathloss (gk)k∈K. Regardless of the values taken by the
matrix A ∈ RN×N+ and by the vector u ∈ RN+ , the mapping
T is a member of FNC, and hence also of FWSI. If u = 0,
as commonly used in signal-to-interference (SIR) balancing
problems [6, Ch. 6], the mapping T is also a member of FGI,
but not of FSI. If u ∈ RN++, we have a positive concave
mapping (i.e., T ∈ FPC), and the mapping T is a member
of FSI, but not of FGI. For u ∈ RN+\RN++ with u 6= 0, the
mapping T is a member of neither FSI nor FGI.
Here, particular focus is devoted to mappings in FSI, which
have some useful properties that we extensively use in the
proof of our main contributions:
Fact 1 (Selected properties of mappings in FSI) Let T :
RN+ → RN+ be a mapping in FSI. Then each of the following
holds:
(i) (∀x ∈ RN+ ) T (x) ∈ RN++.
(ii) Fix(T ) is either a singleton or the empty set.
(iii) If x ∈ RN+ satisfies T (x) ≥ x (respectively, T (x) ≤ x),
then the vector sequence (xn := Tn(x))n∈N is nonde-
creasing (respectively, nonincreasing) in each coordinate.
(iv) Assume that Fix(T ) 6= ∅. Given an arbitrary vector
x ∈ RN+ , we have limn→∞ Tn(x) = u ∈ Fix(T ).
(v) Fix(T ) 6= ∅ if and only if there exists x ∈ RN+ satisfying
T (x) ≤ x.
The proof of Fact 1(i) is found in [29, Lemma 1], and the
proof of the remaining properties is found in [5]. Hereafter, to
emphasize Fact 1(i), we often write T : RN+ → RN++ (instead
of T : RN+ → RN+ ) when dealing with mappings in FSI.
In the next sections, we derive properties of solutions to
problems involving continuous mappings in FSI by, first, as-
sociating these mappings to mappings in FGI and by, second,
studying properties of the mappings in FGI. Although the sets
FSI and FGI are disjoint, the mappings in these two sets have
in common all properties that are valid for mappings in FWSI
(see Fig. 1). Therefore, we can avoid duplication of effort to
prove these common properties by using mappings in FWSI,
or their generating coordinate functions, in the statements of
5our results. For example, the next lemma shows properties that
are valid for both SI and GI functions. It is a slight extension
of results shown in [30, Lemma 2], so we omit the proof for
brevity.
Lemma 2 Let f : RN → R+∪{∞} be a WSI function. Then
we have each of the following:
(i) (∀x ∈ RN+ )(∀α ∈ ]0, 1[) f(αx) ≥ αf(x), with strict
inequality if f is also a SI function.
(ii) (∀x ∈ RN+ )(∀α1 ∈ R++)(∀α2 ∈ R++)
α2 > α1 ⇒ 1
α1
f(α1x) ≥ 1
α2
f(α2x), where the last
inequality is strict if f is also a SI function.
(iii) (∀x ∈ RN+ ) limh→∞ f(hx)/h ∈ R+ (i.e., the limit exists
for every x ∈ RN+ ).
We now have all ingredients to prove the first main contribu-
tion of this study. More precisely, Proposition 1 establishes the
connection between Lemma 2(iii) and asymptotic functions.
This connection is of practical significance because it reveals
that a useful simplification for the computation of f∞ if f is
convex [1, Corollary 2.5.3] is also available if f belongs to a
class of functions that are not necessarily convex or concave,
as common in problems in wireless networks.
Proposition 1 The asymptotic function f∞ : RN → R∪{∞}
associated with a WSI function f : RN → R+ ∪ {∞} has the
following properties:
(i) (∀x ∈ RN+ ) f∞(x) = limh→∞ f(hx)/h ∈ R+.
(ii) f∞ is lower semicontinuous and positively homogeneous.
If f is in addition continuous if restricted to the nonnegative
orthant RN+ , then f∞ is continuous if restricted to the non-
negative orthant RN+ .
(iii) [Monotonicity] (∀x1 ∈ RN+ ) (∀x2 ∈ RN+ ) x1 ≥ x2 ⇒
f∞(x1) ≥ f∞(x2).
(iv) Let x ∈ RN+ be arbitrary. If f is continuous if restricted to
RN+ , then f∞(x) = limn→∞ f(hnxn)/hn for all sequences
(xn)n∈N ⊂ RN+ and (hn)n∈N ⊂ R++ such that limn→∞ xn =
x and limn→∞ hn =∞.
(v) If f is also concave if restricted to RN+ , then f∞ is concave
if restricted to RN+ .
Proof: (i) The inequality (∀x ∈ RN+ ) f∞(x) ≤
limh→∞ f(hx)/h ∈ R+ is immediate from Lemma 2(iii) and
the definition of asymptotic functions, so it is sufficient to
prove that (∀x ∈ RN+ ) f∞(x) ≥ limh→∞ f(hx)/h to obtain
the desired result.
Let α ∈ ]0, 1[ be arbitrary. From definition of asymptotic
functions, we know that, for x ∈ RN+ arbitrary, there exist
a sequence (xn)n∈N ⊂ RN+ and an increasing sequence
(hn)n∈N ⊂ R++ such that f∞(x) = limn→∞ f(hnxn)/hn,
limn→∞ xn = x, and limn→∞ hn = ∞. Therefore, as an
implication of limn→∞ xn = x ∈ RN+ , we have αx ≤
xn for every n ≥ L with L ∈ N sufficiently large.
Lemma 2(i) and the monotonicity of WSI functions yield
(∀n ≥ L) αf(hnx)/hn ≤ f(αhnx)/hn ≤ f(hnxn)/hn.
Taking the limit as n→∞ and considering Lemma 2(iii), we
verify that
α lim
n→∞
f(hnx)
hn
= α lim
h→∞
f(hx)
h
≤ f∞(x). (2)
By letting α → 1−, (2) shows that f∞(x) ≥
limh→∞ f(hx)/h ≥ 0, which completes the proof.
(ii) The first part follows directly from [1, Proposi-
tion 2.5.1(a)], which states that asymptotic functions asso-
ciated with proper functions are lower semicontinuous and
positively homogeneous. To prove the second part, assume that
f is continuous if restricted to RN+ , and let (hn)n∈N ⊂ R++ be
an arbitrary increasing sequence such that limn→∞ hn = ∞.
For each n ∈ N, define gn : RN+ → R+ : x 7→ f(hnx)/hn,
and note that continuity of f if restricted to RN+ implies that gn
is also continuous. The property in (i) and Lemma 2(ii)-(iii)
imply that (∀x ∈ RN+ )f∞(x) = infn∈N gn(x). This shows
that, if restricted to RN+ , f∞ is the pointwise infimum of
continuous functions, so f∞ is upper semicontinuous (see [31,
Lemma 1.26]), in addition to being lower semicontinuous as
already shown. Therefore, f∞ restricted to RN+ is continuous.
(iii) Let (hn)n∈N ⊂ R++ be an arbitrary monotone se-
quence such that limn→∞ hn = ∞. If x1 ≥ x2 ≥ 0, the
monotonicity property of WSI functions shows that (∀n ∈
N) f(hnx2)/hn ≤ f(hnx1)/hn. Now let n→∞ and use the
property in (i) to obtain the desired result f∞(x2) ≤ f∞(x1).
(iv) Let the arbitrary sequences (xn)n∈N ⊂ RN+ and
(hn)n∈N ⊂ R++ satisfy limn→∞ xn = x and limn→∞ hn =
∞. Denote by 1 ∈ RN the vector of ones. As a consequence
of limn→∞ xn = x, we know that
(∀ > 0)(∃L ∈ N)(∀n ≥ L) xn ≤ x+ 1. (3)
As a result, for every  > 0, we have
f∞(x)
(a)
≤ lim inf
n→∞
1
hn
f(hnxn)≤ lim sup
n→∞
1
hn
f(hnxn)
(b)
≤ lim sup
n→∞
1
hn
f(hn(x+ 1))
(c)
= f∞(x+ 1), (4)
6where (a) follows from the definition of asymptotic functions,
(b) follows from (3) and monotonicity of f , and (c) is a
consequence of the property we proved in (i). By assumption,
f restricted to RN+ is continuous, so f∞ restricted to RN+ is also
continuous as shown in (ii). Therefore, by (4) and continuity
of f∞ if restricted to RN+ , we have
f∞(x)≤ lim inf
n→∞
1
hn
f(hnxn)≤ lim sup
n→∞
1
hn
f(hnxn)
≤ lim
→0+
f∞(x+ 1) = f∞(x),
which implies that limn→∞ f(hnxn)/hn = f∞(x).
(v) The proof follows directly from the definition of
concave functions and (i). 
The results in the previous proposition enable us to intro-
duce a new mapping (or a transform) that plays a key role in
this study:
Definition 4 (Asymptotic mappings) Let T : RN+ → RN+ :
x 7→ [t(1)(x), · · · , t(N)(x)] be a mapping in FWSI, where
t(i) : RN+ → R+ for each i ∈ {1, . . . , N}. The asymptotic
mapping T∞ : RN+ → RN+ associated with T ∈ FWSI
is defined to be the mapping given by T∞ : RN+ →
RN+ : x 7→ [t˜(1)∞ (x), · · · , t˜(N)∞ (x)], where, for each i ∈
{1, · · · , N}, t˜(i)∞ is the asymptotic function associated with
t˜(i) : RN → R+ ∪ {∞} : x 7→
t(i)(x), if x ∈ RN+∞ otherwise .
As shown in Remark 1 and Example 2 below, asymptotic
mappings can be conveniently obtained by using Proposi-
tion 1(i), possibly combined with the standard L’Hoˆpital’s rule:
Remark 1 Let T : RN+ → RN+ be an arbitrary mapping in
FWSI. Then, by Proposition 1(i), we have
(∀x ∈ RN+ ) T∞(x) = lim
h→∞
((1/h) T (hx)). (5)
Example 2 Let α ∈ R+ be fixed and define
fα : R2+ → R++ : (x1, x2) 7→ ln(1 + x2) + αx1 + 0.1
and g : R2+ → R++ : (x1, x2) 7→
√
x1 + x2 + 1.
Consider the mapping given by (∀x ∈ R2+) Tα(x) =
[fα(x1, x2), g(x1, x2)]
t, where [x1, x2]t := x. We can
verify that Tα is a positive concave mapping, so it is
a member of FSI (see Fig. 1). Using Remark 1 and
L’Hoˆpital’s rule, we deduce (∀x ∈ R2+) (Tα)∞(x) =
limh→∞ [fα(hx1, hx2)/h, g(hx1, hx2)/h]t =
limh→∞
[
d
dh
fα(hx1, hx2),
d
dh
g(hx1, hx2)
]t
= Ax,
where A =
[
α 0
0 0
]
.
The study in [32] (see also [6, Theorem 2.14]) has shown
that standard interference mappings and general interference
mappings are deeply connected. The next corollary, an im-
mediate application of Proposition 1(i)-(iii), establishes an
alternative view of this connection, this time using the con-
cept of asymptotic mappings in Definition 4. In particular,
Corollary 1(iii) shows that general interference mappings can
be seen as asymptotic mappings associated with standard
interference mappings.
Corollary 1 (i) Mappings in FGI and their asymptotic map-
pings are the same; i.e.,
(∀T ∈ FGI)(∀x ∈ RN+ ) T∞(x) = T (x).
(ii) Denote by F∞ := {T∞ | T ∈ FWSI} the set of all
asymptotic mappings associated with WSI mappings. Then
F∞ = FGI.
(iii) Every mapping G : RN+ → RN+ in FGI is the asymptotic
mapping T∞ : RN+ → RN+ associated with a (nonunique)
mapping T : RN+ → RN++ in FSI; i.e.,
(∀G ∈ FGI)(∃T ∈ FSI)(∀x ∈ RN+ ) G(x) = T∞(x).
In particular, let G ∈ FGI and u ∈ RN++ be arbitrary. Then G
is the asymptotic mapping associated with T : RN+ → RN++ :
x 7→ G(x) + u. The mapping T constructed in this way is a
member of FSI, and T is continuous if G is continuous.
B. Eigenvalues, eigenvectors, and spectral radius of possibly
nonlinear mappings
As shown in [4], [10], [27], [33]–[37], among other studies,
some optimization and feasibility problems in wireless net-
works reduce to computing eigenvectors and eigenvalues of
possibly nonlinear mappings T : RN+ → RN+ such as those in
Definition 3, and we say that x ∈ RN+\{0} is an eigenvector
associated with an eigenvalue λ ∈ R+ if T (x) = λx.
Therefore, we should expect the behavior of many wireless
transmission schemes to be deeply connected with spectral
properties of the mappings in Definition 3. In this subsection,
we lay the foundations to establish novel connections of this
type. We start by recalling the following known result:
7Fact 2 ( [10], [16]) Let ‖ · ‖ be a monotone norm. Assume
that T : RN+ → RN+ satisfies at least one of the properties
below:
(a) T ∈ FSI;
(b) T ∈ FNC and, for every x ∈ RN+\{0}, there exists m ∈ N
such that Tn(x) > 0 for all n ≥ m (these mappings are said
to be primitive).
Then each of the following holds:
(i) There exists a unique solution (x?, λ?) ∈ RN++ × R++ to
the conditional eigenvalue problem
Problem 1 Find (x, λ) ∈ RN+ × R+ such that T (x) = λx
and ‖x‖ = 1.
(ii) The sequence (xn)n∈N ⊂ RN+ generated by
xn+1 = T
′(xn) :=
1
‖T (xn)‖T (xn), x1 ∈ R
N
++, (6)
converges to the uniquely existing vector x? ∈ Fix(T ′) :=
{x ∈ RN+ | x = T ′(x)}, which is also the vector x? of
the tuple (x?, λ?) that solves Problem 1. Furthermore, the
sequence (λn := ‖T (xn)‖)n∈N ⊂ R++ converges to λ?.
To bound conditional eigenvalues of mappings in FSI, we
can use the next lemma.
Lemma 3 Let T : RN+ → RN++ be a mapping in FSI and ‖ ·‖
an arbitrary monotone norm. If (x′, λ′) ∈ RN+ × R+ satisfies
T (x′) ≥ λ′x′ and ‖x′‖ = 1, then the scalar λ? of the solution
(x?, λ?) ∈ RN++ × R++ to Problem 1 satisfies λ? ≥ λ′.3
Proof: Since T ∈ FSI, Fact 2 implies that the solution
(x?, λ?) ∈ RN++ × R++ to Problem 1 exists, and x? is a
fixed point of the mapping
Tλ? : RN+ → RN++ : x 7→
1
λ?
T (x).
Furthermore, we also verify uniqueness of the fixed point (i.e.,
Fix(Tλ?) = {x?}) by recalling that mappings in FSI are
closed under multiplication by positive scalars and that these
mappings have at most one fixed point [Fact 1(ii)]. Now we
prove the lemma by contradiction. Assume that λ′ > λ?. Then,
by T (x′) ≥ λ′x′, we have
Tλ?(x
′) =
1
λ?
T (x′) ≥ λ
′
λ?
x′ ≥ x′,
which, together with Fact 1(iii)-(iv), implies
x′ ≤ x? ∈ Fix(Tλ?). Monotonicity of T shows that
3See [17, Lemma 3.2] for a related result concerning mappings in FGI.
λ′x′ ≤ T (x′) ≤ T (x?) = λ?x?, and, from the monotonicity
of the norm ‖ · ‖, we obtain λ′ = λ′‖x′‖ ≤ λ?‖x?‖ = λ?,
which contradicts λ′ > λ?. As a result, we must have
λ′ ≤ λ?. 
Many contributions in the next sections are heavily based
on the notion of spectral radius of continuous mappings in
the set FGI, or, equivalently, the set of continuous asymptotic
mappings [see Corollary 1(ii)]. The spectral radius of these
possibly nonlinear mappings is defined as follows:
Definition 5 ( [17, Definition 3.2] Spectral radius) Let T :
RN+ → RN+ be a continuous mapping in FGI. The spectral
radius of T is defined to be
ρ(T ) := sup{λ ∈ R+ | (∃x ∈ RN+\{0}) T (x) = λx} ∈ R+.
(7)
It is well known that there always exists a (not necessarily
unique) normalized eigenvector associated with the spectral
radius of continuous mappings in FGI. For later reference, we
formally state this result below.
Fact 3 ( [18, Proposition 5.3.2(ii)] and [18, Corollary 5.4.2])
Let T : RN+ → RN+ be a continuous mapping in FGI. Then, for
any norm ‖ · ‖, there exists x? ∈ C := {x ∈ RN+ | ‖x‖ = 1}
such that T (x?) = ρ(T )x?.
For the notion of (nonlinear) spectral radius to be useful
in real-world applications, we require efficient means for its
computation. To this end, we can use the fixed point iterations
in (6) as shown in Remark 2 below, which is based on the
following known result:
Fact 4 [17, Lemma 3.3] Assume that T ∈ FGI is continuous.
Let (x, λ) ∈ RN++ × R+ satisfy T (x) ≤ λx. Then ρ(T ) ≤ λ.
Remark 2 Let T∞ : RN+ → RN+ be an asymptotic map-
ping associated with a continuous mapping T ∈ FWSI. By
Proposition 1(ii), we know that T∞ is continuous, and, by
Corollary 1, we have T∞ ∈ FGI. Now assume that the
sequence (xn) ⊂ RN+ generated by (∀n ∈ N) xn+1 :=
(1/‖T∞(xn)‖) T∞(xn), where x1 ∈ RN+\{0} and ‖ · ‖ is
a monotone norm, converges to a positive vector x? ∈ RN++
(see Fact 2 for sufficient conditions). By continuity of T∞,
we deduce x? := T∞(x?)/‖T∞(x?)‖, and we conclude that
8ρ(T∞) = ‖T∞(x?)‖ by Fact 4 and the definition of the
spectral radius.
III. PROPERTIES OF SOME MAX-MIN UTILITY
MAXIMIZATION PROBLEMS INVOLVING STANDARD
INTERFERENCE MAPPINGS
We now use the mathematical machinery introduced in
the previous section to obtain valuable insights into solutions
to the following subclass of utility optimization problems
originally studied in [10]:
Problem 2 (Canonical network utility maximization problem)
maximizep,u u
subject to p ∈ Fix(uT ) := {p ∈ RN+ | p = uT (p)}
‖p‖a ≤ p¯
p ∈ RN+ , u ∈ R++,
(8)
where p¯ ∈ R++ is a design parameter hereafter called budget,
‖ · ‖a is a monotone norm, and T : RN+ → RN++ is a mapping
in FSI.
Note that well-known (weighted) max-min utility optimiza-
tion problems reduce to particular instances of (8), and the
studies in [34]–[36] show simple techniques that can be
adapted to identify max-min utility optimization problems
that can be posed in the canonical form. Examples of these
problems include the (max-min) rate optimization in load
coupled networks [4], [38], the joint optimization of the uplink
power and the cell assignment [33], the joint optimization
of the uplink power and the receive beamforming vectors [6,
Sect. 1.4.2], and many of the applications described in [34]–
[36].
Typically, in network utility maximization problems written
in the canonical form (8), the optimization variable p corre-
sponds to the transmit power or load of network elements (e.g.,
base stations or user equipment); the optimization variable u,
hereafter called utility, is the common desired rate or SINR of
the users; T is a known mapping that captures the interference
coupling among network elements; and the norm ‖ · ‖a is
chosen based on the physical limitations of network elements.
For example, assuming p to be a power vector, we can use
the l1 norm if all networks elements share the same source
of energy, or the l∞ norm if the network elements have
independent sources. For examples of applications where the
vector p does not have the interpretation of a power vector,
we refer the readers to [4, Sect V-A] and [12], [38].
The constraint with the monotone norm in (2) can represent
a large class of constraints (on the vector p) that are common
in communication systems. Briefly, any set C ⊂ RN+ with
nonempty interior that is downward comprehensible,4 com-
pact, and convex can be written as C = {p ∈ RN+ | ‖p‖a ≤ 1}
for a monotone norm satisfying (∀p ∈ RN+ ) ‖p‖a = inf{t >
0 | (1/t)p ∈ C}, and we refer the readers to [27, Proposition
2] for details.
The objective of the remainder of this section is to derive
properties of the solution to Problem 2 as a function of the
budget p¯. The main results are formalized in Proposition 2
and Proposition 3, which show bounds for the utility and the
efficiency (i.e., utility over budget – see Definition 6) of the
solution to Problem 2. In particular, these propositions describe
the asymptotic behavior of the utility and the efficiency as p¯→
0+ and as p¯ → ∞. In addition, in traditional power control
problems in wireless networks, these propositions provide us
with a power budget indicating an operation point in which
networks are transitioning from a noise-limited regime to an
interference-limited regime (see Definition 7). To proceed with
the formal proof of these contributions, we need the following
known fact related to Problem 2:
Fact 5 [10] Denote by (pp¯, up¯) ∈ RN++ × R++ a solution
to Problem 2 for a given budget p¯ ∈ R++. Then each of the
following holds:
(i) The solution (pp¯, up¯) ∈ RN++ × R++ always exists, and it
is unique.
(ii) Let (vp¯, λp¯) ∈ RN++×R++ be the solution to the following
conditional eigenvalue problem:
Problem 3 Find (v, λ) ∈ RN+ × R+ such that T (v) = λv
and ‖v‖ = 1, where ‖ · ‖ denotes the monotone norm ‖v‖ :=
‖v‖a/p¯.
Then pp¯ = vp¯ and up¯ = 1/λp¯.
(iii) The function R++ → R++ : p¯ 7→ up¯ is strictly increasing;
i.e., p¯1 > p¯2 > 0 implies up¯1 > up¯2 > 0.
(iv) The function R++ → RN++ : p¯ 7→ pp¯ is strictly increasing
in each coordinate; i.e., p¯1 > p¯2 > 0 implies pp¯1 > pp¯2 > 0.
4We say that a set C ⊂ RN+ is downward comprehensible if (∀x ∈
RN+ )(∀y ∈ C) x ≤ y ⇒ x ∈ C.
9A key implication of Fact 5(ii) is that the simple fixed point
iteration described in Fact 2(ii) can be used to solve Problem 2.
Furthermore, Fact 5 shows that the solution to Problem 2 exists
and is unique for every p¯ ∈ R++. Therefore, the following
functions are well defined:
Definition 6 (Utility, budget, and ‖ · ‖b-efficiency functions)
Denote by (pp¯, up¯) ∈ RN++×R++ the solution to Problem 2
for a given budget p¯ ∈ R++. The utility and budget functions
are defined by, respectively, U : R++ → R++ : p¯ 7→ up¯
and P : R++ → RN++ : p¯ 7→ pp¯. In turn, given a monotone
norm ‖ · ‖b, the ‖ · ‖b-efficiency function is defined by E :
R++ → R++ : p¯ 7→ U(p¯)/‖P (p¯)‖b, and note that (∀p¯ ∈
R++) E(p¯) = 1/‖T (pp¯)‖b = up¯/‖pp¯‖b.
To fix the above concepts, we show below an example il-
lustrating that, in some power control problems, the efficiency
E(p¯) for a given power budget p¯ has the intuitive physical in-
terpretation of network-wide transmit energy efficiency. How-
ever, we emphasize that there are many nonequivalent notions
of energy efficiency in wireless networks [24], [39]. Therefore,
any statement related to the behavior of the function E should
be put into the right context. For example, power control
problems written in the canonical form in (8) often assume
a particular transmission scheme (e.g., treat interference as
noise). Therefore, statements related to the energy efficiency
E for a given power budget p¯ do not necessarily agree
with, for example, information theoretic notions of energy
efficiency, which typically do not impose any restrictions on
the transmission scheme or on the available computational
power. We also highlight that problems written in the canonical
form (8) are not necessarily traditional power control problems
[4, Sect V-A] [12], [38], so the physical meaning of the
efficiency function E can differ depending on the application.
Example 3 If the norm ‖ · ‖b is chosen to be the l1 norm
in a utility maximization problem in which p is a vector of
transmit power of base stations (in Watts) and the utility u
is the common rate achieved by users (in bits/second) in the
downlink, then E(p¯) shows the number of bits received by each
user for each Joule spent by a network optimized for the power
budget p¯. In turn, P (p¯) and U(p¯) represent, respectively, the
transmit power of each base station and the optimal rate. In
Sect. V-C we show a network utility maximization problem
with variables having this interpretation.
By Fact 5(iii)-(iv), the utility function U and each coordinate
of the budget function P are strictly increasing. However, the
next lemma shows that the utility cannot grow faster than the
budget.
Lemma 4 The ‖ · ‖b-efficiency function E : R++ → R++ is
nonincreasing; i.e., p¯1 > p¯2 > 0 implies E(p¯1) ≤ E(p¯2).
Proof: The result follows from
p¯1 > p¯2 > 0
(a)⇒ P (p¯1) > P (p¯2) (b)⇒ T (P (p¯1)) ≥ T (P (p¯2))
(c)⇒ ‖T (P (p¯1))‖b ≥ ‖T (P (p¯2))‖b > 0 (d)⇔ E(p¯1) ≤ E(p¯2),
where (a) is an implication of Fact 5(iv), (b) is a consequence
of the monotonicity of standard interference functions,
(c) results from the monotonicity of the norm ‖ · ‖b and
positivity of T , and (d) is obtained from the property
(∀p¯ ∈ R+)E(p¯) = 1/‖T (P (p¯))‖b. 
(We can prove that the functions U , P , and E in Definition 6
are continuous in R++, but we omit the proof for brevity.) We
now have all the technical background to prove the first main
result concerning the behavior of the solution to Problem 2 as
p¯→∞:
Proposition 2 Let (pp¯, λp¯) := (P (p¯), 1/U(p¯)) ∈ RN++×R++
be the solution to Problem 3 for a given budget p¯ ∈ R++, and
denote by T∞ : RN+ → RN+ the asymptotic mapping associated
with the standard interference mapping T : RN+ → RN++. Then
each of the following holds:
(i) The limit limp¯→∞ λp¯ =: λ∞ ≥ 0 exists.
(ii) Let the scalar λ∞ be as defined in (i), and assume that T is
continuous. In addition, let (p¯n)n∈N ⊂ R++ denote an arbi-
trary strictly increasing sequence satisfying limn→∞ p¯n =∞,
and define xn := (1/‖pp¯n‖a)pp¯n = (1/p¯n)pp¯n (recall that
‖pp¯n‖a = p¯n by Fact 5(ii)). Let x∞ ∈ RN+ be an arbitrary
accumulation point of the bounded sequence (xn)n∈N ⊂ RN++.
Then the tuple (x∞, λ∞) solves the following conditional
eigenvalue problem:
Problem 4 Find (x, λ) ∈ RN+ × R+ such that T∞(x) = λx
and ‖x‖a = 1.
(iii) Furthermore, we have λ∞ = ρ(T∞).
(iv) Moreover, if the solution (x′, λ′) ∈ RN+ ×R+ to Problem 4
is unique, then limn→∞ xn = x∞ = x′ and λ′ = λ∞.
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Proof: (i) The limit limp¯→∞ λp¯ =: λ∞ ≥ 0 exists because the
function R++ → R++ : p¯ 7→ λp¯ is decreasing (and bounded
below by zero), as shown in Fact 5(iii).
(ii) Since (∀n ∈ N) T (pp¯n) = λp¯npp¯n and ‖pp¯n‖a = p¯n >
0, we have
(∀n ∈ N)λp¯nxn =
λp¯n
‖pp¯n‖a
pp¯n =
1
‖pp¯n‖a
T
(‖pp¯n‖a
‖pp¯n‖a
pp¯n
)
=
1
p¯n
T (p¯nxn). (9)
The vector x∞ is an accumulation point of the bounded
sequence (xn)n∈N ⊂ RN++ by definition, so there exists
a convergent subsequence (xn)n∈K , K ⊂ N, such that
limn∈K xn = x∞ ∈ RN+ . Therefore, from part (i) of the
proposition and (9), we conclude that
λ∞x∞ = lim
n∈K
1
p¯n
T (p¯nxn) = T∞(x∞), (10)
where the last equality follows from Proposition 1(iv) and
continuity of T . We complete the proof by recalling that
‖x∞‖a = limn∈K ‖xn‖a = 1.
(iii) In light of (ii), Definition 5, and Fact 4, the result
is immediate if there exists a positive accumulation point
x∞ ∈ RN++. The proof for the general case builds upon the
proof of [17, Theorem 3.1(2)], which shows a related result for
mappings in FGI. In more detail, let λs := ρ(T∞), and note
that T∞ is continuous by Proposition 1(ii). By Corollary 1(ii)
and Fact 3, there exists xs ∈ C := {x ∈ RN+ | ‖x‖a = 1} such
that T∞(xs) = λsxs, which, together with Proposition 1(i),
shows that there exists a sequence (δn)n∈N ⊂ R+ satisfying
both limn→∞ δn = 0 and
(∀n ∈ N) 1
p¯n
T (p¯nxs) ≥ (λs − δn)xs ≥ 0. (11)
By considering the monotone norms ‖x‖p¯n := (1/p¯n)‖x‖a
for every n ∈ N and every x ∈ RN+ (which, in particular,
implies ‖p¯nxs‖p¯n = 1 and ‖pp¯n‖p¯n = 1), we have from
the inequality in (11), Lemma 3, and Fact 5(ii) that (∀n ∈
N) λp¯n ≥ (λs−δn). Passing to the limit as n→∞, we obtain
λ∞ ≥ λs. In addition, the definition of the spectral radius
and the equality λ∞x∞ = T∞(x∞) in part (ii) show that
λ∞ ≤ λs. Therefore, we need to have λ∞ = λs as claimed.
(iv) If (x′, λ′) ∈ RN++ × R++ is the unique solution to
Problem 4, then, as an immediate consequence of the result in
(ii), x′ is the only accumulation point of the bounded sequence
(xn)n∈N, which implies that limn→∞ xn = x∞ = x′. As
a result, T∞(x∞) = λ′x∞ ∈ RN++ and λ′ = λ∞ by also
considering the result in (ii). 
The assumption of uniqueness of the solution to Problem 4
in Proposition 2 is often valid in utility maximization prob-
lems. In particular, Fact 2 shows sufficient conditions that are
easily verifiable. If they are satisfied, then the spectral radius
of the asymptotic mapping T∞ can be obtained directly by
solving Problem 4 with the approach in Remark 2. However,
even if the assumptions in Fact 2 are not satisfied, we discuss
below that the iterations in (6) can also be used to approximate
the spectral radius of arbitrary asymptotic mappings.
Remark 3 The results in Proposition 2(ii)-(iii) are valid even
if Problem 4 does not have a unique solution. Therefore, if we
need to compute the spectral radius of an asymptotic mapping
T∞ : RN+ → RN+ associated with a continuous mapping
T ∈ FSI, and the assumptions in Fact 2 are not satisfied
for T∞, then we can approximate ρ(T∞) by using T and a
sufficiently large budget p¯ in Problem 2. The reciprocal of the
utility obtained by solving this problem serves as an estimate
of ρ(T∞), as justified by Proposition 2(i). In fact, this estimate
is an upper bound of ρ(T∞) in light of Fact 5(ii)-(iii), and
recall that Problem 2 can always be solved with the algorithm
in Fact 2(ii).
With knowledge of the spectral radius of the asymptotic
mapping associated with the mapping T in Problem 2, we
show in the next proposition that performance bounds on the
utility U and the efficiency E become readily available. These
bounds are asymptotically tight, and they are simple functions
of the budget p¯. Therefore, they are particularly useful to
gain information on the performance of wireless networks
for a given budget p¯ by using operations that typically have
remarkably low computational complexity.
Proposition 3 For notational simplicity, let λ∞ := ρ(T∞) be
the spectral radius of the asymptotic mapping T∞ associated
with the mapping T in Problem 2. Assume that T is continuous
and that λ∞ > 0. Then each of the following holds:
(i) supp¯>0 U(p¯) = limp¯→∞ U(p¯) = 1/λ∞ and
supp¯>0E(p¯) = limp¯→0+ E(p¯) = 1/‖T (0)‖b.
(ii) (∀p¯ ∈ R++)
U(p¯) ≤
p¯/‖T (0)‖a, if p¯ ≤ ‖T (0)‖a/λ∞1/λ∞, otherwise.
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(iii) (∀p¯ ∈ R++)E(p¯) ≤ min{1/‖T (0)‖b, α/(λ∞ p¯)}, where
α ∈ R++ is any scalar satisfying (∀x ∈ RN ) ‖x‖a ≤ α‖x‖b
(such a scalar always exists because of the equivalence of
norms in finite dimensional spaces).
(iv) U(p¯) ∈ Θ(1) and E(p¯) ∈ Θ(1/p¯) as p¯→∞.
(v) U(p¯) ∈ Θ(p¯) and E(p¯) ∈ Θ(1) as p¯→ 0+.
Proof: (i) The utility function U is strictly increasing by
Fact 5(iii) and limp¯→∞ U(p¯) = 1/λ∞ by Proposition 2(iii),
so supp¯>0 U(p¯) = limp¯→∞ U(p¯) = 1/λ∞.
Now, let (p¯n)n∈N ⊂ R++ be an arbitrary sequence such
that limn→∞ p¯n = 0. To prove that limp¯→0+ E(p¯) =
limp¯→0+ 1/‖T (P (p¯))‖b = 1/‖T (0)‖b, we only have to
show that limn→∞ 1/‖T (P (p¯n))‖b = 1/‖T (0)‖b. By
Fact 5(ii), we have limn→∞ ‖P (p¯n)‖a = limn→∞ p¯n =
0, and thus limn→∞ P (p¯n) = 0. Therefore, by conti-
nuity and positivity of T , we obtain limn→∞E(p¯n) =
limn→∞ 1/‖T (P (p¯n))‖b = 1/‖T (0)‖b < ∞. The equality
supp¯>0E(p¯) = limp¯→0+ E(p¯) = 1/‖T (0)‖b is now immedi-
ate from Lemma 4, and the proof of (i) is complete.
(ii) By Fact 5(ii), positivity of U and T , and monotonicity
of T , ‖ · ‖a, and P , we have
(∀p¯ > 0) 0 < U(p¯)‖T (0)‖a ≤ U(p¯)‖T (P (p¯))‖a = p¯,
and thus (∀p¯ > 0) U(p¯) ≤ p¯/‖T (0)‖a. Furthermore, by
(i), we also have (∀p¯ > 0) U(p¯) ≤ 1/λ∞. Combining
these last two inequalities, we obtain the desired result (∀p¯ ∈
R++)U(p¯) ≤ min{p¯/‖T (0)‖a, 1/λ∞}.
(iii) By (i), Fact 5(ii), and the definition of the efficiency
function, we deduce for every p¯ > 0:
E(p¯) =
U(p¯)
‖P (p¯))‖b ≤
αU(p¯)
‖P (p¯))‖a =
αU(p¯)
p¯
≤ α
λ∞p¯
.
The desired result is obtained by combining the previous
bound with the bound (∀p¯ > 0) E(p¯) ≤ 1/‖T (0)‖b, which is
immediate from (i).
(iv) The relation U(p¯) ∈ Θ(1) is immediate from
limp¯→∞ U(p¯) = 1/λ∞, as shown in (i). To prove that
E(p¯) ∈ Θ(1/p¯) as p¯ → ∞, recall that, from the equivalence
of norms in finite dimensional spaces, there exists a scalar
β ∈ R++ such that (∀p¯ > 0) ‖P (p¯)‖∞ ≤ β‖P (p¯)‖a = βp¯,
which implies (∀p¯ > 0) P (p¯) ≤ βp¯1. Now we use the
bound in (iii), the monotonicity of the norm ‖ · ‖a, and the
monotonicity and scalability properties of standard interfer-
ence functions to verify that (∀p¯ > 1) α/(λ∞p¯) ≥ E(p¯) =
1/‖T (P (p¯))‖b ≥ 1/‖T (βp¯1)‖b ≥ 1/(p¯‖T (β1)‖b), which
implies E(p¯) ∈ Θ(1/p¯) as p¯→∞.
(v) The result E(p¯) ∈ Θ(1) as p¯ → 0+ is immediate from
(i). To prove that U(p¯) ∈ Θ(p¯) as p¯ → 0+, denote by Ea
the ‖ · ‖a-efficiency (NOTE: the monotone norm used for the
efficiency functions E and Ea may differ). By definition of Ea
and Fact 2(ii), we have (∀p¯ ∈ R++) p¯Ea(p¯) = U(p¯). Since
Ea is nonincreasing as shown in Lemma 4, for any p¯0 ∈ R++,
we deduce:
(∀p¯ ≤ p0) p¯Ea(p¯0) ≤ U(p¯) ≤ p¯ lim
x→0+
Ea(x) =
p¯
‖T (0)‖a ,
where in the last equality we use part (i) of the proposition.
The above implies U(p¯) ∈ Θ(p¯) as p¯→ 0+, and the proof is
complete. 
The bound in Proposition 3(ii) motivates the definition of
the following transition point:
Definition 7 If the assumptions in Proposition 3 are valid,
we say that the network operates in the low budget regime if
p¯ ≤ p¯T or in the high budget regime if p¯ > p¯T, where the
budget p¯T := ‖T (0)‖a/λ∞ is the transition point.
To explain in simple terms the importance of Proposition 3
and Definition 7, let us consider a network utility optimization
problem in which the budget p¯ has the unit of power and the
utility U is given in bits/second, as shown in Example 3. In this
special case, the transition point gives a coarse indication of
an operating point in which the performance of networks are
transitioning from a noise-limited regime to an interference-
limited regime. In the low power (noise-limited) regime, if
the budget p¯ is kept sufficiently small, as an implication of
Proposition 3(v), we verify that the budget efficiency E (i.e.,
the network transmit energy efficiency) decreases slowly with
increasing p¯. In contrast, with increasing p¯, the rate or utility
U behaves similarly to a linear function [see Proposition 3(ii)
and Proposition 3(v)]. The above observations show that we
should transmit with low power and low rate if high transmit
energy efficiency is desired, and we emphasize that we have
proved this expected result by using a very general model that
is known to unify, within a single framework, the behavior of
a large array of transmission technologies. In the high power
(interference-limited) regime, the energy efficiency eventually
decays quickly as the power budget p¯ diverges to infinity
because E(p¯) ∈ Θ(1/p¯) as p¯ → ∞ (i.e., multiplying the
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power p¯ by a factor α roughly divides the transmit energy
efficiency by the same factor α when p¯ is sufficiently large),
while gains in rate eventually become marginal because of the
uniform bound (∀p¯ ∈ R++) U(p¯) ≤ 1/ρ(T∞). An illustration
of these properties in a concrete utility optimization problem
is shown later in Sect. V-C. See, in particular, Figs. 2 and 3
for a graphical illustration of the properties described above.
IV. EXISTENCE OF FIXED POINTS OF STANDARD
INTERFERENCE MAPPINGS
In this section we show that spectral properties of asymp-
totic mappings provide us with the natural generalization of
existing results related to the feasibility of network designs.
More specifically, systems designers frequently have to de-
termine whether a network configuration is able to support
a given traffic profile. As shown in [3], [5]–[7], [9], [10],
[20], [23] and many other studies, answering questions of
this type often reduces to determining whether a mapping T
in FSI has a fixed point (see also Sect. V-B for exemplary
applications). If the mapping is affine, then the following result
has been widely used in the context of resource allocation in
wireless networks [7, Ch. 2] [22, Sect. 2.5.2]. Let X ∈ RN×N+
be a nonnegative matrix and u ∈ RN++ a positive vector.
Then the system p = u + Xp has a positive solution
p = (I − X)−1u ∈ RN++, or, equivalently, Fix(T ) 6= ∅
for T : RN+ → RN++ : p 7→ Xp + u, if and only if the
spectral radius of the matrixX is strictly less than one. For this
mapping T , which is affine in RN+ , a direct application of the
result in Remark 1 shows that the corresponding asymptotic
mapping is T∞ : RN+ → RN+ : p 7→ Xp, and thus the
spectral radius of T∞ (in the sense of Definition 5) and the
spectral radius of the matrix X (in the conventional sense
in linear algebra) coincide. This observation suggests that, in
feasibility analysis involving nonlinear mappings, the spectral
radius of matrices should be replaced by the spectral radius of
asymptotic mappings. Proposition 4 is the formal verification
of the validity of this approach for mappings in FSI.
Proposition 4 Let T : RN+ → RN++ be a continuous mapping
in FSI. Then Fix(T ) 6= ∅ if and only if ρ(T∞) < 1.
Proof: In the proof below, we assume that (p¯n)n∈N ⊂ ]1,∞[
is an arbitrary strictly increasing sequence satisfying
limn→∞ p¯n = ∞. We also recall that T∞ is continuous as
an implication of its definition and Proposition 1(ii).
Suppose that T has a fixed point denoted by x′ ∈ Fix(T ) 6=
∅, which is unique by Fact 1(ii). By the scalability property
of T , we deduce
(∀n ∈ N) 1
p¯n
T (p¯nx
′) <
p¯n
p¯n
T (x′) = T (x′) = x′.
With a direct application of Proposition 1(i) and Lemma 2(ii),
we verify that
T∞(x′) = lim
n→∞
1
p¯n
T (p¯nx
′) ≤ 1
p¯1
T (p¯1x
′) < x′ ∈ RN++,
and the above implies ρ(T∞) < 1 by Corollary 1(ii), continu-
ity of T∞, and Fact 4.
Conversely, assume that ρ(T∞) < 1. Consider Problem 2
with the mapping T and an arbitrary monotone norm ‖ · ‖a,
and let (pp¯, λp¯) ∈ RN++×R++ be as defined in Proposition 2.
By Proposition 2(iii), we have limn→∞ λp¯n = ρ(T∞) < 1.
Therefore, there exists M ∈ N such that λp¯M ∈ ]0, 1[. We now
obtain from the definition of the tuple (pp¯, λp¯) and Fact 5(i)-
(ii) the relation pp¯M = (1/λp¯M )T (pp¯M ) ≥ T (pp¯M ), which
implies Fix(T ) 6= ∅ by Fact 1(v), and the proof is complete.

To use Proposition 4 in practice, we need simple approaches
to compute the spectral radius of T∞, which can be done, for
example, with the techniques in Remark 2 and Remark 3. More
interesting, in some applications involving nonlinear mappings
T , their corresponding asymptotic mappings T∞ are linear in
RN+ , so computing ρ(T∞) reduces to computing the spectral
radius of matrices, which is an operation for which well
established algorithms with efficient implementations exist
[40, Ch. 7]. The application shown later in Sect. V-B involves
mappings with this desirable property, and below we illustrate
with a toy example that we can easily verify the existence of
fixed points if the asymptotic mappings are linear.
Example 4 Fix α ∈ R+, and let Tα ∈ FSI be the nonlinear
mapping in Example 2. Recall that its asymptotic mapping
is given by (Tα)∞ : R2+ → R2+ : x 7→ Ax, where A =[
α 0
0 0
]
. In this case, the spectral radius of the matrix A,
in the conventional sense in linear algebra, coincides with the
spectral radius of the asymptotic mapping (Tα)∞, in the sense
of Definition 5. Therefore, we conclude that Fix(Tα) 6= ∅ if
and only if ρ((Tα)∞) = α ∈ [0, 1[.
Proposition 4 is mostly useful if we do not require in-
formation about the location of the fixed point. If we also
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need knowledge of whether the possibly existing fixed point
satisfies a constraint written in terms of a monotone norm
(e.g., to verify whether SINR requirements can be achieved
with a power vector p satisfying transmit power constraints),
the following result can be used:
Proposition 5 Let ‖ · ‖ be a monotone norm and T : RN+ →
RN++ a mapping in FSI. Denote by (x?, λ?) ∈ RN++ × R++
the solution to Problem 1 with this mapping and norm. Then
x′ ∈ Fix(T ) 6= ∅ and ‖x′‖ ≤ 1 if and only if λ? ≤ 1.
Proof: Assume that λ? ≤ 1. As a result, we have
T (x?) = λ?x? ≤ x?, which, by Fact 1 and monotonicity of
the norm ‖ · ‖, implies the existence of the unique fixed point
x′ ∈ Fix(T ) 6= ∅ satisfying ‖x′‖ ≤ ‖x?‖ = 1. Conversely,
let the fixed point x′ ∈ Fix(T ) 6= ∅ (which is unique by
Fact 1(ii)) satisfy ‖x′‖ ≤ 1. In particular, if ‖x′‖ = 1, we
have λ? = 1 and x? = x′, so we only need to consider
the case ‖x′‖ < 1. To obtain a contradiction, assume that
λ? > 1. Therefore, T (x?) = λ?x? > x?. As a result, by
Fact 1(iii)-(iv), we have x′ = limn→∞ Tn(x?) > x?, which
implies the contradiction 1 > ‖x′‖ ≥ ‖x?‖ = 1 because the
norm ‖ · ‖ is monotone. 
V. EXEMPLARY APPLICATIONS
To show concrete applications of the theory developed in
the previous sections, we consider network feasibility and
optimization problems based on the load coupled interference
model described in [8], [9], [11], [20], [21], [23], [24], [41],
[42], among other studies. This model approximates the long-
term behavior of modern communication systems (and, in
particular, OFDMA-based systems), and it has successfully
addressed many system-level optimization tasks such as data
offloading [21], load optimization [41], [42], antenna tilt opti-
mization [9], energy savings [8], [11], [24], rate optimization
[4], and resource muting [12], to cite a few.
A. The system model
In the load coupling interference model, we divide the time
and frequency grid into K ∈ N units called resource blocks.
Users assigned to the same base station are not allowed to
share resource blocks, but intercell interference is present
because different base stations can concurrently allocate the
same portion of the spectrum to serve their users. The sets
of N users and M base stations in the network are denoted
by N := {1, . . . , N} and M := {1, . . . ,M}, respectively.
The set Ni ⊂ N , assumed nonempty, is the set of users
connected to base station i ∈ M. The pathloss between base
station i ∈ M and user j ∈ N is given by gi,j ∈ R++.
The vector of transmit power per resource block and the load
vector are given by, respectively, p = [p1, . . . , pM ]t ∈ RM++
and x = [x1, . . . , xM ]t ∈ RM++, where the ith coordinate of
these vectors correspond to the power per resource block or
the load at base station i ∈ M. Here, load is defined to
be the fraction of resource blocks that a base station uses
for data transmission. Note that this model assumes uniform
transmit power per resource block, and it also assumes that all
resource blocks experience the same (long-term) pathloss. In
this model, the downlink achievable rate of a resource block
assigned by base station i ∈ M to user j ∈ N is given by
[8], [9], [11], [21], [23], [24], [41]:
ωi,j(x,p) = B log2
(
1 +
pigi,j∑
k∈M\{i} xkpkgk,j + σ2
)
,
where σ2 ∈ R++ is the noise per resource block and B ∈
R++ is the bandwidth of each resource block. By denoting by
dj ∈ R++ the data rate requested by user j ∈ N , if we fix
the power allocation p ∈ RM++, the load at the base stations
is obtained by computing the fixed point (if it exists) of the
continuous positive concave mapping given by [9], [20], [23],
[24]:
T : RM+ → RM++ : x 7→ [t(1)(x), . . . , t(M)(x)]t, (12)
where, for each i ∈M,
t(i) : RM+ → RM++ : x 7→
∑
j∈Ni
dj
Kωi,j(x,p)
.
(For a formal proof of concavity of the above functions, we
refer the readers to, for example, [20, Theorem 2] and [24, p.
29].) Note that we allow the components of the load vector
to take values greater than one. In practice, the load of a base
station cannot exceed the value one (otherwise the base station
would be transmitting with more resources than available in
the system), but knowledge of these values during the planning
stage of networks is useful to rank base stations according to
their unserved traffic demand [20].
Instead of computing the load for a given power allocation,
we can also compute the power allocation inducing a given
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load, and we call this problem the reverse problem. As origi-
nally demonstrated in [11], the reverse problem is important,
for example, in the design of energy-efficient networks. That
study has also proved that there exists a mapping in FSI having
as its fixed point the solution to the reverse problem, and a
possible mapping has been derived in [3]. In more detail, given
a desired load x ∈ RM++, the power vector p ∈ RM++ inducing
this load, if it exists, is the fixed point of the continuous
positive concave mapping given by [3], [4], [8]:
H : RM+ → RM++ : p 7→ [h(1)(p), . . . , h(M)(p)], (13)
where, for each i ∈M and every p ∈ RM+ ,
h(i)(p) :=

pi
xi
∑
j∈Ni
dj
Kωi,j(x,p)
, if pi 6= 0∑
j∈Ni
dj ln 2
KBgi,jxi
( ∑
k∈M\{i}
xkpkgk,j + σ
2
)
,
otherwise.
B. Feasibility analysis
We now turn our attention to the important problem of feasi-
bility analysis of networks, which has been the focus of many
previous studies [3], [11], [20], [23], [24]. In mathematical
terms, the task is to identify conditions that guarantee the
existence of the fixed point of the mapping T in (12) or the
mapping H in (13). Here we show that many results in the
literature emerge as corollaries of Proposition 4, which can
also be used in the analysis of improved models for which
existing results are not applicable.
For brevity, we focus on the load mapping T in (12). Using
Remark 1, we verify that the asymptotic mapping associated
with T is given by
T∞ : RM+ → RM+ : x 7→ diag(p)−1Mdiag(p)x, (14)
where diag(p) ∈ RM×M+ is a diagonal matrix with diagonal
elements given by the power vector p, and the component
[M ]i,k of the ith row and kth column of the matrix M ∈
RM×M+ is given by
[M ]i,k =

0, if i = k∑
j∈Ni
ln(2)djgk,j
KBgi,j
otherwise.
By Proposition 4, we know that T has a fixed point if and
only if ρ(T∞) < 1. The asymptotic mapping T∞ is the
linear mapping shown in (14), so the spectral radius ρ(T∞)
of the mapping T∞ and the spectral radius of the matrix
diag(p)−1Mdiag(p), and hence of the matrix M , are the
same. Therefore, we conclude that Fix(T ) 6= ∅ if and only
if ρ(diag(p)−1Mdiag(p)) = ρ(M) < 1 (here ρ(·) should
be understood as the spectral radius of a matrix, in the con-
ventional sense of linear algebra), which is exactly the result
obtained in [3], [20], [21] by using arguments with different
levels of generality. This fact shows that Proposition 4 unifies
and generalizes all these existing results in the literature. Note
that none of these existing results can be applied to more
elaborate interference models in which, for example, the rate
of a user is upper bounded because of the limited number
of modulation and coding schemes. These models have been
considered in [9], [24], and we now show that Proposition 4
can also be used to verify feasibility. More specifically, for
fixed p ∈ RM++, the study in [9] (see also [24]) has proposed
to replace the mapping T in (12) with the mapping
T¯ : RM+ → RM++ : x 7→ [t¯(1)(x), . . . , t¯(M)(x)]t,
where, for each i ∈M,
t¯(i) : RM+ → RM++ : x 7→
∑
j∈Ni
max
{
dj
Kωi,j(x,p)
,
dj
u
}
and u ∈ R+ is the maximum rate that each resource block
can achieve because of the limited choice of modulation
and coding schemes. With the above modification, T¯ is not
concave, but it is a member of FSI because this set is closed
under positive sums and component-wise maximum [5], [6],
[9], [24]. The load is now the fixed point of the mapping T¯ ,
and its associated asymptotic mapping is again the mapping
T∞; i.e., T¯∞ : RM+ → RM+ : x 7→ diag(p)−1Mdiag(p)x,
where M is the matrix also used in (14). Therefore, by
Proposition 4, we conclude that the improved mapping T¯
has a fixed point if and only if ρ(M) < 1, which is the
same criterion used to identify feasibility of the mapping T .
Therefore, the existence of a load vector satisfying ρ = T¯ (ρ)
does not depend on whether the maximum achievable rate per
resource block is limited or not. Its existence only depends on
the requested rates, the available bandwidth, and the pathlosses
(the information required to construct the matrix M ).
If we also require information about whether the fixed point
of T or T¯ has every entry with value less than one, once
we know that the fixed point exists, we can compute this
fixed point by using any existing algorithm [3], [5], [6], [10].
Alternatively, we can also use the result in Proposition 5,
which only requires the solution to Problem 1 by using the
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iterations in (6), for example. The advantage of the last
approach is that we avoid the initial feasibility assessment.
C. Max-min utility optimization with the load coupled inter-
ference model
In the analysis in Sect. V-B, both the users’ rates and the
power of base stations are given design parameters. We now
consider the problem of computing the transmit power and
the corresponding load in order to maximize the minimum
achievable rate of the users. In the context of the load coupled
interference models described above, this utility maximization
problem has been addressed in [8], which has shown that,
for optimality, all users should transmit with the same rate,
and the load at all base stations should be set to one [8,
Proposition 2]. Therefore, as shown in that study, the utility
optimization problem can be formally written as
Problem 5
maximizep,u u
subject to p ∈ Fix(uH) := {p ∈ RM+ | p = uH(p)}
‖p‖∞ ≤ p¯
p ∈ RM+ , u ∈ R++,
(15)
where ‖·‖∞ is the standard l∞ norm, p¯ ∈ R++ is the allowed
transmit power (per resource block) of base stations, H is the
mapping in (13), and u is the common achievable rate of users.
The above problem is a particular instance of Problem 2,
hence all results derived in Proposition 3 are available. In
particular, Proposition 3 provides us with not only sharp
bounds, but also with the asymptotic behavior of the solution
to Problem 5 as p¯→ 0+ and p¯→∞. To compute the bounds
in Proposition 3, we only need the spectral radius of H∞, and
in this particular application H∞ is the original mapping H
in (13) with the noise power set to σ = 0. 5
For a concrete numerical example, we use the same dense
network used to produce [4, Fig. 2]. Briefly, we consider
a stadium with 43,800 simultaneously active users and 142
micro base stations. We set the noise power spectral density to
5In max-min utility optimization problems involving wireless networks, we
do not necessarily obtain asymptotic mappings by setting the noise power to
zero. See, for example, the discussion on the mapping T in Sect. V-B. This
mapping has been used in particular instances of Problem 2 in [4, Sect V-A]
and [38].
-154 dBm/Hz, and we vary the power budget. For brevity, we
refer readers to [4, Sect. V-B] for other simulation parameters.
Fig. 2 and Fig. 3 show the utility (in bits/second) and
the ‖ · ‖∞-transmit energy efficiency (in bits/Joule) obtained
in the simulations, respectively. They also show the bounds
in Proposition 3 and the transition point in Definition 7.
To construct the curves in these figures, we proceeded as
follows. First, we generated 100 values for the power budget
p¯. These values were uniformly spaced within the interval
[−30 dBm, 100 dBm]. Then, for each power budget value
p¯ ∈ RN++ (with the power converted from dBm to Watts),
we constructed a sequence (pn)n∈N with the recursion (∀n ∈
N) pn+1 = (1/‖H(pn)‖) H(pn), where p1 = 0 and ‖ · ‖
is the monotone norm given by (∀x ∈ RN )‖x‖ = ‖x‖∞/p¯.
By Fact 2 and Fact 5, the sequence (pn)n∈N converges to the
optimal power allocation p? ∈ RN++, and the optimal utility
u? ∈ R++ is given by u? = 1/‖H(p?)‖. In practice, we
computed only the first M terms of (pn)n∈N for a sufficiently
large M (i.e., until no numerical progress could be observed),
and we used pM as the approximation of p
?. As a result,
for the plots in Fig. 2 and Fig. 3, we show 1/‖H(pM )‖
and 1/(p¯‖H(pM )‖) as the numerical approximations for,
respectively, U(p¯) and E(p¯). In turn, to generate the graphs
of the upper bounds, we computed the spectral radius with
the approach in Remark 2, and we used the simple equations
in Proposition 3(ii)-(iii) for each value of p¯ (since we use
the l∞-norm as the norm ‖ · ‖b Proposition 3, we can set
α = 1). Note that the upper bounds are generated by solving
only one conditional eigenvalue problem, while the graphs of
the functions E and U require the solution to a conditional
eigenvalue problem for each budget p¯ being sampled.
As expected, in Fig. 2 and Fig. 3 we see that all technology-
agnostic properties described in the last paragraph of Sect. III
are present. In particular, Fig. 3 shows that the transmit energy
efficient decreases with increasing power budget p¯, as proved
in Lemma 4. We emphasize that this result does not contradict
previous studies arguing that the energy efficiency of networks
is not necessarily a monotone function in the transmit power
[24], [39]. As discussed below Definition 6, there are many
nonequivalent notions of energy efficiency, and the notion of
efficiency in Definition 6 specialized to Problem 5 does not
take into account, for example, the energy required to power
hardware. The analysis of other notions of energy efficiency
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Fig. 2: Network utility as a function of the power budget p¯
for the problem described in [27, Sect. V-B].
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Fig. 3: Transmit energy efficiency as a function of the power
budget p¯ for the problem described in [27, Sect. V-B].
in power control problems is an important topic that we leave
to a future study.
VI. SUMMARY AND CONCLUSIONS
In this study, we have introduced the concept of asymptotic
mappings associated with a class of mappings that are common
in problems in wireless networks. As a first application of
this concept, we showed that the spectral radius of asymptotic
mappings can be used to explain the behavior of solutions
to max-min utility optimization problems involving standard
interference mappings. For example, in some max-min power
control problems, the spectral radius of asymptotic mappings
provides us with a power budget, called transition point, that
indicates power regions in which a network is likely to be
interference limited or noise limited. In these problems, gains
in utility are eventually marginal if the power budget is above
the transition point. In contrast, with a power budget in the
region below the transition point, gains in utility are likely to
be close to linear as the power budget increases. From these
results, we derived analogous properties of a particular notion
of transmit energy efficiency. We also showed that the spectral
radius of asymptotic mappings provides us with easily com-
putable upper bounds on the utility and the energy efficiency
for any given power budget. With this result, network designers
can obtain knowledge of limits of the optimal utility for a
wide range of budget levels without solving a max-min utility
optimization problem for different budget levels, which can be
a time-consuming operation.
As a second application, we showed that knowledge of
the spectral radius of the asymptotic mapping associated with
an arbitrary standard interference mapping gives a necessary
and sufficient condition for the standard interference mapping
to have a fixed point. This result unifies and generalizes
previous tools for the feasibility analysis of networks, and
it has unlocked a powerful tool for the study of networks
using interference models that could not be analyzed with
previous methods in the literature. Finally, we derived results
providing information about the location of the fixed point of
standard interference mappings, and we verified all the above
contributions in concrete problems in wireless networks.
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