We deal with exact algorithms for BANDWIDTH, a long studied NP-hard problem. For a long time nothing better than the trivial O * (n!) 1 exhaustive search was known. In 2000, Feige and Kilian [Feige 2000] came up with a O * (10 n )-time and polynomial space algorithm.
INTRODUCTION
Definitions. In this article we focus on exact exponential-time algorithms for the BANDWIDTH problem. Let G = (V, E) be an undirected graph, where n = |V| and m = |E|. For a given one-to-one function π : V → {1, 2 . . . , n} (called an ordering) its bandwidth is the maximum difference between positions of adjacent vertices, that is, max uv∈E |π(u) − π(v)|. The bandwidth of the graph, denoted by bw(G), is the minimum bandwidth over all orderings. The BANDWIDTH problem asks to find an ordering with bandwidth bw(G). In this article, we consider a decision version of the BANDWIDTH problem. Precisely, we assume that the input for our problem contains additionally an integer b , 1 ≤ b < n; an ordering of V with bandwidth at most b is called a b -ordering. In the decision version, we ask if there exists a b -ordering and if that is the case we want to find it. Furthermore, we assume that the graph G has at least two vertices and it is connected; if G is not connected, we may find b -orderings of each connected, component of G in an independent manner. Related Work. A short summary of what is known about the BANDWIDTH problem follows. The bandwidth of a graph can be computed in polynomial time on a few graph classes [Assman et al. 1981; Kleitman and Vohra 1990] . However, in general BANDWIDTH is NP-hard even on some subfamilies of trees [Garey et al. 1978; Monien 1986] . Moreover, Unger [1998] showed that the BANDWIDTH problem does not belong to APX even in the very restricted case when inputs are only caterpillars. It is also hard for any fixed level of the W hierarchy [Bodlaender et al. 1994 ]. The best known polynomial-time approximation, due to Lee [2009] , has a O(log 3 n(log log n) 1/4 ) approximation guarantee. From the exact algorithms perspective nothing better that the trivial O * (n!) exhaustive search was known before Feige and Kilian [Feige 2000 ] came up with a breakthrough O * (10 n ) time and polynomial space algorithm in 2000.
Our results. In this article we present two exact algorithms for the BANDWIDTH problem. First, we develop an algorithm that runs in O * (5 n ) time and needs O * (2 n ) space. Later, we enhance this algorithm to make it run in O(4.83 n ) time. However, the cost of this change is a O * (4 n ) space complexity. Together with Feige and Kilian's slower but polynomial-space algorithm, our algorithms present a tradeoff between memory consumption and running time in the BANDWIDTH problem.
Organization. In Section 2, we sketch Feige and Kilian's two-phase algorithm. The O * (5 n ) time and O * (2 n ) space algorithm also follows the two-phase concept where the first phase borrows main ideas from Feige and Kilian's first phase. However the second phase of the O * (5 n ) algorithm is completely different and it is described in Section 3. To break the O * (5 n ) time bound we modify the first phase of Feige and Kilian's original algorithm and adjust the second phase accordingly, which is presented in Section 4. This modification allows us to perform a Measure & Conquer analysis in Section 5 (a method introduced by Fomin et al. [2005] , see also Fomin et al. [2009] ) to obtain the O(4.83 n ) time bound. We find this analysis interesting, because the Measure & Conquer method does at the first glance not fit for the BANDWIDTH problem at all.
FEIGE AND KILIAN'
S O *(10 n ) ALGORITHM Feige [2000] introduced an O * (10 n ) algorithm-the first algorithm for the BANDWIDTH problem having complexity of the form O(c n ). The algorithm consists of two phases and our algorithms (presented further) borrow the main idea of Feige and Kilian's first phase; thus we outline their algorithm here.
In this section, for simplicity, we assume that both n and b are powers of 2. First of all, we partition the set of all positions {1, . . . , n} into segments of length b 2 (see Figure 1 ).
In the first phase, we want to assign to each vertex not a precise position, but a segment, in every sensible way. More precisely, we say that a segment assignment (i.e., function assigning a segment to each vertex) is consistent or compatible with an ordering π if for every vertex v position π(v) belongs to the segment assigned to the vertex v. In the first phase, we generate all segment assignments such that if a bordering exists, at least one segment assignment consistent with it will be generated. In the second phase, for every generated segment assignment, we check if there exists a b -ordering compatible with it.
Let D be a rooted spanning tree of G (we made the assumption that G is connected). Let (v 1 , v 2 , . . . , v n ) be a root-to-leaf order of vertices in D, that is, if v j is a parent of v i in D then j < i. Note that v 1 is the root of D. We can generate requested assignments in the following way.
(1) Place root v 1 in one of the 2n b segments, in every possible way.
(2) For every i = 2, 3, . . . , n, do:
-Let v j be the parent of v i in D. Since j < i, v j has already been assigned to some segment. -Assign v i to a segment distant by at most two from the segment that v j has been assigned to, in every possible way.
COROLLARY 2.1. There are at most 5 n−1 n generated assignments.
Note that for each b -ordering of G there exists exactly one generated assignment consistent with this ordering, thus in the second phase we investigate assignments one-by-one. For each assignment, we check separately whether there exists a bordering compatible with it, therefore only polynomial space is needed. First, we check if for each segment its length equals the number of assigned vertices. Second, we check whether there are no edges between segments that are at distance greater than two. If both conditions are satisfied, we may proceed further to the second phase for this segment assignment.
Obviously edges between vertices belonging to segments distant by at most one are not important and may be removed regardless of the internal placement of vertices within segments, since each segment has b 2 elements. After these edge removals the problem decomposes into two independent subproblems, which is finding an ordering of vertices within the even and odd numbered segments (see Figure 2 ). Each of those subproblems contains n 2 vertices. For each subproblem, recursively divide segments in two and guess for each vertex whether to place it in the left or right half of its segment. If the subproblem involves k vertices, we have to consider k guesses leading to 2 k possibilities, all of which are tried out. We keep only those possibilities in which no edge connects subsegments that are at distance more that b apart. In each of those subproblems, once again we can remove edges that are guaranteed to be not longer than b -in this case, edges connecting neighboring right half and left half from different bigger segments-and the subproblem can be partitioned into two independent subproblems involving vertices from the left halves and right halves of its segments (see Figure 3 ).
Continue in this manner until each vertex knows its exact position. The number of possibilities tried out for each assignment satisfies the recursion T(k) ≤ 2 k · 2T( k 2 ). We start with two subproblems having n 2 vertices, thus for each of the roughly 5 n Fig. 3 . Splitting subproblem into two smaller subproblems: only edges between left halves and between right halves are interesting.
assignments we need O * (2 n ) time leading to the O * (10 n )-time and polynomial space complexity of the Feige and Kilian's whole algorithm.
O*(5 n ) ALGORITHM
The O * (5 n ) algorithm consists of two phases. During the first phase, we generate several assignments of vertices into segments, in such a way that if there exists a bordering, its corresponding assignment is certainly generated. Each of the generated assignments is considered by the second phase independently. This general scheme of our algorithm follows the approach of Feige [Feige 2000 ], sketched in Section 2. However, our segments are of length b + 1 instead of b 2 and, more importantly, the second phase in our algorithm is completely different from their second phase.
Let us be more precise. Imagine that we divide positions {1, . . . , n} into n (b +1) segments of length roughly b + 1 elements (if b + 1 n then the last segment has (n mod (b + 1)) elements). The first segment contains positions {1, . . . , b + 1}, the second segment contains positions {b + 2, . . . , 2b + 2}, and so on.
LEMMA 3.1. In every b -ordering adjacent vertices are either in the same segment or in neighboring segments.
Partitioning V among Segments of Size b + 1
Generating assignments of vertices to segments is performed analogously to the method described in Section 2. The only difference is that the segments have greater length which means that for the root v 1 we have n (b +1) possibilities whereas for each other vertex we have only at most 3 possibilities because of Lemma 3.1. It is worth mentioning that the assumption from Section 2 that n and b are powers of two does not simplify anything here. LEMMA 3.2. There are at most 3 n−1 n generated assignments.
Depth First Search over the Subsets of V
For each assignment generated by the previous phase, we would like to check whether there exists a b -ordering compatible with the given assignment. First, we check whether for each segment its length equals the number of assigned vertices. Second, we check whether there are no edges between segments that are at distance greater than one. If both conditions are satisfied, we may proceed further.
Obviously, edges between vertices inside the same segment are not important, since each segment has at most b +1 elements; thus, we may assume that edges in G connect vertices from neighboring segments only. Now we may assign a vertex to each position one by one, and the main idea of our algorithm is the order in which we fill positions in. For every position i, let segment(i) = i (b +1) be the segment number of this position, and let color(i) = ((i−1) mod (b +1))+1 be the index of the position in its segment, which we call a color of this position. Note that the color of a position is the remainder of this number modulo b + 1, but in the
Let us sort positions lexicographically according to pairs (color(i), segment(i)). To each of those positions, we assign a vertex, in exactly this order. We call this ordering a color order of positions.
The following lemma is the key observation in our algorithm.
LEMMA 3.3. An ordering π, compatible with the generated segment assignment, is a b -ordering iff for every edge uv: segment(π(u)) < segment(π(v)) implies color(π(u)) > color(π(v)).
PROOF. Since π is compatible with the generated segment assignment, for every edge uv we have |segment(π(u)) − segment(π(v))| ≤ 1. If segment(π(u)) = segment(π(v)), then uv is not longer than b . Otherwise, suppose, without loss of generality, that segment(π(u)) + 1 = segment(π(v)). Note that the distance between positions of the same color in neighboring segments is b + 1, so uv is not longer than b iff u has greater color than v (see Figure 5 ). COROLLARY 3.4. An ordering π, compatible with the generated segment assignment, is a b -ordering iff for every edge uv with segment(π(u)) + 1 = segment(π(v)) vertex u is assigned to a greater position in the color order than vertex v. Now we can describe our algorithm.
Definition 3.5. By a state in our algorithm, we denote a subset of vertices A ⊂ V satisfying:
-Vertices of A can be assigned to the first |A| positions in the color order, compatibly with the generated segment assignment. -There is no edge uv with u ∈ A, v / ∈ A and v assigned to a segment with greater number than u.
Note that Corollary 3.4 implies the following lemma.
LEMMA 3.6. The following equivalence holds:
(1) Let π be a b -ordering compatible with the generated segment assignment. For every 0 ≤ k ≤ n by A k , we denote the set of vertices assigned in π to the first k positions in the color order. Then A k is a state.
(
Then, the ordering π assigning vertex v i to the position ordered ith in the color order is a b -ordering. (1) is an obvious corollary from the condition stated in Corollary 3.4. In Point (2), note that π is compatible with the generated segment assignment. Suppose that π is not a b -ordering. From Corollary 3.4, we know that there exists an edge uv with segment(π(u)) + 1 = segment(π(v)) and color(π(u)) ≤ color(π(v)). Then u is before v in the color order, so there exists k such that u ∈ A k and v / ∈ A k . However, this contradicts the assumption that A k is a state.
PROOF. Point
The algorithm is very simple now. By a depth-first search, we seek for a path of states from the state ∅ to the state V. Being at a state A, we try to extend the set A by one vertex v from the appropriate segment in such a way that A ∪ {v} is still a state. Note that finding all possible extensions to the state A can be done in polynomial time. We memorize visited states, so that for one segment assignment no state is visited twice. Lemma 3.6 ensures that we find such a path of states iff there exists a b -ordering compatible with the generated segment assignment. Note that if the algorithm finds the path of states, it can easily reproduce the corresponding b -ordering using the DFS stack.
Note that this algorithm needs O * (2 n ) memory to keep track of the visited states. It runs in O * (2 n ) time for every generated assignment. There are at most 3 n−1 n assignments, which leads to a O * (6 n ) time bound. In the next section, we prove a O * (5 n ) time bound.
O*(5 n ) time bound
In this section, we prove the following theorem.
THEOREM 3.7. The algorithm described in Sections 3.1 and 3.2 for all generated assignments visits at most 2n5 n−1 states in total.
PROOF. Let us recall the arbitrary rooted spanning tree D, which we used to generate all possible segment assignments. Let v 1 , v 2 , . . . , v n be the order in which we assigned vertices to segments, with v 1 being the root of D. Let us look at a state A ⊂ V in some fixed generated segment assignment. The root v 1 can be assigned into any of n (b +1) ≤ n segments. Every other vertex can be assigned to the same segment as its parent or to one of the neighboring segments. Let us call such vertex same if it was assigned to the same segment as its parent, left if it was assigned to the segment with smaller positions, and right if it was assigned to the segment with greater positions (in the original numbering of positions). Moreover, every vertex can be either black (in the state A) or white (not in the state A). For a fixed segment assigned to v 1 one can visualize a state in a given segment assignment as the tree D with labeled edges and colored vertices as on Figure 6 .
Let v be a vertex with parent u.
then v cannot be both white and right.
Therefore every non-root vertex has only five possibilities. Since the root of D can be assigned to any segment and be either white or black, we conclude that our algorithm visits at most 2n5 n−1 = O * (5 n ) states.
Note that checking if a subset A ⊂ V is a state and trying to extend one state in the DFS step can be done in polynomial time. Therefore, we can claim the main result of this section. 
O(4.83 n ) ALGORITHM
In this section, we modify the O * (5 n ) algorithm to obtain a O(4.83 n )-time algorithm at a cost of a O * (4 n ) space complexity. As the previous algorithms, this algorithm consists of two phases: first, we generate some segment assignments, and in the second phase, for every generated segment assignment we check if there exists a b -ordering compatible with it. As in the previous section, D denotes any (but fixed for the whole algorithm) rooted spanning tree of the graph G.
However, to break the O(5 n ) barrier, we have to generate less assignments of segments to vertices than the O * (5 n ) algorithm does. This can be achieved by allowing bigger segments than those of size b + 1. More precisely, in this algorithm vertices are assigned to segments of size 2(b + 1) or 4(b + 1). Note that when a vertex is assigned to a segment of length 2(b + 1) the set of acceptable positions for its neighbor can be covered with only two segments of length 2(b + 1), as on Figure 7 . This leads to O * (2 n ) generated assignments but in order to decrease the number of possibilities in the time bound proof we leave 4(b + 1)-element segments for leaves of the tree D. We explain the details in the next section.
The second phase of the algorithm is a quite natural adjustment of the second phase of the algorithm from Section 3 to the new segment assignment form.
First Phase: Generating Segment Assignments
Definition 4.1. A segment is a nonempty set of consecutive positions of the form {i(b + 1) + 1, i(b + 1) + 2, . . . , j(b + 1)} ∩ {1, 2, . . . , n} for some integers i < j. We say that this segment has index (i, j) and denote it as (i, j) . For the sake of simplicity, we define i = (i,i+1) and call such segments base segments.
Definition 4.2. A segment assignment is a function φ assigning a segment to every vertex such that the following conditions hold.
(1) Every leaf of the spanning tree D is assigned to a segment of size 4(b + 1), that is, segment (i,i+4) for some integer i.
(2) Every inner vertex of D is assigned to a segment of size 2(b + 1), that is, segment (i,i+2) for some integer i. LEMMA 4.3. Let π be a b -ordering. In any segment assignment φ consistent with the ordering π, for every edge uv, if φ(u) = (i, j) and φ(v) = (k,l) then j ≥ k and l ≥ i.
PROOF. If j < k, then there is a gap of size at least b +1 between φ(u) and φ(v). Since π is consistent with the segment assignment, edge uv is longer than b , a contradiction. A similar argument proves that l ≥ i.
LEMMA 4.4. Let π be a b -ordering. There exists a segment assignment consistent with π.
PROOF. As a proof, we present a simple construction of the segment assignment. Let u 0 be the root of D. Let's assign it to any segment of length 2(b + 1) containing π(u 0 ) (there are exactly two possible segments). Then assign segments to vertices in a root-to-leaf order. Let u be an unassigned vertex with parent v and let T (i,i+2) be the segment assigned to v.
We can assign u to (i−1,i+3) or to one of the segments (i−1,i+1) and (i+1,i+3) , containing π(u), depending whether u is an inner vertex or a leaf.
Our goal in the first phase is to generate a set of segment assignments such that for every b -ordering there exists a generated segment assignment consistent with it. In the second phase, we check for every segment assignment whether a consistent bordering exists. As a result, we check if there exists a b -ordering of the given graph G.
The first phase is as follows.
(1) Assign the root u 0 of the tree D to any valid segment of size 2(b + 1).
(2) Recursively assign other vertices in a root-to-leaf order of the tree D. Given a vertex u with a parent v assigned to a segment (i,i+2) , try both possibilities of assigning u to one of the segments (i−1,i+1) , (i+1,i+3) if u is an inner vertex, or assign u to (i−1,i+3) if u is a leaf (see Figure 7 ). (3) For every generated assignment, check the condition from Lemma 4.3: in other words, accept the assignment iff for every edge uv in G segments assigned to vertices u and v are not too far from each other.
Note that Lemma 4.4 implies that for every b -ordering π there is a generated segment assignment consistent with π. Note that this is exactly the assignment described in the proof of Lemma 4.4.
The second phase is fed with the generated segment assignments on-line. Therefore, the first phase uses polynomial space only. In Step 2 of the algorithm, we have two possibilities for every inner nonroot vertex. For the root, we have n (b +1) + 1 ≤ n + 1 possibilities (the additional one comes from the segment (−1,1) , which is also a correct segment according to Definition 4.1). We do not have a choice for leaves, thus the algorithm generates at most (n + 1)2 n−1 assignments. This algorithm uses polynomial time for every generated assignment, so this phase works in O * (2 n ) time.
Second Phase: Depth-First Search
Now we adapt the second phase of the algorithm from Section 3 to the new form of the segment assignment. Let us denote this segment assignment by φ.
We perform an analogous depth-first search as in the previous algorithm where additionally we keep in mind that adjacent vertices have to be assigned close to each other since segments of length 2(b + 1) do not forbid us to place adjacent vertices in positions i, j such that |segment(i) − segment( j)| > 1.
Let φ : V → { (i, j) : i < j} be a fixed segment assignment generated by the first phase. We are to check whether there exists a b -ordering compatible with φ. Similarly, as in Section 3, we define a state. However, since we have bigger segments, we need to keep more information in the state than in Section 3.
Definition 4.5. By a state candidate, we denote a partial function s : V → { i : 0 ≤ i < n (b +1) }, that is, assigning the base segments to some of the vertices, such that, for
Note that, for a state candidate s and an inner vertex v of the tree D, there are two possible values for s(v) and there are four possible values for v being a leaf.
Definition 4.6. A state is a state candidate s satisfying the following conditions.
(1) Vertices from dom(s) can be assigned to the first |dom(s)| positions in the color order, in a way compatible with s. In Section 3, we extended states by adding a new vertex. Here, we need to keep track of a few more constraints when extending a state.
Definition 4.7. We say that a state s is an extension of some state s if there exists a vertex v such that:
(1) s(v) is undefined and s (v) is defined;
(2) dom(s ) = dom(s) ∪ {v} and s = s | dom(s) ;
(3) If uv is an edge in the whole graph G and s (u) = k and s (v) = i , then k−1 ≤ i ≤ k.
With the aforementioned definitions, the following equivalence holds (compare to Lemma 3.6).
LEMMA 4.8. Let π be a b -ordering compatible with the given segment assignment φ. By s k , for 0 ≤ k ≤ n, we denote the state candidate, assigning segment(π(v)) to every vertex v assigned to one of the first k positions in the color order (i.e., |dom(s k )| = k). Then, every s k is a state and for every 0 ≤ k < n the state s k+1 is an extension of the state s k .
PROOF. This is a quite straightforward corollary from Corollary 3.4. Point 1 of the state definition is obviously satisfied by the definition of s k . Now lets look at any s k and edge uv. If both s k (u) and s k (v) are undefined, Point 2 of the state definition is satisfied. If both are defined, Corollary 3.4 clearly implies Point 2. Assume then that s k (v) = i and s k (u) is undefined. By the construction of the state candidates s k , π(u) is later in the color order than π(v). Therefore, by Corollary 3.4, segment(π(u)) ≤ segment(π(v)).
Since π(u) ∈ segment(π(u)) ⊂ φ(u), the condition in Point 2 of the state definition is satisfied.
Now let us prove that s k+1 is an extension of the state s k . Points 1 and 2 of the extension definition follow directly from the construction of s k . Note that if v is the vertex defined by s k+1 but not by s k , then π(v) is later in the color order than any u defined by s k . Therefore, if we take any uv as in Point 3 of the extension definition, by Corollary 3.4, the condition in Point 3 is satisfied. LEMMA 4.9. Let s k for 0 ≤ k ≤ n be a set of states such that s k+1 is an extension of the state s k for every 0 ≤ k < n. Let v k be the vertex defined by s k , but not by s k−1 . Then ordering π, which assigns position k in the color order to the vertex v k is a b -ordering.
PROOF. Let us prove the thesis by contradiction. Assume that an edge uv is longer than b and, without loss of generality, π(u) < π(v). Since π(u) + b < π(v), segment(π(u)) < segment(π(v)). If segment(π(u)) + 1 < segment(π(v)), then s n is not a state due to Point 2c of the state definition. Therefore segment(π(u))+1 = segment(π(v)) and since we assume that uv is longer than b , π(u) is earlier in the color order than π(v). But then there exists s k for which s k (u) is defined, s k (v) is undefined but s k+1 (v) is defined. Thus, we have a contradiction with Point 3 of the extension definition for the edge uv in the extension from the state s k to the state s k+1 .
The algorithm for the second phase is quite clear now. Given a segment assignment φ, we do a depth-first search over states, looking for a sequence of states and extensions as in Lemmas 4.8 and 4.9. More precisely, we have the following.
(1) Start with the state ∅.
(2) Having a state s with |dom(s)| = k < n, try to create an extension s of s in every possible way, that is, try to assign every undefined vertex in s to the base segment, where the (k + 1)th position in the color order lies.
(3) If we reach a state s with |dom(s)| = n, construct the b -ordering π using the DFS stack (i.e., states ∅ = s 0 , s 1 , . . . , s n = s) and return it. (4) If no state s with |dom(s)| = n is reached, return that there is no b -ordering compatible with φ.
Note that Lemmas 4.8 and 4.9 imply that this algorithm returns correct b -ordering in Step 3 and there are no correct b -orderings if the algorithm reaches Step 4. Therefore, we proved that this algorithm is correct. In Section 5, we prove the O(4.83 n ) time bound and O * (4 n ) space bound.
TIME AND SPACE ANALYSIS OF THE O(4.83 n ) ALGORITHM

Memory Bound
This analysis is fairly easy. Note that the only nonpolynomial space used in the algorithm is the space used to track the visited states in the depth-first search. We bound the number of visited states for one fixed segment assignment φ by 4 n . This implies a O * (4 n ) space bound, since a single state can be kept in polynomial memory and any balanced search tree used to efficiently store the visited states adds only a polynomial overhead in the space complexity.
LEMMA 5.1. Let s be a state for the segment assignment φ. Let v be a leaf of D and let u be a parent of v. Assume we have fixed values for φ (u) and s(u) . Then, we have at most four possibilities for setting φ(v) and s (v) .
PROOF. If φ(u) = (i,i+2) , then φ(v) = (i−1,i+3) and s(v) is either undefined or one of the base segments i−1 , i , i+1 , i+2 -five possibilities, too many. However, note that, by the definition of the state, since uv is an edge of G.
Therefore, in every case, there are only four possibilities for a leaf v.
LEMMA 5.2. For any segment assignment in the second phase the algorithm visits at most 3 n−L 4 L ≤ 4 n states, where L is the number of leaves in the tree D.
PROOF. Let s be a visited state and v be a vertex.
If v is a leaf with a parent u, by Lemma 5.1, having set φ(u) and s(u), we have at most four possibilities for s (v) . This leads to a 3 n−L 4 L bound for the number of valid states.
Time Bound
Note that the search for possible expansions of a given state and checking if a state candidate is a state can be done in polynomial time. Therefore, the time used by the whole algorithm is bounded by O((s(G) + 2 n )n γ ) where γ is a constant and s(G) is the number of visited states. The 2 n factor is due to the first phase of the algorithm. Now we focus on bounding s(G), that is, the number of visited states for all segment assignments in total (possibly counting some states several times when a state is visited for different assignments). In other words, we bound the number of pairs (φ, s) where φ is a valid segment assignment, and s is a state that can be reached by the algorithm while considering the segment assignment φ.
Let u 0 be the root of D. Then φ(u 0 ) has at most n (b +1) + 1 possible values. If φ(u 0 ) = (i,i+2) , then s(u 0 ) is either undefined or equal to i or i+1 . In total, 3(n+ 1) possibilities for u 0 . We are going to bound the number of pairs (φ, s) with fixed φ(u 0 ) and s(u 0 ).
Let us consider a hypothetical state generator that generates possible states (i.e., pairs of functions φ and s) for fixed φ(u 0 ) and s(u 0 ), by analyzing the tree D in a rootto-leaf order. While analyzing a vertex v with already set φ(u) and s(u) for a parent u of v, it assigns φ(v) and s(v) in every possible way, keeping in mind all limitations of a segment assignment and a state, both for v being a leaf and inner vertex (see Lemmas 5.1 and 5.3).
LEMMA 5.3. Let v be an inner vertex with a parent u. Let φ(u) = (i,i+2) . Then φ(v) is either (i−1,i+1) or (i+1,i+3) , by the way we construct φ. The following restrictions are implied by the fact that uv is an edge of G and by the state definition.
In total, five possibilities for φ(v) and s (v) .
The state definition forbids the possibilities that s(v) is undefined or that s(v) = i+2 . In total, four possibilities for φ(v) and s (v) .
Note that in every option we got at most five possibilities for φ(v) and s(v) values for every inner, non-root vertex v. Together, with four possibilities for leaves (Lemma 5.1 and 3(n + 1) for the root, this proves the following corollary.
COROLLARY 5.4. The algorithm visits at most 3(n + 1)5 n−1 states. Now we are going to prove the following lemma:
LEMMA 5.5. The hypothetical state generator, for fixed φ(u 0 ) and s(u 0 ), generates at most cκ n−1 pairs (φ, s) for some constants κ < 4.83 and c > 0. PROOF. To start with, note that there are a few places in Lemma 5.3 where we have four, not five possibilities for φ(v) and s(v): when v is a leaf or when the parent of u is assigned by the state to the left (smaller position numbers) half of its segment (Option B). Moreover, each time we have five possibilities for φ(v) and s(v), vertex v might be assigned to the left (smaller position numbers) half of its segment, which gives us Option B for the analysis of the children of v. This leads to the conclusion that we can use the Measure & Conquer technique to obtain a better bound.
The Measure & Conquer method was introduced by Fomin et al. [2009] . As in the previous analysis, we analyze vertices in a root-to-leaf order. We use the Measure & Conquer method to estimate the number of possible states.
We start with defining how we measure the weight of the current problem instance, that is, at any step of the generator we measure the weight of the already constructed functions φ and s. Here, the weight of the instance is the sum of weights of its vertices. Let α ∈ [0, 1] be a constant to be defined later. In the following definitions, we consider the root u 0 as analyzed, since we have fixed φ(u 0 ) and s(u 0 ). The weight of a vertex v is:
(I) 0, if v is already analyzed, that is, generator already assigned φ(v) and s(v); (II) 1, if v is not analyzed and a parent of v is not analyzed; (III) 1, if v is not analyzed, the parent u of v is analyzed and s(u) is undefined; (IV) α, if v is not analyzed, the parent u of v is analyzed and φ(u) = (i,i+2) and s(u) = i for some integer i. (V) 1, if v is not analyzed, the parent u of v is analyzed and φ(u) = (i,i+2) and s(u) = i+1 for some integer i. In other words, we give weight 1 to the vertex v if there are five possibilities to assign φ(v) and s(v) but weight α if there are only four possibilities. Now we are going to bound the number of generated pairs (φ, s) by the hypothetical generator. However, the bound will not be a function of the number of non analyzed vertices, but it will be a function of the previously defined weight of an instance. More precisely, let T(w) be a bound for the number of states generated by the generator from the point where the weight of the instance is at most w. Now, we estimate T, using limitations for the generator choices gathered in Lemma 5.3.
Let v be a nonroot vertex currently analyzed by the generator, where vertex u is its parent. If v is a leaf, there are always four possibilities for φ(v) and s(v), independent of whether v falls into Category (III), (IV), or (V), that is, whether v weights 1 or α. Therefore, T(w) ≤ max(4T(w − 1), 4T(w − α)). Now let us look at the case when v is an inner vertex. Let φ(u) = (i,i+2) .
(1) If s(u) is undefined, v has weight 1 and we have five possibilities for φ(v) and s(v). In two of them, the children of v fall under Category (III), in two-under Category (V), and in one-under Category (IV). The vertex v becomes analyzed and has weight 0. Since there is at least one child of the vertex v, the following bound holds in this case: 1 − (1 − α) ).
(2) If s(u) = i , v has weight α and we have four possibilities for φ(v) and s(v). In one of them, the children of v fall under Category (III), in one-under Category (V), and in two-under Category (IV). The vertex v becomes analyzed and has weight 0. Since there is at least one child of the vertex v, the following bound holds in this case:
(3) If s(u) = i+1 , v has weight 1 and we have five possibilities for φ(v) and s(v). In two of them, the children of v fall under Category (III), in two-under Category (V), and in one-under Category (IV). The vertex v becomes analyzed and has weight 0. Since there is at least one child of the vertex v, the following bound holds in this case: − (1 − α) ).
Having fixed value of α, we can bound the function T by the following standard procedure:
(1) Replace T(w − γ ) by x −γ in every previus inequality.
(2) Replace all inequalities by equalities obtaining a few equations and find all roots of those equations.
(3) Take κ as the biggest absolute value among the roots of the equations. Then, T(w) ≤ cκ w for some constant c > 0.
By searching the space of possible values for α, we got that for α = 0.8805 the function T(w) is bounded by cκ n for κ ∼ 4.828485 < 4.83 and some c > 0. If only φ(u 0 ) and s(u 0 ) is fixed, the weight of the instance does not exceed n − 1. This completes the proof.
The following theorem is a straightforward corollary from Lemmas 5.2 and 5.5. THEOREM 5.6. There exists an algorithm that solves the BANDWIDTH problem in O(4.83 n ) time and O * (4 n ) space.
