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A poroelastic finite element formulation originally derived for model-
ing porous absorbing material in air is adapted to the problem of acoustic
scattering from a poroelastic seafloor with a one-dimensional randomly rough
interface. The developed formulation is verified through calculation of the
plane wave reflection coefficient for the case of a flat surface and comparison
with the well known analytical solution. The scattering strengths are then
obtained for two different sets of material properties and roughness param-
eters using a Monte Carlo approach. These numerical results are compared
with those given by three analytic scattering models—perturbation theory,
the Kirchhoff approximation, and the small-slope approximation—and from
those calculated using two finite element formulations where the sediment is
modeled as an acoustic fluid.
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Chapter 1
Introduction
The interaction of acoustic waves with the ocean floor is a relevant
and important topic in many fields of scientific research, including marine
seismology, petroleum geophysics, and underwater acoustics [1]. In naval ap-
plications, acoustic scattering by the seafloor has long been recognized as an
important source of interference with sonar systems; this interference is par-
ticularly prominent in shallow water environments [2]. Since more and more
naval applications are focusing on littoral environments, accurate models that
describe both the physics of the sediment and the interaction of acoustic waves
with the bottom are of present necessity.
The acoustic behavior of sediments has been studied extensively. The
earliest models assumed sediments behaved like fluids. Since sediments gener-
ally can support shear stresses, the assumptions made when using fluid models
are tenuous at best and have been replaced with more robust models, such as
those that model the sediment as an elastic or viscoelastic material [2]. How-
ever, it has recently been shown that the best fit with experimental reflection
and backscattering data occurs when the sediment is assumed to behave as
a poroelastic medium governed by the Biot model [3, 4]. Even an effective
1
density fluid model (EDFM) developed in [5] that approximates a poroelastic
medium does better than other models at matching measured reflection and
backscattering data [4, 6]. Experimental results also indicate that the varia-
tion of sound speed with frequency is modeled fairly well by Biot theory [7].
For this reason, it will be assumed in this work that the sediments considered
behave as poroelastic media.
Biot theory has also seen widespread application in the modeling of
porous materials used for sound insulation and noise control in air. To meet
this need, finite element models for sound absorbing materials assumed to
be poroelastic have been developed [8]. Despite their robustness, these finite
element formulations are rarely, if ever, applied to problems dealing with un-
derwater acoustic scattering from the seabed; it is the primary goal of the
present work to do just this.
In addition to the choice of sediment model employed, effects on the
scattered field due to seafloor roughness are of particular importance, espe-
cially at higher acoustic frequencies, where seafloor roughness can be a domi-
nant contributor [2]. Scattering by interface roughness is also postulated to be
the dominant mechanism for subcritical penetration into sediments [9]. There-
fore, roughness effects cannot be neglected if one hopes to model the acoustic
interaction with the seafloor accurately. Scattering problems are typically
studied using theoretical models that make various assumptions in approxi-
mating the Helmholtz-Kirchhoff integral. The three most common of these
methods are perturbation theory, the Kirchhoff approximation, and the small-
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slope approximation. Recently, perturbation theory and the small-slope ap-
proximation have been extended to scattering from rough poroelastic surfaces
[10, 11]. Neither of these models as applied to scattering from poroelastic inter-
faces has been vetted against exact solutions so their validity is yet unknown.
In this work, the finite element method, which converges to the exact solution
provided the discretization of elements is sufficiently fine, will be used to assess
the accuracy and validity of perturbation theory, the Kirchhoff approximation,
and the small-slope approximation in modeling scattering from poroelastic sur-
faces. The finite element method is also capable of modeling high roughness
cases where the aforementioned approximate models fail. Therefore, in addi-
tion to vetting the analytic models, the poroelastic finite element formulation
will enable the modeling of scattering problems that have thus far been out of
reach.
1.1 Research Questions
The purpose of this thesis is to study the acoustic scattering from one-
dimensional rough poroelastic interfaces using the finite element method and
to address the following research questions:
1. How should the poroelastic finite element formulations be adapted to
the problem of acoustic scattering from the seabed?
2. What are the effects of roughness on the acoustic scattering from poroe-
lastic interfaces?
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3. Do the three most widely used analytic scattering models—perturbation
theory, the Kirchhoff approximation, and the small-slope approximation—
perform well when applied to scattering from rough poroelastic surfaces,
and, if so, what are their regions of validity?
4. How does the scattering from media assumed to follow the effective den-
sity fluid model compare to the results obtained for the full poroelastic
formulation?
1.2 Model Problem
In order to address the research questions enumerated above, a simple
two half-space scattering problem will be adapted for the present work. The
geometry of the problem is illustrated in Figure 1.1. As shown in the figure,
a plane wave is obliquely incident on a rough interface separating two semi-
infinite half-spaces. The upper half-space consists of a fluid while the lower
half-space is assumed to be a poroelastic medium consisting of two compo-
nents: a solid elastic frame and an interstitial fluid. It is also assumed that
the fluid of the upper medium is the same fluid as the interstitial fluid of the
lower medium. Scattered and transmitted waves result when the incident plane
wave impinges on the rough interface. Following Biot theory, the transmit-
ted energy is distributed into three different waves—two compressional waves
(denoted as the “fast” and “slow” waves) and a shear wave [11].
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   Sca2ered	  
Figure 1.1: Scattering geometry.
1.3 Organization
This thesis has the following organization. Chapter 2 provides a review
of the literature necessary to have an appropriate grasp of the context of the
present work. Chapter 3 is devoted to discussing the equations of motion that
govern poroelastic media and develops the form of these equations that will
be used in the finite element implementation. Chapter 4 considers how the
existing poroelastic finite element formulations can be adapted for the present
work; this chapter also discusses considerations that need to be made when
5
truncating the scattering geometry of Figure 1.1 to a finite computational
domain. Chapter 5 outlines the results of model verification and convergence
studies. Chapter 6 presents the main numerical results. Finally, Chapter 7
gives conclusions and recommendations for future work.
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Chapter 2
Background
The aim of this chapter is to review the literature relevant to the present
work and to provide necessary background and context. The first section
discusses the development of the theory of poroelasticity and its applications.
The second section deals with the considerations needed to study acoustic
scattering from rough surfaces and the models most frequently used. The
third section discusses the literature dealing with the combined problem of
scattering from rough poroelastic surfaces. Finally, a section is devoted to the
finite element method.
2.1 Poroelasticity
This section is intended to provide background on the theory of poroe-
lasticity as developed by Biot and worked on by others. First, Biot’s foun-
dational work on the subject is discussed. Next, the contributions of other
researchers to theoretical development relevant to the present work is dealt
with. After that, the experimental evidence confirming the utility of Biot
theory is summarized. Finally, extensions and alternatives to Biot theory are
briefly described.
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2.1.1 Biot Theory
Although the study of porous media can be traced back earlier to the
work of Fillunger in 1913 and von Terzaghi in 1923, the theory of porous media
most widely accepted today was created principally—and almost exclusively—
by Maurice Biot in a series of classic papers that introduce what is now known
as the theory of poroelasticity or Biot theory [12, 13]. Biot theory models the
porous material as a skeletal elastic frame coupled to a fluid which completely
fills its pores; in total, the theory describes the physics governing the static
and dynamic response of such materials [14]. Of particular interest to the
present work are the equations of wave propagation given by the theory.
The foundation of poroelasticity relies heavily on Biot’s early work
dealing with consolidation, the process through which soil under load settles
gradually at a variable rate. In [15], Biot formulates the field equations de-
scribing consolidation under the assumption of isotropy, which give the stresses
and displacements of an elastic matrix with voids filled with a viscous fluid
obeying Darcy’s law [12]. Biot follows with [16–18], which show specific appli-
cations of the methods given in [15]. The formulation of [15] is generalized to
the case of anisotropy in [19]. Returning to isotropy, general solutions to the
equations of elasticity and consolidation for a poroelastic material are given
by Biot in [20].
Perhaps the most pivotal papers in the development of the Biot theory
of porous media are [21] and [22]. It is in these two papers where the equations
governing elastic wave propagation in a poroelastic solid are developed. In [21],
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the analysis is restricted to the low frequency range where the Poiseuille flow
assumption is valid while [22] deals with the extension to higher frequencies.
These two papers are also where the existence of a second compressional wave
with slower sound speed and high attenuation, now known as the “slow wave,”
is first predicted.
Biot’s remaining papers on the subject serve to further polish and ex-
tend his theory. In [23], the formulation of [21] and [22] are extended to
the case of anisotropic solids with viscoelastic properties [12]. In a paper co-
authored by Willis, Biot discusses measurement methods to determine the
elastic coefficients needed for the theory and the physical interpretation of
these coefficients [24]. This paper is also where the so-called Biot-Willis coef-
ficient and Biot modulus are codified. The theory is further generalized and
its nomenclature made more concise and systematic in [25] and [26]. While he
would continue to develop his theory for over a decade past the publication
of [26], these two papers are generally considered the culmination of Biot’s
development of the theory of poroelasticity.
2.1.2 Beyond Biot
While Biot almost single-handedly formulated the theory of poroelas-
ticity that bears his name, many other researchers have since contributed to
the study of poroelastic materials, both in further development of Biot’s the-
ory and in the theory’s application. Perhaps the most important contributor
to the development of the theory of poroelasticity after Biot in the field of
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geophysics and sediment acoustics was Robert Stoll. Stoll’s first contribution
is [27], in which Stoll and Bryan study the wave attenuation predicted by Biot
theory and extend the theory to include losses due to the inelasticity of the
frame by allowing the bulk and shear moduli of the frame to be complex. This
article also explicitly puts forth the thirteen parameters required as inputs to
the Biot model and shows the effects on the expected attenuation when several
of these parameters are varied individually. These thirteen parameters are as
follows:
1. bulk modulus of grains
2. bulk modulus of fluid
3. mass density of grains
4. mass density of fluid
5. bulk modulus of frame
6. log decrement for bulk vibrations of frame
7. shear modulus of skeletal frame
8. log decrement for shear vibrations of frame
9. viscosity of fluid
10. porosity
11. permeability
12. structure constant (or tortuosity)
13. pore-size parameter
In [28], Stoll presents what is perhaps the most succinct derivation of Biot’s
equations, further discusses the relationship between the input parameters,
10
computes the attenuation for a number of measured parameter sets, and com-
pares these calculations with the limited measured data that was available
to him. Applications of the theory described by [27] and [28] are discussed in
[29]; this paper is also where Stoll gives the sand parameter set most frequently
employed in the subsequent literature on the subject. In [30], his most cited
paper and one of the seminal articles dealing with the theory of poroelastic-
ity, Stoll and Kan study the reflection and refraction of acoustic plane waves
impinging on a fluid-poroelastic interface. This work discusses the application
of what is now referred to as the “open pore” interface coupling conditions
at length, numerically calculates the reflection coefficients for two parameter
sets, and studies how the reflection coefficients change when the permeabil-
ity, frequency, and angle of incidence are varied. Stoll’s theoretical work on
the subject culminates with [14], his monograph that includes chapters on
the derivation of Biot’s equations, parametric studies, the physics of idealized
granular media, laboratory measurements and how these measurements can be
used to determine the input parameters, and how the theory can be applied
to geoacoustic models. Finally, an appendix expands upon the work of [30]
and explicitly outlines how the fluid-poroelastic reflection coefficients can be
evaluated analytically.
In addition to Stoll, many other researchers have contributed to the
theoretical development and application of poroelastic theory. One topic that
has received particular attention is the derivation of the conditions needed
to ensure proper coupling of two poroelastic media, a fluid and a poroelastic
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medium, and a poroelastic medium and an elastic solid. In a seminal paper
[31], Deresiewicz and Skalak derive the necessary conditions to ensure proper
coupling of two poroelastic media for three cases. The first case is the so-
called “open pore” case, where all the pores of the two media are completely
connected. The second case is the situation where some pores are properly
aligned and others are not. The third case is the so-called “closed pore” case,
where none of the pores are aligned. Fig. 2.1 reproduced from [31] illustrates
these three cases. In addition, Deresiewicz and Skalak also derive the condi-
tions required to properly couple a poroelastic medium to an elastic solid and
a fluid.
ON UNIQUENESS IN DYNAMIC POROELASTICITY 7 8 7  
We return now to (10) and, using the equivalence of (12) and (15), the con- 
t inui ty of ~b~, and the relation given in (17), write the integral over S, as the sum 
of two parts: 
f 8  [~" (1) (1)~ \ . (1)  / (2) (2)~ \ . (2)~ (1) £ / • 2 t ~ i i  q - s  o~j)u~ - -~r~  i q - s  o~i)u~ Jn i d S -  w~ dS, 
e c 
(is) 
where, as in (10), the integrands contain quantities of the "difference" system. 
The second integral in (18) represents the dissipation associated with restrained 
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in (8). Accordingly, in general, the conditions at the interface sutficient for unique- 
ness are the continuity of the quantities listed in (16), except that  continuity of 
p is now replaced by the condition (17) and lc must be specified. For /c  = 0 this 
reduces to the conditions in (16); for k = m, (17) is to be interpreted as requiring 
w~ -- 0, without any specification of p. Thus, in general, the fluid pressure will be 
discontinuous across the interface. 
I t  remains to note the reductions of the general conditions appropriate to the 
special eases of contact between a porous medium and an impermeable elastic 
solid or a liquid. The conditions for the solid-porous interface correspond to the 
ease £ = m with the porosity of one of the media set equal to zero. Denoting the 
quantities pertaining to the impermeable solid by  superscribed bars (so that  
D = 0), the uniqueness conditions reduce to 
(19) 
on the interface. 
If, on the other hand, the interface is between a liquid and a porous solid, the 
reduction may be effected by setting, for the liquid, ~ = 1 and ~ = en, = 0. 
Figure 2.1: Illustration of the three cases of pore alignment described in [31].
The open pore case is depicted in (a). The intermediate case is depicted in
(b). The closed pore case is depicted in (c).
The open pore coupling conditions for two distinct porous media are
independently derived by Lovera in [32]. Here the conditions are expressed
purely in terms of t e stress te sors and displacement vectors allowing for ease
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of application to contact surfaces of arbitrary shape and to anisotropic media.
Lovera also uses the asymptotic behavior of these conditions to independently
derive the coupling conditions for poroelastic-elastic and poroelastic-fluid in-
terfaces.
Despite the widespread use of the coupling conditions for two poroelas-
tic media given by [31], their validity is challenged by de la Cruz and Spanos in
[33]. This controversy is addressed by Gurevich and Schoenberg in [34], where
it is shown that only the conditions given in [31] for the open pore case are
valid and that the conditions for the remaining cases do not properly satisfy
Biot’s equations at the interface. However, Gurevich and Schoenberg show
that these cases can be properly modeled by allowing for the existence of an
intermediate thin layer with small permeability proportional to its thickness.
In [35], Sharma derives a set of coupling conditions for the case of partially
connected pores at a welded poroelastic-poroelastic interface. Sharma also
considers the case of loose contact at the interface.
A related problem that has received considerable attention is the deter-
mination of the reflection and transmission coefficients of a wave (usually as-
sumed planar) incident on a poroelastic surface. Early treatment of the subject
is given by Deresiewicz in a series of classic papers. In [36], Deresiewicz con-
siders the propagation of plane waves in a non-dissipative poroelastic medium
and their reflection from a plane, stress-free boundary. It is determined that,
in general, reflection from the free surface gives rise to waves of all three types
supported by poroelastic media regardless of which type is incident. It is also
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concluded in [36] that “while there always exists a critical angle of incidence
of the [slow] and [shear] waves beyond which the reflected [fast] wave is lo-
calized as a surface motion, there may occur, in addition, critical angles for
total reflection of either the [shear] or the [slow] wave, their existence depend-
ing on material properties.” Deresiewicz and Rice expand upon this work in
[37], where the general case including dissipation is considered. In addition
to the angles of reflection and reflection coefficients, expressions are found for
the phase velocities and attenuation coefficients of the reflected waves. It is
determined that the reflected waves are both dispersive and dissipative and
that critical reflection of the compressional waves does not occur for an inci-
dent shear wave. In [38], Deresiewicz and Rice consider the problem of wave
transmission between two poroelastic media for the case of normal incidence
and develop expressions for the transmission coefficients and phase shifts that
result for both an incident fast wave and an incident shear wave. Although no
shear waves result when a fast wave is normally incident on the boundary, it
is found that a fast wave can generate a slow wave and vice versa. One final
paper by Deresiewicz relevant to the problem of reflection and transmission
is [39] coauthored by Levy. Here reflection and transmission coefficients are
calculated in terms of recursion relations for fast and shear waves normally
incident on a system of poroelastic layers of arbitrary number terminating in
poroelastic half-spaces.
Since the work of Deresiewicz, considerably more research has been
done to address the problem of reflection from and transmission through a
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poroelastic boundary. In an important paper [40], Hajra and Mukhopad-
hyay study the reflection and refraction of elastic waves obliquely incident on
an elastic-poroelastic interface and obtain expressions for the reflection and
transmission coefficients for both incident compressional waves and incident
shear waves. In [41], Dutta and Ode´ study the reflection and transmission of
plane waves that occurs at the interface of two poroelastic media with the same
elastic properties but distinct pore fluids and derives the reflection and trans-
mission coefficients for this case. The paper states two important conclusions:
(1) the transfer of energy at the interface into highly attenuated slow waves is
the most significant loss mechanism and (2) in addition to the expected energy
fluxes carried by the three waves, there is a nonzero interference flux that must
be considered, especially at high frequencies. Following [40] and [41], Allard
et al. expand upon [39] in [42] and use transfer matrices to calculate the input
impedance and reflection and transmission coefficients for the case of waves
obliquely incident upon a system of layered poroelastic media.
Following the classic paper of Stoll and Kan [30], many other researchers
have considered the problem of the reflection and transmission that occurs
when a plane wave impinges on a fluid-poroelastic interface. Expanding on
[30], Wu, Xue, and Adler [43] use the Poynting energy flux vector to find not
only the reflection coefficients but also the transmission coefficients for a plane
wave obliquely incident from the fluid. Furthermore, Wu, Xue, and Adler
consider the case when the incident wave originates in the poroelastic medium
and compare calculations of the transmission coefficients of sound through
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a fluid-poroelastic-fluid system to experiment, finding reasonable agreement.
Wu, Xue, and Adler also apply the closed pore condition described in [31]
to calculate the reflection and transmission coefficients and find considerable
differences from the open pore case. However, these authors seem unaware
of the work cited above discrediting the physical validity of the closed pore
condition of [31] so this part of their work should be regarded with skepticism.
In [44], Santos et al. analyze the effect of Biot’s high-frequency correction
factor on the reflection and transmission coefficients for both fluid-poroelastic
and poroelastic-poroelastic interfaces and find the reflection and transmission
coefficients calculated with the correction included differ significantly from
those calculated without it. Albert [45] compared the plane wave transmission
that occurs at an air-air-saturated poroelastic interface and a water-water-
saturated poroelastic interface, finding major differences and concluding that
the transmitted slow wave is far more important in the air-saturated case.
In [46], Denneman et al. derive new closed-form expressions for the fluid-
poroelasic reflection and transmission coefficients and compare the case of a
water-water-saturated poroelastic interface to the case of a water-air-saturated
poroelastic interface. This work is extended to the case of a general anisotropic
poroelastic medium by Sharma in [47].
Research dealing with the coupling of poroelastic media to fluids and
elastic solids and the reflection and transmission that results when a plane
wave impinges upon the interfaces along which this coupling occurs remains a
topic of interest to this day. Recently, Nandal and Saini have considered the
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reflection and transmission at an imperfectly bonded poroelastic-cracked elas-
tic solid interface [48] and Wang et al. derived the reflection and transmission
coefficients for plane waves at a fluid-poroelastic interface with an underlying
elastic solid substrate [1].
Although not fitting neatly into the topics of interface coupling or re-
flection and transmission, a few other papers were found to be useful to the
present work and will now be discussed briefly. In [49], Berryman develops
a new identification of the coefficients present in Biot’s strain energy func-
tional that depends only on the frame bulk and shear moduli, the fluid bulk
modulus, and the porosity; this new identification is found to be exact for the
case of fully consolidated frames. Berryman also discusses how many of the
required input parameters (such as the frame parameters and the tortuosity)
can be determined theoretically from quantities that are more easily known
(such as the porosity and the grain parameters). In a particularly important
paper [50], Yamamoto determines the acoustic normal modes of an isovelocity
ocean overlying a poroelastic half-space. This paper also gives a closed form
expression for the calculation of the phase speeds and attenuations of the three
waves supported by a poroelastic medium. One last paper that is essential to
the present work is [5], in which Williams develops an effective density fluid
model to approximate the behavior of a poroelastic medium. Finally, it should
be noted that, while the majority of the work discussed in this section deals
with the application of Biot theory to geophysics, seismology, and sediment
acoustics, much work has also been done toward using the theory to predict
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the behavior of porous sound absorbing material in air; see, for instance, [51]
and [52].
2.1.3 Experimental Evidence
Although Biot theory makes several predictions that are directly testable,
experimental confirmation of the theory did not occur until over twenty years
after the theory’s conception. The earliest and most frequently cited exper-
imental evidence is reported by Plona in [53]. In this work, Plona used an
ultrasonic measurement technique based on mode conversion occurring at the
boundary of an immersed water-saturated porous solid consisting of sintered
glass spheres. Through measurement of the arrival times of the received pulses,
Plona not only identified a compressional wave with sound speed much less
than the normal compressional wave but directly observed the mode conver-
sion between these two compressional waves at the boundaries. Berryman
further analyzed Plona’s measurements in [54] and found that the slow wave
speeds predicted by Biot theory lie within 10% of the experimental values and
increase when the porosity is increased, as predicted by the theory. Expanding
upon the measurements put forth in [53], Johnson and Plona reported simi-
lar measurements of the wave speeds of both unconsolidated (i.e., loose) and
consolidated (i.e., sintered) glass beads immersed in water [55]. In the case of
the unconsolidated beads, a single compressional wave and no shear waves is
observed. However, once the beads were fused into a porous medium, two dis-
tinct compressional waves (fast and slow) and a shear wave are observed. It is
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interesting to note that neither of the compressional wave speeds measured for
the consolidated case correspond to the wave speed measured when the beads
were kept loose. It should also be noted that both measurements reported by
Plona were taken under carefully controlled laboratory conditions and using
broadband pulses with the rather high center frequency of 500 kHz.
In addition to the work of Plona and Johnson, a good portion of
the other attempts at experimentally verifying Biot theory have dealt with
slow wave observation and measurement. In [56], Nagy, Adler, and Bonner
present a technique utilizing the transmission of airborne ultrasound through
air-saturated porous samples to measure the phase speed and attenuation of
the slow wave. Since their technique causes all the incident wave energy to
either be reflected or transmitted via the slow wave, slow wave propagation
is readily observed in air-saturated natural rocks at 150 kHz. Also, the slow
wave speed and attenuation in a sintered glass bead sample are measured over
the wide frequency range of 30 to 500 kHz and the measured data are found
to agree closely with the values predicted by Biot theory.
In [57], Boyle and Chotiros describe the measurement of the speeds
of waves supported by unconsolidated sand underlying a water column in a
laboratory tank and report observation of a slower compressional wave when
the sand is insonified at shallow grazing angles. While the researchers speculate
that this slower compressional wave may be explained by Biot theory, they are
unable to accurately predict a slow wave with the measured speed using the
poroelastic parameters most frequently cited for sand.
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One measurement set particularly relevant to the present work but
not often cited is reported by Nakagawa, Soga, and Mitchell in [58]. Using
very sensitive transducers, Nakagawa, Soga, and Mitchell observe the slow
compressional wave in granular soils and find the measured phase speeds to
agree with theoretical calculations to within less than 10%. The researchers
also find the slow wave to be highly frequency dependent and have phase
opposite of that of the fast and shear waves, which is consistent with theory.
Another highly pertinent paper reporting evidence of slow wave prop-
agation is [59] by Kelder and Smeulders. Using an experimental setup similar
to that used by Plona in [53], Kelder and Smeulders observe a slow wave con-
sistent with Biot theory in water-saturated Nivelsteiner sandstone and find
the measured velocity to be of the same order as reported for sintered glass
beads in [53].
Relatively recently, Bouzidi and Schmitt refined the experimental pro-
cedure of Plona with a newly developed ultrasonic transmitter-receiver pair
and report their findings in [60]. Again, the measured properties of the slow
wave are found to be consistent with Biot theory. Bouzidi and Schmitt also
conclude that models using the open pore coupling conditions best match ex-
periment.
In addition to observation of the slow wave, other predictions made
by Biot theory have been experimentally verified. In [61], Turgut and Ya-
mamoto report the results of acoustic pulse transmission experiments in sat-
urated beach sediments where the fast and shear wave speeds and intrinsic
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attenuations are measured. The data collected show the dispersive nature of
the fast wave velocities, as predicted by Biot theory. This finding demonstrates
that viscous effects due to the relative motion of the pore fluid with respect
to the frame is the main damping mechanism in the frequency range of 1–30
kHz. Turgut and Yamamoto also find consistency between directly measured
porosity and permeability values and those predicted by Biot theory using the
measured wave speeds and attenuations.
King, Marsden, and Dennis report the results of several ultrasonic mea-
surements of the fast and shear speeds of many sandstone samples of various
levels of salt water saturation in [62]. First, the researchers measured the wave
speeds for many dry and fully-saturated samples and find excellent agreement
with the values predicted by Biot theory. Next, they measured the wave speeds
for eight of the sandstones at different saturation levels and find that the shear
wave speeds follow Biot theory closely while the fast wave speeds are higher
than expected. The researchers attribute this disparity of the fast wave speeds
to small heterogeneities in pore size not accounted for in their calculations.
A good deal of data collected as part of the SAX99 series of field exper-
iments conducted in the Gulf of Mexico have been offered as verification of the
predictions made by Biot theory. In [63], Stoll compares compressional (fast)
wave velocities measured at high and low frequencies in a uniform sand layer
below the seafloor and finds a significant amount of velocity dispersion in the
interval lying between these frequency extremes. Stoll attributes this disper-
sion to the motion of the pore fluid relative to the sediment’s elastic frame as
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described by Biot theory. In [7], Williams et al. analyze the sound speed and
attenuation measurements made by several researchers during SAX99 span-
ning the extensive frequency range of 125 Hz–400 kHz. In comparing these
measurements to the sound speeds and attenuations predicted by Biot theory,
Williams et al. conclude that both the full Biot model and the effective density
fluid model described in [5] capture the dispersion and attenuation variation
for low frequencies but deviate from the measured values as frequency in-
creases. The researchers speculate that a porous medium model that includes
both random volume heterogeneity and the effects of the shearing at grain
contacts may perform better. One final work related to SAX99 and relevant
to experimental verification of Biot theory is [64]. In a brief letter, Ohkawa
compares attenuation calculations following Biot theory to measurement and
finds the two to be in excellent agreement.
Poroelastic models based on Biot theory and viscoelastic models, which
are a simpler alternative frequently employed, make different predictions con-
cerning the expected reflection coefficient of a water-sandy sediment interface.
At least two studies have tried to use measured reflection loss data as a means
to determine the efficacy of these two types of models. In [65], Chotiros et
al. describe measurements taken of the reflection loss at normal incidence from
a sandy sediment near the island of Elba, Italy and find the measured values
to be inconsistent with the viscoelastic models above expected experimental
error. Chotiros et al. put forth poroelastic models as an alternative since the
slow wave is a loss mechanism that can account for the higher levels of reflec-
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tion loss that were determined experimentally. In a related study [6], Camin
and Isakson use plane wave decomposition to compute the reflection coeffi-
cients from measurements collected using a spherical source and receiver and
compare these experimentally determined values to three plane wave reflection
coefficient models—a viscoleastic model, the effective density fluid model from
[5], and a grain shearing model based on the work of Buckingham [66]. Camin
and Isakson find that the reflection coefficients predicted by the viscoelastic
and grain shearing models are not within the 95% confidence interval for low
frequencies and that, in general, the Biot-based effective density fluid model
provides the best fit with experiment.
One final paper putting forth experimental evidence in support of Biot
theory is [67] by Zhou, Zhang, and Knobles. This paper compiles and analyzes
low frequency measurements taken in shallow water at various locations and
finds the frequency dependence of the sound attenuation of sandy seabottoms
to be nonlinear. The researchers compare these measurements of attenuation
and sound speed to the values predicted by Biot theory and conclude that
poroelastic models describe the sound speeds and attenuation values well.
2.1.4 Extensions to Biot Theory
Despite its success and predictive power, many researchers have worked
to extend Biot theory or to introduce alternative theories governing the physics
of poroelastic media. An early attempt at coming to a more general theory
of porous media is made by Burridge and Keller in [68]. Starting with the
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equation of linear elasticity to describe the solid frame, the linearized Navier-
Stokes equations to describe the pore fluid, and the needed conditions to couple
the two phases, Burridge and Keller analyze the microstructure of poroelas-
tic media and use the two-space method of homogenization to derive general
macroscopic equations of motion. The researchers find that if the medium
is macroscopically uniform and the viscosity of the pore fluid is small, their
equations reduce to those given by Biot theory. Their equations are also seen
to reduce to those of a viscoelastic solid when the viscosity is not small and
the medium is still assumed uniform. However, when the viscosity is assumed
small and the medium is not uniform, Burridge and Keller find their equations
to have terms not seen in either Biot’s equations or those of viscoelasticity.
One common avenue for extending Biot theory has been inclusion of the
effects of the so-called “squirt-flow mechanism,” where the pore fluid squirts
out of the cracks as they are deformed by passing waves. Biot-based models
that include squirt flow effects are often referred to as Biot-squirt or BISQ
models [69]. In [70], Dvorkin and Nur introduce a heuristic BISQ model to de-
scribe the dynamics of saturated rocks and find their model to give attenuation
that is much higher than what is predicted by Biot theory. The researchers also
find velocity dispersion to be strongly affected by the inclusion of squirt flow
effects. The BISQ model of Dvorkin and Nur is extended in [71], where Jakob-
sen and Chapman present a more generalized theory describing the behavior
of cracked anisotropic poroelastic media derived using a T-matrix approach.
Following the approach of [70], Chotiros and Isakson develop a Biot
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model that includes the effects of both grain contact squirt flow and viscous
drag in [72]. Dubbed BICSQS, the theory proposed by Chotiros and Isakson
models the compressive response of the solid in much the same way as in [70]
and assumes the shear response to be dominated by the elastic behavior at the
grain contacts and the viscous behavior of the fluid film that lies between any
two adjacent grains. Chotiros and Isakson show that the BICSQS model can
successfully model the sound speeds and attenuations as previously measured
and discussed in the literature.
In the geophysics community, many researchers have attempted to
extend Biot theory by including fractures and cracks. In [73], Berryman
and Wang incorporate these features by generalizing Biot theory to allow for
double-porosity dual-permeability media. By double-porosity dual-permeability
it is meant that the medium has both the large-volume low-permeability poros-
ity as described by Biot theory and low-volume high-permeability porosity as-
sociated with cracks and fractures. In addition to increasing the number of
parameters, this generalization also increases the number of coupled equations
from two to three. Another attempt at including cracks in Biot theory is made
by XiaoMing in [74]. Here, XiaoMing takes the BISQ model of [70] and incor-
porates two parameters needed for proper modeling of cracked media—crack
density and aspect ratio.
Another promising area of research is the extension of Biot theory to
include more than one pore fluid such as in the case of a petroleum reservoir.
Though several attempts at this extension to Biot theory were made before
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them, Lo, Sposito, and Majer derive general equations of motion describing
a two-fluid porous system following a similar procedure as that of Biot [75].
The researchers demonstrate that their equations reduce to those developed
by previous researchers in special cases. For the two-fluid case, their work
predicts the existence of yet another compressional wave in addition to the
fast and slow waves of Biot theory.
One of the most widely acknowledged alternatives to Biot theory for
the modeling of the acoustic behavior of unconsolidated sediments is the grain-
shearing (GS) theory proposed by Buckingham in [66]. Unlike Biot theory, this
model assumes that there is no elastic frame and that the translational and
radial grain shearing occurring at the grain contacts when a wave passes is
the main mechanism responsible for the sediment’s acoustic properties. To
ensure a better fit with the dispersion and frequency dependent attenuation
behavior found by experiment and well described by Biot theory, Buckingham
subsequently modified the GS theory and proposed another model including
the effects of the pore fluid viscosity called the viscous grain shearing (VGS)
theory in [76]. The physical validity of both the GS and VGS theories is
called into question in [77], where Chotiros and Isakson argue that neither
model adequately matches the wave speeds and attenuations observed during
the SAX99 experiments and those experimentally measured by Prasad and
Messner in [78]. Buckingham attempts to resolve one issue brought up by
Chotiros and Isakson, the disagreement of the VGS theory with measured
shear wave attenuations, by proposing another modification to his model in
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[79].
2.2 Roughness Scattering
Background on the extensively-studied problem of wave scattering from
rough surfaces is provided in this section. First, a brief overview of the analytic
models most commonly utilized to theoretically treat rough surface scatter-
ing is given. Then, the manner in which these models are extended to the
specific application of acoustic scattering from seafloor roughness is described.
This section concludes with a survey of the work comparing the predictions of
scattering theories to experimental measurement.
2.2.1 Analytic Scattering Models
Wave scattering by random rough surfaces is a topic that has received
extensive theoretical treatment in electromagnetics and acoustics. Such a sur-
face is considered to be a random process [80] and is most frequently character-
ized in terms of its roughness spectrum, the power spectral density of its height
deviations with respect to a reference surface [2]. While a number of numerical
methods have been and are being developed to treat this problem more exactly
[81], the preferred method of studying wave scattering from rough surfaces has
been through the use of analytic models that approximate the scattered field
given by the Helmholtz-Kirchhoff integral formulation. A somewhat exhaus-
tive survey of these analytic approximations is given by Elfouhaily and Gue´rin
in [82]; it is this survey that has largely guided what will be discussed here.
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Small roughness perturbation theory, or just perturbation theory, is the
oldest roughness scattering model and remains to this day to be one of the two
most widely used. First introduced by Lord Rayleigh for his study of acoustic
scattering from corrugated sinusoidal surfaces [83], the theory relies on the fact
that, for surfaces with small roughness compared to an acoustic wavelength
and small slopes, scattering problems can be recast as the combination of
reflection from a smooth surface and the contribution of perturbative terms
arising from the surface’s slight deviation from the mean plane [80]. Following
Rayleigh, Rice developed explicit first- and second-order perturbation theory
expressions for electromagnetic scattering from one-dimensional conducting
randomly rough surfaces [84]. Due to their contributions, the early form of
perturbation theory is often referred to as the Rayleigh-Rice method. The
Rayleigh-Rice method uses the so-called Rayleigh hypothesis as a starting
point, which states that all waves scattered from the surface are outgoing,
even at those points lower than the surface’s maximum deviation above the
mean plane [82].
To avoid appeal to the Rayleigh hypothesis, a newer, more rigorous
form of perturbation theory has been derived based on the extinction theo-
rem, which states that, for a surface of infinite extent, the scattered field must
vanish below the surface. First applied to scattering from a periodic surface
by Waterman in [85], it has since been applied to scattering from randomly
rough surfaces by Agarwal [86], Lopez et al. [87], and Nieto-Vesperinas and
Garc´ıa [88], among others. Despite its increased rigor, Jackson et al. show
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that perturbation theory derived using the extinction theorem gives identical
results to those obtained using the Rayleigh-Rice method when both are car-
ried out to high order [89]. The validity of perturbation theory when used to
calculate acoustic scattering from a rough pressure release boundary following
a Gaussian roughness spectrum is studied by Thorsos and Jackson in [90]. Per-
turbation theory’s validity when applied to scattering from surfaces following
other roughness spectrum types remains an open question of research.
The second oldest and most frequently employed roughness scattering
model is the Kirchhoff approximation. Also known as the tangent plane ap-
proximation, Kirchhoff theory calculates the scattered field on the surface of a
rough interface by treating each surface point as if it is part of a flat tangent
plane of infinite extent [80]. The scattered field is therefore the superposition of
the reflections from each of these tangent planes. A boundary integral is then
used to calculate the far-field scattered field. The Kirchhoff approximation is
often used in complement with perturbation theory as it is most accurate near
specular while perturbation theory has its greatest utility far from specular
[2].
The Kirchhoff approximation was first developed by Brekhovskikh in
[91] and applied to the case of a random rough surface by Isakovich in [92].
Both of these articles are only available in Russian. The model was first
introduced to the English-speaking acoustics community some time later by
Eckart in [93]. This early work often relies on physical intuition of the tangent
plane concept. In order to provide a more rigorous justification for the scat-
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tering theory’s utility, a systematic mathematical derivation of the Kirchhoff
approximation is given by [94], where the scattering theory is recognized to be
equivalent to the first term in the iterative solution of an integral equation that
determines the normal derivative of the scattered field on the surface. This it-
erative solution is investigated further by Liszka and McCoy in [95]. In general,
the surface height distribution is assumed to be Gaussian. This assumption is
not necessary for the Kirchhoff approximation and some work has been done
toward addressing the case of a non-Gaussian distribution [96, 97]. At high
frequencies, the Kirchhoff approximation’s formulation is greatly simplified,
as discussed by Barrick [98], among others.
Due to the assumptions made in its conception, the Kirchhoff approx-
imation as developed by Brekhovskikh is limited in its utility by its neglect
of shadowing effects. An early attempt at correcting for this defect is given
in [99], where Wagner calculates a corrective shadowing function that is still
employed to this day. Another attempt at including shadowing effects is made
by Lynch in [100] through the use of a curvature correction found using a
variational principle. Through Monte Carlo calculations, the validity of the
Kirchhoff approximation when applied to surfaces following a Gaussian rough-
ness spectrum and the accuracy of Wagner’s shadowing correction are studied
by Thorsos in [101]. As in the case of perturbation theory, the validity of
the Kirchhoff approximation when applied to surfaces following other spectral
forms remains an open question.
As mentioned above, perturbation theory and the Kirchhoff approxi-
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mation have complementary regions of validity. Since it is rare for a given
rough surface to fall completely within one of these regions, the two scattering
theories are often used in tandem; models that combine the theories are often
referred to as composite-roughness models [2]. Composite-roughness models
have been developed in both ad hoc fashion [102] and with more rigor [103].
However, despite the existence of composite-roughness models, it is often desir-
able to have a scattering theory that works in both regions of validity. While
many attempts at unifying theories have been made [82], one such theory
that has seen considerable usage is the small-slope approximation. Originally
proposed by Voronovich in [104], the small-slope approximation utilizes trans-
formation properties of the scattering amplitude with respect to vertical shifts
to construct a series for the T matrix in generalized surface slope [105, 106]. As
intended, the small-slope approximation reduces to the Kirchhoff approxima-
tion near specular and to perturbation theory away from specular provided the
surface slopes are sufficiently small. A detailed derivation of the small-slope
approximation for the case of a Dirichlet boundary is given by Thorsos and
Broschat in [106]. The same authors assess the accuracy of the small-slope
approximation through comparison with exact results for the Dirichlet prob-
lem when the surface is assumed to follow a Gaussian roughness spectrum in
[107].
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2.2.2 Scattering from the Seafloor (Theory)
In order to properly treat the problem of acoustic scattering due to
seafloor roughness, the analytic models described above have been adapted
from the Dirichlet or Neumann type boundary problem to the case of a pen-
etrable bottom. Although in reality the seafloor can consist of several layers
of heterogeneous media resting upon a substrate, in some instances the ocean
bottom can be successfully modeled as an infinite half-space consisting solely
of a homogeneous medium for low frequencies, where the wavelength is much
greater than the thickness of any one layer. Since early models assumed ocean
sediments behaved as acoustic fluids, that was the natural starting point for
studies of rough surface scattering. In [108], perturbation theory is applied
by Miles to study the reflection from a rough two-fluid boundary. This work
is extended to the case of bistatic scattering by Kuo in [109]. Clay adapts
the Kirchhoff approximation as developed in [93] by Eckart to the two-fluid
case in [110]. Clay, Medwin, and Wright extend this work further in [111] to
include the effects of shadowing at shallow grazing angles. In [112], Kuper-
man uses perturbation theory to calculate the bottom forward reflection from
a rough interface separating two fluid half-spaces and shows the equivalence of
his results to those obtained from the Kirchhoff approximation as developed
by Clay in the appropriate region of validity.
One of the most widely cited and employed models of the backscattering
from a rough two-fluid boundary is the composite-roughness model developed
by Jackson, Winebrenner, and Ishimaru in [113]. Here the fluid sediment is
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allowed to have finite attenuation. A simpler and more general version of this
model which includes sound absorption in the interface boundary condition is
put forth by Mourad and Jackson in [114]. The model is extended to the case
of bistatic scattering by Williams and Jackson in [115].
Since they support shear waves, it is often more physically accurate to
model ocean sediments as elastic solids rather than as acoustic fluids. In [116],
the more rigorous form of perturbation theory based on the extinction theorem
is applied to the problem of scattering from a rough fluid-elastic interface
by Dacol and Berman. Along similar lines, Jackson and Ivakin develop a
perturbation model that includes both roughness scattering from the seabed
and volume scattering from included inhomogeneities in [117]. The Kirchhoff
approximation is adapted to the fluid-elastic case by Dacol in [118].
In addition to the use of perturbation theory and the Kirchhoff ap-
proximation, many researchers have treated the problem of acoustic scattering
from a rough fluid-elastic interface using the small-slope approximation. The
first development of the small-slope approximation for the fluid-elastic case is
made by Berman in [119]. In this paper, Berman also compares the numerical
results obtained using the small-slope approximation to those from perturba-
tion theory, the Kirchhoff approximation, and an exact solution found using
the Rayleigh-Fourier method. Berman finds the small-slope approximation to
perform the best and notes that the Kirchhoff approximation misses some key
physics. Distinct formulations of the small-slope approximation for the fluid-
elastic scattering problem are also developed by Yang and Broschat in [120]
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and Gragg, Wurmser, and Gauss in [121].
Efforts have been made to adapt the models that assume the sediment
consists solely of a half-space to the more realistic case of layering. In [122],
Kuo extends his early perturbation model to study the reflection loss from a
seabed consisting of an elastic sediment layer overlying an elastic solid base-
ment. Both interfaces are allowed to be rough, with the sediment-basement
interface assumed to have greater roughness than the fluid-sediment interface.
Similarly, McDaniel uses perturbation theory to study the backscattering from
a thin rough sediment layer overlying a rough homogeneous half-space in [123].
However, here the layer and half-space roughnesses must be correlated and
both the layer and half-space are modeled as acoustic fluids. In [124], Es-
sen applies first-order perturbation theory to the case of scattering from a
fluid sediment layer overlying an elastic half-space. Roughness is only con-
sidered at the seafloor in this model. Lyons, Anderson, and Dwan adapt the
composite-roughness model of [113] to allow for scattering from a rough sub-
ottom interface in [125]. As in [113], the effects of shear waves are neglected in
this work. In [126], first-order perturbation theory based on the Rayleigh-Rice
method is applied to study the effects of gradients on rough surface scattering.
In this model, a small homogeneous fluid sediment layer borders the rough
surface; below this layer, the sediment can contain shear and its properties
can be modeled as a function of depth.
While the work described in the preceding paragraph deals with scatter-
ing from a seabed consisting of a single layer overlying a substrate, researchers
34
have also worked toward developing models that allow for an arbitrary num-
ber of sediment layers. Kuperman and Schmidt extend Kuperman’s boundary
perturbation method described in [112] to treat scattering from a stratified
system of homogeneous layers separated with rough interfaces in [127]. Each
layer can be modeled as either an acoustic fluid or an elastic solid and the
network of layers can be terminated with either a fluid or elastic half-space.
In [128], Tang uses first-order perturbation theory and develops Green’s func-
tions for the calculation of the scattered field due to the roughness present at
the interfaces of an arbitrary number of fluid layers. Ivakin studies a similar
problem using perturbation theory in [129] but allows for the substrate to be
an elastic solid and accounts for the contribution of volume scattering due to
inhomogeneities in each layer.
A particularly attractive model for the calculation of backscattering
from seafloors containing arbitrary stratification that combines much of the
theory pertaining to scattering from layers described above is the geoacoustic
bottom interaction model (GABIM) described by Jackson et al. in a recent
publication [130]. This model allows for rough interfaces between the water
and the first sediment layer and between the last sediment layer and the base-
ment. The sediment layers are assumed to be acoustic fluids with only the
bottom permitting shear. It should be noted that the GABIM model, along
with the models for scattering from layers described above, does not utilize
the small-slope approximation. Despite its advantages over perturbation the-
ory and the Kirchhoff approximation for half-space problems, the small-slope
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approximation as derived by Voronovich is not applicable to layered seabeds
due to inconsistencies with perturbation theory that arise for problems of this
type. An alternative approach to the small-slope approximation that can be
applied to scattering from layers is currently being devised by Jackson [131].
2.2.3 Scattering from the Seafloor (Model/Data Comparisons)
Although one can assess the mathematical validity of the scattering
models described above through comparisons with exact solutions to the Helmholtz-
Kirchhoff integral, the only true way to determine a given model’s physical va-
lidity is through comparison with experiment. Due to its widespread adoption,
a number of researchers have compared the scattering strengths found using
the composite-roughness model of [113] to measured data. In the original pa-
per introducing the model, Jackson, Winebrenner, and Ishimaru compare their
composite-roughness model to backscatter data measured at three sites—one
in the Puget Sound (US) with a soft, silty bottom and two near Falmouth
(UK) with sand bottoms [113]. For all three sites, the researchers find that
the composite roughness model greatly underpredicts the measured backscat-
tering strengths in the region calculated using perturbation theory. In the case
of the first site, this disparity is found to be the result of neglecting volume
scattering; when it is included, the calculated backscattering strengths are
in much closer agreement with the data. In the region calculated using the
Kirchhoff approximation, the effects of volume scattering are less important
and there is reasonable agreement between the model and the data.
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Further comparisons between the composite-roughness model and mea-
sured data are made by Stanic and coworkers and Lyons and coworkers. In
[132], Stanic et al. compare high frequency backscattering measurements made
near Panama City, Florida to the predictions of the composite roughness model
and find reasonable agreement at 90 kHz. Stanic et al. report similar measure-
ments taken in a coarse shelly area near Jacksonville, Florida in [133]. The
researchers find good agreement between the model and data taken at 40 kHz
for all grazing angles and at 60 kHz for grazing angles greater than 23°. How-
ever, there is found to be poor agreement between the model and data taken at
20 kHz; again, the model’s neglect of volume scattering is thought to account
for most of the disparity. In [125], Lyons, Anderson, and Dwan extend the
composite-roughness model to include volume scattering and scattering from
subottom interfaces and compare calculated scattering strengths with those
obtained from backscattering data taken off the coast of California. They find
the extended model to be in good agreement with the collected data. Addi-
tional model/data comparison is made by Pouliquen and Lyons in [134] for
high-frequency backscattering measurements taken at four sites in the Gulf of
La Spezia, Italy. The model used here is based on the composite-roughness
model but includes volume scattering and the effects of vertical gradients. The
researchers note general agreement between the model and measurement but
speculate that the model may not be accurate for very low grazing angles.
The composite-roughness model as modified in [114] to include volume
scattering is compared with high-frequency backscattering data from three
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sites by Jackson and Briggs in [135]. The first site, located off the coast
of Washington state, is characterized by a fine-sand bottom with directional
ripples. The second site, west of Cape Arnhem, Australia, has a smooth silt-
clay bottom with many embedded shell fragments. The third site, near San
Francisco, has a silt bottom of moderate roughness. It is found that roughness
scattering dominates the first site while volume scattering is more prominent
at the second and third sites, and, in general, the modified model is in good
accord with the measured data at all three sites.
In [136], Jackson and coworkers compare the modified composite-roughness
model and first-order perturbation theory to data from three experiments.
Comparison of the models with the first data set, collected from a coarse sand
sediment near Panama City, shows excellent agreement between perturbation
theory and measurement while the composite-roughness model overpredicts
the scattering strength for shallow grazing angles. The second data set was
taken from a site near Key West characterized by substantial sediment gradi-
ents. When using surficial properties instead of averaged properties, both the
composite-roughness and perturbation models are in good agreement with the
backscattering measurements. The third set of backscattering measurements
were taken from a soft, water-like sediment near Eckernfo¨rde. Neither model
is found to agree with the data from this site and an observed methane bubble
layer is thought to account for the measured backscattering.
Williams and Jackson further modify the composite-roughness model
to the case of bistatic scattering and conduct model/data comparison using
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measurements from two different sites in [115]. The first site had a bottom
consisting of coarse-grained sand and the model is found to agree well with the
data collected. The second site had a gassy-mud bottom and the model/data
agreement is found to not be as good due to the presence of gas bubbles within
the sediment. This bistatic model is used as the baseline for the model/data
comparisons made by Briggs et al. in [137]. While they find good general
agreement between the model and bistatic bottom scattering data taken in
the Florida Keys at 40 kHz, the researchers note small discrepancies that
reveal themselves upon close inspection.
In addition to those of the composite-roughness model, the predictions
of other seafloor roughness scattering models have been compared with mea-
sured data. In [138], Thorne and Pace compare laboratory measurements of
near-vertical scattering from a model rough surface to the Kirchhoff approx-
imation and find good agreement over a wide range of frequencies. Further
laboratory measurements are described by Thorne, Pace, and Al-Hamdani in
[139]. Here, the researcher again find good agreement between the backscat-
tering data and the Kirchhoff approximation near vertical incidence but only
find moderate agreement for shallower grazing angles. More model/data com-
parison involving the Kirchhoff approximation is made by de Moustier and
Alexandrou in [140]. This work shows good agreement between the scattering
predicted by the Kirchhoff approximation and measurements made with a Sea
Beam echo-sounder at 12 kHz for incident angles ranging from 5° to 20° ,but,
curiously, they could not get a good fit with their model for incident angles
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less than 5°. One final comparison between model and data of note is made by
Soukup and Gragg in [141]. Here, the researchers compare backscatter mea-
surements from a limestone seafloor over a frequency range of 2-3.5 kHz to the
small-slope approximation formulated in [121]. The small-slope approximation
is found to not only fit the measured data but is able to be used for inversion
purposes, demonstrating the model’s great utility.
2.3 The Combined Problem
This section discusses the limited research that has been performed thus
far concerning acoustic scattering from a rough poroelastic interface, a prob-
lem which combines the subjects of the two preceding sections in this chapter.
The first part discusses how controversy surrounding observed anomalous sub-
critical acoustic penetration into ocean sediments motivated much of the work
dealing with the combined problem. Next, three journal articles concerning
the theory for the combined problem are discussed. Finally, comparisons that
have been made between measurements and various models, both published
and unpublished, are outlined.
2.3.1 Subcritical Penetration
The impetus for the study of the combined problem of acoustic scat-
tering from rough poroelastic surfaces can be directly attributed to attempts
at determining the primary mechanism responsible for anomalous subcritical
acoustic penetration into ocean sediments observed by Chotiros and cowork-
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ers in a series of experiments [57, 142, 143]. Many competing explanations
were put forth to explain this anomaly. In [144], Chotiros proposes that the
refraction of a Biot slow wave is the best explanation. However, the input
parameters used by Chotiros to match the Biot model with experiment devi-
ate significantly from those accepted as valid by most researchers [145]. An
alternative theoretical explanation posited that scattering due to roughness at
the water-sediment interface is the main mechanism responsible; this hypoth-
esis is supported by the modeling work of Thorsos, Jackson, and Williams [9]
and Pouliquen, Lyons, and Pace [146] and the experimental results of Maguer
et al. [147], Simpson and Houston [148] and Lim, Paustian, and Lopes [149].
Additional explanations include the effect of using a narrow beamwidth and
scattering of the evanescent wave by volume heterogeneities [147].
In order to resolve the subcritical penetration controversy, it was de-
cided that one of the main goals of the high-frequency acoustic experiment
SAX99 would be to assess the contribution of the slow wave, roughness scat-
tering, and evanescent wave mechanisms [150]. During SAX99, penetration
measurements were conducted by research groups from the Applied Physics
Laboratory, University of Washington (APL-UW) and the Applied Research
Laboratories, The University of Texas at Austin (ARL:UT). The measure-
ments, model/data comparisons, and conclusions made by the APL-UW group
are reported by Jackson et al. in [151]. The APL-UW researchers conclude
that their measurements support the hypothesis that roughness scattering is
the dominant mechanism responsible for subcritical penetration. The exper-
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imental design and results of the ARL:UT group are presented by Chotiros,
Smith, and Piper in [152]. The ARL:UT researchers find that the waves pene-
trating the sediment can be divided into at least four categories: (1) an initial
refracted wave, (2) a dominant nonrefracted wave, (3) an evanescent wave,
and (4) acoustic energy packets with later arrivals than the previous three
categories. The researchers note that, while models exist that qualitatively
describe the contributions of the roughness scattering and evanescent wave
mechanisms to the phenomenon of subcritical penetration, no model that is
quantitatively accurate exists and models that account for the porous nature
sediments may prove to increase quantitative accuracy.
2.3.2 Theory
As far as the present author is aware, there are only three journal arti-
cles dealing with theory for the combined problem of scattering from a rough
poroelastic boundary. Two of these articles are relatively recent, explicitly
concern seafloor roughness scattering, and directly stem from the subcritical
penetration controversy described in some detail above. However, it is some-
what surprising to find the first work combining roughness scattering and
poroelastic media was performed by Deresiewicz and Wolf only two years af-
ter Biot made his final major contribution to his theory. In their paper [153],
Deresiewicz and Wolf apply Rayleigh’s method for calculating the acoustic
scattering from a corrugated pressure release surface [83] to the scattering of
poroelastic waves from a free irregular boundary. Although the formulation
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presented can be generalized to the case of oblique incidence by any of the three
waves supported by the medium, the researchers specifically focus on normally
incident fast and shear waves. The researchers note that, while most of what
is observed is not surprising when compared to the elastic half-space problem,
a few points of interest emerge. First, roughness and porosity cause waves of
all three kinds to be scattered. Furthermore, for both incident fast and shear
waves, there is one value of their wavelengths relative to the surface roughness
that causes no mode conversion and one value where there is complete mode
conversion. Finally, the work predicts resonances due to the standing Rayleigh
waves produced that had been previously observed and initially considered to
be spurious.
As mentioned above, the remaining two articles on the combined prob-
lem deal specifically with seafloor roughness scattering. In the first of these
[10], Williams, Grochocinski, and Jackson extend the formulation of perturba-
tion theory for scattering from a rough elastic seafloor found in [117] to the case
of a rough poroelastic seafloor. As in [117], the scattering theory is developed
using the matrix method of Ivakin [154]. The researchers assume that the sed-
iment is a homogeneous, isotropic, poroelastic half-space governed by the form
of Biot theory following Stoll and Kan [30] with a two-dimensional interface
described by a power law roughness spectrum. When comparing the results
of their model with those of perturbation theory for a simple fluid sediment,
the researchers find that the poroelastic model predicts lower backscattering
strengths than the fluid model for frequencies of 1 kHz and greater and note a
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discrepancy as much as 3 dB at 100 kHz for grazing angles less than 20°. The
researchers comment that there is “concern in the use of perturbation theory
for unconsolidated sediments...[since] the roughness relief may not be small
compared to the slow- and shear wavelengths.”
In the third article on theory for the combined problem [11], Yang,
Broschat, and Galea extend their small-slope approximation model for one-
dimensional rough fluid-elastic interfaces [120] to the case of a rough fluid-
poroelastic interface and compare their results to a one-dimensional perturba-
tion theory model based on [10]. Here, a small-slope expansion of the tran-
sition, or T-, matrix is used to develop an expression for the bistatic scatter-
ing cross section. As in [10], the sediment is assumed to be a homogeneous,
isotropic, poroelastic half-space following the Biot-Stoll model of [30]. The
one-dimensional interface is assumed to follow a modified power law roughness
spectrum. The researchers compare their small-slope model with perturbation
theory for frequencies of 100 Hz and 3 kHz and rms heights of 0.1 and 1 m.
For backscattering, the researchers find that the two models agree for graz-
ing angles less than 45° for all cases considered. Closer to normal incidence,
discrepancies between the models do arise as kh, the product of the acoustic
wavenumber and the rms surface height, is increased. For bistatic scattering
for a grazing angle of 45°, the scattering strengths predicted by the two models
diverge near specular for increasing kh, as expected. At the conclusion of their
article, the researchers note that “while it is speculated that the [small-slope
approximation] results are more accurate [than those of perturbation theory],
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exact results are needed for comparison for the accuracy to be determined.” It
is this statement that has provided motivation for much of the work described
in this thesis.
2.3.3 Model/Data Comparisons
In addition to the experimental work performed to resolve the sub-
critical penetration controversy, some experimental results dealing with scat-
tering from rough seafloors assumed to consist of poroelastic sediments have
been reported in the literature and compared with theory. In [155], Stanic
et al. presents backscattering data measured in the Gulf of Mexico over the
frequency range of 40-180 kHz. The researchers compare these data to the pre-
dictions from the composite roughness model of [113], which assumes a fluid
sediment, and the BOGGART model, an unpublished model formulated by
Boyle and Chotiros that combines the roughness scattering from the Kirchhoff
approximation for a poroelastic sediment with other models they developed
for calculating the acoustic backscatter from trapped gas bubbles [156] and
sediment grains [157]. Both models are found to agree with measurement at
40 kHz for grazing angles greater than 17°. The composite roughness model’s
predictions at 110, 130, and 150 kHz are seen to be closer to measurement
than those of the BOGGART model. Neither model is seen to agree with
the measured data at 180 kHz. The researchers also conclude that the data
show frequency-dependent variabilities in reverberation level that cannot be
predicted by either model.
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SAX99 provided Williams and coworkers the opportunity to thoroughly
examine the backscattering from a well-characterized sand sediment over the
substantial frequency range of 20 to 300 kHz for grazing angles from 10°to
40°. In [4], Williams et al. compare the backscattering measurements from
SAX99 to the predictions of three different seafloor scattering models: a fluid
model that uses the average density of the sediment and follows [115], the full
poroelastic roughness perturbation model put forth in [10], and a perturba-
tion model using the effective density fluid formulation described in [5]. Only
the average density fluid model accounts for scattering from volume hetero-
geneities in addition to roughness scattering. The water-sediment surface is
assumed to be described by a power law roughness spectrum and all the input
parameters needed for the three models were obtained as part of the exper-
iment. In the 20-50 kHz frequency range, roughness is concluded to be the
dominant backscattering mechanism and the poroelastic and effective density
fluid models are seen to be in closer agreement with the data. In the 50-150
kHz range, the poroelastic and effective density fluid models again outper-
form the simple fluid model. However, in this frequency range, none of the
models adequately account for a drop in backscattering strength seen above
30° grazing; the authors speculate that volume scattering different than what
is included in the fluid model based on [115] may explain the model/data dis-
crepancy. For frequencies above 150 kHz, the researchers note disagreement
between the predictions of all three models and measurement for grazing an-
gles less than the critical angle and suggest that, somewhere between 150 and
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300 kHz, the dominant backscattering mechanism transitions from roughness
scattering to some other mechanism. It has been suggested to the present
author that this other mechanism may be the multiple scattering that occurs
at the grain level (see [158]).
Following the success of SAX99, a similarly structured experiment
called SAX04 was performed within a kilometer of the SAX99 site. Despite
their proximity, the sediment characteristics of SAX04 were rather different
than those of SAX99 due to Hurricane Ivan and Tropical Storm Matthew
[159]. In [160], Williams et al. compare backscattering measurements made
over a similar frequency range to those of SAX99 to the predictions made
by four seafloor scattering models of increasing complexity: (1) a roughness
scattering model assuming the sediment to be a sand half-space, (2) a sand
half-space model that includes both roughness and volume scattering mecha-
nisms, (3) a combined roughness and volume scattering model that assumes
the sediment to be a mud layer overlying a sand half-space and doesn’t ac-
count for scattering of the upward traveling waves within the mud layer, and
(4) a combined model that assumes the sediment to be a mud layer overlying
a sand half-space and does account for scattering of upward traveling waves.
All four models either follow or extend the formulation given in [115] and use
experimentally determined values as inputs. The mud layer is modeled as a
fluid while the sand half-space follows the Biot-based effective density fluid
model of [5]. Unlike the results of SAX99, the model/data comparisons indi-
cate roughness scattering was not a prominent contributor to backscattering
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in SAX04 and volume scattering played a much larger role at all but the lowest
frequency studied. Of the four models, both mud layer models show the best
agreement with measurement for frequencies between 20 and 150 kHz with
little difference between the two. As for SAX99, the authors note that the
dominant mechanism responsible for backscattering seems to change above
150 kHz. The unpublished work of Ivakin suggests that scattering from shells
may best explain the measured backscattering strengths above 200 kHz [161].
Accompanying the model/data comparisons performed for backscat-
tering, work has been done dealing with how rough surface scattering affects
forward scattering and reflection. In another paper related to SAX04 [162],
Williams demonstrates that ensemble averaging of forward scattering mea-
surements from a rippled sand seafloor can be used to estimate the flat surface
plane wave reflection coefficients and that the effective density fluid model is
in better accord with the measurements than a simple fluid model. In [3],
Isakson et al. compare reflection loss measurements for grazing angles of 7° to
77° and frequencies of 5 to 8 kHz made using spherical waves with three mod-
els: a flat interface elastic model, a flat interface poroelastic model following
the Biot-Stoll formulation of [30], and a rough interface poroelastic model
accounting for scattering loss using the Kirchhoff approximation. For lower
frequencies, roughness scattering is not prominent and the flat poroelastic
model best matches the data. For higher frequencies, roughness scattering is
significant and the predictions of the rough poroelastic model are most con-
sistent with the data. In general, the elastic model is found to overpredict the
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measured reflection loss.
2.4 The Finite Element Method
The finite element method (FEM) is a numerical technique for approx-
imating solutions to boundary-value problems. FEM requires that the domain
of a given problem be discretized into a finite number of subdomains, called
elements. A weak or variational formulation of a given partial differential equa-
tion is derived, solved in each element, and assembled to generate the global
solution [163]. The method is particularly powerful in that a FEM solution
converges to the exact solution provided the discretization of elements is suf-
ficiently fine. FEM has been adapted to a myriad of problems in engineering
and physics. Of particular relevance to the present work is how the method
has been applied to acoustics problems involving poroelastic materials and to
the study of wave scattering from rough surfaces; both of these applications
will be discussed below.
2.4.1 Application to Poroelastic Media
As far as the present author is aware, no work has been done to date to-
ward developing a finite element formulation of Biot’s poroelasticity equations
for modeling the acoustic interaction of sound with the seabed. However, finite
element formulations of Biot’s equations have been derived for the modeling
of sound absorbing porous materials used in many noise control applications
[52]; many of these formulations are general enough to be directly used in un-
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derwater acoustics modeling though they have seemingly not yet been applied
in such a way. The first finite element formulation based on Biot’s theory
of poroelasticity is developed by Kang and Bolton in [164]. In this paper,
weak forms of Biot’s equations in two dimensions expressed in terms of the
frame and fluid displacement fields are derived and coupled with acoustic finite
elements using both open- and closed-pore interface conditions. This formula-
tion is made more efficient and extended to three dimensions by Panneton and
Atalla in [165] and to the axisymmetric case by Kang, Gardner, and Bolton
in [166]. The convergence of poroelastic finite element formulations derived
in terms of the frame and fluid displacement fields for one-dimensional and
three-dimensional applications is studied by Dauchez, Sahraoui, and Atalla
in [167]. The authors find that reliable results can be obtained for the mesh
criterion of six linear elements per slow-wave wavelength except in the case
of three-dimensional deformation problems, where the minimal number of el-
ements required is difficult to predict.
While the finite element formulation based on the displacement fields
has been shown to be accurate, the fact that there are six degrees of freedom
per node can make its implementation difficult and calculations cumbersome.
To overcome these limitations, Atalla and coworkers have derived a different
formulation in terms of the frame displacement and pore fluid pressure here-
after referred to as the mixed formulation. The mixed formulation has the
advantages of requiring only four degrees of freedom per node and coupling
easily with acoustic media [52]. The mixed formulation is first introduced by
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Atalla, Panneton, and Debergue in [8]. In this paper, the authors recast Biot’s
equations in terms of frame displacement and pore fluid pressure and develop
weak integral forms for FEM implementation. It should be noted that, while
the equations of motion themselves are exact, the weak forms developed re-
quire that the frame bulk modulus be much less than the bulk modulus of
the grains. This requirement is always satisfied if air is the pore fluid and
can be shown to remain valid for the conventional parameter sets employed
for sandy sediments. A follow-up paper by the same authors [168] discusses
poroelastic-elastic, poroelastic-acoustic, and poroelastic-poroelastic coupling
conditions for the mixed formulation in detail. In [169], Atalla, Hamdi, and
Panneton develop alternative weak forms for the mixed formulation that re-
quire no approximation and couple more readily with elastic and poroelastic
media.
2.4.2 Application to Roughness Scattering
Despite the robustness of the FEM, surprisingly little has been done
toward applying the method to wave scattering from random rough inter-
faces. As with most research areas related to waves, the first treatment of
such problems using FEM was made by the electromagnetics community. In
[170], Lou and coworkers use FEM to conduct Monte Carlo simulations of
electromagnetic scattering from random rough surfaces following Gaussian
power spectra with an imposed Dirichlet boundary condition. The researchers
use a periodic boundary condition to truncate the domain and compare the
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ensemble-averaged Monte Carlo results of one hundred surface realizations
to the Kirchhoff approximation and perturbation theory. Good agreement is
found between FEM and the Kirchhoff approximation for rough surfaces of
small slope. Similarly good agreement is seen between FEM and perturba-
tion theory for surfaces with small roughness. Krause et al. extend the work
of [170] to the case of rough surfaces with Neumann boundary conditions in
[171]. Again, the rough surfaces are assumed to follow Gaussian statistics and
good agreement is found between FEM, perturbation theory, and the Kirch-
hoff approximation in their respective regions of validity. This work is further
extended by Lou, Tsang, and Chan to the case of penetrable rough boundaries
in [172].
Currently, the only research applying the FEM to seabed roughness
scattering of which the present author is aware is being performed by the Texas
Sediment and Ocean Acoustics Research (TEXSOAR) group of which the
present author is a member. In [173], Isakson, Yarbrough, and Chotiros apply
Monte Carlo FEM to calculate the scattering strength from two-dimensional
randomly rough pressure release surfaces and compare the ensemble averaged
results to an exact integral solution, perturbation theory, and the Kirchhoff
approximation. Three rough surface cases are considered—two following Gaus-
sian power spectra and one following a measured non-Gaussian spectrum. For
all three cases, the incident angle is set to 45° and the bistatic scattering
strengths are calculated using formally averaged perturbation theory and the
Kirchhoff approximation and the ensemble average of one hundred surface
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realizations for the FEM and exact integral formulation. The FEM computa-
tional domain is truncated using perfectly matched layers following [174] and
a modified Gaussian-tapered plane wave is utilized to further guard against
edge effects. It is found that the FEM and exact integral solutions agree for
all three cases and FEM agrees with perturbation theory for the first Gaus-
sian case and with the Kirchhoff approximation for the second Gaussian case.
For the non-Gaussian measured spectrum, neither the Kirchhoff approxima-
tion nor perturbation theory are in particularly good agreement with FEM. It
should be noted that for this case, the approximation methods are calculated
following a Gaussian roughness spectrum that approximates the measured
non-Gaussian spectrum; this approximation most likely accounts for most of
the disparities. This work has been extended to three dimensions by Joshi
[175] and Tran [176].
In a recent paper [177], Isakson and Chotiros apply FEM to study
acoustic scattering from two-dimensional randomly rough fluid-fluid and fluid-
elastic interfaces. As in [173], perfectly matched layers are used to truncate the
FEM domain and the incident field is modeled as a modified Gaussian-tapered
plane wave. The rough surfaces are now assumed to follow the more physical
von Karman power spectrum. Forward scattering, multistatic scattering, and
backscattering strengths are calculated using the Monte Carlo approach for
seventy-five surface realizations for the fluid-fluid case and forty realizations
for the fluid-elastic case. For forward scattering, the FEM results are com-
pared with the Kirchhoff approximation and Eckart model. For both the fluid
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and elastic bottoms, the Kirchhoff approximation is in generally good agree-
ment with FEM for angles greater than the critical angle and the Eckart model
does well when only considering the coherent reflection loss. For multistatic
scattering, the FEM results are compared with perturbation theory and the
Kirchhoff approximation for grazing angles of 10°, 22°, 50°, and 82°. For both
the fluid and elastic bottoms, FEM is found to agree with perturbation theory
for all grazing angles and shown to agree with the Kirchhoff approximation
as the grazing angle approaches normal incidence. For backscattering, FEM
is again compared with perturbation theory and the Kirchhoff approximation
with FEM and perturbation theory in generally good agreement for both bot-
tom types and the Kirchhoff approximation in good agreement with FEM for
all grazing angles for the fluid bottom and only for grazing angles greater than
critical for the elastic bottom.
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Chapter 3
Equations of Motion
This chapter is devoted to the equations governing the physics of the
model problem shown in Figure 1.1. In the first section, the Biot equations are
discussed and formulated in a manner conducive to finite element implementa-
tion. In the second section, the weak formulations needed to study the model
problem with the finite element method are considered. The final section deals
with the conditions needed to properly couple poroelastic and acoustic media.
3.1 Poroelasticity Equations
As discussed in length in Chapter 2, Biot developed the equations of
motion governing wave propagation in porous media over a series of classic
papers. For the low frequency case of Poiseuille flow, Biot’s equations of
motion can be written [26]
ρ
∂2u
∂t2
+ ρf
∂2w
∂t2
−∇ · σt = 0, (3.1)
ρf
∂2u
∂t2
+ Y
∂w
∂t
+∇pf = 0, (3.2)
where u is the displacement of the solid frame, w is the pore fluid displacement
with respect to the frame, σt is the total stress tensor, ρf is the pore fluid
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density, and pf is the pore fluid pressure. ρ is the average density of the
medium and is given by
ρ = (1− β) ρs + βρf , (3.3)
where ρs is the density of the grains and β is the porosity. The viscodynamic
operator Y is defined as [178]
Y =
η
κ
+ ρf
τ
β
∂
∂t
, (3.4)
where η is pore fluid viscosity, κ is the permeability, and τ is the tortuosity.
In order for Eq. 3.2 to be valid for higher frequencies, the viscodynamic
operator must be modified to include the complex correction factor developed
in [22]. The modified viscodynamic operator Y˜ can be written
Y˜ =
ηF (Θ)
κ
+ ρf
τ
β
∂
∂t
. (3.5)
Here, F (Θ) is the complex correction factor and is defined as [29]
F (Θ) =
1
4
[
ΘT (Θ)
1 + 2iT (Θ)/Θ
]
, (3.6)
where
T (Θ) =
Ber′(Θ) + iBei′(Θ)
Ber(Θ) + iBei(Θ)
(3.7)
and
Θ =
√
a2ωρf
η
. (3.8)
In Eq. 3.7, Ber(z) and Bei(z) are the real and imaginary parts of the zeroth-
order Kelvin function and Ber′(z) and Bei′(z) are their first derivatives with
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respect to their arguments [22]. Using the relationship between Kelvin and
Bessel functions outlined in [179], Eq. 3.7 can be rewritten
T (Θ) =
−e3pii/4J1(e3pii/4Θ)
J0(e3pii/4Θ)
, (3.9)
where J0(z) and J1(z) are zeroth- and first-order Bessel functions of the first
kind. In Eq. 3.8, a is the pore size parameter and ω is the angular frequency
[14]. The transition from the low- to the high-frequency regime as defined in
[21] and [22] occurs when Θ = 1. A characteristic frequency defining the point
at which this transition occurs can be defined as
fc =
η
2piρfa2
. (3.10)
Letting u = u(x)eiωt and w = w(x)eiωt and incorporating the modified
viscodynamic operator, Eqs. 3.1 and 3.2 can be rewritten [180]
ω2ρu + ω2ρfw +∇ · σt = 0, (3.11)
−ω2ρfu− ω2ρc (ω) w +∇pf = 0, (3.12)
where
ρc(ω) = ρf
τ
β
+
ηF (Θ)
iωκ
. (3.13)
While weak forms of Eqs. 3.11 and 3.12 have been developed and suc-
cessfully implemented in finite element modeling [164, 165], it is often conve-
nient to recast these equations solely in terms of the frame displacement u
and pore fluid pressure pf in order to reduce the number of degrees of freedom
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required to be solved and allow for easier coupling with acoustic media [52].
To eliminate w from Eq. 3.11, Eq. 3.12 can be rewritten [180]
w =
1
ω2ρc(ω)
(∇pf − ω2ρfu) (3.14)
and substituted into Eq. 3.11 to yield
ω2
(
ρ− ρ
2
f
ρc(ω)
)
u +
ρf
ρc(ω)
∇pf +∇ · σt = 0. (3.15)
Noting that σt = σt(u,w), it is now necessary to separate the total
stress tensor into its components due to the frame and the pore fluid. From
[25], the total stress tensor can be defined as
σt(u,w) = σs(u,w)− βpfI, (3.16)
where σs(u,w) is the stress tensor of the saturated frame and I is the identity
matrix. Following [8], σs can be redefined in terms of u and pf as follows:
σs(u,w) = σs(u, pf ) = σˆs(u)− (α− β) pfI. (3.17)
Here, σˆs(u) is the stress tensor of the frame in vacuo with components de-
fined in terms of the frame bulk and shear moduli Kb and µ according to the
following relation:
σˆs,ij = δij
(
Kb − 2
3
µ
)
∇ · u + µ
(
∂ui
∂xj
+
∂uj
∂xi
)
, (3.18)
where δij is the Kronecker delta and α is the Biot-Willis coefficient defined as
α = 1− Kb
Kr
, (3.19)
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where Kr is the bulk modulus of the grains. It should be noted that often the
real moduli Kb and µ are replaced with complex moduli K˜b and µ˜ in order
to account for attenuation. These complex moduli can be calculated from the
real moduli using the relations [14]
K˜b = Kb
(
1 + i
δK
pi
)
(3.20)
and
µ˜ = µ
(
1 + i
δµ
pi
)
, (3.21)
where δK and δµ are the frame bulk and shear log decrements, respectively.
Substituting Eq. 3.17 into Eq. 3.16, the total stress tensor can now be written
as
σt(u,w) = σt(u, pf ) = σˆs(u)− αpfI, (3.22)
and Eq. 3.15 becomes
ω2
(
ρ− ρ
2
f
ρc(ω)
)
u +∇ · σˆs(u) +
(
ρf
ρc(ω)
− α
)
∇pf = 0. (3.23)
To obtain Eq. 3.12 in terms of u and pf , a similar procedure will be
followed to that used in both [8] and [180]. First, the divergence of Eq. 3.12
is taken to produce
−ω2ρf∇ · u− ω2ρc(ω)∇ ·w +∇2pf = 0. (3.24)
From [26], ∇ · u and ∇ ·w can be related to pf by
pf = −αM∇ · u−M∇ ·w, (3.25)
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which can be rearranged to produce
∇ ·w = −α∇ · u− pf
M
. (3.26)
Here, M is the so-called Biot modulus, which is defined as [69]
M =
Kr
α + β (Kr/Kf − 1) , (3.27)
where Kf is the bulk modulus of the pore fluid. Substituting Eq. 3.26 into
Eq. 3.24 yields
−ω2ρc(ω)
(
ρf
ρc(ω)
− α
)
∇ · u + ω2ρc(ω)
M
pf +∇2pf = 0. (3.28)
Defining ρeff, keff, and שc as
ρeff(ω) = ρ−
ρ2f
ρc(ω)
, (3.29)
keff(ω) = ω
√
ρc(ω)
M
, (3.30)
and
שc(ω) =
ρf
ρc(ω)
− α, (3.31)
Eqs. 3.23 and 3.28 can now be written in terms of u and pf :
∇ · σˆs(u) + ω2ρeff(ω)u + שc(ω)∇pf = 0, (3.32)
∇2pf + k2eff(ω)pf − ω2ρc(ω)שc(ω)∇ · u = 0. (3.33)
When arranged in this way, the physical representation of the equations of
motion become abundantly clear. Neglecting the third term, Eq. 3.32 is of the
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same form as the elastodynamic equation of motion for the case of no body
forces, where ρeff(ω) is an effective density [181]. Similarly, Eq. 3.33 is of the
same form as the Helmholtz equation, the equation of motion of an acoustic
fluid, when the third term is neglected, and keff(ω) behaves as an effective
wavenumber [182]. The third term in each equation are thus coupling terms
and שc(ω) can therefore be referred to as the poroelastic coupling factor.
3.2 Weak Formulations
Weak integral forms of the equations of motion describing the physics
of the problem depicted in Figure 1.1 are needed for finite element imple-
mentation. The acoustic fluid domain is governed by the Helmholtz equation
[182],
∇2pa + k2apa = 0, (3.34)
where pa is the acoustic pressure and ka is the acoustic wavenumber. Following
the standard procedure for obtaining weak integral forms [183], Eq. 3.34 is
multiplied by an admissible variation of pa, δpa, and the divergence theorem
is applied to yield [184],
−
∫
Ωa
(∇pa · ∇δpa − k2apaδpa) dΩa + ∫
Γ
δpa (∇pa · nˆ) dΓ = 0, (3.35)
where Ωa denotes the acoustic domain and Γ refers to the rough interface.
The weak integral form of the poroelastic equations of motion can be
obtained in a similar fashion. Following [8], Eq. 3.32 is multiplied by admissible
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variation δu and Eq. 3.33 is multiplied by admissible variation δpf . Applying
the divergence theorem, one obtains [184]
−
∫
Ωp
(
σˆs,i · ∇δui − ω2ρeffu · δu− שc∇pf · δu
)
dΩp +
∫
Γ
(σˆs,i · nˆ) δuidΓ = 0,
(3.36)
−
∫
Ωp
(∇pf · δpf − k2effpfδpf − ω2ρcשcu · ∇δpf) dΩp+∫
Γ
[
δpf (∇pf · nˆ)− ω2ρcשcδpf (u · nˆ)
]
dΓ = 0, (3.37)
where Ωp specifies the poroelastic domain, σˆs,i represents the i
th row of the
drained stress tensor and δui is the i
th component of the vector δu. Finally,
correcting for the sign of the normal vector nˆ, multiplying Eq. 3.36 by ω2ρf ,
and multiplying Eq. 3.37 by ρf/ρc, Eqs. 3.35, 3.36, and 3.37 can be added to
obtain
−
∫
Ωa
(∇pa · ∇δpa − k2apaδpa) dΩa − ∫
Γ
δpa (∇pa · nˆ) dΓ−
ω2ρf
∫
Ωp
(
σˆs,i · ∇δui − ω2ρeffu · δu− שc∇pf · δu
)
dΩp+
ω2ρf
∫
Γ
(σˆs,i · nˆ) δuidΓ−
ρf
ρc
∫
Ωp
(∇pf · ∇δpf − k2effpfδpf − ω2ρcשcu · ∇δpf) dΩp+
ρf
ρc
∫
Γ
[
δpf (∇pf · nˆ)− ω2ρcשcδpf (u · nˆ)
]
dΓ = 0. (3.38)
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3.3 Poroelastic-Acoustic Coupling Conditions
For proper coupling between the acoustic and poroelastic domains, the
following three conditions must be satisfied on the interface Γ:
σtnˆ = −panˆ, (3.39)
u · nˆ+ w · nˆ = 1
ρaω2
∇pa · nˆ, (3.40)
pf = pa, (3.41)
where ρa is the density of the acoustic medium and nˆ is the normal acting
outward from the poroelastic domain into the acoustic domain. Eq. 3.39 en-
sures continuity of normal stresses. Eq. 3.40 enforces continuity of normal
displacement. Eq. 3.41 invokes pressure continuity.
In order to enforce these condition, some manipulation of Eq. 3.38 is
required. Using Eqs. 3.22, 3.14, and 3.31, Eq. 3.38 can be rewritten [168]
−
∫
Ωa
(∇pa · ∇δpa − k2apaδpa) dΩa − ∫
Γ
δpa (∇pa · nˆ) dΓ−
ω2ρf
∫
Ωp
(
σˆs,i · ∇δui − ω2ρeffu · δu− שc∇pf · δu
)
dΩp+
ω2ρf
∫
Γ
[(σt,i · nˆ) δui + αpfδuinˆ] dΓ−
ρf
ρc
∫
Ωp
(∇pf · ∇δpf − k2effpfδpf − ω2ρcשcu · ∇δpf) dΩp+
ρf
ρc
∫
Γ
[
ω2αρc (u · nˆ) δpf + ω2ρc (w · nˆ) δpf
]
dΓ = 0. (3.42)
63
Setting ρf = ρa, substitution of Eqs. 3.39, 3.40, and 3.41 into Eq. 3.42 yields
−
∫
Ωa
(∇pa · ∇δpa − k2apaδpa) dΩa−
ρa
ρc
∫
Ωp
(∇pf · ∇δpf − k2effpfδpf − ω2ρcשcu · ∇δpf) dΩp−
ω2ρa
∫
Ωp
(
σˆs,i · ∇δui − ω2ρeffu · δu− שc∇pf · δu
)
dΩp+
∫
Γ
ω2ρa (α− 1) (u · nˆ) δpadΓ+∫
Γ
ω2ρa (α− 1) (δu · nˆ) pfdΓ = 0. (3.43)
Eq. 3.43 shows that acoustic-poroelastic coupling is achieved through a sym-
metrical coupling term on the boundary. In addition, the condition pf = pa
must be explicitly imposed on Γ [168].
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Chapter 4
Finite Element Implementation
The purpose of this chapter is to describe how to approach addressing
the model problem shown in Figure 1.1 using the finite element method (FEM).
The first section outlines how to truncate the infinite domain of Figure 1.1
into a finite computational domain and discusses how to use the weak integral
form developed in Chapter 3 to create a suitable FEM formulation of the
model problem. The second section discusses further considerations needed
to adequately adapt the model problem to one that can be solved using the
FEM.
4.1 Finite Element Formulation
The finite element method is applied to the model problem depicted
in Figure 1.1 by truncating the two half-spaces into finite computational do-
mains. Both domains have heights equal to two acoustic wavelengths and are
surrounded by perfectly matched layers (PMLs) one acoustic wavelength thick
in order to enforce the Sommerfeld radiation condition (see Section 4.2.2).
The length of the computational domains requires further explanation and
is discussed in Section 4.2.3. Figure 4.1 depicts the truncated model geom-
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etry. Both the acoustic and poroelastic domains are divided into triangular
Figure 4.1: Model geometry (aspect ratio not preserved).
elements with the exception of the perfectly matched layers, which are divided
into quadrilateral elements. Since the present work deals only in two dimen-
sions, each element in the poroelastic domain has three degrees of freedom
per node (the two frame displacement vector components and the pore fluid
pressure) while the elements in the acoustic domain only have one degree of
freedom per node (the acoustic pressure).
In accordance with typical finite element procedure [185], it is assumed
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that the frame displacement, pore fluid pressure, and acoustic pressure of a
given element can be approximated as
ue ≈ [Ns] {un}e , (4.1)
pef ≈ [Nf ]
{
pfn
}e
, (4.2)
and
pea ≈ [Na] {pan}e , (4.3)
where [Ns], [Nf ], and [Na] are the element’s shape functions (here assumed to
be Lagrange polynomials of second order) used to approximate the frame dis-
placement, pore fluid pressure, and acoustic pressure within element “e,” and
{un}e,
{
pfn
}e
, and {pan}e are the element nodal values of the frame displace-
ment, pore fluid pressure, and acoustic pressure, respectively [8]. Similarly,
the permissible variations of Eq. 3.43 for a given element can be expressed as
δue = [Ns] {δun}e , (4.4)
δpef = [Nf ]
{
δpfn
}e
, (4.5)
and
δpea = [Na] {δpan}e . (4.6)
Before proceeding further, it is necessary to note that the plane wave
impinging on the rough interface in Figure 1.1 is modeled by imposing a pres-
sure field pi on the acoustic domain Ωa and the interface Γ. Thus, the total
acoustic pressure pa can be written
pa = pi + psc, (4.7)
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where psc is the scattered pressure field, or the pressure left when the incident
field pi is subtracted from the total field pa. Setting pa = pf on Γ, dividing by
−ω2, and substituting Eq. 4.7 into Eq. 3.43 yields∫
Ωa
(
1
ω2
∇psc · ∇δpa − 1
c2a
pscδpa
)
dΩa+
ρa
ρc
∫
Ωp
(
1
ω2
∇pf · ∇δpf − ρc
M
pfδpf − ρcשcu · ∇δpf
)
dΩp+
ρa
∫
Ωp
(
σˆs,i · ∇δui − ω2ρeffu · δu− שc∇pf · δu
)
dΩp−
∫
Γ
ρa (α− 1) (u · nˆ) δpadΓ−
∫
Γ
ρa (α− 1) (δu · nˆ) pscdΓ
=
∫
Γ
ρa (α− 1) (δu · nˆ) pidΓ, (4.8)
where ca is the acoustic sound speed.
Now the finite element implementation proceeds by substituting Eqs. 4.1–
4.6 into Eq. 4.8. Through assembly, the following matrix expressions are ob-
tained [8]: ∫
Ωa
∇psc · ∇δpadΩa → {δpan}T [Ha] {pscn } , (4.9)
∫
Ωa
1
c2a
pscδpadΩa → {δpan}T [Qa] {pscn } , (4.10)
∫
Ωp
ρa
ρc
∇pf · ∇δpfdΩp →
{
δpfn
}T [
H˜p
] {
pfn
}
, (4.11)
∫
Ωp
ρc
M
pfδpfdΩp →
{
δpfn
}T [
Q˜p
] {
pfn
}
, (4.12)
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∫
Ωp
ρaσˆs,i · δuidΩp → {δun}T [Kp] {un} , (4.13)
∫
Ωp
ρaρeffu · δudΩp → {δun}T
[
M˜p
]
{un} , (4.14)
∫
Ωp
ρaשc∇pf · δudΩp → {δun}T
[
C˜p
] {
pfn
}
, (4.15)
∫
Γ
ρa (α− 1) (δu · nˆ) pscdΓ→ {δun}T [Ca] {pscn } , (4.16)
∫
Γ
ρa (α− 1) (δu · nˆ) pidΓ→ {δun}T [Ca]
{
pin
}
, (4.17)
where {un},
{
pfn
}
, {pscn }, and {pin} are the global vectors containing the nodal
values of the frame displacement, pore fluid pressure, scattered pressure, and
incident pressure, respectively. Likewise, {δun},
{
δpfn
}
, {δpan} are the global
vectors corresponding to the permissible variations. Eq. 4.8 can now be written
in matrix form:
[Kp]− ω2
[
M˜p
]
−
[
C˜p
]
− [Ca]
−
[
C˜p
]T [
H˜p
]
/ω2 −
[
Q˜p
]
0
− [Ca]T 0 [Ha] /ω2 − [Qa]


un
pfn
pscn
 =

Fi
0
0
 ,
(4.18)
where
{Fi} = [Ca]
{
pin
}
. (4.19)
In Eq. 4.18, [Kp] and
[
M˜p
]
are the stiffness and mass matrices of the frame,[
H˜p
]
and
[
Q˜p
]
are the kinetic and compression energy matrices of the pore
fluid, [Ha] and [Qa] are the kinetic and compression energy matrices of the
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acoustic medium,
[
C˜p
]
is a matrix coupling the solid and fluid phases of the
porous medium, and [Ca] is the acoustic-poroelastic coupling matrix [52]. The
tildes denote matrices that are frequency dependent. Eq. 4.18 can be solved
using any number of available matrix solvers; MUMPS is used in the present
work.
4.2 Modeling Considerations
This section deals with the particulars on how to go about properly
modeling various aspects of the model problem not yet discussed. First, the
method used to generate randomly rough surfaces is outlined. Second, the
technique used to enforce the Sommerfeld radiation condition is described.
Third, the incident field used to model a plane wave impinging on the rough
surface is considered. Fourth, the mesh criteria needed to converge to the
exact solution within sufficient accuracy is discussed. Finally, the manner in
which the scattering strengths are calculated is reviewed.
4.2.1 Rough Surface Generation
Random rough surfaces, like those found on the ocean bottom, are
generally described statistically in terms of their deviation from a smooth
reference surface [80]. The most commonly employed statistical measure of
this kind used to describe seafloor roughness is the power spectral density.
One simple and commonly used model assumes the seafloor roughness follows
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power-law spectra, formally described as [2]
W (K) =
w1
Kγ1
, (4.20)
where K is the spatial wave vector, K is the spatial wavenumber, and w1
and γ1 are parameters referred to as the spectral strength and the spectral
exponent, respectively.
While power law spectra have been found to agree closely with ex-
perimentally measured seafloor roughness in many cases, the fact that the
power-law spectral form behaves pathologically when the spatial wavenumber
approaches zero or infinity limits its utility. To address this limitation, the von
Karman spectral form is often used instead. While behaving similarly to the
power law in general, the von Karman spectral form approaches a constant
value as the wavenumber approaches zero, and the spectral form approaches
zero as the wavenumber approaches infinity [2]. Formally, it is given as
W (K) =
w1
(K2 +K20)
γ1/2
, (4.21)
where the parameter K0 is referred to as the cutoff wavenumber. For given
von Karman roughness parameters, the rms height h can be determined using
the following expression from [2]:
h =
√
2piw2
(γ2 − 2)K(γ2−2)0
. (4.22)
In Eq. 4.22,
γ2 = γ1 + 1, (4.23)
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and
w2 = w1
Γ(γ2
2
)√
piΓ(γ2−1
2
)
, (4.24)
where Γ(z) is the gamma function [179].
Once a spectral form is chosen, surface realizations can then be cre-
ated for a set of N points with spacing ∆x over length L = N∆x. The
realizations of the surface height function are generated as follows for points
xn = n∆x (n = 1, ..., N) [101]:
f(xn) =
1
L
N/2−1∑
j=−N/2
F (Kj)e
iKjxn , (4.25)
where, for j ≥ 0,
F (Kj) = [2piLW (Kj)]
1/2
{
N(0,1)+iN(0,1)√
2
, j 6= 0, N/2
N(0, 1), j = 0, N/2
(4.26)
and, for j < 0,
F (Kj) = F (K−j)∗. (4.27)
In the above expressions, Kj = 2pij/L and N(0, 1) represents an independent
sample of a zero mean, unit variance Gaussian distribution. For the present
work, an ensemble of fifty different surface realizations are created for each
parameter set studied.
4.2.2 Perfectly Matched Layers
In order to facilitate the modeling of infinite domains using the finite
element method, a way to properly truncate the computational domain while
still enforcing the Sommerfeld radiation condition must be implemented. One
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such technique is the use of perfectly matched layers (or PMLs). Originally
formulated by Be´renger [174], PMLs simulate absorbing layers made of an
anisotropic damping material that surround the domain of interest and absorb
the scattered field present at the boundary. While first formulated for problems
in electromagnetism, PMLs have successfully been used in problems dealing
with acoustic scattering [186, 187] and wave propagation in elastic [188] and
poroelastic [189] media.
As done by Zampolli et al. in [187], the acoustic wavelength thick layers
surrounding the computational domains are converted to PMLs by applying a
coordinate transformation that amounts to a scaling to complex coordinates.
This transformation makes the PML selectively dissipative in the direction
corresponding to the transformed coordinate. For 2-D Cartesian coordinates,
this transformation is as follows [180]:
x′ = sgn (x− x0) |x− x0|λref
D
(1− i) , (4.28)
z′ = sgn (z − z0) |z − z0|λref
H
(1− i) , (4.29)
where x′ and z′ are the transformed coordinates, x0 and z0 are the x- and
z-coordinates of the inner PML boundary, and D and H are the PML’s actual
thickness and height, respectively. For this work, D is one acoustic wavelength
and H is two acoustic wavelengths. The reference wavenumber λref is defined
λref =
2pif
cref
, (4.30)
where f is the frequency and cref is chosen to be the fastest wave speed sup-
ported by the adjacent medium. For true truncation, the exterior boundary
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of the PML must have a specified boundary condition; for the present prob-
lem, a Neumann condition is prescribed. The appropriate interface coupling
conditions are enforced on the portion of the interior PML boundary that lies
on the acoustic-poroelastic interface.
4.2.3 Incident Field
When modeling infinite domains, it is important to minimize scattering
from the ends of surface realization. This goal is accomplished by tapering inci-
dent plane waves such that they are of negligible strength when they reach the
edge PMLs. One such tapered plane wave is created by applying a Gaussian
taper function, producing the following formulation of the incident pressure
field [101]:
pi(r) = exp
[
iki · r− (x− z cot θ)2 /g2
]
, (4.31)
where ki is the incident wave vector, r is the position vector, θ is the mean
grazing angle, and g is a parameter that controls the tapering.
It should be noted that the Gaussian tapered plane wave given above
is not a solution of the Helmholtz equation. In [101], Thorsos gives a modified
form of Eq. 4.31 that better approximates a solution:
pi(r) = exp{iki · r [1 + w(r)]− (x− z cot θ)2 /g2}, (4.32)
where
w(r) =
2 (x− z cot θ)2 /g2 − 1
(kg sin θ)2
, (4.33)
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and k is the wavenumber of the material through which the incident field
propagates (water, in this case). Eq. 4.32 satisfies the Helmholtz equation to
order (kg sin θ)−2 for kg sin θ  1.
For the present work, a value of g = L/4 is employed. In order to
ensure that the condition kg sin θ  1 is sufficiently met, the length of the
computational domain is chosen such that it obeys the Kapp criterion [190]
L ≥ 4A
√
2
kθ sin θ
, (4.34)
with a value of A = 6.64 used in this work. In practice, the computational
domain length is chosen such that
L = max
(
4A
√
2
kθ sin θ
, 80λa
)
, (4.35)
where λa is the acoustic wavelength.
4.2.4 Mesh Criteria
When attempting to resolve wave motion using quadratic shape func-
tions (such as the second order Lagrange polynomials used here), a good rule of
thumb is to have elements be relatively uniform and sized no larger than λ/5,
where λ is the wavelength corresponding to the slowest wave in the medium
[180]. However, such a rule can lead to excessive computational cost for do-
mains consisting of poroelastic materials, since the slow and shear wave speeds
can often be more than an order of magnitude less than that of the fast wave.
As the focus of the present work is on the acoustic scattering from rough fluid-
poroelastic interfaces and not on the displacement and pressure fields inside
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the poroelastic sediment, the mesh of the poroelastic computational domain
only needs to be sufficiently fine such that there is no pollution error; that
is to say, exact solution convergence below the fluid-poroelastic interface is
currently not of particular importance. Since both the slow and shear waves
are quite lossy and there is minimal coupling into the slow wave when the
pore fluid is water, a mesh that becomes gradually coarser as it gets further
from the rough interface is sufficient for scattering calculations as long as the
maximum element size does not exceed the above rule of thumb for the fast
wave. For very rough surfaces, a finer mesh may be required on the rough
interface.
4.2.5 Scattering Strength Calculation
For a given parameter set, the scattering strength is calculated using a
Monte Carlo approach. For each rough surface realization, Eq. 4.18 is solved
and the scattered pressure and its normal derivative are calculated on the
interface Γ. As described in [177], the scattered pressure at a receiver in the far
field is computed using the two-dimensional form of the Helmholtz-Kirchhoff
integral [180]:
pffsc(R) = −
i
4
∫
Γ
[H
(2)
0 (ka|r−R|)∇psc(r)+
kpsc(r)
H
(2)
1 (ka|r−R|)
|r−R| (r−R)] · nˆdΓ, (4.36)
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where H
(2)
0 (z) and H
(2)
1 (z) are the zeroth- and first-order Hankel functions of
the second kind [179]. Taking the limit of Eq. 4.36 as |R| → ∞ yields
pffsc(R) ≈
1− i
4
√
pika
∫
Γ
[
exp(ika
r ·R
|R| )
(
∇psc(r)− ikapsc(r) R|R|
)]
· nˆdΓ. (4.37)
Once the far-field scattered pressure has been calculated for a number
of realizations, the incoherent scattering cross section can be calculated using
the following expression:
σs(θ, θs) =
R
[〈|pffsc(R)|2〉 − |〈pffsc(R)〉〈pffsc(R)〉|]
Ef
, (4.38)
where 〈·〉 denotes the ensemble average over all realizations, θs is the scattering
angle, pffsc is the complex conjugate of the far-field scattered pressure, R =
R(θs), R = |R|, and the incident energy flux Ef is determined by the form of
the incident beam. A value of R = 1000λa is used in the present work. For
Eq. 4.32, Ef is given by [177]
Ef =
√
pi
2
g. (4.39)
Finally, the scattering strength can be calculated using the following:
SS = 10 log10 σs(θ, θs). (4.40)
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Chapter 5
Model Verification and Convergence
This chapter presents the results of the numerical studies performed to
assess the validity of the finite element formulation given in Chapter 4 and
determine the necessary mesh criteria for sufficient convergence to the exact
solution. The first study calculates the absolute error of the finite element
method as compared to the exact solution for the canonical problem of re-
flection from a flat fluid-poroelastic interface following [30] for meshes with
different element sizes. The second study determines the relative error be-
tween finite element solutions of varying degrees of mesh refinement for the
pressure field scattered from a single rough surface realization. Both studies
are performed by implementing the finite element formulation from Chapter 4
in the commercial modeling code COMSOL Multiphysics version 4.3b.
5.1 Absolute Error Study (Flat Surface)
In order to assess the absolute error of the finite element formulation
outlined in Chapter 4, the calculated solution for the reflection from a fluid-
poroelastic interface is compared to the analytical solution developed by Stoll
and Kan in [30] and detailed in Appendix B of [14]. A somewhat more stream-
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Table 5.1: Material properties used for absolute error study
Parameter Value
Porosity (β) 0.47
Sediment grain density (ρs) 2650 kg/m
3
Pore fluid density (ρf ) 1000 kg/m
3
Sediment grain bulk modulus (Kr) 36 GPa
Pore fluid bulk modulus (Kf ) 2 GPa
Permeability (κ) 99.5 µm2
Pore fluid viscosity (η) 0.001 kg/m-s
Tortuosity (τ) 1.25
Pore size parameter (a) 39 µm
Frame shear modulus (µ) 26.1 MPa
Shear log decrement (δµ) 0.15
Frame bulk modulus (Kb) 43.6 MPa
Frame log decrement (δK) 0.15
Acoustic fluid density (ρa) 1000 kg/m
3
Acoustic fluid sound speed (ca) 1414 m/s
lined way to calculate the reflection coefficient analytically is presented in Ap-
pendix A of this thesis. The material properties used for this study also follow
[30] and are stated in Table 5.1.
Using these material properties and a frequency value of 10 kHz, a finite
element model is created in COMSOL Multiphysics following the formulation
of Chapter 4 with the exception of the interface being left flat and thus only
one realization being needed. The acoustic domain is discretized using a free
triangular mesh with maximum element size λa/n, where n = 2, 4, 6, 8, 10, 12.
The poroelastic domain is also discretized using a free triangular mesh. In
accordance with the content of Section 4.2.4, the acoustic-poroelastic inter-
face is set to have elements not exceeding λ/n with the element size allowed
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to gradually increase in the poroelastic computational domain to a size not
exceeding λfast/n. The PML regions are discretized using a mapped mesh of
quadrilaterial elements sized λref/10 in all cases. After solving Eq. 4.18 for all
mesh cases, the reflection coefficient is determined for a given grazing angle θ
through use of the following expression:
RC(θ) =
1
L
L/2∫
−L/2
psc(x, 0)
pi(x, 0)
dx. (5.1)
After solving Eq. 5.1 for θ values every 5° from 10° to 90°, the reflection loss
(or bottom loss) can be easily calculated using the following expression [191]:
RL(θ) = −20 log10|RC(θ)|. (5.2)
Grazing angles shallower than 10° are not considered due to the excessive
computational cost.
Figures 5.1 and 5.2 show the analytical reflection loss and reflection
coefficient phase plotted versus grazing angle as compared with the finite ele-
ment results for computational domains consisting of elements of various sizes.
It is immediately apparent that the finite element model agrees very well with
the analytical phase calculation at all angles and with the analytical reflection
loss calculation for all but the most shallow angles considered regardless of the
level of mesh refinement.
To further quantify the discrepancy between the results of the different
meshes and the disagreement with the analytical solution for shallow grazing
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Figure 5.1: Comparison of the analytical and finite element reflection loss
calculations for finite element meshes of varying element size.
angles, the absolute difference between the analytical and finite element re-
flection loss has been plotted as shown in Figure 5.3. Due to the nature of
domain truncation and the fact that longer computational domains are needed
for shallower grazing angles, it is not at all surprising that the largest error
occurs at the shallowest grazing angle considered. However, upon initial in-
spection of this figure, it may seem curious that the error at this angle is worse
for finer meshes and that, for all but the coarsest mesh considered, there is
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Figure 5.2: Comparison of the analytical and finite element reflection coeffi-
cient phase calculations for finite element meshes of varying element size.
virtually no difference between the analytical and finite element results until
the grazing angle is less than the critical angle (approximately 30° in this case).
While not yet quantified empirically, it is the present author’s conjecture that
the failure of Eq. 5.1 to account for the lateral displacement of the reflected
field that occurs when the incident field is bounded may be responsible, as
the amount of this displacement at a particular grazing angle is known to be
directly related to the slope of the reflection coefficient phase at that angle
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(see Section 14 of the first chapter of [192]). A cursory comparison of Figures
5.2 and 5.3 lends more credence to this conjecture. Discounting the error at
the shallowest grazing angle and taking the possible error introduced by beam
displacement into account, it is clear that the absolute error does in fact de-
crease as the element size is reduced and that only minimal reduction of error
occurs when elements are sized less than λ/6. Furthermore, when using the
mesh with elements sized λ/6 or less, the absolute error is considerably less
than 0.1 dB everywhere except the shallowest grazing angle considered; it is
most likely that this error would be reduced even further if compensation was
made for beam displacement. Perhaps the higher disparity at 10° shows the
limitation of the A value chosen for the Kapp criterion but further study would
be needed before making this conclusion.
5.2 Relative Error Study (Rough Surface)
As the rough interface in the model problem is statistical in nature,
there is no exact solution available to assess the accuracy of the finite element
method. However, since good agreement is found for the case of a flat interface
and the formulation used is general as far as geometry is concerned, the only
thing left to determine is if a rough interface affects the mesh criteria needed
for adequate convergence. To check how the level of mesh refinement affects
the convergence rate, a relative error study is performed in which a single rough
surface realization is generated and the change in the scattered pressure values
at five points on the interface as the mesh is refined is calculated. The model
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Figure 5.3: Absolute difference of analytical and finite element reflection loss
calculations for finite element meshes of varying element size.
geometry used in this study is shown in Figure 5.4, where the points of interest
are located in each of the annotated circles. The reason all five points used in
this study are located on the interface is that, as described in Section 4.2.5, the
scattered pressure on the interface is all that is used to evaluate the quantity
of interest, the scattering strength. The material properties and roughness
parameters used in this study are listed in Tables 5.2 and 5.3. Using Eq. 4.22
and the fact that the frequency is again set to 10 kHz in this study, the rough
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Table 5.2: Material properties used for relative error study
Parameter Value
Porosity (β) 0.38
Sediment grain density (ρs) 2690 kg/m
3
Pore fluid density (ρf ) 1023 kg/m
3
Sediment grain bulk modulus (Kr) 25.5 GPa
Pore fluid bulk modulus (Kf ) 2.3947 GPa
Permeability (κ) 30 µm2
Pore fluid viscosity (η) 0.001 kg/m-s
Tortuosity (τ) 1.2
Pore size parameter (a) 19.47 µm
Frame shear modulus (µ) 29.2 MPa
Shear log decrement (δµ) 0.415
Frame bulk modulus (Kb) 43.6 MPa
Frame log decrement (δK) 0.150
Acoustic fluid density (ρa) 1023 kg/m
3
Acoustic fluid sound speed (ca) 1530 m/s
Table 5.3: Roughness parameters used for relative error study
Parameter Value
Spectral strength (w1) 0.0037 cm
3−γ1
Spectral exponent (γ1) 3.28
Cutoff wavenumber (K0) 0.01 cm
−1
surface can be characterized by a kah value of 6.47, meaning that the roughness
is rather large compared to an acoustic wavelength. The majority of the rough
surfaces considered in the next chapter have considerably smaller kah values,
making the roughness used here a good limiting case for a convergence study.
Again, COMOL Multiphysics is used to solve the problem corresponding
to Figure 5.4 following the formulation outlined in Chapter 4 for a variety
of meshes of different sized triangular elements. After obtaining the scattered
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Figure 5.4: Geometry of model used for relative error study.
pressure field for all mesh cases, the sound pressure level (SPL) of the scattered
pressure at point j for mesh characterized by element size λ/n is found using
the following [193]:
SPLnj = 20 log10
psc(xj, 0)
1 µPa
. (5.3)
The relative error in dB is then obtained by the following expression:
dSPLnj = SPL
n
j − SPLn−1j . (5.4)
The results of this study are shown in Figure 5.5. For all five points,
the SPL difference mostly plateaus after λ/6, corroborating the absolute error
study’s conclusion concerning mesh density. Therefore, the computational do-
main mesh used in the numerical studies of the next chapter are characterized
by a maximum element size of λ/6.
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Figure 5.5: Relative SPL difference at five points located on the rough surface
for increasing mesh refinement.
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Chapter 6
Numerical Results
This chapter presents the main numerical results demonstrating the
application of the finite element method to the problem of acoustic scattering
from one-dimensional rough fluid-poroelastic interfaces. Using the formulation
and modeling considerations given in Chapter 4, the model problem shown in
Figure 1.1 is solved for material properties and roughness parameters following
the papers by Yang, Broschat, and Galea [11] and Williams, Grochocinski, and
Jackson [10]. For each parameter set, the finite element results are compared
with the scattering strengths calculated using three analytic scattering mod-
els: perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA); a brief overview of these scattering models
is presented in Appendix B. The scattering strengths obtained using the full
poroelastic finite element formulation are also compared with those found us-
ing finite element models that consider the bottom half-space to be a simple
fluid and an effective density fluid that approximates a poroelastic medium fol-
lowing [5]; more information on these fluid models can be found in Appendix
C.
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6.1 Study 1: Following Yang et al. (2002)
The parameters used in the first numerical study follow those used by
Yang, Broschat, and Galea in [11]. The material properties and roughness
parameters are listed in Tables 6.1 and 6.2. As in [11], both monostatic and
bistatic scattering strengths are calculated and compared. All combinations
of frequencies and spectral strengths are considered. Finite element models
of fifty rough surface realizations are solved for each combination. For the
monostatic case, the finite element backscattering strengths are calculated
every 5° for grazing angles ranging from 10° to 90°. For the bistatic case, the
finite element scattering strengths are calculated every 1° for scattering angles
ranging from 1° to 180°. All angles are measured with respect to the positive
x-axis. It should be noted that for the properties given in Table 6.1, 100 Hz
falls in Biot’s low-frequency regime while 3 kHz is in Biot’s high-frequency
regime (the characteristic frequency is approximately 410 Hz).
6.1.1 Comparison with Analytic Scattering Models
The backscattering strengths found using the finite element method
are compared with those calculated using perturbation theory, the Kirchhoff
approximation, and the small-slope approximation in Figures 6.1 through 6.4.
For the cases shown in Figures 6.1 and 6.2, kah is less than 1 and all three an-
alytic models can be considered to be within their expected regions of validity.
In Figure 6.1, kah = 0.04 and PT, KA, and SSA are all in excellent agreement
with FEM except at very shallow grazing angles, where KA is expected to per-
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Table 6.1: Material properties following [11]
Parameter Value
Porosity (β) 0.38
Sediment grain density (ρs) 2690 kg/m
3
Pore fluid density (ρf ) 1023 kg/m
3
Sediment grain bulk modulus (Kr) 25.5 GPa
Pore fluid bulk modulus (Kf ) 2.3947 GPa
Permeability (κ) 30 µm2
Pore fluid viscosity (η) 0.001 kg/m-s
Tortuosity (τ) 1.2
Pore size parameter (a) 19.47 µm
Frame shear modulus (µ) 29.2 MPa
Shear log decrement (δµ) 0.415
Frame bulk modulus (Kb) 43.6 MPa
Frame log decrement (δK) 0.150
Acoustic fluid density (ρa) 1023 kg/m
3
Acoustic fluid sound speed (ca) 1530 m/s
Table 6.2: Roughness parameters following [11]
Parameter Value(s)
Frequencies (f) 100 Hz and 3 kHz
Spectral strengths (w1) 6.3662×10−8 and 6.3662×10−6 cm3−γ1
Spectral exponent (γ1) 4
Cutoff wavenumber (K0) 0.001 cm
−1
Bistatic grazing angle (θ) 45°
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Figure 6.1: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 100 Hz,
w1 = 6.3662× 10−8 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.04).
form poorly. In Figure 6.2, kah = 0.42 and the analytic models are in similarly
good agreement with FEM with the exception of KA near grazing incidence
and PT near normal incidence. For backscattering, the specular direction is
θ = 90°; PT is supposed to be accurate off specular and KA near specular,
so the discrepancies seen in Figure 6.2 are expected. SSA, which converges
to PT away from specular and to KA approaching specular for small surface
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Figure 6.2: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 100 Hz,
w1 = 6.3662× 10−6 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.42).
slopes, does a good job matching the FEM results at all grazing angles, with
a maximum deviation of about 2 dB at 30°.
For the cases shown in Figures 6.3 and 6.4, kh is greater than 1 and all
three analytic models are thus outside their expected regions of validity. In
Figure 6.3, kah = 1.26 and there is considerable disagreement between FEM
and all three scattering models at all angles, especially for grazing angles less
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Figure 6.3: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 3 kHz,
w1 = 6.3662× 10−8 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 1.26).
than 75°, with the deviation between FEM and SSA reaching as much as 15
dB. In Figure 6.3, kah = 12.57 and, despite the high kah value, SSA and KA
do a very good job tracking the FEM results, with KA agreeing with FEM
at all grazing angles. In fact, the only major discrepancy between FEM and
KA occurs at θ = 25°, with the results of the two models differing by just
under 2.5 dB; the results of the two models are within about 1 dB at all other
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Figure 6.4: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 3 kHz,
w1 = 6.3662× 10−8 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 12.57).
grazing angles. It is unknown at this time why the agreement between the
finite element and analytic models is better in Figure 6.4 than in Figure 6.3
despite kah being considerably lower in Figure 6.3; more work is needed to
investigate the reason for this result.
Figures 6.5 through 6.8 compare the bistatic scattering strengths found
using the finite element method with those calculated using perturbation the-
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Figure 6.5: Comparison of finite element (FEM) bistatic scattering results with
perturbation theory (PT), the Kirchhoff approximation (KA), and the small-
slope approximation (SSA) for the following parameters: θ = 45°, f = 100 Hz,
w1 = 6.3662× 10−8 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.04).
ory, the Kirchhoff approximation, and the small-slope approximation. Follow-
ing [11], the incident grazing angle is set to θ = 45° for all cases. In Figure 6.5,
kah = 0.04 and all three models are in excellent agreement with FEM except-
ing KA away from specular (θs = 135°). SSA and PT are in exact agreement
and match FEM within 2 dB at all scattering angles except θs = 70°, where
the difference between the two analytic models and FEM reaches about 3 dB.
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Figure 6.6: Comparison of finite element (FEM) bistatic scattering results with
perturbation theory (PT), the Kirchhoff approximation (KA), and the small-
slope approximation (SSA) for the following parameters: θ = 45°, f = 100 Hz,
w1 = 6.3662× 10−6 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.42).
Similarly good agreement between FEM and the analytic models is seen in
Figure 6.6. Here, kah = 0.42 and FEM is in good agreement with all three
models excepting KA far from specular and PT close to specular. For this
case, FEM and SSA are within 2 dB at all scattering angles. In Figure 6.7,
kah = 1.26 and there is considerable disagreement between FEM and all three
analytic models for scattering angles less than 90°, with the disparity between
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Figure 6.7: Comparison of finite element (FEM) bistatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: θ = 45°, f = 3
kHz, w1 = 6.3662× 10−8 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 1.26).
FEM and SSA reaching as much as 20 dB. As in the monostatic case, the
reason the disparity is so great for these particular parameters is unknown
at this time. In Figure 6.8, kah = 12.57 and FEM is in surprisingly good
agreement with PT for scattering angles far from specular, KA for scattering
angles near specular, and SSA at all scattering angles. While the FEM and
SSA results are within 2 dB for most scattering angles, the disparity between
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Figure 6.8: Comparison of finite element (FEM) bistatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: θ = 45°, f = 3
kHz, w1 = 6.3662× 10−6 cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 12.57).
the two models reaches as much as 4 dB for scattering angles between 90° and
105°.
6.1.2 Comparison with FEM Fluid Models
The same poroelastic finite element results compared with the three
analytic models above are now compared with the scattering strengths found
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Table 6.3: Fluid model parameters for study 1
Parameter Value at 100 Hz Value at 3 kHz
Simple fluid sound speed (csf ) 1640.4 m/s 1732.7 m/s
Simple fluid density (ρsf ) 2056.5 kg/m
3 2056.5 kg/m3
Simple fluid attenuation (αsfλ) 0.28 dB/λ 1.63 dB/λ
EDFM sound speed (cEDFM) 1630.6 m/s 1728.3 m/s
EDFM density (ρEDFM) 2055.1-20.0i kg/m
3 1827.6-112.3i kg/m3
EDFM attenuation (αEDFMλ) 0.27 dB/λ 1.68 dB/λ
using finite element models where the sediment is considered a fluid. Two
fluid models are considered. The first is a simple fluid model where the fluid’s
sound speed is set equal to the fast wave’s speed and the fluid’s density is set
equal to the average density of the poroelastic material (see Eqs. C.1 and C.4).
The second is the so-called effective density fluid model (EDFM) developed
by Williams in [5] that is designed to better approximate the behavior of a
poroelastic material, as given by Eqs. C.10 and C.11. More information on
both of these fluid models can be found in Appendix C. For the present study,
the model parameters used are given in Table 6.3.
Figures 6.9 through 6.12 show the comparison of the poroelastic, EDFM,
and simple fluid FEM monostatic scattering results. In Figure 6.9, kah = 0.04
and all three models agree very closely. For these parameters, the mean dispar-
ity between the full poroelastic and EDFM models is found to be only about
0.73 dB with a maximum disparity of about 1.7 dB occurring at θ = 15°. The
simple fluid model is in similarly good agreement with the poroelastic results,
with a mean disparity of only 0.69 dB and a maximum deviation of 2.3 dB at
θ = 35°. In Figure 6.10, kah = 0.42 and all three models are again in great
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Figure 6.9: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 100 Hz, w1 = 6.3662 × 10−8
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.04).
agreement. The mean and maximum disparities between the poroelastic and
EDFM results are found to be 0.51 and 1.22 dB, respectively, while the mean
and maximum disparities between the poroelastic and simple fluid results are
found to be 0.65 and 1.91 dB, respectively. In Figure 6.11, kah = 1.26 and all
three models are still in good agreement. While the mean disparity between
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Figure 6.10: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 100 Hz, w1 = 6.3662 × 10−6
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.42).
the poroelastic and EDFM results is still below 1 dB, the mean difference be-
tween the poroelastic and simple fluid results is now about 1.4 dB. Still both
models are within 3 dB of the poroelastic model for all grazing angles. In
Figure 6.12, kah = 12.57 and, with a mean disparity of 1.22 dB versus 1.27
dB, the simple fluid model is actually in better agreement with the poroelastic
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Figure 6.11: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 3 kHz, w1 = 6.3662 × 10−8
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 1.26).
model than the EDFM. However, in actuality, both models probably perform
about the same, and the mean disparity of the EDFM and poroelastic results
is most likely influenced by the very large disparity of 5.4 dB that occurs at
θ = 70°.
The comparison of the poroelastic, EDFM, and simple fluid FEM bistatic
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Figure 6.12: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 3 kHz, w1 = 6.3662 × 10−6
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 12.57).
scattering results are shown in Figures 6.13 through 6.16. In Figure 6.13,
kah = 0.04 and the results of both fluid models differ from the poroelastic
results by no more than about 3 dB. The mean disparity of both fluid models
from the poroelastic model is about 0.7 dB in both cases. Similar agreement
between both fluid models and the poroelastic model is seen in Figure 6.14
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Figure 6.13: Comparison of full poroelastic finite element (FEM poro) bistatc
scattering results with those of finite element models that consider the sedi-
ment to be an effective density fluid (FEM EDFM) and a simple fluid (FEM
fluid) for the following parameters: θ = 45°, f = 100 Hz, w1 = 6.3662× 10−8
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.04).
for the case of kah = 0.42. In Figure 6.15, kah = 1.26 and all three models
are still in reasonably good agreement. The mean disparity of the EDFM and
poroelastic results is still below 1 dB while the average difference between the
simple fluid and poroelastic results has grown to about 1.25 dB. In Figure 6.16,
kah = 12.57 and the fluid models are in reasonable agreement with the poroe-
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Figure 6.14: Comparison of full poroelastic finite element (FEM poro) bistatc
scattering results with those of finite element models that consider the sedi-
ment to be an effective density fluid (FEM EDFM) and a simple fluid (FEM
fluid) for the following parameters: θ = 45°, f = 100 Hz, w1 = 6.3662× 10−6
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 0.42).
lastic results, with the difference between the poroelastic and EDFM results
not exceeding 4.5 dB and the deviation between the poroelastic and simple
fluid results not exceeding 6.13 dB. On average, the disparity between the two
fluid models and the poroelastic model is between 1 and 2 dB.
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Figure 6.15: Comparison of full poroelastic finite element (FEM poro) bistatc
scattering results with those of finite element models that consider the sedi-
ment to be an effective density fluid (FEM EDFM) and a simple fluid (FEM
fluid) for the following parameters: θ = 45°, f = 3 kHz, w1 = 6.3662 × 10−8
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 1.26).
6.2 Study 2: Following Williams et al. (2001)
The parameters used in the second numerical study follow those used
by Williams, Grochocinski, and Jackson in [10]. The material properties and
roughness parameters are listed in Tables 6.4 and 6.5. It must be noted that,
since the rough surfaces considered in [10] are two-dimensional, the equivalent
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Figure 6.16: Comparison of full poroelastic finite element (FEM poro) bistatc
scattering results with those of finite element models that consider the sedi-
ment to be an effective density fluid (FEM EDFM) and a simple fluid (FEM
fluid) for the following parameters: θ = 45°, f = 3 kHz, w1 = 6.3662 × 10−6
cm3−γ1 , γ1 = 4, K0 = 0.001 cm−1 (kah = 12.57).
one-dimensional spectral strength and spectral exponent listed in Table 6.5
must be found using Eqs. 4.23 and 4.24. Also, a true power-law roughness
spectrum is used in [10], so the cut-off wavenumber used in the present study
was chosen somewhat arbitrarily. For each frequency, finite element models
of fifty rough surface realizations are solved. As in [10], only monostatic scat-
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Table 6.4: Material properties following [10]
Parameter Value
Porosity (β) 0.40
Sediment grain density (ρs) 2650 kg/m
3
Pore fluid density (ρf ) 1000 kg/m
3
Sediment grain bulk modulus (Kr) 36.6 GPa
Pore fluid bulk modulus (Kf ) 2.25 GPa
Permeability (κ) 100 µm2
Pore fluid viscosity (η) 0.001 kg/m-s
Tortuosity (τ) 1.25
Pore size parameter (a) 50 µm
Frame shear modulus (µ) 26 MPa
Shear log decrement (δµ) 0.151
Frame bulk modulus (Kb) 44 MPa
Frame log decrement (δK) 0.143
Acoustic fluid density (ρa) 1000 kg/m
3
Acoustic fluid sound speed (ca) 1500 m/s
Table 6.5: Roughness parameters adapted from [10]
Parameter Value(s)
Frequencies (f) 0.1, 1, 10, and 100 kHz
Spectral strength (w1) 0.0078 cm
3−γ1
Spectral exponent (γ1) 2.05
Cutoff wavenumber (K0) 0.008 cm
−1
tering strengths are calculated. As in the monostatic results of the previous
study, the finite element backscattering strengths are calculated every 5° for
grazing angles ranging from 10° to 90°. For the material properties given in
Table 6.4, the characteristic frequency can be calculated to be around 63.7 Hz
using Eq. 3.10; this means that the Biot model is in the high-frequency regime
for all four frequency values considered.
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6.2.1 Comparison with Analytic Scattering Models
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Figure 6.17: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 100 Hz,
w1 = 0.0078 cm
3−γ1 , γ1 = 2.05, K0 = 0.008 cm−1 (kah = 0.008).
As in the previous study, the backscattering strengths found using the
finite element method are compared with those calculated using perturba-
tion theory, the Kirchhoff approximation, and the small-slope approximation
in Figures 6.17 through 6.20. In Figure 6.17, kah = 0.008 and the fluid-
poroelastic interface is therefore nearly flat. The backscattering strengths pre-
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Figure 6.18: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 1 kHz,
w1 = 0.0078 cm
3−γ1 , γ1 = 2.05, K0 = 0.008 cm−1 (kah = 0.081).
dicted by all three analytic models are within 2 dB of the FEM results for all
grazing angles with the expected exception of KA for shallow grazing angles.
For grazing angles greater than 30°, KA is seemingly in better agreement with
FEM than PT and SSA, with the deviation between the scattering strengths
of KA and FEM not exceeding 1 dB. As expected, PT and SSA agree exactly
everywhere and provide a better match with the FEM results for the shal-
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Figure 6.19: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 10 kHz,
w1 = 0.0078 cm
3−γ1 , γ1 = 2.05, K0 = 0.008 cm−1 (kah = 0.813).
lowest grazing angles considered. In Figure 6.18, kah = 0.081 and all three
analytic models are still comfortably within their respective regions of validity.
Here, PT and SSA still match exactly and predict scattering strengths within
2 dB of those calculated using FEM at all grazing angles. As expected, KA
converges with PT and SSA as the grazing angle approaches normal, and the
results all three analytic models are within about 1 dB of the FEM results for
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Figure 6.20: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 100 kHz,
w1 = 0.0078 cm
3−γ1 , γ1 = 2.05, K0 = 0.008 cm−1 (kah = 8.134).
grazing angles greater than 30°with the exceptions of θ = 45° and θ = 90°.
In Figure 6.19, kah = 0.813 and it is unknown a priori how well the
analytic models will match FEM. Somewhat surprisingly, the agreement be-
tween the analytic results and FEM is similar to the previous case other than
the fact that PT now diverges from FEM as the grazing angle approaches
normal incidence. For this reason, SSA undoubtedly provides the best match
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Figure 6.21: Comparison of finite element (FEM) monostatic scattering results
with perturbation theory (PT), the Kirchhoff approximation (KA), and the
small-slope approximation (SSA) for the following parameters: f = 12.295
kHz, w1 = 0.0078 cm
3−γ1 , γ1 = 2.05, K0 = 0.008 cm−1 (kah = 1).
with FEM, agreeing within 1 dB at all grazing angles except θ = 40°, where
the disparity is still only around 1.3 dB. In Figure 6.20, kah is considerably
greater than 1 at kah = 8.134 and none of the analytic models are expected
to perform well. Still, the SSA results agree with those of FEM to within 3
dB at all grazing angles, and, in the region where PT, KA, and SSA are all in
close agreement, the deviation of any one model from FEM is bounded by 1.5
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dB.
In addition to the frequencies listed in Table 6.5, finite element models
where f = 12.295 kHz are solved in order to further investigate the great
disparity between FEM and the analytic models seen in Figures 6.3 and 6.7.
At this frequency, kah = 1 and excellent agreement is found between FEM
and SSA at all grazing angles, with the disparity between the two models
not exceeding 2 dB. It can therefore be concluded that the disparities seen in
Figures 6.3 and 6.7 are not due to the kah value being near 1 and an alternate
explanation must be sought.
Table 6.6: Fluid model parameters for study 2
Parameter Value at 100 Hz Value at 1 kHz
Simple fluid sound speed (csf ) 1623.3 m/s 1700.5 m/s
Simple fluid density (ρsf ) 1990 kg/m
3 1990 kg/m3
Simple fluid attenuation (αsfλ) 0.77 dB/λ 1.37 dB/λ
EDFM sound speed (cEDFM) 1613.5 m/s 1694.9 m/s
EDFM density (ρEDFM) 1975-57.5i kg/m
3 1789.1-92.7i kg/m3
EDFM attenuation (αEDFMλ) 0.79 dB/λ 1.41 dB/λ
Parameter Value at 10 kHz Value at 100 kHz
Simple fluid sound speed (csf ) 1739 m/s 1751.3 m/s
Simple fluid density (ρsf ) 1990 kg/m
3 1990 kg/m3
Simple fluid attenuation (αsfλ) 0.53 dB/λ 0.18 dB/λ
EDFM sound speed (cEDFM) 1733.6 m/s 1746.2 m/s
EDFM density (ρEDFM) 1711-33.6i kg/m
3 1686.6-11.0i kg/m3
EDFM attenuation (αEDFMλ) 0.54 dB/λ 0.18 dB/λ
6.2.2 Comparison with FEM Fluid Models
In Figures 6.22 through 6.25, the poroelastic finite element results com-
pared with the three analytic models above are compared with finite element
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Figure 6.22: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 100 Hz, w1 = 0.0078 cm
3−γ1 ,
γ1 = 2.05, K0 = 0.008 cm
−1 (kah = 0.008).
results where the sediment is modeled as a simple fluid and using the EDFM.
The fluid model parameters used in this study are given in Table 6.6. In Figure
6.22, kah = 0.008 and the results of both fluid models agree with those of the
poroelastic model within 1.5 dB at all grazing angles other than 90°. In fact,
it can be concluded that the simple fluid model outperforms the EDFM for
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Figure 6.23: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 1 kHz, w1 = 0.0078 cm
3−γ1 ,
γ1 = 2.05, K0 = 0.008 cm
−1 (kah = 0.081).
this case.
In Figure 6.23, kah = 0.081 and, for the first time, major discrepancies
are seen between the simple fluid and poroelastic results. While the average
disparity between the EDFM and poroelastic results is only 0.65 dB, the simple
fluid results differ from those of the poroelastic model by more than 1 dB at all
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Figure 6.24: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 10 kHz, w1 = 0.0078 cm
3−γ1 ,
γ1 = 2.05, K0 = 0.008 cm
−1 (kah = 0.813).
grazing angles other than 90°. A similar discrepancy between the performance
of the EDFM and simple fluid model is seen in Figure 6.24, where kah =
0.813. Here, the mean disparity between the EDFM and poroelastic model
is still around 0.65 dB while that of the simple fluid and poroelastic models
has grown to 1.8 dB. The EDFM continues to outperform the simple fluid
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Figure 6.25: Comparison of full poroelastic finite element (FEM poro) mono-
static scattering results with those of finite element models that consider the
sediment to be an effective density fluid (FEM EDFM) and a simple fluid
(FEM fluid) for the following parameters: f = 100 kHz, w1 = 0.0078 cm
3−γ1 ,
γ1 = 2.05, K0 = 0.008 cm
−1 (kah = 8.134).
model in Figure 6.25. In this case, kah = 8.134 and the EDFM agrees with
the poroelastic results everywhere within around 1.8 dB while the difference
between the simple fluid and poroelastic results reaches as much as 2.7 dB.
From the results of this study, it can be concluded that the EDFM
vastly outperforms the simple fluid model for the parameters used. In the first
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study, there appeared to be no discernible difference between the performance
of the EDFM and simple fluid model; the reason why the results of the simple
fluid matched those of the poroelastic model well regardless of kah for the first
parameter set and not for the second warrants further study.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
Quantifying acoustic scattering from the seafloor is a topic of particular
importance in many scientific fields. For this reason, models that accurately
describe both the physics of the sediment and the interaction of acoustic waves
with the ocean bottom are needed. Recently, sediment models based on Biot’s
theory of poroelasticity have been shown to provide the best fit with experi-
mental data [3, 4]. Seafloor roughness can be a dominant contributor to sound
scattering at higher acoustic frequencies; many models have been developed to
quantify this effect [2]. While the extant literature on the separate problems
of the development of Biot’s theory of poroelasticity and the study of acoustic
scattering from rough surfaces is vast, only a very limited subset of this work
deals with the combined problem of acoustic scattering from rough poroelastic
surfaces [10, 11]. This thesis is an attempt to study the combined problem us-
ing the finite element method. To accomplish this, a poroelastic finite element
formulation developed to model porous sound absorbing material used in noise
control applications [8] is adapted to the problem of acoustic scattering from
one-dimensional rough water-porous sediment interfaces.
120
In Chapter 1, a number of research questions are posed to guide the
present work. Each of these questions will now be directly addressed in turn.
1. How should the poroelastic finite element formulations be adapted
to the problem of acoustic scattering from the seabed?
As discussed in some detail in Section 2.4.1, many finite element for-
mulations of Biot’s equations have been derived for the modeling of porous
sound absorbers and several of these formulations are general enough to be
directly applied to the problem at hand. The majority of these formulations
are based on the classical form of Biot’s equations where the displacement
fields of the frame and the pore fluid (or the pore fluid relative to the frame)
are the dependent variables. While effective, these formulations require six
degrees of freedom per node in three dimensions and do not couple naturally
with acoustic media. An alternative formulation cast in terms of the frame
displacement and the pore fluid pressure is developed by Atalla, Panneton,
and Debergue in [8]. Referred to as the mixed formulation, this form of Biot’s
equations only requires four degrees of freedom per node in three dimensions
and has the added benefit of coupling naturally with acoustic media. While a
slightly more complicated mixed formulation has since been put forth by many
of these same authors that affords easier coupling with elastic media [169], the
original mixed formulation of [8] is sufficient for the present work. In fact, the
mixed formulation of [8] can be directly adapted to exactly solve the problem
of acoustic scattering from one-dimensional rough fluid-poroelastic interfaces
without modification.
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It should be noted that there is actually an advantage to using the
mixed formulation of [8] to study the present problem rather than the one for
which it was intended. As examined in [45], there is much weaker coupling
into the slow wave for water-saturated porous materials than for air-saturated
porous materials. For this reason, the mesh criteria used by Atalla and cowork-
ers can be relaxed and meshing with respect to the wavelength of the slow wave
is only needed at the fluid-poroelastic interface, as discussed in Section 4.2.4.
2. What are the effects of roughness on the acoustic scattering from
poroelastic interfaces?
Prior to the completion of this work, it was strongly suspected by the
author that the roughness of the interface would cause greater coupling into
the slow wave, thus causing more energy to be transmitted into the sediment
and less scattered back into the water. Based on the results outlined in Sec-
tions 6.1.2 and 6.2.2, where the scattering strengths calculated using the full
poroelastic finite element formulation are compared with those found using
two formulations where the sediment is modeled as a fluid, the effects of in-
creased coupling are not apparent for the parameter sets studied. In fact, the
effective density fluid model developed in [5] matches the results of the full
poroelastic model for all the cases studied; if coupling into the slow wave did
become more prominent for rougher interfaces, one would have expected to
see greater deviation between the EDFM and full poroelastic models as kah
increases. More on the agreement between the EDFM and full poroelastic
model is discussed below.
122
Also related to the coupling into the slow wave is the concern by
Williams, Grochocinski, and Jackson in [10] that, since the roughness relief
may not be small compared to the wavelengths of the slow and shear waves,
the analytic scattering models may be inaccurate. However, as discussed in
Sections 6.1.1 and 6.2.1, in general, all three analytic models considered do an
admirable job matching the finite element results, even outside their expected
regions of validity; this agreement further bolsters the conclusion that the
interface roughness is not leading to substantially increased mode conversion.
3. Do the three most widely used analytic scattering models—
perturbation theory, the Kirchhoff approximation, and the small-
slope approximation—perform well when applied to scattering from
rough poroelastic surfaces and, if so, what are their regions of va-
lidity?
In order to assess the accuracy of perturbation theory (PT), the Kirch-
hoff approximation (KA) and the small-slope approximation (SSA) when ap-
plied to scattering from rough poroelastic surfaces, the formally averaged scat-
tering strengths obtained using these models are compared with the ensem-
ble averaged scattering strengths calculated using the finite element method
(FEM). This comparison is performed for sets of parameters following the
papers of Yang, Broschat, and Galea [11] and Williams, Grochocinski, and
Jackson [10]. For the parameters following [11], both monostatic and bistatic
scattering is considered; only monostatic scattering is considered for the pa-
rameters adapted from [10]. The analytic models qualitatively match the FEM
results for all but one of the parameter sets discussed in Sections 6.1.1 and
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Table 7.1: Roughness parameters and analytic models that provided the best
fit with the FEM monostatic scattering results for those parameters.
γ1 kah ka/K0 s kal Best fit Max diff. Mean diff.
4 0.04 4.19 0.01 5.92 PT/SSA 1.8 dB 0.6 dB
4 0.42 4.19 0.10 5.92 SSA 2.3 dB 0.9 dB
4 1.26 125.66 0.01 177.71 none 15+ dB 8+ dB
4 12.57 125.66 0.10 177.71 KA 1.5 dB 0.7 dB
2.05 0.01 0.52 0.01 0.92 PT/SSA 1.5 dB 0.8 dB
2.05 0.08 5.23 0.01 9.96 PT/SSA 1.6 dB 0.8 dB
2.05 0.81 52.36 0.01 99.61 SSA 1.5 dB 0.8 dB
2.05 1.00 64.38 0.01 122.47 SSA 2.0 dB 0.7 dB
2.05 8.13 523.60 0.01 996.08 SSA 2.8 dB 0.9 dB
6.2.1. However, to better quantify the performance of these models, Tables
7.1 and 7.2 have been generated to put forth the roughness parameters con-
sidered and which model performed best for those parameters. In addition to
the roughness parameters previously defined, the rms slope s and the effective
correlation length l as defined in Chapter 13 of [2] are included in these tables.
All roughness quantities are non-dimensionalized.
Table 7.1 deals with the monostatic results. While determining the
region of validity for a given roughness scattering model is much more difficult
in the case of a von Karman roughness spectrum than for the well-studied, yet
nonphysical Gaussian roughness spectrum, a few conclusions can be drawn.
First, as speculated in [11], the results of perturbation theory are accurate
when they coincide with those of the small-slope approximation; it appears
that this region of agreement is when kah  1. This result is not surprising,
as kah  1 has long been considered a needed condition for the validity of
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Table 7.2: Roughness parameters and analytic models that provided the best
fit with the FEM bistatic scattering results for those parameters.
γ1 kah ka/K0 s kal Best fit Max diff. Mean diff.
4 0.04 4.19 0.01 5.92 PT/SSA 2.9 dB 0.7 dB
4 0.42 4.19 0.1 5.92 SSA 2.2 dB 0.6 dB
4 1.26 125.66 0.01 177.71 none 15+ dB 5+ dB
4 12.57 125.66 0.1 177.71 SSA 4.2 dB 1.2 dB
perturbation theory [80, 194]. Also, the small-slope approximation is seen to
be the model that provides the best fit when kah ≤ 1 and s  1; the only
case studied for which a model performs better than it is the sole case when
kah 1 and the condition s 1 is not met. Furthermore, the reason for the
great disparity between all three analytic models and the finite element results
for the case of kah = 1.26 is not clear. As seen in Figure 6.11, the poroelastic
finite element results are in good agreement with both fluid models, so the
reason for the disparity is not exclusive to poroelastic sediments. Finally, it
is not at all clear if the quantities γ1, ka/K0, and kal are related to analytic
model performance; they are simply included in the table for completeness.
Table 7.2 deals with the bistatic results and the conclusions are largely
the same. Again, perturbation theory is found to be accurate when the con-
dition kah 1 is met. Unlike in the monostatic case, there are no conditions
for which any model outperforms the small-slope approximation. At θ = 45°,
the monostatic results of the small-slope approximation and the Kirchhoff
approximation coincide for the sole case where the Kirchoff approximation
outperforms the small-slope approximation in Table 7.1; perhaps the Kirch-
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hoff approximation would provide better bistatic results for shallower grazing
angles, where the monostatic results of the two models do not agree. Also,
it is quite unusual that there is a great disparity between the finite element
and analytic model results for both monostatic and bistatic scattering for the
particular case when kah = 1.26; unfortunately, the reason for these disparities
remains unknown. Finally, there is again seemingly no correlation between the
quantities γ1, ka/K0, and kal and the performance of the scattering models.
In summary, except for one case where the Kirchhoff approximation
is better and another where no analytic scattering model matches the finite
element results, the small-slope approximation is in agreement with the finite
element results within 4.2 dB for the cases studied and within 3 dB when
kah ≤ 1 and s  1. On average, the small-slope results differ from those of
the finite element method by 1.2 dB or less for every case where it provides
the best fit. For this reason, one could make the claim that there would be no
need for the computationally expensive finite element approach in the region
where the small-slope approximation is valid should this region of validity be
rigorously determined in the future.
4. How does the scattering from media assumed to follow the effec-
tive density fluid model compare to the results obtained for the full
poroelastic formulation?
In Sections 6.1.2 and 6.2.2, the scattering strengths calculated using
the full poroelastic formulation are compared to those found using two finite
element formulations where the sediment is modeled as a fluid. The first is
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a simple fluid where the sound speed is set equal to the fast wave speed and
the fluid density is set equal to the average density. The second follows the
effective density fluid model of Williams [5] referred to in the question above.
For the parameters following [11], the results of both fluid models are within
3 dB with an average deviation of around 1 dB for all monostatic and bistatic
cases considered with the exception of the parametric case where kah = 12.57.
In fact, while the accuracy of the simple fluid model does seem to decrease as
kah is increased, it is rather hard to distinguish between the performance of
the two fluid models for these parameters.
For the second study, the parameters used are adapted from [10]. While
the performance of the EDFM is similar to the first study, it is very clear from
this study that the simple fluid model can deviate from the full poroelastic
results quite a bit more than the EDFM as kah is increased. To quantify this
point, the average deviation of the EDFM from the poroelastic model is less
than 0.1 dB for all cases while the average deviation of the simple fluid model
from the poroelastic model is nearly 2 dB for the cases where the condition
kah  1 is no longer satisfied. It should be noted that the EDFM results at
all angles are within 2 dB of those of the full poroelastic formulation for all
cases considered during the second study.
From the results of the two studies outlined in Chapter 6, it can be
concluded that, for the half-space scattering problem considered in this thesis,
the scattering strengths found using the EDFM formulation are exceptionally
close to those found using the full poroelastic formulation despite the EDFM
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formulation being both much simpler to implement and considerably less com-
putationally intensive. It is therefore the author’s recommendation that the
EDFM be used instead of the full poroelastic model for problems described
by Figure 1.1 provided it is known that the shear wave speed is low and the
coupling into the shear wave is minimal.
7.2 Future Work
While this thesis has successfully shown how the poroelastic finite el-
ement formulation of [8] can be applied to study the combined problem of
acoustic scattering from a one-dimensional rough fluid-poroelastic interface,
many issues raised remain unresolved. First, it is unclear why none of the
three analytic models considered compare well with the scattering strengths
found using the finite element method for the monostatic and bistatic cases
depicted in Figures 6.3 and 6.7, respectively. A rigorous parametric study of
the validity of the small-slope approximation as compared to the finite element
results is needed to determine the reason behind the anomalous disparity seen
in these cases. Second, it is also unclear why the simple fluid model performs
as well as the EDFM for the parameters of the first study and not of the
second; further research into this issue may help shed light on the physical
reasons behind the shortcoming of conventional fluid sediment models. Third,
while the EDFM seems to be a suitable alternative to the full poroelastic
model for the half-space scattering problem considered here, it is likely that
the full poroelastic formulation is needed to properly capture the physics of
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the related problem of scattering from a layered seabed. Future work that
seeks to show whether the EDFM is a suitable replacement for the poroelastic
model for all circumstances or just for the problem studied here is therefore
recommended. Lastly, for problems that require poroelastic-elastic coupling,
the modified poroelastic finite element formulation of [169] should be used in-
stead of [8]; it is worth exploring whether that formulation is as easy to adapt
to seabed scattering problems as the simpler one used here.
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Appendix A
Analytical Reflection Coefficient Calculation
Appendix B of Stoll’s monograph [14] deals with the details of calculat-
ing the fluid-poroelastic plane wave reflection coefficient analytically. However,
due to technological constraints at the time of publishing, the expressions pro-
vided are not as succinct as they could be as Stoll is forced to calculate the real
and imaginary components of the wave amplitudes separately. This appendix
presents a simpler formulation presented to the author by Dr. Marcia Isakson.
In order to properly calculate the reflection coefficient, one must know
the wavenumbers of the waves propagating in the poroelastic medium. Fol-
lowing Chapter 1 of [14], these can be obtained by finding the roots of two
equations. The roots of the first equation give the wavenumbers of the fast
and slow waves l1 and l2 and can be written in determinant form as∣∣∣∣∣ H˜l2 − ρω2 ρfω2 − C˜l2C˜l2 − ρfω2 mω2 − M˜l2 − iωF (Θ)η/κ
∣∣∣∣∣ = 0, (A.1)
where
H˜ =
(
Kr − K˜b
)2
D − K˜b
+ K˜b +
4
3
µ˜, (A.2)
C˜ =
Kr
(
Kr − K˜b
)
D − K˜b
, (A.3)
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M˜ =
K2r
D − K˜b
, (A.4)
D = Kr
[
1 + β
(
Kr
Kf
− 1
)]
, (A.5)
and
m =
τρf
β
. (A.6)
The second equation gives the wavenumber of the shear wave ls and can be
written as ∣∣∣∣ρω2 − µ˜l2 ρfω2ρfω2 mω2 − iωF (Θ)η/κ
∣∣∣∣ = 0. (A.7)
Next, the following quantities are needed to determine the reflection
coefficient:
kc = ka cos θ (A.8)
m1 =
H˜l21 − ρω2
C˜l21 − ρfω2
(A.9)
k1 =
√
l21 − k2c (A.10)
m2 =
H˜l22 − ρω2
C˜l22 − ρfω2
(A.11)
k2 =
√
l22 − k2c (A.12)
q =
ρω2 − µ˜l2s
C˜l2s − ρfω2
(A.13)
ks =
√
l2s − k2c (A.14)
As discussed in Appendix B of [14], the following matrix equation can
be solved to determine the complex wave amplitudes:
[B] {A} = {b}, (A.15)
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where the vector {A} contains the complex wave amplitudes. The terms of
the matrix [B] and the vector {b} are defined below:
B11 = ka
B12 = (1−m1) k1
sin θ
B13 = (1−m2) k2
sin θ
B14 = (1− q) kc
sin θ
b1 = ka
B21 = −ρaω
2
sin θ
B22 =
(
H˜ − 2µ˜− C˜m1
)
l21 + 2µ˜k
2
1
sin θ
B23 =
(
H˜ − 2µ˜− C˜m2
)
l22 + 2µ˜k
2
2
sin θ
B24 =
2µ˜kcks
sin θ
b2 =
ρaω
2
sin θ
B31 =
ρaω
2
sin θ
B32 = −
(
C˜ −m1M˜
) l21
sin θ
B33 = −
(
C˜ −m2M˜
) l22
sin θ
B34 = 0
b3 = −ρaω
2
sin θ
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B41 = 0
B42 =
2kck1
sin θ
B43 =
2kck2
sin θ
B44 =
k2c − k2s
sin θ
b4 = 0
The reflection coefficient RC(Θ) is A1, the first component of the complex
amplitude vector {A}.
134
Appendix B
Analytic Scattering Models
A brief overview of the three analytic scattering models compared with
the finite element method in this thesis is presented below. Note that for the
form of all three models shown, the assumed time convention is e−iωt, not the
convention eiωt used in the rest of this thesis. Also, incident angles are used
here instead of grazing angles; that is to say, θi = pi/2− θ.
B.1 Perturbation Theory
Perturbation theory (PT) was first applied to scattering from poroe-
lastic surfaces in [10] and was adapted to the case of scattering from one-
dimensional interfaces in [11]. The bistatic scattering cross section is given
by
σPT (ksx, kix) =
k2sz
k
|G1,1(ksx, kix)|2W (kix − ksx) , (B.1)
where k is the acoustic wavenumber, kix = k sin θi, ksx = k sin θs, ksz = k cos θs,
θi is the incident angle, θs is the scattered angle, and G1,1(ksx, kix) is given in
the Appendix of [11]. The monostatic scattering cross section can be calculated
by setting ksx = −kix. PT is considered a suitable approximation far from
specular for small kh values and small surface slopes.
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B.2 Kirchhoff Approximation
The Kirchhoff approximation (KA) is adapted to the given problem by
modifying the formulation given in Chapter 13 of [2] to include the effects of
the poroelastic sediment. The bistatic cross section is as follows:
σKA(ksx, kix) =
(kixvx/vz + kiz)
2
2pik
|Vww(θis)|2e−v2zh2
∫
dxeivxx
[
ev
2
zh
2C(x) − 1
]
,
(B.2)
where kiz = k cos θi, vx = kix− ksx, vz = kiz + ksz, h is the surface rms height,
C(x) is the surface correlation function, and Vww is the reflection coefficient for
flat fluid-poroelastic interfaces. The angle θis is calculated using the following
expression:
θis = arcsin
(√
v2x + v
2
z
2k
)
. (B.3)
For one-dimensional interfaces, the surface correlation function can be found
using
C(x) =
1
h2
∞∫
−∞
W (K)eiKxdK. (B.4)
KA is generally found to be more accurate than PT for approximating scat-
tering near the specular direction and less accurate for regions away from
specular.
B.3 Small-Slope Approximation
From the above discussion, it can be concluded that PT and KA have
complimentary regions of validity. Another model, the small-slope approxima-
tion (SSA), is found to be the best of both, converging to PT far away from
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specular and to KA near specular. For this reason, SSA is considered the most
robust model of the three presented in this appendix. SSA was first extended
to scattering from one-dimensional poroelastic surfaces in [11]. The bistatic
scattering cross section can be found using the following expression:
σSSA(ksx, kix) =
k2sz
2pikv2z
|G1,1(ksx, kix)|2e−v2zh2
∫
dxeivxx
[
ev
2
zh
2C(x) − 1
]
. (B.5)
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Appendix C
FEM Fluid Models
In Sections 6.1.2 and 6.2.2, the results of two finite element formula-
tions based on fluid models are compared with those of the full poroelastic
formulation given in Chapters 3 and 4. This appendix is intended to provide
more detail on these fluid models.
C.1 Simple Fluid Model
The model referred to as the simple fluid model is called thus as it is
obtained by simply setting the acoustic sound speed equal to the fast wave
speed and the fluid density equal to the average density of the poroelastic
medium. As described in Appendix A, the wavenumbers of the fast, slow, and
shear waves, l1, l2, and ls, are obtained by finding the roots of Eqs. A.1 and
A.7. Using the wavenumber of the fast wave, the acoustic sound speed csf and
attenuation αsfλ needed as inputs to the simple fluid model can be obtained
using the expressions [14]
csf =
ω
Re(l1)
, (C.1)
and [2]
αsfλ =
40piδp
ln(10)
, (C.2)
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where αsfλ has units dB/λ and
δp =
Im(l1)
Re(l1)
. (C.3)
The fluid density is found by
ρsf = ρ = (1− β) ρs + βρf . (C.4)
C.2 EDFM
The effective density fluid model (or EDFM) is an equivalent fluid
model developed by Williams in [5] that is designed to provide a better ap-
proximation of sediments governed by Biot theory than the simple fluid model
described above. It is derived by taking the limits Kb → 0 and µ → 0. Tak-
ing this limit causes the stress tensor of the frame in vacuo σˆs to vanish and
Eq. 3.32 can be rewritten
ω2ρeff(ω)u + שc(ω)∇pf = 0, (C.5)
where the poroelastic coupling factor שc is now
שc =
ρf
ρc(ω)
− 1. (C.6)
Eq. 3.33 is unaltered other than the fact that the Biot modulus M is now
M =
Kr
1 + β (Kr/Kf − 1) . (C.7)
In order to obtain a single equation of motion analogous to the Helmholtz
equation, the term ρc(ω)שc(ω)/ρeff is multiplied to the divergence of Eq. C.5
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and the resulting equation is added to Eq. 3.33 to obtain
∇2pf + k2EDFM(ω)pf = 0, (C.8)
where
k2EDFM(ω) =
ω2ρEDFM(ω)
M
, (C.9)
and
ρEDFM(ω) =
ρc(ω)ρeff(ω)
ρeff(ω) + ש2c(ω)ρc(ω)
. (C.10)
Eq. C.10 gives the density of the effective fluid. The acoustic sound speed
cEDFM and attenuation αEDFMλ can then be found using expressions
cEDFM =
ω
Re [kEDFM(ω)]
, (C.11)
and
αEDFMλ =
40piδpe
ln(10)
, (C.12)
where αEDFMλ has units dB/λ and
δpe =
Im [kEDFM(ω)]
Re [kEDFM(ω)]
. (C.13)
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Appendix D
COMSOL Implementation
As of version 4.4, COMSOL Multiphysics has a poroelastic finite ele-
ment formulation equivalent to the one presented in Chapter 4 as part of the
Poroelastic Waves Interface within the Acoustics Module. A given realization
of the model problem can be generated by creating two domains in COMSOL
separated by a rough interface and surrounded by PMLs set to rational coor-
dinate stretching. The fluid domain is modeled using the Pressure Acoustics,
Frequency Domain Interface and the entire domain and associatd PMLs are
defined as a Pressure Acoustics Model. Similarly, the poroelastic domain and
associated PMLs are modeled using the Poroelastic Waves Interface and de-
fined as a Poroelastic Material. The rough interface can be created by using
LiveLink with MATLAB and connecting the points given by Eq. 4.22 using a
series of Bezier polygons.
In order for the created COMSOL models to be physically accurate, the
fluid and poroelastic domains must be coupled using the conditions described
in Eqs. 3.39 through 3.41. The continuity of normal stresses and the continuity
of pressure are both enforced through a Porous, Pressure node in the Poroe-
lastic Waves Interface. This node is assigned to the rough interface, and the
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pressure p0 is set to the total acoustic pressure acting on the interface. A Nor-
mal Acceleration node in the Pressure Acoustics, Frequency Domain Interface
is used to ensure continuity of normal displacements on the interface. Within
the Normal Acceleration node, Inward Acceleration is selected as the type and
an is set to −ω2 (uxnx + uznz), where ux and uz are the x- and z-components
of the frame displacement field and nx and nz are the x- and z-components of
the normal vector pointing out from the poroelastic domain and into the fluid
domain.
Two more node assignments are needed in the Pressure Acoustics, Fre-
quency Domain Interface to complete the model. A Far-Field Calculation node
is assigned to the rough interface since the far-field scattered pressure is needed
to calculate the scattering strength (see Section 4.2.5). Finally, a Background
Pressure Field node is assigned to the fluid domain (excluding PMLs) and a
custom background pressure field is prescribed following Section 4.2.3.
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