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Проблема нахождения матриц Ляпунова возникает при анализе устойчивости линейных
стационарных систем с запаздыванием с помощью метода функционалов Ляпунова—
Красовского. Матрица Ляпунова есть решение матричного дифференциального уравнения
с запаздыванием, удовлетворяющим двум дополнительным условиям. Известно, что усло-
вием существования и единственности матриц Ляпунова является условие Ляпунова, т. е.
отсутствие у системы собственных чисел, расположенных симметрично относительно нуля
комплексной плоскости. В то же время методы построения матриц Ляпунова разработаны
лишь для некоторых классов систем. В данной работе рассматриваются системы уравне-
ний с распределенным запаздыванием, имеющие экспоненциальное интегральное ядро.
Они уже описывались в статье В. Л. Харитонова, где задача нахождения матриц Ляпу-
нова была сведена к получению решений вспомогательной системы дифференциальных
уравнений без запаздывания с граничными условиями. Предложенные ранее граничные
условия не обеспечивают единственности решения вспомогательной системы, а получен-
ные В. Л. Харитоновым результаты не гарантируют, что решение вспомогательной систе-
мы позволит построить матрицу Ляпунова. Эти проблемы существенно отличают данный
класс систем от хорошо изученного класса систем с одним запаздыванием и возникают
вследствие неоднозначности выбора граничных условий для вспомогательной системы.
В настоящей статье вводятся новые граничные условия, которые позволяют построить тео-
рию, полностью аналогичную случаю систем с одним запаздыванием. Показывается, что
решение вспомогательной системы с новыми граничными условиями позволяет построить
матрицу Ляпунова. Устанавливается эквивалентность существования и единственности
решения вспомогательной системы и условия Ляпунова. Таким образом, проверка суще-
ствования и единственности матрицы Ляпунова может быть произведена в процессе ее
построения. Библиогр. 12 назв.
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The problem of computation of Lyapunov matrices arises when Lyapunov—Krasovskii
functionals are applied for stability analysis of linear time-invariant delay systems. A Lyapunov
matrix is a solution of a matrix time-delay diﬀerential equation that satisﬁes two special
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conditions. It was shown that there exists a unique Lyapunov matrix if and only if the
Lyapunov condition is satisﬁed, i. e. time-delay system has no eigenvalues symmetric with
respect to the origin. Nevertheless, computational methods for Lyapunov matrices exist only
for several classes of time-delay systems. In this contribution, we study time-delay systems
with distributed delay and exponential kernel. In a contribution of Kharitonov, the problem of
ﬁnding a Lyapunov matrix for this class of time-delay systems was reduced to the computation
of solutions to an auxiliary delay-free system of ordinary diﬀerential equations with boundary
conditions. However, the boundary conditions that were proposed earlier are not suﬃcient
for the uniqueness of solutions to the auxiliary system, and results reported in the paper by
Kharitonov do not allow us to obtain the Lyapunov matrix from a solution to an auxiliary
system. These substantial diﬀerences between this class of time-delay systems and the well-
studied class of linear systems with one delay arise from ambiguity in the choice of boundary
conditions for the auxiliary system. In this paper we propose a new set of boundary conditions
that allows us to develop a theory similar to that of systems with one delay. It is shown that
a solution of the auxiliary system with the new boundary conditions allows us to obtain the
Lyapunov matrix. It is established that the auxiliary system admits a unique solution if and
only if the Lyapunov condition is satisﬁed. Thus, one can verify existence and uniqueness of
the Lyapunov matrix during its construction. Refs 12.
Keywords: time-delay systems, Lyapunov matrix.
Введение. Одним из методов анализа устойчивости систем с запаздыванием
является метод функционалов Ляпунова—Красовского [1], который обобщает второй
метод Ляпунова для обыкновенных дифференциальных уравнений. В статьях [2–4]
было произведено построение функционалов для различных классов линейных ста-
ционарных систем с запаздыванием. В работе [5] были построены функционалы пол-
ного типа, производная которых зависит не только от текущего, но и от прошлых со-
стояний системы. Это позволило оценить робастность и показать, что для некоторых
классов систем с запаздыванием теорема Красовского дает не только достаточное,
но и необходимое условие асимптотической устойчивости.
Для построения функционалов полного типа необходимо найти на конечном про-
межутке решение матричного уравнения с запаздыванием, которое дополнительно
удовлетворяет некоторым специальным условиям. Это решение получило название
«матрица Ляпунова». Хотя вопросы ее существования и единственности были разре-
шены в работах [4] и [6, 7] соответственно, методы ее построения разработаны лишь
для некоторых классов систем [8–10]. Настоящая статья посвящена дополнению ре-
зультатов для класса систем, рассмотренных в [11].
Определения и обозначения. Рассмотрим систему с запаздыванием вида
x˙(t) = A0x(t) + A1x(t− h) +
m∑
i=1
0∫
−h
ηi(θ)Bix(t + θ)dθ, (1)
где запаздывание h > 0, x(t) ∈  n, A0, A1, Bi ∈  n×n, а скалярные функции ηi(θ)
удовлетворяют системе линейных дифференциальных уравнений
η′i(θ) =
m∑
j=1
αijηj(θ), αij ∈  .
Введем обозначения:
η(θ) = (η1(θ), . . . , ηm(θ))T , A =
⎛⎜⎜⎜⎝
α11 α12 . . . α1m
α21 α22 . . . α2m
...
...
. . .
...
αm1 αm2 . . . αmm
⎞⎟⎟⎟⎠ .
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ПустьW — симметрическая матрица. Будем говорить, что матрица U(t) является
матрицей Ляпунова [8] уравнения (1), ассоциированной с W , если она удовлетворяет
соотношениям
U ′(t) = U(t)A0 + U(t− h)A1 +
m∑
i=1
0∫
−h
ηi(θ)U(t + θ)Bidθ, t > 0,
U(−t) = UT (t), t ∈  ,
U ′(+0)− U ′(−0) = −W,
которые называются соответственно динамическим, симметрическим и алгебраи-
ческим свойствами. Отметим, что для построения функционала Ляпунова—Кра-
совского полного типа [7] достаточно значений U(t) при t ∈ [−h, h].
Произведение Кронекера матриц M и N будем обозначать M ⊗N , т. е.
M ⊗N =
⎛⎜⎝m11N . . . m1rN... . . . ...
mp1N . . . mprN
⎞⎟⎠ ,
где mij — соответствующие компоненты матрицы M . Заметим, что если для матриц
M,N, S, T существуют произведения MS и NT , то (M ⊗N)(S⊗T ) = MS⊗NT . Для
нулевой матрицы используем обозначение 0.
Вспомогательная система. Пусть для некоторой симметрической матрицы W
существует ассоциированная с ней матрица Ляпунова уравнения (1). Как и в статье
[11], введем при t ∈ [0, h] вспомогательные функции
Z(t) = U(t),
V (t) = U(t− h),
Xi(t) =
0∫
−h
ηi(θ)U(t + θ)dθ,
Yi(t) =
0∫
−h
ηi(θ)V (t− θ)dθ,
в которых i = 1, . . . ,m. Введем обозначения:
X(t) =
⎡⎢⎢⎢⎣
X1(t),
X2(t),
...
Xm(t)
⎤⎥⎥⎥⎦ , Y (t) =
⎡⎢⎢⎢⎣
Y1(t),
Y2(t),
...
Ym(t)
⎤⎥⎥⎥⎦ .
В работе [11] было показано, что набор функций (Z(t), V (t), X(t), Y (t)) удовлетво-
ряет системе линейных дифференциальных уравнений
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Z ′(t) = Z(t)A0 + V (t)A1 +
m∑
i=1
Xi(t)Bi,
V ′(t) = −AT0 V (t)−AT1 Z(t)−
m∑
i=0
BTi Yi(t),
X ′i(t) = ηi(0)Z(t)− ηi(−h)V (t)−
m∑
j=1
αijXj(t), 1  i  m,
Y ′i (t) = ηi(−h)Z(t)− ηi(0)V (t) +
m∑
j=1
αijYj(t), 1  i  m.
(2)
Рассмотрим обратную задачу: получить матрицу Ляпунова уравнения (1), ис-
пользуя решения системы (2). К сожалению, решение системы (2) c граничными
условиями, рассмотренными в [11], часто не единственное. Из граничных условий,
предлагаемых в [11], оставим следующие:
Z(0) = V (h),
−W = Z ′(0)− V ′(h) =
=
[
Z(0)A0 + AT0 V (h)
]
+
[
V (0)A1 + AT1 Z(h)
]
+
m∑
i=1
[
Xi(0)Bi + BTi Yi(h)
]
.
(3)
Рассмотрим такие группы новых граничных условий:
Xi(0) =
0∫
−h
ηi(θ)V (h + θ)dθ, 1  i  m, (4а)
Xi(h) =
0∫
−h
ηi(θ)Z(h + θ)dθ, 1  i  m, (4б)
Yi(0) =
0∫
−h
ηi(θ)V (−θ)dθ, 1  i  m, (4в)
Yi(h) =
0∫
−h
ηi(θ)Z(−θ)dθ, 1  i  m. (4г)
Лемма 1. Пусть функции (Z(t), V (t), X(t), Y (t)) удовлетворяют системе
уравнений (2), тогда
1) условие (4а) выполнено тогда и только тогда, когда есть (4б),
2) условие (4в) выполнено тогда и только тогда, когда есть (4г).
Док а з а т е л ь с т в о. Докажем утверждение леммы для X(t), доказательство
для Y (t) проводится аналогично.
Перепишем условия (4а) и (4б):
X(0) =
0∫
−h
η(θ)⊗ V (h + θ)dθ, X(h) =
0∫
−h
η(θ)⊗ Z(h + θ)dθ.
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Введем обозначение A = A ⊗ En, тогда из (2) получим следующую линейную неод-
нородную систему дифференциальных уравнений для X(t):
X ′(t) = η(0)⊗ Z(t)− η(−h)⊗ V (t)−AX(t),
откуда
X(t) = e−AtX(0) +
t∫
0
eA(ξ−t) [η(0)⊗ Z(t)− η(−h)⊗ V (t)] dξ.
Нетрудно проверить, что eAt = eAt ⊗ En, тогда
X(t) = e−AtX(0) +
t∫
0
[
eA(ξ−t) ⊗ En
]
[η(0)⊗ Z(ξ)− η(−h)⊗ V (ξ)] dξ =
= e−AtX(0) +
t∫
0
[
eA(ξ−t)η(0)⊗ Z(ξ)− eA(ξ−t)η(−h)⊗ V (ξ)
]
dξ =
= e−AtX(0) +
t−h∫
−h
[η(θ + h− t)⊗ Z(h + θ) − η(θ − t)⊗ V (h + θ)] dθ. (5)
С одной стороны, пусть выполнено условие (4а), тогда
e−AhX(0) =
[
e−Ah ⊗ En
] 0∫
−h
η(θ) ⊗ V (h + θ)dθ =
=
0∫
−h
η(θ − h)⊗ V (h + θ)dθ,
что вместе с (5) дает (4б).
С другой стороны, если выполнено (4б), то
X(h) =
0∫
−h
η(θ)⊗ Z(h + θ)dθ =
=
0∫
−h
η(θ − h)⊗ V (h + θ)dθ +
0∫
−h
[η(θ) ⊗ Z(h + θ)− η(θ − h)⊗ V (h + θ)] dθ.
Сравнивая с (5), находим
X(0) = eAh
0∫
−h
η(θ − h)⊗ V (h + θ)dθ =
0∫
−h
η(θ) ⊗ V (h + θ)dθ. 
Из леммы 1 видно, что имеются четыре эквивалентных способа выбрать гранич-
ные условия из (4): (4а) и (4в), (4а) и (4г), (4б) и (4в), (4б) и (4г). Таким образом,
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получим систему уравнений (2) относительно 2m+2 функций, а также 2m+2 гранич-
ных условия (3) и, например, (4а), (4в). Далее будем просто предполагать, что условия
(4а)–(4г) выполнены, не указывая, какой из четырех различных наборов граничных
условий был взят в качестве исходного.
Замена переменных в (5) приводит к следующему утверждению.
Следствие 1. Пусть для решения (Z(t), V (t), X(t), Y (t)) системы (2) выпол-
нены условия (4а)–(4г), тогда
Xi(t) =
−t∫
−h
ηi(θ)V (t + h + θ)dθ +
0∫
−t
ηi(θ)Z(t + θ)dθ,
Yi(t) =
t−h∫
−h
ηi(θ)Z(t− θ − h)dθ +
0∫
t−h
ηi(θ)V (t− θ)dθ.
Лемма 2. Пусть существует решение системы (2), удовлетворяющее (3),
(4а)–(4г), тогда матричная функция U(t), определенная как
U(t) =
⎧⎪⎨⎪⎩
1
2
[
Z(t) + V T (h− t)] , 0  t  h,
1
2
[
V (h + t) + ZT (−t)] , −h  t < 0,
является матрицей Ляпунова системы (1), ассоциированной с W .
Док а з а т е л ь с т в о. Непосредственно из определения вытекает, что для всех
t = 0 выполняется U(t) = UT (−t), т. е. для проверки симметрического свойства
остается рассмотреть t = 0:
U(0) =
1
2
[
Z(0) + V T (h)
]
=
1
2
[
V (h) + ZT (0)
]
= UT (0).
Далее, симметричность U(0) влечет и непрерывность U(t) при всех t, очевидна и диф-
ференцируемость при t = 0.
Покажем, что и динамическое свойство выполнено. Пусть t ∈ (0, h], тогда
U ′(t) = U(t)A0 + U(t− h)A1 +
m∑
i=1
1
2
[
Xi(t) + Y Ti (h− t)
]
Bi.
Из следствия 1 получим равенства
1
2
[
Xi(t) + Y Ti (h− t)
]
=
1
2
−t∫
−h
ηi(θ)
[
V (h + t + θ) + ZT (−t− θ)] dθ+
+
1
2
0∫
−t
ηi(θ)
[
Z(t + θ) + V T (h− t− θ)] dθ =
=
0∫
−h
ηi(θ)U(t + θ)dθ.
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Из них следует динамическое свойство:
U ′(t) = U(t)A0 + U(t− h)A1 +
m∑
i=1
0∫
−h
ηi(θ)U(t + θ)Bidθ.
Остается показать, что и алгебраическое свойство выполнено. Действительно,
U ′(+0)− U ′(−0) = 1
2
[
Z ′(0)− V ′T (h)]− 1
2
[
V ′(h)− Z ′T (0)] =
=
1
2
[Z ′(0)− V ′(h)] + 1
2
[Z ′(0)− V ′(h)]T =
= −1
2
W − 1
2
WT = −W. 
Теорема 1. Пусть существует единственное решение (Z(t), V (t), X(t), Y (t))
системы (2), удовлетворяющее (3), (4а)–(4г), тогда матричная функция U(t), опре-
деленная как
U(t) =
{
Z(t), 0  t  h,
ZT (−t), −h  t < 0,
является единственной матрицей Ляпунова системы (1), ассоциированной с W .
Док а з а т е л ь с т в о. Введем функции
Z˜(t) = V T (h− t),
V˜ (t) = ZT (h− t),
X˜i(t) = Y Ti (h− t), 1  i  m,
Y˜i(t) = XTi (h− t), 1  i  m.
Непосредственной подстановкой легко проверить, что (Z˜(t), V˜ (t), X˜(t), Y˜ (t)) также
есть решение системы (2), удовлетворяющее (3), (4а)–(4г). Так как такое решение
единственно, то
(Z(t), V (t), X(t), Y (t)) = (Z˜(t), V˜ (t), X˜(t), Y˜ (t)).
В частности, Z(t) = V T (h − t), и заданная в формулировке теоремы функция U(t)
является матрицей Ляпунова, построенной по лемме 2.
Согласно [11] и по построению граничных условий, любая матрица Ляпунова
дает решение системы (2) с граничными условиями (3), (4а)–(4г). Так как получае-
мые таким образом решения, соответствующие разным матрицам Ляпунова, будут
различны, то из единственности решения данной системы следует единственность
матрицы Ляпунова. 
Вспомогательное утверждение. Докажем вспомогательное утверждение, ко-
торое потребуется для установления эквивалентности единственности решения вспо-
могательной системы и единственности матрицы Ляпунова.
Лемма 3. Пусть (Z(t), V (t), X(t), Y (t)) — решение системы (2), удовлетво-
ряющее (3), (4а)–(4г) при W = 0. Тогда для всех t ∈   выполняется
Z(t) = V (h + t).
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Док а з а т е л ь с т в о. Система (2) — это система линейных дифференциальных
уравнений с постоянными коэффициентами, поэтому любое ее решение является ана-
литической на   функцией, а значит, и C∞( ) функцией. Дифференцируя (2), по-
лучим, что (Z ′(t), V ′(t), X ′(t), Y ′(t)) также есть решение данной системы. Проверим,
что граничные условия (с W = 0) оказываются выполнены и для производных.
Так как W = 0, то
Z ′(0) = V ′(h),
также из V (h) = Z(0) и (4а)–(4г) имеем
0∫
−h
ηi(θ)V ′(h + θ)dθ = ηi(0)V (h)− ηi(−h)V (0)−
m∑
j=1
αij
0∫
−h
ηj(θ)V (h + θ)dθ =
= ηi(0)Z(0)− ηi(−h)V (0)−
m∑
j=1
αijXj(0) = X ′i(0),
0∫
−h
ηi(θ)V ′(−θ)dθ = −ηi(0)V (0) + ηi(−h)V (h) +
m∑
j=1
αij
0∫
−h
ηj(θ)V (−θ)dθ =
= ηi(−h)Z(0)− ηi(0)V (0) +
m∑
j=1
αijYj(0) = Y ′i (0),
но тогда по лемме 1 условия (4а)–(4г) выполнены и для производных. Остается про-
верить, что
Z ′′(0)− V ′′(h) = 0.
Ясно, что
Z ′′(0)− V ′′(h) = Z ′(0)A0 + V ′(0)A1 + AT0 V ′(h) + AT1 Z ′(h) +
m∑
i=1
[
X ′i(0)Bi + B
T
i Y
′
i (h)
]
.
Заметим, что
Z ′(0)A0 + V ′(0)A1 + AT0 V
′(h) + AT1 Z
′(h) = V ′(h)A0 + V ′(0)A1 + AT0 Z
′(0) + AT1 Z
′(h).
Тогда нетрудно получить, что
Z ′′(0)− V ′′(h) =
m∑
i=1
[
X ′i(0) + A
T
0 Xi(0) + A
T
1 Xi(h)
]
Bi +
+
m∑
i=1
BTi [Y
′
i (h)− Yi(h)A0 − Yi(0)A1] .
Преобразуем выражения в квадратных скобках последнего равенства:
X ′i(0) + A
T
0 Xi(0) + A
T
1 Xi(h) =
0∫
−h
ηi(θ)
[
V ′(h + θ) + AT0 V (h + θ) + A
T
1 Z(h + θ)
]
dθ =
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= −
m∑
j=1
BTj
0∫
−h
ηi(θ)Yj(h + θ)dθ,
Y ′i (h)− Yi(h)A0 − Yi(0)A1 =
0∫
−h
ηi(θ) [Z ′(−θ)− Z(−θ)A0 − V (−θ)A1] dθ =
=
m∑
j=1
0∫
−h
ηi(θ)Xj(−θ)dθBj .
Покажем, что
0∫
−h
ηi(θ)Xj(−θ)dθ =
0∫
−h
ηj(θ)Yi(h + θ)dθ = Iij .
Действительно, из следствия 1 имеем
0∫
−h
ηi(θ)Xj(−θ)dθ =
0∫
−h
ηi(θ)
⎡⎣ θ∫
−h
ηj(ξ)V (−θ + h + ξ)dξ +
0∫
θ
ηj(ξ)Z(−θ + ξ)dξ
⎤⎦ dθ =
=
0∫
−h
ηj(ξ)
⎡⎢⎣ 0∫
ξ
ηi(θ)V (h + ξ − θ)dθ +
ξ∫
−h
ηi(θ)Z(ξ − θ)dθ
⎤⎥⎦ dξ =
=
0∫
−h
ηj(ξ)Yi(h + ξ)dξ.
Учтем полученные выше равенства в выражении для Z ′′(0)− V ′′(h):
Z ′′(0)− V ′′(h) = −
m∑
i=1
m∑
j=1
BTj IjiBi +
m∑
i=1
m∑
j=1
BTi IijBj = 0.
Таким образом, производные исходного решения также удовлетворяют системе
(2) с граничными условиями (3), (4а)–(4г) при W = 0. По индукции, для всех k  0
функции (Z(k)(t), V (k)(t), X(k)(t), Y (k)(t)) являются решением системы (2) с гранич-
ными условиями (3), (4а)–(4г). В частности, для всех k  0 выполнено
Z(k)(0) = V (k)(h).
Из аналитичности функций Z(t) и V (h + t) следует требуемое: Z(t) = V (h + t). 
Из леммы 3 и следствия 1 непосредственно получим
Следствие 2. Пусть (Z(t), V (t), X(t), Y (t)) — решение системы (2), удовлет-
воряющее (3), (4а)–(4г) при W = 0. Тогда для всех t ∈   выполняются равенства
Xi(t) =
0∫
−h
ηi(θ)Z(t + θ)dθ,
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Yi(t) =
0∫
−h
ηi(θ)V (t− θ)dθ.
Условие Ляпунова. Пусть Λ — спектр системы (1), т. е. множество всех соб-
ственных чисел [12]
Λ =
⎧⎨⎩s ∈   : det
⎡⎣sEn −A0 − e−shA1 − m∑
j=1
0∫
−h
ηi(θ)esθdθBj
⎤⎦ = 0
⎫⎬⎭ .
Будем говорить, что система (1) удовлетворяет условиюЛяпунова, если не существует
числа s0 ∈   такого, что s0 ∈ Λ и −s0 ∈ Λ.
Теорема 2. Эквивалентны следующие утверждения:
1) существует единственное решение вспомогательной системы (2) с гранич-
ными условиями (3), (4а)–(4г);
2) существует единственная матрица Ляпунова, ассоциированная с W ;
3) система (1) удовлетворяет условию Ляпунова.
Док а з а т е л ь с т в о. То, что из утверждения 1 следует утверждение 2, было
доказано в теореме 1.
Эквивалентность утверждений 2 и 3 показана в работах [4, 7].
Покажем, что из утверждения 3 вытекает утверждение 1, а точнее, что если
утверждение 1 не выполнено, то не выполнено и условие Ляпунова. Любое решение
системы (2) линейно относительно начальных условий (Z(0), V (0), X(0), Y (0)), поэто-
му граничные условия (3), (4а)–(4г) образуют систему линейных уравнений относи-
тельно начальных условий. Значит, отрицание утверждения 1 эквивалентно существо-
ванию нетривиального решения соответствующей однородной системы, что возможно
тогда и только тогда, когда есть нетривиальное решение (Z(t), V (t), X(t), Y (t)) ≡ 0
вспомогательной системы с граничными условиями при W = 0.
Для данного решения по лемме 3 и следствию 2 имеем соотношения
V (t) = Z(t− h),
Xi(t) =
0∫
−h
ηi(θ)Z(t + θ)dθ,
Yi(t) =
0∫
−h
ηi(θ)V (t− θ)dθ.
Из них очевидно, что Z(t) ≡ 0 (в противном случае решение тривиально). Аналогич-
но, V (t) ≡ 0.
Любое решение системы (2) имеет вид
Z(t) =
μ∑
k=1
esktPk(t), V (t) =
μ∑
k=1
esktQk(t),
Xi(t) =
μ∑
k=1
esktRik(t), Yi(t) =
μ∑
k=1
esktSik(t),
(6)
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где 1  i  m; s1, s2, . . . , sμ — различные собственные числа системы (2); Pk(t), Qk(t),
Rik(t), Sik(t) — полиномы с матричными коэффициентами. Так как Z(t) ≡ 0, то для
некоторого номера d выполнено Pd(t) ≡ 0, т. е. Pd(t) = tlP0 + . . . + Pl с P0 = 0. Но
тогда
V (t) = Z(t− h) =
μ∑
k=1
eskte−skhPk(t− h),
откуда degQd(t) = l и старший коэффициент Qd(t) равен P0e−sdh. Далее,
Xi(t) =
0∫
−h
ηi(θ)Z(t + θ)dθ =
μ∑
k=1
eskt
0∫
−h
ηi(θ)eskθPk(t + θ)dθ,
Yi(t) =
0∫
−h
ηi(θ)V (t− θ)dθ =
μ∑
k=1
eskt
0∫
−h
ηi(θ)e−skθQk(t− θ)dθ,
значит, degRid(t)  l, degSid(t)  l, и полиномы Rid(t), Sid(t) имеют при tl коэф-
фициенты
0∫
−h
ηi(θ)esdθdθP0, e−sdh
0∫
−h
ηi(θ)e−sdθdθP0
соответственно. Подставим представления (6) в систему (2):
μ∑
k=1
eskt [skPk(t) + P ′k(t)] =
μ∑
k=1
eskt
[
Pk(t)A0 +Qk(t)A1 +
m∑
i=1
Rik(t)Bi
]
,
μ∑
k=1
eskt [skQk(t) +Q′k(t)] = −
μ∑
k=1
eskt
[
AT1 Pk(t) + AT1Qk(t) +
m∑
i=1
BTi Sik(t)
]
.
Так как все показатели sk различны, то равенство квазиполиномов возможно только
при равенстве полиномиальных множителей, значит,
sdPd(t) + P ′d(t) = Pd(t)A0 +Qd(t)A1 +
m∑
i=1
Rid(t)Bi,
−sdQd(t)−Q′d(t) = AT1 Pd(t) + AT0Qd(t) +
m∑
i=1
BTi Sid(t).
Рассматривая коэффициенты при tl, получим
sdP0 = P0
⎡⎣A0 + e−sdhA1 + m∑
i=1
0∫
−h
ηi(θ)esdθdθBi
⎤⎦ ,
−sde−sdhP0 =
⎡⎣esdhAT1 + AT0 + m∑
i=1
0∫
−h
ηi(θ)e−sdθdθBTi
⎤⎦ e−sdhP0.
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Так как P0 = 0, то
det
⎡⎣sdEn −A0 − e−sdhA1 − m∑
i=1
0∫
−h
ηi(θ)esdθdθBi
⎤⎦ = 0,
det
⎡⎣−sdEn −A0 − esdhA1 − m∑
i=1
0∫
−h
ηi(θ)e−sdθdθBi
⎤⎦ = 0,
значит, sd ∈ Λ и −sd ∈ Λ, что и требовалось доказать. 
Заключение. Рассмотрен класс систем с запаздыванием, для которого возмож-
но нахождение матрицы Ляпунова. Предложены новые граничные условия (относи-
тельно рассмотренных в статье [11]), которые позволяют определить матрицу Ляпу-
нова по решению вспомогательной системы. Получено условие существования и един-
ственности матрицы Ляпунова, которое сводится к решению системы линейных ал-
гебраических уравнений и проверяется непосредственно в процессе построения мат-
рицы Ляпунова.
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