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A B S T R A C T
Rate-and-state friction (RSF) is commonly used for the characterisation of laboratory friction experiments, such
as velocity-step tests. However, the RSF framework provides little physical basis for the extrapolation of these
results to the scales and conditions of natural fault systems, and so open questions remain regarding the ap-
plicability of the experimentally obtained RSF parameters for predicting seismic cycle transients. As an alter-
native to classical RSF, microphysics-based models oﬀer means for interpreting laboratory and ﬁeld observa-
tions, but are generally over-simpliﬁed with respect to heterogeneous natural systems. In order to bridge the
temporal and spatial gap between the laboratory and nature, we have implemented existing microphysical
model formulations into an earthquake cycle simulator. Through this numerical framework, we make a direct
comparison between simulations exhibiting RSF-controlled fault rheology, and simulations in which the fault
rheology is dictated by the microphysical model. Even though the input parameters for the RSF simulation are
directly derived from the microphysical model, the microphysics-based simulations produce signiﬁcantly smaller
seismic event sizes than the RSF-based simulation, and suggest a more stable fault slip behaviour. Our results
reveal fundamental limitations in using classical rate-and-state friction for the extrapolation of laboratory re-
sults. The microphysics-based approach oﬀers a more complete framework in this respect, and may be used for a
more detailed study of the seismic cycle in relation to material properties and fault zone pressure-temperature
conditions.
1. Introduction
The destructive potential of earthquakes poses major societal chal-
lenges, and thus calls for a deep understanding of the underlying me-
chanics for reliable seismic hazard assessment. In order to better ap-
prehend both natural and induced seismicity, much laboratory work is
aimed at characterising the frictional behaviour of rock materials, or of
their analogues. The microstructures produced by laboratory de-
formation tests can then be compared with those retrieved from natural
outcrops to augment the interpretation of the laboratory results. Both
the macroscopic mechanical behaviour and the formation of the fault
zone microstructure are controlled by the micro-scale deformation
mechanisms that accommodate (shear) strain (Niemeijer and Spiers,
2006). Thus, extrapolation of laboratory results to the spatial and
temporal scales of natural faults may be facilitated through the study
and quantiﬁcation of micro-scale processes, provided that they operate
within natural faults at the relevant pressure and temperature condi-
tions.
Most commonly, the laboratory friction data are described in the
framework of rate-and-state friction (RSF), which provides empirical
relations between the measured coeﬃcient of friction (μ), rate of de-
formation (V), and “state”(θ). While some variations exist, the most
widely used functional form reads (Dieterich, 1979; Ruina, 1983):
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where μ* is a reference coeﬃcient of friction measured at sliding ve-
locity V*. The parameters a and b are proportionality constants for the
magnitudes of the instantaneous “direct” and time-dependent “evolu-
tion” eﬀects, respectively, and are thought to represent material prop-
erties. The characteristic slip distance Dc controls the slip distance over
which the evolution towards the new steady-state takes place. The
evolution of the state parameter θ is formulated either by the “ageing
law”(Eq. (2a); Dieterich, 1979) or “slip law”(Eq. (2b); Ruina, 1983):
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At steady-state, both state evolution laws reduce θ to Dc/V, so that the
steady-state coeﬃcient of friction can be simply expressed as:
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The parameter (a−b) now describes the velocity-dependence of μ at
steady-state, with positive values (i.e. a> b) resulting in velocity-
strengthening, and negative values resulting in velocity-weakening
behaviour. It has been demonstrated by Ruina (1983) that a material
characterised by a negative (a−b) is prone to frictional instabilities, i.e.
stick-slip behaviour, and thus it is assumed that seismogenic fault
segments exhibit a negative (a−b).
Combined with Eq. (2), Eq. (1) yields a versatile relation that de-
scribes a wide range of laboratory data (e.g. Blanpied et al., 1998; He
et al., 2016; Leeman et al., 2015; Marone, 1998). Numerous experi-
mental studies report values of RSF parameters for natural (Boulton
et al., 2012, 2014; Carpenter et al., 2009, 2014; Collettini et al., 2011;
Niemeijer and Vissers, 2014; Niemeijer et al., 2016; Sawai et al., 2016;
Tesei et al., 2014) and synthetic gouges (Blanpied et al., 1991, 1995,
1998; Carpenter et al., 2009; Chester, 1994; Chester and Higgs, 1992;
den Hartog et al., 2012, 2013; He et al., 2007, 2013; Ito and Ikari, 2015;
Saﬀer and Marone, 2003; Verberne et al., 2015), as well as for analogue
materials (Buijze et al., 2017; Leeman et al., 2015; Takahashi et al.,
2017). The RSF parameters (a, b, and Dc) obtained from laboratory ex-
periments then serve as an input for numerical modelling studies (e.g.
Kaneko et al., 2017; Lapusta and Rice, 2003). Typical values for (a−b)
reported by experimental studies lie in the range of±10−3-10−2 (e.g.
Boulton et al., 2014; Chester, 1994; He et al., 2007; den Hartog et al.,
2012, 2013; Scholz, 2002), although much larger values have been re-
ported up to +0.15 by Blanpied et al. (1998), and down to −0.05 by
Takahashi et al. (2017) and −0.2 by Buijze et al. (2017). Most of these
experimental studies reveal a dependence of the obtained RSF para-
meters on experimental conditions, including (but not limited to) am-
bient temperature (Blanpied et al., 1991, 1995, 1998; Chester and Higgs,
1992; den Hartog et al., 2012, 2013; He et al., 2007, 2013; Sawai et al.,
2016; Verberne et al., 2015), deformation rate (Carpenter et al., 2016;
Collettini et al., 2011; den Hartog et al., 2012; Reinen et al., 1992; Tesei
et al., 2014), imposed normal stress (Carpenter et al., 2016; Chester,
1994; Sawai et al., 2016), and pore ﬂuid chemistry (Feucht and Logan,
1990; Hunfeld et al., 2017). When considering a wide range of condi-
tions, covered either fully or partially by each of the aforementioned
studies, at least three regimes of velocity-dependence of friction can be
observed: at low imposed velocities or high ambient temperatures, the
gouge material is often found to exhibit velocity-strengthening behaviour
with very high positive values of (a−b) as compared to room tem-
perature conditions (e.g. Blanpied et al., 1998; den Hartog et al., 2012),
which has been attributed to ductile or plastic creep (Bos and Spiers,
2002; Noda and Shimamoto, 2010; Reinen et al., 1992; Shimamoto,
1986). At intermediate velocities and temperatures, a transition is made
into the velocity-weakening regime with (a−b)<0 (e.g. Blanpied et al.,
1998; den Hartog et al., 2012; He et al., 2007), characterised by an in-
creasingly more porous and cataclastic microstructure with increasing
sliding velocity (Niemeijer and Spiers, 2006). At high velocities or low
temperatures, most gouges again exhibit (mildly) velocity-strengthening
friction (e.g. He et al., 2007; Marone et al., 1990; Sawai et al., 2016).
Finally, several mechanisms have been identiﬁed to cause intense fric-
tional weakening at coseismic slip velocities, which could be interpreted
as an additional stage of velocity-weakening in the dynamic regime (see
Niemeijer et al., 2012; Tullis, 2007, and references therein). The full
range of frictional behaviour that is expected to feature on large faults
during the seismic cycle, from low-velocity creep to high-velocity dy-
namic weakening, is reported for halite by Buijze et al. (2017).
In spite of its inherent versatility, classical rate-and-state friction is
not able to capture the full extent of frictional behaviour observed in
experiments with a single set of parameters. To account for transitions
from velocity-strengthening to -weakening (and vice versa), the clas-
sical RSF framework has been modiﬁed and extended, for example by
coupling of the RSF equations with a creep law (Noda, 2016; Noda and
Shimamoto, 2010, 2012), or by introduction of a cut-oﬀ velocity (e.g.
Okubo, 1989; Shibazaki and Iio, 2003). However, the modiﬁed RSF
relations remain (mostly) empirical and do not oﬀer a physical ex-
planation for many experimental observations, such as the dependence
of RSF parameters on the imposed normal stress, or the presence of a
reactive ﬂuid. This inhibits the extrapolation of laboratory results to the
spatial- and temporal scales of natural faults. Particularly, since most
experimental work focusses on the near-steady state behaviour of faults,
it can be questioned whether or not the RSF parameters derived from
these experiments can be applied to describe the full seismic cycle,
including all of its transient features observed in nature.
As an alternative approach, microphysics-based models may pro-
vide us with a more solid basis for the extrapolation of laboratory re-
sults, since the dependence of their input parameters on thermo-
dynamic quantities (temperature, pressure, state of stress) can be either
predicted or constrained by laboratory and ﬁeld observations. In recent
years, several attempts have been made to derive such microphysical
models and to use these to explain the seismogenic potential of faults
(den Hartog and Spiers, 2014; Ikari et al., 2016; Noda, 2008; Perfettini
and Molinari, 2017; Putelat et al., 2011; Sleep, 2005, and others). The
microphysical models hold a major advantage over empirical models, in
that their assumptions have a clear physical interpretation, so that the
validity of the assumptions, and the applicability and limitations of the
model can be evaluated. Moreover, some microphysical models provide
a coupling with experimental or ﬁeld observations through predictions
pertaining the microstructure, in addition to a predicted macro-me-
chanical response (e.g. den Hartog and Spiers, 2014; Niemeijer and
Spiers, 2007). However, the constitutive relations given by micro-
physical models are often highly simpliﬁed in order to arrive at closed-
form expressions, and generally do not match the heterogeneity and
geometrical complexity of natural faults.
To address the issue of up-scaling, numerical seismic simulators are
commonly employed. These numerical frameworks often handle non-
uniform distributions of fault properties, fault slip, and stress, and are
used for studying the non-steady state behaviour of natural faults.
Examples include fully- and quasi-dynamic rupture propagation
(Thomas et al., 2014; Zheng and Rice, 1998), the statistics and scaling
of (sub)seismic slip events (Hillers et al., 2007; Luo et al., 2017a), and
nucleation of both slow and fast events (Ariyoshi et al., 2012;
Hawthorne and Rubin, 2013; Kaneko et al., 2017; Luo and Ampuero,
this issue; Shibazaki and Iio, 2003). But while the numerical simulators
oﬀer the desired complexity in terms of fault heterogeneity and geo-
metry, they are typically based on rate-and-state friction, and are
therefore limited by the aforesaid problem of extrapolation of RSF
parameters beyond the scales and condition of the laboratory. More-
over, the RSF model input parameters are typically imposed as time-
constant values, which may not necessarily be accurate, as these
parameters may evolve with slip (Mair and Marone, 1999; Scuderi
et al., 2017; Urata et al., 2017), or depend on slip velocity (Collettini
et al., 2011; den Hartog et al., 2012; Reinen et al., 1992).
In an attempt to bridge the gap between the laboratory and nature,
we have implemented the microphysical model formulations of
Niemeijer and Spiers (2007) and Chen and Spiers (2016) (“CNS”) into
the seismic cycle simulator QDYN (Luo et al., 2017a,b), which we will
detail in this work. As a test-case, we analyse the behaviour of a crustal
strike-slip fault, similar to the work of Tse and Rice (1986) and Lapusta
and Rice (2003). We compare the outcomes of the microphysics-based
model with the results from classical rate-and-state friction simulations,
and discuss the diﬀerences between the two within a framework of
upscaling laboratory results to nature. The simulations reveal that the
implementation of the microphysical models results in characteristic
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fault slip behaviour previously ascribed to rate-and-state friction.
However, the comparison between the rate-and-state based model and
the microphysics-based model strongly suggests that the CNS-governed
fault rheology cannot accurately be represented by classical rate-and-
state friction. This implies that typical laboratory tests aimed at de-
riving RSF parameters may not be representative for the seismic cycle
behaviour of faults exhibiting CNS microphysics (pressure solution and
granular ﬂow). The implementation of a microphysical model now of-
fers an interpretation of simulation results in terms of material prop-
erties and thermodynamic quantities. This invites for future research
into the controlling mechanisms of earthquake nucleation and rupture
propagation, through the study of the underlying micro-scale processes.
2. Microphysical framework
For the implementation of the micro-scale physics, we have chosen
the formulations of Niemeijer and Spiers (2007) and Chen and Spiers
(2016) (from here on referred to as “CNS model”), which describe the
evolution of the frictional strength and microstructural state of well-
matured fault gouges. The term “friction” is here used in a general sense
to describe the shear resistance of a fault. Even though superﬁcially the
functional form of the CNS constitutive relations shares little resem-
blance with the classical rate-and-state framework, the CNS model
predictions of the transient frictional response to typical laboratory
procedures (such as velocity-step tests and slide-hold-slide tests) very
closely match characteristic RSF behaviour (Chen and Spiers, 2016;
Chen et al., 2017). Furthermore, trends in experimental data for prin-
cipal slip zone gouges of the Alpine Fault (obtained by Niemeijer et al.,
2016) can be accurately predicted by the CNS model (Chen et al., 2017,
their Fig. 13), which provides some conﬁdence that the physical pro-
cesses relevant for earthquake nucleation in natural fault zones are well
captured by the CNS model. The main concepts of the CNS model are
summarised below.
The idealised geometry that the CNS model considers is that of a
uniform layer of granular gouge, characterised by a nominal grain size
d, porosity ϕ, and total thickness L (see Fig. 2). Optionally, the degree of
localisation can be deﬁned as a fraction λ of the total thickness L, which
allows for a decomposition of the gouge body into a domain of active
shear deformation (the shear band), and a spectator domain (the bulk).
For the purpose of this study, we take λ=1, which is equivalent to
saying that the entire gouge layer participates in accommodation of the
imposed shear strain (see Chen and Spiers, 2016). A representative
elementary volume deﬁned by the above microstructural description is
subjected to a constant eﬀective normal stress σ, and shear deformation
rate Vimp (units m/s). The deformation imposed by these boundary
conditions is then accommodated within the body of the gouge by the
parallel operation of granular ﬂow (grain sliding) and a thermally-ac-
tivated, time-dependent deformation mechanism. The strain rate con-
tributions of these micro-scale deformation mechanisms as a function of
the state of stress and gouge microstructural state can then be described
by their respective constitutive relations, so that ultimately the shear
resistance of the fault results from a combination of ductile creep and
dilatant friction. In this work, we focus on the interplay between
granular ﬂow and intergranular pressure solution, a diﬀusive mass
transfer mechanism that is commonly observed to operate in crustal
faults (Chester et al., 1993; Holdsworth et al., 2011; Imber et al., 2008).
Other deformation mechanisms (stress corrosion cracking, dislocation
creep, etc.) could be incorporated in a similar fashion.
For pressure solution, we adopt a linearised ﬂow law for dissolution
controlled pressure solution creep (Niemeijer et al., 2002; Pluymakers
and Spiers, 2014):
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In these expressions, γṗs and εṗs denote the pressure solution strain rates
tangential and normal to fault plane, i.e. the simple shear and uniaxial
normal components of the strain rate tensor, respectively (taking
compaction as >ε ̇ 0). Is denotes the (temperature-dependent) dissolu-
tion rate constant, Ω the molar volume of the solid phase, R the uni-
versal gas constant, T the absolute temperature, τ and σ are the mac-
roscopic shear and eﬀective normal stress, respectively (compression
taken positive), and Ax is a geometric constant for the tangential (t) and
normal (n) components. In this work, it is assumed that At=An=A, as
the exact value of At is currently not precisely known. The evolution of
the average grain contact stress is described by the porosity function
fi(ϕ) (Spiers et al., 2004). For dissolution controlled pressure solution,
this function takes the form (Pluymakers and Spiers, 2014):
=
−
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where ϕc is the maximum attainable (critical state) porosity of the dry
gouge material (Niemeijer and Spiers, 2007; Paterson, 1995). It has
been reported that this porosity function overestimates the compaction
rates of low porosity aggregates, and does not accurately describe the
evolution of pressure solution strain rate with porosity for ϕ<20%
(Niemeijer et al., 2002; Schutjens, 1991a). van Noort et al. (2008a)
suggested that the discrepancy between analytical models and experi-
mental compaction data at low porosities can be explained by con-
sidering surface energy-driven growth of grain contact asperities (i.e.
grain boundary healing). While it is possible to include this mechanism
into the above formulations, we chose to approximate this behaviour by
modifying the porosity function given by Eq. (5) into:
= −
−
f ϕ
ϕ ϕ
ϕ ϕ
( )
c
2
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Here, ϕ0 is a lower cut-oﬀ porosity which corresponds to the terminal
porosity observed in experiments (Niemeijer et al., 2002; Schutjens,
1991a), which could be taken as the percolation threshold for an in-
terconnected pore network (van der Marck, 1996). By using the above
relation, we can approximate the rapid decay in strain rates with de-
creasing porosity observed in compaction experiments, without ex-
plicitly considering additional mechanisms that would otherwise com-
plexify the implementation. As ϕ approaches ϕ0, εṗs reduces to 0, i.e.
compaction by pressure solution asymptotically approaches zero, pre-
venting ϕ ≤ ϕ0. Note that Eq. (6) is only used for the densiﬁcation of
the gouge, i.e. compaction parallel to the fault plane normal (Eq. (4b)).
Since ductile shear creep by pressure solution (Eq. (4a)) does not cause
porosity reduction and may also operate at ϕ=ϕ0, it is likely more
appropriate to describe this process using the originally proposed por-
osity function (Eq. (5)).
The constitutive relations for granular ﬂow are provided by Chen
and Spiers (2016), and read:
⎜ ⎟= ⎛
⎝
− − +
+
⎞
⎠
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γ γ τ μ ψ σ μ ψ
ã σ τ ψ
̇ ̇* exp [1 * tan ] [ * tan ]
[ tan ]gr gr (7a)
= −ε ψγ̇ tan ̇gr gr (7b)
Here, the γġr and εġr denote the granular ﬂow strain rates tangential and
normal to fault plane, respectively, and tanψ denotes the average di-
latation angle, which can accordingly be written as tanψ=2H (ϕc−ϕ),
H being a geometric constant (Niemeijer and Spiers, 2007; Paterson,
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1995). The geometric constant H primarily depends on the grain shape
and grain size distribution of the gouge, controlling the amount of di-
latation that is involved in neighbour swapping and grain sliding. The
magnitude of H can be predicted based on theoretical considerations,
which would yield a value in the range 1/ 3 to 3 in 2D (Niemeijer and
Spiers, 2007), or can be inferred from biaxial or triaxial deformation
tests on sands and soils, which gives values in the range of 0.4 to 0.6 for
dense sands (assuming a critical state porosity ϕc=0.4) (see Vermeer
and De Borst, 1984). However, putting tight constrains on the exact
value of H is challenging, particularly when grain comminution oper-
ates during sliding, by which H would likely evolve. Dedicated la-
boratory tests and numerical simulations (e.g. employing the Discrete
Element Method) could constrain this parameter further for grain size
distributions relevant for natural gouges.
The micro-scale coeﬃcient of friction of the individual grain con-
tacts has a logarithmic velocity-dependence, which is given as
= +∼ ∼μ μ ã γ γ* ln( ̇ / ̇* )gr gr , with ∼μ * being the coeﬃcient of friction at a re-
ference grain sliding rate γ ̇*gr . In this form, the velocity-dependence of
∼μ
closely resembles the direct eﬀect in the classical rate-and-state for-
mulation and asperity-creep based microphysical models (e.g.
Nakatani, 2001; Rice et al., 2001). Notwithstanding this resemblance,
the approach for deriving this relation is somewhat diﬀerent, in that an
atomic-scale jump process is considered to constitute the frictional slip
at the nanometre scale of two grain contact asperities, rather than as-
suming deformation of an asperity through a dislocation glide or creep
mechanism. Ultimately, the coeﬃcient of logarithmic rate-dependence
ã can be reduced to (Chen and Spiers, 2016):
=ã RT
σ Ωa a (8)
where σa is the eﬀective normal stress supported by grain contact as-
perities. Ωa can be interpreted as an activation volume for the atomic-
scale jump process. Classically, σa is taken to represent the elastic-
plastic yield strength of the asperities, approximated by the material
indentation hardness (e.g. Ikari et al., 2016; Rice et al., 2001). How-
ever, for rock materials undergoing ﬂuid-rock interactions, it has been
convincingly demonstrated that the size of contact asperities (or ‘is-
lands’) is controlled by dissolution-precipitation processes (Beeler and
Hickman, 2015; Hickman and Evans, 1991; Renard et al., 2012;
Schutjens and Spiers, 1999), hence it is unlikely that σa of ﬂuid-satu-
rated gouges can be represented by the indentation hardness of a ma-
terial. Furthermore, the porosity of a gouge exerts strong control on the
average stress supported by each grain contact, rendering σa dependent
on gouge porosity, strictly speaking (Chen and Spiers, 2016). However,
during accelerating fault slip the porosity of the gouge quickly ap-
proaches the critical state porosity ϕc, after which the gouge porosity
remains approximately constant. Additionally, since frictional heating
is not considered in this work it would be unjustiﬁed to consider the
eﬀect of porosity, while ignoring the eﬀect of frictional heat on the
magnitude of ã during rapid slip. Thus, we assume for simplicity that σa
increases proportionally to σ, thereby ignoring contributions from the
gouge porosity in elevating the average grain contact stress. Even
though the physical meaning and constituents of Ωa are clear (see Chen
and Spiers, 2016, for derivation and discussion), it remains non-trivial
to predict its exact magnitude purely based on physical considerations.
However, under the ﬁrst-order assumption that σa ∝ σ, ã can be written
as:
=ã ã T
T
σ
σ
*
*
*
(9)
where ã* is an experimentally determined value measured at reference
temperature T* and normal stress σ*. Interestingly, this makes the rate-
and-state equivalent “direct eﬀect” not only temperature-dependent, as
is often assumed (Ikari et al., 2016; Nakatani, 2001; Rice et al., 2001),
but also stress-dependent. As derived by Chen et al. (2017), the
equivalent RSF parameter a following a small velocity step can be ap-
proximated as ≈ +a ã ψ(1 tan )ss2 , where tanψss is evaluated at the
steady-state porosity prior to the velocity step. Hence, there exists a
potential for ã to decrease with depth, rather than increase when only a
temperature proportionality is assumed (e.g. Lapusta and Rice, 2003;
Tse and Rice, 1986), although a small contribution from tanψss needs to
be considered to be more exact.
Having established the constitutive relations for pressure solution
and granular ﬂow, we now follow Chen and Spiers (2016) to use simple
kinematic relations that yield a set of diﬀerential equations describing
the evolution of the macroscopic shear stress and bulk gouge porosity:
= − +τ
t
k V L γ γd
d
( [ ̇ ̇ ])imp gr ps (10a)
= − − +ϕ
t
ϕ ε εd
d
(1 )( ̇ ̇ )gr ps (10b)
in which k is the eﬀective stiﬀness (units: Pa m−1) of the fault zone and
surrounding medium. The instantaneous fault slip velocity V results
from addition of the strain rates of granular ﬂow and pressure solution,
i.e. = +V L γ γ( ̇ ̇ )gr ps . What the above formulations show, is that the CNS
model is modular in its design, in the sense that diﬀerent (micro)phy-
sical processes can be readily incorporated within the existing model
formulations. When additional deformation mechanisms are to be
considered, their contributions to the total strain rate in the normal and
shear directions can be simply appended in Eq. (10). This oﬀers op-
portunities for modelling very speciﬁc fault zone conditions and
rheologies.
When the above coupled diﬀerential equations are solved for the
steady-state ( = =τ ϕ̇ ̇ 0), three distinct deformation regimes emerge:
• When ≪γ γ̇ ̇gr ps and ≪ε ε̇ ̇gr ps, the imposed deformation is fully ac-
commodated by pressure solution creep. Since ≫ε ε̇ ̇ps gr in this re-
gime, compaction continues until ϕ approaches ϕ0, so that strain is
accommodated at near-zero porosity. This velocity-strengthening
regime is analogous to the ductile or plastic creep regimes re-
cognised in previous studies (Noda and Shimamoto, 2010; Reinen
et al., 1992; Tullis and Yund, 1987; Verberne et al., 2017), and is
characterised by a dense, mylonitic gouge structure (Bos et al.,
2000; Sibson, 1977; Takahashi et al., 2017; Zhang and He, 2016).
• When γġr is of similar order as γṗs, the competition between dilatant
granular ﬂow and compaction by pressure solution results in a dy-
namic steady-state porosity. This steady-state porosity arises from
the adverse dependencies of εṗs and εġr on ϕ: with increasing ϕ, εṗs
increases through f2(ϕ), whereas εġr decreases through a decreasing
value of tanψ. Hence, at a given magnitude of γġr , there exists a
porosity for which =ε ε̇ ̇ps gr and so =ϕ ̇ 0 (deﬁning steady-state).
With increasing γġr , a steady-state is found at increasingly higher
values of ϕ, as was also observed in the experiments performed by
Niemeijer and Spiers (2006). The strength of the gouge decreases
with increasing gouge porosity (i.e. decreasing tanψ, see Eq. (7a)),
hence producing velocity-weakening behaviour (Niemeijer and
Spiers, 2007).
• Finally, when ≫γ γ̇ ̇gr ps, the steady-state porosity asymptotically
approaches the critical state porosity ϕc, with only little dilatation
associated with increasing γġr . In the absence of changes in gouge
strength due to any further increase in porosity, the velocity-de-
pendence of the gouge is controlled by rate-strengthening grain
boundary friction. Characteristic microstructures for this regime
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reveal high porosities and abundant cataclastic features, typical for
high-porosity gouges (Niemeijer and Spiers, 2006).
Since at steady-state γġr and γṗs are related through the imposed
velocity, the three deformation regimes predicted by the CNS model can
be observed experimentally when a suﬃciently large range of de-
formation rates is covered (Buijze et al., 2017; Shimamoto, 1986). The
velocity-dependence of the steady-state coeﬃcient of friction μss and
porosity ϕss, as well as corresponding values of (a−b) as predicted by
the CNS model are displayed in Fig. 1. At the transition from one de-
formation regime to the next, the velocity-dependence of the shear
strength reaches neutrality, i.e. (a−b)=0 in the RSF formulation. We
deﬁne the transition velocities Vlo for the transition from ductile creep
to velocity-weakening, and Vhi for the transition from velocity-weak-
ening to velocity-strengthening at high imposed velocities. The absolute
values of these transitional velocities are controlled by the relative rates
of pressure solution and granular ﬂow, and so depend on the (tem-
perature-dependent) kinetics of pressure solution, nominal grain size,
and gouge composition. Thus, the main regimes of deformation shift as
a function of temperature, as has also been observed experimentally
(Chester and Higgs, 1992; den Hartog et al., 2012; Mitchell et al., 2016;
Tullis and Yund, 1987; Zhang and He, 2016).
3. Numerical methods
In essence, Eq. (10) describes the behaviour of a zero-dimensional
spring-block. In order to introduce further complexity and to up-scale
these relations to natural fault systems, we have implemented the CNS
relations into the open-source boundary element code QDYN (Quasi-
DYNamic earthquake simulator; Luo et al., 2017a,b available at
https://github.com/ydluo/qdyn). In the following section, we will de-
scribe the relevant details of the implementation of the CNS model into
QDYN. For completeness, a concise description of the boundary ele-
ment method is provided in Appendix A.
3.1. Implementation of the microphysical model
As described in Appendix A, the state of stress acting on each point
on the fault is obtained through integration of a system of ordinary
diﬀerential equations, which includes the time-derivative of the shear
stress τi on the i-th fault element as:
= − − −τ
t
K V t V η V t
t
d
d
[ ( ) ] d ( )
d
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where Kij is a stress transfer kernel, and η is a radiation damping term.
The total derivative dVi/dt can be decomposed into its partial deriva-
tives as:
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Substitution of Eq. (11) into Eq. (A.2) and rearrangement now gives the
ﬁnal system of ordinary diﬀerential equations for the CNS formulation:
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= − − +ϕ
t
ϕ ε ε
d
d
(1 )( ̇ ̇ )i i gr i ps i, , (12b)
In this form, Vi is calculated for each fault element as
= +V L γ γ( ̇ ̇ )i i gr i ps i, , , which yields the following partial derivatives for V:
a
b
Fig. 1. Velocity-dependence of a) the steady-state coeﬃcient of friction μss and porosity
ϕss, and b) the equivalent value of (a−b). The data was generated for a constant depth of
6 km and H=0.5 (see Section 3.2.1). The points of velocity-neutrality are indicated in
panel a) as Vlo and Vhi.
Fig. 2. Geometry and boundary conditions of the model set-up. The micro- and meso-scale (i.e. individual fault segment) rheology of the fault is dicateddictated by the CNS model
implementation, following the geometry of Chen and Spiers (2016) (left). At the macro-scale, the fault is represented as a one-dimensional vertical line that is deformed within a two-
dimensional elastic medium (right). Note that in this diagram the sense of shear of the microstructural representation does not match that of the macroscopic representation.
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This set of equations now describes the rheology of the fault as a
function of gouge material properties and microstructural state, and
allows for spatio-temporal variations of the controlling parameters. In
this way, we are able to predict how the fault frictional behaviour may
vary with depth, and may evolve over the life-time of the seismic cycle.
In this work, we deﬁne ‘steady-state’ when = =τ ϕ̇ ̇ 0 at Vimp. This
deﬁnition also applies when Vimp is systematically varied between si-
mulations, but maintained constant during each simulation, as is done
to determine the steady-state shear strength as a function of load-point
velocity. ‘Transient’ behaviour is deﬁned as the mechanical response
when ≠τ ̇ 0 or ≠ϕ ̇ 0 for a given fault segment.
3.2. Simulation procedure
3.2.1. Model set-up
As a ﬁrst test case for the implementation of the CNS model, we set-
up a crustal strike-slip model, similar to the work of Tse and Rice
(1986), and Lapusta and Rice (2003) (see Fig. 2 for a visualisation of
the geometry). A one-dimensional, vertical fault, whose frictional part
extends to a depth of 15 km, is embedded within a two-dimensional
elastic medium that exhibits a uniform and constant shear modulus of
30 GPa. The fault is then loaded in mode III by a driving velocity of
10−9 m/s (≈ 30 mm/yr), which is of similar magnitude as present-day
plate velocities. The fault is discretised by 8192 equal-sized segments
providing a spatial resolution of 1.8 m, which proves to be suﬃcient for
numerically stable results (see Appendix B). A free surface is simulated
by enforcing symmetry across a mirror plane located at the surface (e.g.
Lapusta and Rice, 2003).
The type of fault considered here follows broadly the characteristics
of a continental fault as described by Chester et al. (1993), exhibiting a
single, discrete fault core which internally accommodates all imposed
shear displacements, and where oﬀ-fault shear strain rates (e.g. by
pressure solution creep) are negligible. Other fault architectures, such
as described by e.g. Faulkner et al. (2003) and Kimura et al. (2012),
incorporate several principal slip zones surrounded by a creeping,
phyllosilicate-rich matrix. In the present CNS formulation, such a geo-
metry may be simulated by taking λ<1, so that λL corresponds to the
(cumulative) thickness of the fault core, and (1−λ)L corresponds to the
thickness of the surrounding creeping region, where L is taken as the
total width of the fault zone (which may not be well-deﬁned). In eﬀect,
strain accommodation by the matrix reduces the strain rate imposed
onto the fault core, and so has a similar eﬀect as lowering Vimp. How-
ever, the aim of this work is to compare the CNS model implementation
to previous work (e.g. Lapusta and Rice, 2003; Tse and Rice, 1986),
motivating a simple fault structure as adopted by these authors.
In order to estimate the depth-dependency of the normal stress
acting on the fault, we need to make assumptions regarding the local
ﬂuid pressure gradient. Commonly chosen depth-proﬁles fall into two
categories: for simple analytical investigations it is often assumed that
the ratio of pore ﬂuid pressure to the total vertical stress is constant
with depth, i.e. λp=P/σv=const, which results in a linear increase of
eﬀective normal stress with depth (i.e σ ∝ [1−λp] z). However, ana-
lyses of borehole data (Suppe, 2014) and theoretical considerations
(Rice, 1992) suggest that λp is not a constant with depth, and that below
the ﬂuid retardation depth, P follows a lithostatic trajectory, resulting
in a constant eﬀective normal stress below this given depth. An often
cited mechanism for supra-hydrostatic pore ﬂuid pressures is dis-
equilibrium compaction (Grauls, 1997; Morency et al., 2007), although
the physical basis for this has yet to be fully elucidated. In a fault system
that undergoes large ﬂuid permeability changes during the seismic
cycle (Lockner et al., 2009; Sibson, 1990), it can be questioned how the
eﬀective normal stress evolves over time, and if it can be approximated
by a time-constant proﬁle. While the question of ﬂuid pressurisation is
an interesting one, we simply adopt the eﬀective stress proﬁle with
depth-dependent λp of Lapusta and Rice (2003), based on Rice (1992),
for easier comparison with previous work, and leave the eﬀects of ﬂuid
pressure for future study. The fault zone temperature follows a constant
geotherm of 25 K/km, with a surface temperature of 293 K (see Fig. 4a),
and is not aﬀected by internal heat production by fault slip (i.e. no
frictional heating is considered).
Finally, the CNS model requires a number of assumptions regarding
the chemical and microstructural properties of the gouge. We continue
to make further simpliﬁcations by assuming a uniform and constant
nominal grain size, fault zone thickness, and gouge composition. While
these simpliﬁcations are not required by the CNS model implementa-
tion (fault zone structure and heterogeneity can be readily in-
corporated), it would likely be easier to interpret the model outcomes
with fewer variables to consider. We take quartz as a main constituent
for the fault zone, representing typical felsic continental upper crust
(Chester and Logan, 1987; Kirkpatrick et al., 2013; Power and Tullis,
1989; Sibson, 1977). Quartz has been shown to exhibit dissolution-
controlled pressure solution creep at temperatures relevant for the
upper crust, ranging from 150 to 600 °C (Dewers and Hajash, 1995;
Niemeijer et al., 2002; Schutjens, 1991b). We use the empirical rate
equation provided by Rimstidt and Barnes (1980) to interpolate la-
boratory data of quartz dissolution in pure water as a function of ab-
solute temperature:
= + × −+ −k T T
log 1.174 2.028 10 415810 3 (14)
The pressure solution kinetic constant Is is then obtained as Is=k+Ω
(Niemeijer et al., 2002), with Ω being the molar volume of quartz
(2.269×10−5 m3/mol). It was noted by van Noort et al. (2008b) that
using the above relation may overestimate experimental compaction
rates by up to one order of magnitude when dissipation by plastic de-
formation is neglected. Furthermore, it is known that the presence of
certain cations in solution (e.g. Mg2+, Ca2+, Na+, and Ba2+) may
catalyse the process of quartz dissolution (Dove, 1999; Rimstidt, 2015).
Typical salinities of pore ﬂuids present in fault zones may be higher
than those of seawater (e.g. Ohtani et al., 2000; Parry, 1998), which
may accelerate quartz dissolution by over two orders of magnitude
(Rimstidt, 2015). Moreover, the presence of phyllosilicates, as com-
monly found in mature fault zones (Collettini et al., 2011; Faulkner
et al., 2003), has been convincingly demonstrated to enhance pressure
solution creep by accelerating ionic diﬀusion rates across a grain con-
tact (Hickman and Evans, 1995; Renard et al., 1997). However, for the
case of dissolution-controlled pressure solution (as is anticipated for
quartz), phyllosilicates such as muscovite may negatively impact creep
rates due to the presence of K+ and Al3+ cations released by these
minerals upon dissolution (Iler, 1973; Niemeijer and Spiers, 2002).
While acknowledging these uncertainties regarding the kinetics of
pressure solution in quartz, we choose to adopt Eq. (14) and disregard
all of the points mentioned above. Instead of attempting to accurately
simulate natural faults, we focus on the comparison between the CNS
model implementation and classical rate-and-state friction under
identical conditions and fault zone properties. To better constrain the
kinetics of pressure solution in quartz gouges, more experimental work
is needed on the compaction of quartz aggregates under in-situ fault
zone conditions and pore ﬂuid chemistry.
A summary of the model input parameters and their values is given
in Table 1.
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3.2.2. Comparison of the CNS implementation with rate-and-state friction
In order to compare the CNS implementation with classical rate-
and-state friction, we run two crustal strike-slip fault simulations fol-
lowing the model set-up as described in Section 3.2.1 above. In the ﬁrst
simulation (the native CNS simulation), the fault rheology is dictated by
the CNS model implementation. In the second (the RSF simulation), we
employ classical RSF with a single state parameter, which evolves ac-
cording to the ageing law (Eq. (2a)). For a direct comparison with the
CNS model, the depth-dependent input parameters for this simulation
(a, b, and Dc) as predicted by the CNS model need to be estimated. We
will refer to these parameters as the ‘equivalent’ RSF parameters,
without implying that these parameters injected into Eq. (1) are un-
equivocally representative for the CNS model. The equivalent RSF
parameters are obtained as follows.
For each given depth interval, a simulation is run in spring-block
mode with CNS-governed fault rheology, and with the appropriate
input parameters for that speciﬁc depth (ã, Is, σ, and T). The zero-di-
mensional, spring-block fault is then loaded at a rate Vimp=10−9 m/s
with high load-point stiﬀness until a steady-state is reached, from which
the steady-state coeﬃcient of friction is determined as μss=τss/σ. An
additional simulation is run in which a velocity-step test is simulated. In
this simulation, the fault is deformed at a rate V0=e−0.2Vimp until
steady-state is reached, followed by an instantaneous step in load-point
velocity to V1=e0.2Vimp. The simulation is stopped when the new
steady-state is attained. The equivalent rate-and-state parameters are
obtained from inversion of Eq. (1) with the ageing state evolution law
(Eq. (2a); Reinen and Weeks, 1993) for the transient friction data re-
sulting from this simulation, which is performed by the Trust Region
Reﬂective algorithm (Branch et al., 1999). In the simulated depth in-
tervals where strain is fully accommodated by ductile creep, the steady-
state porosity remains near ϕss=ϕ0, which is maintained upon a ve-
locity-step. In these cases, no evolution eﬀect is observed, and so the
frictional response is best modelled with b=0. The value of Dc for b=0
is hence undeﬁned and can therefore be arbitrarily chosen without
further consequences for the RSF simulations. For depth intervals that
exhibit b≠0 (i.e. where granular ﬂow is signiﬁcant), Dc results from the
Table 1
List of frequently used symbols and parameters, and their respective values (if applicable).
Symbol Description Value Units
A Pressure solution geometric constant 24/π –
ã Coeﬃcient for logarithmic rate-dependence of ∼μ – –
ã* Reference value of ã 3×10−3 –
cs Shear wave speed 3000 m s−1
d Nominal grain size 10 μm
εġr Granular ﬂow strain rate – s−1
εṗs Pressure solution strain rate – s−1
ϕ Gouge porosity – –
ϕ0 Lowercut-oﬀ porosity 0.03 –
ϕc Critical state porosity 0.40 –
G Shear modulus 30 GPa
γġr Granular ﬂow shear strain rate – s
−1
γ ̇*gr Reference γġr corresponding with
∼μ * 3×10−9 s−1
γṗs Pressure solution shear strain rate – s
−1
H Dilatancy geometric constant 0.5 and 0.2 –
η Radiation damping coeﬃcient 0.5×106 Pa s m−1
Is Dissolution rate constant (temperature-dependent) – m s−1
k Shear stiﬀness – Pa m−1
L Thickness of the gouge layer 10−2 m
∼μ Grain boundary friction coeﬃcient – –
∼μ * Reference grain boundary friction coeﬃcient 0.4 –
Ω Molar volume 2.269×10−5 m3 mol−1
R Universal gas constant 8.3144 J mol−1 K−1
V Fault slip velocity – m s−1
Vimp Imposed driving velocity 10−9 m s−1
σ Eﬀective normal stress – Pa
σ* Reference σ corresponding with ã* 50 MPa
T Temperature – K
T* Reference T corresponding with ã* 353 K
τ Shear stress – Pa
tanψ Dilatancy angle – –
a
b
c
Fig. 3. Representative examples for the velocity-step simulations and corresponding in-
version results (black dashed line), for three selected depth intervals (z) with H=0.5. a)
z=2 km, a=4.5×10−3, b=3.8×10−3, and Dc=7.8 mm; b) z=8 km,
a=8.2×10−3, b=1.2×10−1, and Dc=4.4 mm; c) z=11 km, a=4.8×10−1, b=0,
and consequently Dc is undeﬁned.
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inversion procedure. Since the equivalent RSF parameters are velocity-
dependent (Chen et al., 2017), the velocity-step size needs to be small
for accurate determination of the CNS equivalent RSF parameters,
hence our chosen velocity-step size is small compared to most labora-
tory tests (typically one order in magnitude; Marone et al., 1990;
Niemeijer and Spiers, 2006). Furthermore, owing to this velocity-de-
pendence of the equivalent RSF parameters, the velocity at which a, b,
and Dc are evaluated is of great importance. In the simulations de-
scribed in this section, we have chosen to evaluate the equivalent RSF
parameters at the load-point velocity, following analytical treatments of
frictional instabilities in the RSF framework (e.g. Rice and Ruina,
1983).
The above procedure is repeated for 40 diﬀerent depth intervals to
obtain the depth-dependence of a, b, and Dc as resulting from the CNS
model implementation. Representative simulation and inversion results
at depth intervals of 2, 8, and 11 km are presented in Fig. 3. Since the
crustal fault simulations that employ RSF require a spatial resolution
that is much higher than is provided by these 40 depth intervals, the
data set is resampled to the required resolution by linear interpolation,
and is gently smoothed by a moving-mean ﬁlter to prevent steep gra-
dients in the parameters. The equivalent RSF parameters then serve as
an input for the RSF simulation, and should provide a direct comparison
between the classical RSF and native CNS simulations. The adopted
procedure also reﬂects typical laboratory testing procedures, in which
near-steady state velocity-step tests are performed (ideally at in-situ
fault zone conditions). It can be questioned whether or not these steady-
state laboratory measurements of the RSF parameters can be applied to
the seismic cycle, during which deformation occurs far from steady-
state. Comparison between the RSF and CNS simulations could provide
new insights into this problem, as the CNS model does not require
steady-state rheological parameters.
4. Results
4.1. Steady-state behaviour
It is instructive to ﬁrst consider the steady-state behaviour of the
CNS-controlled model fault, i.e. the predicted rheology at V=Vimp.
From the spring-block simulations described in Section 3.2.2, we obtain
the steady-state coeﬃcient of friction μss= τss/σ (Fig. 4b) and the
equivalent RSF parameters a, b, (a−b) (Fig. 4c), and Dc (Fig. 4d).
The proﬁle of (a−b) in Fig. 4c suggests the existence of a
seismogenic depth interval (i.e. potentially unstable region of the crust)
between 3 and 10 km depth. Shallow depths < 3 km are characterised
by mild velocity-strengthening friction due to cataclastic granular ﬂow,
consistent with laboratory tests and seismological observations
(Marone and Scholz, 1988; Marone et al., 1990). Furthermore, below
the depth of 10 km, a region of strong velocity-strengthening (large
positive (a−b)) emerges, which could be interpreted as deﬁning the
brittle-ductile transition as in the classical models of crustal rheology
(Sibson, 1982). Note, however, that these results are speciﬁc to a given
load-point velocity of Vimp=10−9 m/s, as both μss and equivalent
(a−b) are velocity-dependent in the CNS formulation (Chen and
Spiers, 2016). Hence, the depth of the seismogenic zone and the brittle-
ductile transition sensu stricto cannot directly be inferred based on the
steady-state behaviour at a single slip velocity, as the fault slip velocity
likely varies by over 10 orders of magnitude between the inter- and
coseismic phases of the seismic cycle (going from V≪ Vimp=10−9 m/s
during the interseismic phase to V ≈ 1 m/s during the coseismic
phase). This has important implications for the depth of earthquake
nucleation and the direction of dynamic rupture propagation, as we
shall demonstrate later.
Within the ‘brittle’ region, characterised mostly by velocity-weak-
ening at 10−9 m/s (upper 10 km), the depth-dependence of the para-
meter b strongly controls the overall velocity-dependence of the fault,
while the parameter a remains relatively small and near-constant. The
large magnitude of b (up to 0.18) is not commonly observed in la-
boratory experiments, where typical values of the order of 10−3 to
10−2 are found (e.g. Marone et al., 1990; Tesei et al., 2014). However,
many of these experiments are conducted at relatively low temperature
conditions, and relatively high deformation rates (in the range of 1-100
1–100 μm/s). It has been observed that ﬂuid-rock interactions increase
the magnitude of b (Blanpied et al., 1998; He et al., 2016), and so it is
likely that b assumes larger values in regions of the crust where ﬂuid-
rock interactions occur at appreciable rates. In the limit of an in-
ﬁnitesimally small step-wise velocity perturbation, the value of b as
predicted by the CNS model can be approximated as
≈ − + ∼b H ϕ ϕ μ( )(1 )c ss 2 , where ϕss is the steady-state gouge porosity
(Chen et al., 2017). This relation shows that b is expected to increase
with decreasing steady-state porosity, which is achieved through time-
dependent compaction by, in this case, pressure solution creep. The
maximum value of b is attained when ϕss ≈ ϕ0 (as is found at the base
of the seismogenic zone) for which ≈ − + =∼b H ϕ ϕ μ( )(1 ) 0.21c 0 2 . This
analytical approximation corresponds well to the value obtained from
a b c d
Fig. 4. Depth proﬁles of steady-state parameters for the model fault for H=0.5, determined at V=10−9 m/s. a) Eﬀective normal stress σ and temperature T; b) Steady-state coeﬃcient of
friction μss and porosity ϕss; c) Equivalent rate-and-state friction parameters a, b, and (a−b). At depths > 10 km, b=0 so that the curve of a overlaps with that of (a−b); d) Equivalent
rate-and-state parameter Dc.
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the velocity-step simulations. Other mechanisms that may strongly af-
fect the experimentally measured value of (a−b) include localisation
and grain comminution, which are commonly observed in experiments
exhibiting velocity-weakening behaviour (Takahashi et al., 2017).
These mechanisms are at present not included in the CNS model for-
mulation, and should be considered in future studies.
The large magnitude of (a−b) down to −0.15 poses severe nu-
merical challenges when attempting to perform simulations with the
RSF parameters derived from Fig. 4. To remedy this, we have repeated
the steady-state simulations for a lower value of the geometric factor
H=0.2 (Fig. 5). This eﬀectively reduces the magnitude of (a−b)
(Fig. 5c) and increases the magnitude of Dc (Fig. 5d). Furthermore, H
strongly controls the rate of slip weakening in response to an in-
stantaneous velocity-step, and therefore aﬀects the frictional stability of
the fault (see Appendix B, Eq. (B.5)). As mentioned earlier, the values of
H and ϕc are at present not tightly constrained for grain size distribu-
tions typical for fault gouges (e.g. power-law or log-normal; Marone
and Scholz, 1989; Storti et al., 2003). Furthermore, H and ϕc are ex-
pected to decrease with increasing phyllosilicate content, by lowering
the dilatancy involved in granular ﬂow and by more eﬃcient occupa-
tion of the pore space. It has been shown in laboratory experiments that
the presence of a continuous mineral foliation eﬀectively raises (a−b)
(Collettini et al., 2011), consistent with our interpretation of tanψ. We
will use the equivalent RSF parameters derived from the steady-state
simulations exhibiting H=0.2 to perform the RSF simulation, which is
subsequently compared with the native CNS simulation for which
H=0.2. Then the CNS simulation with H=0.2 will be compared with a
CNS simulation with H=0.5 (other parameters remaining constant) to
evaluate the role played by H. We would like to stress the point that H
and ϕc are purely geometrical parameters, and we anticipate no depth-
dependence of these parameters in the absence of grain comminution
and poro-elastic eﬀects.
In contrast with the brittle region, the ‘ductile’ (steady-state) velo-
city-strengthening region (below 10 km depth), shows practically no
variation in the microstructural state (i.e. porosity), and the velocity-
step data is best represented by b=0. By doing so, Dc becomes un-
deﬁned, and is inconsequentially assumed to remain constant. In the
ductile region of the crust, fault slip is predominantly accommodated by
pressure solution creep ( ≪γ γ̇ ̇gr ps so that ≈V Lγṗs), which, in the
adopted formulation, acts as a linearly viscous ﬂuid. Ignoring any
contributions from state evolution (b ≈ 0 or equivalently ϕ remaining
constant near ϕ0), the fault shear strength in this regime can be ob-
tained directly from rewriting Eq. (4a), which yields:
≈τ RTd
AI
V
LΩs (15)
Then, by deﬁnition of a=∂μ/∂ln(V) (Rice et al., 2001), we obtain that
in the ductile regime a=τ/σ, which is supported by the comparison of
the proﬁles of τ/σ and a in Fig. 4b and c.
Finally, the characteristic slip distance Dc is observed to vary within
one order of magnitude over the entire depth range for which it could
be determined. Its magnitude is signiﬁcantly larger than typical la-
boratory measurements (commonly of the order of tens of μm; Marone
et al., 1990), which is directly related to the chosen thickness of the
fault zone L: Dc as derived by Chen et al. (2017) is proportional to L (as
was also demonstrated experimentally by Marone and Kilgore, 1993).
The value of L is chosen in this study to be constant at 1 cm, which is in
the range of commonly reported values for cataclasite-rich principal
slip zones (e.g. Demurtas et al., 2016; Smeraglia et al., 2017), although
we cannot exclude the possibility that the thickness of the fault zone (or
more precisely: the degree of localisation), evolves during the seismic
cycle.
4.2. Transient fault slip behaviour
The transient behaviour, i.e. the evolution of fault slip velocity
during the seismic cycle, is investigated as described in Section 3.2. The
spatio-temporal distribution of accumulated fault slip of the CNS si-
mulation with H=0.5 is presented in Fig. 6. In this ﬁgure, contours of
fault slip are plotted at ﬁxed temporal intervals, which are based on the
maximum slip velocity Vmax recorded over the entire fault at each given
time interval. The blue contours represent slow, interseismic creep
(Vmax<10−7 m/s), and are spaced every 5 years. The green contours
represent subseismic (nucleation or postseismic) velocities
(10−7< Vmax<10−2 m/s), and are spaced every 0.1 days. Finally, the
coseismic stage (Vmax>10−2 m/s) is represented by the red contours,
which are spaced every 2 s. The slip contours are relative to the slip
distribution achieved at the end of the ﬁrst seismic event, which is not
shown in Fig. 6.
In the CNS simulation, small slow slip events nucleate at shallow
depths (2-3 km) that propagate down and produce stress concentra-
tions. Once suﬃcient stress has been accumulated, the nucleation of a
seismic event initiates at a depth of 3 km, and expands in the down-dip
direction. At a depth of 6 km, the fault reaches coseismic velocities and
continues to dynamically propagate down to a depth of about 11 km.
The highest slip velocities are attained at depths greater than 8 km,
a b c d
Fig. 5. Depth proﬁles of steady-state parameters for the model fault for H=0.2, determined at V=10−9 m/s. a) Eﬀective normal stress σ and temperature T; b) Steady-state coeﬃcient of
friction μss and porosity ϕss; c) Equivalent rate-and-state friction parameters a, b, and (a−b). At depths > 10 km, b=0 so that the curve of a overlaps with that of (a−b); d) Equivalent
rate-and-state parameter Dc. Note the use of diﬀerent horizontal axis scales from Fig. 4.
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Fig. 6. Spatio-temporal evolution of fault slip from the CNS simulation with H=0.5, relative to the slip distribution after the ﬁrst seismic event. Contours of fault slip are plotted at ﬁxed
temporal intervals based on the maximum slip velocity recorded on the fault. The blue contours represent slow, interseismic creep (Vmax<10−7 m/s), and are spaced every 5 years. The
green contours represent subseismic (nucleation or postseismic) velocities (10−7< Vmax<10−2 m/s), and are spaced every 0.1 days. The coseismic stage (Vmax>10−2 m/s) is re-
presented by the red contours, which are spaced every 2 s. See legend for colour-coding and temporal spacing of the slip contours. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 7. Spatio-temporal evolution of fault slip from the CNS simulation with H=0.2, relative to the slip distribution after the ﬁrst seismic event. Contours of fault slip are plotted at ﬁxed
temporal intervals based on the maximum slip velocity recorded on the fault. The blue contours represent slow, interseismic creep (Vmax<10−7 m/s), and are spaced every 5 years. The
green contours represent subseismic (nucleation or postseismic) velocities (10−7< Vmax<10−2 m/s), and are spaced every 0.1 days. The coseismic stage (Vmax>10−2 m/s) is re-
presented by the red contours, which are spaced every 2 s. See legend for colour-coding and temporal spacing of the slip contours. (For interpretation of the references to color in this
ﬁgure legend, the reader is referred to the web version of this article.)
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while near the surface slip velocities remain restricted to 0.01 m/s
during most events. However, following a seismic event, much of the
slip deﬁcit at the surface is relieved by rapid afterslip (as indicated by
the spacing between the last red and ﬁrst green contour line after each
seismic event in Fig. 6). In the simulation with H=0.5, a total of up to
1 m of afterslip is accumulated over a duration of about 1 year, which is
in range of geodetical estimates of afterslip (Marone et al., 1991;
Perfettini and Avouac, 2007). The total slip accommodated within one
seismic cycle is roughly 1.5 m, and so the recurrence time of the seismic
events is in the range of 50 years (as also seen in Fig. 9). Note that the
fault requires about three seismic cycles to fully settle into a repeating
limit cycle.
A somewhat diﬀerent picture emerges when running the same
simulation with H=0.2 (Fig. 7). In this simulation, the maximum slip
velocity recorded over the entire fault is much lower in value (up to
0.01 m/s), and the imposed deformation within the brittle region is
predominantly accommodated by episodic slow slip. The recurrence
time between the slow slip events is only about half of the recurrence
time seen when H=0.5. Despite this diﬀerence, the depth of nuclea-
tion, propagation direction, and maximum down-dip extent of the
rupture are still comparable between both simulations.
The RSF-based simulations are performed with the equivalent
parameters obtained for H=0.2 and Vimp=10−9 m/s, and so the RSF
results presented in Fig. 8 should be compared with the CNS results of
Fig. 7. When doing so, we ﬁnd that the slip behaviour is rather dis-
similar from the CNS-based simulations. First of all, the RSF simulation
Fig. 8. Spatio-temporal evolution of fault slip from the rate-and-state simulation with the ageing state evolution law, relative to the start of the simulation. Contours of fault slip are
plotted at ﬁxed temporal intervals based on the maximum slip velocity recorded on the fault. The blue contours represent slow, interseismic creep (Vmax<10−7 m/s), and are spaced
every 5 years. The green contours represent subseismic (nucleation or postseismic) velocities (10−7< Vmax<10−2 m/s), and are spaced every 0.1 days. The coseismic stage
(Vmax>10−2 m/s) is represented by the red contours, which are spaced every 0.5 s. See legend for colour-coding and temporal spacing of the slip contours. Note that a diﬀerent contour
interval and horizontal axis are used than in Figs. 6 and 7. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
a
b
Fig. 9. a) Time-series of the depth-averaged friction coeﬃcient −μ at which the fault operates. Solid lines represent the average friction measured during the seismic cycle simulations,
dashed lines represent the depth-averaged friction at steady-state (V=10−9 m/s); b) Time-series of the maximum slip velocity Vmax recorded over the entire fault.
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shows large seismic events, producing up to 6 m of coseismic slip in
some of the larger events. Additionally, a number of smaller seismic
events nucleate at the base of the seismogenic zone (near a depth of
10 km). Within the brittle region, interseismic and postseismic creep
are virtually absent, and most of the surface slip is produced at co-
seismic slip rates. The down-dip extent of the rupture is strongly con-
ﬁned to the boundary with the velocity-strengthening region, and does
not traverse this boundary.
The depth-averaged friction at which the fault operates (deﬁned as
− = ∑μ τ σ/N i i
1 , where N is the number of fault segments), is shown in
Fig. 9a. For comparison, the steady-state values of friction, measured at
V=10−9 m/s, are indicated by the horizontal dashed lines. Although
both the CNS simulations operate at a very similar apparent friction
during their respective seismic cycles, their steady-state friction values
diﬀer by about 0.06 units of friction. The CNS simulation with H=0.2
operates more closely to its steady-state value than the simulation with
H=0.5, or the RSF simulation.
5. Discussion
In the following section, we shall discuss some distinctive features of
the various simulations, and make the comparison between them. The
discussion will be hosted mostly within a conceptual framework of
classical rate-and-state friction, as to build upon previous experience
gained from RSF-based studies. Note, however, that the “measured”
RSF constitutive parameters are taken as time-constants (i.e. in-
dependent of velocity and state), while the equivalent RSF parameters
for the CNS model are dependent on e.g. velocity, stress, and porosity
(i.e. “state”). This inhibits a one-to-one comparison between the results
produced in CNS- and RSF-based simulations, and solicits for the de-
velopment of a new framework based on microphysical concepts.
5.1. Velocity-dependence of friction
Before discussing the seismic cycle behaviour of the CNS and RSF
simulations, we will ﬁrst discuss the steady-state behaviour of the CNS
model. The velocity-dependence of friction as predicted by the CNS
model will play a central role in the comparison between the CNS and
RSF simulations, and so it would be informative to ﬁrst point out a
number of key features.
Fig. 1 shows the steady-state coeﬃcient of friction and gouge por-
osity as a function of the imposed velocity, as well as the corresponding
values of (a−b), generated with the CNS model parameters for a depth
of 6 km and H=0.5. Qualitatively, the shape of these proﬁles is similar
to the depth proﬁles of μss and (a−b) as shown in Fig. 4, with the
lowest slip velocities corresponding with the greatest depth or highest
temperature, and vice versa. The frictional response of a fault obeying
the CNS rheology is the result of the relative rates of granular ﬂow and
(thermally-activated) pressure solution creep. Hence, an increase in
temperature has a similar eﬀect on the magnitude of μss and (a−b) as
does a decrease slip velocity, producing similar proﬁles (see also
Niemeijer and Spiers, 2007, their Fig. 10). This trade-oﬀ between
temperature and velocity has been reported in laboratory studies
(Chester and Higgs, 1992; den Hartog et al., 2012; Mitchell et al., 2016;
Niemeijer et al., 2016), providing experimental support for the trends in
rheology predicted by the CNS model.
It is apparent from Fig. 1b that (a−b) itself is non-monotonically
velocity-dependent for any given depth interval. When performing ve-
locity-step tests, either experimentally or numerically (as we have done
to obtain the equivalent RSF parameters), a point-measurement is made
of the steady-state coeﬃcient of friction and RSF parameters near the
given load-point velocity (10−9 m/s in our case, but 10−6–10−4 m/s
are commonly chosen laboratory values). For small deviations from the
steady-state velocity, i.e. for small velocity step amplitudes, the values
of the obtained (a−b) accurately represent the steady-state velocity-
dependence (dμss/dlnV, proportional to the slope of μss in Fig. 1a).
However, for large deviations, such as attained during the interseismic
period (V ≪ Vimp) or during the coseismic phase (V ≫ Vimp), the RSF
parameters obtained at Vimp no longer capture the rheology of the fault
zone. In other words, the tangent line at any point in Fig. 1a is no
accurate representation of (a−b) at larger distances from that point,
and (a−b) cannot be taken as a constant when considering wide ve-
locity ranges. This feature has been recognised in laboratory experi-
ments (see above references), but is under-appreciated in modelling
studies as the velocity-dependence of the RSF parameters is diﬃcult to
predict based on laboratory observations alone. The use of a micro-
physical model facilitates incorporation of this complex velocity-de-
pendence of friction.
a b c
Fig. 10. Steady-state depth-proﬁles of a) steady-state coeﬃcient of friction, and b) (a−b), generated for imposed velocities of 10−11, 10−9 (see legend), and 10−7 m/s, and H=0.5.
Panel c) shows the transitional velocities Vlo and Vhi, at which (a−b)=0 (see Fig. 1), deliniatingdelineating the depth-dependence of the three main deformation regimes. (For
interpretation of the references to color in this ﬁgure, the reader is referred to the web version of this article.)
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To illustrate the eﬀect of sliding velocity on the frictional response
of our model strike-slip fault, we have re-drawn the steady-state depth
proﬁles of μss and (a−b) as shown in Fig. 4 for three diﬀerent imposed
velocities, 10−11, 10−9, and 10−7 m/s, see Fig. 10. In this Figure
ﬁgure, it can be observed that, while the general trends in the proﬁles of
μss and (a−b) remain, the region in which (a−b) is at a minimum
shifts towards more shallow depths for lower fault slip velocities (and
vice versa for higher slip velocities). For the proﬁle of V=10−7 m/s,
the transition of velocity-weakening to ductile creep occurs at a depth
greater than shown in Fig. 10. The same observation can be made when
considering the depth-dependence of the transitional velocities Vlo and
Vhi (Fig. 10c), which delineate the three main deformation regimes.
Moreover, during interseismic times, where V ≪ Vimp for locked fault
segments in the seismogenic zone, the fault is expected to deform by
ductile creep even in the ‘brittle’ region at intermediate depths, albeit at
V ≪ Vimp. If a given fault segment creeps at a rate lower than Vlo (blue
line in Fig. 10c), shear stress will increase from the accumulating slip
deﬁcit, and so the creep rates increase following Eq. (4a) up to Vlo. At
slip rates higher than Vlo, granular ﬂow is expected to contribute to the
total slip velocity, by which the fault enters the velocity-weakening
regime at that particular depth, and accelerated slip is anticipated.
From a stability perspective, Vhi can be considered a stable ﬁxed point,
whereas Vlo can be considered a half-stable ﬁxed point.
5.2. Comparison of the RSF simulation with previous work
As a brief veriﬁcation of the numerical method, we qualitatively
compare our RSF simulation (based on CNS-derived parameters) with
previous work by Lapusta and Rice (2003). In their simulations, values
of (a−b) were chosen to have a minimum value of −0.004 in the
velocity-weakening region, about one order of magnitude smaller in
absolute value than employed in this study ((a−b)=−0.03 for
H=0.2). Subsequently, the coseismic slip produced by the larger
events in Lapusta and Rice (2003) is smaller than presented in this
work, which we attribute to the diﬀerence in magnitude of (a−b). The
parameter values chosen by Lapusta and Rice (2003) were based on the
experimental work of Blanpied et al. (1995, 1998) conducted on si-
mulated granite gouges at hydrothermal conditions. The diﬀerences
between the parameter values measured in the experiments and pre-
dicted by the CNS model are substantial, but it should be remarked that
the gouge composition (poly-mineralic granite versus mono-mineralic
quartz) prevents a direct comparison. Moreover, the observed trends in
(a−b) are qualitatively very similar, with a low-temperature velocity-
strengthening region, an intermediate-temperature velocity-weakening
region, and a very strong velocity-strengthening region at the highest
temperatures (Blanpied et al., 1998, their Fig. 7d). Dedicated laboratory
tests and model analyses thereof should provide for a more detailed
comparison with and validation of the CNS model. As mentioned ear-
lier, the aim of this work is not to accurately simulate the rheology of a
particular fault system. Rather, a direct comparison is made between
the CNS model implementation and equivalent RSF simulations.
An important ﬁnding in the work of Lapusta and Rice (2003) is that
for smaller values of Dc (maintaining constant (a−b)), the depth of
nucleation migrates towards the base of the seismogenic zone, chosen
there to lie near 14 km depth. Additionally, smaller magnitude events
would nucleate near the base of the seismogenic zone and would pro-
duce a non-repetitive sequence of larger and smaller seismic events. The
results of Lapusta and Rice (2003) are best interpreted through con-
sideration of a characteristic length scale “L∞” introduced by Rubin and
Ampuero (2005):
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The use of L∞ as the characteristic length scale is valid for the ageing
state evolution law and with a/b close to but smaller than 1, as adopted
in Lapusta and Rice (2003). Smaller values of Dc reduce the magnitude
of L∞, allowing for smaller seismic events to nucleate, in the case of
Lapusta and Rice (2003) for a Dc<2 mm. For a ≪ b, as is the case in
the RSF simulation presented in this study, the use of Lb would be more
appropriate for a RSF framework in conjunction with the ageing law. In
our RSF simulation, the large value of b oﬀsets the relatively large value
of Dc (up to 20 mm) to result in a characteristic length scale Lb that is
suﬃciently small to nucleate minor seismic events, similar to the si-
mulations of Lapusta and Rice (2003).
Apart from the slip displacements achieved during the larger seismic
events, the RSF simulation results presented here are qualitatively very
similar to those of Lapusta and Rice (2003), and so we will now focus
our attention on comparing the RSF simulation with the native CNS
simulations.
5.3. Event magnitude and frictional stability
The most apparent diﬀerence between the native CNS simulations
and the RSF simulation, is that both the maximum slip velocity and slip
distance attained during a (sub-)seismic event are much larger in the
RSF simulation, even though the relevant RSF parameters have been
derived directly from the CNS near-steady state behaviour. This ﬁrst of
all shows that the steady-state behaviour predicted by the CNS model is
not directly representative for transient, seismic cycle behaviour. The
discrepancies between steady-state and transient behaviour mainly re-
sult from the velocity-dependence of the gouge porosity and frictional
strength of CNS-controlled faults. At each depth interval, the RSF
parameters have been determined near the steady-state velocity Vimp.
Particularly in the deeper sections of the brittle region (between 8 and
10 km), the estimated values of (a−b) are strongly negative, and re-
present the maximum rate of velocity-weakening. However, as is ap-
parent from Fig. 1, equivalent values of (a−b) for the CNS model are
expected to approach zero and turn positive as the fault accelerates
towards coseismic slip velocities, mostly due to a decrease in magnitude
of b (Chen et al., 2017). This is in strong contrast with the assumed
constant values of a and b in the RSF simulation, which are re-
presentative only at V=10−9 m/s. It is expected that as (a−b) ap-
proaches zero, the driving potential for accelerating slip vanishes. In
other words, the fault stabilises as it accelerates, and so a larger initial
potential for a frictional instability (i.e. more negative (a−b), or larger
perturbation from steady-state) is required for the development of a
seismic event. This is also apparent in the diﬀerences between the two
CNS simulations: in the initial simulation with H=0.5 and (a−b) in
the range of −0.15, seismic slip velocities close to 1 m/s are achieved,
whereas in the simulation with H=0.2 and minimum (a−b)=−0.03,
fault slip velocities do not exceed 0.01 m/s, and the events produced in
this simulation would likely be considered slow slip events rather than
fast earthquakes.
This transition from velocity-weakening at slow (interseismic) ve-
locities to velocity-strengthening at higher (coseismic) velocities can be
eﬀectively simulated by a modiﬁed formulation of Eq. (1) (Okubo,
1989):
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where V *c and V c are pre-deﬁned cut-oﬀ velocities, so that at dμss/dln
(V)=(a−b) for V ≪ Vc, and dμss/dln(V)=a for ≪ ≪V V V *c c . For the
purpose of this discussion, the role of V *c can be ignored. It has been
shown by Shibazaki and Iio (2003) that such a modiﬁcation facilitates
the nucleation and propagation of slow slip transients for appropriate
values of Vc. Hence, the small magnitude seismic events and slow slip
transients produced in the CNS simulations can indeed be attributed to
the transition from velocity-weakening to -strengthening, and is not a
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unique feature of the adopted fault rheology. This also oﬀers perspec-
tives for studying natural slow slip events using the CNS model for-
mulation, as the transition from velocity-weakening to -strengthening
emerges spontaneously from the underlying physical mechanisms.
5.4. Rupture nucleation
In a homogeneously stressed medium, nucleation of a frictional
instability is expected to occur near the location of the smallest nu-
cleation length scale (hnucl). In the classical RSF framework with velo-
city-independent values of a and b, hnucl can be estimated as Lb (Eq.
(16b)) for a ≪ b (see Eqs. (B.6) and (B.7) in Appendix B). Indeed, from
Fig. 8 it is apparent that in the RSF simulation, nucleation of both small
and large events occurs near the base of the seismogenic zone, where
hnucl assumes its smallest values. However, in the CNS simulation with
H=0.5 (Fig. 6), small slow slip events develop at shallow depths (∼
2 km), with no apparent surface expression. At the depth at which the
slow slip events arrest, stress is concentrated and facilitates nucleation
of a larger event. In the simulation with H=0.2, the small slow slip
events are absent, and nucleation of larger slow slip events initiates at
4 km with no precursory events. The size of the nucleation patch is
generally large when compared to the RSF simulation. These observa-
tions suggest that near the moment of nucleation, the equivalent value
of hnucl is large in magnitude. As discussed in Section 5.3, the equivalent
values of Dc, a, and particularly b depend on the instantaneous slip
velocity and gouge porosity, and so hnucl can no longer be represented
by a constant value of Lb. The reduction of (a−b) with increasing ve-
locity, or more precisely, the reduction of b with increasing porosity
cause hnucl to grow, and the nucleation size to increase before coseismic
velocities are attained. The slowly accelerating nucleation front in
Fig. 6, propagating several kilometres before accelerating dynamically,
attests to this. The larger nucleation size also explains the absence of the
smaller seismic events in the CNS model, in contrast with the RSF si-
mulation and those of Lapusta and Rice (2003). For a more accurate
estimation of the nucleation length scales in the CNS simulations, an in-
depth analysis of the fracture energy needs to be performed. We leave
this analysis for future study, but a ﬁrst-order estimate of the fracture
energy for a large velocity-step is provided in Appendix B.
A more detailed view of the process of nucleation and arrest of an
accelerated slip event is presented in Fig. 11. In this ﬁgure, snapshots of
fault slip velocity are plotted against a selected depth range for the ﬁfth
event produced by the CNS simulations with H=0.5 and H=0.2.
These snapshots are spaced at a ﬁxed number of time steps (which are
of variable duration, depending on the rate of change of τ and ϕ), rather
than at ﬁxed time intervals, in order to clearly visualise the details of
the rupture. For reference, the transitional velocities Vhi and Vlo are
plotted as black solid and dashed lines, respectively. In Fig. 11a and b,
snapshots of the nucleation process are plotted up to the maximum
velocity attained during the event, for H=0.5 and H=0.2, respec-
tively. In Fig. 11c and d, snapshots of the rupture arrest are plotted from
the moment of maximum slip velocity up to the moment of arrest, for
H=0.5 and H=0.2, respectively. The propagation velocity of the crack
tip (Vprop) and slip velocity behind the crack tip (Vmax Vmax) are plotted
in Fig. 12 against the depth at which the crack tip is situated, and as a
function of nucleation time (tf− t where tf is an arbitrarily chosen
moment in time).
Fig. 11a shows that for the CNS simulation with H=0.5, nucleation
occurs near the transition of cataclastic ﬂow to velocity-weakening, i.e.
near the depth interval where Vhi=Vimp=10−9. At the moment of
nucleation, fault slip at the nucleation front accelerates from 10−9 m/s
to 10−5 m/s over a short depth range of less than 1 km, then decele-
rates, stabilises, and continues to accelerate at a steady rate (as seen
more clearly in Fig. 12a). From thereon, the nucleation zone expands
aseismically over a distance of 2 km before reaching coseismic slip
a b
dc
Fig. 11. Snapshots of fault slip velocity versus depth for the ﬁfth event produced in the CNS simulations with H=0.5, and H=0.2. a) and b): Nucleation of the event for H=0.5 and
H=0.2, respectively, with snapshots plotted up to the maximum slip velocity attained during the event. The ﬁrst snapshot is coloured in dark blue, with subsequent snapshots increasing
in brightness; c) and d): Arrest of the rupture in the ductile creep region for H=0.5 and H=0.2, respectively, with snapshots plotted from the moment of the maximum slip velocity
onwards (subsequent contours are coloured with decreasing brightness); The snapshots are not equally spaced in time, as to clearly visualise both the nucleation, peak velocity, and arrest.
The black solid and dashed lines indicate the transitional velocities Vhi and Vlo, respectively. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the
web version of this article.)
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velocities. In the simulation with H=0.2, the initial deceleration is
absent, and the acceleration of fault slip is more gentle so that much
lower slip velocities are attained (less by two orders of magnitude). Also
note that at the moment of nucleation, the majority of the seismogenic
(locked) zone creeps at a rate Vlo as anticipated in Section 5.1, in-
dicating that the fault is critically stable.
Owing to the coupling with elasticity, the fault slip velocity and
down-dip propagation velocity of the rupture tip are interrelated.
Following Ida (1973) and Ampuero and Rubin (2008), this relation can
accordingly be written as:
=V αV G
τΔprop max p r- (18)
where Vprop is the rupture propagation velocity, Vmax is the maximum
slip velocity attained in the near-tip region, α is a shape factor of order 1
(Hawthorne and Rubin, 2013), and Δτp-r is the drop in shear stress
between the rupture tip (‘peak’) and the residual stress. Generally, the
frictional strength of a fault in the velocity-weakening and cataclastic
ﬂow regimes can be described as (Chen and Spiers, 2016):
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For a suﬃciently long recurrence time in which ϕ → ϕ0, and with
negligible porosity evolution ahead of the advancing rupture front, the
peak strength of a given fault segment predicted by the CNS model is:
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where ∼μmax is the grain-boundary coeﬃcient of friction evaluated at
Vmax, and tanψ0=2H (ϕc−ϕ0). The residual shear strength of the fault
is obtained by evaluation of Eq. (19) at the steady-state up-step velocity
and porosity. At nucleation slip velocities the porosity behind the
rupture tip is approximated by ϕ ≈ ϕc, so that ≈ ∼τ μ σr max . Hence, Δτp-r
can be estimated as:
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Since ∼μ only has a minor depth- and velocity-dependence (varying by
only 0.05 in absolute value over 4 orders of velocity change), the
magnitude of Δτpr is practically constant with depth for the chosen
distribution of model parameters (tanψ0 and σ are constant below
3 km). By insertion of Eq. (21) into Eq. (18), we obtain a relation be-
tween Vprop and Vmax. This relation is tested by comparison with the
measured values of Vmax and V prop for α=1, and is found to provide a
near-exact match. In Fig. 12, Vmax and Vprop, as well as the predicted
Vprop based on Eq. (18), are plotted against depth and against the nu-
cleation time tf− t.
A profound feature of the simulation with H=0.5 (Fig. 12a) is the
initial rupture deceleration phase, followed by a brief period of steady
propagation of the rupture front. These phases are absent in the simu-
lation with H=0.2 (Fig. 12b), where only acceleration is observed.
Similar behaviour has been observed in classical RSF simulations per-
formed by Kaneko and Ampuero (2011), where two converging rupture
fronts produced a stress concentration at the point of coalescence, after
which nucleation expanded bilaterally. During this second phase of
nucleation, the rupture and slip velocities initially decelerated towards
a steady rate before accelerating again towards their ﬁnal values.
Likewise, in the simulation with H=0.5, a small slow slip event prior to
nucleation of the main event yields a residual stress concentration upon
arrest. The main event then nucleates from this perturbation, resulting
in a phase of deceleration and steady slip similar to the observations of
Kaneko and Ampuero (2011). These authors also provide a theoretical
basis for the observed behaviour based on fracture mechanics. In the
simulation with H=0.2, no slow slip event and accompanying stress
concentration is observed, and the nucleation front accelerates mono-
tonically.
Another interesting result obtained for CNS simulations is the evo-
lution of Vprop with the nucleation time tf− t (Fig. 12c and d). For
classical RSF analyses and simulations, it has been found that Vprop ∝
(tf− t)−1 (e.g. Ampuero and Rubin, 2008; Dieterich, 1992; Noda and
Lapusta, 2013). This is observed for both the CNS simulations, as evi-
denced by the exponent of −1 in the double-logarithmic plots, up to
the moment at which the maximum slip velocity is approached. The
choice for tf is arbitrarily made, and is taken here as a free (‘ﬁtting’)
Fig. 12. Recorded slip velocity Vmax and propapationpropagation velocity Vprop at the crack tip, as the rupture front propagates down-dip. Panels a) and c) correspond with Fig. 11a
(H=0.5), panels b) and d) correspond with 11c (H=0.2). tf in panels c) and d) is arbitrarily chosen as to remove non-linearities at small tf− t. The dashed line in each panel represents
the predicted Vprop based on EquationsEqs. (18) and (21), the gray dotted line indicates the shear wave speed (3000 m/s).
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parameter. However, for the RSF framework, tf can be expressed in
terms of the governing RSF parameters (Rubin and Ampuero, 2005),
which in the CNS formulation are dependent on the slip velocity. In
spite of this, Vprop is still found to be proportional to (tf− t)−1 in the
CNS simulations, alluding a more general basis for this feature.
Apart from the initial deceleration phase in the simulation with
H=0.5, the nucleation patterns of both CNS simulations are qualita-
tively very similar, suggesting that the underlying mechanisms for nu-
cleation of slow and fast slip events are similar. In the simulation with
H=0.5, the seismogenic zone is suﬃciently large for the rupture to
propagate dynamically below a depth of 8 km. In the simulation with
H=0.2, the nucleation length is likely of similar size as the extent of
the seismogenic zone, so that only slow slip events are produced, and
the rupture is terminated before the phase of dynamic propagation is
reached (Kaneko et al., 2016).
5.5. Rupture arrest
Figs. 1 and 10 also provide insight into the down-dip extent of the
rupture in the CNS simulations. In the RSF simulation, the rupture is
eﬀectively arrested at the down-dip end of the velocity-weakening re-
gion by the large positive value of (a−b), which forms a barrier to
accelerated slip. In the CNS formulation, the predicted large values of
(a−b) at low velocities (or high temperatures) arise from ductile creep
facilitated by pressure solution. In Fig. 1, the regime of ductile creep
appears in the velocity range up to Vlo=5×10−11 m/s, accompanied
by large positive values of (a−b). At intermediate velocities from
10−10 to 10−8 m/s, the competition between compaction induced by
pressure solution and dilatant granular ﬂow results in velocity-weak-
ening behaviour. Hence, a suﬃciently large perturbation in velocity or
shear stress could trigger a transition from the low-velocity creep re-
gime into the velocity-weakening regime. As a rupture front approaches
the down-dip ductile region, the velocity perturbation could render
parts of the initially velocity-strengthening region unstable and allow
for continued rupture propagation across the brittle-ductile transition.
This model prediction is consistent with the ﬁndings of pseudotachylyte
veins within mylonite zones (e.g. White, 2001), indicating that the
dynamic rupture propagated at least partly within ductile creeping re-
gions. Similar results were obtained by Shimamoto and Noda (2014)
with an extension of the RSF framework, motivated by laboratory ob-
servations to include low-velocity plastic creep and a transition into
(frictional) velocity-weakening (Noda and Shimamoto, 2010).
Fig. 11c and d show shows the details of rupture arrest, in which
contours of fault slip velocity are plotted against depth. In the CNS si-
mulation with H=0.5 (Fig. 11c), the dynamic rupture decelerates from
a depth of 9 km onwards, and is arrested at a depth greater than 11 km.
From the steady-state simulations, the brittle-ductile transition is ex-
pected to occur near a depth of 10 km, below which deformation is
accommodated by steady fault creep at a rate of Vimp. In this region, the
stress ahead of the rupture can be estimated from Eq. (15). The stress
behind the rupture tip can still be approximated as ∼μ σmax , so that the
total stress drop is given by:
= − ∼τ RTd
AI
V
L
μ σΔ
Ωs
imp
max (22)
Owing to the minor depth- and velocity-dependence of ∼μ , the depth-
variation of Δτ in the ductile region is primarily controlled by the ki-
netics of pressure solution, so that Δτ decreases with depth. Based on
fracture mechanics theory, Ampuero et al. (2006) argued that a rupture
is arrested when the energy release rate of a crack decreases below the
fracture energy. For a steeply decreasing Δτ(z), the depth of rupture
arrest roughly equals the depth where Δτ ≤ 0, which lies at a depth of
11 km in our simulations. Similar reasoning for the down-dip extent of
dynamic ruptures was put forward by Brantut and Platt (2017) and
Shimamoto and Noda (2014). Since Δτ is independent of H, the same
depth of rupture arrest is expected for both of the CNS simulations, as is
evident from comparison of Fig. 11b and d. However, the extent of the
rupture over which coseismic velocities are maintained likely still de-
pends on H, as the fracture energy for the rupture depends on the
magnitude of H. Furthermore, if the steady-state shear strength of the
ductile region decays less rapidly with depth (e.g. owing to a lower
geothermal gradient, or diﬀerent deformation mechanisms operating),
the extent to which the rupture propagates into the ductile region in-
creases, and the rupture may penetrate a signiﬁcant distance into re-
gions with Δτ<0 before the energy release rate drops below the
fracture energy (Ampuero and Ben-Zion, 2008). Notably, if the shear
strength of the ductile region is to remain constant, as would be ex-
pected for an along-strike fault segment with no lateral temperature or
compositional variations, the ductile velocity-strengthening regions
would oﬀer little resistance to the propagation of a dynamic rupture,
allowing for continued rupture as long as Δτ>0.
Using a classical RSF numerical framework, Kaneko et al. (2010)
investigated the eﬃciency of rupture arrest of an impeding, velocity-
strengthening patch enclosed by two seismogenic, velocity-weakening
patches. The authors observed that the probability of a rupture pro-
pagating from the ﬁrst seismogenic patch to the second is strongly re-
lated to the resistance oﬀered by the enclosed velocity-strengthening
patch. This resistance could be approximated as C ≈ 20 (a−b)vsσDvs,
with constant (a−b)vs>0, and Dvs denoting the length of the patch.
The CNS model predicts two distinct regimes of steady-state velocity-
strengthening: one ductile creep regime at low velocities V < Vlo (or
high temperatures), and one high-porosity, cataclastic regime at high
velocities V> Vhi (or low temperatures; see Fig. 1). In the cataclastic
velocity-strengthening regime, (a−b) is mildly increasing with velo-
city, and so if the velocity-strengthening patch as considered by Kaneko
et al. (2010) is interpreted to operate in the cataclastic regime, the
conclusions drawn by these authors are expected to be maintained by
the CNS model. However, in the geological setting envisioned by
Kaneko et al. (2010), i.e. a segment on a subducting plate interface at
seismogenic depths, it is more likely that the velocity-weakening pat-
ches (‘asperities’) are embedded as lenses within a low-porosity, ductily
or plastically deforming host material (Fagereng and Sibson, 2010;
Kimura et al., 2012). As discussed above, a suﬃciently large pertur-
bation in either stress or velocity could potentially trigger unstable slip
within the velocity-strengthening matrix, facilitating continued rupture
even for large positive values of (a−b), as long as the total stress drop
Δτ>0. Thus the scaling between the probability of continued rupture,
asperity size, and asperity spacing needs to be re-evaluated for a CNS-
type rheology. Similar considerations need to be made when dynamic
weakening mechanisms operate within inherently velocity-strength-
ening regions, as was shown by Noda and Lapusta (2013).
5.6. Modes of fault slip
In classical RSF, slow slip transients have successfully been pro-
duced in cases where the nucleation length scale was suﬃciently large
with respect to the fault’s spatial dimensions (Hawthorne and Rubin,
2013; Kaneko et al., 2016; Rubin, 2008, see also laboratory evidence by
Leeman et al., 2016). In our RSF simulation, where hnucl is particularly
small, very little creep is observed outside of the ductile region. In the
upper 10 km of the fault, deformation is predominantly accommodated
by coseismic slip. This is in strong contrast with the CNS simulations,
which feature a mixture of inter-, co-, and postseismic slip on the brittle
portion of the fault. Particularly in the CNS simulation with H=0.2,
slow slip transients are the dominant mode of slip. This behaviour is
readily understood from the velocity-dependence of friction and (a−b)
predicted the CNS model (Fig. 1). CNS-governed faults may exhibit a
host of deformation modes (ductile creep, stick-slip, and high porosity
steady sliding) depending on the instantaneous gouge porosity and rate
of deformation. Following a slip event, the porosity on a given section
of the fault will be high, which facilitates rapid rates of granular ﬂow
and pressure solution, and the fault will deform at a rate V > Vimp. In
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segments that are identiﬁed as velocity-weakening at Vimp, the fault
strengthens as the gouge densiﬁes and the rate of fault slip diminishes,
so that a transition is made back into the velocity-weakening regime
where V< Vimp (i.e. the fault returns to its ‘locked’ state). In shallow
parts of the crust (e.g. upper 3 km in Fig. 6), no transition is made into
the velocity-weakening regime as the porosities remain high owing to
much lower compaction rates, and the fault continues to produce creep
during the interseismic phase. Over the duration of a seismic cycle,
faults may accumulate signiﬁcant amounts of subseismic slip, even in
seismogenic segments.
The degree of coupling of the individual fault segments can be
quantiﬁed following the deﬁnition of interseismic coupling (ISC;
Kaneko et al., 2010), which is the ratio of slip deﬁcit accumulated
during the interseismic period over the imposed (or long-term) slip
VimpΔt. An ISC value of 1 implies full coupling, i.e. all slip being ac-
commodated by non-interseismic slip, which in our models comprises
of both coseismic slip, afterslip, and slip accommodated during nu-
cleation. To be more precise, we deﬁne ISC as:
∫= − V t
V t
ISC 1
d
Δ
int
imp (23)
where tint is the interseismic time during which the local slip velocity is
less than 10−7 m/s. In this way, the value of ISC can be determined for
each fault segment individually to produce a depth-proﬁle of ISC
(Fig. 13). When comparing the ISC of the RSF simulation with those of
the CNS simulations, it becomes apparent that the coupling predicted
by the RSF simulation is stronger, and more clearly bounded at the
down-dip extent of the locked patch. By contrast, both the CNS simu-
lations show more gradual transitions in their degree of coupling, and
generally predict less strong coupling than the RSF simulation. The
operation of pressure solution creep in the CNS simulations relieves a
portion of accumulated slip deﬁcit within the seismogenic zone, parti-
cularly at the down-dip extent of the seismogenic zone (see also
Fig. 11a), resulting in lower ISC values. Interestingly, the region of
strongest increase in ISC values also coincides roughly with the depth of
nucleation of all simulations (at 10 km for the RSF simulation, and at 3
and 5 km for the CNS simulations with H=0.5 and H=0.2, respec-
tively).
As pointed out earlier, the CNS model predicts steady-state, velo-
city-strengthening fault slip both at very low and high rates of de-
formation, or alternatively, at low and high temperatures (since the
mode of deformation is controlled by the relative rates of γġr and tem-
perature-dependent γṗs). This suggests that the presence of steady fault
slip at the surface does not necessarily imply low-porosity, ductile creep
in a classical sense. Instead, the observed steady creep may well be
hosted within high-porosity cataclasites that show little evidence of
ductile or crystal plastic deformation mechanisms. The micro-
mechanical predictions from the CNS formulation for this regime match
the general interpretation of (secondary) ‘brittle creep’ (Perfettini and
Avouac, 2004), i.e. rate-strengthening cataclastic ﬂow, that has pre-
viously been analysed in the context of postseismic afterslip and
aftershock activity (Marone et al., 1991; Perfettini and Avouac, 2007).
In deeper sections of the fault, afterslip and steady creep are accom-
modated by pressure solution creep, which exhibits a linear viscous
rheology at constant (zero) porosity. However, the incorporation of
other (high-temperature) creep mechanisms, such as dislocation creep,
could result in predominantly power-law rheology at greater depths.
For a more in-depth investigation of postseismic creep phenomena,
such mechanisms need to be considered, as much evidence points to-
wards a power-law type of rheology operating in the lower crust and
upper mantle (e.g. Bürgmann and Dresen, 2008; Montési, 2004).
5.7. The role of dynamic weakening processes and frictional heating
One important feature that is currently absent in both the CNS and
RSF simulations employed in this study, is high-velocity dynamic
weakening. At high slip velocities and accelerations, heat production by
frictional sliding induces numerous thermally-assisted processes, in-
cluding ﬂash weakening (Rice, 2006), thermochemical pressurisation
(Mase and Smith, 1985; Platt et al., 2015), melt lubrication (Hirose and
Shimamoto, 2003; Nielsen et al., 2008), and gouge graphitisation (Kuo
et al., 2014). Which (combinations) of these mechanisms operate
within faults strongly depends on gouge composition and fault zone
transport properties, but generally speaking any of these mechanisms
has the potential of dramatically reducing the fault’s resistance to slip,
allowing the fault to operate at extremely low shear stress (Tullis,
2007). It has been shown in several numerical studies that incorpora-
tion of dynamic weakening mechanisms strongly aﬀects the magnitude
of maximum slip velocity and seismic moment (Noda and Lapusta,
2010, 2013; Thomas et al., 2014). For the case of the CNS simulations
presented in this work, it is expected that coseismic slip velocities are
intensiﬁed by dynamic weakening, possibly producing more coseismic
slip at or near the surface (c.f. Noda and Lapusta, 2013).
More importantly, dynamic weakening mechanisms allow the fault
to operate at low shear stresses. Recall from Section 5.5 that the max-
imum down-dip extent of the rupture is controlled by the total stress
drop Δτ, which reduces to zero as the stress ahead of the rupture decays
with depth, while maintaining a near-constant residual strength behind
the rupture tip. When the rupture grows to a size that is suﬃciently
large to attain coseismic velocities, the activation of dynamic weak-
ening induces a larger stress drop and facilitates extended rupture
depths (Brantut and Platt, 2017). Continuing this reasoning, a critical
length scale for down-dip rupture propagation it is anticipated: when
the length scale for nucleation of a dynamic event is of similar size as
the extent of the seismogenic zone (as is the case for the CNS simulation
with H=0.2), no coseismic velocities are attained before the rupture is
arrested in the ductile region. Conversely, when the nucleation length is
small enough with respect to the dimensions of the fault, coseismic
velocities can be attained and dynamic weakening mechanisms can be
triggered, strongly promoting extended rupture. Based on the two CNS
simulations presented here, it is expected that this threshold length
scale depends on H, rendering the down-dip extent of the rupture
sensitive to H (and other parameters that aﬀect hnucl) when dynamic
weakening is considered.
In addition to triggering of dynamic weakening mechanisms, fric-
tional heating may further aﬀect the fault rheology by enhancing the
rates of pressure solution as a result of a locally perturbed geotherm.
For many gouge compositions, an increase in ambient temperature
would likely result in enhanced pressure solution creep rates, as the
solubility and ionic diﬀusivity of many materials monotonically in-
crease with temperature (e.g. Dewers and Hajash, 1995; Spiers et al.,
2004; van Noort et al., 2008b). Increased pressure solution creep rates
may temporarily result in enhanced rates of afterslip. Since the
Fig. 13. Depth-proﬁles of the interseismic coupling ratio (ISC), deﬁned as the cumulative
sum of non-interseismic slip V>10−7 m/s over VimpΔt, for all three simulations. An ISC
of 1 indicates full coupling, a value of 0 indicates no coupling.
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perturbation of the geotherm is likely conﬁned to the vicinity of the
rupture patch, residual stress concentrations at the arrested rupture tip
may be relieved by this enhanced creep. One notable exception to this is
calcite, which is expected to obey a non-monotonous temperature-de-
pendence of diﬀusion-controlled pressure solution rates (Verberne
et al., 2014; Zhang et al., 2010). Residual heat produced by a seismic
event may thus result in a complex spatio-temporal distribution of fault
creep and frictional stability of calcite-rich gouges. We leave further
investigation into the CNS-governed behaviour of carbonates for future
studies.
5.8. Implications and outlook
From simple spring-block analyses, it can be shown that laboratory
friction data is well represented by the CNS microphysical model, and
that for small-amplitude velocity-step tests the CNS model closely re-
sembles rate-and-state friction transients (Chen and Spiers, 2016). The
linearised approximations of the equivalent RSF parameters a, b, and Dc
can accurately relate the CNS framework to classical RSF for small
perturbations of velocity and state (Chen et al., 2017). The procedure
adopted in this study to obtain the equivalent RSF parameters from the
CNS model implementation resembles typical laboratory procedures
(i.e. velocity-step tests, ideally conducted at in-situ PT-conditions). Still,
the resulting transient behaviour produced in the RSF simulation does
not correspond to the native CNS model from which the RSF parameters
have been derived. This has the following implication for the extra-
polation of laboratory results to nature: when laboratory faults that
obey CNS-type behaviour (i.e. gouges accommodating deformation by
granular ﬂow and pressure solution at appreciable rates) are char-
acterised by classical rate-and-state friction, then the parameters re-
sulting from that characterisation are only accurate at the steady-state
sliding velocities that were employed in the laboratory test. At de-
formation rates and time scales that deviate from the laboratory test
conditions, it is likely that the derived parameters no longer describe
the transient mechanical response of a fault, and so it is unjustiﬁed to
use rate-and-state friction as a means for extrapolation of laboratory
results to natural scales and conditions.
Instead, using microphysics-based models may oﬀer an alternative
for the interpretation of laboratory results, so that the mechanics of
natural faults can be represented more accurately. The implementation
of microphysical models into (existing) seismic cycle simulators can be
used to study the non-steady state behaviour of faults that are hetero-
geneous in both composition and state of stress. The rheological com-
plexity associated with this new class of numerical models is a re-
quirement for capturing the complexity exhibited by natural fault
systems. While the microphysical models pose new challenges, they
also oﬀer opportunities for understanding the mechanics of rock fric-
tion at a deeper level by connecting laboratory, numerical, and ﬁeld
studies.
6. Conclusions
In this study, we compare the outcomes of seismic cycle simulations
that are based on classical rate-and-state friction (RSF) with those based
on an implementation of the CNS (Chen-Niemeijer-Spiers) microphysical
model. From the comparison of the two classes of models, we conclude
the following:
• The implementation of the CNS microphysical model is capable of
producing seismic cycle transients that have classically been as-
cribed to rate-and-state friction.
• By simulating laboratory velocity-step tests using the CNS model
implementation, the equivalent rate-and-state friction parameters a,
b, and Dc can be obtained for near-steady state deformation.
However, rate-and-state friction simulations performed with these
parameters predict a seismic cycle evolution that is dissimilar from
the native CNS model simulations.
• Many of the features of the CNS simulations and diﬀerences with the
RSF simulation, such as the relatively small event magnitude, the
extent of the rupture, and occurrence of slow slip events, can be
explained by the predicted velocity-dependence of (a−b). In par-
ticular, the transitions between the main deformation regimes play a
pivotal role in the rupture nucleation and arrest.
• Owing to the strong velocity-dependence of its rheological proper-
ties, we argue that a CNS-governed fault (undergoing deformation
by pressure solution and granular ﬂow) cannot be readily described
by assumed constant RSF parameters, and that laboratory results of
the RSF parameters are only valid for the conditions under which
they were obtained.
As is commonly the case, the applicability of the microphysical
model employed in this study is bounded by the validity of its as-
sumptions and the quality of the input parameters. However, since this
type of models oﬀers a clear physical interpretation of both its as-
sumptions and parameters, ﬁrm assessments can be made regarding the
accuracy of the model predictions, and dedicated laboratory experi-
ments can be designed to constrain the model parameters to a suﬃcient
degree. Hence, when implemented within numerical frameworks, mi-
crophysical models hold potential for improving our understanding of
fault rheology and earthquake mechanics through the study of micro-
scale processes.
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Appendix A. Description of the boundary element method
Within our earthquake cycle modelling framework, we presume the existence of a fault with ﬁxed, known geometry that is embedded within a
linearly elastic medium. Slip occurs on this prescribed fault surface, and represents the integral of inelastic strain across the width of the fault zone,
though the spatial distribution of deformation at a scale smaller than the fault zone width is not explicitly modelled. The mechanics of the fault is
only modelled explicitly up to a given depth. In the upper, frictional portion, the fault rheology is governed by a friction law. In the remaining,
deeper part of the fault, steady slip is prescribed at a rate Vimp, accumulating slip as dimp=Vimp× t. This lower ‘substrate’ of the fault is assumed to
extend down into inﬁnity.
To obtain the shear stress at a given point on the frictional part of the fault, we adopt the quasi-dynamic approximation (Rice, 1993):
= − − −τ x t d d x t ηV x t( , ) [ ]( , ) ( , )impK (A.1)
The ﬁrst term on the right hand side represents the static elastic stress induced by slip elsewhere on the fault, which involves a linear functional
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d[ ]K , for which analytical expression are available if the model geometry is simple, e.g. a homogeneous elastic half-space. The second term on the
right hand side represents the stress drop due to seismic wave radiation in the direction normal to the fault plane. The parameter η is a damping
factor that assumes a value of G/2cs, with G being the shear modulus, and cs the shear wave speed (Rice, 1993). By employing radiation damping,
unbounded limit cycle growth accompanied with unrealistic fault slip velocities is inhibited. The radiation damping representation would be exact if
slip were spatially uniform, in which case seismic waves would only be radiated in the direction normal to the fault plane (see Ampuero et al., 2002).
The frictional part of the fault surface is decomposed into a mesh of N non-overlapping elements, and slip is assumed to be uniform inside each
element. The following discrete version of Eq. (A.1) is then obtained:
= − − −τ t K d t d ηV t( ) [ ( ) ] ( )i ij j imp i (A.2)
Here, the Einstein summation convention is adopted. The above equation involves the computation of a stress transfer kernel, a matrix whose
coeﬃcient Kij represents the shear stress induced on the i-th fault element by a unitary slip on the j-th fault element. The kernel can be computed via
existing formulas, e.g. Okada formulas for rectangular elements in a 3D elastic half-space (Okada, 1985). QDYN employs the spectral approach in
ﬁnite-size domains introduced by Cochard and Rice (1997), together with eﬃcient evaluation of stresses as a convolution via FFT. An alternative
form of the equations, more convenient for numerical implementation, is obtained by temporal diﬀerentiation of Eq. (A.2):
= − − −τ
t
K V t V η V t
t
d
d
[ ( ) ] d ( )
d
i
ij j imp
i
(A.3)
When the fault rheology is governed by the RSF framework, it is customary to partition dτi/dt into partial derivatives with respect to V and θ, so that
Eq. (A.3) can be rewritten explicitly for dVi/dt. Complemented with a state evolution law (e.g. Eq. (2)) Eq. (2a) and Eq. (2b), this system of ordinary
diﬀerential equations (ODE) can be rearranged and solved in the form:
=
t
tX F Xd
d
( , ) (A.4)
where X(t) is a vector comprising the collection of Vi(t) and θi(t) variables on all fault elements. This system is then solved by a standard, explicit ODE
solver with adaptive time stepping. In the CNS model formulation, as described in Section 3.1, it is required to solve for τi(t) rather than V i(t), and
θi(t) is replaced by ϕi(t), following Eq. (12). The vector X(t) now contains τi(t) and ϕi(t), and the local fault slip velocity V i is calculated as
= +V L γ γ( ̇ ̇ )i i gr i ps i, , .
Appendix B. Slip weakening and characteristic length scale
In the classical rate-and-state friction framework, much work focuses on the analysis of characteristic length scales, such as the nucleation length
and process zone width (Ampuero and Rubin, 2008; Rice and Ruina, 1983; Rubin and Ampuero, 2005). These are generally obtained by comparison
of the fault stiﬀness with the critical stiﬀness, or the rate of fault weakening with increasing fault slip. For the derivation of the characteristic length
scale for the CNS formulation, we analyse the weakening rate of a fault that accommodates shear strain through granular ﬂow, and that is subjected
to an instantaneous velocity-step V0 → V in an inﬁnitely stiﬀ medium.
We ﬁrst consider the rate of frictional weakening, decomposed into partial derivatives of porosity and velocity:
⎜ ⎟= ⎛
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∂
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⎠
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d
d
1 d
d
d
d (B.1)
For an inﬁnitely stiﬀ medium, dV/dt=0. Outside of the ductile creep regime (i.e. ≫γ γ̇ ̇gr ps), the frictional strength of the fault is given by Chen and
Spiers (2016):
= +
−
∼
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μ ψ
μ ψ
σtan
1 tan (B.2)
Hence, ∂τ/∂ϕ can be accordingly written as:
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Combined with Eq. (10b) for dϕ/dt, the slip weakening rate can now be obtained as:
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The minimum nucleation length (i.e. fastest weakening rate) is obtained when ϕ≈ 0, at which point ≪ε ψV L̇ tan /ps , so that the above relation can
be further simpliﬁed to:
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H ϕ σ
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Finally, by equating the critical stiﬀness kcr to the stiﬀness of an elastic crack G/h, G being the eﬀective shear modulus and h the crack length, we
solve for the minimum crack length hcr which could facilitate a frictional instability:
= −
+
∼
∼h
GL
H ϕ σ
μHϕ
μ4
(1 2 )
1cr c
c
2
2
2 (B.6)
By inserting analytical expressions for b and Dc as given by Chen et al. (2017) into Eq. (B.6), we obtain the familiar result for the crack process zone
width (Rubin and Ampuero, 2005):
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For numerically stable simulations, the spatial resolution Δx should be smaller than hcr. In the simulations with H=0.5 and H=0.2, hcr assumes
values of 9.1 and 70.8 m, respectively, which are both suﬃciently large compared to Δx=1.8 m to ensure a well-resolved rupture process zone.
Alternatively, instead of assuming the end-member case for which ϕ=0, one could integrate Eq. (10b) over slip distance x to obtain the
weakening curve τ(x), from which the fracture energy can be derived. When we maintain the assumption that ≪ε ψV L̇ tan /ps , which is valid for
ϕ>0 when V is relatively high, integration from ϕ(0) to ϕ yields:
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Substitution of ϕ(x) into Eq. (B.2) gives the evolution of τ(x), from which the fracture energy Gc can be derived as:
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where tanψ0=2H (ϕc−ϕ(0)). The initial condition ϕ(x=0) can be obtained from steady-state solutions (see Chen et al., 2017), although it can be
expected that ϕ(0) ≈ ϕ0 for ‘locked’ seismogenic patches experiencing long interseismic durations. The grain boundary friction coeﬃcient ∼μ is
evaluated at the up-step velocity, adding a minor velocity-dependent contribution to Gc.
a
b
Fig. B.1. The fracture energy Gc predicted for the CNS model, as obtained from numerical integration. a) Magnitude of Gc as a function of the up-step velocity V1; b) Ratio of Gc to the
analytical upper bound Gcmax as a function of the velocity-step size V1/V0. The analytical upper bounds are plotted as dashed horizontal lines.
Ignoring the operation of pressure solution is mathematically equivalent to assuming that V →∞. This makes Gc largely independent of V, and
only provides an upper bound to the fracture energy. Exact evaluation of Gc for arbitrary velocity-step amplitudes is possible but impractical when no
other approximations are made. Instead, we evaluate Gc numerically to get a more accurate estimate. This is done for various initial velocities V0 and
corresponding steady-state porosities ϕ(0) (see Fig. B.1). Larger values of V0 and subsequently ϕ(0) are predicted by Eq. (B.9) to result in lower
values of the analytical upper bound Gcmax. Indeed, from numerical integration we obtain that Gc approaches Gcmax for larger magnitudes of the up-
step velocity V1, and that Gcmax decreases with increasing ϕ(0) (Fig. B.1a).
When the numerically obtained values for Gc are normalised to its corresponding upper bound, and plotted against the magnitude of the velocity-
step V1/V0, the data converge to a single curve (Fig. B.1b). For small velocity-steps (smaller than a factor of 10), no eﬀect of the initial velocity is
apparent. For larger velocity-steps, there is a small but noticeable eﬀect of V0, with higher initial velocities (and porosities) resulting in a larger
G G/c cmax for a given velocity-step size. The general trends, however, remain.
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