Abstract: Aluminium coatings and their characterization are of great interest in many fields of application, ranging from aircraft industries to microelectronics. Here, we present the simulation of acoustic wave propagation in aluminium coatings via the elastodynamic finite integration technique (EFIT) in comparison to experimental results. The simulations of intensity (I)-defocus (z) curves, obtained by scanning acoustic microscopy (SAM), were first carried out on an aluminium bulk sample, and secondly on a 1 µm aluminium coating deposited on a silicon substrate. The I(z) curves were used to determine the Rayleigh wave velocity of the aluminium bulk sample and the aluminium coating. The results of the simulations with respect to the Rayleigh velocity were corroborated by non-destructive SAM measurements and laser ultrasonic measurements (LUS).
Introduction
Aluminium coatings offer a variety of favourable properties, including high reflectivity, high conductivity, high corrosion resistance, and low costs. The benefits of aluminium coatings render them attractive candidates for large-scale applications in aircraft industries, and also for implementation in small-scale devices, concerning micro-and nano-electronics [1] .
The frequent use of aluminium coatings increases the demand for their precise characterization. However, some state-of-the-art methods show drawbacks concerning thin film characterization; e.g., they require the direct loading of the sample [2] . Alternatively, ultrasonic waves can be used in order to determine thin film properties; e.g., via laser-induced ultrasound (LUS) [3] [4] [5] [6] or via scanning acoustic microscopy (SAM) [7, 8] .
SAM represents a well-established tool in state-of-the-art failure and material characterization, providing high potential regarding automation [9] , allowing fast and accurate failure detection. With commercially available SAM set-ups, the challenge lies mainly in (1) the necessary specific hardware for the measurement (e.g., emitter/sensor), high time resolution (ps), and accurate movement of emitter/sensor over the sample, and (2) in the interpretation of the SAM data-which can be quite cumbersome due to the presence of various wave modes in thin films.
One outstanding attribute of acoustic microscopy is the possibility to monitor the intensity I of the reflected sound waves as a function of the defocus position z-also called V(z) curves or acoustic material signatures (AMS) [7, 8] -from which the Rayleigh wave velocity of the analysed material can be obtained.
The I(z) measurement relies on the excitation of Rayleigh waves that propagate on the sample surface and leak back to the piezoelectric transducer. Decreasing the distance between lens and sample, the Rayleigh contribution interferes with the acoustic field reflected from the sample-alternating destructively and constructively, resulting in an oscillation of the measured intensity I as function of the defocus position z.
The Rayleigh wave velocity can be used directly for material characterization or material monitoring [10, 11] , or alternatively, material properties can be extracted [3] [4] [5] [6] [7] [8] . In layered media, the Rayleigh velocity depends on frequency if the analysed coatings are thinner than approximately 1-2 wavelengths [12, 13] . Considering a broad-band Rayleigh wave, the lower frequency part of the wave propagates more in the substrate, whereas higher frequency components travel mainly in the coating due to their lower penetration depth. Consequently, the Rayleigh wave velocity becomes dispersive (i.e., depends on frequency); this effect has been extensively studied in the past (e.g., [13] [14] [15] ). The dispersion of the Rayleigh wave can be used to extract elastic mechanical parameters like the Young´s modulus, because the Rayleigh wave velocity depends on the density as well as the elastic constants. In this sense, the determination of the Rayleigh wave velocities is of high interest for the characterization of materials-especially of coatings-and was studied via LUS in, e.g., [3] [4] [5] [6] and via SAM in, e.g., [8, [16] [17] [18] [19] . In the past, I(z) measurements have been investigated analytically via ray theory [7, 20, 21] and via wave theory approaches [7, 22] .
For general numerical elastic wave propagation, finite element [23] [24] [25] , spectral element [26, 27] , pseudospectral [28, 29] , finite volume methods [30] , finite difference [31] [32] [33] [34] , and the elastodynamic finite integration technique (EFIT) [35, 36] can be found in the literature. It is a common feature of all real-space numerical schemes for elastic wave propagation in higher dimensions that the linear dispersion relation of the wave equation is not reproduced exactly, but numerical dispersion errors are introduced. Severe dispersive errors and even spurious solutions force standard finite element methods (FEMs) with low-degree ansatz functions to use excessively high mesh densities [23] [24] [25] . In this work, to access the I(z) curves we use EFIT for the full elastic wave propagation, because of its good compromise in terms of accuracy relative to its computational cost. The field variables, velocity and stress, are placed in a staggered manner onto the computational grid, which greatly improves the dispersion relation of the scheme. Interestingly, this property is also exploited in electrodynamics, where the finite difference time domain (FDTD) scheme is unsurpassed for inhomogeneous domains [37] , and recently also for the relativistic wave equation [38] . The elastic wave discretization using a staggered grid and the EFIT are related, with the difference being that the material properties are placed differently on the grid, allowing the EFIT to more accurately describe material inhomogeneities [35] .
We simulated the I(z) curve for an aluminium bulk sample for calibration, because bulk values for aluminium can be found in the literature (e.g., [7] ). In addition, the Rayleigh wave velocity can be measured very accurately via LUS [3] [4] [5] [6] . After this calibration step, the I(z) curve of an aluminium-coated silicon sample was simulated and directly compared to results obtained from SAM measurements. The Rayleigh wave velocity-as a material parameter-was obtained from the EFIT simulation and from the SAM measurement, using a 400 MHz acoustic lens. The SAM and the LUS measurements corroborated the EFIT simulation results regarding the Rayleigh wave velocity of the aluminium sample and the aluminium coating. The use of full wave simulation as tested here on aluminium bulk and coated samples allows for arbitrarily varying real thickness and material property distribution up to complex geometrical structures like microelectronics components.
Although ray theory approaches outperform the EFIT simulation of I(z) curves with respect to time-efficiency in general, the EFIT simulation provides more possibilities with respect to: (a) depicting the sound field propagation for various time-steps in the measurement, (b) creating an A-scan equivalent, (c) analysing the influence of, e.g., anti-reflective coating (ARC) or damping of the coupling liquid, and (d) most notably, complex multi-layered structures-relevant for, e.g., micro-and nanoelectronic devices-can be conveniently analysed via state-of-the-art EFIT simulations.
Materials and Methods

Sample
The analysed sample was a 4 × 2 cm 2 segment of an aluminium-coated silicon wafer with (100) crystallographic orientation. The aluminium layer was deposited via physical vapour deposition, and its thickness was determined via profilometry. In addition, the density of 2.709 g/cm 3 of the aluminium thin film was determined via X-ray diffraction (XRD) using a D8 Discover system (Bruker, Billerica, MA, USA).
Scanning Acoustic Microscopy (SAM)
In scanning acoustic microscope measurements, piezoelectric transducers (emitter/sensor) are used to generate ultrasonic waves (see Figure 1 ), e.g., [7] . The sound waves are focused onto or below the surface of the investigated sample via an acoustic lens. At the sample-water interface, part of the acoustic field is reflected and propagates back to the transducer. At the transducer, the reflected acoustic field is converted into a time-variant electric signal which is presented in time domain and commonly referred to as A-scan (see e.g., [39] ).
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Materials and Methods
Sample
Scanning Acoustic Microscopy (SAM)
In scanning acoustic microscope measurements, piezoelectric transducers (emitter/sensor,) are used to generate ultrasonic waves (see Figure 1 ), e.g. [7] . The sound waves are focused onto or below the surface of the investigated sample via an acoustic lens. At the sample-water interface, part of the acoustic field is reflected and propagates back to the transducer. At the transducer, the reflected acoustic field is converted into a time-variant electric signal which is presented in time domain and commonly referred to as A-scan (see e.g., [39] ). If the opening angle of the lens exceeds the critical Rayleigh angle θ ,
Rayleigh waves can be excited at the surface of the sample (Equation (1)). Here, ν0 denotes the sound velocity in water, which is approximately 1500 m/s at room temperature. Once excited, the Rayleigh wave propagates along the surface and leaks energy back to the lens and subsequently to the transducer. At the piezoelectric element of the transducer, the phase and amplitude of the longitudinal sound wave reflected from the sample and the leaky Rayleigh wave are summed up [7] . The two wave modes (Rayleigh and longitudinal wave) interfere alternating constructively and destructively, depending on the defocus position of the transducer. According to [7] , the periodicity ∆z of the oscillation depends on the Rayleigh sound velocity νR of the investigated sample via
where λ0 denotes the wavelength of the sound wave in water, see Equation (2). If the opening angle of the lens exceeds the critical Rayleigh angle θ R ,
Rayleigh waves can be excited at the surface of the sample (Equation (1)). Here, ν 0 denotes the sound velocity in water, which is approximately 1500 m/s at room temperature. Once excited, the Rayleigh wave propagates along the surface and leaks energy back to the lens and subsequently to the transducer. At the piezoelectric element of the transducer, the phase and amplitude of the longitudinal sound wave reflected from the sample and the leaky Rayleigh wave are summed up [7] . The two wave modes (Rayleigh and longitudinal wave) interfere alternating constructively and destructively, depending on the defocus position of the transducer. According to [7] , the periodicity ∆z of the oscillation depends on the Rayleigh sound velocity ν R of the investigated sample via
where λ 0 denotes the wavelength of the sound wave in water, see Equation (2) . A SAM can be operated in either pulsed or tone-burst mode [22] . The generally longer excitation time in tone burst mode results in signals which are very narrow in the frequency domain, allowing precise frequency-dependent measurements.
In the work reported here, a commercially available SAM 400 (PVA, Analytical Systems GmbH, Westhausen, Germany) was operated in reflection mode, equipped with a custom-built tone-burst set-up, to perform precise frequency-dependent measurements. For the calibration measurement on bulk aluminium, an acoustic objective (AO) was used with a transducer of 400 MHz nominal centre frequency and an opening angle of 120 • (PVA, Analytical Systems GmbH, Westhausen, Germany). The resonance frequency of the transducer was found at approximately 430 MHz. In the case of the aluminium coating, an acoustic objective with an opening angle of 60 • was applied (PVA, Analytical Systems GmbH, Westhausen, Germany). Operated in tone-burst mode, the transducer was addressed at approximately 400 MHz, at the resonance frequency of the transducer. The I(z) curve was monitored with a step size of 2 µm in the case of the calibration measurement and in the case of the coating measurement. From the periodicity ∆z of the I(z) curves, the Rayleigh wave velocities were extracted.
Elastodynamic Finite Integration Technique (EFIT)
The description of ultrasonic sound field propagation simulation in isotropic linear elastic materials, discretized via the elastodynamic finite integration technique, can be found in [35] .
The underlying set of differential equations is given by the kinetics
and the constitutive (or material) law relating them by σ ≈ E· ρ is the mass density, v is the particle velocity field (being the first derivative of the displacement field u with respect to time), is the (second rank) strain tensor, σ is the (second rank) stress tensor, and E is the (forth rank) stiffness tensor. As shown in Figure 2 , the velocities and stress field variables are discretized in a staggered manner on the spatial grid together with a leap-frog updating procedure in time (c.f. Figure 2 ) [35] . It is shown in [35] that the scheme can be written for arbitrary anisotropy and inhomogeneity of the elastic material behaviour.
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and the constitutive (or material) law relating them by σ • ρ is the mass density, is the particle velocity field (being the first derivative of the displacement field with respect to time), is the (second rank) strain tensor, σ is the (second rank) stress tensor, and E is the (forth rank) stiffness tensor. As shown in Figure 2 , the velocities and stress field variables are discretized in a staggered manner on the spatial grid together with a leap-frog updating procedure in time (c.f. Figure 2 ) [35] . It is shown in [35] that the scheme can be written for arbitrary anisotropy and inhomogeneity of the elastic material behaviour. In accordance with the SAM measurement, an anti-reflective coating (ARC) on the lens was implemented. The ultrasonic field is depicted by the normalized magnitude of the z-component of the velocity field in Figure 3 . The sound wave is excited by the transducer in Figure 3 , time-steps 1 and 2, and propagates from top to bottom through the lens body (time-step 3) towards the surface of the sample (time-step 4). At the surface (time-step 5), part of the sound field is transmitted into the sample (time-step 6). The remaining sound field is reflected and travels back to the lens at time-steps 7 and 8. At time-step 9, the reflected sound waves reach the transducer. The artificial A-scan is obtained by summing up the z-component of the velocity field along the width of the transducer at the position of the transducer.
Coatings 2017, 7, 230 and 2, and propagates from top to bottom through the lens body (time-step 3) towards the surface of the sample (time-step 4). At the surface (time-step 5), part of the sound field is transmitted into the sample (time-step 6). The remaining sound field is reflected and travels back to the lens at time-steps 7 and 8. At time-step 9, the reflected sound waves reach the transducer. The artificial A-scan is obtained by summing up the z-component of the velocity field along the width of the transducer at the position of the transducer. The I(z) measurement, carried out via SAM, was simulated for the case of (1) an aluminium block of approximately 40 × 50 × 3 mm 3 , referred to as bulk aluminium, and (2) an aluminium coating of approximately 1 μm thickness, deposited on a silicon wafer (100). In accordance with the SAM measurement, we implemented a transducer of approximately 430 MHz centre frequency and a lens-opening angle of 120° in the simulation for case (1) . For the simulation, isotropic linear elastic material behaviour was assumed, in accordance with [13] . The assumption of isotropy is made for aluminium because its Zener anisotropy ratio is close to one [40] . Literature values for the longitudinal The I(z) measurement, carried out via SAM, was simulated for the case of (1) an aluminium block of approximately 40 × 50 × 3 mm 3 , referred to as bulk aluminium, and (2) an aluminium coating of approximately 1 µm thickness, deposited on a silicon wafer (100). In accordance with the SAM measurement, we implemented a transducer of approximately 430 MHz centre frequency and a lens-opening angle of 120 • in the simulation for case (1) . For the simulation, isotropic linear elastic material behaviour was assumed, in accordance with [13] . The assumption of isotropy is made for aluminium because its Zener anisotropy ratio is close to one [40] . Literature values for the longitudinal and transversal sound velocity and the density of aluminium were used as input values [7, 40] . The simulation was carried out for more than 30 defocus positions, and the A-scan data was assembled for each of them. From the A-scan data, the relevant time window was identified, and the intensity was computed and integrated over the identified time interval. For case (2) , the aluminium coating on a silicon substrate, literature values for the longitudinal and transversal sound velocity and the density of aluminium as well as silicon were used as input values, taken from [7, 40] . The simulation was carried out for a transducer of 400 MHz centre frequency and a lens-opening angle of 60 • . For more than 30 defocus positions, the A-scan data were computed and the intensity of the acoustic signal as a function of the defocus position z was computed. The frequency-dependent damping of the coupling liquid was implemented via an exponential damping factor in the simulation, and due to the spherical focus of the lens used in the SAM measurement, an axial symmetric simulation along the z-axis was performed [36] .
Laser Ultrasound (LUS)
The laser ultrasonic measurement is described in [3] [4] [5] [6] . Here, a pulsed laser is focused via a cylindrical lens on the sample surface, exciting a Rayleigh wave. A second, continuous wave laser is used in order to detect the Rayleigh wave, using a beam deflection approach. A schematic of the set-up is shown in Figure 4 . From the measurement at two detection points, the phase velocity of the Rayleigh wave v R as function of frequency f (Equation 3) can be determined via [3] [4] [5] [6] :
and transversal sound velocity and the density of aluminium were used as input values [7, 40] . The simulation was carried out for more than 30 defocus positions, and the A-scan data was assembled for each of them. From the A-scan data, the relevant time window was identified, and the intensity was computed and integrated over the identified time interval. For case (2) , the aluminium coating on a silicon substrate, literature values for the longitudinal and transversal sound velocity and the density of aluminium as well as silicon were used as input values, taken from [7, 40] . The simulation was carried out for a transducer of 400 MHz centre frequency and a lens-opening angle of 60°. For more than 30 defocus positions, the A-scan data were computed and the intensity of the acoustic signal as a function of the defocus position z was computed. The frequency-dependent damping of the coupling liquid was implemented via an exponential damping factor in the simulation, and due to the spherical focus of the lens used in the SAM measurement, an axial symmetric simulation along the z-axis was performed [36] .
The laser ultrasonic measurement is described in [3] [4] [5] [6] . Here, a pulsed laser is focused via a cylindrical lens on the sample surface, exciting a Rayleigh wave. A second, continuous wave laser is used in order to detect the Rayleigh wave, using a beam deflection approach. A schematic of the set-up is shown in Figure 4 . From the measurement at two detection points, the phase velocity of the Rayleigh wave vR as function of frequency f (Equation 3) can be determined via [3] [4] [5] [6] :
In Equation (3), x2 − x1 is the distance between the detection points and Φ denotes the phases of the Fourier-transformed laser-induced signals. In the case of (1), the calibration measurement on bulk aluminium, Rayleigh waves were excited via a pulsed laser at 11 positions. The applied Nd:YAG laser has a pulse width of approximately 2 ns, a repetition rate of 10 Hz, and a wavelength of 532 nm. For the 11 cases, the excited Rayleigh waves were detected via a second continuous wave laser. The time at which the Rayleigh waves passed the detection point are plotted as function of the distance the waves travelled in Figure 5 .
For the aluminium coating, the pulsed laser from the calibration measurement was used in order to excite broadband Rayleigh waves on the sample. The measurement was performed in the frequency range up to 200 MHz. The Rayleigh wave velocity was obtained from the measurement at two detection points via Equation (3) . Since the Rayleigh wave velocity depends on frequency in the case of a coated sample, a theoretical model for the evaluation of the dispersion curve was considered [13] . In the theoretical model, isotropic material behaviour is assumed. This assumption is valid if the measurement is carried out along a symmetry axis of the silicon [3] [4] [5] [6] . Our measurements were performed along the [110] symmetry axis of the silicon sample. In Equation (3), x 2 − x 1 is the distance between the detection points and Φ denotes the phases of the Fourier-transformed laser-induced signals.
In the case of (1), the calibration measurement on bulk aluminium, Rayleigh waves were excited via a pulsed laser at 11 positions. The applied Nd:YAG laser has a pulse width of approximately 2 ns, a repetition rate of 10 Hz, and a wavelength of 532 nm. For the 11 cases, the excited Rayleigh waves were detected via a second continuous wave laser. The time at which the Rayleigh waves passed the detection point are plotted as function of the distance the waves travelled in Figure 5 .
For the aluminium coating, the pulsed laser from the calibration measurement was used in order to excite broadband Rayleigh waves on the sample. The measurement was performed in the frequency range up to 200 MHz. The Rayleigh wave velocity was obtained from the measurement at two detection points via Equation (3) . Since the Rayleigh wave velocity depends on frequency in the case of a coated sample, a theoretical model for the evaluation of the dispersion curve was considered [13] . In the theoretical model, isotropic material behaviour is assumed. This assumption is valid if the measurement is carried out along a symmetry axis of the silicon [3] [4] [5] [6] . Our measurements were performed along the [110] symmetry axis of the silicon sample. 
Results
Aluminium Bulk Sample for Calibration
In the case of the aluminium sample, the simulated intensity I as function of the defocus positions z is shown in Figure 6 , in direct comparison to the SAM measurement. From Figure 6 , the periodicity of the I(z) oscillation Δz was determined and used to calculate the Rayleigh wave velocity vR via ≅ Δ , according to [22] . In [22] , the important property of the I(z) curves in the evaluation of Rayleigh wave velocities is appointed to be Δz, not the amplitude. However, differences in the amplitudes of the I(z) curves in Figure 6 might stem from actual higher damping coefficients (e.g., for water we used literature values for the damping coefficient; the damping in the sapphire lens body is not included in our simulations). Concerning the LUS measurement, the slope of the linear fit in Figure 5 was used to determine the Rayleigh wave velocity. The EFIT, SAM, and LUS results are listed in Table 1 , in comparison to a literature value for the Rayleigh wave velocity in bulk aluminium [7] . 
Results
Aluminium Bulk Sample for Calibration
In the case of the aluminium sample, the simulated intensity I as function of the defocus positions z is shown in Figure 6 , in direct comparison to the SAM measurement. From Figure 6 , the periodicity of the I(z) oscillation ∆z was determined and used to calculate the Rayleigh wave velocity v R via v R ∼ = f v 0 ∆z, according to [22] . In [22] , the important property of the I(z) curves in the evaluation of Rayleigh wave velocities is appointed to be ∆z, not the amplitude. However, differences in the amplitudes of the I(z) curves in Figure 6 might stem from actual higher damping coefficients (e.g., for water we used literature values for the damping coefficient; the damping in the sapphire lens body is not included in our simulations). Concerning the LUS measurement, the slope of the linear fit in Figure 5 was used to determine the Rayleigh wave velocity. The EFIT, SAM, and LUS results are listed in Table 1 , in comparison to a literature value for the Rayleigh wave velocity in bulk aluminium [7] . 
Results
Aluminium Bulk Sample for Calibration
Aluminium Thin Film on Silicon Substrate
Here, the simulation of I(z) on an aluminium coating with a thickness of approximately 1 µm on a silicon substrate (100) was performed. The simulated results are directly compared to the SAM measurement in Figure 7 .
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Here, the simulation of I(z) on an aluminium coating with a thickness of approximately 1 μm on a silicon substrate (100) was performed. The simulated results are directly compared to the SAM measurement in Figure 7 . There is only one data point obtained from the SAM measurement and SAM simulation data because the measurement and simulation were performed in tone burst mode in order to obtain signals which are very narrow in the frequency domain (in our case at 400 MHz). The LUS measurement uses broadband acoustic surface waves in a frequency range from about 50 MHz to 200 MHz.
The wavelengths considered in this work are on the order of 10 μm. This means that they do penetrate the coating and their propagation is influenced by the substrate. However, the aluminium coating has a measurable influence on the phase velocity of the Rayleigh wave (see Figure 8 ). There is only one data point obtained from the SAM measurement and SAM simulation data because the measurement and simulation were performed in tone burst mode in order to obtain signals which are very narrow in the frequency domain (in our case at 400 MHz). The LUS measurement uses broadband acoustic surface waves in a frequency range from about 50 MHz to 200 MHz.
The wavelengths considered in this work are on the order of 10 µm. This means that they do penetrate the coating and their propagation is influenced by the substrate. However, the aluminium coating has a measurable influence on the phase velocity of the Rayleigh wave (see Figure 8) . 
Discussion and Conclusions
In this work, SAM I(z) measurements were simulated via EFIT, where (1) an aluminium bulk sample for calibration and (2) an aluminium-coated silicon wafer were analysed. From the I(z) curves, the Rayleigh wave velocity of samples (1) and (2) were determined. The simulated results were corroborated via non-destructive SAM and LUS measurements. The obtained results demonstrate that the presented approach is highly useful for the material characterization of coatings.
The results summarized in Tables 1 and 2 give integer values for the I(z) periodicity Δz, because the SAM measurement is limited by the number of oscillations and the 2 μm steps of defocus positions. Moreover, the number of evaluable A-scans is restricted due to multi-reflected signals in the measurement and in the simulation. Nevertheless, the Rayleigh wave velocities evaluated via EFIT simulations and SAM measurements are corroborated via the LUS method. The error in the determined Rayleigh velocity of the LUS measurements lies in the range of ±10 m/s. The advantages of the performed EFIT simulation tackle the challenges of state-of-the-art SAM measurements-namely, accurate data interpretation and the choice of the most suitable transducer. In addition, the most effective lens for a specific sample can be designed via EFIT simulation support. 
The results summarized in Tables 1 and 2 give integer values for the I(z) periodicity ∆z, because the SAM measurement is limited by the number of oscillations and the 2 µm steps of defocus positions. Moreover, the number of evaluable A-scans is restricted due to multi-reflected signals in the measurement and in the simulation. Nevertheless, the Rayleigh wave velocities evaluated via EFIT simulations and SAM measurements are corroborated via the LUS method. The error in the determined Rayleigh velocity of the LUS measurements lies in the range of ±10 m/s. The advantages of the performed EFIT simulation tackle the challenges of state-of-the-art SAM measurements-namely, accurate data interpretation and the choice of the most suitable transducer. In addition, the most effective lens for a specific sample can be designed via EFIT simulation support. Eva Grünwald performed simulations for the experimental work; Rudolf Zelsacher and Michael Ehmann manufactured the samples; Martin Hinderer and Ingo Wiesler developed the tone burst device for the SAM. Eva Grünwald and Roland Brunner wrote the paper.
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