We present our approach to unsupervised domain adaptation for single-stage object detectors on top-view grid maps in automated driving scenarios. Our goal is to train a robust object detector on grid maps generated from custom sensor data and setups. We first introduce a single-stage object detector for grid maps based on RetinaNet. We then extend our model by image-and instance-level domain classifiers at different feature pyramid levels which are trained in an adversarial manner. This allows us to train robust object detectors for unlabeled domains. We evaluate our approach quantitatively on the nuScenes and KITTI benchmarks and present qualitative domain adaptation results for unlabeled measurements recorded by our experimental vehicle. Our results demonstrate that object detection accuracy for unlabeled domains can be improved by applying our domain adaptation strategy.
I. INTRODUCTION
A detailed environment model is an essential part of scene understanding modules of automated driving systems. These systems require a robust and reliable detection of other traffic participants such as cars, cyclists and pedestrians as subsequent tasks such as motion planning rely on this information. Here, object detection refers to the detection, shape estimation and semantic classification of relevant objects. In this work, we represent the environment by top-view grid maps. Their structure enables the fusion of heterogeneous range sensor data (e.g. lidar and radar) and real-time capability at bounded memory and computation.
In recent years, many convolutional object detectors applied to the automated driving domain were proposed that increased the accuracy on benchmarks such as KITTI [1] , Cityscapes [2] and nuScenes [3] . Here, we are interested in maximizing the object detection accuracy for our own sensor setup. However, due to the domain gap between measurements recorded with a custom sensor setup and publicly available data sets the object detection performance drops significantly.
Acquiring a data set that fits all testing scenarios is impractical due to high annotation expenditure. Therefore, learning a model from labeled source domain examples and applying it to examples of another domain, referred to as domain adaptation, is necessary to accomplish accurate object detection on custom data. The domain discrepancy in top-view grid maps is mostly caused by different sensor types or setups. Traffic situation and city layout where data was recorded is also an important factor. Figure 1 : Qualitative comparison of cross-domain object detection trained without and with our adaptation strategy. During training, we align domain-dependent feature distributions by considering examples from a labeled source and an unlabeled target domain. We observe that our domain-adaptive object detector achieves a higher accuracy and a much higher recall for target domain examples. Cars, cyclists and pedestrians are depicted in green, yellow-green and yellow, respectively. The ego vehicle (blue) is depicted in the center.
In this paper, we propose an approach of domain-adaptive object detection for top-view multi-layer grid maps which mitigates a performance deterioration due to the domain gap caused by custom sensor setups. We first present a real-time capable single-stage object detector for grid maps based on RetinaNet [4] . We then extend the detector with image-and instance-level domain classifiers at different feature pyramid levels and apply an adversarial loss which enforces intermediate feature representations to be domain-invariant. Our hypothesis is that the resulting object detector shows improved performance on target domain examples.
After presenting recent work on object detectors and domain adaptation strategies we compare two different benchmarks used in this paper towards their domain gap in Sec. II. We then present our object detector and highlight structural changes and principles in order to train it in an adversarial manner for domain adaptation (Sec. III). The training details including loss function and hyperparameters are presented in Sec. IV. We provide quantitative evaluation results and an ablation study in Sec. V and show qualitative results when our object detector is applied to data recorded from our own experimental vehicle. Finally, we conclude our findings and highlight future work in Sec. VI.
II. RELATED WORK

A. Object Detection
In the last years many object detection models have been proposed which can be divided into two families, two-stage detectors such as Faster-RCNN [5] and single-stage detectors such as SSD [6] . Single-stage detectors do not need an additional region-proposal network and are usually faster while still achieving sufficiently good performance. RetinaNet [4] uses a Feature Pyramid Network (FPN) [7] as feature extractor which combines different pyramid levels by combining top-down and bottom-up feature extraction, significantly improving the detection of small objects.
Object detection research in automated driving focuses mostly on 3D or top-view detection of other traffic participants. The top-view representation projects 3D measurements onto a common ground surface, hence 2D convolutions can be applied which improve the computation efficiency. For instance, TopNet [8] , Complex-YOLO [9] and BirdNet [10] preprocess range measurements by projecting them onto a topview ground plane. PIXOR [11] and HDNET [12] compute occupancy features at different heights from lidar point sets which minimize the information loss due to ground surface projection. PointPillars [13] proposes a fast encoding of lowlevel point set features along pillars to create a top-view feature representation. In this work, we use grid maps as environment representation which are generated using fixed hand-crafted features, however, we stress that our method can also be applied to structurally different models.
B. Domain Adaptation
Many domain adaptation approaches are based on generative adversarial networks (GANs) [14] , e.g. image-to-image translation [15] and CycleGAN [16] . A GAN consists of a feature generator, a discriminator to distinguish these features and an adversarial loss which enforces the generator to produce indistinguishable features. Research on domain-adaptive object detection mostly focuses on aligning the intermediate feature distributions using adversarial methods. Based on the fundamentals introduced in [17] , [18] measures the H∆Hdivergence as domain discrepancy using a classifier. By flipping the sign of gradients from the domain classifier branch, the feature extractor is trained in an adversarial manner to maximize the domain classification loss. This method reduces the domain discrepancy, resulting in domain-invariant features. Ganin et al. efficiently implemented their approach in a gradient reversal layer(GRL).
Chen et al. [19] employ domain classifiers on imageand instance-level features in Faster R-CNN as well as a consistency regularization. Other approaches for unsupervised domain-adaptive object detection are also built on Faster R-CNN, e.g. Strong-Weak [20] and Stacked Complementary Losses (SCL) [21] .
C. Benchmarks and Data Sets 1) KITTI Bird's Eye View Benchmark:
The KITTI Bird's Eye View Evaluation 2017 [1] is a benchmark for object detection from top-view images which consists of 7481 train and 7518 test examples collected in southwest Germany. In addition to camera images, lidar measurements and sensor calibration are available. Train and test set include 80,256 labeled objects which are represented by one of eight semantic classes and seven 3D bounding box parameters. The benchmark evaluates the object classes car, pedestrian and cyclist separately. During evaluation, the average precision at 40 recall positions is computed and referred to as average precision (AP). Object detections are considered positive matches if the Intersection-over-union (IoU) threshold is larger than 70% for cars and 50% for cyclists and pedestrians.
2) nuScenes: The nuScenes data set [3] consists of 1000 driving scenes with a duration of 20 seconds, collected in Boston and Singapore. The data set includes approximately 1.4M camera images, 390k LIDAR sweeps, 1.4M RADAR sweeps and 1.4M labeled 3D bounding boxes from 40k key frames. The 3D object detection benchmark considers ten different object classes, e.g. truck, car, motorcycle, bicycle or pedestrian.
In contrast to KITTI, nuScenes uses the 2D center distance in the top-view plane instead of the box IoU to define a box match. Object classifications can be evaluated classindependent by calculating the AP and true positive metrics such as the average translation error (ASE) or the average scale error (ASE). The mean average precision (mAP) is calculated by averaging over the AP within a distance threshold of {0.5, 1, 2, 4} meters.
3) Comparison: Tab. I briefly summarizes the differences between the KITTI and nuScenes data set. In comparison to KITTI, nuScenes has 7 times more annotations. We also observe a domain gap in the distribution of different object classes and in the resulting grid maps. Figure 2 : System overview of our single stage object detector with hierarchical image-and instance-level domain adaptation, following [19] . The image-level domain classifiers are attached to FPN feature maps at different pyramid levels. The instance-level domain classifier belongs to the detection header. All classifiers have identical structure.
extractor, detection head and domain classifier. The first two parts correspond to a single-stage object detector whereas the adversarial domain classifier is only applied during training.
A. Single Stage Detector
Our object detector follows RetinaNet [4] with modifications designed for top-view grid maps as input. Following previous work [8] , [22] , we use five grid cell features: We process the different grid cell features separately by applying depth-wise separable convolutions in the first layer. As feature extractor we adapt a ResNet50 [23] with reduced filter sizes. Small objects in grid maps complicate the target assignment between anchors and ground truth boxes, leading to bad classification performance. To mitigate this problem, we reduce the amount of downsampling operations by using only the pyramid feature maps P 1 , P 2 , P 3 , P 4 . A shared-weight detection head handles both classification and box regression tasks on all pyramid levels. Following the encoding discussed in [8] , we encode a rotated bounding box x c , y c , w, h, θ by the six parameters
with respect to the anchor parameters x a , y a , w a , h a . Based on the average object size in the real world [8] , we define the basis anchor sizes 8 2 , 16 2 , 32 2 , 64 2 on different pyramid levels. We use the three aspect ratios (1 : 2), (1 : 1), (2 : 1) and two anchor scales 2 0 , 2 1/2 at each pyramid level.
B. Domain Adaptation Strategy
We aim to extract domain-invariant features that are still well-suited for object detection. Therefore, we adapt the approach of Chen et al. [19] who distinguish between imageand instance-level domain adaptation. Our domain classifiers consist of two convolutional layers, producing one output followed by a sigmoid activation for every image patch. Following previous work [19] , [20] , [21] , we attach imagelevel domain classifiers to different pyramid levels of the FPN to tackle the image-level domain discrepancy between different range sensor types and setups. By placing a GRL [18] between feature extractor and domain classifier we aim to optimize the classifier parameters to minimize the domain classification loss while simultaneously optimizing the feature extractor parameters to maximize the domain classification loss.
The instance-level domain shift can be caused by different object appearances or traffic scenarios. We employ an instancelevel domain classifier by concatenating classification and regression features as these subnets do not share weights. Similar to the image-level, instance-level domain classifiers output domain classification maps of input patch size. Note that there is only one instance-level domain adaptation block as the detection heads share weights across all pyramid levels.
IV. TRAINING
A. Training Objective
Our objective
is to find feature extractor parameters F * and object detection head parameters H * that minimize the object detection L det loss but maximize the domain adaptation loss L DA . Conversely, we aim to find discriminator parameters D * that minimize L DA . Here, λ 1 is a weighting factor between both loss terms and set to λ 1 = 0.5 for all experiments.
The detection loss is only optimized by source domain training examples and ignored for target domain examples. The domain classifier then can be seen as an adversarial discriminator that minimizes the domain classification loss while object detection model parameters maximize it. After training, the object detection feature distributions should be aligned across domains, i.e. the feature extractor yields similar features for different domains.
The object detection loss
is a linear combination of the classification loss L cls implemented as focal loss [4] and a robust box regression loss L box implemented as smooth L 1 -loss. Here, N pos denotes the number of positive matches. Throughout all experiments we set λ 2 = 1 and γ = 2.
We use d i as domain label for the i-th training example, where d i = 0 for a source domain example and d i = 1 for a target domain example. We denote the patch-based domain classification of the i-th training example at the lth pyramid level as p
, where (u, v) indicates the pixel of the corresponding feature map. Then, the cross-entropy loss
denotes the image-or instance-level loss normalized by the number of examples N and the feature dimension H l , W l at lth pyramid level. Following [19] , we also adopt a consistency regularization term that forces both levels to output similar features. At pyramid level l, the consistency loss
resembles the L 2 -norm of two patches. The final domain adaptation loss
cons averages image-, instance-level and consistency loss across L pyramid levels.
B. Implementation Details
All our models are trained in an adversarial fashion with SGD by using a gradient reversal layer [18] . We first train a standard object detection model using only source domain data and then fine-tune it by training with target domain examples and domain adaptation loss terms. The domain adaptive object detector is trained with an initial learning rate of 10 −4 for the first 60k steps and reduced to 10 −5 for the next 20k steps. We use the momentum of 0.9 and a weight decay of 10 −4 . Due to memory limitations we use a batch size of 4 where every batch consists of two training examples each from source and target domain.
V. EVALUATION
We call the process of adapting a model trained from labeled source domain examples to an unlabeled target domain as source domain to target domain. We evaluate our three scenarios nuScenes to KITTI, KITTI to nuScenes and KITTI to our custom data set. During inference, our object detection models have the same number of parameters and an inference time of 52ms on a NVIDIA GeForce RTX 2080Ti.
A. nuScenes to KITTI
Out of the ten object classes in nuScenes, only the classes car, pedestrian and cyclist are considered in KITTI. Due to the difficulty of detecting extremely small objects in grid maps, we evaluate the AP for the car class at an IoU threshold of 0.5 for the three difficulties Easy(E), Moderate(M) and Hard(H). Tab. II compares quantitative object detection results for the KITTI validation set for different model configurations. We additionally provide the results of a model trained on the KITTI training set as an upper bound of AP. Compared to the baseline, our domain-adaptive model with image-and instance-level domain-adaptation and consistency regularization yields the highest improvements, achieving an absolute performance gain of 4% for Moderate and 9.8% for Easy difficulty.
Overall, there is a performance gap between our best model and the model trained on KITTI which is depicted for different IoUs in Fig. 3 . We observe that the AP of our domainadaptive model decreases towards the baseline model AP for increasing IoU thresholds. This indicates that the precision of box regression does not benefit as much from domainadaptation. However, domain adaptation increases the recall compared to our baseline which is depicted in Fig. 4 . Fig. 5 depicts qualitative object detection results with and without domain adaptation compared to ground truth. We observe that car can be detected in the adapted model which are missed in the baseline. 
B. KITTI to nuScenes
In our experiments, we only consider the mAP, ATE and ASE (see Sec. II-C) for evaluation. We do not report the Average Orientation Error (AOE) because our box encoding does not distinguish between forward and backward orientation, whereas nuScenes considers the orientation between 0 and 2π.
Tab. III depicts the quantitative object detection results. We observe that the image-level domain adaptation alone yields better results than only instance-level domain adaptation. As for the experiments nuScenes to KITTI, we observe the best results for all components enabled. However, we observe a high absolute performance gap of 22.4% between our domain adaptive object detector and the model trained on nuScenes. The reason might be the high data set variability, i.e. unexpected scenarios, which cannot be considered as domain gap. Also, there is no significant improvement in ATE and ASE compared to the baseline.
C. KITTI to Custom Setup
The custom data set is collected by our experimental vehicle which carries four Velodyne VLP-16 at different mounting positions. The grid maps are generated by fusing range measurements within a time interval of 50ms and then transformed into one common vehicle frame. This leads to slightly misaligned observations, depending on the velocity difference between vehicle and other traffic participants or static environment. These misalignments usually deteriorate the object detection performance, especially the recall of small objects. Additionally, the performance is negatively influenced by the different sensor setup. Tab. IV compares object detectors trained on KITTI with and without custom sensor setup adaptation. We observe a much higher recall and a slight improvement in box regression accuracy when the object detector is trained with all domain adaptation components.
VI. CONCLUSION
We presented our approach to adapt single shot FPN object detectors for grid maps to a custom sensor setup using image-and instance-level domain adaptation. Our quantitative experiments with the nuScenes and KITTI benchmarks show an increased recall and a slight improvement in precision for our domain-adaptive object detector.
In the future, we hope to increase model generalization by extending our approach to one target and multiple source domains. Also, to reduce the additionally needed model capacity when trained on two domains, we would like to use separate translation units for each domain. During model deployment we can then pick only the relevant translation unit and save memory and computation time. Table IV : Qualitative results before and after domain adaptation on three scenarios from a custom data set. Cars, cyclists and pedestrians are depicted in green, yellow-green and yellow, respectively. We observe that the adapted model yields a higher recall and a slightly higher box regression accuracy.
