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1 Introduction
In this paper, we build upon previous work concerning inequalities characterizing Sturmian and episturmian
words – see [19, 29, 30, 14, 16]. First let us recall from [29] the following notion relating to lexicographic
order. Let A be a totally ordered ﬁnite alphabet consisting of at least two letters. To any inﬁnite word x over
A, we can associate two inﬁnite words min(x) and max(x) such that any preﬁx of min(x) (resp. max(x)) is
the lexicographically smallest (resp. greatest) amongst the factors of x of the same length. More precisely, if
we denote by min(x|k) (resp. max(x|k)) the lexicographically smallest (resp. greatest) factor of x of length
k for the given order, then min(x|k) and max(x|k) are clearly preﬁxes of the respective words min(x|k + 1)
and max(x|k + 1). So we can deﬁne, by taking limits, the following two inﬁnite words
min(x) = lim
k→∞
min(x|k) and max(x) = lim
k→∞
max(x|k).
An important point here is that, for any aperiodic inﬁnite word x which is uniformly recurrent, min(x) is
an inﬁnite Lyndon word, i.e., it is (strictly) lexicographically smaller than all of its proper suﬃxes for the
given order on A.
In 2003, Pirillo [28] (also see [29]) proved that, for inﬁnite words s on a 2-letter alphabet {a,b} with
a < b, the inequality as ≤ min(s) ≤ max(s) ≤ bs characterizes standard Sturmian words (aperiodic and
periodic). Equivalently, an inﬁnite sequence s = (sn)n≥0 over {a,b} is standard Sturmian if and only if
as ≤ T
k(s) ≤ bs, for all k ≥ 0, (1.1)
where Tk is the k-th iterate of the shift map: Tk((sn)n≥0) = (sn+k)n≥0 (cf. our analogue for episturmian
sequences – Corollary 3.2). Actually, this result was known much earlier, dating back to the work of
P. Veerman [38, 39] in the mid 80’s. Since that time, these ‘Sturmian inequalities’ have been rediscovered
numerous times under diﬀerent guises, as discussed in our survey paper [4].
In the case of an arbitrary ﬁnite alphabet A, Pirillo [29] generalized the above inequalities by proving
that an inﬁnite word s over A is standard episturmian (or epistandard for short) if and only if, for any
lexicographic order, we have
as ≤ min(s) where a = min(A). (1.2)
Moreover, s is a strict epistandard word (i.e., a standard Arnoux-Rauzy sequence [7, 37]) if and only if (1.2)
holds with strict equality for any order [19]. In a similar spirit, Glen, Justin, and Pirillo [16] recently proved
the following characterization of all episturmian words.
Proposition 1.1. [16] A recurrent inﬁnite word t over A is episturmian if and only if there exists an inﬁnite
word s such that, for any lexicographic order, we have as ≤ min(t) where a = min(A).
From the proof of the above result, it is not immediately clear what form is taken by the inﬁnite word s,
if it exists. We now prove further (in Section 3) that s is in fact the ‘unique’ epistandard word with the same
set of factors as t, i.e., the corresponding epistandard word in the shift orbit closure of t (see Section 2).
As the title of this paper suggests, these results have a connection with quasiperiodicity. What exactly?
Well, roughly speaking, an inﬁnite word x is quasiperiodic if there exists a ﬁnite word u such that the
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1occurrences of u in x entirely cover x, i.e., every position of x falls within some occurrence of u in x (e.g.,
see Marcus [26]).
At ﬁrst glance, it would seem that most, if not all, (epi)sturmian words are quasiperiodic. Certainly, one
would be quick to draw this conclusion if only epistandard words were considered, since all such words are
quasiperiodic (see Theorem 4.5). But, alas, Lev´ e and Richomme [22] have shown via an explicit example
that not every Sturmian word is quasiperiodic. Of course, a tempting question to ask is then: “Which
(epi)sturmian words are not quasiperiodic?” Recently, in [23], the same two authors answered this question
(which was ﬁrst posed by Marcus [26]) for Sturmian words, by characterizing those that are not quasiperiodic.
Speciﬁcally, they proved that an (aperiodic) Sturmian word is not quasiperiodic if and only if it can be
decomposed inﬁnitely over the set of morphisms {ψa, ¯ ψb} or {ψb, ¯ ψa} (deﬁned in Section 2.1). Furthermore,
a Sturmian word is not quasiperiodic if and only if it is an inﬁnite Lyndon word for the given order on {a,b}
(a < b or b < a). Of particular interest here is the following consequence: a Sturmian word is an inﬁnite
Lyndon word if and only if it can be inﬁnitely decomposed over {ψa, ¯ ψb} for a < b, or {ψb, ¯ ψa} for b < a.
Here we prove that an A-strict episturmian word t is an inﬁnite Lyndon word if and only if t = as where
a = min(A) for the given order on A and s is an (aperiodic) A-strict epistandard word (see Theorem 3.6).
This theorem follows quite simply from our reﬁnement of Proposition 1.1 in Section 3. It easily follows, too,
that an A-strict episturmian word is an inﬁnite Lyndon word if and only if it is inﬁnitely decomposable over
{ψa, ¯ ψx | x ∈ A \ {a}}, where a = min(A) for the given order on A (see Theorem 3.8). In light of these
latter results and those of Lev´ e and Richomme [23] for Sturmian words, it is natural to conjecture that the
non-quasiperiodic episturmian words are precisely those that are inﬁnite Lyndon words. This assertion is
not correct; in fact, it is rather far from the truth, as we show in Section 4. Speciﬁcally, we prove that
an episturmian word is not quasiperiodic if it is directed by a regular wavy word (see Theorem 4.21). This
shows that there is a much wider class of episturmian words that are not quasiperiodic, besides those that
are inﬁnite Lyndon words. From these results and others in Section 4, we establish a characterization of
the (non)-quasiperiodic episturmian words in terms of their directive words (Theorems 4.24–4.25). Whereas
Sturmian morphisms were the main tool used in [23], we take a diﬀerent approach by using the notion of
return words to obtain an equivalent deﬁnition of quasiperiodicity (see Theorem 4.2). This allows us to
completely describe all of the quasiperiods of an epistandard word. Directive words also play a key role in
our study of quasiperiodicity.
Lastly, in Section 5, we use our main result on episturmian Lyndon words (Theorem 3.6), together with
a result of W. Parry [27], to prove a simple characterization of so-called self-episturmian numbers.
Note. In these present proceedings of the Words ‘07 conference, F. Lev´ e and G. Richomme establish an-
other characterization of the quasiperiodic episturmian words using morphic decompositions. They also
characterize the epistandard morphisms that are strongly quasiperiodic.
1.1 Notation & terminology
Let A be an arbitrary ﬁnite alphabet. For any ﬁnite or inﬁnite word w over A, F(w) denotes the set of
all its factors, and Fn(w) denotes the set of all factors of w of length n ∈ N (where |w| ≥ n for w ﬁnite).
Moreover, the alphabet of w is Alph(w) := F(w) ∩ A and, if w is inﬁnite, we denote by Ult(w) the set of
all letters occurring inﬁnitely often in w. Any two inﬁnite words x, y ∈ Aω are said to be equivalent if
F(x) = F(y). The empty word is denoted by ε. For other basic notions and concepts in combinatorics on
words, the reader may wish to consult Lothaire [24, 25] for example.
2 Facts about episturmian words
An interesting natural generalization of the aperiodic Sturmian words (e.g., see [25, Chapter 2]) to a ﬁnite
alphabet is the family of Arnoux-Rauzy sequences, the study of which began in [7] (also see [19, 37] for exam-
ple). More recently, a slightly wider class of inﬁnite words, aptly called episturmian words, was introduced
by Droubay, Justin, and Pirillo [11] (also see [13, 18, 20, 21] for instance). In this section, we recall some
basic deﬁnitions and properties relating to episturmian words which are needed later in the paper. For the
most part, we follow the notation and terminology of [11, 18, 20, 16].
Deﬁnition 2.1. [18] An inﬁnite word t ∈ Aω is episturmian if F(t) is closed under reversal and t has
at most one right (or equivalently left) special factor of each length. Moreover, an episturmian word is
standard if all of its left special factors are preﬁxes of it.
This deﬁnition gives the aperiodic, as well as periodic, Sturmian words when |A| = 2.
2Note. Hereafter, we refer to a standard episturmian word as an epistandard word, for simplicity.
Epistandard words were characterized in [11, 18] using the concept of the palindromic right-closure w(+)
of a ﬁnite word w, which is the (unique) shortest palindrome having w as a preﬁx (see [10]). That is,
w(+) = wv−1 e w where v is the longest palindromic suﬃx of w.
Proposition 2.2. [11] An inﬁnite word s ∈ Aω is epistandard if and only if there exists an inﬁnite word
∆ = x1x2x3 ... (xi ∈ A), called the directive word of s, such that s = limn→∞ un, with
u1 = ε, ui+1 = (uixi)(+), for all i ≥ 1. (2.1)
Note. ∆ uniquely determines the epistandard word s.
This characterization extends to the case of an arbitrary ﬁnite alphabet a construction given in [10] for
all standard Sturmian words. An important point is that an epistandard word can be constructed as a limit
of an inﬁnite sequence of palindromes (ui)i≥0, which are exactly its palindromic preﬁxes (by construction).
2.1 Episturmian morphisms
Let a ∈ A and denote by ψa, ¯ ψa the morphisms on A deﬁned by
ψa :
￿
a  → a
x  → ax , ¯ ψa :
￿
a  → a
x  → xa for all x ∈ A \ {a}.
Together with the permutations of the alphabet, all of the morphisms ψa, ¯ ψa generate by composition the
monoid of episturmian morphisms [11, 18]. The monoid of epistandard morphisms [34] is generated by all the
ψa and permutations on A. Further, the submonoid of pure episturmian morphisms (resp. pure epistandard
morphisms) is generated by the ψa and ¯ ψa only (resp. ψa only).
2.1.1 Relation with episturmian words
Let ¯ A = {¯ x | x ∈ A}. A letter ¯ x is considered to be x with spin 1, whilst x itself has spin 0. An inﬁnite
spinned word is an element of (A ∪ ¯ A)ω. When the spins are not explicitly given, we write such an inﬁnite
word in the form ˘ x1˘ x2˘ x3    , where ˘ xi = xi if xi has spin 0, or ˘ xi = ¯ xi if xi has spin 1.
In terms of episturmian morphisms, Justin and Prillo [18] proved the following insightful characterization
of episturmian words, which shows that any episturmian word can be inﬁnitely decomposed over the pure
episturmian morphisms ψx, ¯ ψx (x ∈ A).
Proposition 2.3. [18] An inﬁnite word t ∈ Aω is episturmian if and only if there exists an inﬁnite spinned
directive word ˘ ∆ = ˘ x1˘ x2     (xi ∈ A) and an inﬁnite sequence (t(i))i≥0 of recurrent inﬁnite words such that
t(0) = t and t(i−1) = ψxi(t(i)) or t(i−1) = ¯ ψxi(t(i)), for all i > 0,
according to the spin 0 or 1 of ˘ xi, respectively. Moreover, each t(i) is an episturmian word directed by
Ti(˘ ∆) = ˘ xi+1˘ xi+2     and is equivalent to the (unique) epistandard word s(i) directed by xi+1xi+2    .
Remark 2.4. For any episturmian word t and spinned inﬁnite word ˘ ∆ satisfying the conditions of the above
theorem, we say that ˘ ∆ is a spinned directive word for t or t is directed by ˘ ∆. In general, a spinned word
directing an episturmian word is not unique (see [18, 20] or §4.3.1). For example, the Tribonacci word is
directed by (abc)ω and also (abc)n¯ a¯ b¯ c(a¯ b¯ c)ω for each n ≥ 0, as well as inﬁnitely many other spinned words.
Notation. From now on, unless stated otherwise, the notation ∆ = x1x2x3     (xi ∈ A) will remain for
epistandard s, and any equivalent episturmian word t with spinned directive word ˘ ∆ = ˘ x1˘ x2˘ x3    .
2.1.2 Notation for pure episturmian morphisms
To a ﬁnite word w = x1x2    xn (xi ∈ A), we associate the pure epistandard morphism µw := ψx1ψx2    ψxn.
When considering a spinned version ˘ w = ˘ x1˘ x2     ˘ xn of w, the corresponding pure episturmian morphism µ ˘ w
is obtained from µw by replacing ψxi by ¯ ψxi when ˘ xi = ¯ xi (spin 1). In particular, µx = ψx and µ¯ x = ¯ ψx.
We write µn = µw and ˘ µn = µ ˘ w, and deﬁne µ0 = ˘ µ0 = Id. Viewing w = x1x2    xn as a preﬁx of the
directive word ∆, it is clear from Proposition 2.3 that the words hn−1 := µn−1(xn), n ≥ 1, are preﬁxes of
the epistandard word s. For the palindromic preﬁxes (ui)i≥1 given by (2.1), we have the following useful
formula [18]
ui+1 = hi−1ui for i > 0. (2.2)
32.1.3 Strictness
An epistandard word s ∈ Aω, or any equivalent (episturmian) word t, is said to be B-strict (or k-strict if
|B| = k, or strict if B is understood) if Alph(∆) = Ult(∆) = B ⊆ A. That is, an episturmian word is strict
if every letter in its alphabet occurs inﬁnitely often in its directive word. The k-strict episturmian words
are exactly the k-letter Arnoux-Rauzy sequences. In particular, the 2-strict episturmian words correspond
to the (aperiodic) Sturmian words.
Note. An episturmian word is periodic if and only if |Ult(∆)| = 1 (see [18, Proposition 2.9]). More precisely,
a periodic episturmian word takes the form (µ ˘ w(x))ω for some ﬁnite spinned word ˘ w and letter x.
2.2 Episturmian orbits
The shift orbit of an inﬁnite word x ∈ Aω is the set O(x) = {Ti(x) | i ≥ 0} and its closure is given by
O(x) =
n
y ∈ Aω | Pref(y) ⊆
S
i≥0 Pref(Ti(x))
o
, where Pref(w) denotes the set of preﬁxes of a ﬁnite or
inﬁnite word w. Here, we use the phrase episturmian orbit to refer to the shift orbit closure O(t) of an
episturmian word t (cf. [37]). Any inﬁnite word x in O(t) is equivalent to t in the sense that x has the same
set of factors as t. Certainly, for each n, we have Fn(O(t)) = Fn(t) since the uniform recurrence property
[11] of episturmian words implies that Fn(x) = Fn(t) for each x ∈ O(t). In other words, an episturmian
orbit O(t) is a minimal dynamical system (e.g., see [31]) as it contains all of the episturmian words with the
same set of factors.
By Proposition 2.3, any episturmian word t directed by a spinned word of the form ˘ ∆ = ˘ x1˘ x2˘ x3     is
equivalent to the unique epistandard word s directed by ∆ = x1x2x3    . In particular, every aperiodic epis-
turmian orbit O(t) contains a unique epistandard word s, which can be viewed as the (unique) accumulation
point of the set of all left special factors of t (by Proposition 2.2). As the directive word ∆ completely deter-
mines the aperiodic epistandard word s, and hence the set of factors F(O(s)) = F(O(t)), any two aperiodic
episturmian orbits O(t), O(t′), with respective directive words ˘ ∆t, ˘ ∆t′, are equal if and only if ∆t = ∆t′
(all spins 0). On the other hand, a periodic episturmian orbit does not contain a unique epistandard word,
but rather two epistandard words, s1 and s2 say. For example, consider s1 = (bcba)ω directed by ∆1 = bcaω
and s2 = (babc)ω directed by ∆2 = bacω. Both are epistandard words with the same set of factors, and
hence they are in the same episturmian orbit.
Remark 2.5. Given any episturmian word t directed by ˘ ∆, we can associate to its (aperiodic or periodic)
episturmian orbit O(t) a unique epistandard word s, which is the one directed by ∆. We often use this fact
implicitly in what follows.
We prove the following important theorem which is useful for establishing our main results in Sections 3–4.
Theorem 2.6. Suppose s is an epistandard word directed by ∆ and let a be a letter. Then as is an
episturmian word if and only if a ∈ Ult(∆). Moreover, as is the (unique) episturmian word in O(s) directed
by ¯ ∆a which is ∆ with all spins 1 except when xi = a.
Notation. Hereafter, we continue to denote by ¯ ∆a the directive word of as, with the assumption that
a ∈ Ult(∆) (otherwise as is not episturmian, by Theorem 2.6).
3 Extremal properties of episturmian words
3.1 A reﬁnement of Proposition 1.1
Theorem 3.1. For any recurrent inﬁnite word t ∈ Aω, the following properties are equivalent.
i) t is an episturmian word directed by ˘ ∆.
ii) There exists an inﬁnite word x such that, for any lexicographic order, we have ax ≤ min(t) where
a = min(A).
Moreover, x is the (unique) epistandard word in O(t) directed by ∆, with the property that ax = min(t) if
and only if a = min(A) belongs to Ult(∆).
From Theorem 3.1, we quite easily deduce the following corollary, which is an analogue of the Stur-
mian inequalities (1.1) given in the introduction. We state only the fact that ‘episturmianicity’ implies the
inequalities, as it is suﬃcient for our purposes. Obviously the converse holds too (by Theorem 3.1).
4Corollary 3.2. Suppose t ∈ Aω is an episturmian word directed by ˘ ∆ and s is the unique epistandard
word in O(t) with directive word ∆. Then, for any lexicographic order, as ≤ Tk(t) (resp. Tk(t) ≤ bs)
for all k ≥ 0, where a = min(A) (resp. b = max(A)). Moreover, s has the property that as = infk Tk(t)
(resp. bs = supk Tk(t)) if and only if a = min(A) (resp. b = max(A)) belongs to Ult(∆).
Remark 3.3. A noteworthy fact is that an episturmian orbit O(t) is ‘dominated’ by bs for any order such
that b = max(A) belongs to Ult(∆).
3.2 Episturmian Lyndon words
From the preceding results, we easily obtain the following characterization of the strict episturmian words
that are inﬁnite Lyndon words (see Theorem 3.6 below). We also characterize the strict episturmian Lyndon
words via morphisms.
Let us ﬁrst recall that a non-empty ﬁnite word w over A is a Lyndon word if it is lexicographically smaller
than all of its proper suﬃxes for the given order < on A. Equivalently, w is the lexicographically smallest
word in its conjugacy class; that is, w < vu for all non-empty words u, v such that w = uv. The ﬁrst of
these deﬁnitions extends to inﬁnite words: an inﬁnite word over A is an inﬁnite Lyndon word if and only
if it is (strictly) lexicographically smaller than all of its proper suﬃxes for the given order on A. Note that
any periodic inﬁnite word, say x = vω (v ∈ A+), cannot be an inﬁnite Lyndon word. Indeed, even if v is
itself a ﬁnite Lyndon word, x is lexicographically smaller than or equal to all of its proper suﬃxes, but not
strictly smaller, since Tm|v|(x) = x for all m ≥ 1.
Note. In this section, we assume that |A| ≥ 2 since on a 1-letter alphabet there are no inﬁnite Lyndon words.
Remark 3.4. From now on, when we refer to an aperiodic episturmian word t, it is important to remember
that this means |Ult(∆)| ≥ 2.
Proposition 3.5. Suppose t = as where a = min(A) for the given order on A = Alph(t) and s is an
aperiodic epistandard word with a ∈ Ult(∆). Then t is an episturmian Lyndon word.
Theorem 3.6. An A-strict episturmian word t is an inﬁnite Lyndon word if and only if t = as where
a = min(A) for the given order on A and s is an (aperiodic) A-strict epistandard word.
Given an A-strict epistandard word s, Theorem 3.6 shows that there exist exactly |A| ≥ 2 inﬁnite Lyndon
words that are equivalent to s. That is, for any order with min(A) = a, O(s) contains a unique inﬁnite
Lyndon word beginning with a, namely as. By Theorem 2.6, as is the episturmian word directed by ¯ ∆a
which is ∆ with all spins 1, except when xi = a. In particular, the following result is readily deduced from
Theorems 2.6 and 3.6.
Corollary 3.7. An A-strict episturmian word t is an inﬁnite Lyndon word if and only if t is directed by
¯ ∆a where a = min(A) for the given order on A.
Theorem 3.8. An A-strict episturmian word t is an inﬁnite Lyndon word if and only if it can be inﬁnitely
decomposed over {ψa, ¯ ψx | x ∈ A \ {a}} where a = min(A) for the given order on A.
Note. Episturmian morphisms that preserve ﬁnite and inﬁnite Lyndon words were characterized in [35, 36].
4 Quasiperiodicity
We take from [23] the deﬁnitions of ﬁnite and inﬁnite quasiperiodic words, as follows (also see [26]). A ﬁnite
word u covers another ﬁnite word w  = u if for every i ∈ {1,...,|w|}, there exists j ∈ {1,...,|u|} such that
there is an occurrence of u starting a position i − j + 1 in the word w. We say that u is a quasiperiod of
w, and that w is u-quasiperiodic, or simply quasiperiodic. That is, a ﬁnite word w is quasiperiodic if there
exists a word u  = w such that the occurrences of u in w entirely cover w, i.e., every position of w falls within
some occurrence of u in w. For example, the ﬁnite word ababa is aba-quasiperiodic. (See [6] and also [5] for
a brief survey of quasiperiodicity in ‘strings’.) Similarly, an inﬁnite word x is quasiperiodic if there exists a
ﬁnite word u such that the occurrences of u in x entirely cover x. Or, more precisely, x is quasiperiodic if
there exist a ﬁnite word u and words (pn)n≥0 such that p0 = ε, |pn| < |pn+1|−|pn| ≤ |u|, and pnu is a preﬁx
of x for all n ≥ 0. As for ﬁnite words, we say that u covers x and that u is a quasiperiod of x. Necessarily,
any quasiperiod of a quasiperiodic word must be a preﬁx of it.
Recently, Lev´ e and Richomme [23] characterized the non-quasperiodic Sturmian words. The aim of this
section is to do the same for episturmian words. Our methods here are diﬀerent to those utilized in [23].
Instead of using (epi)sturmian morphisms as the main tool, we approach the problem by using the notion of
return words to give an equivalent deﬁnition of quasiperiodicity.
54.1 Return words & quasiperiodicity
We now recall the notion of a return word, which was introduced independently by Durand [12] and Holton-
Zamboni [17] when studying primitive substitutive sequences.
Deﬁnition 4.1. Let v be a recurrent factor of y ∈ Aω, starting at positions n1 < n2 < n3    . Then each
word ri = yniyni+1    yni+1−1 is called a return word to v in y.
That is, we deﬁne the set Rv(y) of return words to v to be the set of all distinct words beginning at
an occurrence of v and ending exactly before the next occurrence of v in y. Thus, a return word to v in y
is a non-empty factor r such that v is a preﬁx of rv and rv contains exactly two occurrences of v. We call
rv a complete return word of v [21]. Clearly, Rv(y) is ﬁnite for all v ∈ F(y) if and only if y is uniformly
recurrent. This is true for episturmian words since they are uniformly recurrent [11].
Note that a return word to v in y always has v as a preﬁx or is a preﬁx of v. In particular, observe
that a return word to v is not necessarily longer than v, in which case v has overlapping occurrences in y
(i.e., vz−1v ∈ F(y) is a complete return word of v for some non-empty word z). We say that v has adjacent
occurrences in y if vv is a factor of y. In this case, if v is primitive, then v is a return word to itself; otherwise,
the corresponding return word is the primitive root of v.
We prove the following equivalent deﬁnition of a quasiperiodic inﬁnite word in terms of return words.
Theorem 4.2. An inﬁnite word x is quasiperiodic if and only if there exists a recurrent preﬁx w of x
such that all of the return words to w in x have length at most |w|, in which case w is a quasiperiod of x.
Moreover, the shortest such preﬁx w is the smallest quasiperiod of x.
Remark 4.3. A noteworthy fact is that a quasiperiodic inﬁnite word is not necessarily recurrent [26],
although it must have a preﬁx that is recurrent in it.
4.2 Quasiperiodic episturmian words
4.2.1 Quasiperiods
In this section, we extend Lemma 6.3 in [22] by showing that any epistandard word s is quasiperiodic. Even
further, we completely describe all of the quasiperiods. The following proposition is useful.
Proposition 4.4 (Justin-Vuillon [21]). Let s be an epistandard word and v ∈ F(s). If un+1 is the shortest
palindromic preﬁx of s containing v with un+1 = fvg, then the return words to v are given by f−1µn(x)f
where x ∈ Alph(xn+1xn+2    ). Moreover, the corresponding complete return words of v are the words
f−1(un+1x)(+)g−1.
As in [21, 18], let us deﬁne P(i) = sup{j < i | xj = xi} if this number exists, undeﬁned otherwise.
Then, by the deﬁnitions of palindromic closure and the palindromes (ui)i≥1, it follows that un+1 = unxnun
(whence µn−1(xn) = unxn) if xn does not occur in un, and un+1 = unu
−1
P(n)un (whence µn−1(xn) = unu
−1
P(n))
if xn occurs in un. Therefore, the length of the longest return word rn+1 to un+1 in s is given by
|rn+1| =
(
|un+1| + 1 if some x ∈ Alph(s) does not occur in un+1,
|un+1| − |up| otherwise,
where p = inf{P(i) | i ≥ n + 1} (also see [21, Lemma 5.6]).
Now, let m be minimal such that Alph(x1x2    xm) = Alph(s). Then um+1 = umxmum is the shortest
palindromic preﬁx of s such that Alph(um+1) = Alph(s). Observe that, for n < m, the length of the longest
return word to un+1 is |un+1| + 1. Thus, successive occurrences of un+1 in s are separated by at most one
letter; in particular, un+1xun+1 ∈ F(s) for each x ∈ Alph(s) \ Alph(un+1). On the other hand, for n ≥ m,
the length of the longest return word to un+1 is |rn+1| = |un+1| − |up| where p is deﬁned as above. Hence
|rn+1| ≤ |un+1|, and therefore successive occurrences of un+1 in s are either adjacent (i.e., unun ∈ F(s)) or
they overlap. So, in light of Theorem 4.2 and the preceding remarks, we have essentially proved:
Theorem 4.5. Any epistandard word s is quasiperiodic with smallest quasiperiod um+1u−1
p , where m is
minimal such that Alph(x1x2    xm) = Alph(s) and p = inf{P(i) | i ≥ m + 1}. Moreover, for all n ≥ m,
un+1 is a quasiperiod of s.
Remark 4.6. By equation (2.2), the smallest quasiperiod of s can be expressed as um+1u−1
p =
hm−1hm−2    hp−1. The length of this preﬁx is equal to that of the longest return word to um+1, which is
given by µm(x) for some x ∈ Alph(xm+1xm+2    ).
6Example 4.7. Consider the epistandard word directed by (abc)ω, namely the Tribonacci word (or Rauzy
word [32]): r = abacabaabacababacabaabacabacabaabaca   .
Observe that u4 = abacaba is the shortest palindromic preﬁx of r such that Alph(u4) = {a,b,c}. The
return words to u4 in r are given by µ3(x) = ψaψbψc(x) for each x ∈ {a,b,c}; explicitly: µ3(a) = abacaba,
µ3(b) = abacab, µ3(c) = abac. So we see that successive occurrences of u4 in r are either adjacent or overlap;
hence r is abacaba-quasiperiodic. In fact, u4u
−1
1 = µ3(a) = abacaba is the smallest quasiperiod of r.
In general, the k-bonacci word, directed by (a1a2    ak)ω, is quasiperiodic with smallest quasiperiod
uk+1. This fact was also observed in [22] by noting that the k-bonacci word is generated by the morphism
ϕk on {a1,a2,...,ak} deﬁned by ϕk(ai) = a1ai+1 for all i  = k, and ϕk(ak) = a1.
Even more, the following theorem completely describes all of the quaisperiods of an epistandard word.
Theorem 4.8. Suppose s is an epistandard word directed by ∆ = x1x2x3     and let m be minimal such
that Alph(x1x2    xm) = Alph(s). Then s is quasiperiodic and the set of all of its quasiperiods is given by
Q =
S
n≥m Qn where Qn = {un+1w−1 | w is a suﬃx of up where p = inf{P(j) | j ≥ n + 1}}.
4.2.2 Some lemmas
We now state several lemmas concerning quasiperiodic episturmian words. These are used in the next section
where we characterize the quasiperiodic episturmian words with respect to their directive words.
Lemma 4.9. An episturmian word t is quasiperiodic if it is directed by a spinned word ˘ ∆ = ˘ x1˘ x2˘ x3     with
all spins ultimately equal to 0.
The following fact about return words is an important one to keep in mind.
Lemma 4.10. Suppose s is an epistandard word and let t ∈ O(s). Then, for any factor v of s, Rv(s) =
Rv(t). That is, the return words to any factor v of an episturmian word t ∈ O(s) are the same as the return
words to v as a factor of s.
Lemma 4.11. An episturmian word t is quasiperiodic if it is directed by ˘ ∆ = v˘ y for some spinned inﬁnite
word ˘ y and v ∈ A+ such that Alph(v) = Alph(∆).
Deﬁnition 4.12. Suppose v is a recurrent factor of an inﬁnite word x such that all of its return words have
length at most |v|. Then any two successive occurrences of v in x are either adjacent or overlap each other,
and we say that v is a totally overlapping factor of x.
Note. If x ∈ Aω is a quasiperiodic, then the quasiperiods of x are precisely its totally overlapping preﬁxes.
The next lemma, which can be viewed as an analogue of Theorem 4.8, gives the set of all totally over-
lapping factors of any episturmian word t ∈ O(s).
Lemma 4.13. Suppose s is an epistandard word directed by ∆ = x1x2x3     and let m be minimal such that
Alph(x1x2    xm) = Alph(s). Then the set of all totally overlapping factors of s (and hence any episturmian
word t ∈ O(s)) is given by O =
S
n≥m On where
On = {v ∈ F(un+1) \ F(un) | |v| ≥ |un+1| − |up| where p = inf{P(j) | j ≥ n + 1}}.
Lemma 4.13 yields the following trivial characterization of the quasiperiodic episturmian words.
Corollary 4.14. An episturmian word t ∈ O(s) is quasiperiodic iﬀ some v ∈ O is a preﬁx of t.
4.3 Non-quasiperiodic episturmian words
As a consequence of Theorems 4.5-4.8, the problem of determining which episturmian words are not quasiperi-
odic now reduces to considering only the non-epistandard ones. Moreover, as any periodic inﬁnite word is
quasiperiodic [26, Proposition 1], we may also let aside the periodic episturmian words.
4.3.1 Regular wavy words
Following the terminology in [20], a spinned version ˘ ∆ of ∆ is said to be wavy if ˘ ∆ contains inﬁnitely many
spins 0 and 1. The opposite ˆ w of a ﬁnite or inﬁnite spinned word ˘ w is obtained from ˘ w be exchanging all
spins in ˘ w. If v ∈ A+, then its opposite ¯ v ∈ ¯ A+ has all spins 1.
7Remark 4.15. By Proposition 3.11 in [18], if a spinned version ˘ ∆ of ∆ has inﬁnitely many spins 0, then
˘ ∆ directs exactly one episturmian word. Accordingly, if ˘ ∆ is wavy or has all spins ultimately equal to 0,
then there exists a unique episturmian word t directed by ˘ ∆. Moreover, t begins with the left-most letter
in ∆ having spin 0 in ˘ ∆ (by properties of episturmian morphisms). On the other hand, if all spins of ˘ ∆ are
ultimately equal to 1, then there are exactly |Ult(∆)| episturmian words directed by ˘ ∆ and their ﬁrst letters
are those in Ult(∆).
We prove the following useful fact about directive words.
Lemma 4.16. Any episturmian word has a wavy directive word.
From Section 3.2, recall that the (unique) aperiodic episturmian word directed by ¯ ∆x (with x ∈ Ult(∆)
and |Ult(∆)| ≥ 2) is an inﬁnite Lyndon word for any order with x = min(A). As such, since any Lyndon
word is not quasiperiodic [23, Corollary 6.3], we see that ¯ ∆x directs a non-quasiperiodic episturmian word.
Such a wavy directive word is ‘regular’ in the sense of the following deﬁnition.
Deﬁnition 4.17. A spinned version ˘ w of a ﬁnite or inﬁnite word w is said to be regular if, for each letter
x ∈ Alph(w), all occurrences of ˘ x in ˘ w have the same spin (0 or 1).
For example, a¯ baa¯ c¯ b and (a¯ bc)ω are regular, whereas a¯ ba¯ a¯ cb and (a¯ b¯ a)ω are not regular. More generally,
∆, ¯ ∆x and their opposites are regular.
Example 4.18. If Alph(∆) = Ult(∆) = {a,b}, then the regular ‘spinned’ versions of ∆ are itself, its opposite
¯ ∆, and the wavy words ¯ ∆a and ¯ ∆b. The latter two regular wavy words direct the Sturmian Lyndon words
as and bs that are equivalent to the standard word s directed by ∆.
Remark 4.19. A regular wavy word ˘ ∆ necessarily has |Ult(∆)| ≥ 2; that is, there exist letters a, b ∈ Ult(∆),
a  = b, such that all spins of a (resp. b) in ˘ ∆ are 0 (resp. 1). Thus, any regular wavy word directs an aperiodic
episturmian word.
The relevance of regular wavy words is highlighted by the following lemma and theorem.
Lemma 4.20. If ˘ ∆ is a regular wavy word, then ˘ ∆ is the unique directive word for exactly one (aperiodic)
episturmian word.
Theorem 4.21. If an episturmian word t is directed by a regular wavy word, then t is not quasiperiodic.
Example 4.22. With ∆ = (abcd)ω, the regular wavy words ¯ ∆a, ¯ ∆b, ¯ ∆c, ¯ ∆d, (¯ a¯ bcd)ω, (¯ ab¯ cd)ω, (¯ abc¯ d)ω and
their opposites direct non-quasiperiodic episturmian words that are equivalent to the 4-bonacci word.
Theorem 4.21 shows that there is a much wider class of episturmian words that are not quasiperiodic,
besides those that are inﬁnite Lyndon words.
The following example shows that an ‘ultimately regular’ wavy word does not necessarily direct a non-
quasiperiodic episturmian word.
Example 4.23. Recall the Tribonacci word r from Example 4.7. Observe that the ultimately reg-
ular wavy word ˘ ∆ = aadbc¯ d(a¯ b¯ c)ω directs the quasiperiodic episturmian word µaadbc¯ d(ar), which has
smallest quasiperiod u6u
−1
2 = aadaabaadaacaadaabaada (the same as the epistandard word directed by
aadbcd(abc)ω). This example illustrates Lemma 4.11. However, if we remove d from the preﬁx of ˘ ∆, then
the ultimately regular wavy word aabc¯ d(a¯ b¯ c)ω directs the non-quasiperiodic episturmian word µaabc ¯ d(ar).
Notice that the preﬁx aabc (with all spins 0) of the latter directive word does not contain all of the letters
in its alphabet.
4.3.2 Characterizations
Theorem 4.24. An episturmian word is quasiperiodic if and only if it has a directive word of the form ˘ wv˘ y,
for some spinned inﬁnite word ˘ y and words w, v with Alph(v) = Alph(vy).
Finally, we state the announced characterization of the non-quasiperiodic episturmian words, which is
simply a reformulation of the above theorem.
Theorem 4.25. An episturmian word is not quasiperiodic if and only if it does not have a directive word
of the form ˘ wv˘ y, where ˘ y is a spinned inﬁnite word and w, v are words with Alph(v) = Alph(vy).
8Example 4.26. Let us demonstrate Theorems 4.24–4.25 using the ever-so popular Tribonacci word r.
By Theorem 3.6, we know that ar is an inﬁnite Lyndon word, and hence is not quasiperiodic; nor is the
‘ultimately Lyndon’ episturmian word ψc(ar), directed by c¯ ∆a = c(a¯ b¯ c)ω. However, µbc(ar), µcb(ar), µ¯ a ¯ d(ar)
are quasiperiodic episturmian words, respectively directed by
bc(a¯ b¯ c)
ω = bca¯ b(¯ ca¯ b)
ω, cb(a¯ b¯ c)
ω = cba¯ b(¯ ca¯ b)
ω, ¯ a¯ d(a¯ b¯ c)
ω.
Notice that the ﬁrst two spinned words take the form v˘ y where ˘ y is regular wavy and Alph(v) = Alph(vy).
The last one ˘ ∆ = ¯ a¯ d(a¯ b¯ c)ω directs the same episturmian word as ˆ ∆ = adabc¯ a(¯ b¯ ca)ω (since ˘ ∆ and ˆ ∆ are
block-equivalent [20]), and ˆ ∆ takes the form given by Theorem 4.24.
5 Self-episturmian numbers
Let β > 1 be a real number. We denote by dβ(x) the greedy β-expansion (or R´ enyi expansion in base β) [33]
of a real number x ∈ [0,1], which is an inﬁnite sequence (vi)i≥1 of non-negative integers on the alphabet
Aβ := {0,1,...,⌊β⌋} (possibly degenerating to inﬁnitely many 0’s).
We say that a real number β > 1 is self-episturmian if dβ(1) is an Aβ-strict episturmian sequence. In this
last section, we prove a simple characterization of self-episturmian numbers, which is an easy consequence of
some of our results in Section 3. In [15], we show further that self-episturmian numbers are transcendental.
5.1 Self-episturmianicity
Every real number β > 1 is characterized by its R´ enyi expansion of 1; however, not every sequence (vi)i≥1 of
non-negative integers is equal to dβ(1) for some β. In [27], Parry gave the following necessary and suﬃcient
condition for a sequence to be a greedy β-expansion of 1 for some β.
Proposition 5.1. [27] A sequence v = (vi)i≥0 ∈ Aω
β is a greedy β-expansion of 1 for some β if and only if
Tk(v) < v for all k ≥ 1, in which case β is unique.
Remark 5.2. In other words, a sequence v = (vi)i≥0 ∈ Aω
β is equal to dβ(1) for some β if and only if v is
lexicographically greater than all of its proper suﬃxes (and hence dominates its shift space), i.e., if and only
if v is an inﬁnite anti-Lyndon word for the lexicographic order induced by 0 < 1 <     < ⌊β⌋.
Theorem 5.3. A real number β > 1 is self-episturmian if and only if dβ(1) = ⌊β⌋s where s is an Aβ-strict
epistandard sequence.
The above theorem generalizes one of the main results in [8], where self-Sturmian numbers were ﬁrst
introduced and studied.
5.2 Univoque self-episturmian numbers: a conjecture
A univoque number is a real number β > 1 such that 1 has a unique expansion in base β. See for instance
[2] and references therein, or more recently [3] in which univoque Pisot numbers in (1,2) are studied.
Allouche [1] has characterized the univoque self-Sturmian numbers in (1,2). More generally, we make
the following conjecture for univoque self-episturmian numbers.
Conjecture 5.4. A real number β > 1 is univoque and self-episturmian if and only if dβ(1) = ⌊β⌋s where
s is an Aβ-strict epistandard sequence beginning with ⌊β⌋.
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