Introduction
In this paper, we introduce zeta values of rational convex cones in a finite dimensional vector space over Q, which is a generalization of cyclotomic multiple zeta values. Cyclotomic multiple zeta values appears in the period integral for the fundamental group of C × − µ N , where µ N is the subgroup of N -th root of unities in C × . The reader may find references for cyclotomic multiple zeta values in [R] .
Let C be a rational convex cone in R m and l 1 , . . . , l n be rational linear forms on Q m which is positive on the interior of C. Let χ be a finite order character of Z m . The summation of
over the integral points x in the interior of C is denoted by ζ C (l 1 , . . . , l n , χ) and called the zeta value of the convex cone C. Our main theorem asserts that the zeta value of a convex cone C can be expressed as a Q ab -linear combination of cyclotomic multiple zeta values, where Q ab denotes the extension of Q adjoining all roots of unities. Here we give the outline of this paper. After defining zeta values of convex cones, we show that the zeta values have integral expressions. Motivated by these integral expressions, we introduce one variable functions I(y n ) and we compare them with cyclotomic multiple polylogarithms, whose special values are cyclotomic multiple zeta values. The zeta values of C can be expressed as an integral of I(y n )'s. We study sequence of differential equations satisfied by these functions I(y n )'s and compare cyclotomic multiple polylogarithm and I(y n )'s. Main theorem is a consequence of these relations of functions.
By integral expressions of zeta values of cones, these zeta values can be regarded as period integrals of varieties of pairs of some open parts of toric varieties and sub-tori. Related varieties are defined as follows. Let (C × ) n be a torus and φ i , ψ j : (C × ) n → C × be surjective homomorphisms for i = 1, . . . , m, j = 1, . . . , m ′ . We define divisors D i = φ −1 (1), B j = ψ U ∩(∪ j B j ). Then the relative cohomology H i (U ; B, Q) is of mixed Tate type. By our main theorem, the period integral of H i (U ; B, Q) can be expressed in terms of cyclotomic multiple zeta values. In this paper, we produce concrete algorithm to get the expression of zeta values of cones by cyclotomic multiple zeta values.
Cyclotomic multiple zeta values and zeta values of convex cones
In this and next sections, we give the definition of zeta values of convex cones and their integral expression.
Definition 2.1.
(1) Let N, k 1 , . . . , k m ≥ 1 be natural numbers and χ = (χ 1 , . . . , χ m ) be a homomorphism from Z m to µ N . We assume that k m = 1 if χ(0, . . . , 0, 1) is a trivial character. We define a cyclotomic multiple zeta value ζ(k 1 , . . . , k m , χ) by 
Moreover, if we can choose linearly independent vectors
if the sum is absolutely convergent. ζ C (l 1 , . . . , l m , χ) is called a zeta value of a convex cone C.
The main theorem of this paper is the following. [Z] . (3) In this paper, we give an explicit algorithm to compute the value of ζ C (l 1 , . . . , l n , χ).
First reduction and integral expression
In this section, we reduce the main theorem to the case where C is a simplicial cone and the semi group C ∩ Z m is freely generated by integral m elements. Moreover we show that the zeta value of a convex cone C admits an integral representation.
.
Moreover if the left hand side converges absolutely, then each sums of the right hand side converges absolutely.
Proof. For x ∈ L, we have an equality
Let x = (x 1 , . . . , x m ) be a coordinate of Z m . The condition for absolutely convergence of the summation for the left hand side (resp. right hand side) is equivalent to the finiteness of the integral
where D is the convex hull of C 0 ∩Z m (resp. C 0 ∩L). Therefore two conditions are equivalent. 
with l ij ∈ N. Let χ be a character of Z n of finite order. We put
Then we have (3.1) Proof. For x ∈ Z m , we have
By taking the summation for x ∈ (N × ) m and using the absolutely convergent condition for summation, we change the integration and summation. Thus we get the theorem. Proof. We choose a decomposition C = ∪ k i=1 C i of rational convex cone C, by rational m-dimensional simplicial cones C i . Then C 0 is a disjoint union of open part of simplicial cones, which is denoted as
is generated by d i elements. By using Lemma 3.1 and Proposition 3.2, each term of the right hand side of (3.2) can be express as a Q ab -linear combination of the integrals of the form (3.1).
Remark 3.4. Harmonic shuffle relations for multiple zeta values come from these decompositions.
Preparation for a decomposition by simplicial cones
In this section, we give some construction of decomposition of a convex cone by rational simplicial cones. Let α 1 , . . . , α l be non-zero linear forms on Q n and C an n-dimensional rational convex cone. (1) Let ∆ be a simplicial cone and α be a linear form on ∆. The linear form α is said to be definite on
(2) Let S = {ᾱ 1 , . . . ,ᾱ l } be a set of linear forms up to constant multiple.
A decomposition We use the following fact (1) The decomposition is compatible with respect to S.
(2) There exists a codimension one face F i of ∆ i such that the set S = {ᾱ 1 , . . . ,ᾱ l } is non-degenerate with respect to F i .
Definition 4.4.
(1) A sequence of simplicial cones
This coordinate is called a standard coordinate for the flag
For two convex cones σ 1 and σ 2 , the linear join σ 1 * σ 2 of σ 1 and σ 2 is defined by
Remark 4.5.
(1) If two linear forms α 1 and α 2 are distinct up to constant multiple and
codimension one face and denoted as ir(F ). The face ir(F ) is called the irregular face of the flag F . A face σ of ∆ is called a regular face if it is not contained in the irregular face ir(F
where
We define the notion of derived sequence of linear forms.
Definition 4.6 (Derived sequence of linear forms).
(1) Let ∆ be a simplicial cone, F be a codimension one face of ∆ and S = {ᾱ 1 , . . . ,ᾱ l } be a set of linear forms up to constant multiple on ∆ which is nondegenerate with respect to F . Let v be a non-zero vector in the dual 
Proposition 4.7. Let F be a flag of n-dimensional simplicial cone ∆ and (F, {S (i) } i ) a derived sequence of linear forms.
(1) The restriction of an element α ∈ S (i) (i = 1, . . . , n − 1) to ∆ (n−1) is non-zero. In other words, using a standard coordinate (η 1 , . . . , η n ) of ∆, the linear form α can be written as
We define a flag of
and for i ≥ p − 1, we define S
Proof. The statement (1) and (2) is obvious from the definition of derived sequence of linear forms.
(3) Let σ * be the dual face of σ. Then
the third condition for a derived sequence for linear forms are satisfied. The first condition is a consequence of the second statement of the proposition, and the second condition is obvious.
Corollary 4.8. Let ∆ be an n-dimensional simplicial cone, F be a flag of ∆ and D = (F, {S (i) }) be a derived sequence for F . Let σ be an m-dimensional regular face for F and 1 ≤ i 1 < i 2 < · · · < η i n σ = n be the index set given in (4.2). We set 
for each i = 1, . . . , k, and
Proof.
Step 1. We inductively construct the following sets and maps.
(1) Index sets I (0) , I
(1) , . . . , I (n−1) and a surjective map ρ : (1) For k ∈ I (i−1) ,
is a decomposition by simplicial cones of a codimension one face of ∆
is non-degenerate with respect to the face
Step 2. Let ρ i : I (n−1) → I (i) be the successive composite of ρ. We inductively construct the following decomposition of ∆
p .
For i = n − 1, we put∆
(n−1) , we put∆
As a consequence, we have a decomposition
of ∆ (0) . On the simplicial cone∆
, we have a flag
For p ∈ I (n−1) , we have a inclusion∆
is a derived sequence of linear forms.
Let ∆ be an n-dimensional simplicial cone, F be a flag on ∆ and D = (F, {S (i) } i ) be a derived sequence of linear forms. For a regular face σ of ∆, the restriction of D to σ is denoted as D σ . We fix a standard coordinate (η 1 , . . . , η n ) of ∆ with respect to the flag F . Let e 1 , . . . , e n ≥ 1 be natural numbers. Then the coordinate (η 1 , . . . ,η n ) defined by η i = e iηi is also a standard coordinate for F . Then the linear form α = α
(
with respect to the coordinate (η 1 , . . . ,η n ).
Lemma 4.11. Let D = (F, {S (i) }) be a derived sequence of linear forms on F , (η 1 , . . . , η n ) be a standard coordinate of ∆ for F . Then there exist natural numbers e 1 , . . . , e n ≥ 1 with the following property: By changing coordinate (η 1 , . . . ,η n ) with a relation η i = e iηi , any elementᾱ ∈ S (i)
* has a representative
such that α i+1 = 1 and α j ∈ N for j ≥ i + 1. 
The second reduction, Definite integral of type S and type D
Let ∆ be an n-dimensional simplicial cone and F a flag of ∆, We choose a primitive standard coordinate (η 1 , . . . , η n ) of ∆ with respect to the flag F . Let S = {ᾱ 1 , . . . ,ᾱ l } be a set of distinct definite non-zero rational linear forms on ∆ up to constant. For a linear form
Definition 5.1.
(1) We consider a rational function of the form The integral of the right hand side of (3.1) is a definite integral of type S, where
m).
Proposition 5.3. Let ∆ be an n-dimensional simplicial cone and S = {ᾱ 1 , . .
. ,ᾱ l } be a set of linear forms on ∆ up to constant multiple such thatᾱ i is definite on ∆. Let I be a definite integral of type S. Then there exists
(1) a finite number of n-simplexes ∆ 1 , . . . 
Since (0, 1) n = {exp(−η) | η ∈ ∆}, by the decomposition (5.4), we have a decomposition of (0, 1) n = ∪ j∈I D j , where
n ∈ (0, 1)}. Thus the integral (5.3) is equal to
For a linear form α, a monomial y α can be regarded as a monomial of y
n by the relation (5.5), which is denoted as (y (j) ) α (j) . By changing coordinate of integral, we have
Then by the property of the coordinate in Lemma 4.11, we have α
j,var for some p and e i ∈ N × . Using the equality aw Let ∆ be an n-dimensional simplicial cones, F a flag on ∆ and D = (F, {S (i) } i ) be a derived sequence of linear forms. We consider a function I(y n ) of y n defined by the following integral.
var , e i ∈ µ ∞ and µ i ≥ 1.
Lemma 6.1. Let y n ∈ (0, 1). Then the followings are equivalent.
(1) The rational function
The integral (6.1) is called a uni-factor integral of type D if
var ,µ i ≥ 1, e i ∈ µ ∞ , or 1 , and the equivalent conditions in Lemma 6.1 are satisfied.
In the rest of this section, we express the integral (6.1) as a linear combination of "uni-factor integral". 
Proof.
The subset of {y 1 , . . . , y n } consisting of elements dividing the numerator of L(y 1 , . . . , y n ) is called the zero set of L(y 1 , . . . , y n ) and denoted by Z (L(y 1 , . . . , y n )). Let p (1 ≤ p ≤ n) be an integer. By the induction of p, we prove that the integral (6.1) can be expressed as a Q ab -linear combination of integrals of the form
. . , y n−1 }. To proceed the induction, it is enough to prove the following lemma.
var , e i ∈ µ ∞ can be expressed as a Q ab -linear combination of rational functions of the form
Proof. We prove the lemma by the induction of l i=1 µ i . If l = 1, then there is nothing to prove. We assume l ≥ 2 and e 1 y α 1
(1 − e 1 y α 1 ) µ 1 and e 2 y α 2
(1 − e 2 y α 2 ) µ 2 have distinct factors of denominators. We put e 1 y α 1 = y p+1 γ 1 , e 2 y α 2 = y p+1 γ 2 . By the property of derived sequence, we may assume γ 2 /γ 1 = (e 2 /e 1 ) · y δ ∈ Q[y p+2 , . . . , y n ] and [δ] ∈ S (p+1) . On the other hand, we have
).
By multiplying both sides by
using the relation
we have the statement of the lemma by the assumption of the induction for
Corollary 6.4. For a definite integral I in (5.3), there exist a Q ab -linear combination I(y n ) of uni-factor integrals such that I(0) = 0 and
7. Uni-factor integral of type D and Simple uni-factor integral of type D Let ∆ be an n-dimensional simplex and F be a flag of ∆. Let σ be a regular face of dimension n σ for the flag F . Let 1 ≤ i 1 < · · · < i n σ = n be the index set given in Remark 4.5 (4.2) and (η σ 1 , . . . , η σ 1 ) be the standard coordinate of σ. We consider an embedding
We generalize the notion of uni-factor integral by introducing the notion of weight. Let D be a derived sequence of linear forms and the restriction of D to σ is denoted by
satisfying the condition 
is a function of (y (1) The integral (7.4) is called a uni-factor integral of type D σ of weight k.
(2) A uni-factor integral is said to be simple, if ) generated by uni-factor (resp. simple uni-factor ) integrals of weight k is denoted by U σ,k (resp. S σ,k ).
We consider three sequence of statements. We use n = n σ and (y 1 , . . . , y n ) for (y σ 1 , . . . , y σ n ) for simplicity. (A σ,k ) Let h(y k+1 , . . . , y n ) be an element of U σ,k and set Z = Z(h(y k+1 , . . . , y n )).
Then h(y k+1 , . . . , y n ) can be written as a Q ab -linear combination of M (y k+1 , . . . , y n )f (y k+1 , . . . , y n ), where
1, (7.6) and (c) Z ⊂ Z(M (y k+1 , . . . , y n )f (y k+1 , . . . , y n )) (B σ,k ) Let h(y k+1 , . . . , y n ) be an element of S σ,k and set Z = Z(h(y k+1 , . . . , y n )).
Then for any
. . , y n ) can be written as a
Proof. Let f = f (y k+1 , . . . , y n ) be an element of U σ,k . Then f can be written as
where g ∈ U σ,k−1 . We put Z(g(y k , . . . , y n )) = Z ∪ {y k }. By the inductive hypothesis, the function g(y k , . . . , y 1 ) can be written as a Q ab -linear combina-
i=k−1 M i where M i is given in the form (7.6), and (3) Z(g(y k , . . . , y n )) ⊂ Z(M (y k , . . . , y n )h(y k , . . . , y n )). (I) The case M k−1 = 1. In this case y k ∈ Z(h) and the integral 1 0 h(y k , . . . , y n ) dy k y k is simple uni-factor integral by definition.
(II) The case where the (k−1)-th factor of M is given as M k−1 = ey
We put y α k−1 = py k with a monomial p = p(y k+1 , . . . , y n ). If e k−1 = 1, the integral
is an element in S σ,k . If e k−1 > 1, then the integral (7.7) is equal to
The first term (7.8) can be written as a uni-factor integral of weight less than k by the equality
By the assumption (B σ,k−1 ), the second term (7.9) can be written as a Q ablinear combination of uni-factor integral of weight less than k. We can see that the zero set of each term in (7.8) and (7.9) contains
Proof. Let f = f (y k+1 , . . . , y n ) be an element of S σ,k . Then f can be written as
and by inductive hypothesis, it is a Q ab -linear combination of uni-factor integral of weight less than k.
. . , y 1 )). We have
Here c is the coefficient of α k−1 on η i . The second term (7.10) is equal to 1 − ey α k−1 y k ∂ ∂y k g(y k , . . . , g n ) dy k y k .
By inductive hypothesis, we have the proposition.
Proof of the main theorem
By Proposition 7.2 and Proposition 7.3, we have the following proposition Proposition 8.1.
(1) An element f (y n ) in U ∆,n−1 can be written as a Q ab -linear combination of 1 (1 − ey n ) µ g(y n ) with µ ≥ 0, g(y n ) ∈ S ∆,n−1 .
(2) For an element f (y n ) ∈ S ∆,n−1 ,
is an element of U ∆,n−2 .
Definition 8.2.
(1) For a differential form ω 1 , . . . , ω k on x, an iterated integral is defined inductively by 
where k i ≥ 1, e ∈ µ ∞ is called a multiple polylogarithm of weight k = k 1 + · · · + k m .
(3) Let P k be a Q ab -linear combination of 1 (1 − ey) µ h(y), where µ ≥ 0 and h(y) is a multiple polylogarithm of weight less than or equal to k. The first term (8.2) is an element in P k+1 by the hypothesis of induction on ν. The second term (8.3) is an element in P k by the hypothesis of induction on k. As a consequence, the integral (8.1) is an element of P k+1 .
By Proposition 8.1, Proposition 8.3, we have the following theorem. where h m (y) and H e,m (y) is a Q ab -linear combination of multiple polylogarithm. By the theory of regularization in [IKZ] , [R] , h m (y) and H e,m can be written as 
