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Estimation of camera pose is a fundamental problem in
many computer vision areas, such as simultaneous
localization and mapping, robot navigation, 3D scene
reconstruction, etc. Recently, using low-cost RGB-D
camera to perform 3D scene reconstruction is an active
area of mobile robotics research. The ability to localize a
camera moving is a very important step. To estimate the
camera trajectory, we need to compute the geometry
relationship between a set of images. Regardless of which
3D reconstruction algorithm is used for an application, the
quality of the results depends heavily on the quality and
consistency of the input image sequence, which are
required to approximately cover the entire scene and at
the same time minimize the content redundancy between
the selected frames.
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The above flowchart is our system diagram. The input for
the camera pose estimation system is a RGB video. We
introduce to use a key-frame selection strategy as a
preprocessing technique, which not only greatly saves the
computation time, but also helps significantly reduce the
number of repeated features to improve the camera pose
estimation quality. The key frame selection strategy that
has been used in this research utilizes the pixel intensity
differences among subsequent frames to automatically
select only the frames that contain the desired contextual
information and discard the rest of the insignificant
frames. The 3D scene model is created based on the
camera pose which is estimated from the selected key-
frame.
Our pose estimation for 3D reconstruction system has
been applied successfully to video from handheld RGB-D
camera and a RGB-D camera mounted on a ground robot.
Figure 1. Key-frame strategy
For key-frame selection, the first frame is set as the first
key-frame and the continuous key-frames are confirmed if
they are neither too far away nor too close from previous
key-frame. In our system, we utilize the translation matrix
and rotation matrix to calculate the appropriate pose as
where Ri∈SO(3) is the rotation matrix and ti∈R
3 is a
translation vector. If Ekey is bigger than a threshold
(thrnorm=0.3), we consider it is too far away from the
previous key-frame. If it is smaller than a threshold
(thrkey=0.1), we consider it is too adjacent frame.
In Figure1, the blue dots are the point cloud from the
keyframe 1 and keyframe 2. There are some frames that do
not satisfy the key-frame limitation as shown in gray color.
The green dots are the point cloud from the new keyframe
which are observed in both previous keyframe and current
keyframe. In order to reduce the system data redundancy,
the only saved data in our system is the keyframes which
contain RGB-D image and pose of camera denoted as a 3D
position and a normalized quaternion. The performance
evaluation of the proposed technique is significantly
improved using our key frame selection strategy.
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Figure 2. 3D result
In Figure 2(a), the red dots are estimated camera pose
based on the key-frame extraction. The 3D reconstructed
scene are shown in Figure 2(b).
