In this paper, some generalized concepts about semicontinuity and convexity for vector-valued bifunctions are introduced. A new existence theorem for vector equilibrium problems is proved. Further, a random version of this result is considered. Applications to cone saddle points, random vector optimization, random vector variational inequalities, and random vector best approximation problems are finally given.  2002 Elsevier Science (USA)
INTRODUCTION
In accordance with [5] , under an equilibrium problem (EP) we understand the problem of findingx in a set C so as to satisfy
where f is a real-valued bifunction on C. In recent years, special attention has been paid to the case where the objective bifunction f takes its values in a vector space; see [4, 13, 14, 16, 20] and the references therein. This was initially motivated by the earlier work of Giannessi [12] who first introduced vector variational inequalities in finite-dimensional Euclidean spaces. A vector equilibrium problem (VEP) can be written as follows. Let E be a real topological vector space partially ordered by a cone P which has a nonempty interior. Let f C × C → E be a given vector-valued bifunction. We seekx ∈ C that satisfies f x y / ∈ −int P ∀ y ∈ C Many interesting and sophisticated problems in applied mathematics can be cast the form of an EP, or in the more general form of a VEP, as in the fields of optimization, mathematical economics, networks, and mechanics. However, in many of these applications, some random or uncertain environments occur, such as in random game theory, mathematical economics, and related areas. To cover those problems, it is quite natural to study equilibrium problems that include probabilistic features, which will allow for greater generality from the initial formulation.
Inspired by the deterministic case, let us agree to define a random vector equilibrium problem (RVEP). Let be a measurable space with a σ-algebra of subsets of . Consider a vector-valued function f defined from × C × C to E. The RVEP that we shall consider here is to find a function γ from to C that satisfies f ω γ ω y / ∈ −int P ∀ ω y ∈ × C For each ω ∈ , γ ω is called a deterministic solution of the RVEP. The function γ will be a random solution whenever it is measurable. Models that fit the RVEP are random optimization, random variational inequalities, random fixed point, and so on. We suppose that the RVEP has a deterministic solution for each ω ∈ . Then, under suitable conditions ensuring that the multifunction S of equilibrium sets of f defined by S ω = y∈C x ∈ C f ω x y / ∈ −int P has a measurable selection, the RVEP has at least one random solution. In particular, we shall show that every deterministic solution of the RVEP is approached by a countable family of random solutions.
Let us describe our plan. First of all, most of the material used in this paper is defined in Section 2; we recall thus the definitions of Suslin sets and Suslin families, and we introduce the concepts of generalized quasiconvexity and transfer semicontinuity for vector-valued maps. Then, taking into account that the KKM lemma (often in extended versions) proves itself to be the key for existence results of solutions to the VEP, we elucidate, in Section 3, this lemma under weakened convexity and closedness conditions. By making use of this result, we state in Section 4 a new existence theorem for vector equilibrium problems. In Section 5, we present a random version of the previous theorem and a consequence of it. Finally, Section 6 contains some applications of our results to cone saddle points, random vector optimization, random vector variational inequalities, and random vector best approximation problems.
PRELIMINARIES
Before the formal discussion, we begin with some definitions and state the notation used throughout this paper.
stands for a measurable space, X and Y denote at least two topological vector spaces, C and D are two nonempty subsets in X and Y , respectively, and E is a real topological vector space partially ordered by a convex cone P with a nonempty interior. Let A be an arbitrary subset in X. Then we denote by cl X A and int X A (or only cl A and int A) the closure and the interior of A in X, respectively, by co A its convex hull, by 2
A the set of all nonempty subsets of A, and by A the subset of 2 A composed of all finite subsets of A. For a multifunction F C → 2 D , the notation Gr F stands for the graph of F, that is, the set of elements x y in C × D satisfying y ∈ F x , and cl D F stands for the multifunction defined by cl D F x = cl D F x for all x ∈ C. We denote by X the Borel σ-algebra, that is, the smallest σ-algebra containing all open subsets of X. By ⊗ X we mean the σ-algebra generated by A × B A ∈ and B ∈ X . A function f → X is said to be -measurable (or simply measurable if there is no risk of confusion) if f −1 A ∈ for every Borel subset A in X. A map f × X → Y is said to be random continuous if it is measurable in the first argument and continuous in the second one. A multifunction F → 2 X is said to have a measurable selection if there exists a measurable function f → X such that f ω ∈ F ω for all ω ∈ . F has a Castaing representation [6] whenever there is a countable family of measurable selections f i i≥1 such that f i ω i≥1 is dense in F ω for each ω ∈ .
Let us now recall the definitions of Suslin sets and Suslin families. These two concepts play an important role in measurable selection theory; see [25] for a comprehensive survey of this theory. A Polish space is a homeomorph of a complete separable metric space. By a Suslin space is meant a topological space that is the continuous image of a Polish space. A Suslin set in a topological space is a subset which is a Suslin space.
Let be a family of sets. is said to be a Suslin family if it is stable by the Suslin operation. One defines the Suslin operation as follows. Denote by and the respective sets of infinite and finite sequences of positive integers. For σ = σ i≥1 ∈ , we denote σ 1 σ n by σ n . Let A → . Then σ∈ ∞ n=1 A σ n is said to be obtained from by the Suslin operation. If µ is an outer measure over , then is a Suslin family. It follows that, if is a complete measurable space, then is a Suslin family.
The following lemma, which is due to Leese [19] , will play a crucial role in proving the existence of random vector equilibrium points.
Lemma 2.1. Assume that is a Suslin family, X is a Suslin space, and
It remains to recall and introduce the definitions of some concepts about pseudomonotonicity, convexity, and continuity related to vector-valued functions.
A bifunction f C × C → E is said to be P-pseudomonotone if
Suppose that C is convex. f C → E is said to be P-convex if, for every x y ∈ C, one has
It is P-concave if −f is P-convex.
x n ∈ C such that, for any subset
This is an extension to the vector case of the concept of generalized quasi-convexity (concavity) introduced in [7] , which in turn generalizes that of diagonal quasi-convexity (concavity) studied in [29] . Of course, a P-convex (concave) bifunction f C × C → E in one of its argument, which satisfies the diagonal condition f x x / ∈ −int P f x x / ∈ int P for all x ∈ C, is P-generalized quasi-convex (concave) in this argument. More precisely, it is easy to check the following implications: f C × C → E is P-convex in y ⇒ f is P-quasi-convex in y (i.e., the set y ∈ C f x y / ∈ −int P is convex ⇒ f is P-diagonally quasi-convex in y (i.e., for any finite subset y 1 y n and any y 0 ∈ co y 1 y n , there exists i ∈ 1 n such that f y 0 y i / ∈ −int P ⇒ f is P-generalized quasi-convex. Similar implications also hold for concavity conditions.
We also say that a function on one variable φ C → E is P-generalized quasi-convex (concave) if so is in y the bifunction defined by f x y = φ y − φ x for all x y ∈ C.
A function f C → E is said to be P-lower (upper) semicontinuous if, for any x ∈ C and any neighborhood V of f x in Y , there is a neighborhood
It is called P-upper hemicontinuous if, for any x y ∈ C, the function t → f tx + 1 − t y , defined for t ∈ 0 1 , is P-upper semicontinuous.
The following definition is an extension of the concept of transfer semicontinuity to the vector case. Definition 2.2. We say that the bifunction f C × D → E is P-transfer lower (upper) semicontinuous in x if, for any x y ∈ C × D and for any neighborhood V of f x y , there exist a point y ∈ D and a neighborhood U x of x in X such that f u y ∈ V + P f u y ∈ V − P for all u ∈ U x ∩ C.
Clearly, the bifunction f C × D → E is P-transfer lower (upper) semicontinuous in x if the function f · y is P-lower (upper) semicontinuous for each y ∈ D.
A GENERALIZATION OF THE KKM LEMMA
The KKM lemma [17] plays a significant role in nonlinear analysis. Fan [9] stated this interesting result in the setting of infinite dimensional spaces, which later provided an essential tool to study in an easy way minimax inequalities and related topics [10] . In addition, various aspects of that result have been studied; see [7, 11, 16, 18, 24] and the references therein. In [7] , Chang and Zhang presented a further generalization and proved the result for some generalized KKM multifunctions. Here, using a general class of closedness conditions, namely the transfer closedness, we give a more refined version of the Fan KKM theorem containing the ChangZhang result as a special case.
Let us first recall the definition of generalized KKM maps following [7] and that of transfer closedness introduced in [24] .
This definition is equivalent to the fact that x∈C F x = x∈C cl D F x . A closed-valued multifunction is clearly transfer closed-valued. 
Proof. The multifunction cl G fulfills clearly all conditions of [7, Theorem 3.2] . Therefore x∈C cl G x = ; hence x∈C cl G x ∩ K = . From (i), we get x∈C cl F x ∩ K = . But x∈C F x = x∈C cl F x by (ii), which leads to the conclusion. If F = G, then Lemma 3.1 collapses to a recent KKM lemma given in [1] .
DETERMINISTIC VECTOR EQUILIBRIA
In [4] , it has been shown that the P-lower semicontinuity of f C → E is equivalent to the closedness of the lower level set x ∈ C f x / ∈ λ + int P for each λ ∈ E. Let us establish a similar relationship between transfer closedness and transfer semicontinuity.
Throughout this section, C is supposed to be a nonempty closed convex subset of X. Let f C × D → E be a given bifunction. (i) For each λ ∈ E, the multifunction F λ D → 2 C , defined by
(ii) f is P-transfer lower (upper) semicontinuous in x.
Proof. We consider only the first case of (i) and (ii); the other case can be deduced by using similar arguments.
(i) ⇒ (ii) Let x y ∈ C × D, and consider a neighborhood V of f x y in E. Then there exists λ ∈ V such that f x y − λ ∈ int P; that is, x / ∈ F λ y . By the transfer closedness of F λ , there exists y ∈ D such that x / ∈ cl F λ y . It follows that there exists a neighborhood U x of x in X such that U x ∩ C ⊆ X\F y . Hence f u y ∈ λ + int P ⊆ V + int P for all u ∈ U x ∩ C. We conclude that f is P-transfer lower semicontinuous in x.
(ii) ⇒ (i) Let x y ∈ C × D with x / ∈ F λ y ; that is, f x y ∈ λ + int P. By (ii), there exist y ∈ D and a neighborhood U x of x in X such that f z y ∈ λ + int P + P for all z ∈ C ∩ U x . Hence f z y ∈ λ + int P for all z ∈ C ∩ U x . Thus x / ∈ cl z ∈ C f z y / ∈ λ + int P that is, x / ∈ cl F λ y .
We can also easily prove the following relationship between generalized KKM maps and P-generalized convexity (concavity). 
(ii) f is P-generalized quasi-concave (convex) in y.
Now we are in a position to state the following new existence theorem for vector equilibrium problems.
Theorem 4.1. Assume we are given two bifunctions
there is a compact subset K in C and y 0 ∈ D such that ψ x y 0 ∈ int P for all x ∈ C\K.
Then there existsx ∈ K such that ϕ x y / ∈ int P for all y ∈ D.
Proof. Set F y = x ∈ C ϕ x y / ∈ int P and G y = x ∈ C ψ x y / ∈ int P for all y ∈ D. By Propositions 4.1 and 4.2, F and G so defined are respectively transfer closed-valued and a generalized KKM map. Moreover, we also have that G y 0 is contained in the compact set K by (4). Hence, according to Lemma 3.1, we get the existence ofx ∈ K such thatx ∈ y∈D F y . That is, ϕ x y / ∈ int P for all y ∈ D. [10] . His classical minimax inequality can be deduced from our result by setting X = Y , C = D, E = , P = + , and ϕ x y = ψ x y = f x y − sup x∈C f x x for all x y ∈ C.
The following theorem is adapted for the use in variational inequality problems involving pseudomonotone operators.
Theorem 4.2. Assume we are given a vector-valued bifunction
(1) f is P-pseudomonotone; (2) f x x ∈ P for all x ∈ C; (3) for each x ∈ C, f x · is P-convex; (4) f is P-transfer lower semicontinuous in y; (5) for each y ∈ C, f · y is P-upper hemicontinuous; (6) there is a compact subset K in C and y 0 ∈ K such that f x y 0 ∈ −int P for all y ∈ C\K.
Then the VEP has at least one solution, which is in K.
Proof. Set ϕ x y = f y x , ψ x y = −f x y for all x y ∈ C, and D = C. All assumptions of Theorem 4.1 are clearly satisfied; hence there existsx ∈ K such that f y x / ∈ int P for all y ∈ C. The conclusion will hold if we show the following assertion: for every x ∈ C, one has
Fix y ∈ C and set y t = ty + 1 − t x for t ∈ 0 1 . Since f y t · is P-convex and f y t y t ∈ P, then tf y t y + 1 − t f y t x ∈ P. It follows clearly from (1) that tf y t y / ∈ −int P. Hence f y t y / ∈ −int P. The P-upper hemicontinuity of f · y allows us to conclude that f x y / ∈ −int P. This completes our proof.
RANDOM VECTOR EQUILIBRIA
In the following discussion, is a Suslin family. We start with the following random version of Theorem 4.1.
Theorem 5.1. Let C ⊂ X be a convex closed Suslin set and let D be a separable subset in Y . Assume we are given two bifunctions ϕ ψ × C × D → E such that (1) for each y ∈ D, ϕ · · y is ⊗ C -measurable, and for each ω ∈ we have (2) ψ ω x y / ∈ int P ⇒ ϕ ω x y / ∈ int P ∀ x y ∈ C × D; 4) for each x ∈ X, ϕ ω x · is P-lower semicontinuous; (5) ϕ ω · · is transfer P-lower semicontinuous in x; (6) there is a compact subset K ω in C and y ω ∈ D such that ψ ω x y ω ∈ int P for all x ∈ C\K ω .
Then there exists a countable family of measurable functions γ i i≥1 from to C such that
Proof. For each ω ∈ , define the equilibrium set of ϕ ω · · by
According to Theorem 4.1, it is easily seen that S ω is a nonempty subset of C. Let us show that the multifunction S → 2 C that takes S ω as values satisfies Gr S ∈ ⊗ C . First, observe that
where y n n≥1 is a countable sequence in D. Indeed, since D is separable there exists a countable dense sequence y n n≥1 in D. Fix ω ∈ and let x ∈ C such that ϕ ω x y n / ∈ int P ∀ n ≥ 1
For an arbitrary y ∈ D, we may assume, by passing to a subsequence if necessary, that y n converges to y. The P-lower semicontinuity of ϕ ω x · implies that ϕ ω x y / ∈ int P Hence x ∈ S ω , which proves (2). Now we can write Gr S = n≥1 ω x ∈ × C ϕ ω x y n / ∈ int P Assumption (1) asserts that ω x ∈ × C ϕ ω x y n / ∈ int P ∈ ⊗ C
In this way, Gr S ∈ ⊗ C as a countable intersection of elements of ⊗ C . Thus, by Lemma 2.1, S has a Castaing representation. This leads clearly to our assertion.
From now on and unless otherwise stated, C is a Suslin set which is closed, convex, and separable.
Theorem 5.2. Assume we are given a vector-valued function f
× C × C → E such that (1) for each x y ∈ C × C, f · x y is measurable; (2) for each ω ∈ we have, f ω · · is P-generalized quasi-convex in y; (3) for each y ∈ C, f ω · y is continuous; (4) for each x ∈ C, f ω x · is P-upper semicontinuous; (5) there is a compact subset K ω in C and y ω ∈ K such that f ω x y ω ∈ −int P for all x ∈ C\K ω .
Then the RVEP has a countable family of random solutions which is dense in the set of deterministic solutions.
Proof. Set ϕ = ψ = −f . Since ϕ · · y is measurable in ω and continuous in x, it is C -measurable (see [15, Theorem 6 .1]). The conclusion follows clearly from Theorem 5.1.
APPLICATIONS
In this section, we single out some applications of the previous results to other related problems in nonlinear analysis.
Vector-Valued Minimax Inequalities
Let F C × D → E be a vector-valued bifunction. A (strategy) pair x ȳ ∈ C × D is said to be a weak P-saddle point of F [22] if one has
If E = and P = 0 +∞ , then (3) (2) F is P-transfer upper semicontinuous and P-generalized quasiconcave in y; (3) there are two compact subsets K 1 in C and K 2 in D and x 0 y 0 ∈ C × D such that F x y 0 ∈ int P for all x ∈ C\K 1 and F x 0 y ∈ −int P for all y ∈ D\K 2 .
Then F has at least one weak P-saddle point.
Proof. First of all, it has to be observed that definition (3) is equivalent to
Hence, to show the assertion, it suffices to apply Theorem 4.1 twice. First, for ϕ x y = ψ x y = F x y for all x y ∈ C × D, we get the existence ofx ∈ C satisfying F x y / ∈ int P for all y ∈ D. Then, for ϕ x y = ψ x y = −F y x for all x y ∈ C × D, there existsȳ ∈ D such that F x ȳ / ∈ −int P for all x ∈ C. This is our claim.
Random Vector Optimization
To present an example of models that fit the RVEP, let us proceed to the random vector optimization problem RVOP Let φ × C → E be a vector-valued function. We seek a measurable function γ → C that satisfies φ ω γ ω − φ ω y / ∈ int P ∀ ω y ∈ × C Theorem 6.2. Assume that φ is random continuous and P-generalized quasi-convex in x. In addition, suppose that (i) for each ω ∈ , there is a compact subset K ω in C and y ω ∈ K such that φ ω x − φ ω y ω ∈ intP for all x ∈ C\K ω .
Then the RVOP has a countable family of random solutions which is dense in the set of deterministic weak vector optimum points.
Proof. It suffices to set f ω x y = φ ω y − φ ω x for all ω x y ∈ × C × C and then to apply Theorem 5.2.
Random Vector Variational Inequalities
By considering an application of Theorem 5.2, we give the following existence theorem for random vector variational inequalities. Let L X E denote the set of all linear bounded applications from X to E and suppose that the duality linear mapping · · is continuous on L X E × C.
Then there is a countable family of measurable functions γ i i≥1 from to C such that A ω γ ω y − γ ω / ∈ −int P ∀ ω y ∈ × C Proof. Set f ω x y = A ω x y − x for all ω x y ∈ × C × C. Assumptions (2)- (5) are easily satisfied. It remains to check assumption (1) . To this end, let x y ∈ C and let B ∈ C . We have
clearly a Borel subset of L X E . We conclude that f · x y is measurable. This completes the proof. 
Random Vector Approximations
To consider another particular case of the RVEP, let us introduce the random vector best approximation problem (RVBAP) as follows. Let us think of X as being a normed vector space and P as a convex cone in m . Consider m maps g k × C → X 1 ≤ k ≤ m. We seek a measurable function γ → C that satisfies 2 y − g k ω γ ω − γ ω − g k ω γ ω 1≤k≤m / ∈ −int P ∀ y ∈ C If g k ω x = a k ω for all w x ∈ × C, where a k → X, for all k ∈ 1 m , then the RVBAP is a random version of the vector approximation problem considered in [26] . When m = 1, P = + , and g = g 1 , RVBAP collapses to a random version of the standard best approximation problem (see [2] For g ω x = a ω for all w x ∈ × C, where a → X, we recover a random version of the approximation problem of [8] .
Theorem 6.4. Suppose that g k 1 ≤ k ≤ m, are random continuous and (i) for each ω ∈ , there is a compact subset K ω in C and y ω ∈ K such that y ω − g k ω x − x − g k ω x 1≤k≤m ∈ −int P for all x ∈ C\K ω .
Then the RVBAP has a countable family of solutions.
Proof. Define a vector-valued function f from × C × C to m by f ω x y = y − g k ω x − x − g k ω x 1≤k≤m
for ω x y ∈ × C × C. By hypothesis, the conditions of Theorem 5.2 are clearly fulfilled for E = m ; this leads to the conclusion.
Corollary 6.1. Let g × C → X be a random continuous map such that (i) for each ω ∈ , there is a compact subset K ω in C and y ω ∈ K such that y ω − g ω x < x − g ω x for all x ∈ C\K ω .
Then there is a countable family γ i i≥1 solution to the RBAP. (2) If, for some i ∈ I, g · γ i · takes its values in C, then γ i is a random fixed point of g.
