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Funtions with support in a launary system of intervals and
yliity for the semi-group of left translations
Réda Choukrallah
Abstrat
We prove in the vetor-valued spaes L2(R+, X) (where X is a nite dimensional
Hilbert spae) the yliity for the semi-group of left translations of some partiular
funtions with support inluded in a launary system of intervals.
Introdution
Let L2(R+) be the spae of measurable funtions on R+ = [0,∞) suh that
‖f‖2 =
(∫ ∞
0
|f(x)|2dx
) 1
2
<∞
and let (S∗t )t>0 be the semi-group of left translations where
S∗t f(x) = f(x+ t) x ≥ 0, t > 0.
If f ∈ L2(R+), we dene Ef := spanL2(R+)
(
S∗t f : t > 0
)
, and we say that f is yli if
Ef = L
2(R+).
We introdue the following denitions for the lass of funtions we will work with.
Denition Let X be a Hilbert spae. A sequene (ak)k≥0 of elements in X is said ompletely
relatively ompat (.r..) if for any orthogonal projetion P : X → X and η = {k ≥ 0 :
Pak 6= 0}, the sequene
(
Pak
‖Pak‖
)
k∈η
is relatively ompat in X.
Denition A launary system of intervals Λ =
∞⋃
k=1
[ak, bk] is a ountable union of intervals
[ak, bk] verifying the following statements:
(1) ak < bk < ak+1 ∀ k ≥ 1;
(2) sup
k≥1
bk
ak+1
< 1.
The main result in this paper is Theorem 1.3 whih states that a funtion f ∈ L2(R+) whose
support supp(f) is inluded in a launary system of intervals Λ =
∞⋃
k=1
[ak, bk] is yli in
L2(R+) under both onditions
1
(1) c = sup
k≥1
|bk − ak| <∞;
(2) the sequene (fk)k≥1 where fk(t) = f(t+ ak), 0 ≤ t ≤ c is .r.. in L
2(0, c).
We also generalize this result to the ase of vetor-valued funtions and Theorem 2.2 gives a
riterion of yliity for funtions in L2(R+, X) when statements (1), (2) hold.
1 The salar ase L2(R+)
We rst need some well known results in the theory of invariant subspaes and in partiular
the property of uniellularity for Volterra operator (for ompletness see [5℄).
Denition 1.1 Let X be a Banah spae and let T be a bounded operator on X.
The operator T is said uniellular if Lat T is totally ordered.
A Volterra-type integral operator on L2(0, 1) is an operator K of the form
(Kf)(x) =
∫ x
0
k(x, y)f(y) dy,
where k is a square-integrable funtion on the unit square. The Volterra operator is the
partiular Volterra-type operator obtained when k is the onstant funtion 1. For any α ∈
[0, 1] let
Mα = {f ∈ L
2(0, 1) : f = 0 a.e. on [0, α]}.
It is lear that {Mα : α ∈ [0, 1]} ⊂ LatK for any Volterra-type integral operator.
The following theorem plays an important role in the onstrution of our result (see [5, p. 68℄).
Theorem 1.1 Volterra operator is uniellular and
Lat V = {Mα : α ∈ [0, 1]}.
To onnet the semi-group of translations (S∗t )t>0 with the Volterra operator, we reall the
following result from [4℄.
Lemma 1.1 If M is a losed subspae in L2(0, a) and St is the semi-group of right transla-
tions then,
StM ⊂M, ∀ t > 0⇔ VM ⊂M.
The desription of invariant subspaes for the Volterra operator, its uniellularity and the
onnetion with the semi-group of right translations leads to the next theorem whih is a
diret onsequene of the previous fats.
Theorem 1.2 f ∈ L2(0, a), a ∈ supp(f) ⇒ Ef = L
2(0, a).
Remark 1.1 In what follows, it is important to see that we embedded L2(0, a) in L2(0, ∞)
by extending any funtion of L2(0, a) in (a, ∞) by 0.
We an now start the onstrution of our proof.
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Lemma 1.2 Let Λ =
∞⋃
k=1
[ak, bk] be a launary system of intervals on R+.
The funtion φ(x) = card
{
(aj − ak, bj − ak) : x ∈ (aj − ak, bj − ak)
}
is bounded on R+.
Proof : It is a slight adaptation from the disret ase to the ontinous one (see [1℄). Sine Λ is a
launary system of intervals, there exists d > 1 suh that inf
k≥1
ak+1
bk
≥ d. Let M > 0 be suh that
dM−1(d−1) ≥ 1 and let x ∈ R+. Then there exists a nite set J suh that ∀ j ∈ J, aj−ak ≤ x ≤ bj−ak.
Denoting by j0 the smallest index in J suh that bj0 > x, we prove that if j ∈ J then j0 ≤ j < j0+M .
The rst inequality is trivial, while for the seond one we argue by ontradition. Suppose that
j ≥ j0 +M . This implies
aj − ak ≥ aj − bj−1 ≥ (d− 1)bj−1 ≥ (d− 1)d
M−1bj0 > x.
If aj − ak > x then x 6∈ (aj − ak, bj − ak) whih ontradits that j ∈ J . Consequently, φ(x) ≤ M for
every x ∈ R+ and thus φ is bounded. ✷
Let f ∈ L2(R+) be suh that supp(f) ⊂ Λ. Then f an be written
f =
∑
k≥1
gk , with supp(gk) ⊂ [ak, bk],
or, equivalently,
f(x) =
∑
k≥1
fk(x− ak), where fk ∈ L
2(0, bk − ak) ⊂ L
2(R+).
Theorem 1.3 Let f ∈ L2(R+) and supp(f) ⊂ Λ, where Λ =
∞⋃
k=1
[ak, bk] is a launary system
of intervals. Suppose that
i) c = sup
k≥1
|bk − ak| <∞;
ii)
(
fk
‖fk‖
)
k≥1
is relatively ompat.
Then f is yli in L2(R+).
Proof : For any k ≥ 1,
S∗akf
‖fk‖
=
fk
‖fk‖
+
∑
j>k
fj
‖fk‖
.
Let rk =
∑
j>k
fj
‖fk‖
. We use in the rst step the same approah developped by R. G. Douglas, H.S.
Shapiro, and A.L. Shields (see [1℄). We onsider neighborhoods of the form
V =
{
h ∈ L2(R+) : |(h, hi)| < 1, 1 ≤ i ≤ n
}
,
where hi, (i = 1 . . . n) are xed funtions in L
2(R+).
Suppose that none of the rk is in V . Then 1 ≤ max
1≤i≤n
|(rk, hi)| ∀ k ≥ 1.
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We obtain that
|(rk, hi)| ≤
1
‖fk‖
∫
aj≤x≤bj
|
∑
j>k
fj(x− aj + ak)hi(x)|dx ≤
1
‖fk‖
(∑
j>k
‖fj‖
2
) 1
2
(∑
j>k
∫ bj−ak
aj−ak
|hi(x)|
2dx
) 1
2
.
Therefore,
‖fk‖
2∑
j>k
‖fj‖
2
≤ max
1≤i≤n
∑
j>k
∫ bj−ak
aj−ak
|hi(x)|
2dx ≤
n∑
i=1
∑
j>k
∫ bj−ak
aj−ak
|hi(x)|
2dx
and so, by summing on k,
∑
k≥1
‖fk‖
2∑
j>k
‖fj‖
2
≤
n∑
i=1
∑
k≥1
∑
j>k
∫ bj−ak
aj−ak
|hi(x)|
2dx.
The left-hand side of the above inequality diverges. It sues to prove that the right-hand side is
bounded to have a ontradition and to onlude. The seond step is to show that
∑
k≥1
∑
j>k
∫ bj−ak
aj−ak
|hi(x)|
2dx <∞.
Suppose φ(x) =
∑
k≥1
∑
j>k
χ(aj−ak,bj−ak)(x), and note that the funtion φ an also be written in the
following form,
φ(x) = card
{
(aj − ak, bj − ak) : x ∈ (aj − ak, bj − ak)
}
.
Aording to Lemma 1.2, φ is bounded, so there exists M > 0 suh that φ(x) ≤M for every x ∈ R+.
It follows that
∑
k≥1
∑
j>k
∫ bj−ak
aj−ak
|hi(x)|
2dx =
∑
k≥1
∑
j>k
∫
R+
χ(aj−ak,bj−ak)(x)|hi(x)|
2dx
=
∫
R+
∑
k≥1
∑
j>k
χ(aj−ak, bj−ak)(x)|hi(x)|
2dx
=
∫
R+
φ(x)|hi(x)|
2dx ≤M
∫
R+
|hi(x)|
2dx <∞.
Then eah weak neighborhood of 0 ontains at least one of the (rk)k≥1. From
S∗akj
f =
fkj
‖fkj‖
+ rkj ,
and sine (fk/‖fk‖)k≥1 is relatively ompat, there is a subsequene (kji)i≥1, suh that (fkji /‖fkji‖)i≥1
onverges weakly to a limit g 6= 0 and therefore g ∈ Ef .
Setting b = sup supp(g), ondition (i) gives that 0 < b <∞ and g ∈ L2(0, b).
Note that Eg ⊂ Ef , beause S
∗
tEf ⊂ Ef ∀ t > 0. We apply Theorem 1.2 and,
Eg = L
2(0, b) ⊂ Ef .
Reasoning as before for S∗ak−T where T > 0 is arbitrary and k is suh that ak > T , we obtain
S∗ak−T f(x) =
fk(x+ T )
‖fk‖
+ rk(x).
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We extrat again a subsequene, (fkji /‖fkji)‖)i≥1 whose limit g is a nonzero funtion suh that g ∈ Ef
and supp(g) ⊂ [T, c+ T ]. Sine b = sup supp(g) > T and by Theorem 1.2 we obtain
L2(0, T ) ⊂ Ef ∀ T > 0.
Finally, L2(R+) ⊂ Ef . ✷
2 The vetor-valued ase L2(R+, C
n)
In this setion, we generalize the previous result to L2(R+, X) where X is a nite dimensional
Hilbert spae. Let c > 0 be a onstant and (fk)k≥1 be a .r.. sequene in L
2((0, c), X).
Then the sequenes
(
Pfk
‖Pfk‖
)
k∈η
are relatively ompat in L2((0, c), PX) for any orthogonal
projetion P : L2(0, c; X)→ L2(0, c; X), where η = {k ≥ 1 : Pfk 6= 0}.
The next lemma is the rst step for the generalization to vetor-valued funtions.
Lemma 2.1 Let f ∈ L2(R+, X) and supp(f) ⊂ Λ =
∞⋃
k=1
[ak, bk] where Λ is a launary system
of intervals. For any k ≥ 0, we onsider fk(x) = f(x+ ak), with supp(fk) ⊂ [0, bk − ak] and
suppose that,
i) sup
k≥1
|bk − ak| ≤ c <∞.
ii)
(
fk
‖fk‖
)
k≥1
is relatively ompat in L2(0, c; X).
Then, there exists a nonzero funtion g ∈ L2(0, c; X) suh that Stg ∈ Ef pour tout t ≥ 0.
Proof : It is almost the same as the proof of the rst part of Theorem 1.3 with some minor tehnial
modiations and we hange the produts fj(x − aj + ak)hi(x) by the salar produts (fj(x − aj +
ak), hi(x))X . ✷
Remark 2.1 In fat, we an prove more, however it is not neessary for what follows. The
funtion g veries
Stg ∈ ES∗uf ∀ t, u ≥ 0.
Let c > 0, and let M be a subspae of L2(0, c, X). Reall that any spae L2(a, b; X) an be
seen as a subspae of L2(R+, X). We take
L2⊗M = spanL2(R+,X)(StM : t ≥ 0) = closL2(R+,X)
{∑
i
ϕi∗mi : mi ∈M, supp(ϕi) ompat
}
,
where ϕi are funtions in L
2
or L1 (there is no inuene on the result and the sums are nite).
With this notation, we have the following.
Corollary 2.1 Let f as in Lemma 2.1.
There exists a losed subspae M = M(f) ⊂ L2(0, c; X) suh that
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(a) M(f) 6= {0}.
(b) L2 ⊗M(f) ⊂ Ef .
() If h ∈ L2(0, c; X) and L2 ⊗ h ⊂ Ef , then h ∈M(f), (M(f) is maximal).
Proof : Lemma 2.1 gives the existene of one losed subspae M satisfying (a) and (b). Aording to
the denition of the produt L2 ⊗M , it is lear that if L2 ⊗Mα ⊂ Ef (α ∈ A), then L
2 ⊗M ⊂ Ef
where M = spanL2(0, c;X)(Mα : α ∈ A), whih proves property (c). ✷
The following theorem ontains other properties of the subspae L2⊗M(f) ⊂ Ef in Corollary
2.1 whih are onneted with the possible yliity of the funtion f .
Theorem 2.1 Let f as in Lemma 2.1 suh that the sequene (fk)k≥1 is .r.. in L
2(0, c; X)
and let F = L2 ⊗M(f) be the subspae in Ef dened in Corollary 2.1. Then
(i) StF ⊂ F ⊂ Ef for any t, t ≥ 0.
(ii) f = g + h where g ∈ F and supp(h) is ompat.
(iii) Let EM(f) = spanL2(R+,X)(S
∗
tM(f) : t ≥ 0) be the S
∗
t -invariant subspae generated by
M(f). Then, EM(f) ⊂ L
2(0, c; X) and
Ef = closL2(R+,X)(L
2 ⊗M(f) + EM(f)).
The subspaes L2 ⊗M(f) and EM(f) are of the form
L2 ⊗M(f) = F(Θ1H
2(C+, X1)), EM(f) = L
2(R+, X)⊖F(Θ2H
2(C+, X2)),
where Xi ⊂ X(i = 1, 2), F is the Fourier transform, Θi are left inner matriial funtions,
Θi(z) : Xi → X and Θ2 is a left divider of e
icz IX .
Proof : Assertion (i) is obvious by the denition of F . In order to prove (ii), observe that the sum
g =
∑
k≥1
Sakϕk, ϕk ∈M,
with onvergene in L2(R+, X) is in L
2 ⊗M . In partiular, it is the ase for ϕk = PMfk where the
fk are the funtions of the launary deomposition of f , PM is the orthogonal projetion on M in
L2(0, c; X). Then, the funtion
h = f − g =
∑
k≥1
SakPM⊥fk
is in Ef , whereM
⊥ = L2(0, c; X)⊖M . It is lear that all limits of the sequene (PM⊥fk/‖PM⊥fk‖)k≥1
are inM⊥. Therefore, the support supp(h) is ompat or otherwise using the .r.. property of (fk)k≥1,
and by applying again Lemma 2.1 to the funtion h we obtain a nonzero funtion ϕ ∈ Ef ∩M
⊥
suh
that Stϕ ∈ Ef for any t ≥ 0; whih gives a ontradition with the denition of M = M(f).
To prove (iii), we note that L2 ⊗M(f) ⊂ Ef and EM(f) ⊂ Ef ∩ L
2(0, c; X), whih lead to
closL2(R+, X)(L
2 ⊗M(f) + EM(f)) ⊂ Ef .
In order to establish the onverse inlusion, we onsider a nite ombination g =
∑
k Sakϕk, ϕk ∈M .
For any t ≥ 0, we have
S∗t g =
∑
ak<t
S∗t Sakϕk +
∑
ak≥t
S∗t Sakϕk =
∑
ak<t
S∗t−akϕk +
∑
ak≥t
Sak−tϕk,
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where
∑
ak<t
S∗t−akϕk is in EM(f) and
∑
ak≥t
Sak−tϕk in L
2 ⊗ M(f). This shows that the S∗t -invariant
subspae generated by L2 ⊗ M(f) and EM(f) is in closL2(R+, X)(L
2 ⊗ M(f) + EM(f)). But this
subspae ontains also Ef , so Ef ⊂ closL2(R+, X)(L
2 ⊗M(f) + EM(f)).
The representations for L2 ⊗M(f) and EM(f) ome from Lax-Halmos Theorem and the fat that the
inlusion
EM(f) = L
2(R+, X)⊖F(Θ2H
2(X2)) ⊂ L
2(0, c; X) = L2(R+, X)⊖F(e
iczH2(X))
is equivalent to the mentioned division in the statement (see, e.g., [3, p. 19℄). ✷
We give the Fourier transforms of the previous objets,
F = F−1(f) ∈ H2(C+, X), EF = F
−1(Ef ) = spanH2(C+,X)(P+e
−itzF : t ≥ 0),
M(f) = F−1(M(f)) ⊂ F−1(L2(0, c; X)) = Kθ = H
2(C+, X)⊖ θH
2(C+, X),
where θ = eicz,
H2+ ⊗M(f) := F
−1(L2 ⊗M(f)) = spanH2(C+, X)(e
itzM(f) : t ≥ 0) = Θ1H
2(C+, X1),
EM(f) = F
−1(EM(f)) = KΘ2 := H
2(C+, X)⊖Θ2H
2(C+, X2).
Corollary 2.2 Under the hypotheses of Theorem 2.1 and with the previous notation, we have
EF = closH2(C+,X)(Θ1H
2(C+, X1) +KΘ2),
and dimX1 = Rank(M(f)), where
Rank(M(f)) = max(dim{Φ(z) : Φ ∈ M(f)} : Im(z) > 0).
Proof : The rst formula is the Fourier transform of the one in part (iii) of Theorem 2.1. The seond
omes from
dimX1 = max
z
(dim{Φ(z) : Φ ∈ Θ1H
2(C+, X1)},
and from the denition of Θ1, spanH2(C+, X)(e
itzM(f) : t ≥ 0) = Θ1H
2(C+, X1). ✷
Lemma 2.2 Let f ∈ L2(R+, X) be as in the statement of Theorem 2.1, and suppose that
dimX < ∞. If Rank(M(f)) = dimX, where M(f) = F−1(M(f)), then Ef = L
2(R+, X)
(f is yli).
Proof : If dimX1 = dimX then X1 = X , and
(detΘ1)H
2(C+, X) ⊂ Θ1H
2(C+, X) ⊂ EF .
We have that P+e
−itzEF ⊂ EF , t ≥ 0, θ = det(Θ1) is a salar inner funtion and the P+e
−itz
-invariant
subspae generated by θH2(C+, X) oinides with H
2(C+, X). Indeed, if φn are the Fejer polynomials
of θ, then
lim
n→∞
‖P+φnθf − f‖2 = lim
n→∞
‖φn(S
∗)θf − f‖2 = 0,
for every f ∈ H2(C+, X), and therefore, EF = H
2(C+, X). ✷
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Theorem 2.2 Let f ∈ L2(R+, X) satisfy the onditions of Theorem 2.1, and suppose that
dimX <∞. Then, f is yli for the semi-group (S∗t )t≥0 in L
2(R+, X) if and only if
Rank(M(f)) = dimX,
where M(f) = F−1(M(f)).
Proof : The suieny part was proved in Lemma 2.2. Conversely, if f is a yli funtion then
EF = H
2(C+, X) = closH2(C+, X)(Θ1H
2(C+, X1) +KΘ2),
by Corollary 2.2. Taking θ = eicz and sine KΘ2 ⊂ Kθ, we obtain
H2(C+, X) = P+θ(H
2(C+, X)) = closH2(C+, X)(P+θΘ1H
2(C+, X1)).
This implies that the subspae Θ1H
2(C+, X1) is (P+e
−itz)t≥0-yli in H
2(C+, X).
Suppose now that Rank(M(f)) < dimX . Then, using again Corollary 2.2, dimX1 < dimX .
Aording to the Lemma of Complementation (see [3℄), there exists a (bilateral) inner funtion,
Θ(z) : X −→ X suh that Θ|X1 = Θ1. Taking into aount that the multipliation by a left in-
ner funtion is an isometri appliation, we have
Θ1H
2(C+, X1) ⊥ Θ
′H2(C+, X
′),
where X ′ = X ⊖X1 6= {0} and Θ
′ = Θ|X′ .
Therefore, Θ1H
2(C+, X1) ⊥ e
itzΘ′H2(C+, X
′) for any t ≥ 0, whih leads to a ontradition with the
yliity of Θ1H
2(C+, X1). Finally Rank(M(f)) = dimX . ✷
Remark 2.2 The S∗t -invariant subspae EM(f) whih is inluded in L
2(0, c; X) has the Fourier
transform suh that
EM(f) = L
2(0, c; X)⊖F(ΘH2(X)),
where Θ is an inner funtion with the spetrum {0}. This leads after the hange of variable
z = (x− i)/(x + i) and aording to the Theorem of fatorization (see [2℄) to have,
Θ(z) =
∫ x
b
a
exp
(
z + 1
z − 1
)
dµ(t),
where µ is a positive matriial measure.
We end with a simple and instrutive example.
Example: Let X = C2, ak = 2
k, bk = 2
k + 2, f = (ϕ1, ϕ2) where ϕ1 =
∑
k gkχ∆k , with
gk nonzero ontinuous funtions on ∆k = [2
k + 1, 2k + 2] suh that
∑
k ‖gkχ∆k‖ < ∞, and
ϕ2 = S
∗
1ϕ1. With onvenient funtions gk, we an have the spae M(f) of innite dimension,
but with Rank(FM(f)) = 1. The funtion f , of ourse, is not yli. 
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