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Zusammenfassung
Die Entwicklung leistungsfähigerer Femtosekundenlaser mit höherer Pulsenergie und
Durchschnittsleistung ermöglicht eine immer weitreichendere Anwendung von Laser-
systemen. Die Erzeugung von leistungsstarken Attosekundenpulsen für empfindliche
Messreihen und kompakte Röntgenquellen mit hoher Brillanz sind nur zwei denkbare
Anwendungen von vielen.
Die erhofften Lasersysteme mit Durchschnittsleistungen im Kilowatt Bereich,
hunderten von Millijoule Pulsenergie und Pulsdauern von wenigen Femtosekunden
basieren auf einer signifikanten Weiterentwicklung bestehender Technologie, die
zum Teil Gegenstand dieser Arbeit ist. Mittels eines regenerativen Dünnscheiben-
verstärkers konnte zum ersten mal die Verstärkung von Laserpulsen bis zu einer
Energie von 200 mJ bei einer Wiederholrate von 5 kHz, einer Dauer von circa 1 ps
und einer Durchschnittsleistung von 1 kW gezeigt werden. Die ausgezeichneten
thermischen Eigenschaften des Dünnscheibenkonzepts in Verbindung mit einer
tiefgreifenden Untersuchung der Verstärkereigenschaften und einer sorgfältigen Opti-
mierung des Aufbaus ermöglichen einen hochstabilen Laser mit einem annähernd
beugungslimitierten Ausgangsstrahl. Der Verstärker kann als ideale Pumpquelle
für einen optischen parametrischen Verstärker (OPV) genutzt werden, der dann die
Erzeugung von Pulsen mit einer Energie bis zu 20 mJ und einer Dauer von wenigen
Femtosekunden bei einer Wiederholrate von mehreren Kilohertz ermöglichen könnte.
Ein alternativer Ansatz zur Erzeugung von Femtosekundenpulsen aufbauend
auf dem vorgestellen Lasersystem wird ebenfalls untersucht. In einer der ersten
Realisierungen einer nichtlinearen Verbreiterung in einer Multipasszelle konnten Pulse
mit einer Energie von 18 mJ bei einer Wiederholrate von 5 kHz spektral verbreitert
und deren Komprimierbarkeit auf eine Dauer von 41 fs demonstriert werden. Eine
weitere Skalierung bis zu Pulsenergien von 40 mJ und 75 mJ wird gleichfalls gezeigt.
Diese Energien sind (soweit bekannt) die höchsten, bei denen ein Puls mit einer
Frequenz von mehreren Kilohertz verbreitert wurde. Der vorgestelle Ansatz weist
einen beispiellosen Durchsatz von über 95 % und eine hervorragende Skalierbarkeit
bezüglich der Durchschnittsleistung auf. Im Gegensatz zum OPV Ansatz wird die
meiste Eingangsenergie in den erzeugten Femtosekundenpuls überführt, weshalb für
eine gegebene Ausgangsenergie weniger komplexe Laserquellen notwendig sind.
Die Ergebnisse dieser Arbeit stellen einen bedeutsamen Schritt für die nächste
Generation von Femtosekundenlasern dar. Eine simulierte Erweiterung des Systems
erlaubt sogar eine höhere Pulsenergie von 100 mJ bei einer Pulsdauer von mehreren
zehn Femtosekunden und einer Wiederholrate von 5 kHz.
vi Zusammenfassung
Abstract
The development of more powerful and more energetic femtosecond laser systems
builds the foundation for an even wider application of lasers. Powerful attosecond
sources for sensitive experiments and compact high brilliance X-ray sources are only
two examples of a vast field of possibilities that can be made accessible.
The envisioned lasers with kilowatt scale average powers, hundreds of millijoule
of pulse energy and pulse durations down to the few-cycle regime require significant
technological advances that are partially introduced in this thesis. The amplification
of laser pulses to an energy of 200 mJ with a repetition rate of 5 kHz, a duration of
about 1 ps and an average power of 1 kW is demonstrated for the first time using a
thin-disk regenerative amplifier. The excellent thermal properties of the thin-disk
scheme in combination with a thorough investigation of the amplifier properties
and a careful optimization of the design provides a highly stable laser output with
an excellent virtually diffraction limited beam quality. This amplifier can be used
as nearly ideal pump source for an optical parametric amplification (OPA) chain,
which is predicted to facilitate few-cycle pulses with energies up to 20 mJ and a
multi-kilohertz repetition rate.
In a second part an alternative approach to obtain a femtosecond scale pulse
duration from the presented amplifier is studied. In one of the first implementations
of a multipass nonlinear broadening stage, pulses of about 18 mJ are spectrally
broadened with a repetition rate of 5 kHz, and compressibility down to 41 fs is
demonstrated. Further pulse energy scaling to 40 mJ and 75 mJ is shown. To the
best of the authors knowledge these energies represent the highest energies at which a
pulse was spectrally broadened in the multi-kilohertz regime. The proposed approach
features unprecedented throughputs over 95 % and excellent average power scalability.
In contrast to the OPA scheme most of the input pulse energy is transferred into
the femtosecond scale pulse and hence less complex source lasers are necessary for a
given output pulse energy.
The record-breaking results of this thesis constitute an important step for next
generation femtosecond laser sources. A simulated extension of the system allows for
the generation of a pulse energy of 100 mJ, a pulse duration of tens of femtosecond
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Introduction
When the first laser was proposed in the year 1960 by Theodore Maiman [1], the
impact of this invention was still difficult to estimate. In fact Theodore Maiman
commented that “a laser is a solution seeking a problem”. Today the application
of laser light in science and industry is standard practice and several scientific
breakthroughs were only enabled by the usage of lasers [2].
Many lasers are designed for metrology applications. Continuous wave (CW)
lasers are commonly used to measure e.g. surface structures, temperatures or precise
distances. Pulsed lasers add the possibility to temporally resolve measurements with
high accuracy. Even very fast events like electronic motions are captured by laser
pulses with a duration on the attosecond scale [3] and these pulses can be regarded
as the shortest events created by humankind. For example using pulsed lasers
for molecular spectroscopy facilitates the measurement of the unique absorption
spectrum of a molecule (the molecular fingerprint) and the time resolved response
function of a molecule. This method is also known as field-resolved spectroscopy [4].
The conjoined usage of time-domain and spectral data enables amongst others the
detection of the slightest trace of a certain molecule in a solution.
Lasers can also be used to modify material properties or create extreme conditions
where materials show a special behavior. These applications typically depend on
lasers with high average or peak powers and peak powers on the order of petawatt
were demonstrated with pulsed lasers. When properly focused, these lasers generate
extreme intensities up to 5.5× 1022 W/cm2 [5], hence lasers do not only provide the
shortest events created by humankind, but also the most intense. These intense
lasers often work with very low repetition rates on the order of a few hertz or less in
order to provide single events with an extremely high intensity. An exemplary field
of application is the acceleration of electrons or even ions. While the former can be
used to create X-rays for medical imaging [6], the latter can be utilized in particle
therapies to treat tumors [7].
Using high intensity effects with high repetition rates for more sensitive measure-
ments or faster results is however challenging and the necessary laser sources are
subject of latest reasearch. These lasers require a pulse duration on the femtosecond
scale to obtain laser events that are highly localized in time. The technology for
such lasers was coined third generation femtosecond technology [8] and leads to the
development of a whole new class of lasers with terawatt scale peak intensities and
average powers approaching the kilowatt scale. The possibilities that this new laser
class provides are difficult to foresee, but it surely extends the applicability of lasers
into new regimes.
The already mentioned laser based X-ray generation would be revolutionized
by a third generation laser system. A compact X-ray source with a high brilliance
would become feasible and enable the wide application of high resolution and low
dose medical imaging. The most common principle that is used to create X-rays
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(e.g. for medical imaging) has not changed since more than 120 years and is still
based on X-ray tubes. The radiation emitted from X-ray tubes suffers from a low
brilliance with a large angular divergence and bandwidth. This low brilliance yields
(for example) a low spatial resolution in medical imaging applications with a large
dose required for a sufficient contrast to noise ratio [6]. An all-laser based concept
for a high brilliance X-ray source can tackle these issues. The concept is based on a
high intensity pulse with a duration of a few tens of femtoseconds that accelerates
electrons to relativistic velocities. The photons from a second pulse scatter from these
relativistic electrons and are upshifted to the X-ray regime. A kilohertz repetition
rate ensures a sufficient flux for practical medical imaging applications [6].
Another field of application for this new laser class are effects with very low
efficiencies. As example the generation of energetic isolated attosecond pulses on the
nanojoule to microjoule scale requires powerful few-cycle pulses with energies of tens
of millijoule [9]. To obtain better statistical significance for attosecond metrology, a
high repetition rate is favorable. Thus a few-cycle laser with a high peak power and
a high repetition rate can enable sensitive measurements of nonlinear processes with
attosecond scale time resolution.
The workhorse for highly intense laser systems are titanium sapphire (Ti:Sa)
lasers [8, 10]. This gain material has a broad bandwidth that naturally supports
pulse durations from few-cycle to a few tens of femtosecond. The large emission
bandwidth of Ti:Sa and the separation of pump and emission wavelengths also cause
a large energy loss during the transition of a pump photon to an emitted photon.
This energy loss manifest as thermal load for the gain material and is one reason why
Ti:Sa systems are typically limited to relatively low average powers below 100 W.
In contrast lasers based on ytterbium can provide much higher average powers in
the kilowatt regime but their pulse duration is comparatively long with durations
on the order of picoseconds [10].
The challenge of this new laser class is hence that either broadband lasers like
Ti:Sa need to be pushed towards higher average powers or technologies that enhance
the pulse energy and pulse duration of existing high average power architectures need
to be developed. However, the thermal issues of Ti:Sa (and similar) systems make
their usage extremely challenging and promising results have not been demonstrated
to this day. Consequentially the enhancement of existing high average power
architectures is regarded as more promising.
This thesis investigates and applies technologies that pave the way towards a
third generation femtosecond laser system. It focuses on the approach to develop
a highly energetic ytterbium based laser source with high average power that is
subsequently used to obtain a femtosecond scale pulse duration. With ytterbium
based InnoSlab technology average powers of about 500 W, pulse energies of 54 mJ
and a pulse duration of 1.5 ps were already demonstrated [11]. A pulse energy of
23 mJ with an average power of 674 W and a pulse duration of 235 fs was recently
obtained with a coherent combination of ytterbium fiber lasers [12]. A thin-disk laser
system with an even higher pulse energy and average power is developed in the scope
of this thesis. The designed thin-disk laser system represents the most energetic
multi-kilohertz single mode laser to date (to the best of the authors knowledge) with
a pulse energy of up to 200 mJ, an average power of 1 kW and a pulse duration of
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about 1 ps. The thin-disk geometry [13] has close to ideal properties regarding heat
transport and enables an amplification scheme with low thermal distortions, high
average powers and a high beam quality while still providing a large aperture as
necessary for high pulse energies. The thin-disk technology is therefore considered
to be a key technology for third generation femtosecond laser systems.
The developed thin-disk laser is an ideal pump source for an optical parametric
amplification (OPA) scheme [8]. In an OPA scheme a powerful and highly energetic
pump source is used to amplify a broadband signal to higher energies. With this
technique few-cycle pulses with an energy of 53 mJ were already generated at a
repetition rate of 1 kHz [14]. The pulse energy and average power of these systems
is however limited by the low conversion efficiency from near infrared pump to near
infrared signal on the order of 10 % and some thermal constraints. To date output
average powers significantly beyond 100 W could not be demonstrated [15].
Therefore in a second step this thesis investigates an alternative approach for the
generation of highly energetic femtosecond scale pulses with high average power. A
nonlinear compression scheme in a gas-filled multipass cell is evaluated as the most
promising approach. In one of the first experimental implementations of a multipass
nonlinear broadening stage, about 18 mJ of pulse energy is spectrally broadened
at a repetition rate of 5 kHz and the compressibility to a pulse duration of 41 fs is
demonstrated. Further pulse energy scaling to 40 mJ and 75 mJ is shown. To the
best of the authors knowledge these energies represent the highest energies spectrally
broadened in the multi-kilohertz regime. Finally a technology to further increase
this energy to values beyond 100 mJ is theoretically investigated. These unique
parameter set of pulse duration, energy and repetition rate constitute an important
step for next generation femtosecond laser sources.
The thesis is structured as follows:
• Chapter 1 introduces the theoretical basis for laser light propagation and
amplification. Also a novel method to summarize resonator properties is
proposed. The method parameterizes several resonator properties by a common
variable and provides an intuitive understanding of resonator features. The
method also helps to greatly simplify the derivation of an optimal resonator
structure.
• Chapter 2 presents the high energy amplifier that was developed in the scope
of this work. The design choices are evaluated and possible limitations identi-
fied. The behavior of the amplifier is thoroughly investigated supported by a
numerical model and potential optimizations are reviewed.
• Chapter 3 compares different methods to obtain femtosecond scale pulses
from the laser system presented in chapter 2. One of the first experimental
implementations of a multipass nonlinear broadening stage is investigated and





The following chapter gives a short introduction into the basic concepts of laser
beam propagation, optical systems and laser amplification. These concepts are later
used to implement a high energy amplifier and a subsequent nonlinear compression
stage.
First of all the conditions for laser modes and a set of possible modes called
Hermite-Gaussian Modes are derived. Afterwards a special type of optical system
is explained in more detail: the resonator. A resonator is the key element of the
amplifier and the compression stage developed within the scope of this thesis. It
is shown that most resonator properties can be described by a phase accumulated
during one transition through a resonator. A figure of merit for the quality of a
laser mode is established and the properties of a pulsed laser are introduced. Finally
the amplification of a (pulsed) laser in a pumped gain medium is discussed. Based
on the phenomena absorption, stimulated emission and spontaneous emission, a
formalism to describe laser amplification is introduced and some principal figures of
merit for gain media are derived.
1.1 Maxwell’s Equations and the Gaussian Mode
Maxwell’s equations couple the two electro-magnetic fields, the electric field E (r, t)
and the magnetic field H(r, t), in space r and time t. This forms the basis for a
description of electro-magnetic fields like light.







∇ ·D = 0 (1.3)
∇ ·B = 0 (1.4)
D = 0E +P (1.5)
B = µ0H + µ0M (1.6)
The electric flux density D is related to the electric field E with the vacuum
permittivity 0. The polarization density P describes the material reaction to an
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applied electric field. Likewise the magnetic flux density B and the magnetic field
H are coupled by the vacuum permeability µ0 with the magnetization densityM
being the material contribution. On the basis of these equations, an expression for
laser modes is derived and discussed in the following sections.
1.1.1 The Paraxial Helmholtz Equation
In a linear, nondispersive, homogenous and isotropic medium (e.g. air), the polar-
ization density is linearly connected to the electric field [16, p. 156]
P = 0χE (1.7)
leading to D being coupled to the electric field using the electric permittivity  and
the electric susceptibility χ
D = E (1.8)
 = 0(1 + χ). (1.9)
Similarly the magnetic field B is defined using the material permeability µ
B = µH (1.10)







∇ ·D = 0 (1.13)
∇ ·B = 0. (1.14)
Applying the identity for a vector field F
∇× (∇×F ) = ∇(∇ ·F )−∇2F (1.15)
to the electric field E and using the relationship c = 1/√µ with c being the speed






This equation is called wave equation and any solution for it is a valid electric field
E for the given conditions.
For a monochromatic wave with angular frequency ω
E = Re{E(r) exp(iωt)} (1.17)
the wave equation is simplifies to the Helmholtz equation
∇2E(r) + k2E(r) = 0. (1.18)
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with n = c0/c being the refractive index of the medium and c0 the speed of light in
vacuum.
Equation 1.18 can be further simplified by using the slowly varying envelope
approximation. In that case E is defined using a carrier frequency along z that is
identical to the wavenumber k and an envelope A(r) that slowly varies along z
E = A(r) exp(−ikz). (1.20)
For a position independent A(r) = A0 , this represents a plane wave oscillating with
a periodicity (or wavelength) λ = 2pi/k along z [16, p. 44]. Using monochromatic
plane waves for solving Maxwell’s equations shows that the electric field E and the
magnetic field H are transverse to the propagation direction z [16, p. 165], which is
why they are called transverse electromagnetic or TEM waves. For monochromatic
plane waves, the intensity I of the electric field is calculated via [16, p. 166]
I = |E |
2
2η . (1.21)
Here η is the impedance of the medium η = η0/n with η0 =
√
µ0/0.












The plane wave solution A(r) = A0 is the trivial solution to this equation. Note
that choosing a different carrier frequency than the wavenumber k in equation 1.20
would yield a nonexistent field A0 = 0 as trivial solution for equation 1.18. The














The space spanned by all solutions for the paraxial Helmholtz equation 1.24 is
given by a set of orthogonal modes Am,n(r). Every linear combination of solutions
Am,n(r) is a again a solution to the paraxial Helmholtz equation. One solution space
is spanned by the orthogonal Hermite-Gaussian Modes. Using equation 1.20, the

























2R − ikz + iζ
]
(1.26)















Figure 1.1: The spot radius w(z) of an exemplary Gaussian Beam E0,0(r) along the propagation
direction z. The solid blue lines mark the wavefronts (i.e. the phase) of the Gaussian beam with the
radius of curvature R(z) and, for |z|  z0, the separation λ. The Gouy phase ζ(z) is contributing
to the wavefront position mainly within the range (−z0, z0) effectively increasing the distance
between the wavefronts around the focus. θdiv is the divergence angle of the emission cone.
with the distance z from the waist position (z increases as the beam propagates),
the waist radius w0, the spot radius w(z) = w0
√
1 + (z/z0)2, the radius of curvature
of the wavefront R(z) = z[1 + (z0/z)2], the Gouy phase shift ζ(z) = tan−1(z/z0) and
the Rayleigh range z0 = piw20/λ. The Hermite polynomial Hm (and likewise Hn) is
described by the recurrence relation




The 2D profile in the (x, y) plane of a Hermite-Gaussian mode is fully defined
by a given wavenumber k, the position z and the Rayleigh range z0. For a system
with a single wavelength, only the latter values change and hence a parameter q is
defined as compact representation of the current beam parameters [16, p. 76]








The zero order mode E0,0(r) is of special importance in the following sections
and an exemplary propagation is plotted in figure 1.1. Its intensity is given by [16,
p. 77]
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with the radial position r =
√
x2 + y2 and the peak intensity I0. Since the intensity
follows a Gaussian profile, the zero order mode is also called Gaussian mode or
Gaussian beam. For a Gaussian beam, the spot radius w(z) describes the radial
distance at which the intensity has dropped by a factor 1/e2. At a distance from
the waist equal to the Rayleigh range z = z0, the spot has increased by a factor√
2 compared to the waist w0. The Rayleigh range is therefore often used as a
measure for the length of a focus, i.e. over which distance the spot size does not
differ significantly from the waist size and the divergence is low. Long Rayleigh
ranges that are typical for large spot sizes imply a long distance in which a beam can
be assumed to be collimated. After a propagation far beyond the Rayleigh range,




1.2 Propagation via ABCD Matrices
In linear systems, the input and output parameters are coupled by a matrix multipli-
cation. This property can also be applied to linear optical systems. Approximating
a laser beam as light ray with a position y1 and an angle θ1 with reference to the













Here y2 and θ2 describe the output ray of the optical system. Negative angles θ
correspond to rays that point downward from the optical axis in their direction of
propagation. The matrix M with the elements A, B, C and D fully describes the
system properties. In case of systems consisting of spherical surfaces, free space
propagation and material transmission or reflection, linearity can be assumed if all
ray angles within the system fulfill the small angle approximation
sin(θ) ≈ θ. (1.32)
A concatenation of linear optical systems M 1 →M 2 →M 3 is calculated by simply
multiplying their ABCD-matrices M 123 = M 3M 2M 1. Thus a straight forward
treatment of optical systems is possible. Basic building blocks for optical systems
like the ABCD matrix for a lens or for a simple propagation can be found in literature
[16, p. 26f]. The determinant of an ABCD matrix corresponds to the relation of the
input and output refractive index n1 and n2 and is determined as Det(M ) = n1/n2
[16, p. 31]. In the following it is assumed that the first and last stage of the optical
system are in the same environment and hence n1 = n2 or
Det(M ) = 1. (1.33)
The ABCD formalism can also be used beyond ray optics. A Gaussian beam
described by the incident and transmitted q-parameters qin and qout (equation 1.28)
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This equation relates the incident radius of curvature Rin and spot radius win
with an output radius of curvature Rout and spot radius wout. Furthermore for the
determinant holds Det(M ) = 1 and the total accumulated Gouy phase in the ABCD
system is given by ∆ζ (compare to equation 1.26). Using these relationships, the



























D = 1 +BC
A
. (1.38)
In conclusion the ABCD-Matrix of an arbitrary system can be deduced from the
change of radius of curvature and spot radius as well as the accumulated Gouy phase
∆ζ. The matrix can be understood in first approximation as linear system that
changes the position and angle of an incident ray.
1.3 Resonators and their Parametrization
This section introduces a special optical system called resonator with the classical
ABCD formalism. Although the previously introduced ABCD formalism is commonly
used to describe optical systems and deduce their properties, a description based on
ABCD matrices is rather unintuitive and possible dependencies between the matrix
entries are difficult to connect to the observed propagation in the system. It was
found in the scope of this thesis that by rewriting the properties of an optical system
using the alternative ABCD description from eqs. 1.35 to 1.38, the accumulated
Gouy phase can give key insights into the propagation dynamics.
For the first time (to the best of the authors knowledge) a thorough investigation
of resonator properties is performed, where each property is parameterized to yield a
straightforward dependency to the accumulated Gouy phase. The accumulated Gouy
phase is shown to be intuitively obtainable from the caustic of a resonator and to
enable straightforward conclusions about the stability, minimum length, periodicity
and robustness of a resonator as well as its off-axis and non-eigenmode propagation.
This Gouy phase parametrization is later applied to obtain an ideal accumulated
Gouy phase that optimizes the properties of a resonator. The parametrization also
helps to intuitively understand the experimentally observed behavior of a resonator.
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1.3.1 Resonator Definition
In a resonator, a beam is exactly reproduced after one cycle within an optical
system. Ideally a beam can cycle in such a system for an infinite amount of time
without changing its properties, making it especially useful for amplification systems,
oscillators or other systems that benefit from a cycling laser beam. Using equation





Here the q-parameter qeig describes the eigenmode of the resonator that is reproduced
after one transition. If for any arbitrary q, the equation
q = Aq +B
Cq +D. (1.40)
holds, the system is q-preserving (and imaging). This is the case if A = D = ±1
and B = C = 0.











A condition for the q-parameter in equation 1.28 is that the Rayleigh length z0 must
be real and positive. This is true for the given system if
−1 < A+D2 < 1. (1.42)
If this resonator condition is fulfilled, the optical system features an eigenmode and
can be used as resonator structure. Such resonators are called stable.
For the eigenmode, we can assume that the output spot radius and radius of
curvature equals the input. The eigenmode accumlates a certain amount of Gouy
phase ∆ζeig, thus win = wout, Rin = Rout and ∆ζ = ∆ζeig holds. Using equation
1.35 – 1.38 under these assumptions, the stability parameter S can be simplified to
[18]
S = A+D2 = cos (∆ζeig) . (1.43)
Solving this equation for the Gouy phase accumulated by the eigenmode within one
cycle yields
∆ζeig = sgn (B) cos−1 (S) . (1.44)
Here sgn (B) solves the sign ambiguity induced by the cosine function [18]. The
accumulated Gouy phase and the resonator stability are hence directly connected with
the distinction that the accumulated Gouy phase also includes the sign information
of the parameter B of the ABCD matrix. In the following, the accumulated Gouy
phase is discussed in more detail and its usage as key parameter to define several
resonator properties is motivated.





































Figure 1.2: The caustic and the corresponding accumulated Gouy phase ∆ζ for different focus
configurations.
1.3.2 The Gouy Phase of a Resonator
The Gouy phase accumulated within a resonator roundtrip ∆ζeig is an important
design parameter and its value determines resonator properties like stability, pe-
riodicity and the propagation of non-eigenmodes. For a beam propagating from
a position zmin to a position z, the accumulated Gouy phase is calculated by the
equation [16, p. 77]





A full focus within the resonator roughly adds a Gouy phase of pi to the accu-
mulated Gouy phase. This result is obtained by calculating the extreme case of
equation 1.45, where zmin → −∞ and z → ∞ . A loose focus that corresponds
to a transition through the Rayleigh range, i.e. zmin ≈ −z0 and z ≈ z0, adds a
phase of around around pi/2. And finally the propagation of a large collimated
beam with z and |zmin|  z0 causes almost no change. These configurations are also
exemplary depicted in figure 1.2. The Gouy phase of a resonator is then estimated
by simply counting the loose and strong foci within one roundtrip and adding the
corresponding accumulated Gouy phases. This method provides an intuitive way to
determine the approximate Gouy parameter of a system.
To calculate the accumulated Gouy phase of a resonator more precisely, a new
quantity is defined that gives the acquired Gouy phase per unit length. It is










To obtain an expression for the total accumulated Gouy phase in an arbitrary
resonator, the contributions per unit length ∂z∆ζ need to be summed over the














harmonic mean of spot area piw2. (1.48)
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The length of a resonator is then fully determined by the harmonic mean of its spot





The spot size in resonators is often constrained to be larger than a threshold value to
avoid damages or ionization. In these cases a large accumulated Gouy phases ∆ζEig
can often only be reached by enlarging the resonator length L. Long resonators can
however reduce the mechanical stability as more optical components are involved in
the design and longer propagation paths yield larger translations of a beam even for
small angular errors. The reaction of a resonator to angular and translational errors
is later discussed in more detail in section 1.3.6.
1.3.3 Periodicity of Resonators
To show that a resonator periodically creates a q-preserved iteration, the system’s
ABCD matrix is decomposed into its eigenvalues and eigenvectors. The eigenvalues
λ1,2 of an ABCD matrix are
λ1,2 = S ± i
√
1− S2. (1.50)
For stable resonators where |S| < 1, the eigenvalues become complex and are
alternatively expressed by using equation 1.43
λ1 = exp(i∆ζeig) λ2 = exp(−i∆ζeig). (1.51)





















One can decompose the ABCD matrix of a resonator into eigenvectors and eigenvalues



























M = QΛQ−1. (1.56)
This way of writing the ABCD matrix M greatly simplifies the derivation of several
interesting properties of resonators. One obvious result is that the repeated transition
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through a resonatorMN , where N is the amount of passes through the resonator, is
expressed by






For N∆ζeig = kpi where k is some integer number, the eigenvalues take the value
λN1,2 = ±1 and the matrix multiplication becomes
MN = ±QIQ−1 = ±I for N = kpi/∆ζeig. (1.58)
The unity matrix I and its negative variant −I are q-preserving matrices. That
means any mode that enters the resonator is exactly reproduced after N = kpi/∆ζeig
roundtrips. This is especially problematic for wavefront aberrations or similar
distortions that are exactly reproduced and can therefore buildup over several
iterations through the setup. Robust resonators favor rare occurrences of q-preserved
or almost q-preserved iterations to avoid these buildups [19].
1.3.4 Propagation of Arbitrary Modes
In principle any mode q can propagate through a resonator. However the propagation
of modes that are not eigenmodes is dynamic with changing parameters for every
iteration until a q-preserved condition is reached again (N∆ζeig ≈ kpi). For a deeper
investigation of the propagation of arbitrary modes, it is first of all noted that
the eigenvalue decomposition (equations 1.53 to 1.56) can be interpreted as three
consecutive optical systems. By propagating an arbitrary mode qin through these
systems (equation 1.34), a general expression for the propagation through a resonator
is found with an output mode qout. The result is finally converted to a spot area by
the relation piw2out = −(Im q−1out)−1λ (eq. 1.28). The squared output waist size for a
single pass in a resonator then yields


















w4in − c2R − w4eig
2w2in
(1.62)
An exemplary propagation is shown in figure 1.3.
The coefficient cR models the impact of a wavefront mismatch between input
mode qin and eigenmode qeig. If the wavefronts are mismatched (i.e. Rin 6= Reig),
this coefficient is different from zero and causes a sine contribution that manifests
as phase shift of the spot area oscillation as visible in figure 1.3.
w2out represents the area of the propagating mode averaged over several passes.
Note that this average spot area can be bigger than the actual eigenmode.
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Figure 1.3: The exemplary propagation of arbitrary modes for different accumulated Gouy phases
∆ζeig. The calculation is based on a resonator with a collimated (R−1eig = 0) eigenmode with radius
weig = 3 mm. The blue curve represents an input mode where the wavefront is mode matched
but the input radius win = 2.6 mm is not. For the red curve a wavefront mismatch is added with
Rin = 100 m. The dashed lines mark the corresponding average values w2out.
Under the assumption of a wavefront matched input mode (i.e. cR = 0), the
amplitude of the oscillation is solely determined by the coefficient ŵ2out. This also
means that (assuming a wavefront matched input mode), the phase of the oscillation
is always constant, does not depend on the input beam size and follows a cosine
function.
The spot area after the second pass in a resonator is easily calculated by just
doubling the accumulated Gouy phase ∆ζeig → 2∆ζeig and reevaluating the equation
above. Similarly the spot area is calculated for the third, fourth (and so on) pass.
The spot area for modes that differ from the eigenmode hence changes with a
sinusoidal pattern during several passes in a resonator.
The frequency of the oscillation depends on the actual resonator configuration
given by the accumulated Gouy phase ∆ζeig per pass. The higher the accumulated
phase, the faster the underlying spot area oscillation over the passes.
With these equations the behavior of a non eigenmode in a resonator gives access
to properties like the kind and degree of mode mismatch and the stability of a
resonator. This is later used to mode match an input mode to an eigenmode and to
experimentally determine the parameter ∆ζeig.
1.3.5 Off-Axis Propagation
So far a propagation on the optical axis was assumed. However resonators also show
remarkable properties for beams that are coupled into a resonator with some offset
from the optical axis. To analyze these properties, the 2D ray vector introduced in






























Figure 1.4: (a) The ellipse defined by the two conjugated half diameters pin and p˜out with
p˜in = −piw2Eig/(REigλ) × pin and θ˜in = piw2Eig/λ × θin, where pin and θin are given in eq. 1.63.
Note that p˜in can flip direction depending on sign of the radius of curvature Reig and the sketch
shows an ellipse for Reig > 0. All possible output positions pout of a resonator follow the outer path
of this ellipse. (b) An exemplary raytrace for the propagation of a collimated beam (R→∞) with
a step size of ∆ζeig = pi/8. The beam size does not follow eq. 1.59 owing to the ray approximation.
Note that the beam is not geometrically rotated during propagation.
where the new imaginary part describes the position on the x-axis and the angle
between x-axis and optical axis. With this notation arbitrary input positions and
angles in the xyz space can be defined.
Plugging the input vector {pin, θin} into a resonatorM = QΛQ−1 (equation 1.31










pout = pin cos ∆ζeig + p˜out sin ∆ζeig (1.67)
This is in remarkable similarity to the parametric ellipse equation
{x, y} = uxRx cos γ + uyRy sin γ (1.68)
with the x-axis and y-axis unit vectors ux = {1, 0} and uy = {0, 1}, the radii Rx
and Ry and the propagation parameter γ. In fact the vectors pin and p˜out create a
skewed (non-orthogonal) coordinate system and the output position pout is described
by an ellipse within this coordinate system. A skewed ellipse stays an ellipse. The
output position after propagation through an arbitrary resonator is therefore always
part of an elliptic path defined by two vectors pin and p˜out as depicted in figure 1.4a.












θout = θin cos ∆ζeig + θ˜out sin ∆ζeig (1.65)






Figure 1.5: (a) The schematic setup of a linear resonator. The beam is coupled in and out
coaxially and bounces two times over the central mirrors with each roundtrip. (b) The schematic
setup of a ring resonator. The beam is coupled in and out with differing angles and the beam
bounces only a single time over each mirror for each roundtrip. Blue elements mark plane mirrors
while green elements mark concave mirrors in both pictures.
The accumulated Gouy phase ∆ζeig determines the angular movement on the ellipse
between the input position pin and the output position pout. Multiple roundtrips in
a resonator cause the position to rotate angularly with a shift of ∆ζeig per roundtrip
(see figure 1.4b).
1.3.6 Resonator Robustness
In the previous sections, the propagation of a non-eigenmode beam within a resonator
was analyzed in detail. The following section investigates the change of the eigenmode,
if the resonator is distorted in some way. Two types of resonators exist and their
stability behavior differs: the linear and the ring resonator. Their schematics are
depicted in figure 1.5. In a ring resonator, the beam is guided once through any
optical system involved in the resonator before it reaches its initial position again.
Hence the propagation resembles a ring. In contrast, in linear resonators the beam
propagates back and forth in a linear fashion.
The amplifier that is designed in the scope of this work is based on a ring
resonator, which is why the robustness properties of this resonator type is discussed
in more detail in the following. The discussion for a linear resonator can be found
in the appendix A.1.
Mechanical Robustness
For the analysis of the mechanical robustness, it is assumed that the ring is distorted
and the beam accumulates some translational shift s and some angular shift σ during


















where {xEig, θEig} defines the eigenmode position. Solving this equation for the
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Minimizing the term | cot(∆ζeig/2)| therefore also minimizes the sensitivity for any
misalignment {s, σ}. I.e. the closer a resonator is designed to reach ∆ζeig ≈ pi, the
more robust it is against misalignment.
Spot Size Robustness
However, there is a second source of distortion typically caused by changing focal
lengths of resonator optics (e.g. thermal lenses). If the focal length of an optical
element changes, this might have a severe impact on the eigenmode size. To find a
design that is robust against such changes, a focal length distortion is modeled by
an additional lens ABCD matrix M f with dioptric power 1/f . For an undistorted
system, the dioptric power is zero, i.e. 1/f = 0. The distortion is introduced into
the system M by the multiplication M dist = MM f . By solving the eigenmode
equation for this distorted system M dist (eq. 1.39), the spot radius wf at the place











1 + f−1eff cot ∆ζeig − 14f−2eff
. (1.72)
Bigger eigenmode spot sizes increase the impact of the dioptric power change 1/f .
Also the maximum robustness against focal length distortions is reached where the







= −wEig4 cot ∆ζeig
!= 0. (1.73)
In conclusion maximum robustness against focal length shifts is reached for
∆ζeig = ∆ζeig,robust =
pi
2 + kpi k ∈ Z. (1.74)
With this accumulated Gouy phase, the resonator fulfills the resonator condition
(i.e. wf does not approach infinity) if the distortion is within the range
−2 < f−1eff < 2. (1.75)
The maximum spot size robustness and maximum mechanical robustness (∆ζeig ≈ pi)
are never reached simultaneously. In practice spot size robustness is considered to
be more important as mechanically stable setups minimize the need for mechanical
robustness. Thus typical Gouy phase values for ring resonators are near ∆ζeig,robust.
Shift of Eigenmode Position
By choosing ∆ζeig ≈ ∆ζeig,robust, another ring resonator property comes into effect.
The outcoupling of a resonator is often done at a position where the beam is
collimated REig →∞. This avoids the necessity of collimation optics and simplifies
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the usage of the laser output. Under this condition and assuming ∆ζeig ≈ ∆ζeig,robust,
it can be shown that any distortion in the resonator causes mainly a translational
shift of the eigenmode position. This property is derived by simplifying equation






1 s + ±z0 σ
∓ 1
z0
s + 1 σ
]
. (1.76)
Solving this for the distortion angle σ and output angle θEig yields







The maximum position values for |xEig| and |s| are typically limited to some mil-
limeters due to the size of the used optics. Assuming a maximum value on the order
of the beam spot radius wEig ≈ |xEig|, |s| yields





where θdiv is the half angle divergence of a Gaussian beam (eq. 1.30, the waist radius
equals the spot radius due to collimation w0,Eig = wEig). For a collimated beam,
this divergence is negligible and |θEig| ≈ 0 holds in good approximation. Therefore
even position shifts as large as wEig only cause minor angular movements in the
resonator at positions where the eigenmode is collimated. In good approximation,
the eigenmode mainly translates if the system is subject to distortion.
Temporal Robustness
In [21] a temporal instability mechanism is theorized caused by a delayed reaction of
a gain element in the resonator. A time delay element in a system always implies a
frequency dependency with possible resonances or run-away conditions. A robustness
parameter G is used to determine the run-away condition. If its value is smaller
than 1, no run-away is expected
G = VLB
xeig(s = 0, σ)
σ
< 1. (1.80)
Here VLB describes the focal strength of an arbitrary nonlinear (thermal) lens with a
positive value for a focusing lens. xeig(s = 0, σ) is defined in equation 1.70. Assuming








For a range 0 ≤ ∆ζeig ≤ 2pi, this true even for large nonlinear focal strengths (large
values of VLB) if ∆ζeig approaches pi and for ∆ζeig ≥ pi, this condition is always
fulfilled. Thus a resonator with a large accumulated Gouy phase ∆ζeig minimizes or
even avoids possible temporal instabilities.







































Figure 1.6: The robustness properties of a ring resonator. The lines refer to the robustness
parameters from eq. 1.83 to 1.85, where lower values refer to more robust systems. The shaded
areas in gray mark Gouy phases with an increased risk of unwanted distortion buildup taken from
[22] and discussed in section 1.3.3. Finally the orange area defines possible resonator lengths. For
the length calculation a beam diameter of 2wEig ≥ 3 mm was arbitrarily chosen (eq. 1.49).
Conclusion
In conclusion, three robustness parameters and the length dependency have been
determined for ring resonators (smaller values are better):
Length ∝ ∆ζeig (eq. 1.49) (1.82)
Mechanical robustness ∝
∣∣∣∣∣cot ∆ζeig2
∣∣∣∣∣ (eq. 1.70) (1.83)
Spot size robustness ∝ |cot ∆ζeig| (eq. 1.73) (1.84)
Temporal robustness ∝ cot ∆ζeig2 (eq. 1.81). (1.85)
Figure 1.6 summarizes the findings from the previous sections. A single parameter,
the accumulated Gouy phase ∆ζeig, defines the minimal resonator length, the
robustness and possible distortion buildups.
A robust resonator is found for all Gouy phases where the robustness parameters
from eq. 1.83 to 1.85 reach low values. Gouy phases of pi/2 and 3pi/2 yield highly
robust resonators against focal length distortions that change the spot size of the
eigenmode. A Gouy phase around pi maximizes the mechanical robustness and
Gouy phases ≥ pi render temporal instabilities impossible. A compromise between
mechanical and spot size robustness is provided for Gouy phases slightly higher than
pi/2 or slightly lower than 3pi/2 .
At the same time it is known from equation 1.49 that a large Gouy phase shift
requires a long resonator. Figure 1.6 shows a range of possible resonator lengths
as orange shaded region for an exemplary resonator that has a beam diameter of
2wEig ≥ 3 mm. It becomes obvious that for such a resonator, the robust area around a
Gouy phase of 3pi/2 is only approachable with resonator lengths that are not feasible.
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In fact long resonators are expected to show an increased sensitivity to mechanical
distortions. Low angular errors σ are converted to large translational shifts s over the
long propagation distance and even a mechanically stable design cannot compensate
this (compare to equation 1.70). Additionally longer resonators typically rely on
more optics that pose a potential source of distortion. This disadvantage of the
region around a Gouy phase of 3pi/2 makes a ring resonator with a Gouy phase shift
around pi/2 more favorable.
It was also concluded in section 1.3.3 that certain Gouy phase shifts might cause
an unwanted buildup of higher order components thereby degrading the beam quality.
These phase shifts are investigated in more detail in [22]. Figure 1.6 highlights
the phase shifts that can lead to an increased higher order buildup with a gray
background and consequentially white areas mark phase shifts that are predicted
to support high beam qualities. Gouy phase shifts slightly greater or smaller than
pi/2 are hence the preferred choice. Note that phase shifts greater than pi/2 offer
the advantage of a significantly higher mechanical robustness with the cost of a
comparably low increase in resonator length.
In conclusion a phase shift of about ∆ζeig ≈ 0.55pi guarantees good robustness
with a rather short (and hence mechanically more stable) setup length. Choosing
a radius of curvature REig and a spot size weig then fully determines the ABCD
matrix of the resonator.
1.4 Beam Quality Factor M 2
Features like waist size, spot size, eigenmode or divergence were so far treated
assuming a Gaussian beam (eq. 1.26). In practice, a beam is often a mixture of
a Gaussian beam and some higher order components (eq. 1.25). To quantify the
similarity to a Gaussian beam, a figure of merit is introduced called M2 [23]. It is




Here W0 is the measured (real) waist size W0 and Θdiv is the measured half angle
divergence. A value close to M2 ≈ 1 is considered to represent a Gaussian beam. An
exemplary propagation of such a higher order mode beam is depicted in figure 1.7.
Measurement
The M2 value is determined by tracking the 2σ radius of a beam during the





σ2x + σ2y ± 2
∣∣∣σ2xy∣∣∣) (1.87)
where σ2x, σ2y and σ2xy are the second order moments of the power density distribution
of the beam. While propagating through the focus, the beam size follows the equation
[25, p. 28] [26, p. 188]
W (z)2 = W 20 + Θ2divz2. (1.88)


















High order mode W (z), M2 = 3
Embedded Gaussian wemb
Figure 1.7: The exemplary propagation of a mode with an M2 value of 3. The waist radius is
W0 and the divergence Θdiv. The corresponding embedded Gaussian mode is depicted with dashed
lines and has a waist radius of w0, a divergence of θdiv and a Rayleigh length z0.
By fitting the measured waist radii Wx,y(z) to this equation, W0 and Θdiv are deter-
mined. Consequentially an M2 value can be assigned to the measured beam. More
details about the measurement of the M2 value can be found in the corresponding
ISO norm [24].
Embedded Gaussian
By noticing (based on equation 1.25), that every higher order mode follows the
propagation of an embedded Gaussian beam E0,0(r), the propagation of an arbitrary
beam with M2 > 1 can be calculated in good approximation. The embedded
Gaussian spot size wemb is simply found by a division of the measured spot radius
W (eq. 1.87) by the measured beam quality
√





A propagation of such an embedded Gaussian beam and its corresponding higher
order mode is plotted in figure 1.7. The q-parameter (eq. 1.28) defined for this
embedded Gaussian beam yields a basis for further calculations. The calculated





As previously noted, a higher order beam is always bigger than its embedded
Gaussian. A common method to remove the higher order components is therefore
the introduction of some kind of aperture that introduces large losses for higher
order components and low losses for the smaller Gaussian beam. The relationship
between the M2 after filtering, the aperture diameter Dfilt and the Gaussian beam
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This kind of mode cleaning with a hard aperture causes steep intensity edges at the
border of the beam profile. These steep edges might in turn cause a coupling of
energy from the fundamental (Gaussian) mode into higher order modes [19]. A more
efficient way of mode cleaning is therefore the introduction of a soft aperture where
the transmission (or gain) gradually increases towards the center while avoiding any
abrupt changes.
1.5 Pulse Propagation and Dispersion
Lasers can operate in a continuous wave regime or as pulsed laser. Pulsed lasers
emit a series of pulses where each pulse can be described by the wavefunction [16,
p. 69]
E (r, t) = E(r, t) exp (iω0t) . (1.91)
E(r, t) is the slowly varying envelope and ω0 the central optical frequency. If
this envelope is time independent, the equation simplifies to the definition of a
monochromatic wave (eq. 1.17). It is further assumed that the envelope is separable
into a spatial and a time domain component (compare to eq. 1.20)
E(r, t) = E(r)A (t) , (1.92)
where A(t) describes the time domain component of the complex pulse envelope.
The Fourier transformation of the pulse defined in eq. 1.91 yields the amplitude
spectrum |A(ω − ω0)| of the pulse
E (r, t) F−→ E(r)A (ω − ω0) . (1.93)
Here A(ω) = |A(ω)| exp (iϕ(ω)) is the Fourier transformation of the pulse envelope
A(t). A purely linear phase ϕ(ω) = −ω∆t in the frequency domain corresponds to
a simple shift of the pulse envelope along ∆t in the time domain and can often be
ignored in the spectral analysis. In contrast higher order phases define the envelope
shape A(t) in time domain.
If the pulse accumulates some higher order phase during the propagation through





is then called group delay dispersion (GDD). A typical consequence of GDD is the
temporal stretching of the pulse envelope A(t). A dispersion coefficient is commonly
defined as [16, p. 185f]
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The dispersion coefficient is a measure of the temporal pulse stretching per unit
spectral width ∆λ. An estimate for the elongation is [16, p. 353]
∆tFWHM ≈ |GDD| ×∆ωFWHM (1.96)
∆tFWHM ≈ |Dλ| ×∆λFWHM , (1.97)
where FWHM indicates a width measurement based on the full width half maximum.
An initially short pulse A(t) approximates the duration ∆tFWHM in case of strong
dispersion. The same dispersion causes longer output pulses if the bandwidth
∆λFWHM (or ∆ωFWHM) is increased. Therefore broadband systems are more
sensitive to dispersion effects. Elongated pulses can also be compressed back to their
initial duration. To this end the pulse propagates through a system with inverted
group delay dispersion. This principle is often used in chirped pulse amplification
systems where temporal broadening and compression is introduced on purpose to
reduce the peak power in a system [28].
One of the properties of the Fourier transformation is that the product of the
spectral bandwidth and the time duration defined over the root mean square has an
uncertainty [26, p. 334]
∆trms ∆ωrms ≥ 12 . (1.98)
The actual value of the time-bandwidth product depends on the shape of the pulse
and the dispersion. A pulse with a purely linear spectral phase (i.e. ϕ(ω) ∝ ω)
is called Fourier limited or transform limited since the product of bandwidth and
duration reaches the lower limit for its spectral shape [26, p. 334]. A large bandwidth
of the amplitude spectrum hence enables very short transform limited pulses.
1.6 Amplification by Stimulated Emission
Stimulated emission and absorption form the basis of classical laser amplifier systems.
This chapter discusses the basic mechanisms behind emission and absorption in
gain materials and introduces a simplified effective two level formalism to enable
the calculation of gain and absorption of these materials. A vast amount of gain
materials exist and to provide a better way of comparison, some general figure
of merits and properties of gain materials like stored energy, large signal gain,
amplification bandwidth and dynamic stability are explained.
1.6.1 Multi-Level Systems
A gain medium can be interpreted as a multi-level system with different energy levels.
Following this model each energy level is populated by a certain electron density.
This means that a for each energy level, a certain percentage of available electrons
is excited to have the corresponding energy connected to this level. Electrons can
be excited to a higher energy level by absorbing energy or they can decay to a lower
energy level by emitting energy. In the scope of this work, electrons are excited by
the absorption of a photon (also referred to as pumping). A decay of an electron to a
lower level is connected to the emission of a photon (radiative decay) or for example





























Figure 1.8: Shown are various level configurations for gain media. Abs. indicates an absorbed
photon, Em. an emitted photon and dashed lines a transition with a short lifetime. Horizontal lines
highlight the energy levels with a line thickness that correlates with a typical population density.
Illustrated are a (a) two-level, (b) lower three-level, (c) upper three-level and a (d) four-level
system.
by setting up a mechanical vibration in the lattice of a crystal that manifests as
crystal heating (nonradiative decay). Nonradiative decay is typically very rapid but
limited to small energy differences between the concerning levels. More details can
be found in [2].
The most simple gain medium is a non degenerate two-level medium as schemati-
cally depicted in figure 1.8a. Here the upper energy level has the electron density N2,
the lower energy level the density N1 and the total electron density is N = N1 +N2.
Neglecting any nonradiative transitions, the amount of electrons being excited from
level 1 to level 2 is then given by [2, p. 25]
∂N2
∂t
= N1B12ρ (absorption), (1.99)
where ρ is an energy density given by the number of photons per unit volume in the
medium. The decay of an electron from level 2 to level 1 can be triggered by one of
the photons in the medium. This process is called stimulated emission and is the
key mechanism that enables laser amplification. The electron decay connected to
stimulated emission is given by
∂N2
∂t
= −N2B21ρ (stimulated emission). (1.100)




= −N2A21 (spontaneous emission). (1.101)
The coefficients A21, B21 and B12 are called Einstein coefficients as they were
originally introduced by Albert Einstein. They are a figure of merit how probable
the transitions are. The sum of all three processes mentioned above yields the rate
of emission and absorption and is also called rate equation. The electron density is
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required to be constant in a steady state system and the rate equation is then
∂N2
∂t
= −N2B21ρ−N2A21 +N1B12ρ != 0. (1.102)
In the non-degenerate case B = B21 = B21 holds such that solving this equation for






Thus even for an infinitely high density of photons, the upper laser level population
cannot exceed the value N/2 in a two-level gain medium. This means the upper level
electron density is always smaller than the lower level density N2 < N1. Comparing
this result to the rates for absorption (eq. 1.99) and stimulated emission (eq. 1.100)
leads to the conclusion that the absorption is always stronger than the stimulated
emission and no signal gain due to stimulated emission can be expected.
In order to use stimulated emission as tool for the amplification of a signal, more
complex energy level structures are necessary. Prominent examples are three-level
and four-level systems. The general idea is to provide a third or a fourth energy
level that acts as temporary storage of electrons.
The storage can effectively reduce the density N1 of electrons in the lower laser
level such that N2 > N1 becomes valid (also known as population inversion) and a
signal gain is possible. This variant is shown in figure 1.8b, where the level 0 acts
as additional energy level. Alternatively the storage can provide electrons to the
upper level N2 to reach population inversion (illustrated in figure 1.8c, where a level
3 is used to this end). A four-level system can provide two storage levels and both
mechanisms can be combined (figure 1.8d), such that a positive gain is reached with
a low threshold energy density ρ.
A condition for these additional energy levels is that they are connected to fast
decay times (i.e. much faster than the radiative decay) and an effectively immediate
redistribution of electrons into the proper energy levels is possible. This condition
typically implies that these additional energy levels are close to the lower level 1 or
upper level 2 to enable nonradiative decay.
1.6.2 Absorption and Emission Cross Sections
The energy level structure of most real gain media is even more complex than the
simplified multi-level systems introduced in the previous section. Often several lower
and upper energy levels are present. Each of these levels can have different electron
populations and can interact with each other making their treatment difficult. In a
common approximation, each energy level is populated according to the thermal
equilibrium energy distribution (i.e. the Boltzmann distribution) [29]. Given two
energy level populations in thermal equilibrium N0 and N1 with corresponding
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This approximation solves the issue of multiple unknown populations in a system.
It is further assumed that the energy levels involved in an amplification process can
be approximated by two effective laser levels with populations N1 and N2. If some
electron populates one of these effective levels, it is immediately redistributed to
the real energy levels hidden behind these effective levels following the Boltzmann
distribution. By using this approximation, even complex multi-level systems can
be treated in a simple two level scheme. As example in a four level scheme (figure
1.8d), the energy levels 0 and 1 would be summarized as level 1 and the levels 2 and
3 as level 2.
These two effective levels are coupled by the absorption and the emission cross
section σa(ω) and σe(ω). The cross sections correlate to the probability of an
incident photon being absorbed or triggering a stimulated emission at a certain
optical frequency ω = 2pic/λ and implicitly incorporate the complex energy level
structure hidden behind the two level approximation. The effective cross sections are
used instead of the Einstein coefficients B12 and B21 of the ideal two-level medium.
The emission and absorption cross sections are thermally coupled and for a
















The zero phonon energy Ez is virtually equal to the energy gap between the lowest
sublevel of the lower laser level 1 and the lowest sublevel of the upper laser level 2.
In a four level system (figure 1.8d), this would be the energy gap between level 0
and level 2.
For a steady state system, the amount of absorbed and emitted photons per
timeframe has to be the same. This leads to the rate equation for an effective two
level system with the photon flux per frequency interval Φ(ω) (unit 1/(Hz s m2))
and the rate of spontanous emission per frequency interval a(ω) as replacement for
the coefficient A21 [29]. Similar to equation 1.102, the rate equation for a steady
state system is then given by
N2σe(ω)Φ(ω) +N2a(ω)︸ ︷︷ ︸
emission rate
= N1σa(ω)Φ(ω)︸ ︷︷ ︸
absorption rate
. (1.106)















Here the spontaneous emission coefficient a(ω) reduced to a lifetime τ of the upper
laser level. The lifetime τ is connected to the rate N2τ−1 that gives the amount of
spontaneously emitted photons per timeframe. With this rate a pumped upper state
N2 would be depleted within a lifetime τ after stopping the pump.
In a simplified case only two optical frequencies are involved in the amplification
process: the pump frequency ωP and the lasing frequency ωL. In this case the
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integrals are simplified to
N2 (σePΦP + σeLΦL) +
N2
τ
= N1 (σaPΦP + σaLΦL) . (1.109)
The photon flux for the lasing and pumping frequency is ΦL and respective ΦP .
σeP and σeL are the emission cross sections and σaP and σaL the absorption cross
sections for the pump and the lasing light. This equation forms the basis for the
following analysis of laser amplification.
1.6.3 Signal Amplification
The rate equation 1.109 describes the relationship between stimulated emission,
spontaneous emission and absorption. It also provides a way to derive expressions
for the amplification (or equivalently attenuation) of a signal ΦL (or ΦP ) that passes
through a medium. The following sections introduce a gain and an attenuation
coefficient for the signal gain in a pumped medium. This forms a basis for fur-
ther calculations of amplification systems. Also possible disturbances for signal
amplification are presented.
Small Signal Gain and Absorption
The small signal gain of an amplifier is the gain that a continuous or weak pulsed
signal experiences during one transition through an amplifier. A signal is considered
to be weak if its amplification does not alter the state of the amplifier significantly
(i.e. the level populations N1 and N2 are not significantly changed). Constant
population densities can be safely assumed for continuous wave signals as the gain
medium is required to reach a steady state in that case and the populations are not
changed over time.
The photon flux ΦL(z) (where z describes a position in the gain medium along the
signal’s propagation direction) increases during the propagation due to stimulated
emission of photons. dΦL(z)/dz describes the increase of photons per time frame
and unit volume at the position z. This equals the depopulation of the upper level
per time frame and unit volume that can be described using the lasing (stimulated)
emission and absorption components of the rate equation 1.109. The emission rate




N1 and N2 are assumed to be uniform (i.e. spatially independent) in the material.
Solving the equation for ΦL(z) yields
g = N2σeL −N1σaL (1.111)
ΦL(z) = ΦL(0) exp (gz) . (1.112)
The factor exp (gz) is the small signal gain experienced by a weak signal ΦL(0)
with the gain coefficient g. Obviously the signal is only amplified for g > 0 or
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N1/N2 < σeL/σaL. This condition does not fulfill relation 1.105 and hence a gain
requires a system outside thermal equilibrium.
Such a non-equilibrium system is achieved by pumping electrons from the lower
level 1 to the upper level 2. Similar to the increase of photon flux by stimulated
emission, absorption decreases the photon flux and consequentially the upper laser
level becomes more populated. Using the same reasoning as in derivation of the
small signal gain, the absorption of pump light is described by the equation
α = N2σeP −N1σaP (1.113)
ΦP (z) = ΦP (0) exp (αz) . (1.114)
α is the absorption coefficient and is negative for the pump light.
With these equations a gain that is experienced by a weak or continuous signal
or respectively the attenuation of pump light can be calculated in a straight forward
fashion. In later sections this is used to determine some important figure of merits
for gain materials. Also these equations form the basis for a numerical simulation of
the gain behavior within an amplifier system.
Large Signal Gain
The derivation of the small signal gain assumes a quasi constant population density
in the upper and lower laser level during the amplification process. However, in case
of pulsed laser operation, an input signal can be strong enough to change the system
properties during propagation. The energy per area of a pulse is called fluence J(0)




with the lasing photon energy EL = ~ωL. A pulse can be assumed to be amplified
within the small signal gain approximation if the input pulse fluence is sufficiently





For higher pulse fluences, the leading part of the pulse depletes the gain medium to
a degree that the trailing part is significantly influenced. This especially means that
after one pass of the pulse, the stored energy in the medium is largely removed [31].
In this case the output fluence after amplification can be expressed by [30]
J(z) = J(0) ln (G [exp(J(0)/JSat)− 1] + 1) (1.117)
G = exp (gz) . (1.118)
This equation generalizes the gain for high pulse fluences.
For efficient energy extraction in single pass systems, operation close to this
saturation energy is beneficial but sometimes hindered by the damage thresholds of
the used crystals. However, for multipass systems where extraction can happen over
multiple bounces, efficient extraction well below the saturation fluence is possible
and commonly done.
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Amplification Disturbances
Some properties of gain media limit the quality of the signal amplification. Examples
for these effects are the reduction of amplification bandwidth for large signal gains,
the unwanted amplification of spontaneously emitted light and a temporal instability
called bifurcation that develops for high repetition rate lasers. These effects are
discussed more detailed in the following to enable a deeper understanding of laser
amplification especially in the regime of high gain factors and high repetition rates.
Gain Narrowing The gain coefficient g(ω) (eq. 1.111) of a laser material is
in general frequency dependent. In the scope of the rate equation, this gain was
approximated to have a value only at a certain wavelength ωL, where ωL is the
frequency of maximal gain. In contrast, for the analysis of the output bandwidth,
this dependency has to be taken into account.
The small signal gain follows an exponential function
G(ω) = exp (g(ω)z) (1.119)
and for a fixed gain coefficient, higher gains are reached by a longer propagation z.
Due to the exponential relationship, even broadband gain coefficients g(ω) lead to
narrow-band total gains G(ω) if z is chosen sufficiently large. This gradual decrease
of amplification bandwidth with increasing gain is called gain narrowing and can be
observed for pulsed and continuous laser amplification.
Assuming a Lorentzian profile of the gain coefficient g(ω), the full width half






where G(ωL) is the peak gain of the amplifier and ∆ωg the full width half maximum
bandwidth of the gain coefficient.
The decrease of spectral bandwidth induced by large gains leads to longer Fourier
limited output pulses and constitutes one of the fundamental limits of ultrashort
high energy pulse amplification.
Amplified Spontaneous Emission Not only the signal is amplified in a pumped
gain medium, but also the radiation that is spontaneously emitted with a lifetime
τ (compare to equation 1.108). This phenomenon is called amplified spontaneous
emission (ASE). The spontaneously emitted radiation propagates through the
pumped medium and experiences a gain induced by stimulated emission. This in
turn accelerates the depopulation of the upper laser level. Thus amplified spontaneous
emission causes an effective decrease of the lifetime τASE < τ . It is later shown that
small lifetimes are especially problematic for high energy pulsed laser amplification.
But also for low pulse energies or continuous wave lasers, ASE provides a typically
unwanted amplification channel that lowers the quality of amplification.
The actual impact of ASE depends on many parameters like gain medium
volume, surface properties, wavelength, pump intensity and emission direction. The
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supression of ASE is one of the key challenges in laser optimization as it creates
an unwanted emission channel. In general the value of the effective lifetime τASE
needs to be determined by numerical simulations. However, for some special cases,
analytic approximations to estimate the effective lifetime τASE exist [32].
Bifurcation and Chaos The lifetime τ of a gain medium does not only describe
the depletion of the upper laser level, it also causes a time dependence for the
population of this level. In a simple picture the pump duration to fully populate the
upper laser level to a density N2 is approximately τ .
Now a pulsed laser amplification with a temporal pulse distance smaller than τ
is considered that leads to a periodic depletion of this upper laser level. It is further
assumed that a first pulse is amplified in the gain medium and depletes its upper
laser level to a value lower than N2. Then due to the short temporal pulse distance,
a second pulse arrives and depletes the gain medium before its old population density
N2 could be regained. Under this condition, operation points are possible where the
second pulse is not amplified to the same level as the initial pulse. This effect is
sometimes called bifurcation due to the visible splitting into a higher and a lower
output energy while the gain is gradually increased [33].
This splitting can not only happen once but several times and in the worst case
each single pulse is amplified with a different gain. In that case the system is chaotic.
Numerical calculations have shown that this effect is especially pronounced for
weak input energies, many passes through the gain medium and repetition rates
higher but close to the inverse lifetime τ−1 [34]. A deeper investigation of this
dynamic behavior based on a numeric model can be found in appendix B.4.
1.6.4 Figures of Merit for Gain Media
A more general treatment of laser amplification yields different couplings between
the aforementioned variables. The following sections explain the relationship of
lifetime, gain, energy and bandwidth in more detail and introduces several important
figures of merit used to describe amplification properties. The findings from this
section are later used to compare different gain media regarding their suitability for
the targeted amplification system.
Stored Energy
Assuming that a medium with length H is pumped with a photon flux ΦP , this flux
is completely and uniformly absorbed and no stimulated emission occurs, then the





with the excited laser level lifetime τ . This is due to the necessity that in a steady
state every absorbed photon is compensated by a spontaneous emission of a photon,
i.e. the absorption density Φ/H has to be equal to the spontaneous emission density
N2/τ . The stored energy Estored in a medium with a pumped cross section of A, a
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volume of V = HA, and a laser photon energy of EL = ~ωL = hc/λL is then [31,
32]




Here the relationship between photon flux ΦP and pump power PAbs ≈ ΦPAEP with
pump photon energy EP = hc/λP was used.
A pulse that is amplified by a gain medium cannot gain more energy than
the stored energy. Hence high energy laser systems obviously rely on gain media
with long lifetimes τ making this property an important variable that needs to be
maximized for optimized performance.
σ-τ Product
Equation 1.121 can also be used to rewrite eq. 1.112. Assuming low absorption at
the emission wavelength σaL ≈ 0 and H˜ being an effective amplification length, the
small signal gain can be written as (using the relationship between N2 and Estored
from eq. 1.122)











Under the assumption of complete pump light absorption, the gain is mainly governed
by the material property τσeL (sometimes called σ-τ product) that can also be
expressed via the Füchtbauer-Ladenburg equation for narrow Lorentzian emission








There is no material dependence except for the refractive index n, the central
emission wavelength λL and the bandwidth ∆λL. Narrow bandwidth materials
tend to have a larger σ-τ product and hence a higher gain than broadband gain
materials. But the decrease of the bandwidth for higher gains will also lead to longer
pulses with less sensitivity for dispersion (see section 1.5). The coupling between
σ-τ product and amplification bandwidth hence requires that a compromise between
gain and bandwidth needs to be found for each application.
Total Population Density and Doping Concentration
Another important property of gain media is their population density. The total
population density N in a gain material is the sum of the lower and upper level
population
N = N1 +N2 = cDopN+ (1.125)
The doping concentration cDop is the fraction of the material dependent cation
density N+ that contributes to the population density. Rewriting the absorbed
pump power for an absorption length L
PAbs = PP (0)− PP (L) (1.126)
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using PP (z) = ΦP (z)AEP , equation 1.114 and equation 1.122 yields (assuming a
negligible emission cross section for the pump wavelength σeP ≈ 0)











Efficient pump light absorption PAbs ≈ PP (0) calls for high values of the pump laser
absorption cross section σaP and high population densities N . While a small value
of σaP can be compensated by a multipass pump geometry as for example used in
thin-disk lasers with a longer effective absorption length L, the population density N
has to be high enough to enable sufficient values of the stored energy. More precise




Thus high doping concentrations are preferred for laser systems that rely on a large
stored energy. Not all gain media support high doping concentrations and gain
media that do are especially suitable for high energy applications.




Pulsed laser emission is routinely generated since the introduction of the first
lasers [1], for example by using pulsed pump sources or choppers. However, the
generation of ultrashort pulses on the femtosecond to picosecond time scale required
the introduction of mode-locking techniques [36]. For mode-locked lasers some
element in the laser resonator creates high losses for continuous wave operation and
lower losses for pulsed operation. This leads to the formation of a circulating pulse
as steady state solution of the laser resonator.
The repetition rate of these lasers is the inverse round trip time of the resonator
and for reasonable resonator lengths of some meters, this corresponds to tens or
hundreds of megahertz. Additionally optical damage thresholds, ionization or strong
nonlinearities limit the peak intensity of the steady state pulse. Therefore pulse
energies obtained by ultrashort mode-locked lasers are restricted to the nanojoule to
microjoule range [37]. Higher energies lead to challenging average and peak powers.
Significantly higher energies can be obtained by increasing the pulse duration to
obtain lower peak intensities or by reducing the repetition rate and therefore the
average power. A subsequent stage after the oscillator is then necessary to further
amplify the modified laser pulses without the restrictions of the mode-locked laser.
Two amplifier types can be distinguished in the high energy regime: amplifier
that focus on maximum energy per pulse with repetition rates of some hertz (or
even less) and kilohertz amplifier that provide a compromise between high repetition
rate and high pulse energy. In the following a thin-disk amplifier system is discussed
that combines very high energies with high repetition rates. Over 1 kW of average
power is obtained with a repetition rate of 5 kHz, pulse energies over 200 mJ and a
pulse duration of about 1 ps. This amplifier system represents a six fold increase of
output energy compared to a state of the art multi-kilohertz amplifier at the time of
development [38].
After the presentation of the final layout and output parameters, the different
components of the system are introduced in more detail and reasons for the con-
straints used in the construction of the system are given. First an overview of chirped
pulse amplification as well as different gain materials and geometries is presented.
This is followed by an explanation of the working principle of Pockels cells and the
optimal configuration of the thin-disk amplifier. An analysis of the average power
within the resonator is performed and the impact of thermally induced distortions
is analyzed. The implementation of a preamplifier is motivated and its design is
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briefly presented. Finally the impact of different frontends on the laser performance
is compared.
2.1 Layout and Performance
This section introduces the general setup of the implemented system and shows some
key results. The design is based on six stages: oscillator, pulse picker, stretcher,
preamplifier, main-amplifier and compressor as schematically shown in figure 2.1. A
successful compression of the amplified 1 kW, 200 mJ pulse and an almost diffraction
limited beam quality is demonstrated.
KLM-Oscillator
1030 nm, 15 MHz
2 µJ, 350 fs
Pulse Picker
15 MHz → 5 kHz
Stretcher
2 µJ→ 1.3 µJ
350 fs→ 1.75 ns
Preamplifier
2 mJ← 1.3 µJ
1 ns← 1.75 ns
Main Amplifier
220 mJ←≤ 2 mJ
0.75 ns← 1 ns
Compressor
200 mJ← 220 mJ
1.1 ps← 0.75 ns
Figure 2.1: The schematic of the proposed system. A Kerr-lens mode locked (KLM) thin-disk
oscillator provides a seed for a chirped pulse amplification system. Pulses are stretched to about
1.75 ns pulse duration, amplified to 220 mJ in two stages and recompressed to 1.1 ps with a pulse
energy of 200 mJ and 5 kHz repetition rate.
2.1.1 System Design
The system is based on ytterbium yttrium aluminium garnet (Yb:YAG) as gain
material and chirped pulse amplification (CPA) technology [28]. The results shown
are obtained with a Kerr-lens mode locked (KLM) thin-disk oscillator [39] as frontend
delivering pulses with an energy of 2µJ and a full width half maximum (FWHM)
pulse duration of ∼350 fs. The bandwidth is about 3.5 nm centered around 1030 nm.
A pulse picker (Bergmann Messgeräte Entwicklung KG) reduces the repetition rate
of the frontend to 5 kHz or alternatively 10 kHz. To lower the peak intensities in the
amplifier, the pulses are stretched to about 1.75 ns in a grating stretcher [40] with
a dispersion of 500 ps/nm. A thin-disk based regenerative preamplifier increases
the pulse energy to about 2 mJ. A fraction of this energy is sent into the main
amplifier system that is described in more detail in this section. Typical input
energies with good amplification results are about 0.1 mJ. After amplification in the
main amplifier, the beam is compressed in a dielectric grating compressor [41]. The
setup of the complete system is schematically shown in figure 2.1.
The propagation within the main amplification system is schematically depicted
in figure 2.2. Two Yb:YAG thin-disks are embedded in a ring resonator structure
and each bounce over the thin-disks results in a small gain of pulse energy by
a factor on the order of 1.1. The reason why thin-disks are beneficial in these














Figure 2.2: The schematic layout of the main amplifier. The input beam from the preamplifier
(labeled In) is sent through an optical diode for protection against backreflection consisting of a
thin film polarizer (TFP), a Faraday rotator (FR) and a half wave plate (λ/2). It is coupled into
the ring-type resonator by an arrangement of a TFP, two BBO based Pockels cells (PCs) and a
quarter wave plate (λ/4). Two Yb:YAG thin-disks (TDs) each pumped by a 969 nm diode laser
with up to 3.5 kW of average power are used for amplification. The resonator is formed by two
telescopes with convex (violet) and concave (green) mirrors. The output is labeled Out.
kind of amplifiers and a more detailed view on their working principle is found in
section 2.3.1. Assuming a pulse is already present within the resonator shown in
figure 2.2, it will propagate on a ring-shaped path around the thin-disks as long
as it stays s-polarized thereby gaining more and more energy by subsequent passes
through the gain medium. The exact caustic of the resonator is later derived and
discussed in section 2.7.1. To trap a pulse in this ring-shaped path, two β-barium
borate (BBO) crystals with a size between 12× 12× 15 mm3 and 12× 12× 20 mm3
are used as Pockels cell. The working principle of Pockels cells is explained in more
detail in section 2.3.4, but in a simple picture they can be understood as voltage
controlled waveplates. This means changing the applied voltage across a Pockels cell
crystal changes its retardance. A bipolar high voltage switch (Bergmann Messgeräte
Entwicklung KG) with a switching voltage of about ±8 kV is connected to both
BBO crystals creating a total phase shift of ±λ/4. In the negative case, the phase
shift is canceled by the following λ/4 waveplate, in the positive case the phase shift
adds up to a half wave plate turning the polarization from s to p or vice versa. If
a p polarized pulse entering the ring should be trapped, the high voltage switch is
set such that the polarization is turned from p to s. After the beam has passed the
Pockels cells, the polarization of the voltage is inversed, the retardance cancelled
and the polarization is kept during the next roundtrips, i.e. the pulse is trapped
and gains more and more energy. Before outcoupling, the voltage is inversed a
second time and the polarization is turned from s to p. The next bounce over
























Figure 2.3: The output power of the proposed system. The system was aligned in a thermalized
state and kept running. The last 2.5 hours before the system was switched off were logged and
are displayed in red. After switching off, the system cooled down for about 15 hours before it was
turned on again (blue). No further alignment was done during the measurements. The red and the
blue curve are aligned to provide a comparison of the fully thermalized laser operation in the end
of a day and the inset shows a zoom of the measurement after thermalization. The seed energy
was 0.2 mJ and 38 roundtrips over two thin-disks each pumped with 1.7 kW were used.
the intraresonator thin film polarizer (TFP) is then highly transmittive and the
amplified pulse is coupled out. This amplification principle is called regenerative
amplification and provides a compact and easily adjustable way to provide multiple
passes over a gain medium. A well designed regenerative amplifier also exhibits a
close to fundamental output mode due to the properties of the underlying resonator
structure rendering these amplifiers ideal for thin-disk based amplification.
Two subtypes of regenerative amplifiers exist: the linear and the ring resonator
based amplifier. An example of a linear regenerative amplifier is discussed in more
detail in section 2.8, while the presented main amplifier uses a ring structure as
shown in figure 2.2. Linear resonators provide a double pass per resonator roundtrip
over the gain medium and the Pockels cell. The Pockels cell can be shorter, the gain
per roundtrip can be higher and the system can be more compact compared to a
similar ring laser approach due to the folding of the resonator. However, the necessity
for a Faraday rotator in the output section limits the usage of linear resonators
to average power regimes where the thermal lensing or induced birefringence of
the Faraday rotator crystal (typically terbium gallium garnet) has only a minor
impact [42]. A manufacturer’s (Electro-Optics Technology Inc.) recommendation
is to limit the average power to the order of 400 W. As the output power of the
system substantially exceeds this limit, a ring resonator has been implemented.
2.1.2 System Performance
The main amplifier’s output power of more than 1 kW for over more than 8 hours is
shown in figure 2.3. To the best of the authors knowledge, this is the most energetic
multi-kilohertz laser to date with a more than six fold increase of pulse energy
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Figure 2.4: The measured M2 (section 1.4) of the amplified beam measured at an output power
of 1010 W after 36 roundtrips. The seed energy was set to 0.1 mJ and each disk was pumped with
1.7 kW. The inset shows the beam profile at the focus (z = 0).
compared to the state of the art at the time of its completion [38]. It provides a
remarkable stability and reproducibility making it an ideal source for experiments
that benefit from high energies but require a high repetition rate. A mean output
power of 1025 W was reached with a standard deviation of 1.9 W (or 0.2%). The
standard deviation of the pulse to pulse fluctuation over 150 samples was measured
to be 0.5%. By changing the repetition rate from 5 kHz to 10 kHz, output powers
of more than 1.4 kW were achieved for over 8 min before damages occured. This
marked to the best of the authors knowledge the highest average power extracted
from a regenerative amplifier at the time of measurement. The damage processes
involved are later discussed in more detail (see section 2.5).
The beam quality at 1 kW output power was evaluated using a commercial M2
meter (Ophir Spiricon Europe GmbH ) following the specification ISO 11146 (see
section 1.4). The output is almost diffraction limited with M2 values of M2x = 1.10
andM2y = 1.09 on the x and y axis (see figure 2.4). The focus is essentially Gaussian
with no visible higher order features. The M2 values are remarkably constant over
the output power range between 200 W and 1 kW and show no significant dependence
on pump power or even repetition rate. Measurements with 10 kHz and 1 kW output
power lead to the same M2 values around 1.1.
The pulse duration was measured with an average power of 1100 W after the
main amplifier (pump power per disk 1.8 kW, 38 roundtrips, 0.2 mJ seed) using a
home-built second harmonic frequency-resolved optical gating (SH-FROG) device
[43]. After the grating compressor, an average power of 1030 W was obtained. The
measurement is shown in figure 2.5 and a virtually Fourier limited compression is
reached with a flat spectral phase. The pulses have a FWHM duration of 1.08 ps
and reach over 98% of the pulse intensity of a Fourier limited pulse. The output
bandwidth is about 1.5 nm. The retrieved spectral shape agrees with the measured
spectrum and a low G-error of 0.36% indicates a well retrieved pulse. Similar pulse
durations were measured for a repetition rate of 10 kHz.
















































Figure 2.5: (a) The Fourier limit (FL) plotted together with the retrieved pulse shape and phase
(left). The FWHM duration of the Fourier limit is 1.03 ps, the measured pulse is 1.08 ps long. On
the right the measured and the retrieved spectrum and spectral phase are shown. The FWHM
bandwidth is 1.5 nm. (b) The measured and retrieved SH-FROG signal. The G-error is 0.36%.
The parameter and design decisions made in order to reach the presented results
are discussed in the following sections.
2.2 Chirped Pulse Amplification
To overcome the energy limitations of ultrashort laser sources, Strickland et al. [28]
proposed the usage of chirped pulse amplification (CPA) systems. The peak intensity
of a mode-locked laser supporting pulse durations of a few picoseconds or less is
reduced by stretching the pulse duration to a multiple of the initial value. Typical
stretching factors are 100 times to over 1000 times. To this end the pulse propagates
through a highly dispersive setup, e.g. a long optical fiber or a grating stretcher
[40]. The dispersion is typically given in units of ps/nm and approximately gives the
FWHM duration of the stretched pulse per FWHM spectral bandwidth of the input
pulse (eq. 1.95). For this setup a value of 500 ps/nm for a 3.5 nm broad oscillator
spectrum would therefore yield an approximately 1.75 ns long output pulse (eq. 1.96).
The more bandwidth is supported by the system, the less dispersion is necessary
for sufficient stretching. The pulse is subsequently amplified and compressed back
to its original duration (see figure 2.6). This method ensures relatively low peak
powers during the whole amplification process thus avoiding limitations like nonlinear
distortions or optical damages.
A successful implementation of CPA requires an exact matching of the stretching
and compression stage, i.e. the spectral phase introduced during stretching has to
match the negative of the phase introduced in the compressor. Current compression
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Figure 2.6: A schematic of the chirped pulse amplification principle. A weak pulse is stretched in
time by a grating stretcher. The low intensity pulse can be amplified without risking damages or
nonlinear degradation. A final compression stage removes the stretching and yields a high intensity,
short output pulse.
techniques for high energy lasers mainly rely on dielectric gratings [41]. Grating
compressors feature high group delay dispersion values beyond several hundreds of
ps/nm allowing for high stretching factors, can be designed to have no transmittive
elements that are typically a source of nonlinear distortions and are available in
large dimensions supporting beam sizes of several tens of mm. These advantages
make grating compressors ideal for usage in high energy environments. However,
this implies that the stretcher phase has to match a grating compressor phase. A
grating stretcher with opposite phase sign [40] provides virtually perfect matching,
yet grating stretchers are costly and have dimensions comparable to their compressor
counterpart despite the much lower energy present in the stretcher stage.
Alternatively compact fiber Bragg gratings tailored to match the phase of the
grating compressor are used as stretcher stage [44]. Using fiber Bragg gratings
requires precise manufacturing to keep the phase error between stretcher and com-
pressor stage low and ensure proper compression. Thus this approach is limited in
terms of maximal stretching factor and typically shows worse compression quality
than a pure grating based CPA. Additionally fiber Bragg gratings only support
nanojoule scale pulse energies assuming input pulse durations on the picosecond
scale. Thus the first realization of the amplifier is based on a pure grating based
CPA, but the possibility to use a fiber Bragg grating for a more compact frontend is
later investigated in section 2.9.
The 350 fs long oscillator pulses are stretched to about 1.75 ns, therefore a
stretching factor of ∼ 5000 is used in this CPA setup. The stretcher is based on gold
gratings with a line density of 1740 lines/mm, an input angle of 58.5° and a focal
length of 2.2 m for both lenses. The optical distance between the gratings to reach a
dispersion of 500 ps/nm is approximately 6 m. The setup supports a bandwidth of
more than 7.5 nm before spectral components are clipped. The total efficiency is
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65% and the total footprint of the setup is about 2.5× 1 m2 (a later implementation
has been optimized in size). The compressor is based on two dielectric gratings
with a line density of 1740 lines/mm, an optical grating distance of about 2.8 m with
a supported bandwidth of up to 6 nm and a total efficiency of roughly 94%. The
footprint of the compressor is about 2× 1 m2.
2.3 Geometries and Materials
The high average powers of the presented system cause a strong heating of the gain
medium that leads to thermal aberrations like deformation of the gain material,
thermal lensing or the change of spectral properties [45]. In the following, geometries
and gain materials that reduce the heat load are discussed and evaluated regarding
their suitability for high power and high energy lasers and the advantages of the
thin-disk geometry for this setup are deduced. Also the Pockels effect is introduced
and suitable crystals for high average powers and energies are compared.
2.3.1 Gain Medium Geometries
Heating effects can be counteracted by enhancing the cooling properties. Especially
the geometry of the gain medium plays an important role for the thermal management.
Apart from the classical rod geometry, thermal improvements could be reached by
using fiber, slab and thin-disk geometries [46]. The main idea is to improve the
ratio between the surface area of the gain material and the actual gain, i.e. the
amplification coefficient and therefore the heat generation should be small compared
to the surface area. This provides an efficient heat extraction by properly cooling
the surface area of the gain medium.
Fiber Amplifier
Fiber amplifier consist of a fiber with doped core of up to a few hundred micrometer in
diameter that is used for amplification. 3.5 kW of average power with a repetition rate
of 80 MHz and a pulse duration of 430 fs are reached with a coherent combination
of multiple of such fiber amplifiers [47]. For diffraction limited operation, fiber
amplifiers are limited to small core diameters [46] and high energy pulses would
yield high peak intensities and fluences causing nonlinear distortions and damages.
For this reason single-fiber amplifiers are limited concerning their maximum energy
although energies up to 23 mJ were reached by coherent combination of in total 96
pulses [12].
Slab Amplifier
For slab amplifier, the gain material has the shape of a rectangular plate with typical
heights of a few millimeter [48]. Heatsinks are attached to the large-area upper and
lower surfaces of the plate and provide efficient cooling. Larger mode sizes compared
to fiber based approaches are possible in slab geometries [48, 49] and consequentially
at multi-kilohertz repetition rate higher energies of up to 54 mJ with an average
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Figure 2.7: (a) The schematic of a thin-disk. A disk (often made of Yb:YAG) with a thickness
of a few hundred micrometer is attached to a diamond heat sink. The disk’s front has an anti-
reflective (AR) coating while the back is highly-reflective (HR). The diamond heat sink is cooled
by a water shower on the back. (b) The pump head of a thin-disk (courtesy of TRUMPF Laser
GmbH ). Pump light (orange) is reimaged onto the disk several times by a parabola and rooftop
folding mirrors. A hole in the parabola enables the propagation of the amplified laser (yellow).
Both images were taken from [8].
power of 500 W and a pulse duration of 1.5 ps are reached [11]. Slab lasers allow
for compact lasers owing to their high single pass gain of 2–10 [49], but still show
a coupling between mode size and heat extraction efficiency. Bigger mode areas
eventually require higher crystals that limit the cooling efficiency of the heatsinks
[48]. Thus energy scaling is limited for high average powers [50].
Thin-Disk Amplifier
This coupling between mode size and heat removal efficiency is solved in the thin-disk
geometry. A schematic of a thin-disk is shown in figure 2.7. A thin disk with a
thickness of a few hundred micrometer is attached to a cooled heat sink [13], for
example to a water cooled diamond [8, 51]. A highly reflective layer (typically a
dielectric coating) between the thin disk and the heat sink acts as mirror, while a
small wedge of the disk prevents etalon effects. A pump laser is imaged multiple
times onto the disk effectively increasing the absorption length of the pump light
and simultaneously creating high pump intensities. By bouncing over the pumped
area of the disk, a laser beam is slightly amplified by a factor on the order of 1.1
per pass. Although this amplification is less than for slab or fiber geometries, the
now one dimensional longitudinal heat flow decouples the cooling properties from
the mode size and due to the high pump intensities, the gain per length of material
is comparably high reducing material induced distortions like thermal lensing or
nonlinear aberrations. Implementing a thin disk in a resonator, regenerative amplifier
or multipass arrangement compensates for the low gain per pass simply by bouncing
over the disk multiple times [46]. Fabrication and handling of large-diameter disks
is however challenging and disk diameters are typically below 20 mm. Apart from
this, thin-disks are only limited by amplified spontaneous emission (ASE) [32]. In
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contrast to slabs, the gain for spontanous emission is higher than the gain for the
actual laser beam since the gain across the disk is significantly higher than the gain
through the disk. This makes thin-disks more vulnerable to ASE [49]. Yet this
structure offers the advantage of large mode areas and hence high energies together
with effective heat removal capabilities allowing for kilowatt scale average powers.
The amount of pump passes in the presented system is 24, which was state of the
art for commercially available high power thin-disk pump systems at the time this
amplifier was initiated [52]. The pump head used in this setup (TRUMPF Laser
GmbH + Co. KG) is compatible with a disk diameter of 14 mm and can be used
with either 940 nm or 969 nm pump laser diodes.
2.3.2 Dopants
Another possibility to minimize thermal issues is the usage a medium with relatively
low heating. The dominant heat source is the energy loss between absorption
and emission called quantum defect [46, 53]. For Yb:YAG this is the conversion
of λP = 940 nm or λP = 969 nm pump light to λL = 1030 nm emission with the
quantum defect (i.e. the best case fraction of pump power converted to heat)
being ηP = 1− λP/λL. In fact ytterbium (Y b3+) doped materials exhibit especially
favorable properties regarding the quantum defect among commonly used near
infrared solid-state materials like erbium, neodymium, thulium, holmium, titan
or chromium [46]. Not only are there Y b3+ pump/emission wavelength pairs with
quantum defects below 10%, but mature diode pump lasers with multi-kilowatt
average powers are commercially available for these pairs due to the availability of
high power laser diodes in the spectral range from 790 nm to 1060 nm [54].
While the previously made statements to a lesser extent also hold for neodymium,
Y b3+ doped media support about ten times shorter pulse durations on the order of
1 ps due to their broader gain bandwidth [46, 53, 55]. This broad gain bandwidth
is not only important for the generation of ultrashort pulses, but it also simplifies
the stretching of pulses to nanosecond scale in CPA systems. Another drawback
of neodymium is the low typical doping concentration in common materials before
quenching starts (around 1 at.% [56] in contrast to over 10 at. % for Y b3+ [53]).
2.3.3 Host Materials
The actual properties of a gain medium differ for varying combinations of dopant
and host material. To highlight the advantages of yttrium aluminium garnet (YAG)
as host material for a thin-disk laser, the amplification figures of merit discussed in
section 1.6.4 are evaluated with a focus on the suitability for high output energies
and powers.
Amplifying to high energies requires sufficient stored energy on the disk. This
property scales linearly with the lifetime Estored ∝ τ , resulting in long lifetimes being
preferred for a high energy gain material. Besides that, a high value of stored energy
implies the necessity of a high dopant concentration cDop. Since near infrared lasers
around 1µm wavelength have advantageous properties for high average powers (see
section 2.3.2), optimization of the small signal gain or equivalently the σ-τ product
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Material
Unit Yb:YAG Yb:LuAG Nd:YAG
Bandwidth ∆λL nm 9 5.5 0.6
Emission λL nm 1030 1030 946, 1064, 1320
Pump λP nm 940, 969 940, 969 808,880,914,938
Best Defect ηP % 6 6 7
Typ. Doping cDop at. % 10 10 < 2.5
Lifetime τ ms 0.95 0.97 0.23
Emission σeL 10−20cm2 2.14 2.59 28
Absorption σaP 10−20cm2 0.82 0.82 6.7
Temp. Coeff. dn/dT 10−6/K 7.8 8.3 7.9
Thermal Cond. W/(m K) 6.1 7.4 14
Hardness Mohs 8.5 [53] 8.4 [59] 8.5
Table 2.1: Principal properties of three potential high power laser materials. The bold wavelengths
mark the emission and pump wavelength of the listed peak cross sections σeL and σaP . The values
for Yb:YAG and Yb:LuAG are taken from [58] if not stated otherwise. The Nd:YAG values are
summarized from [46], [55] and [60].
is limited. Best amplification properties are expected for low refractive index host
materials that show a reasonably small spectral bandwidth ∆λL.
Besides these dopant related properties, the host material also has to withstand
a high temperature increase without drastic changes. This especially means that
the host material should have a low temperature coefficient of the refractive index
dn/dT and a high thermal conductivity.
A comparison of different host materials for Y b3+ done in [53] shows favorable
properties for Yb:YAG. It has by far the highest σ-τ product together with among
the highest lifetime τ and maximum dopant concentration cDop of all analyzed
materials combined with a comparably high thermal conductivity and low dn/dT .
Additionally the high hardness simplifies polishing thin thicknesses as needed for
the thin-disk geometry. YAG is widely used as host material and the crystals can
be grown with low complexity and high quality [46, 53, 57]. The high σ-τ product
comes at the cost of a narrow but still reasonable emission bandwidth supporting a
pulse duration around 1 ps [46, 53] (see eq. 1.124).
Another promising candidate is ytterbium lutetium aluminium garnet (Yb:LuAG)
with a slightly larger σ-τ product (2512× 10−20 µs cm2 for Yb:LuAG compared to
2033× 10−20 µs cm2 for Yb:YAG [58]), a 20% higher thermal conductivity as well
as a hardness, dn/dT and maximum doping concentration very similar to Yb:YAG
[45, 58]. However the gain bandwidth of Yb:LuAG (about 5.5 nm) is 40% less than
for Yb:YAG (about about 9 nm) [45, 55, 58] yielding a significantly longer pulse
duration.
Table 2.1 summarizes the investigated gain and dopant materials for the am-
plifier system from the previous sections with neodymium yttrium aluminium
garnet (Nd:YAG) as exemplary neodymium based material. While the potential
quantum defect of Nd:YAG can be low, its peak perfomance at the pump/lasing
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wavelength combination 808 nm/1064 nm is only reached at the cost of a quantum
defect as high as 24 %. The consequentially high heat load combined with the narrow
emission bandwidth, the low doping concentration and the short lifetime contradicts
the targeted system parameters. In contrast both Yb:LuAG and Yb:YAG show
favorable properties. Due to the good availability of high quality crystals, its good
compromise between pulse duration (i.e. bandwidth) and σ-τ product and good
thermal properties, Yb:YAG is often distributed as standard disk material and also
used for the presented system.
2.3.4 Pockels Cell
In conjunction with a polarizer and a waveplate, the purpose of the Pockels cell is to
trap the pulse in the resonator by applying a voltage and to release the pulse once the
voltage is switched off. It does so by using a crystal with a strong linear electro-optic
coefficient that modifies the polarization of a propagating pulse once an electric field
is applied. The Pockels cell forms the bottleneck of regenerative amplifier design
and the maximum energy in any regenerative amplifier is ultimately limited by the
damage threshold of the Pockels cell crystal and its coating. It adds at least two
additional surfaces per roundtrip increasing the resonator losses and additionally it is
often the longest transmittive element making it sensitive to thermal and nonlinear
effects. Mechanical switches have been proposed as alternative [61] but a successful
implementation is controversial due to the high mechanical stress for the components
[62, p. 43]. The working principle of Pockels cells, a comparison of suitable crystals
and their operation parameters are discussed in more detail in the following.
A simplified picture of the Pockels effect is the following [16, p. 836]: assuming
that the refractive index of a crystal can be described as a function of an electric
field n(E), then it can be written as Taylor series
n(E) = n+ a1E +
1
2a2E
2 + · · · . (2.1)
Defining two new coefficients called electro-optic coefficients r = −2a1/n3 and
s = −a2/n3, the series can be rewritten to
n(E) = n− 12rn
3E − 12sn
3E2 + · · · . (2.2)
The second order term represents the Kerr effect, which will be explained in later
sections, while the first order term represents the Pockels effect: a change of refractive
index that linearly depends on an electric field. In case of centrosymmetric materials,
the response of the material has to be same no matter what the direction (or
mathematically the sign) of the electric field is. I.e. n(E) has to be an even
symmetric function. Since the existence of a first order term breaks this symmetry,
the Pockels effect only occurs if the material is not centrosymmetric. In this case
the Pockels coefficient r has a value different from zero. The corresponding change
of refractive index is then
∆n = −12rn
3E. (2.3)
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r is in general a tensor that couples (in first approximation, [16, p. 852]) the
refractive index of a crystal’s principal axis to the electric field applied in x,y or z
direction. This also means that applying an electric field e.g. along z direction can
cause a shift of refractive index for one, two or all the principal axis, depending on
the crystal structure and its Pockels coefficient tensor r. Therefore the Pockels effect
and its impact differs for every used crystal structure. A more detailed treatment
for commonly used Pockels cell crystals can be found in [16, p. 849].
These commonly used crystals include BBO, rubidium titanyle phosphate (RTP),
potassium dihydrogen phosphate (KDP), potassium dideuterium phosphate (DKDP),
lithium niobate (LNB) and lithium tantalate (LTA)[63]. Unfortunately, not every
crystal is suitable for high energy and high average power applications.
BBO can be seen as gold standard for high average power applications. It
features a high damage threshold of about 10 J/cm2 (10 Hz, 1064 nm, 10 ns [64]), is
commercially available in sizes larger than 12 × 12 × 20 mm3 and is only slightly
hygroscopic.
RTP, LNB and LTA all have relatively low damage thresholds [63] and crystals
with apertures of >17×17 mm2 to compensate for this are not commercially available.
In contrast despite their low damage threshold, KDP and DKDP crystals can
be grown with large apertures compensating for lower damage thresholds. However
they show strong hygroscopic behavior and have to be used in a sealed environment.
Coatings are more difficult to produce on hygroscopic substrates, are expected to
have lowered damage thresholds [63] and are not suited for high average powers
[62, p. 42]. Additionally KDP and DKDP need their voltage applied along the
beam propagation axis due to their crystal symmetry. This requires ring electrodes
with a degraded switching contrast or complex plasma electrodes [65]. Finally
both KDP (0.04/cm@1064 nm) and DKDP (0.005/cm@1064 nm) show significantly
stronger absorption coefficients than BBO (<0.001/cm@1064 nm) [66] making them
problematic in high average power systems.
In conclusion in order to reach high energies and high average powers, BBO is
the most suitable Pockels cell crystal. For BBO applying an electric field (E, 0, 0)
in a right handed coordinate system (x, y, z) with the optical axis of BBO being
coaxial to (0, 0, 1) will yield the crystal principal axis (0, 0, 1), (1, 1, 0) and (1,−1, 0)
with the corresponding refractive indices ne(E), no1(E) and no2(E)
ne(E) ≈ ne(0) (2.4)
no1(E) ≈ no(0)− 12r22no(0)
3E (2.5)
no2(E) ≈ no(0) + 12r22no(0)
3E. (2.6)
For a laser propagating along (0, 0, 1) with linear polarization along (1, 0, 0) this
structure represents a perfectly aligned waveplate with a phase difference between





where λ is the free space wavelength, L the length of the crystal and E = V/d
the electric field generated by a voltage V applied across a crystal with height d.
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Therefore a BBO crystal used in this configuration acts as switchable waveplate
with tunable retardance.
For an exemplary quarter wave switch to be used in a λ = 1030 nm regenerative
amplifier based on a 12 × 12 × 20 mm3 BBO crystal with r22 = 2.2 pm/V and
no = 1.655 [63] this yields a switching voltage of
Vλ/4 ≈ λd4n3or22L
≈ 15.5 kV. (2.8)
While this puts high demands on electronics, switching devices in the kilohertz range
for these voltages are still commercially available. Nevertheless the electric fields
of the switches are close to potential gas breakdowns and the length of the crystal
as free design parameter has to be long enough to avoid them. Assuming a safe
electric field of Vλ/4/d < 2 kV/mm [67] yields a minimum length of L > 13 mm for
BBO based quarter wave switches in air.
The Pockels cells in the presented system are used with a bipolar switch. This
means instead of switching between a retardance of 0 and λ/4, the implemented
Pockels cells create a phase shift of −λ/8 or λ/8 per crystal. This halves the required
peak voltage and minimizes the risk of electric breakdowns.
Due to their good availability, BBO crystals with apertures of 12× 12 mm2 and
lengths of 15 – 20 mm are used in the amplifier. The warranted damage threshold is
specified as JLIDT = 5 J/cm2 for an AR-coated crystal and JLIDT = 10 J/cm2 for the
bulk (10 Hz, 1064 nm, 10 ns [64]). In cooperation with the manufacturer CASTECH
Inc., the coating’s damage threshold was further optimized and the results were
implemented in the presented system. As an example using the damage threshold
scaling law of JLIDT ∝ τ 1/2 [68] and a beam diameter of roughly 5 mm to avoid
significant power loss due to clipping, the maximum pulse energy to stay within the
warranted values on the AR-coated crystal is roughly 205 mJ for a duration of the
stretched pulses of 1.75 ns. This is one of the main reasons why the pulse duration
within the amplifier needs to be on the order of nanoseconds (compare to the system
overview in figure 2.1).
The thermally induced stress on the surrounding crystal surface is in first ap-
proximation independent of the crystal aperture and just depends on the radial
temperature difference between the center and surface [69] [70, p. 13]. Crystal
fracture of coated BBO was observed for a radial temperature difference of 50 K
equivalent to a thermal load of about 0.2 W in a 2 mm long crystal [71, 72]. Assuming
an absorption coefficient of 1× 10−3/cm at 1030 nm [64, 66] yields maximum average
powers of roughly 1 kW before 0.2 W is absorbed within 2 mm and crystal fracture
is expected. More optimistic absorption coefficients around 1× 10−4/cm [72] still
limit the intraresonator average power to values around 10 kW. These values can be
even lower in the presence of small crystal or coating defects [72]. In fact average
powers within the resonator on the order of 10 kW are realistic for the presented
system and pose a fundamental potential risk for the used BBO crystals. The origin
of these high average powers and their dependencies are discussed in section 2.5.
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2.4 Optimal Working Point
Thin-disks based on Yb:YAG were evaluated to be the most suitable gain geometry
to reach high average powers and high energy. The usage of thin-disks for laser
amplification still offers some degrees of freedom and several parameters need to be
determined accordingly to obtain maximized performance. To this end a numerical
model was developed that extends the formalism from section 1.6 to a more general
case with temperature dependent material properties and a dynamic change of
population densities that is especially important for higher repetition rates (in this
case frep = 5 kHz). The temperature model for thin-disks is later introduced in
section 2.6.1 while the numeric model is explained in appendix. B. This numeric
model enables the theoretical deduction of the optimal working parameters for the
presented amplifier. It approximates the resonator as a multipass, thus no resonator
effects are taken into account.
Thin disk systems benefit from high doping concentrations (see section 2.3.3),
hence the doping concentration cY b for the following simulations is set to a value close
to the maximum doping concentration of 12 at.% for Yb:YAG [53]. The disks are
cooled with a water temperature of T0 = 28 ◦C and a pumping wavelength of 969 nm
is assumed in the following due to its lower thermal load (this is later evaluated in
more detail, see section 2.6.1). The amount of pump passes is set to Mp = 24, which
was state of the art for commercially available high power thin-disk pump systems
at the time this amplifier was initiated [52]. The laser pump heads (TRUMPF Laser
GmbH + Co. KG) are compatible with a disk diameter of D = 14 mm. To avoid
parasitic modes induced by ASE, the pump spot radius wPump multiplied by 1.8 has
to be smaller than the disk radius [73, p. 126], hence the pump spot radius wPump is
set to wPump = 3.5 mm close to the maximum possible value. Maximizing the pump
spot radius and intensity also maximizes the stored energy (eq. 1.122) as long as
the ASE contribution remains small enough.
The pump intensity is limited to IPump ≤ 8 kW/cm2 due to an increased risk for
optical damages [21]. In a thin-disk laser [74] with similar properties as the analyzed
amplifier, a lowered output power for IPump ≥ 2 kW/cm2 due to thermally induced
wavefront aberrations was observed (this is later discussed in more detail in section
2.6.2) that eventually leads to a collapse of output power at IPump ≈ 4 kW/cm2.
Pump intensities beyond 4 kW/cm2 are therefore believed to induce severe wavefront
aberrations (especially when they are combined with thicker and therefore hotter
disks) which is why pump intensities up to 4 kW/cm2 are of particular interest in the
following sections. However, the introduced numeric model does not cover additional
losses induced by wavefront aberrations and the calculated results are based on a
simple multipass scheme over thin-disks with a flat-top pump spot.
Using the relationship between M2, pump spot radius wPump and mode radius




with a nearly diffraction limited target M2 of M2 ≤ 1.2 yields a mode radius of
wDisk ≈ 0.9wPump. Bigger mode sizes lead to better beam qualities, but are only
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Parameter Variable Value
Repetition Rate frep 5 kHz
Doping cY b ≤ 12 at.%
Water temp. T0 28 ◦C
Pump wavelength λP 969 nm
Pump passes Mp 24
Disk diameter D 14 mm
Pump radius wPump 3.5 mm
Mode radius wDisk 3.15 mm
Roundtrip transmission T1 98 %
Max. pump intensity IPump 4 – 8 kW/cm2
Disk thickness H ≈ 150 – 200 µm
Disk amount i 2
Input energy EIn ≈ 0.1 – 1 mJ
Roundtrips RT ≈ 30 – 40
Table 2.2: Listed are the input parameters used for the simulation (upper part) and the deduced
parameters for an optimized amplifier performance (bottom part).
partially amplified due to the limited overlap with the pump spot and tend to be
more alignment sensitive. This manifests as lower transmission per roundtrip within
the scope of the numeric model. Typical values for the transmission per roundtrip
are around T1 = 98%.
The previous discussion already constrained several working parameters to fixed
values. A summary of these values can be found in the upper part of table 2.2. The
remaining free parameters are the disk thickness H, the amount of disks i, the input
fluence Jin (or equivalently energy EIn) and the amount of roundtrips RT . They
are determined in the following and the obtained results are listed in the lower part
of table 2.2.
Disk Thickness and Amount
Ideally the maximum output energy resembles the stored energy on the disk minus
some losses. This also implies that the maximum output energy is approximately in-
dependent of the seed energy EIn or alternatively the seed fluence JIn = EIn/(piw2Disk)
as long as the seed energy is much smaller than the output energy. This is in fact
confirmed by the numeric model. The seed energy is therefore arbitrarily set to
EIn = 1 mJ for the analysis of the disk thickness and later investigated in greater
detail. A proper disk thickness and disk amount is identified by optimizing the
output energy for a multipass system with a single disk (i = 1) and then adding
enough disks to reach a pulse energy of 200 mJ. The resulting output energies for
different disk thicknesses and pump intensities are shown in figure 2.8.
Surprisingly the system seems to be quite robust over the analyzed disk thicknesses
between 100 µm and 300 µm for pump intensities up to 4 kW/cm2. Yet the variation
of output energies increases with increasing pump intensities. The optimal thickness
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IPump = 2 kW/cm2
IPump = 4 kW/cm2
IPump = 6 kW/cm2


















Figure 2.8: The calculated output energy of a single disk multipass with different pump intensities
versus the disk thickness. The amount of passes has been optimized for each point to maximize
the output energy.
for practical pump intensities around 4–6 kW/cm2 can be found between 150 µm
and 200 µm, whereupon thinner disks show favorable thermal properties. Future
analysis is based on a thickness of H = 170 µm in between the previously mentioned
thicknesses.
The output energy of one disk is below the targeted value of about 200 mJ for
practical pump intensities. Adding a second disk to the system and recalculating
the system for H = 170 µm, IPump = 4 kW/cm2 and EIn = 1 mJ suggests an output
energy of EOut = 263 mJ that is considered sufficient for the design goal. The same
system yields an output energy of EOut = 262 mJ for EIn = 1 µJ confirming the
approximated independence of maximum output energy from input energy.
Influence of Seed Energy
The seed energy EIn has no significant influence on the possible output energy of
the amplifier. However, it has an influence on the laser dynamics. Too small (or
rarely even too high) input energies can lead to system eigenvalues close or even
bigger than one (see equation B.34) that are connected to unstable amplification
properties [34] (see paragraph Bifurcation and Chaos in section 1.6.3).
Figure 2.9 shows the necessary roundtrips to reach the maximum output energy
as well as the amount of pulses the system needs to stabilize to a new steady state
after a disturbance (e.g. pump power fluctuations, seed pointing and so on) changed
some system properties (calculated based on equation B.35).
A large number of roundtrips is necessary for small input energies to reach
sufficient output energies, hence the pulse is affected more often by any imperfection
in the laser (e.g. low quality optical surfaces or vibrations in the system). At the
same time spontaneous emission that propagates along the multipass path can exhibit
similar average powers as low energy seeds. Both compete during amplification and
in conclusion a reduction of stability is expected for low energy seeds.


































Figure 2.9: Depicted in blue is the amount of pulses necessary for the system to settle after
a disturbance occurred at the point of maximum output energy (calculated by eq. B.35). Also
plotted is the amount of roundtrips needed to reach the maximum output energy over different
input energies (red). The targeted output energy is EOut ≈ 260 mJ. The pump intensity was set
to IPump = 4 kW/cm2 and a system with two disks is assumed.
On the other hand high input energies are amplified to high energies within a few
roundtrips quickly depleting the disks. The filtering of unwanted input modes that
dominantly happens within the first roundtrips (e.g. by a soft aperture consisting of
the pump spot surrounded by the unpumped disk) becomes less effective and causes
exceeding energy losses that cannot be regained by adding more roundtrips. In that
case the output might exhibit multimode features, beamsize fluctuations or even
pointing (depending on the frontend and alignment). Also higher input energies
demand a frontend approaching the complexity of the discussed amplifier.
A robust system should provide a fast settlement after a disturbance without
decreasing the roundtrip number too much. Input energies between 100 µJ and 1 mJ
provide a good compromise between these two values and keep the demands on
the frontend reasonable. The benefits of higher seed energies on the stability of
regenerative amplifiers are also discussed in [75].
Energy Saturation Points
In a multipass system a pulse is amplified with every roundtrip depleting the gain
medium until the roundtrip gain compensates the roundtrip losses. At this point
the pulse keeps its energy before the losses cannot be compensated anymore and the
pulse actually decreases in energy. This turnover point between energy gain and
energy decrease is often called saturation.
In multi-kilohertz Yb:YAG systems, a second saturation point exists. To explain
this phenomenon, an exemplary multipass system designed with a certain amount
of roundtrips RT and a certain output energy Eout is assumed. If the design is
changed to have more roundtrips, one would naturally expect a higher output energy
(until the previously mentioned saturation point is reached where gain and roundtrip






















Figure 2.10: The buildup of the output pulse during amplification for different completed
roundtrips RT . The pump intensity is IPump = 4 kW/cm2 and the input energy EIn = 1 mJ. A
saturation of output energy is observed for RT = 34 and a saturation of buildup for RT = 39.
losses compensate). A higher output energy also means that more electrons need to
be excited to the upper level between two amplified pulses. This is counteracted
by spontaneous emission and ASE. Thus at one point, the expected energy after
an increase of roundtrips would require more electrons to be excited than possible
within the duration between two pulses. At this point a design with more roundtrips
RT would not lead to an increase in energy and the output energy saturates even
before gain and roundtrip losses compensate each other.
It should be noted that the latter saturation is observed for the steady state output
energy versus the designed roundtrip number RT , while the initially mentioned
saturation is observed for the energy buildup. The buildup of pulse energy refers to
the increase of pulse energy for an input pulse during its propagation in a multipass
arrangement and is typically plotted as pulse energy after the first, second, third
and so forth roundtrip until the pulse exits the multipass. Such a buildup of pulse
energy is depicted or five exemplary multipass designs with total roundtrip numbers
between RT = 24 and RT = 44 in figure 2.10.
If the beam is coupled out after RT = 39 completed roundtrips, the disks are left
in a state where they can provide just enough gain to compensate the losses. This
working point at buildup saturation offers the advantage of a very high pulse to pulse
stability. If a single pulse with a slightly lower input energy enters the multipass
at this working point, the disks are depleted slightly slower and the amplification
behavior corresponds to a system with a normal input energy but less (e.g. 38)
roundtrips. From figure 2.10 one can see that the output energy will not change a
lot and hence the original pulse to pulse instability has been filtered out.
However after this pulse has passed, the disks are pumped starting from a higher
upper level population N2(0), i.e. the working parameters of the amplifier have
changed and the system needs to settle to a new steady state gain. If the input
energy does not return to a normal value before the system has settled (typically
within a few pulses, see figure 2.9), this new steady state gain will define the new
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output energy. Again less input energy depletes the disks slower and the settled
amplification behavior corresponds to a system with a normal input energy but
less completed roundtrips RT . The optimal working point for such disturbances
longer than a few pulses is closer to the steady state saturation at RT = 34. This
distinction between fast and slow distortions yields two separate optimal working
points.
According to figure 2.9, the system settles within about one pulse for EIn = 1 mJ.
Including the pulse that caused the disturbance, two pulses are affected by the
settlement process. Hence for a repetition rate frep = 5 kHz operation close to
RT = 39 optimizes the noise behavior for frequencies above 2.5 kHz. The more
common slower noise is filtered close to RT = 34, a working point that also features
the advantage of higher output energies. For low repetition rate systems frep < 1 kHz
that effectively settle immediately (see equation B.36) these two regimes join and
the maximum output energy is reached at the point of buildup saturation. High
repetition rates in contrast increase the distance between both regimes.
In a regenerative amplifier each single pass spatially overlaps with the previous
one and no spatial separation of passes is observed. In such a case the total pulse
energy seen by an optical element within a regenerative amplifier is calculated
by adding the energies of all (virtual) pulses that are part of the buildup. The
intraresonator average power is the total pulse energy times the repetition rate and
rises from 10.5 kW at RT = 29 to 14.7 kW at RT = 34 and finally to 19.3 kW at
RT = 39 for comparable output energies. Thus to avoid thermal stress on resonator
optics, the operating point RT = 34 (or even lower) is beneficial.
Comparison to Experiment
The theoretical predictions of the previous sections are also experimentally confirmed.
While output powers of up to 1 kW were possible using a seed energy as low as 1 µJ,
the output properties with this seed energy were sensitive to external distortions
and the occurence of bifurcation was more likely (as has already been shown in
[75]). This sensitivity was drastically reduced by increasing the seed energy to values
greater than 100 µJ. The avoidance of bifurcations and higher robustness are the
key reasons for the implementation of a preamplification stage. As predicted, the
presented amplifier system shows an increased sensitivity for noise in the 2.5 kHz
domain and this noise has to be avoided in the input signal. An experimental
evaluation of the saturation point with optimal pulse to pulse stability (close to
RT = 39 in figure 2.10) has been prevented by the occurence of damages that are
most likely induced by the high intraresonator average powers at this point.
A typical pulse build-up within the amplifier is shown in figure 2.11. For this
measurement, a silicon photodiode was placed into stray light that exits the amplifier
chamber. The shape closely resembles the expectations for the point of maximum
output power as simulated in figure 2.10. Also the often used assumption of a quasi
constant gain during the amplification is validated for a repetition rate of 10 kHz by
the good overlap between the constant gain envelope and the measurement.
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Figure 2.11: A typical build-up of the pulse energy within the amplifier measured by a silicon
photodiode placed into stray light. The small post-pulses are caused by electronic ringing. The
roundtrip time is 51.6 ns. 50µJ are amplified to 1 kW at a repetition rate of 10 kHz over 45
roundtrips using a pump power of 1.54 kW per disk. The dashed line shows the expected output
as envelope assuming a constant roundtrip gain of 1.13.
2.5 Intraresonator Power and Damage Threshold
The numeric calculation of the optimal working point in the previous section esti-
mated intraresonator average powers on the order of tens of kilowatt. To understand
the origin of these high average powers and to obtain insight into scaling laws and
potential consequences, a deeper analysis is performed in the following. Also the
scaling of mirror damages in regenerative amplifier configurations is analyzed and
an intraresonator scaling law is proposed.
The propagating pulse in a regenerative amplifier takes the same path every
roundtrip. This significantly increases the thermal load for every component within
the resonator and even small unblocked reflections can lead to significant heating
of components. A good estimate for the effective power seen by intraresonator
components can be calculated by assuming a constant gain G for every roundtrip.
For a ring resonator (the values for a linear resonator have to be doubled) a total
amount of N (virtual) pulses with increasing energy have interacted with an arbitrary
component, where N is the number of resonator roundtrips (compare to figure 2.11).










This forms a geometric series that can be simplified to
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By assuming a high gain, i.e. the output power Pout is much higher than the input
power Pin or Pout/Pin = GN  1, this can be approximated by
Psum ≈ Pout 11− 1/G. (2.13)
For thin-disk lasers, realistic roundtrip gains are on the order of G ≈ 1.1. Therefore
components within the resonator have to withstand pulse bursts that can reach
an order of magnitude higher average powers than the actual output power. For a
kilowatt scale amplifier, even typical AR coating reflectivities of 0.25% carry tens of
watt of average power. If not properly dumped, these reflections cause uncontrolled
heating and misalign the resonator. Thus proper cooling and careful dumping
of reflections play a key role in the design of high power amplifiers. These high
intraresonator powers also emphasize the need for low absorption transmissive optics
like BBO crystals. In general transmissive optics with their reflective surfaces and
slight absorptions should be avoided as far as possible. A high roundtrip gain can
reduce the thermal load, but optimization of this parameter is very limited.
If the intraresonator power is the dominant reason for damages, scaling to
higher average powers is severely hindered and a fundamental limit of regenerative
amplifiers is found. To investigate this further, the repetition rate of the amplifier
was doubled to 10 kHz (i.e. the fluences on the mirrors were halved at constant
average power). The pump power was increased to 2 kW per disk while keeping the
amount of roundtrips at 39 (compare to the settings of the 5 kHz operation in figure
2.3). An output power of over 1.4 kW was reached with a seed energy of 50µJ and a
spot size comparable to the 5 kHz operation presented in figure 2.3. To best of the
author’s knowledge, this was the highest average power extracted from a regenerative
amplifier at the time of measurement. The measurement is shown in figure 2.12.
Using equation 2.13 this roughly corresponds to an intraresonator power of 7.6 kW.
A damage of the BBO crystal was observed after approximately 8 min of operation.
The crystal has been regularly used with energies beyond 200 mJ, thus the applied
pulse energy of 140 mJ is assumed to be lower than the damage threshold. This
damage is therefore attributed to the increased thermal load on the crystal and
stresses the importance of low intraresonator average powers. Damages due to high
thermal loads are approximately independent of aperture size (see section 2.3.4)
and our experiment supports the hypothesis that they form a fundamental limit of
regenerative amplifier perfomance. Also average powers on the order of 10 kW were
previously predicted to drastically increase the damage probability of BBO crystals
[72].
In addition to the thermal stress of the components, the high fluence of the
amplified laser pulses can cause damages of optical components. Beyond a pulse
duration of a few tens of picoseconds, the damage process is dominated by heat
deposition: the dielectric material of the coating melts or boils if confronted with a
high fluence and the optic is damaged [68]. This process shows a τ 1/2 dependence of
the damage threshold fluence upon the pulse duration, which is why stretching the
pulses to longer pulse durations helps to increase output energy. Coating defects
can enhance the heat deposition and are assumed to have a significant influence on
the damage threshold of optics [76].
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Figure 2.12: The measured maximum output power for a repetition rate of 10 kHz. The inset
shows the corresponding beam profile with a 1/e2 spot size of 4.8 mm in x direction and 4.5 mm in
y direction.
A measurement of the optical damage threshold for dielectric optics was per-
formed. To this end pulses with a repetion rate of 1 kHz, a pulse duration of 1 ns
and a central wavelength of 1030 nm were focused with an 1/e2 diameter of 330 µm
onto a test optic. The fluence onto the test optic was changed by turning a half-wave
plate in front of a polarizer and sending the reflected s-polarized light to the test
setup. The fluence was slowly increased until a damage was observed, then the optic
was shifted by a few millimeter to avoid an influence of the old damaged spot and a
new test run was performed (the setup is discussed in more detail in [62, p. 52]). Two
in-house ion beam sputtering (IBS) coated highly-reflective (HR) mirrors were tested
using 14 measurement points on each mirror. The coating was a quarter wave stack
coating based on Ta2O5 and SiO2. For both optics, damage thresholds between
24 J/cm2 and 43 J/cm2 were measured (ignoring outliers). A commercially available
IBS HR coating (Layertec GmbH ) was also tested with damage thresholds between
35 J/cm2 and 75 J/cm2 (16 sample points, 360µm focus diameter) [77, p. 18]. The
large spread of measured damage thresholds supports the assumption that these
damages are strongly influenced by local coating defects. The performance of the
commercially available coating is even close to bulk fused silica (∼ 40 J/cm2 [68]),
suggesting that a high perfomance low-index coating material like HfO2 is only
of minor importance for long pulse durations in the nanosecond regime. Most
importantly the optics need to be free of defects.
However damages within the resonator have been frequently observed for fluences
of about 6 J/cm2 well below the measured thresholds. To exclude possible thermal
stress on the coatings, an infrared camera was used to measure the temperature
difference across the mirror during operation. The detected temperature difference
of 3 K (110 roundtrips, 1 µJ seed, 1.2 kW pump power per disk, 5 kHz repetition
rate, 530 W output power) is considered to be negligible in terms of thermal stress.
A different explanation for the drastic decrease of the observed damage threshold is
the influence of burst operation.
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In contrast to optics used outside of the resonator, mirrors and windows used
within a regenerative resonator are not affected by just one pulse but by a burst
of N pulses with exponentially increasing energy (see equation eq. 2.10). In a
simplified case with N pulses of similar energy, the damage threshold fluence JLIDT
for the total pulse burst was found to increase proportional to JLIDT ∝
√
N (pulse
duration 200 ps, wavelength 1030 nm, pulse separation 1.9 ns) [78]. Compared to
the scaling law of the damage threshold and pulse duration JLIDT ∝ √τ , a pulse
burst of N pulses seems to be approximated by a single pulse with N times the
length and N times the energy of one pulse from the burst. Transferring this
simple picture to a pulse burst with exponentially increasing energy requires the
definition of an effective burst length Neff . Assuming a worst case effective length
Neff ≈ Esum/Eout = (1− 1/G)−1 (eq. 2.13), that corresponds to an effective burst
consisting of Neff pulses with constant amplitude Eout and total energy Esum, yields
for the damage threshold
JLIDT ∝ (1− 1/G)− 12 . (2.14)
Again assuming a realistic roundtrip gain on the order of g ≈ 1.1 yields a factor √11
increase of damage threshold. However, the total pulse burst within the resonator
carries 11 times more energy than the output pulse (eq. 2.13). Therefore a pulse
that is around
√
11 ≈ 3.3 times below damage threshold outside the resonator
can already cause optical damages within the resonator. With this scaling, the
empirically determined threshold of 6 J/cm2 is in good agreement with the expected
worst case damage threshold around 20 J/cm2 outside the resonator. For a pulse
energy of 200 mJ this threshold implies a minimum beam diameter of about 3 mm
for the resonator design (the resonator caustic is later presented in figure 2.18).
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2.6 Thermal Distortions
As already discussed the disk temperature has an impact on the amplification prop-
erties [45] and high temperatures due to high pump powers can lead to unexpected
results. Additionally due to the usage of thin-disks as mirrors, not only thermal
lenses but also thermal deformations are imprinted on the phase of the laser beam
leading to distorted beam profiles in the far field. To minimize these effects, low
disk temperatures are crucial and a deeper investigation of disk temperatures is
necessary. Thus a simple theoretical model for the disk temperature is deduced and
compared to experimental values. This is followed by experimental observations that
are explained by temperature induced distortions. A numeric model for thin-disk
amplification was developed (see appendix B) that incorporates the dynamic be-
havior of thin-disk amplifiers beyond the simplified steady state picture of chapter
1.6. The temperature model is combined with the numeric model and compared to
the experimentally obtained results from the amplifier system. The results suggest
that the wavefront aberrations pose the main loss channel. Not only the disks are
subject to thermal lensing but also the atmosphere and this section concludes with
an analysis about heated air within the resonator.
2.6.1 Temperature Calculation
The heat flow within a thin-disk is mainly one dimensional and the temperature can
be simply modeled by solving Fourier’s law of heat conduction
q(z) = −kdT (z)
dz
(2.15)
with the heat flux density q, the disk thermal conductivity k, the temperature T
and z being the dimension perpendicular to the disc surface. The dominant heat
source is the difference between absorbed pump power and emitted laser power due
to the quantum defect λP/λL (compare to section 2.3.2) or other loss channels ηN
like nonradiative decay [79, 80]. For a uniform absorption in the medium with the
fraction of absorbed power converted to heat being η = 1− ηNλP/λL, the absorbed
intensity being IAbs and the intensity converted to heat being Iheat, the heat flux
density q is defined by






I.e. the increase of heat flux per unit length corresponds to the absorbed intensity
per unit length. Defining z = H as the position of the free-space thin-disk surface
and assuming a negligible heat flux on that surface (i.e. q(H) = 0) yields
q(z) = Iheat(z/H − 1). (2.18)
With T (0) = T0 being the temperature on the cooled thin-disk surface, eq. 2.15 can
be solved
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In the following numeric calculations, the average temperature within the thin-disk








The maximum temperature that can be measured on the disk surface is
Tmax = T (H) = T0 +
IheatH
2k . (2.21)
For diamond heatsinks, the temperature T0 equals the temperature of the cooling
water in good approximation. Assuming a complete absorption of pump power
IAbs ≈ IPump, a thermal conductivity of k ≈ 6 W/(m K) [81] and using the power loss
parameter η as fit parameter with typical values around η ≈ 0.1 yields reasonably
good results for the calculated disk temperature.
While these equations are sufficient for most applications, more precise results are
obtained when the temperature and doping dependence of the thermal conductivity
k and the absorbed pump light IAbs are factored in. For Yb:YAG with a doping
concentration cY b, the thermal conductivity is given by [81]
k(T, cY b) = (7.28 W/(m K)− cY b7.3 W/(m K))
(
204 K
T − 96 K
)0.48−0.46cY b
. (2.22)
At the same time, the absorbed pump intensity IAbs and consequentially the intensity
converted to heat Iheat is also sensitive to temperature changes [45] and is given by
(compare to equation 1.126)
IAbs(T ) = IPump (1− exp[Lα(T )]) (2.23)
α(T ) = [σeP (T ) + σaP (T )]N2(∞, T )− cY bσaP (T )N+, (2.24)
where N2(∞, T ) represents an approximation to the the excited level population
density by using the steady state solution from the numeric model (see equation
B.7). The temperature dependencies of the cross sections σeP and σaP are given in
[45]. The intensity converted to heat Iheat is then calculated using eq. 2.16 and the
average temperature Tavg within the crystal is determined by numerically solving
the temperature dependent equation 2.20








2(Tavg − T0) + T0. (2.26)
The validity of the temperature model was confirmed by a temperature measure-
ment of an undepleted pumped disk. Different pump wavelengths and powers as well
as different disk thicknesses were used and the disk surface temperature was tracked
using an infrared camera (FLIR Systems Inc.). The results are shown in figure
2.13. Excellent agreement between theoretical prediction and the measured values is
observed. This indicates the validity of the one dimensional heat flow model. Also
the predicted cooler surface temperature for 969 nm pump light is confirmed.

















Disk A, λPump = 969 nm
Disk B, λPump = 969 nm
Disk B, λPump = 940 nm
Figure 2.13: The measured and predicted (solid lines) disk temperature for different thicknesses
and pump wavelenghts. The efficiency drop due to nonradiative decays was assumed to be
ηN ≈ 0.942, which is in accordance to published values [79, 80]. Disk A is roughly 60% thicker
than Disk B.
2.6.2 Thermally Induced Wavefront Aberrations
The temperatures of thin-disks can reach values beyond 100 ◦C if operated with a
room temperature coolant. This drastic temperature increase in the pumped area has
two major consequences. First of all the disk can deform itself by thermal expansion
in the pumped region or due to strain induced by the temperature difference between
the cooled backside and the front [21]. Secondly the high temperature increase causes
a shift of the refractive index following the parameter dn/dT that changes the optical
path length through the disk. Both effects manifest as wavefront aberration of the
laser beam and therefore coupling into higher order modes and finally increased
losses if the mode is filtered e.g. by a resonator [74, 82].
This effect is one of the main reasons why cooler disk temperatures are highly
desirable. Figure 2.13 clearly shows that a pumping scheme based on a wavelength
of 969 nm leads to lower temperatures and is therefore expected to yield a better
system performance. Unfortunately active wavelength stabilization is necessary in
case of 969 nm based pumping due to the narrow absorption bandwidth of Yb:YAG
in this region and corresponding pump lasers are more costly. To test the influence
of the pump scheme on the amplifier output, a seed with an energy of 1 µJ was
amplified over 111 roundtrips using a 940 nm and a 969 nm based pumping scheme
with a pump spot diameter of 7 mm. The results are depicted in figure 2.14. As
expected, higher output powers and slope efficiencies can be reached based on a
969 nm pumping scheme. A divergence from the linear behavior is seen for higher
pump powers indicating the onset of nonlinear loss channels like aspherical wavefront
aberrations.
The sensitivity of a laser system for spherical aberrations can be reduced by
proper resonator design (section 1.3.6) or simply by (pre-)compensating the spherical
wavefront shift with appropriate spherical optics [27]. For Yb:YAG thin-disks with
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λPump = 940 nm
λPump = 969 nm
Figure 2.14: The output power of the system for 111 roundtrips and 1 µJ seed energy for a pump
wavelength of 940 nm and 969 nm. A linear fit through the first 8 measurement points (solid lines)
yield a slope efficiency of 30% (969 nm) and 23% (940 nm).
a diamond heatsink, these spherical aberrations are estimated to be smaller than
f−1
Ipump
≤ −8× 10−3 dpt/(kW/cm2) (2.27)
for 969 nm pumping [27].
Compensation of aspherical aberrations is more complex and either requires
tailored [82] or deformable [74] optics that reverse the aberration for each pass over
the disk. These optics have to be placed into the beam path with an accuracy of a few
hundred micrometer [82] and pose an added constraint for the laser alignment. This
is especially challenging for high average power systems where the mode shifts during
thermalization due to the movement of optomechanical components or atmospheric
effects [83]. Since the shape of the wavefront aberration approximately follows the
pump profile and steep edges represent a strong deviation from a spherical shape,
the usage of a diffuse pump profile with smooth edges can also lower the aspherical
contribution [82]. Due to its simplicity and robustness, this method is implemented
in the presented amplifier system.
To this end the imaging system of the pump multipass (see figure 2.7) is misaligned
to reach a diffuse pump profile on the disk. The original pump spot on the disk was
a flat-top with 7 mm diameter. Then a collimation lens was misaligned by 6 mm to
create a diffuse pump spot. The top-hat like pump profile of the original alignment
and the diffuse more Gaussian-like pump profile of the misaligned setup are depicted
as insets in figure 2.15.
Figure 2.15 also shows how severe the losses induced by the wavefront aberrations
are. A 1 µJ seed was amplified over 60 roundtrips at 10 kHz repetition rate and
the corresponding output power was tracked. A numerical simulation assuming
3.5% losses per roundtrip is shown for comparison. Both experimental curves show
significantly lower output powers than expected by the simulation (appendix B). The
decrease of output power is especially pronounced in case of a flat-top pump spot with
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Figure 2.15: The output power of the system for 60 roundtrips and 1 µJ seed energy for a flat-top
and a diffuse more Gaussian-like pump spot. The expected output power according to numerical
simulations (appendix B) is shown for comparison. The insets show the corresponding pump
profiles.
steep edges. Softer edges yield output powers closer to the numerical expectations.
Very similar results are obtained in [74]. These differences are discussed in more
detail in the following section.
2.6.3 Comparison to the Numeric Model
The measured and simulated data show a significant disagreement (see figure 2.15).
However the disagreement is reduced in case of more Gaussian like pump spots.
In a consistency check for the numeric model, the experimental small signal gain
for an input energy of EIn ≈ 5 µJ and a pump spot diameter of 7 mm is compared
to the simulated value. The small signal gain is the gain for one pass over one disk
assuming that the signal is weak enough to neglect the depletion of the disk. This
gain is not influenced by wavefront aberrations or resonator dynamics. Due to the
higher upper level population density of this experiment, amplified spontaneous
emission is expected to have a stronger impact compared to the amplification in a
resonator. The results for the experiment and the simulation are shown in figure
2.16a. The simulated gain tends to be lower than the average experimental gain as
expected by the worst case approximation for ASE in the numeric model (equation
B.3). Nevertheless simulation and experiment are in good agreement.
This leads to the hypothesis that the observed disagreement in figure 2.15 is
indeed solely caused by wavefront aberrations at high pump powers. To test this
hypothesis, the numeric model is applied to a wavefront aberration compensated
continuous wave laser published in [74]. The continous wave laser is approximated
by a high repetition rate laser with a period time much shorter than the material
lifetime (frep ≈ 100 kHz) and a low power seed (PIn ≈ 1 W). The extracted power
ideally equals the absorbed pump power compensated by heat generation in the disk,
(amplified) spontaneous emission and roundtrip transmission T1. If T1 is chosen
correctly, the output power should be similar in the continous and pulsed case. A































Figure 2.16: (a) The measured small signal gain of a thin disk compared to the small signal gain
simulated by the numeric model. The error bars show the minimum and maximum gain based on
a 2.5 min long observation. (b) The output curve of the continuous wave laser published in [74]
compared to the result of the numeric model for a high repetition rate multipass amplifier.
common doping density of cY b ≤ 12 at.% [58] and a transmission of T1 ≈ 98% is
assumed. The result is shown in figure 2.16b and shows excellent agreement. This
indicates that the model replicates the gain dynamics within the amplifier correctly.
The wavefront compensation is a key difference between the measurement shown
in figure 2.15 and the measurement shown in figure 2.16b. Without the wavefront
compensation, a severe drop of output power is observed in [74]. Thus the hypothesis
that wavefront aberrations are the main source for the disagreement between the
model and experiment is supported.
A consequence of this statement is that, under the assumption of an optimized
amplifier working point (section 2.4), a further increase of output energies for the
presented amplifier system almost exclusively relies on methods that reduce or
compensate the wavefront aberrations. Methods for compensation were previously
discussed and Gaussian-like pump spots were demonstrated to reduce aberrations
(see section 2.6.2).
The heated disk medium obviously plays a major role as aberration source and
further cooling optimizations or the usage of a gain medium with higher robustness
against thermal loads can also lead to significant improvements in output power.
A thorough comparison of gain media was previously performed (section 2.3.3)
and finding a medium with a significant improvement compared to Yb:YAG is
challenging. Also the disk was shown to have an almost perfectly linear heat flow
(section 2.6.1) and the temperature is mainly determined by the thickness of the
medium. Further cooling optimizations seem unlikely as the cooling properties of
the currently used thin-disk concept are close to ideal.
Not only the disk can introduce aberrations but also the atmosphere within
the amplifier can heat up and create a potential distortion source [84]. This is
investigated in more detail in the next section.
2.6.4 Impact of Air
Apart from thermal lenses or temperature induced surface distortions of the disk,
the atmosphere that is used within the amplifier has an influence on wavefront
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aberrations. In the following some atmospheric effects are explained in more detail
using the example of air as the amplifier’s atmosphere. Most effects are induced by
power absorption in air with the dominant absorber being water vapor for the region
between 0.5µm and 1.3 µm [85]. Although the absorption of air is relatively small
(α = 0.139/km for 58 % r.H., [85]), it can cause significant heating considering the
high average powers within the resonator. Another heat source is the active gain
medium that is partially cooled by its surrounding air. Any effect caused by heating
of air is therefore especially pronounced in the vicinity of the gain medium.
Heating yields air movements due to convection which might in return lead to laser
instabilities and resonator misalignment with a typical upward shift of the eigenmode
[83]. As long as these air movements are undisturbed and approximately laminar
[84], they can be compensated by resonator realignment and their contribution to
pointing is often overshadowed by other noise sources. This requires careful shielding
from environmental influences like laboratory ventilation.
Another distortion by heated air results from thermal lensing. Air has a negative
temperature coefficient of the refractive index dn/dT ≈ −1× 10−6/K (632.8 nm,
1 bar, 0 % r.H. [86]). A Gaussian intensity profile consequentially yields an optical
element with a intensity dependent reduced optical path towards the center of
the beam. This corresponds to a concave lens with a linearly intensity dependent
dioptric power [87]. This thermal concave lens with a Gaussian-like refractive index
change does not represent a perfect parabolic lens and therefore induces mode
distortions that are converted to losses by the amplifier’s mode cleaning capability.
The concave lens also has an impact on the eigenmode of the resonator. Numerical
calculations have shown that the eigenmode becomes larger at every single position
if an atmospheric concave thermal lens is present. Reliable quantitative statements
require a more thorough simulation incorporating laser geometry, heat flux, exact
absorption values and air movements beyond the scope of this thesis.
With water vapor being the dominant absorber of air, the humidity provides a
degree of freedom that controls the heating properties of the amplifier mode. The
refractive properties of air stay virtually constant over different humidities [86, 88]
and thermal lens effects near the gain medium show no strong influence of water
vapor [84]. Therefore any mode changes versus humidity can with high certainty
be attributed to heating by laser absorption. A low humidity will yield smaller
eigenmodes but less absorption and thermal lensing. Low humidities also have
the potential to lower the damage threshold of optics [89]. High humidities are
presumably enhancing the damage threshold of optics and lead to bigger eigenmodes,
therefore putting the optics in total to a lower damage risk with the cost of increased
mode aberrations.
The influence of absorption to the mode size was experimentally investigated. A
silicon based beam profiler (WinCAM from DataRay Inc.) tracked the beam size in
an optical distance of about 1.5 m after the amplifier output. Each disk was pumped
with 1.2 kW and a seed energy of 200µJ was amplified over a varying amount of
roundtrips – one time with a low humidity environment with about 2% r.H. and a
second time with typical lab humidity around 37% r.H.. The disk curvature can
be assumed to stay approximately constant as the pump power is not changed. As
expected a higher damage probability was observed in the dry atmosphere, which is































Figure 2.17: (a) The 1/e2 beam diameter versus the roundtrip number for different humidities
together with linear fits (solid lines). (b) The output power versus the roundtrip number for
different humidities. Additionally plotted is the simulated output for 2% roundtrip losses, a pump
spot of 7 mm and a mode diameter of 6.3 mm on the disks.
why these experiments were done with a repetition rate of 10 kHz and lower fluences
while providing the same average power. The results are shown in figure 2.17a. The
beam size increases in both cases, which can be explained by some residual heating
of the atmosphere, a thermal lens in the Pockels cell crystals or higher order lenses
created by a partially depleted disk. However in case of the more humid air, the
beam size increases 66% faster. As previously explained, this change is attributed to
a thermal lens created by heated air. The spot size oscillations visible in figure 2.17a
are later discussed in section 2.7.1 and originate from non-perfect mode-matching
between the amplified mode and the eigenmode.
The presence of a nonlinear thermal lens indicates an additional source of
wavefront aberration. Wavefront aberrations are known to cause significantly lower
output powers (see section 2.6.2). Hence a dry air environment is expected to reach
higher output powers. This is confirmed in figure 2.17b, which shows the output
power over the roundtrips, yet the higher output power requires to operate the
amplifier at a working point with increased damage probability.
Another source of wavefront aberrations – the heating of the disk – is enhanced
by heated gas in front of the disk [84]. The thermal lens in front of the gain medium
is mainly governed by the refractive index temperature coefficient dn/dT of the
atmosphere used in the amplifier. Atmospheres with low temperature coefficients
like helium or vacuum can reduce these thermal effects [84]. However in a helium
atmosphere [67] or vacuum [90, p. 38], the voltage applied across the Pockels cell
crystal is likely to cause breakdowns (see section 2.3.4). In that case the high voltage
and consequentially the Pockels cell has to be put into a different atmosphere with
optical windows within the resonator adding two transmittive optics and four more
reflection surfaces.
During standard operation the presented amplifier is used in atmospheric air with
a typical humidity around 40%. For the implemented resonator a lower probability
of damages was observed for a high humidity at the cost of a slightly lowered output
power. The atmospheric air environment also enables a simplified setup with less
transmissive optics as well as easier maintenance and accessibility.
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Electro-optical nonlinear effects in the atmosphere like the Kerr effect only have
minor influence on the amplifier’s performance as long as the pulses are sufficiently
stretched (see section 2.2). They are therefore not further investigated in this context,
but a more detailed analysis can be found in [62, p. 62].
2.7 Design Optimization
The previous sections presented some deeper insight into the behavior of thin-disk
amplifiers. The knowledge about limiting properties, for example the high average
power within the resonator or the sensitivity to wavefront distortions, enable an
optimization of the design that renders the impact of these properties less significant.
The high thermal load is connected a movement of the eigenmode due to moving
mechanical components or the impact of air. The changing wavefront calls for a
resonator that is robust against potential focal length shifts within the resonator.
The following section introduces a resonator design that is optimized for largest
robustness against focal length shifts while still providing a reasonably good me-
chanical robustness and large beam diameters for low damage probabilities. The
mechanical robustness is further optimized by discussing mechanical designs and
cooling possibilities that keep the potential misalignment due to thermal movements
to a minimum.
2.7.1 Resonator Design
A well designed regenerative amplifier has an eigenmode at which it operates
with maximum efficiency. Therefore the trapped pulse will converge towards this
eigenmode after sufficient amplification. This provides high mode quality and beam
stability.
The resonator for the high average power amplifier should have an eigenmode
with large beam diameters (ideally above 3 mm) on all optics to avoid damages.
Since the amplification is done in atmospheric air, a focus within the resonator
needs to be avoided to prevent plasma formation. The Pockels cell has to be placed
in a low divergence segment of the resonator with a beam diameter as large as
possible but small enough to avoid clipping in the 12 mm aperture given by the
crystal. Reasonable beam diameters for this case are 3 mm to 5 mm with a maximum
beam divergence of less than 0.5° [91]. Two disks are necessary for sufficient energy
extraction, a high roundtrip gain and low intraresonator average power. To allow
some breathing, misalignment, thermal lensing and eigenmode changes, the resonator
is designed to have an eigenmode spot diameter on the disk of 5.5 mm, which is
roughly 80% of the pump spot diameter. This spot diameter was empirically
confirmed to yield good results by slightly changing resonator distances of the final
resonator in order to increase or decrease the beam diameter and evaluating the
results.
The disks are kept in short propagation distance to each other such that any
angular shift of the beam on one of the disks does not introduce a severe misalignment
on the second disk and a single angular correction by a motorized mirror in close
























































Figure 2.18: The resonator of the proposed amplifier at a disk curvature of 30 m. To accumulate
the required Gouy phase in a short propagation length, the beam size must decrease as soon as
possible. The distance between the curved optics is limited by physical constraints to values bigger
than 1 m. A best case resonator (schematically drawn in gray) therefore decreases the beamsize as
soon as possible after the approximately flat disk with the telescope mirrors M1 and M2 to reach
the targeted minimum radius of 1.5 mm. The numerically optimized real resonator is shown in
blue and approximates the shape of the best case resonator based on actual Gaussian propagation
and available optics while providing a Gouy phase of ∆ζeig ≈ 0.55pi.
proximity can compensate distortions caused by both disks. The resonator is designed
to be symmetric around a plane between both disks to guarantee equal spot sizes on
both disks independent of any resonator distortions (e.g. caused by thermal lenses).
The disk radius of curvature is approximately 20 m (concave). Due to thermal
lensing, the effective radius of curvature tends to flatter values for higher pump
powers. For a pump intensity of 4 kW/cm2, the disk’s effective radius of curvature
is assumed to be 30 m. To avoid a buildup of wavefront distortions and keep the
resonator reasonably short and stable, the Gouy phase of the ring resonator is
designed to approach ∆ζeig ≈ 0.55pi with increasing pump power (compare to figure
1.6). Note that the resonator ABCD matrix is then fully determined by the fact
that R−1in = R−1out = 0 (due to symmetry), ∆ζeig ≈ 0.55pi and win = wout = 2.75 mm
(compare to eq. 1.35 - 1.38).
Figure 2.18 shows a best case resonator in gray according to the constraints.
This best case is simply deduced by the requirement to accumulate a maximum
amount of Gouy phase (i.e. to keep the beam diameter small where possible) while
ensuring a certain beam diameter on the disks, a minimum diameter for the optics
and a minimum distance between optics. This yields the most compact resonator for
a given set of parameters and compactness is necessary for maximized robustness.
With this technique a general resonator shape is determined consisting of two equal
telescopes M1/M2 and M3/M4.
A resonator based on standard components is numerically calculated to match
the deduced best case resonator. To this end a list with all permutations of standard
















Figure 2.19: The measured output spot size (blue) of the resonator for a repetition rate of 10 kHz
and a pump power of 1.2 kW per disk. Additionally a fit according to equation 1.59 with a fitted
Gouy phase per roundtrip of ∆ζeig,RT ≈ 0.54pi is shown (red). The output power increases from
264 W (19 roundtrips) to 574 W (28 roundtrips) during the measurement. A dashed sine is plotted
as guidance.
concave and convex focal lengths is created that corresponds to a complete set of
telescopes that can be build with standard optics. The distance between the two
disks is minimized to a physically buildable value of 1.2 m and the telescope is placed
as close to the disks as possible in a distance of 1 m. These constraints ensure that
the segment with a large beam diameter stays as short as possible. The missing
free parameters for a given telescope are then the distance between the telescope
mirrors M1→M2, the propagation distance M2→M3 and the second telescope
distanceM3→M4. Only a single set of these three distances leads to the previously
determined resonator ABCD matrix. Thus these distances are uniquely defined
if a certain resonator ABCD matrix and telescope is given. By iterating over all
standard telescopes, a telescope can be selected that provides the largest minimum
beam diameter and feasible mirror distances > 1 m. This resonator is the optimized
resonator with a caustic shown as blue curve in figure 2.18.
The Pockels cell crystal is placed in the slowly diverging part of the central
propagation with a beam diameter of about 3.5 mm. While this value is critical for
damage threshold considerations, small diameters at the crystal help to increase
the system’s robustness, simplify alignment and ensure reproducible output powers.
Also the final spot sizes are expected to be slightly larger due to a thermal lens
introduced by heated air as previously discussed in section 2.6.4. The length of
the central propagation is experimentally optimized by shifting a mirror to yield
maximum output power. This experimental adjustment is necessary due to some
uncertainties in focal lengths and system distances.
In order to test the correct implementation of the calculated resonator, the
evolution of the spot size with increasing roundtrips was measured. Each disk was
pumped with 1.2 kW to simulate full operation without risking a damage of the
undepleted disk and the humidity within the resonator was lowered to about 2% to
avoid absorbance and thermal lensing in air. A silicon based beam profiler (WinCAM


































Figure 2.20: Different stability measurements done during the measurement shown in figure 2.3.
(a) The beam profile measured about 1.5 m after the exit of the main amplifier resonator. The
e−2 beam diameters were 4.2 mm for the minor and 4.7 mm for the major axis (mean is 4.5 mm).
(b) The wandering of the beam profile. 8182 samples were taken over approximately 20 min. The
circle radius is 150µm, the measured standard deviation from the center was 30 µm. (c) The beam
profile is cut through its center along the x and y axis and the values along the cuts are shown in
two graphs. The original cuts show the profile after thermalization. Additionally shown are the
profiles after 7 h of continuous operation.
from DataRay Inc.) measured the beam size about 1.5 m after the amplifier’s output
and the spot size was determined based on an effective diameter according to [92,
p. 22] as approximation to the 1/e2 diameter. The measured spot size should ideally
follow equation 1.59. With each roundtrip, the phase ∆ζeig is increased by the
accumulated Gouy phase of a single roundtrip. Hence fitting equation 1.59 to the
measured spot sizes using ∆ζeig = N∆ζeig,RT (Roundtrip number N and roundtrip
phase ∆ζeig,RT ) yields a measurement of the design parameter ∆ζeig,RT ≈ 0.55pi.
The result is shown in figure 2.19 and Gouy phase per roundtrip ∆ζeig,RT ≈ 0.54pi
very close to the design target was measured.
The output characteristics reached with this resonator show very favorable
properties. A high spatial stability is observed and the resonator mode is virtually
constant over a period of over 7 h. The beam profile and its wandering characteristics
are depicted in figure 2.20. The position stability close to the amplifier was measured
to be below 0.7% relative to the beam diameter. Both the beam profile and the
wandering pattern show a circular profile, hence no axis is preferred over another. It
was previously theoretically predicted that large beam resonators show low angular
pointing (see paragraph Shift of Eigenmode Position in section 1.3.6). This is in
congruence with the observation that the output beam shows no dramatic decrease
of position stability even if propagated over more than 10 m.
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(a) (b)
(c)
Figure 2.21: (a) Amplifier setup with a monolithic aluminum housing. (b) Water cooling pipe
attached to the baseplate. (c) Exemplary flexure mirror mount.
Figure 2.20c shows the profile change over a period of 7 h. No significant changes
are observed and the profile can be assumed to stay constant after thermalization
of the amplifier is reached. This property is especially important for any following
multipass setups that require excellent mode stability for reliable mode matching
into the systems.
2.7.2 Mechanical Design
A stable resonator has been deduced in the previous section. While a robust reaction
to distortions is important, these distortions can be prevented in the first place by
using a stable mechanical design.
To this end the laser is built into a monolithic aluminum housing (depicted in
figure 2.21a) that is kept close to room temperature by a water cooling pipe attached
to the baseplate (figure 2.21b). The monolithic design ensures that movements
induced by repeated heating and cooling cycles do not cause a different rest position
and the alignment is highly reproducible from day to day. The same idea is
implemented for the mirror mounts. Monolithic stainless steel flexure mounts are
used where possible (design by TRUMPF Scientific Lasers GmbH + Co. KG, a
similar mount is shown in figure 2.21c). The mirrors are mounted from their front
surface using a spring loaded system to avoid bending moments.
A direct water cooling of these mirror mounts was tested but caused a movement
of the flexures that followed the coolant temperature. To avoid the mode instabilities
induced by this movement, no direct mount cooling is implemented and the mirror
































Figure 2.22: (a) The warmup curves of the amplifier for an output power of ∼ 700 W with (50 µJ
seed energy, 38 roundtrips) and without (200µJ seed energy, 32 roundtrips) a water cooled housing.
The pump power per disk was 1.2 kW and the repetition rate 10 kHz. No realignment was done
during the warmup. (b) The housing temperature with and without water cooling during the
warmup towards an output power of 700 W with a seed energy of 200 µJ and 32 roundtrips. A
short sensor failure is visible after about one hour in the uncooled reference.
mounts are kept at low temperatures by carefully shielding them from any stray light
with water cooled anodized aluminum apertures. Water cooling is also applied to the
mounts of the Pockels cell crystals. Water tubes made out of Perfluoralkoxyalkan
(Festo AG & Co. KG) ensure that no water evaporates and increases the humidity
within the chamber. Typically a coolant temperature of 20 ◦C is used.
To test the effectiveness of the applied water cooling, two measurements where
the amplifier has been aligned to an output power of roughly 700 W on the previous
day are compared. The repetition rate is 10 kHz and the pump power per disk 1.2 kW.
The uncooled reference used a seed energy of 50 µJ, and 38 roundtrips, the cooled
reference was measured under slightly different conditions with a seed energy of
200 µJ and 32 roundtrips. The amplifier was turned on and its warmup towards the
final output power was measured. The comparison is shown in figure 2.22a. In case of
the uncooled reference, the measurement was aborted after approximately 3.5 hours
since no thermalization could be reached and only a manual realignment enabled
an output power of 680 W. The active cooling of the housing led to significantly
faster thermalization and the previous output power was reached within slightly
more than one hour.
A comparable behavior is seen by tracking the temperature within the housing
during a similar warmup to 700 W (200 µJ seed energy, 32 roundtrips 10 kHz rep-
etition rate and 1.2 kW pump power per disk). A temperature sensor (Sensirion
AG SHT2x) is placed into the housing with no direct contact to the aluminum and
shielded from possible stray light. As can be seen in figure 2.22b, the temperature
saturates at about 21.4 ◦C after slightly more than one hour if the housing is actively
cooled. If this cooling is removed, no saturation is visible even after 2.5 hours.
This stresses the importance of active cooling to minimize the temperature increase
and therefore possible misalignment due to thermal cycles. Also active cooling
significantly improves the thermalization time.
Unfortunately active water cooling creates a coupling between the coolant tem-
perature and the output power of the system. Due to the slow response of the































Figure 2.23: The output power of the amplifier in comparison to the the measured coolant
temperature of the housing. 100µJ were amplified to 500 W at a repetition rate of 5 kHz over 32
roundtrips using a pump power of 1.2 kW per disk.
housing, this coupling is less significant than in the case of directly cooled flexure
mounts. To quantify this coupling, a 100 µJ seed was amplified to about 500 W at
5 kHz repetition rate within 32 roundtrips and a pump power per disk of 1.2 kW.
After thermalization, a measurement of the output power and of the housing coolant
temperature was started simultaneously. The cooling water temperature was mea-
sured by placing a high resolution temperature sensor (Greisinger GMH 3750 ) into
the output of the used chiller. The measurement is depicted in figure 2.23 and shows
a clear correlation between the output power and the coolant temperature. A peak to
peak instability of almost 1% can be explained by the influence of the cooling water.
The oscillation of the cooling water arises from the chiller constantly compensating
the temperature drifts of the laboratory process water. Since the process water
is used as coolant for the chiller, temperature drifts are directly imprinted on the
performance of the chiller. The exact pattern of the temperature change is therefore
subject to change from day to day depending on the performance of the process
water. The temperature feedback control of the used chiller is limited in its resolution
to ±0.1 ◦C, which is why the water temperature oscillates within these boundaries.
A significantly higher output stability of the amplifier is expected if the stability of
the cooling temperature can be improved. However a stability of ±0.1 ◦C is currently
state of the art for high power chillers with a cooling capacity beyond 1 kW and
better stabilities are not commercially available.











Figure 2.24: The schematic layout of the preamplifier. The input beam from the oscillator
(labeled In) is sent through an optical diode for the separation of input and output consisting of
a thin film polarizer (TFP), a Faraday rotator (FR) and a half wave plate (λ/2). It is coupled
into the linear-type resonator by an arrangement of a TFP, a BBO based Pockels cell (PC) and a
quarter wave plate (λ/4). A thin-disk (TD) pumped by a 940 nm diode laser with up to 140 W of
average power (Jenoptik JOLD-140 ) is used for amplification. The resonator is formed by two
convex (violet) and one concave (green) mirrors. The output is finally labeled Out.
2.8 Preamplifier
As has been discussed in section 2.4, the amplifier chain benefits from a pream-
plification stage that provides seed pulse energies in the millijoule range for the
main amplifier. For this reason a small (footprint 0.75× 0.45 m2) preamplifier was
developed. It is an Yb:YAG thin-disk regenerative amplifier with a linear resonator
as schematically depicted in figure 2.24. The usage of the thin-disk concept allowed
the usage of available components and the straight forward adaption of optimization
techniques.
Due its low target output power of less than 10 W, a linear resonator with an
implicit double pass over the disk and through the Pockels cell could be implemented.
The resonator was chosen to be longer than 4 m for a roundtrip time above 25 ns in
order to provide enough time for the Pockels cell to switch. For the same reason
the Pockels cell is placed close to one end mirror. The output of the resonator is
virtually perfectly collimated by choosing a flat end mirror close to the outcoupling.
A pump spot size of 3 mm is created by 36 passes of 940 nm pump light over the
disk, which has a concave radius of curvature of 2 m. Based on these constraints, an
optimized resonator is derived in appendix A and its caustic is shown in figure 2.25.
The collimated output has a beam diameter of about 2.6 mm. This value was chosen
to be close to the waist size of the main amplifier to provide an almost perfectly
mode matched beam that is easily coupled into the main amplifier without the need
for any telescopes or other mode matching optics.
The preamplifier amplifies a 1 µJ seed to 2 mJ at 5 kHz repetition rate using 100
roundtrips with a pump power of 66 W. The average power stability is about 0.6 %
and an exemplary output power trace is shown in figure 2.26a. The power trace was
measured with an air-cooled thermopile sensor (Ophir 50150A-BB-26 ).
2.8 Preamplifier 75






















































Figure 2.25: The resonator of the preamplifier at a disk curvature of 2 m. To accumulate the
required Gouy phase in a short propagation length, the beam size must decrease as soon as possible.
The distance between the optics is limited by physical constraints to values close to 0.6 m. A best
case resonator (schematically drawn in gray) therefore decreases the beamsize after the incoupling
using the mirrors M1 and M2, then increases the beam size to match the pump spot on the disk
and finally quickly decreases the beam again. The numerically optimized real resonator is shown
in blue and discussed in more detail in appendix A. It approximates the shape of the best case
resonator based on actual Gaussian propagation and available optics while providing a roundtrip
Gouy phase close to ∆ζeig ≈ pi.
In conclusion the implementation of a preamplification provides a seed beam for
the main amplifier with similar size and wavefront as the main amplifier’s eigenmode.
Besides the beneficial mode matching, the output beam of the preamplifier provides
low angular pointing and a well defined position and wavefront in close proximity to
the amplifier stage due to the properties of its resonator. The higher input energy
into the main amplifier increases the robustness and stability and prevents entering
bifurcation regimes.
The implementation of a preamplification stage also decouples the main amplifier
from the used oscillator. Instead of using a high power KLM oscillator in combination
with a grating stretcher, the usage of a more compact fiber oscillator combined with a
fiber Bragg grating stretcher is possible. The much lower pulse energy in the picojoule
range expected from such a frontend can be compensated by the preamplifier to
provide a constant input energy into the main amplifier. The sensitivity of the
preamplifier to low seed energies was tested by attenuating the pulses from the
KLM oscillator using absorptive filters and seeding the preamplifier with energies
between 5 pJ and 500 pJ. Then the output power and bifurcation characteristics
were analyzed. The result is depicted in figure 2.26b. The slope efficiencies slightly
varied between 25% (5 pJ) and 28% (500 pJ). No bifurcation was observed during
these measurements, hence the preamplifier can be used even with seed energies as
low as 5 pJ and repetition rates of 10 kHz. This result motivated the implementation
of a significantly more compact fiber based frontend that is investigated in more
detail in the next section.
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Figure 2.26: (a) The measured output power of the preamplifier for a repetition rate of 5 kHz, a
seed energy of 1 µJ, a pump power of 66 W and 100 roundtrips. The measurement has a standard
deviation of 0.6%. The inset shows the corresponding beam profile in a distance of about 2 m after
outcoupling. (b) The output power of the preamplifier for low seed energies and a repetition rate
of 5 kHz if not noted otherwise. 100 roundtrips were used during this measurement. No bifurcation
was observed and the slope effiencies vary only slightly between 25% and 28%.
2.9 Optimization of the Frontend
The previously used frontend consisting of a KLM thin-disk oscillator and grating
stretcher has a footprint of 3.5 × 1.5 m2, which resembles about half of the total
system size. To minimize the occupied table space, an alternative fiber based frontend
with a significantly reduced footprint of just 0.87×0.51 m2 has been implemented. It
consists of a commercial fiber oscillator with a pulse energy of 1 nJ and a bandwidth
of about 40 nm centered around 1040 nm (Menlo Systems Orange). The output
pulses are picked with nearly 100 % efficiency in free-space to obtain a repetition
rate of 5 kHz (or 10 kHz). Afterwards the beam is coupled into a fiber Bragg grating
(TeraXion Inc.) and stretched with 500 ps/nm.
The fiber Bragg grating supports a bandwidth of 5 nm centered around 1030 nm
and is matched to the phase of the used grating compressor. The total throughput of
the fiber stretcher is about 5 % yielding an input pulse energy into the preamplifier
of about 50 pJ. To reach an output energy of 200 mJ, a total gain of 4 × 109 is
needed compared to just 4× 105 total gain for the previous frontend pulse energy of
1 µJ. This higher gain leads to a stronger gain narrowing effect (see section 1.6.3).
According to equation 1.120, the new output bandwidth is expected to decrease by
about 27% from 1.5 nm to 1.1 nm. This corresponds to an estimated longer output
pulse duration of 1.47 ps instead of 1.08 ps.
These predictions are in good agreement with the measured bandwidth and pulse
duration of the new frontend shown in figure 2.27. The pulses tend to be slightly
shorter than predicted and a pulse duration of 1.4 ps (with a retrieval uncertainty of
about ±0.1 ps) is obtained for an output pulse energy of about 106 mJ. The seed
energy into the main amplifier was 200µJ and 32 roundtrips were used with a pump
power of 1 kW per disk and a repetition rate of 5 kHz. For this measurement only a
fraction of about 1 mJ was sent into the compressor to show compressibility. The
compression quality is slightly worse than for a purely grating based CPA setup (see
figure 2.5). This is attributed to the non perfect match between the fiber Bragg
grating stretcher and the dielectric grating compressor. Still good compression to





























Figure 2.27: On the left the Fourier limit (FL) plotted together with the retrieved pulse shape
and phase of main amplifier seeded with a fiber frontend. The FWHM duration of the Fourier
limit is 1.18 ps, the measured pulse is 1.4 ps long. On the right the measured and the retrieved
spectrum and spectral phase are shown. The measured FWHM bandwidth is 1.1 nm. The G-error
of the used SH-FROG retrieval is 0.16%.
88% of the peak value of the transform limit was demonstrated with a Gaussian-like
output pulse. The output bandwidth is about 1.1 nm.
The usage of a compact fiber based frontend relies on low oscillator energies in
the nanojoule range to avoid nonlinearities or damages in the used fibers. Thus a
significant increase of oscillator pulse energy is hardly possible. However to avoid
strong gain narrowing, a gain medium with a broad amplification bandwidth can
be implemented in the preamplification stage. With broadband preamplified pulse
energies up to one millijoule, the total gain that is subject to the stronger gain
narrowing of Yb:YAG reduces to values as low as 200.
Unfortunately broadband pulses exceed the capabilities of highly dispersive fiber
Bragg stretchers. The maximum bandwidth that is currently commercially available
for fiber stretchers with a dispersion of 500 ps/nm is about 5 nm. Only the central
part of this bandwidth provides good matching with a grating compressor. The
deviation from the compressor phase increases for more broadband pulses leading
to incompressible pulses. Thus the usage of a broadband preamplifier relies on a
grating based stretcher. For this reason a new compact grating stretcher design was
realized based on an Öffner type stretcher [93] combined with a double pass. The
footprint of the grating stretcher could be reduced from 2.5× 1 m2 to 1.2× 0.6 m2
while supporting bandwidths up to 10 nm with an efficiency of about 55 % and
a dispersion of 500 ps/nm. The implementation of the stretcher is also shown in
figure 2.28. Spectral bandwidths broader than 10 nm lead to increased losses due to
clipping at the edges of the stretcher optics.
This grating based compact stretcher is combined with a regenerative thin-disk
amplifier that uses ytterbium doped CaGdAlO4 (Yb:CALGO) as thin-disk material.
Yb:CALGO provides an amplification bandwidth of 80 nm centered around 1030 nm
[94]. Thus its emission bandwidth shows an almost perfect match with the emission
bandwidth of Yb:YAG, which is 1030 ± 4.5 nm. The material has been shown to
be usable in thin-disk configuration [95], yet its roughly two times lower thermal
conductivity and lifetime compared to Yb:YAG and its more than six times lower
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Figure 2.28: A compact double pass Öffner stretcher with a dispersion of 500 ps/nm and a
footprint of 1.2× 0.6 m2.
σ-τ product of 315 µs cm2 [53] constraints the material to use cases with lower
energies and average powers. One example for such a use case is a preamplifier
and consequentially the disadvantageous properties of Yb:CALGO are expected
to be negligible. The caustic of the resonator is shown in figure 2.29a. A pump
spot diameter of about 3 mm was used with a pump wavelength of 976 nm and
a pump power up to 400 W (DILAS Diodenlaser GmbH ). This system is seeded
with a new fiber oscillator with an optimized mode-locking technique and a slightly
higher pulse energy of 4 nJ at a central wavelength of 1030 and a bandwidth of 14 nm
(Menlo Systems YLMO). Stretched pulses with an energy of about 1.5 nJ are then
amplified to about 0.8 mJ within 350 roundtrips using a pump power of 170 W. The



















































Figure 2.29: (a) The linear resonator of the used Yb:CALGO amplifier with a disk radius
of curvature of 16.8 m. (b) The output spectrum of the Yb:CALGO amplifier (blue) for an
output energy of 0.8 mJ (350 roundtrips, 170 W pump power, 5 kHz repetition rate) is shown in
comparison with the output of the Yb:YAG amplifier (red) with an output energy of about 1.6 mJ
(100 roundtrips, 88 W pump power, 5 kHz repetition rate). Both amplifiers used the same seed
energy of about 1.5 nJ.





























Figure 2.30: On the left the Fourier limit (FL) plotted together with the retrieved pulse shape
and phase of the main amplifier seeded with a combination of a fiber oscillator and an Yb:CALGO
amplifier. The FWHM duration of the Fourier limit is 0.68 ps, the measured pulse is 0.74 ps long.
On the right the measured and the retrieved spectrum and spectral phase are shown. The measured
FWHM bandwidth is 2 nm. The G-error of the used SH-FROG retrieval is 0.35%.
The main amplifier uses a fraction of 300µJ from the Yb:CALGO system as
input and amplifies it further to a pulse energy of about 100 mJ with a pump power
of 1 kW per disk and 32 roundtrips at a repetition rate of 5 kHz. The total Yb:YAG
gain is hence reduced to only 333 yielding an expected pulse duration of about 720 fs
and bandwidth of about 2.25 nm (equation 1.120).
A fraction (ca. 1 mJ) of the amplified pulse was compressed and the measurement
is shown in figure 2.30. The pulse duration and bandwidth are close to the analytic
predictions. The gain narrowing was successfully compensated and a pulse duration
of about 740 fs was reached. The current grating compressor limits the spectral
bandwidth of the output pulses to about 5 nm before clipping at the compressor
gratings is observed. Thus further optimization towards even shorter pulses is
limited in the presented system. The broader bandwidth comes at the cost of
an increased sensitivity to compressor misalignment and phase mismatch. This
increased sensitivity to dispersion for broadband pulses has already been discussed
in section 1.5. For this reason the compression does not show the same high quality
as in the case of the microjoule seeded amplifier chain as depicted in figure 2.5. The
reached peak intensity is 88% of the Fourier limit. Also a lower temporal stability of
the pulse shape has been observed. Further optimization is however possible and the
demonstrated successful combination of two gain materials to increase the emission
bandwidth is a promising tool to further enhance the output properties of high gain
laser systems.
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2.10 Conclusion
In conclusion the performance and properties of the most-energetic multi-kilohertz
single-mode amplifier to date have been shown. Almost diffraction limited pulses
with energies up to 200 mJ and pulse durations of 1.08 ps at a repetition rate of
5 kHz are generated.
An overview of different gain materials, dopants and geometries has been given
and the advantages of Yb:YAG thin-disks for high energy and high average power
applications were introduced. A detailed numerical model was developed and applied
to the amplifier system. It gives insight into robust operating points and allows the
prediction of disk temperatures. Also the the determination of the required disk
amount and their thickness rely on this model. The usage of input energies close to
one millijoule was motivated and their advantages numerically confirmed. A main
advantage is that systems seeded with higher energies settle faster to a steady state
after they are distorted, which increases the overall system robustness.
The sensitivity of optics used for high intraresonator average powers has been
evaluated. In an experiment with an output power of 1.4 kW, the highest average
power extracted from an regenerative amplifier at the time of measurement was
reached. A predicted higher damage probability for BBO crystals in high average
power environments was confirmed. The results lead to the hypothesis that a
fundamental limitation of regenerative amplifiers is reached when the intraresonator
power is close to 10 kW.
A significant reduction of output power compared to the numerically predicted
output power has been observed for high pump powers. Several measurements lead to
the conclusion that this reduction can be attributed to wavefront distortions mainly
introduced by different thermal lenses. Possibilities to reduce these distortions were
proposed and evaluated for their advantages and disadvantages. Especially the
usage of diffuse pump spots helped to reduced these distortions without significant
drawbacks.
The amplifier’s resonator was numerically optimized based on a novel method of
reducing several stability properties to a single design variable. A direct measurement
of the resonator stability has been demonstrated using a new method based on the
oscillating beam size of a propagating beam. The optimized resonator helped to
reach excellent spatial and temporal stability characteristics. Stable operation over
more than 7 h has been achieved.
The mechanical components were optimized for reproducibility and stability and
in conclusion monolithic components were used where possible. This includes the
usage of flexure mounts and a water cooled monolithic aluminum housing. The
possibility to keep the system’s temperature low by using a water cooled housing
drastically improved thermalization times and stability, yet this comes at the cost of
a coupling between amplifier performance and water temperature.
High seed energies can only be provided by a preamplifier. Hence a design for
a compact and robust preamplification stage has been discussed. To this end the
novel method of reducing several stability properties of a resonator to a single design
variable in order to numerically calculate an optimized resonator shape has been
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adapted for linear resonators. The introduced preamplification demonstrated stable
output properties for input energies as low as 5 pJ.
This stable behavior was used to test a new highly compact frontend with less
than a tenth of the footprint of the previously used frontend. The high compactness
was reached by a fiber oscillator in combination with a fiber Bragg grating as stretcher.
The resulting low energies on the order of 50 pJ were subsequently amplified to more
than 100 mJ and a pulse duration of 1.4 ps with a Gaussian-like pulse shape was
obtained. The longer pulses produced by this frontend are the result of stronger
gain narrowing. The implementation of the broadband preamplifier gain material
Yb:CALGO not only allowed to overcome the stronger gain narrowing but also to
reach a pulse duration of only 740 fs for a main amplifier output energy of 100 mJ.
While the presented amplifier shows remarkable properties regarding stability,
pulse energy and repetition rate, its pulses are still too long for experimental appli-
cations like electron acceleration or attosecond pulse generation. Further temporal
compression is necessary and the next sections cover methods and experimental
results to decrease the pulse duration of this system to several tens of femtoseconds
with high pulse energies of several tens of millijoules.
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Chapter 3
Nonlinear Broadening of High
Energy Pulses
While the laser amplifier system discussed in chapter 2 provides an energetic pulse
with a high repetition rate, its pulse duration in the picosecond regime is longer
than the optimal duration for many applications. The following chapter discusses
various approaches to enhance the pulse duration of the amplifier with a focus
on maximizing the output energy of the pulse compression stage. To this end a
short introduction into nonlinear optical effects is given. Then several possibilities
to obtain high energy broadband pulses are compared. A broadband spectrum is
connected to a very short Fourier limit and hence facilitates potentially short pulse
durations. The usage of a multipass cell is identified as most promising approach
for the nonlinear broadening of pulses in the multi-kilohertz regime and a record-
breaking experimental realization is discussed in more detail. Finally further energy
and bandwidth scaling of multipass cell based nonlinear broadening is evaluated.
3.1 Nonlinear Optical Effects
The previous sections covered the propagation and amplification of a nanosecond
scale pulse. The long pulse duration often enabled the negligence of nonlinear effects
and allowed for a simplified treatment of the involved dynamics. In contrast to this,
shorter pulse durations on the femtosecond to picosecond scale require the inclusion
of these effects. The following sections give an overview over important nonlinear
effects that are later used to increase the bandwidth of the amplifier discussed in
chapter 2. Their origin is derived starting from the nonlinear wave equation and
especially the third order effects are discussed in greater detail.
3.1.1 Nonlinear Wave Equation
To derive the nonlinear Schrödinger equation for an isotropic homogeneous dielectric
medium, equation 1.7 is altered to represent a nonlinear relationship between the
polarization and the electric field [16, p. 876]
P = 0χE + 0χ(2)E 2 + 0χ(3)E 3 + . . .︸ ︷︷ ︸
PNL
. (3.1)
Hence the electrix flux density D is defined as
D = E +PNL (3.2)
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∇ ·D = 0 (3.5)
∇ ·B = 0. (3.6)








= ∇ (∇ · E )−∇2E . (3.7)
In general the term ∇ (∇ · E ) is nonvanishing. Its contribution is however negligible
especially if the slowly varying amplitude approximation is valid or in the case of
transverse infinite plane waves [96, p. 71]. Assuming ∇ (∇ · E ) = 0, the nonlinear









It is beneficial to rewrite this equation in the frequency domain
∇2E + k2E = −ω2µP NL, (3.9)
where E and P NL are the Fourier transforms of E and PNL and k is the wavenumber.
This equation represents a Helmholtz equation with a source term ω2µP NL. The
source term acts as new light source for previously nonexistent frequency components








4pi|r − r′ |dr
′ (3.10)
The emitted radiation from the source term can hence be interpreted as the addition
of spherical waves associated with different source points [16, p. 878]. The total
electric field consists of the solution for the source free wave equation E0 (see section
1.1.1) and the electric field radiated by the source
E = E0 +ENL. (3.11)
The source term is influenced by the field E due to the nonlinear nature of
P NL. At the same time it modifies this field by radiating new frequency components
ENL and hence creates a feedback loop. The first Born approximation is applied in
the following to solve this feedback. Assuming an incident field E0, the nonlinear
polarization is approximated by P NL (E) ≈ P NL (E0). The radiation ENL emitted
by this source is assumed to be small enough such that the modification of the field
E is negligible and no feedback has to be calculated [16, p. 878].
The nonlinear emission is mainly governed by the term P NL (E0). The different
orders of the nonlinear polarization (see equation 3.1) yield different generated
frequency components and are discussed in the following in more detail.
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3.1.2 Second Order Nonlinear Effects
Second order effects are caused by a nonlinear polarization that is sufficiently
described by
PNL = 0χ(2)E 2. (3.12)
This equation implies that changing the direction (the sign) of E does not change the
direction of the nonlinear polarization, thus the direction of the output relative to the
input changes with the orientation of the input. This is impossible in centrosymmetric
materials. Second order nonlinear effects are therefore only observable in materials
that are non-centrosymmetric.
In order to investigate the effects caused by the second order nonlinearity, an
input field comprising of two components at optical frequencies ω1 and ω2 is defined.
To reduce complexity, the following calculations are based on monochromatic plane
waves
E0(t) = Re{E(ω1) exp(iω1t) + E(ω2) exp(iω2t)}. (3.13)
This input field is used to calculate equation 3.12. This yields the following polariza-

















PNL(ω1 + ω2) = 0χ(2)E(ω1)E(ω2) (3.17)
PNL(ω1 − ω2) = 0χ(2)E(ω1)E∗(ω2) (3.18)
The term PNL(0) is called optical rectification and describes a DC potential difference
that can be measured across the dielectric material. Typical voltages are on the
order of several hundred microvolts [16, p. 881]. The terms PNL(2ω1) and PNL(2ω2)
are the second harmonic generations (SHG) of the fundamental frequencies ω1 and
ω2. Finally PNL(ω1 +ω2) is called sum frequency generation (SFG) and PNL(ω1−ω2)
difference frequency generation (DFG).
A special case of a DFG process is the optical parametric amplification (OPA).
In this case a strong pump beam with a frequency ω1 interacts with a signal beam
ω2 to create an auxiliary beam ω3 = ω1 − ω2 (sometimes called idler). In order to
conserve energy, this process is equivalent to a photon with energy ~ω1 splitting
up into a photon with energy ~ω2 and ~ω3 [16, p. 886]. The signal and the idler
therefore undergo amplification while the pump beam is depleted.
Another special case is observed if a DC field with ω2 = 0 is applied as second
electric field. In that case the SFG and DFG term are identical and are summed up
as
PNL(ω1) = 20χ(2)E(0)E(ω1). (3.19)
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This linear contribution to the polarization can be interpreted as a change of the
permittivity  (see section 1.1.1)
DC = 0(1 + χ+ ∆χ︸︷︷︸
2χ(2)E(0)
). (3.20)
In a nonmagnetic (µ = µ0) and undisturbed medium, the refractive index n is







= 1 + χ. (3.21)




or alternatively [16, p. 882]




Hence the field E(0) linearly changes the refractive index of the medium. This
effect has been previously introduced as Pockels effect (see section 2.3.4) and can be
interpreted as nonlinear effect of second order.
3.1.3 Third Order Nonlinear Effects
Third order effects are dominant in centrosymmetric materials due to the absence of
second order effects. They are described by the nonlinear polarization
PNL = 0χ(3)E 3. (3.24)
In the following two consequences of third order effects are introduced: the optical
Kerr effect and four wave mixing. The optical Kerr effect describes the behavior of a
monochromatic wave in a third order medium and allows a simple explanation of an
effect called self phase modulation. Four wave mixing treats third order effects in the
frequency domain and gives insight into the coupling between several frequencies.
Optical Kerr Effect
The optical Kerr effect can be derived by assuming a monochromatic optical in-
put field E(t) = Re{E(ω) exp(iωt)}. The nonzero components of the nonlinear
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The term PNL(3ω) represents the third harmonic generation and can be interpreted
as a special case of four wave mixing that is introduced later. The term PNL(ω)
describes a nonlinear emission with the same frequency as the incident field and
hence describes a modification of the input.
Similar to the derivation of the Pockels effect in section 3.1.2, the nonlinear







Here η is the impedance of the medium η = η0/n with η0 =
√
µ0/0. It relates the
intensity to the electric field via I(ω) = |E(ω)|2 /(2η) (equation 1.21). Following
equation 3.23, the change of susceptibiltiy can be expressed as change of refractive
index





The change of refractive index is hence proportional to the intensity of the optical
field with a proportionality constant n2. This constant is also called nonlinear
refractive index or optical Kerr coefficient [16, p. 896].
Using c0 = 1/
√
µ00, the nonlinear refractive index n2 and the third order





The dependency of the refractive index on the intensity of the incident field
n(I) = n0 + ∆n = n0 + n2I, (3.30)
where n0 is the linear refractive index, forms the basis of the optical Kerr effect.
Self Phase Modulation
Assuming a plane wave pulsed laser with a slowly varying envelope (see equation
1.20 and 1.92)
E(t) = A(t) exp (−ikz) , (3.31)
then the slowly changing intensity I(t) of the wave at the time t and the refractive




n(t) = n0 + n2I(t). (3.33)
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With k = nω/c0, the slowly varying envelope can hence be expressed by the equation








exp (−ik0 z) . (3.34)
where k0 is the linear wavenumber k0 = n0ω/c0. After a propagation z = L, the





is accumulated at the point of maximum pulse intensity Imax. This phase is created by
the laser field itself, which is why this process is called self phase modulation (SPM).
The accumulated nonlinear phase is sometimes also called B-integral.
A new self phase modulated pulse envelope is defined by






The SPM hence keeps the absolute value of the pulse envelope constant, but adds a
time varying phase. The spectrum of this new envelope is calculated by a Fourier
transform (eq. 1.93) of ASPM(t). This spectrum shows new frequency components
due to the newly added time varying phase. A self phase modulated pulse is hence
spectrally broadened.
To determine the temporal distribution of these newly created frequencies, an
instantaneous frequency is defined [16, p. 939]




where φ is the time domain phase of a propagating pulse envelope and ω0 the
frequency at the peak of the pulse (typically the central frequency). It gives an
estimate for the frequency ωi that is present at a certain temporal position t. For a
Fourier limited pulse that experienced SPM, the instantaneous frequency is
ωi(t)− ω0 = ∂tφ = −∆φmax
Imax
∂tI(t). (3.38)
An exemplary instantaneous frequency distribution for a SPM broadened Gaussian
pulse is shown in figure 3.1.
The bandwidth of a spectrally broadened pulse can be approximated by the
difference between maximal and minimal instantaneous frequency [97, p. 90]
∆ω ≈ max(ωi)−min(ωi). (3.39)
This difference is also highlighted for the exemplary pulse in figure 3.1.
In the scope of this thesis a broadening factor is defined as figure of merit
that describes the factor between the the input pulse duration and the Fourier
limited output pulse duration of a setup. Assuming a time-bandwidth product of
3.1 Nonlinear Optical Effects 89







































Figure 3.1: An exemplary pulse I(t) with the corresponding SPM induced instantaneous frequency
distribution ωi(t) referenced to ω0. Also shown is the obtained spectral bandwidth ∆ω of the SPM
broadened pulse.
the broadened spectrum similar to a Gaussian spectrum and defining the FWHM
Fourier limit of the broadened spectrum as τFL and the 1/e2 bandwidth as ∆ω yields
the relationship ∆ω τFL ≈ 4
√
ln 4. With this assumption, the broadening factor
τFWHM
τFL




is deduced for a Fourier limited Gaussian input pulse I(t) with FWHM duration
τFWHM . The broadening factor hence linearly increases with the nonlinear phase
∆φmax.
So far it was implicitly assumed that the system is dispersion and absorption
free, has an instantaneous response and that the nonlinear refractive index does
not alter the pulse shape or beam profile. While an instantaneous response can
be safely assumed for systems that are not Raman active [97, p. 41], the following
sections describe the validity of these assumptions in the other cases and give a
phenomenological description of the consequence in case these assumptions are not
valid anymore. A more general treatment of self phase modulation that includes
dispersive and absorptive systems is found in [96, p. 561].
Dispersive Systems A dispersive system stretches (or compresses) the pulse
during its propagation while new frequencies are generated. This creates a change of
pulse shape I(t), which feedbacks onto the nonlinear phase added to the pulse and
hence changes the way new frequencies are generated. This violates the previously
made assumption of negligible dispersion.
To estimate the accumulated nonlinear phase and the dispersion that still justifies
a dispersionless treatment of the system, a length called dispersion length LD is
defined as [97, p. 58]
LD =
τ 2FWHM
|GVD|4 ln 2 (3.41)
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with the group velocity dispersion GVD = ∂2k/∂ω2 and the full width half maximum
pulse duration τFWHM . With these parameters and assuming a Fourier limited
Gaussian like input pulse, an analytic approximation for the temporal broadening is

















Here τin and τout are the input and output pulse durations of the system and
∆φmax is the nonlinear phase accumulated over a distance L. Assuming a significant
accumulation of nonlinear phase 4∆φ2max  3
√
3, a temporal broadening of the
pulse less than 15% is expected for
∆φmaxL < 0.2LD. (3.43)
As an example atmospheric argon has a GVD of 14.175 fs2/m [98]. The nonlinear
length LD for a pulse duration of 1 ps is therefore approximately 25 km. Thus as
long as the product of accumulated nonlinear phase and system length is less than
5 km, dispersion is considered to be weak.
If there is positive dispersion that cannot be neglected, the pulse intensity
decreases with increasing pulse duration and a saturation of the nonlinear mechanism
sets in. With positive dispersion any newly created frequency components are pushed
towards the shoulders of the pulse finally creating an almost rectangular pulse shape
[97, p. 102]. The instantaneous frequency reaches very high values at the slopes
of this pulse due to the rapid change of intensity (compare to eq. 3.38) which
finally causes a breakup of the pulse. For weak dispersions τ 2FWHM ' 10GDD (or
L/LD / 0.3) and a Fourier limited Gaussian input pulse, wave breaking occurs
approximately after an accumlated nonlinear phase that fulfills [99]
∆φ(WB)max L ≈ 1.12LD. (3.44)
Self Steepening The intensity dependent change of the refractive does not only
change the phase of the pulse, but also the propagation velocity of the pulse. At the
point of maximum intensity, the higher nonlinear refractive index slows down the
pulse while the low intensity shoulders stay unaffected. The peak is hence slowly
shifted towards the trailing part of the pulse. This process causes the generation of
a very steep trailing shoulder while flattening the leading shoulder. In frequency
domain, this leads to an asymmetrically broadened spectrum with larger broadening
on the blue side. This process is also called self-steepening [97, p. 116].
In a dispersion-free system with a Gaussian input pulse, the pulse reaches an
infinitely steep trailing shoulder after acquiring a nonlinear phase of [97, p. 117]





ln 4 . (3.45)
Similar to the previously introduced dispersion induced wave breaking, the pulse
experiences a significant distortion at this point and starts to break apart.
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Using the propagation of a pulse with a FWHM duration of 1 ps centered at a
wavelength of 1030 nm as example, a breakup of the pulse due to self-steepening is
expected for an accumulated nonlinear phase of 427 rad. This corresponds to a phase
that is hardly reached in practice and consequentially self-steepening is negligible
for pulse durations in the picosecond regime. Significant self-steepening is typically
observed for pulse durations on the order of 100 fs or shorter [97, p. 118].
Kerr Lensing So far the impact of the intensity dependent nonlinear refractive
index on the pulse shape and frequency distribution has been discussed. It was
noted that the Kerr effect introduces an intensity dependent phase shift with various
consequences for the pulse spectrum and shape. Another important aspect is the
change of the phase over the spatial beamprofile [16, p. 897]. At the high intensity
central part of a beam, the Kerr effect is especially pronounced and a large phase
shift is observed. In contrast , the low intensity outer areas of the beam experience
almost no nonlinear phase shift. This variation ultimately causes a concave wavefront
distortion that leads to a focusing beam. This nonlinear focusing is called Kerr lens.
A Kerr lens is however not an ideal lens. Assuming a Gaussian beam input, the
distortions introduced by the non-ideal lens can be treated as coupling into higher
order modes [100].
If a beam is focused by a Kerr lens, its area decreases and its intensity rises.
This amplifies the nonlinearity and hence the Kerr effect and the lens becomes even
stronger. However, also the beam’s diffraction becomes stronger for smaller beam
sizes. For low powers, the diffraction eventually overpowers the Kerr lensing and the
beam starts to diverge again. For high powers, this is not the case and the focusing
continues until it is stopped by ionization or damage. The threshold power between





If the peak power of a pulse is higher than this critical power, it will eventually
collapse. Note that not the intensity of the pulse but only the power is relevant for
this process.
Four Wave Mixing
Another possibility to investigate third-order nonlinearities is the analysis in the
frequency domain with different interacting waves. The result of a third order
nonlinearity can also be seen as the combination of three waves resulting in a fourth
wave. Similar to section 3.1.2, the analysis is done by defining an input wave





By plugging the input wave from equation 3.47 into the nonlinear polarization
given in equation 3.24, two additional patterns for the polarization components in
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the frequency domain are obtained besides the already introduced third harmonic
generation and phase modulation effects [16, p. 895 & p. 900] [97, p. 398]




PNL(ω1 + ω2 + ω3) =
30χ(3)
2 E(ω1)E(ω2)E(ω3). (3.49)
The latter term yields a new frequency ω4 = ω1 + ω2 + ω3 and can be thought of as
extension of the third harmonic generation. However this process is typically rather
inefficient [97, p. 399].
The term in equation 3.48 describes an effect that is often referred to if the
term four wave mixing is used (although in general all third order effects can be
described as four wave mixing process). The fourth frequency generated in this case
is ω4 = ω1 + ω2 − ω3 or as frequency matching condition
ω1 + ω2 = ω3 + ω4. (3.50)
Assuming that all involved waves are plane waves with the wave vector k l and
position r
E(ωl) ∝ exp (−ik l · r) (3.51)
the nonlinear polarization as defined in equation 3.48 is
PNL(ω4) ∝ exp (−ik4 · r) ∝ exp (−i[k1 + k2 − k3] · r) (3.52)
or as phase matching condition
k1 + k2 = k3 + k4. (3.53)
Efficient four wave mixing requires the frequency matching condition and the phase
matching condition to be fulfilled. Note that four wave mixing is implicitly included
in the previous discussion of self phase modulation (section 3.1.3) and the presented
formalism just enables a different treatment in the frequency domain.
A special case that becomes more important in later sections is three wave mixing
[16, p. 901]. In that case two driving frequencies are the same ω0 = ω1 = ω2 and
hence the matching conditions simplify to
2ω0 = ω3 + ω4 (3.54)
2k0 = k3 + k4. (3.55)
The frequencies ω3 = ω0 +∆ω0 and ω4 = ω0−∆ω0 are symmetrically located around
the driving frequency ω0. In a dispersion free system with coaxial propagation,
the phase matching and the frequency matching conditions are always fulfilled
simultaneously. Hence an ongoing back and forth conversion from a center frequency
to some sidebands and recombination from these sidebands back to the center
frequency is expected in such a system.
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Now a limited mirror bandwidth or another attenuation effect is introduced
and the frequency ω4 vanishes as the beam propagates. Its symmetric frequency
ω3 cannot recombine back to the center frequency and slowly builds up until it is
powerful enough to cause significant interference effects in time domain. When this
point is reached, the fast intensity oscillations of the pulse are imprinted on the
phase by the SPM mechanism causing a vast amount of newly generated frequencies
that are hardly compressible due to the complex phase structure. This mechanism is
assumed to limit the expected maximal nonlinear phase that does not cause a pulse
breakup in systems with bandwidth limitations even if dispersion and self-steepening
can be neglected.
3.2 Generation of Broadband High Energy Pulses
Two principal possibilities exist to create broadband high energy and average power
pulses [70]: the spectrum of a high energy source can be directly broadened using
the nonlinear effects presented in section 3.1 or alternatively one could generate a
low energy broadband seed and amplify it using high energy pulses as pump for
an optical parametric amplification (OPA, see section 3.1.2) [8]. Both concepts are
briefly introduced in the following.
3.2.1 Optical Parametric Amplification
OPA schemes have been implemented various times in the near infrared regime
[14, 101–103] with a typical conversion efficiency from infrared pump power to
output power of ∼ 10 %. Therefore the implemented amplifier system (chapter 2) is
expected to yield output energies on the order of 20 mJ if used in an OPA scheme.
The kilowatt scale average power of the amplifier system might however limit the
output energy to lower values as it causes an increased heating of the nonlinear OPA
crystals. High temperatures can cause strong thermal lenses and degrade the beam
quality of the ouput. Also if the average pump power exceeds a threshold, thermal
cracks or loss of phase matching is expected [70, p. 13] [71, 72]. This threshold was
calculated to be on the order of 10 kW for BBO crystals [72].
Experimentally thermal cracks were observed for radial temperature differences
across the BBO crystal on the order of 50 K [72] using a 515 nm pump with an
average power of 100 W [71]. Recently a 515 nm pump with an average power up
to 364 W was successfully applied in an OPA scheme with a radial temperature
difference on the order of 20 K without thermal damages [103]. The difference of the
observed heating in the two previously mentioned systems can be partially attributed
to differing crystal qualities and improved cooling schemes [72].
Despite these successes, scaling OPA systems towards kilowatt scale average
output power remains a challenging task [70, p. 14] due to their low efficiency and
thermal sensitivity. The possibility to directly broaden high pulse energies and high
average powers is therefore investigated the following sections in more detail.
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3.2.2 Nonlinear Broadening in Waveguides
The direct spectral broadening of pulses relies on nonlinear processes that are by
definition intensity dependent. As a consequence the outer areas in the spatial profile
of a Gaussian beam experience less broadening than the high intensity center. The
newly generated frequencies do not follow a Gaussian intensity profile anymore and
have significant higher order contributions.
A proper broadening mechanism hence relies on some sort of mode cleaning
mechanism that ensures a well defined mode. The spectrum can be assumed to be
spatially homogeneous if every frequency component has the same mode, which is
an important property of a nonlinearly broadened pulse. The most common way
to provide such mode cleaning is the usage of optical fibers that favor only a single
mode.
A closely related mechanism is nonlinear broadening in a filament, where self-
focusing due to the Kerr effect and plasma-defocusing caused by an ionized medium
counteract and form a waveguide [96, p. 330]. The complex dynamics in a filament
cause a degradation of the spatial homogeneity and pulse quality [104, 105] and
subsequent filtering can drop the throughput to values below 50 % [106, 107].
This degradation is not expected from fiber based systems. High-energy fibers
typically belong to the hollow core fiber class that feature a gas-filled core to provide
a high damage threshold and often rely on SPM as dominant nonlinear broadening
mechanism. Especially the introduction of capillary optical fibers (COFs) [108]
enabled output energies of up to 5 mJ in the near infrared and pulse durations in
the few-cycle regime [109]. The intensity in capillary optical fibers is limited by the
ionization threshold of the used gas. The nonlinear refractive index can be tuned by
changing the gas pressure but is ultimately limited by the constraint that the peak
power must be below critical power (eq. 3.46) to avoid a collapse of the beam. With






Here L is the (attenuation compensated) fiber length, P0 is the peak power and Iion
is the gas ionization intensity. Thus in a COF system with a given pulse power and
nonlinear gas, a large value of accumulated nonlinear phase can only be realized
with a long fiber that can quickly exceed the physical constraints of laboratory space.
This is especially true if the input pulses are highly energetic and have a high peak
power P0.
The guiding mechanism of COFs can be understood as a repeated reflection from
the inner surface of the capillary [111]. The intensity of higher order (hybrid) modes








ν2 − 1 (3.57)
with the capillary inner radius a, the mode dependent coefficient unm (e.g. u11 = 2.405
or u12 = 5.52 [112, p. 1797] with the fundamental mode being EH11), the fiber
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length L and the parameter ν = nCOF/ncore as the ratio of capillary material to core
material refractive index. The attenuation of higher order modes is stronger than
for the fundamental. The propagation of the fundamental mode is hence favored
in a COF, higher order modes are attenuated stronger and some mode cleaning
can be observed. Still the fundamental is attenuated as well: for a standard fused
silica COF (250 µm diameter and 1 m length [70, p. 16]), the fundamental mode
is attenuated by more than 20 % and the total transmissions through some COF
systems have been measured to be between 60 % and 70 % [108, 109, 113].
Milosevic et al. [100] further investigated the mode cleaning mechanism in hollow
waveguides and bulk media. It was found that besides the attenuation of higher
order modes in COFs, a dephasing mechanism between fundamental and higher
order modes prevents the buildup of strong higher order components under the
condition of a sufficiently slow accumulation of nonlinear phase (i.e. peak powers
well below the critical power). It was concluded that the same mechanism should
also prevent the buildup of higher order components during a simple propagation
through a single focus without the guiding properties (and losses) of a hollow core
fiber. A multipass cell with multiple transitions through foci was suggested, where
each focus contributes a nonlinear phase shift small enough not to distort the mode
preserving mechanism. The total nonlinear phase shift builds up over the foci and
enables significant broadening within a single mode.
In order to understand why the buildup of higher order modes is prevented using
a simple transition through a focus, the distorted propagation is simplified as a
coupling between modes. A beam with the majority of its energy in the fundamental
mode (eq. 1.26) is assumed. The Kerr lensing during the propagation through the
focus distorts this fundamental mode and consequentially some energy is coupled
into the higher order modes. While the fundamental mode propagates through the
focus, it accumulates a Gouy phase shift of ζ(z) = tan−1(z/z0). The higher order
mode however accumulates a phase shift of ζm,n(z) = (m + n + 1)ζ(z). Thus the
higher order mode and the fundamental mode dephase during their propagation with
a relative phase difference of (m+ n)∆ζ(z) where ∆ζ(z) is the accumulated Gouy
phase at position z. For the sake of simplicity it is assumed that the peak power is
well below critical power and the energy is mainly coupled into the E1,1 mode (eq.
1.25). Figure 3.2 shows how in this case a buildup of high order modes is prevented
and a clean output mode is obtained. The guiding in a COF is approximated as
repeated reflections from the capillary surface or similarly as continuous focusing
and defocusing. Thus the same dephasing mechanism is present in a COF.
These theoretical predictions were later numerically [114] and experimentally
[115, 116] confirmed. The usage of a simple gas filled multipass cell was shown to
create a highly homogeneous broadening with throughputs over 90 %. Independently
it was shown that a similar process also prevents the buildup of higher order modes
in multipass-cells where the pulse accumulates the nonlinear phase in thin solid
plates instead of a gas [117]. However, highly energetic pulses in thin plates tend
to accumulate the nonlinear phase too fast, which is why thin plate based cells are
more suitable for lower energies.
Nonlinear broadening in a multipass cell does not only provide almost perfect
transmission, but also decouples the accumulated nonlinear phase from the length of
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z = −2 z = −1 z = 0 z = 1 z = 2
I0,0
E1,1
Figure 3.2: The simplified working principle of a multipass cell for peak powers Pmax  Pcr. A
fundamental mode I0,0 and a higher order field E1,1 propagate through a focus. The length of
the arrow is proportional to the intensity (I0,0) or amplitude (E1,1) of the beam. The position
z is normalized to the Rayleigh range. The Kerr lensing couples some amplitude approximately
proportional to I0,0 [100] into a higher order mode E1,1 and the field E1,1 builds up during
propagation. Due to the difference in acquired Gouy phase, the higher order contribution E1,1
dephases from the fundamental with an angle 2∆ζ(z) shown as angle of the arrows. ∆ζ(z) is the
accumulated Gouy phase of the fundamental. The continuous coupling prevents a coherent buildup
of the higher order mode. In a full focus propagation from z = −∞ to z =∞, the field E1,1 almost
returns to zero. I.e. the higher order buildup is cleaned away within one pass of the cell and the
beam keeps its energy in the fundamental mode.
the system (compare to eq. 3.56). Accumulating more nonlinear phase is simply done
by adding more passes in the cell. Consequentially potentially very large broadening
factors are expected from these cells. The only limitations for the peak power of
the pulse are the ionization intensity of the used gas and the damage threshold of
the involved optics. The more relaxed constraints in comparison to the previously
introduced guiding mechanisms make this approach the most suitable for high peak
powers and pulse energies [114].
The next sections show the experimental realization of a multipass cell aimed
at supporting high energies. After the setup and its results are introduced, a more
detailed explanation of the working principle is given and the scaling limits are
discussed. Finally some deeper analysis of the beam behavior is done and first results
of energy scaling are shown.
3.3 Multipass Cell Design
This section introduces the multipass cell that is used in the following experiments
and discusses the features of these cells. A vacuum chamber with a footprint of
4× 0.68 m2 was constructed to house the multipass. The chamber can be filled with
different gases up to atmospheric pressure. A simple two mirror resonator is placed
into the cell, where each mirror has a size of 130× 300 mm2 and the length of the
resonator is ∼ 3 m. These mirrors are called end mirrors in the following and are
labeled 2 and 3 in the schematic setup shown in figure 3.3. A custom ion-beam
sputtered coating is used for most optics in the cell with a GDD value close to
zero at 1030 nm and a maximum GDD of |GDD| < 50 fs2 throughout its reflection
bandwidth. This avoids dispersive effects during the bounces over the mirrors. The










Figure 3.3: (a) Scheme of the multipass cell setup (top view). Mirrors 1 and 4 are concave 6 m
RoC, and mirrors 2 and 3 are concave 1.5 m RoC. (b) Beam pattern on mirror 2. The spots are
labeled according to the number of passes through the focus. After 45 passes, the beam is picked
by a plane outcoupling mirror.
mirrors provide a reflectivity of > 99.9 % from 965 nm to 1100 nm to minimize losses.
Thin fused silica windows with a thickness of 2 mm are used for incoupling to avoid
unwanted nonlinearities outside the cell.
As known from section 1.3.5, an off-axis coupling into a resonator results in an
elliptic multipass pattern through the resonator (compare to figure 1.4 and 3.3).
For a two mirror resonator this principle is also known as Herriott cell [118]. The
eigenmode of a Herriott cell resembles the shape of a focused Gaussian beam (see
figure 1.1).
A Herriott cell configuration provides the maximum amount of focus transitions
for a given amount of mirror bounces and the biggest beam diameter on a mirror
for a given waist diameter and cell length among all multipass configurations. This
makes such a multipass cell especially suited for high energy broadening with a large
broadening factor.
In the following a more detailed analysis of the eigenmode properties is presented.
This is followed by a description of the beam path and the mode matching process.
Finally the amount of passes in a Herriott cell is analytically derived and an upper
limit for the presented setup is deduced.
The Eigenmode
The waist size w0 (or equivalently the Rayleigh length z0) of the eigenmode is chosen
such that intensity in the focus is lower than the ionization intensity Iion of the
gas used in the cell. At the same time the eigenmode on the end mirrors has to
be large enough to avoid damages. To obtain sufficiently large beamsizes on the
end mirrors, the resonator length has to be much larger than the Rayleigh length
z0. This results in an accumulated Gouy phase from one mirror to another close to
∆ζeig ≈ pi. Thus the resonator has to be built near its stability edge and the radius
of curvature (RoC) of the end mirrors was consequentially chosen to be R = 1.5 m
(i.e. approximately half the resonator length).
The eigenmode radii on the end mirror wEM and at the waist w0 are then
calculated by determining the eigenmode qeig using equation 1.41 with the ABCD
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matrix of the Herriott cell and propagating the mode qeig to the waist or end mirror


















where s is the ratio between the actual end mirror distance (or resonator length) d
and maximum stable length 2R, i.e. s = d/(2R).
Close to the stability edge s→ 1, the eigenmode size reacts sensitive to changes
of the resonator length. Thus one of the cell mirrors is mounted on a translation
stage to be able to tune out small differences between the eigenmode size and input
beam size. The setup shown in figure 3.3 has a ratio of s ≈ 0.9953, an eigenmode
waist radius of about w0 ≈ 0.18 mm and and eigenmode radius of wEM ≈ 2.7 mm.
The eigenmode for a given system is considered to be optimal if it enables a
maximized input energy of Emax before gas breakdown or mirror damage is observed.
This energy represents the highest energy a certain system configuration supports
and is an important figure of merit. A simple way to deduce the value of Emax in a
multipass cell close to the stability edge is proposed in the following.
If the energy Emax is reached with an optimal eigenmode featuring spot radii












is close to gas breakdown. ELIDT and EBD are the damage and breakdown energies
determined for an arbitrary (not optimal) eigenmode with spot radii w˜EM and w˜0.
It is noted from eq. 3.58 and 3.59 that the product of beam area and focus area for
an arbitrary eigenmode is approximately constant
w20w
2
EM ≈ w˜20w˜2EM ≈ const. (3.62)
Multiplying the previously stated fluences for gas breakdown and damage threshold









This equation gives an estimate for the maximum energy throughput if only non
optimized breakdown and damage energies EBD and ELIDT are given.
Each focus transition yields a certain accumulated nonlinear phase. Due to the
spatial mixing of the beamprofile, not the peak nonlinear phase (eq. 3.35) but the
average nonlinear phase is relevant. Also the length L in eq. 3.35 is exchanged by
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an effective length that incorporates the changing beam size during propagation.














Here Pmax is the peak power of the incident pulse. For a focus transition with





An important conclusion is that for a tightly focused beam the accumulated nonlinear
phase per pass does not change in first approximation even if some variation in the
propagation path is present. This property ensures a stable broadening factor. The
maximum possible nonlinear phase per pass is determined by setting Pmax = Pcr
(eq. 3.46) and n ≈ 1 for gaseous media yielding
∆φcr ≈ 2.88 rad. (3.66)
This value does not depend on the wavelength or the nonlinear refractive index.
Mode Matching
A plane mirror with a diameter of 25 mm is used in front of each end mirror to
couple the beam into the cell and pick up the beam after propagation. Two concave
mirrors (mirrors 1 and 4 in figure 3.3) with a RoC of 6 m are used to mode match the
wavefront of the incoming collimated beam to the eigenmode wavefront or collimate
the beam after the cell. A mirror telescope outside the chamber scales the beam
diameter of the incoming beam to a value about twice the eigenmode diameter.
Successful mode matching is reached by comparing the size variations of the
propagating beam with the variations expected from eq. 1.59. A wrong phase of the
expected sinusoidal oscillation corresponds to a wrong wavefront or equivalently a
wrong position of mirror 1 (compare to figure 1.3). Once the wavefront is matched,
a visible amplitude of the oscillation means that the eigenmode size does not
correspond to the input beam size and the resonator length needs to be changed by
the translation stage below end mirror 3.
The beam describes almost a full ellipse on the end mirror before it is picked by
the outcoupling mirror. For a full ellipse the output position of the beam exactly
matches the input position. This ensures a good position (not angular) stability even
for large setups or many bounces as the output position is then uniquely defined
by the input position. Also according to section 1.3.5, a complete turn around the
ellipse corresponds to a total accumulated Gouy phase that is a multiple of 2pi. It is
also known from section 1.3.3 that such a Gouy phase shift is equal to a q-preserving
system. Hence the outcoupled beam closely resembles a q-preserved input beam.
These properties are some of the reasons why the Herriott cell is known for its good
mechanical and mode shape stability.
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Number of Passes
The amount of bounces (or focus transitions) needed to return to the incoupling
position is described by the passes Nf it takes to reach a total accumulated Gouy
phase Nf×∆ζeig that is a multiple of 2pi (more details were discussed in section 1.3.5).
The accumulated Gouy phase per pass ∆ζeig of a Herriott cell can be calculated
with its ABCD matrix and equation 1.44.
In the presented Herriott cell configuration with a single turn around the ellipse
(i.e. a total Gouy phase of 2pi), the amount of focus transitions is Nf = 2pi/∆ζeig−1,
where a reduction of −1 is due to the arrangement of the incoupling and outcoupling
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. (3.67)
Thus the amount of foci Nf is roughly proportional to the beam area on the
end mirror piw2EM for resonators near the stability edge. The value of Nf can be
approximately doubled if the physical constraints of the setup allow two turns around
the ellipse (i.e. a total Gouy phase of 4pi). Analogous scaling rules apply for three or
more turns. In the shown setup, the amount of bounces is Nf ≈ 45 in a single turn.
The current setup requires a minimum spacing of approximately 30 mm between
the bounces near the center region of the mirror to allow the positioning of the
incoupling/outcoupling mirrors. The end mirror height with guaranteed specifications
is about 80 % of the total height or 240 mm. Geometrical considerations lead to the
conclusion that the amount of bounces per mirror times the center spacing should
roughly equal the circumference of a circle with a diameter equal to the major axis of





30 mm ≈ 25 (3.68)
which corresponds to a maximum amount of about Nf ≈ 50 bounces for the used
optics.
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(a) (b)
Figure 3.4: (a) One end mirror of the Herriott cell for an exemplary configuration together with
its surrounding incoupling optics. (b) The vacuum chambers used for the Herriott cells. The
results from the 3 m long variant (left) are presented in section 3.4, the 8 m long system (right) is
later discussed in section 3.6.6.
3.4 Experimental Results
The output pulses from the amplifier discussed in chapter 2 seeded with the fiber
laser frontend (see figure 2.27) are used as input for the previously introduced
cell. The pulse duration during the following experiments is approximately 1.4 ps
with a repetition rate of 5 kHz and the chamber is filled with 600 mbar of argon.
Argon provides a sufficiently high nonlinear refractive index (at atmopsheric pressure
n2,Ar ≈ 10× 10−20 cm2/W [119]), has a high ionization intensity on the order of
5× 1013 W/cm2 [110], is cost-effective and shows no problematic rotational nonlin-
earity [62, p. 118] due to its monatomic nature. Up to 18.6 mJ of pulse energy can
be coupled into the multipass cell before ionization is observed. Increasing the focal
waist size is limited by the damage threshold of the end mirrors, as a larger waist
directly leads to a smaller spot size on the mirror surface.
An exemplary experimental implementation of the introduced Herriott cell is
depicted in figure 3.4 to convey an intuitive understanding of the size and design.
Note that figure 3.4 shows a slightly different alignment than used to obtain the
results presented in this section.
The nonlinearly broadened spectrum after the cell is shown in figure 3.5 and
has a Fourier limit of 39 fs. Compared to the input pulse duration of approximately
1.4 ps, this is equivalent to a broadening factor of over 35. The output energy is
17.8 mJ and the throughput of the system is therefore approximately 95.7 %. This
is in good agreement with the expected linear losses determined by the number of
passes and the reflectivity of the mirrors (i.e. 95.7 % ≈ (99.9%)45).
The total accumulated nonlinear phase shift is determined based on two methods.
Assuming a dispersion free system, the input spectrum and the output spectrum
are uniquely connected by a transformation defined by equation 3.36. A numerical
optimization algorithm can find the phase of the input spectrum and the accumulated
nonlinear phase that yields a simulated output spectrum with the best similarity to
the measured output spectrum. This also provides an estimated input pulse shape
as side product. This method is explained in more detail in appendix C. The second
method relies on a retrieved input pulse shape, a well known propagation path and
a known nonlinear refractive index n2. The total nonlinear phase is then calculated
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Figure 3.5: Measured input (orange) and output (blue) spectra after 45 focus transitions in
600 mbar of argon. Additionally depicted are the retrieved spectrum (black) and phase (green)
from the SH-FROG measurement of the compressed pulse. The small wavelength offset of the
central peak between input and output spectrum is attributed to the fact that the input spectrum
was measured with a different spectrometer that provides a higher resolution.
based on equation 3.64. The first and the second method both yield a spatially
averaged accumulated phase of
∆φ ≈ 59 rad. (3.69)
Since the first method is more independent of measured data and just relies on two
measured spectra, it will be used for determining accumulated nonlinear phases in the
next sections. The obtained nonlinear phase shift is in remarkable congruence with
the Fourier limit scaling law (eq. 3.40), where using τFL = 39 fs and τFWHM = 1.4 ps
yields an estimated phase shift of 59 rad.
The central peak visible in the broadened spectrum in figure 3.5 is attributed
to low intensity input beam components that are not affected by the nonlinear
processes like pre- and postpulses or some continuous wave background caused by
amplified spontanous emission in the amplifier chain. The shape of the spectrum
closely resembles the expected shape based on the Fourier transformation of the
self phase modulated pulse (see equation 3.36). This similarity indicates a virtually
dispersion free propagation and an absence of more complex nonlinear effects that
are not covered by equation 3.36. Also the condition for approximately dispersion
free propagation (eq. 3.43) is fulfilled for the used parameters of a total length
L ≈ 45× 3 m, a nonlinear phase ∆φ ≈ 59 rad and a dispersion length LD ≈ 83 km
for 600 mbar of argon. This confirms the previously made assumptions of a virtually
dispersion free system.
Since the nonlinear phase per pass of about ∆φf = 1.3 rad is still below the
critical value (eq. 3.66), a higher nonlinear phase shift could be obtained simply
by increasing the gas pressure. However the generation of new wavelengths around
950 nm at an argon pressure of 700 mbar indicated the onset of pulse breaking. The
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Figure 3.6: (a) Fourier-limited pulse calculated from the output spectrum shown in Fig. 2
(black), together with the retrieved compressed pulse (blue) and a simulation of the nonlinear
compression (gray). The arrows mark the FWHM durations of the Fourier-limited pulse (black)
and the compressed pulse (blue). The measured input pulse and its FWHM duration are shown in
the inset. (b) Measured (left) and the retrieved (right) SH-FROG intensity for the compressed
pulse in (a).
reason for this breaking despite the lack of dispersion or self-steepening is later
investigated in section 3.5.2.
The output beam at 600 mbar of argon is attenuated using two uncoated fused
silica wedges to a pulse energy of 20 µJ and sent through a chirped mirror compressor
to test the compressability. The attenuation avoids nonlinear contributions of air
and damages of the chirped mirrors. The chirped mirror compressor consists of 17
mirrors with a total GDD of −9400 fs2 and a total reflectivity of 98 %. The pulse
is then characterized by a SH-FROG and the temporal results are shown in figure
3.6. The SH-FROG error was 1.5 % on a 512× 512 grid. The retrieved spectrum
and phase are shown in figure 3.5 featuring excellent agreement with the measured
spectrum.
A FWHM pulse duration of 41 fs is obtained after compression with a peak power
of 62 % of the Fourier limited pulse (τFL = 39 fs). Compression closer to the Fourier
limit is hindered by the phase ripples visible in figure 3.5 that are hardly removable
by common compression techniques. These ripples are a consequence of SPM based
nonlinear broadening. A simulated compressed pulse was obtained by propagating
the retrieved input pulse (shown as inset in figure 3.6a) using equation 3.36 with
a nonlinear phase shift of 59 rad and removing the GDD component of the Fourier
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Figure 3.7: Beam quality factor M2 of the spectrally broadened output beam. The inset shows
the beam profile in the focus (z = 0).
domain phase term. The simulated compressed FWHM duration is 40 fs and the
simulated peak intensity is 66 % of the Fourier limit, both in accordance with the
measured values. The agreement between simulation and measurement also confirms
that the problematic phase ripples originate from the self phase modulation and
especially the mirror dispersion does not contribute significantly to the degradation
of compression quality.
The multipass cell setup is expected to keep the beam profile spatially clean
and preserve the propagating mode, hence the M2 value of the broadened pulse
is expected to be close to the input value. To verify this expectation the M2 of
the beam was determined using a commercial measurement device (Ophir Spiricon
M2-200 s). A 1 : 4 mirror telescope in front of the measurement device was necessary
to adapt the beam size to the specifications of the device. The M2 of the input
beam is 1.10 × 1.09 (x value × y value, see figure 2.4). It slightly increases after
propagation through the multipass cell in vacuum conditions to 1.15× 1.11. The
increase is attributed to the imperfectness of curved optics, in combination with 45
mirror bounces. For the currently discussed working point at 600 mbar of argon the
M2 further increases to 1.17× 1.18. The measurement is shown in figure 3.7. This
minor change of beam quality is attributed to some nonlinear effects that are not
perfectly compensated for by the multipass setup. The slight astigmatism is likely
caused by using the curved mirrors with an incident angle different from 0°. The
behavior of astigmatic beams in a multipass cell is treated in more detail in section
3.6.1.
In addition to the mode preserving properties, the spatial distribution of frequen-
cies is investigated using an imaging spectrometer. In an imaging spectrometer, a
slit selects a central cut through the beam in vertical direction. A curved mirror
system within the spectrometer images the slit plane onto a camera. A grating
placed into the imaging system shifts the image position horizontally depending
on the wavelength. By rotating the beam, the spatial distribution of wavelengths
in x and y direction can be determined. A commercial device (Acton Research
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Figure 3.8: Spatial wavelength distribution for the x and y axis of the output beam. The blue
curve on the right shows the normalized sum along the wavelength axis of the image on the left.
The white area marks the positions where this normalized sum is bigger than 1/e2. The green
curve shows the corresponding homogeneity value.
Corporation) is used for the following measurements. The wavelength axis of the
camera image was calibrated by fitting the measured spectrum of the same beam to
the vertical integral of the camera image. The measurement results are shown in
figure 3.8. A figure of merit called homogeneity V is commonly used [115, 116, 120]
to specify the spatial quality of the broadened beam. It is defined as a variant of a
normalized cross correlation
V = [
∫ |A(λ)| |A0(λ)|dλ]2∫ |A(λ)|2dλ ∫ |A0(λ)|2dλ, (3.70)
where |A(λ)| is the spectral amplitude, and |A0(λ)| is the reference amplitude at the
peak intensity of the beam. The output spectrum features high homogeneity values
over 90 % within the 1/e2 diameter for both axes. The intensity-weighted averages
of V over the beam are 96.7 % for the x-axis and 97.3 % for the y-axis. These values
are in excellent agreement with the expected filtering capabilities of a multipass cell.
In conclusion the application of a multipass cell for high energy nonlinear broad-
ening is demonstrated. To the best of the author’s knowledge, the output energy
of 17.8 mJ at a repetion rate of 5 kHz represented the highest output energy of a
nonlinear broadening stage with preserved beam quality at the date of measurement.
Higher energies are shown in later sections of this work. The achieved pulse duration
of 41 fs is a promising first step towards the few-cycle regime.
Although the input energy of 18.6 mJ yields record breaking results, it is still
significantly less than the 200 mJ available from the main thin-disk amplifier. As-
suming perfect mode matching, the used input energy corresponds to a fluence of
about 0.17 J/cm2 on the end mirrors. The damage threshold of the used coating
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was measured to be about 1 J/cm2 (measurement was done in a dedicated setup in
laboratory atmosphere) and consequentially the mirrors are supposed to support
higher energies. However, experimentally damages were regularly observed close to
0.25 J/cm2 if perfect mode matching is assumed. This difference of damage threshold
is attributed to the following mechanisms: First of all perfect mode matching is
hardly achievable and the beam size on the end mirrors typically oscillates. Thus
spot sizes smaller than the eigenmode are regularly observed. Additionally Kerr
lensing yields smaller eigenmodes and hence increases the fluence on the mirrors.
The mirror coating is also used in a noble gas atmosphere with almost no water vapor
present. This fact is assumed to lower the damage threshold of optics [89]. Finally
the onset of ionization can alter the propagation due to the change of refractive
index caused by the ionization [105]. If the ionization process does not absorb a
significant portion of the pulse energy [121], the changed propagation can lead to a
smaller spot size on the end mirrors with a fluence high enough to cause damages.
In the current setup a target fluence of 0.17 J/cm2 was determined to be robust
against potential damages even considering all the effects mentioned above. Since
the fluence on the mirrors and the intensity in the focus are both on the edge of
what is considered safe, the energy sent through the setup is close to the theoretical
maximum for this cell and pulse duration (see equation 3.63).
3.5 Limitations
To obtain a better understanding of the limiting factors and to reveal ways of scaling
towards higher energies and shorter pulse durations, some features of multipass
cell based broadening are discussed in more detail in the following sections. As
the energy is mainly governed by the mirror damage and ionization threshold and
the mirror damage threshold is difficult to optimize, a deeper investigation of gas
ionization is performed. This is followed by an explanation why pulse durations
shorter than approximately 40 fs could not be obtained in the presented system.
3.5.1 Ionization
The maximum energy in a multipass cell is limited by the ionization threshold and
the damage threshold of the optics. Understanding the behavior of the ionization
threshold in the proposed setup is hence an important aspect to investigate potential
ways of energy scaling.
It is generally agreed upon that the ionization threshold depends on the pressure,
the gas used and the pulse duration [122, 123]. Two regimes are typically distin-
guished to describe the breakdown intensity: the multiphoton ionization regime and
the cascade ionization regime [123, p. 649]. In the multiphoton regime, the high
intensity of a laser pulse triggers the simultaneous absorption of multiple photons.
In this regime the ionization threshold scales approximately as
Ith ∝ p−1/k, (3.71)
where k is the amount of laser photons needed to reach the ionization energy of
the gas used [122]. For λ = 1030 nm, k ≈ 21 for helium and k ≈ 13 for argon.
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Experimentally slightly different values of k between 8 [124] and 10 [123, p. 634]
were observed for argon. The multiphoton regime shows a weak pressure dependency
and has been connected to low absorption [121].
The second regime is covered by cascade ionization. Free electrons are accelerated
due to scattering processes triggered by the laser radiation field and eventually reach
energies high enough to cause ionization. The numbers of free electron increases,
they are again accelerated by the laser radiation and cause even more ionizations.
This process is also called avalanche ionization. The ionization threshold in that
case scales as
Ith ∝ p−1/α (3.72)
where α is a coefficient between zero and one. Assuming electron-ion recombination
as dominating loss channel of the cascade process, α is estimated to be approximately
α ≈ −1/3 [123, p. 649]. This regime shows a stronger pressure dependency and has
been connected to high absorption [121].
For a pressure p and a pulse duration τ , multiphoton absorption is assumed to
be dominant for pτ ≤ 1× 10−7 torr s [122, 123]. For low pressures or short pulse
durations, the probability of an electron triggering an avalanche is low and thus
multiphoton ionization dominates [123, p. 645]. A study with a slightly different
definition for the onset of breakdown observed a change from multiphoton to cascade
behavior for a significantly different value of pτ ≈ 3× 10−9 torr s in xenon [122].
As the cascade and multiphoton ionization regime show different features with
different implications, an investigation was performed to determine in what regime
the presented setup operates. To this end the pressure dependency of the breakdown
was tracked in the multipass cell. Four configurations are compared: In configuration
A, a beam diameter of 8 mm on the end mirrors was coupled into the chamber. The
alignment was mismatched from the eigenmode on purpose to ensure a growing
beam size over the first 20 bounces. Then the beam was coupled out before
reaching a complete turn around the propagation ellipse. Configuration B is equal to
configuration A with a mode matched beam. The eigenmode has a diameter of 8 mm
on the end mirror and the beam is coupled out after 44 bounces. Configuration C is
equal to the alignment used in section 3.3. These alignments provide measurements
with different focus sizes and accumulated nonlinear phases and enable a more
general conclusion. So far all configurations are used with argon. Helium was used
in configuration D, that otherwise resembles the alignment of configuration B. The
input energy is slowly increased (roughly 1 mJ steps) until some distortion of the
output beam profile is visible. The lowest energy with visible distortions is defined
as breakdown energy. The result of this measurement is shown in figure 3.9.
The measurement of helium follows the multiphoton dependency where the k
value was previously predicted to be close to 21. In argon two regimes can be
distinguished. For a pressure p ≤ 350 mbar, the breakdown in argon is only weakly
pressure dependent with a scaling law that is in accordance to the literature values
of k ≈ 8 [124]. For higher pressures the scaling changes to a stronger pressure
dependency closer to p−1/3 agreeing well with the value of α ≈ −1/3 expected for
recombination dominated cascade ionization [123, p. 649]. The value of pτ where the
regimes change is 3.7× 10−10 torr s and hence differs significantly from the published
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Figure 3.9: The pressure dependency of the observed breakdown energy for an input pulse
duration of τ ≈ 1.4 ps and for different configurations A to D (see text) in a double logarithmic
plot. Configuration D is based on helium, the other configurations use argon.
values of 1× 10−7 torr s [123, p. 649] or 3× 10−9 torr s [122]. A possible reason is
the used definition of breakdown, that has been shown to alter the threshold value
significantly [122]. No dependency on the laser repetition rate was observed as the
breakdown energy did not change significantly when the repetition rate of the laser
was changed to 1 kHz. Also a change of accumulated nonlinear phase and focus size
did not change the scaling of the breakdown energy.
Besides the difference in pressure dependency, the impact of the ionization
changed between the multiphoton and the cascade regime. For high argon pressures,
a spontaneous sudden and intense drop of output energy to almost zero was observed
as soon as the breakdown energy was reached. This is attributed to the expected
higher losses during cascade ionization. In the multiphoton ionization regime, this
drop was not observed. Instead the onset of ionization caused effects like stray light
around the main beam, increased pointing and a lower throughput through the cell.
Especially at higher energies mirror damages were observed that were attributed
to the onset of multiphoton ionization due to their scaling with pressure and their
appearance.
In fact all damages observed in this system occurred at pressures lower than
350 mbar. With the onset of multiphoton ionization, the beam can face serious
distortions and develop hot spots or foci at unwanted positions. Without the strong
energy absorbance of cascade ionization, this can lead to damages on the multipass
optics. Although it is used in the multiphoton ionization regime, no damages have
been observed in helium. This is attributed to the lower possible electron density of
ionized helium that causes less wavefront distortions.
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3.5.2 Wavebreaking
As already mentioned in section 3.4, spectral broadening in the proposed setup
beyond a Fourier limit of 39 fs is limited by the generation of new wavelengths around
950 nm. These wavelengths cause an interference in time domain that is imprinted
on the pulse phase and hinder the successful compression of the pulse. Broadening
to even shorter Fourier limits is only possible if the reason for this wavebreaking is
understood.
Operating points with argon pressures ranging from 350 mbar to 700 mbar, cell
lengths of 3 m and 8 m, input pulse durations between 740 fs and 1.4 ps and two
different end mirror coatings all with a total amount of passes of about 45 showed the
generation of these frequencies after a spatially averaged nonlinear phase shift on the
order of 50 rad to 60 rad. The generation of new wavelengths has also been observed
in [125] for a spatially averaged nonlinear phase shift of about 50 rad accumulated
over 44 passes in 4 bar of argon.
So far it was assumed that the nonlinear broadening within this setup is virtually
dispersion free and no dispersion induced wavebreaking is possible. Since dispersive
effects are expected to stretch the pulse duration during the propagation through the
cell, the assumption of a dispersive free system can be validated by measuring the
pulse duration after the cell using a SH-FROG. An argon pressure of 900 mbar with
44 passes (beam diameter on end mirror approximately 8 mm) is used to maximize
dispersion effects. Since a pulse that is not fully compressed is difficult to retrieve
by the SH-FROG algorithm, the output energy of the cell was reduced to 10 mJ
yielding a slightly longer output Fourier limit of 58 fs that enables a successful pulse
retrieval. The input pulse and the retrieved output pulse together with the measured
and retrieved output spectrum are shown in figure 3.10a. The input pulse FWHM
duration was measured to be 1.4 ps. The output pulse was measured with an FWHM
of 1.3 ps. This measurement confirms the assumption of a virtually dispersion free
system at least for this working point.
In a virtually dispersion free system, the measured broadening factor given by
τFWHM/τFL and the calculated nonlinear phase shift ∆φ based on equation 3.64
show a proportional behavior as given in equation 3.40. In a dispersive system, the
broadening is expected to deviate from this proportional scaling and saturate while
approaching higher values of ∆φ as the actually experienced phase shift is less than
the calculated phase shift due to the decreasing peak intensity during dispersive
propagation. The setup described in section 3.3 is used with different argon pressures
from 100 mbar to 700 mbar at the respective maximum possible input power before
ionization breakdown to obtain a measurement of acquired nonlinear phase shift
versus broadening factor. The result is shown in figure 3.10b. No saturation is
observed for the used working points. In fact the measurement closely follows
equation 3.40 as expected for virtually dispersion free systems.
The previous results lead to the conclusion that the generation of new wavelengths
is not induced by dispersion. Also no indication of self-steepening (e.g. possibly
induced by some higher order dispersion of the used optics [125]) has been observed.
The generation of new wavelengths is hence attributed to attenuation effects. The
strongest attenuator in this system is the limited bandwidth of the mirrors used.






































Figure 3.10: (a) The measured input and output pulse (left) together with the measured and
retrieved output spectrum (right). The SH-FROG error of the retrieved output pulse is 1.35 %
wite a gridsize of 1024× 1024. (b) The calculated nonlinear phase shift ∆φ versus the measured
broadening factor τFWHM/τFL with the input pulse duration τFWHM and the output Fourier
limit τFL. The solid line is a linear fit with a proportionality factor of ∼ 0.62 ≈ 1/
√
e.
To show that this limited bandwidth can indeed trigger the breaking of an optical
pulse even though the spectrum of this pulse is still fully supported by the mirror, a
simple simulation is used. First an input pulse is retrieved that best connects the
measured input spectrum to a reference output spectrum (shown in figure 3.11a, the
retrieval method is introduced in appendix C). A nonlinear phase shift of 1.4 rad is
added to this pulse corresponding to one transition through the focus. Subsequently
the pulse is attenuated using the reflectivity curve of the mirrors as depicted in
figure 3.11b. The addition of a phase shift and subsequent attenuation is repeated 45
times adding up to a total nonlinear phase shift of 63 rad. The resulting simulated
output spectrum is then compared to the reference output spectrum measured under
the same conditions: 45 passes of 17 mJ pulses in 700 mbar of argon resulting in
a nonlinear phase shift of ∆φ = 63 rad. The simulated and measured spectrum
are shown in figure 3.11b. A very similar buildup of wavelengths around 950 nm is
observed in the simulation and measurement. Note that this simulation does not
include any form of material or mirror dispersion.
A possible explanation for the observed buildup has already been given in section
3.1.3 as special case of four wave mixing. A buildup of wavelengths is observed since
the recombination to the original center wavelength has been made impossible by
the attenuation of the necessary symmetric wavelength. Changing the bandwidth of
the coating in the previously introduced simulation has only a minor impact on this












































Figure 3.11: (a) The input pulse that best explains the observed broadening (simulated) compared
to the actually retrieved input pulse (measured). (b) The reflectivity curve of the used mirror
(green) and the measured (blue) and simulated (red) output spectrum, where the mirror reflectivity
has been incorporated into the simulation.
effect, yet the simulation showed a reduced buildup if the nonlinear phase per pass
is reduced. Thus the broadening factor can be possibly enhanced by distributing a
nonlinear phase > 60 rad over more passes than 45. The current setup however does
not support more than 50 passes. Thus an improved setup relies on bigger optics
and more passes with potential disadvantages like lowered stability and stronger
dispersion effects.
Even if the breakup of the pulse can be avoided, high damage threshold optics
based on quarter wave stack coatings with Ta2O5 or HfO2 as high index material
only support a bandwidth of about 150 nm around a central wavelength of 1030 nm.
It is later shown in section 3.6.6 that in a best case situation this would allow for a
pulse duration of about 28 fs.
3.6 Energy Scaling
The results from the previous section revealed that a significant increase of the
broadening factor is not feasible with the proposed setup and shorter pulses might be
reached in a second nonlinear compression stage. Such a strict limitation has not been
found for the input energy. If the coating of the end mirror is optimized for highest
damage threshold, the input energy is only restricted by the ionization intensity
of the gas used. Thus a straightforward way to increase the ionization intensity is
to use a gas that is more difficult to ionize than argon, i.e. neon or helium. The
nonlinear refractive indices for helium and neon are n(He)2 ≈ 0.4× 10−20 cm2/W and
n
(Ne)
2 ≈ 0.9× 10−20 cm2/W [126], thus the nonlinearity is about 28 times (helium)
or 11 times (neon) less than in argon while the estimated breakdown intensities in
the multiphoton regime are about 3 times (helium) or 2.5 times (neon) higher than
in argon [110]. The higher breakdown intensities can hence not compensate for the
lower nonlinearity and significantly higher pressures are needed if helium or neon
should be used in the proposed system. Due to its size and design, the pressure in
the chamber is restricted to atmospheric pressure and neither the usage of helium
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nor neon is expected to reach high broadening factors with this limitation. Thus
in the following some methods are investigated that have the potential to avoid
ionization even at higher energies with a focus on argon as nonlinear medium.
3.6.1 Astigmatic or Elliptic Beams
If the Gaussian input beam is exchanged for an elliptic or astigmatic beam, the waist
diameter within the multipass cell becomes effectively larger. This is due to the fact
that both axes of the beam have their focus at differing positions (astigmatic beam)
or only the major axis experiences a strong focus while the minor axis cannot be
focused tightly (elliptic beam).
Building a multipass cell with a proper eigenmode for an elliptic beam is challeng-
ing. Thus the prospects of this approach were investigated with the cell proposed in
section 3.3. The results are assumed to hold for all variants of gas filled multipass
cells.
It was noted that a slight astigmatism in an input beam is reduced after propa-
gation through the cell. An exemplary propagation where this effect is especially
pronounced is shown in figure 3.12a. The M2 of the beam after after 20 passes in the
cell was measured in vacuum conditions (output energy 3.2 mJ) and with 500 mbar
of argon (output energy 9.1 mJ). The beam diameter on the end mirrors was 8 mm.
After a nonlinear shift of ∆φ ≈ 9 is accumulated, the original astigmatism of the
input beam seems to be gone. Note that mirror telescopes with large angle of
incidents can obscure this effect as they reintroduce some astigmatism.
To investigate this cleaning mechanism further, an adaptive mirror was introduced
in the beam path in front of the multipass cell. The adaptive mirror consists of
a thin mirror in a custom mount. A screw on the back of the mount induces a
cylindrical strain by pressing the mirror against two resting points. This strain
is converted to a cylindrical bending of the mirror that creates a variable amount
astigmatism. The astigmatism was changed such that the beam could propagate
through the cell without any clipping (40 passes, 8 mm beam diameter on end
mirror). The amount of introduced astigmatism was measured by focusing the
input beam with a diameter of 16 mm using a f = 1 m lens and a focus distance
between major and minor axis of 24 mm was observed. The cell was filled with
900 mbar of argon and the input power was gradually increased. The beam profile
after the cell was attenuated by a fused silica wedge, decreased in size by a telescope
and finally measured with a camera. The evolution of this highly astigmatic input
beam is depicted in figure 3.12b. The shape of the beam profile saturated after
34 W input power. A notch filter was used after saturation was reached to remove
the wavelengths around 1030 nm and only investigate the beamprofile of the newly
generated wavelengths. The wavelengths that were created by the SPM effect show a
virtually perfect Gaussian beam profile. Thus obviously some mechanism in the cell
filters the astigmatism and the remaining high order aberrations can be exclusively
attributed to remaining 1030 nm components.
The origin of this effect can be understood if the astigmatic input beam is
decomposed into a fundamental mode and some higher order modes. The modes
defined by equation 1.25 span the complete solution set of the paraxial Helmholtz
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Figure 3.12: (a) The M2 caustic after 20 passes in the multipass cell under vacuum conditions
(blue) and for 500 mbar of argon (red). (b) The evolution of the output beam profile for a highly
astigmatic input beam after 40 passes in 900 mbar of argon (A to D). Shown in plot E is the beam
profile at 40 W if the input wavelength 1030 nm is filtered out.
equation. Hence every (coherent) paraxial beam can be decomposed into these
modes. A simple example for an elliptical beam is the mode E0,0 + 0.05E0,2. For an
elliptical or astigmatic beam, the fundamental mode is often still the dominant mode.
The Kerr lensing continuously couples some energy from the fundamental into the
higher order modes, but the weak higher order modes still face the same dephasing
mechanism that also ensures the mode preserving during self phase modulation
(figure 3.2). Ultimately the energy is coupled back into the dominating fundamental
mode and the output beam is cleaned.
Additionally to the mode dephasing, the Kerr effect also couples the major and
minor axis of a beam. If for example the minor axis is at a focal position, a strong
Kerr lens is induced for both the major and the minor axis due to the higher intensity.
The major axis experiences an additional lensing effect and contracts. Thus the
major axis caustic approximates the caustic of the minor axis. The mutual influence
of major and minor axis is assumed to further enhance the evolution to a rotationally
symmetric output mode.
While this process is useful to enhance the robustness of the output mode, it
renders the usage of elliptical or astigmatic beams for energy throughput enhancement
ineffective. The energy is eventually coupled back into the fundamental mode and
the ionization would be triggered at comparable levels as for a Gaussian input beam.
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3.6.2 Thin Plate Multipass Cells
Since ionization is the main challenge in energy scaling, using solid thin plates
in a multipass cell may improve the energy throughput. The thin plates can be
placed close to the end mirrors to avoid damages while the cell is operated in
vacuum to avoid ionization in the focus. With each transition through a plate some
nonlinear phase is accumulated. The buildup of unwanted modes is prevented if
the fundamental mode and the higher order modes sufficiently dephase during the
propagation between two passes. This is the same mechanism as introduced in figure
3.2 with the difference that the dephasing takes place over several passes instead of
a single pass. The maximum nonlinear phase per pass is limited to values less than
0.1pi rad [22] to avoid a catastrophic buildup of higher orders before the dephasing
couples the energy back to the fundamental mode. Accumulating a significant
amount of nonlinear phase shift hence calls for a large number of passes. As an
example a thin plate multipass is expected to require about 200 passes to reach the
previously demonstrated total nonlinear phase shift of ∼ 60 rad. Also ensuring the
dephasing is challenging for a resonator near the stability edge as needed in case of
large beam diameters on the end mirror [22].
To test the performance of a thin plate approach in the multipass cell setup, two
uncoated fused silica plates with a thickness of 1 mm and a diameter of 200 mm were
placed in Brewster’s angle into the setup. A configuration with the plates being
close to the end mirrors and a configuration with the plates being close the focus
was tested. The amount of passes is 45 and the eigenmode size is equal to the setup
used in section 3.3. About 90 % of the input energy was measured at the output of
this multipass cell configuration. The slightly higher losses compared to a gas filled
chamber are attributed to the residual reflection from the surface of the uncoated
fused silica substrates. The total dispersion caused by fused silica is about 1700 fs2
[127] and hence comparable to the total dispersion in 1 bar of argon (1900 fs2 [98]).
Thus dispersion is assumed to be negligible.
The input power or equivalently the expected accumulated nonlinear phase is
gradually increased and the broadening factor is measured. The result is shown in
figure 3.13a. In a dispersionless case, the broadening factor is proportional to the
calculated nonlinear phase (shown as solid line in figure 3.13a, compare to eq. 3.40
and figure 3.10b). This behavior is not observed for the thin plate multipass. Instead
the broadening factor saturates at a value of about 8. Assuming a distortion free
system and hence the validity of equation 3.40, this broadening factor can be reached
over 45 passes with a phase shift per pass of 0.09pi rad. Thus some mechanism stops
the accumulation of nonlinear phase while approaching a nonlinear phase per pass
of 0.09pi rad.
The beam quality M2 was measured using the same parameters as for the
measurement of the broadening factor. Figure 3.13b shows the M2 value of the
output beam versus the accumulated nonlinear phase per pass. The phase shift per
pass was obtained by finding the nonlinear phase that best explains the broadening
from input to output spectrum (see appendix C for this method) and dividing this
phase by 45. With this method the determined nonlinear phase is independent
from a potential propagation distortion. Starting at a phase shift per pass of
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Figure 3.13: (a) The broadening factor of a thin plate multipass as ratio of input pulse duration
τFWHM and output Fourier limit τFL versus the input power. The position of the thin plates was
symmetric around the focus with a distance of 600 mm (blue) or 850 mm (red) from the focus. The
solid lines show the expected linear evolution of the broadening factor (see eq. 3.40). (b) The
measured M2 value on x and y axis after propagation through the thin plate multipass for the
configurations introduced in (a). The solids lines show a power function fit to the measurement
points as guidance.
about 0.05pi rad, the beam quality deteriorates quickly and significant higher order
components are measured in the mode. With the approach towards a phase shift per
pass of 0.09pi rad the beam can be considered not to follow Gaussian propagation
anymore. The saturation process observed in figure 3.13a is therefore attributed to
the degradation of mode quality. The peak intensity of the beam decreased with the
lower beam quality and hence the accumulation of nonlinear phase was stopped.
The configuration where the thin plates are close to the end mirrors shows a
more robust behavior. This might be explained by the fact that the focal planes are
imaged from one pass to another in a concentric resonator with a distance of ∼ 4f
between the end mirrors. Thus distortions near the focus can build up more easily.
The highest usable phase shift per bounce in the proposed setup is approximately
0.06pi rad. According to [22] this value lowers even further if the cell is operated
closer to its stability edge to reach bigger diameters on the end mirror.
A total nonlinear phase shift of ∼ 60 rad for a broadening factor of about 35
hence requires a large amount of over 300 passes. Using 1 mm thick plates, a phase
shift of 0.06pi rad is experimentally reached with 10 mJ of input energy (1.4 ps pulse
duration). Higher energies than 10 mJ require thinner plates that are difficult to
manufacture with large diameters. This is in sharp contrast to the necessity of a
larger diameter for a setup with 300 passes. Alternatively each pass can be equipped
with its own thin plate. This would require each of the 300 mirror bounces to be
separable and lead to an increased distance between the passes with even higher
demands on space and optics.
In conclusion a thin plate based multipass cell that approximates the demon-
strated performance of the gas filled cell puts significantly higher demands on the
size of the setup and optics. While this approach is technically not feasible with the
goal of a large broadening factor, it might be suitable for the nonlinear compression
of shorter pulses with a smaller compression factor in mind. An example is the
compression of the 40 fs pulse obtained in the presented cell towards a pulse duration
on the order of 10 fs in a second multipass stage.
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3.6.3 Pulse Stacking
The basic idea of pulse stacking is the division of a single input pulse into multiple
weaker copies. Each of these copies is separately nonlinearly broadened and a higher
total energy can be used since each pulse has a lower peak intensity. The division of
the pulses can either happen by spatially dividing the pulses with beam splitters
such that the nonlinear broadening is done on separate paths or in different setups
[128]. Or alternatively by delaying a fraction of the pulse such that the broadening
is performed at different points in time [129]. In both cases the pulses need to be
coherently combined after propagation. This especially means that the accumulated
phase of all pulses has to be exactly the same.
The case of spatial separation puts high demands on stability and reproducability
of the setup and often some active phase stabilization has to be implemented even if
nonlinear effects are kept at a low level (e.g. in [47]). A stable implementation in a
highly nonlinear system does not seem feasible [47].
A more promising approach for spectral broadening is the temporal separation
of pulses [129]. The coherent combination is greatly simplified in this case since
each pulse uses the same propagation path with a temporal distance of only a few
picoseconds to nanoseconds – thus any distortion is imprinted on each pulse in a
similar manner. To create a temporal separation, a highly birefringent material is
used that causes a temporal delay between s and p polarization upon propagation.
A simple experiment in the presented system was performed to test this approach.
Similar to the design proposed in [129], a highly birefringent calcite crystal with
a size of 20× 20× 3 mm3 is used to create a delay of about 1.6 ps. The nonlinear
phase accumulated in this crystal is negligible for pulse energies up to 20 mJ and
the delay introduced in this experiment is sufficient to separate the peaks of the
generated two pulses. A complete separation of the pulses in time domain is not
achieved. During the experiment it was noted that in the temporal regime where
the shoulders of both pulses overlap, the polarization is in general elliptical. The
third order nonlinearity introduces a change of polarization for input beams that
are neither linearly nor circularly polarized [96, p. 220]. This effect is known as
nonlinear polarization rotation and distorts the polarization of the overlapping pulses.
A coherent combination of both pulses is severely hindered under this circumstance.
This process can be avoided by completely separating both pulses in time domain
using delays on the order of 10 ps or more with calcite crystals longer than ∼ 20 mm.
Keeping the unwanted nonlinear phase accumulated in the birefringent crystal
constant then requires an about 2.5 times larger beam diameter or equivalently a
crystal with a size of about 50×50×20 mm3. Scaling the input energy to higher values
than 20 mJ increases the unwanted nonlinear phase and hence an appropriate scaling
of the crystal is necessary that soon reaches the limit of commercial availability. In
fact no distributor was found even for a calcite crystal size of 50× 50× 20 mm3 and
similar restrictions apply for other crystal materials.
In addition to the problematic scaling of crystal size, the coherent combination
turned out to be very sensitive to the broadened spectrum or equivalently the
nonlinear phase of both pulses. The combination quality is insufficient if the
accumulated nonlinear phase of both pulses is not nearly identical (e.g. because the
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leading pulse is slightly stronger than the trailing pulse or due to energy fluctuations).
Ensuring this identical phase is especially challenging in case of large broadening
factors and thermal issues caused by high average powers. In conclusion pulse
stacking is not considered to be a promising method in order to obtain higher
throughput energies.
3.6.4 Circular Polarization
As previously mentioned only two polarization states are not changed by third
order nonlinearities: Linear and circular polarization [96, p. 220]. The previous
experiments were done with linear polarization as this is the preferred output
polarization. However the breakdown intensity in gases can be increased if circular
polarization is used. According to literature between 20 % and 50 % higher intensities
can be used with circular polarization in hollow core fibers before ionization sets in
[130–132]. At the same time the damage threshold of the optics is not expected to
change significantly for a pulse duration of 1.4 ps [133].
The published results were reproduced in the multipass cell by placing a quarter
wave plate (λ/4) with a thickness of 2 mm (aperture 38.1 mm) into the input beam
(diameter 16 mm). In a first experiment the λ/4 waveplate was aligned to yield
linear polarization and the power was increased until ionization was visible. Then
the waveplate was rotated by 45° to obtain circular polarization and the experiment
was repeated. With circular polarization gas breakdown could be observed for an
input energy that was 39 % higher than for linear polarization.
A disadvantage of circular polarization is the effectively lowered nonlinear refactive
index n(circ)2 compared to the index in case of linear polarization n
(lin)








This is also confirmed by the narrower spectrum measured in the previously men-
tioned experiment in case of circular polarization. Hence the advantage in breakdown
intensity is partially decreased by the necessity to increase the gas pressure by 50 %
to compensate for the lower nonlinearity. Depending on the working point this
pressure increase results in a breakdown intensity lowered by 5 % (multiphoton
regime) or 13 % (cascade regime) for argon (see figure 3.9).
According to equation 3.63, the increase in actual maximum throughput energy
scales with the squareroot of the breakdown energy increase, i.e. Emax ∝
√
EBD.
Incorporating the scaling induced by the required higher gas pressure, the total
energy gain for circular polarization is approximately
√
1.39 ∗ 0.87 ≈ 1.1 (cascade
regime) or
√
1.39 ∗ 0.95 ≈ 1.15 (multiphoton regime) compared to the linear case.
Not included in these numbers is the observed high nonlinearity in the L/4
waveplate for input powers beyond 110 W that is expected to cause higher losses
and the losses of converting a broadband circularly polarized beam back to linear
polarization.
In conclusion slightly higher energies are expected from using circular polarization.
The benefit is however rather small compared to the added complexity and the usage
of circular polarization is not considered to be reasonable in the discussed system.
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3.6.5 Input Pulse Duration
The pulse duration used in the multipass is to a certain extend a variable that
can be optimized. In the previous sections a pulse duration of 1.4 ps is used. An
optimization of the amplifier system however also enables an input pulse duration
down to 0.74 ps (see figure 2.30). Alternatively the input pulse can be stretched to
a longer duration by tuning the compressor after the amplifier chain.
Thus in the following a theoretical investigation is done in order to estimate to
what extend the pulse duration can be optimized to increase the energy after the
cell. The Fourier limit of the output pulse is kept constant and the amount of passes
is fixed to 45, which is close the maximal feasible amount of about 50 in this setup.
The following scaling laws are introduced
τFWHM
τFL
∝ ∆φ eq. 3.40 (3.74)





∝ (p τFWHM)−1/8 multiphoton, fig. 3.9 and [123] (3.76)
IBD ∝ EBD
τFWHM
∝ (p τFWHM)−1/3 cascade, fig. 3.9 and [123] (3.77)
ELIDT ∝ τ 0.3FWHM [134] (3.78)
E2max ≈ ELIDTEBD eq. 3.63. (3.79)
Here IBD is the breakdown intensity, EBD is the energy at which gas breakdown
occurs, p is the gas pressure, ELIDT the energy at which a mirror damage occurs
and Emax is the maximum possible input energy for the given parameters under
the condition that the eigenmode is optimized. The scaling law for the breakdown
intensity IBD varies between the multiphoton absorption and cascade ionization
regime and the pulse duration dependency is predicted [123, p. 648] to be similar to
the pressure dependency.
Simplifying the scaling laws then finally yields
Emax ∝ τ 0.49FWHM multiphoton regime (3.80)
Emax ∝ τ 0.18FWHM cascade regime. (3.81)
Thus in both cases longer input pulses allow for higher input energies. While this
relationship is especially pronounced in the multiphoton ionization regime, the
dependency is significantly weaker within the cascade ionization regime.
Increasing the pulse duration to reach higher throughput energies is hence
rather ineffective in the cascade ionization regime. Shorter input pulses require
less nonlinear phase for the same output Fourier limit and show a less modulated
spectrum leading to an increased compression quality. It is therefore favorable to use
the shortest pulse that does not lead to significantly lower energies. In conclusion
a good working point for the multipass cell is the transition between multiphoton
and cascade ionization. For the proposed system this is at an argon pressure of
about 350 mbar. This working point is reached with an input pulse duration of
approximately 1 ps close to the actually used duration of 1.4 ps.
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3.6.6 Cell Length
A parameter that has not been changed so far is the length d of the multipass cell.
The total length of the setup is d = 2R · s. Thus with a constant mode parameter
s (i.e. a constant amount of passes), the cell length d and the radius of curvature
of the end mirrors R are linearly connected. According to equations 3.58 and 3.59,
the spot areas of the eigenmode scale linearly with R. This also means that the
energies ELIDT and EBD required to reach a fluence close to mirror damage or gas
breakdown also scale linearly with R. Using equation 3.63 this yields an expected
scaling similar to
Emax ∝ d (3.82)
where d is the cell length.
To investigate this scaling a new multipass cell with a length of ∼ 8 m is designed.
The cell follows the design proposed in figure 3.3. The radius of curvature of the end
mirrors is R = 4 m with a surface size of 300× 130 mm2. Also a new HfO2 based
coating with a damage threshold > 1.3 J/cm2 is introduced for the end mirrors.
Guiding and outcoupling optics are still based on the previously used coating design
with a damage threshold of > 1 J/cm2. Thus this improvement does not change the
energy limitation, but decreases the risk of damaging the end mirrors. A concave
mirror with 10 m RoC placed in an optical distance of about 1 m from the incoupling
mirror matches the wavefront of the input beam to the eigenmode. The incoupling
and outcoupling is done with plane mirrors (diameter 25 mm) placed directly in
front of the end mirrors and a window thickness of 2 mm is used for the vacuum
chamber. For the following experiments the mode diameter on the end mirrors was
about 8.5 mm. The amount of passes was only slightly changed to 43 to enable
better mode matching.
Two configurations are tested. In one case argon is used as nonlinear gas to
provide maximum spectral broadening. In a second configuration argon is exchanged
with 900 mbar of helium and the input pulse duration is significantly decreased.
900 mbar is the maximal pressure possible in the chamber used and allows for the
maximum possible spectral broadening in helium with this system. At the same
time the usage of helium should provide higher throughput energies. The shorter
input pulse duration is also used in argon to evaluate the scaling of the shortest
possible output Fourier limit below the 40 fs regime.
Argon Cell
During the commissioning of the new cell, the frontend of the amplifier was upgraded
to a more powerful oscillator (Menlo Systems YLMO, also see section 2.9). The
lower gain narrowing in the amplifier thanks to the higher oscillator energy slightly
changed the pulse duration in the cell from 1.4 ps to about 1.25 ps (about 10 %
shorter). An argon pressure of at least 250 mbar was determined to be necessary to
reach an output Fourier limit of τFL ≈ 34.2 fs that is comparable to the results from
the previous shorter setup. With an argon pressure of 250 mbar, an energy of 40 mJ
could be sent into the cell before damages were observed. Higher pressures caused a
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Figure 3.14: The spectrum and beam profile after a multipass cell with a length of ∼ 8 m filled
with 250 mbar of argon. 40 mJ of pulse energy is broadened over 43 passes from an input pulse
duration of τFWHM ≈ 1.25 ps to an output Fourier limit of τFWHM ≈ 34 fs. The energy after the
cell is about 39 mJ corresponding to a transmission of about 97.5 %.
distorted spectrum similar to what is shown in figure 3.11b. The total accumulated
nonlinear phase is retrieved by fitting the input and output spectrum (see appendix
C) and is about ∆φ ≈ 63. The corresponding measured spectrum and beamprofile
is shown in figure 3.14. The output mode is still considered to be Gaussian and the
spectral shape shows no signs of significant degradation. Thus scaling the cell length
is a viable way to scale the nonlinear broadening to higher throughput energies.
The observed damages are attributed to the onset of ionization considering the
low calculated fluence of just 0.14 J/cm2 on the end mirrors at the point of damage.
For comparison the same mirrors were used with a fluence of up to 0.5 J/cm2 in
a helium atmosphere. The damages were not in the center of the beam profile
but distributed around it and the noise created by the damages did not follow the
repetition rate of the laser. These observations also support gas ionization as reason
for the damages. The ionization is presumably due to multiphoton absorption as
indicated by the lack of significant absorption and the used pressure of just 250 mbar
(see section 3.5.1).
If the scaling law for the multiphoton ionization regime from eq. 3.76 is combined
with the linear length scaling (see eq. 3.82), the shorter pulse and lower pressure in













BD ≈ 58 mJ. (3.83)
Here E(8 m)BD is the breakdown energy for the longer cell and E
(3 m)
BD ≈ 23 mJ the
multiphoton breakdown energy observed for the short cell at a pressure of 350 mbar
(configuration C in figure 3.9). Damages that where attributed to ionization were
however observed at input energies of about 40 mJ.
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It is known from theory [123, p. 628] that the ionization threshold defined as
the generation of a certain threshold electron density is independent of the focal
volume in the multiphoton regime. Therefore changing the length or eigenmode of
the setup should not alter the ionization threshold. Thus to explain the observed
mismatch between predicted and observed ionization energy, some mechanism has
to be found that causes a smaller waist size and consequentially a higher intensity
than predicted. Possible candidates are nonlinear lenses (i.e. Kerr lenses or thermal
lenses) or a bad mode matching.
The Kerr lensing in the longer cell is comparable to the lensing observed in the
shorter cell due to the similar nonlinearity. If Kerr lensing has an impact on the
breakdown energy, the effect is expected to be similar in the short and long cell and
the system should still scale as expected. Also the scaling laws have been shown to
hold for different Kerr lenses during the measurement in figure 3.9.
In total eight realignments of the input mode were done – partially also including
a precompensation of the Kerr lens in the input window – to exclude a wrong mode
matching as reason for the lowered ionization threshold. For all alignments severe
distortions or damages that were attributed to ionization were observed for pulse
energies between 30 mJ and 40 mJ. Hence a false mode matching as primary reason
for the earlier breakdown seems unlikely.
Measurements with input powers up to 200 W in vacuum did reveal some mode
variations that increased in magnitude over a timescale of 10 min. No spectral
broadening was measured, so that these variations can be attributed with high
certainty to thermal lenses in the setup. These thermal lenses might be a possible
explanation for the creation of the threshold electron density at lower energies than
expected. Further scaling should hence be possible if the power absorption in the
used optics is reduced to a minimum by improving the coating quality.
Another possibility for the earlier breakdown is that the longer cell reacts more
sensitive to the presence of electrons and the breakdown is reached at lower electron
densities. It was proposed [135] that an ionized medium does not act back on a
propagating beam as long as




where ne is the electron density. Since the relationship between system length and
waist size is d ∝ w20, a longer cell and equation 3.84 imply a reduced critical electron
density nc ∝ d−1. According to theory, the multiphoton breakdown intensity in
argon scales as IBD ∝ n1/8c [123, p. 628]. Expressing this scaling law using the system
length d then yields IBD ∝ d−1/8. Yet this scaling only accounts for a 10 % drop of
breakdown intensity in the longer cell and can only partially explain the observed
mismatch of breakdown energy. The thermal lens is hence assumed to be the main
contribution leading to the lowered breakdown energies.
Helium Cell
The larger feasible energies in the longer cell enhance the spectral broadening in
weakly nonlinear gases like helium. Helium provides a nonlinearity that is about
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Figure 3.15: The spectrum (blue) and beam profile after a multipass cell with a length of ∼ 8 m
filled with 900 mbar of helium using an input pulse duration of 740 fs. 75 mJ of pulse energy is
broadened over 43 passes to an output Fourier limit of τFWHM ≈ 69 fs. Also shown is the spectrum
for 500 mbar of argon for the same pulse duration (grey). In argon 14 mJ where broadened to
a Fourier limit of τFWHM ≈ 28 fs. The energy after the cell is about 72 mJ (helium) or 13.4 mJ
(argon) corresponding to a transmission of about 96 %.
28 times weaker than in argon while the estimated breakdown intensities in the
multiphoton regime are about 3 times higher (see introduction of section 3.6). Thus
in the case of the longer cell helium might provide a sufficient broadening for some
applications while maximizing the possible throughput energy. To further enhance
the broadening in helium, the frontend of the amplifier chain was optimized to yield
a shorter pulse duration of 0.74 ps (see figure 2.30).
Assuming a three times higher breakdown energy than in argon and using the
multiphoton scaling laws from eq. 3.76 with k = 21 for helium [123, p. 634] instead












BD ≈ 69 mJ. (3.85)
Here E(argon)BD ≈ 40 mJ is the previously measured breakdown energy of argon. These
predictions are in good agreement with the measured maximum input energy of
75 mJ. The resulting spectrum and output beam profile are depicted in blue in
figure 3.15. The broadening factor is about 11 with an output Fourier limit of
τFWHM ≈ 69 fs. A nonlinear phase of ∆φ ≈ 20 is retrieved by fitting, which is
still in reasonable agreement with the scaling law from equation 3.40. The output
beam profile is more distorted than in the case of argon. This is attributed to the
stronger thermal lens and lower correcting nonlinearity. A strong nonlinearity can
reduce beam distortions as has been shown in section 3.6.1. A reduction of coating
absorption is assumed to yield beam profiles closer to a Gaussian shape
As expected even high pressures of helium yield significantly longer output Fourier
limits and lower broadening factors than argon based systems. About 80 % more
energy compared to the previously analyzed broadening in argon can be sent into
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the setup before damages are observed on the outcoupling optics at a fluence of
about 0.5 J/cm2. Ionization might play a role for the generation of these damages
since ionization is predicted to take place at a similar energy. However the fluence is
already close the measured damage fluence of 1 J/cm2 of these optics. While the
throughput energy is nearly doubled, the output Fourier limit is about two times
longer than in the previous case of argon. Thus the peak intensity of the compressed
pulse is expected to be comparable in both setups.
Still to the best of the authors knowledge the output pulse energies of 39 mJ in
argon and 72 mJ in helium represent the highest output energies that were spectrally
broadened over factor greater than 10 and output average powers of up to 360 W are
reached. Output powers of over 500 W were already demonstrated in multipass cells
[125] and the average power is not considered to be a limiting factor. A reduction of
the observed thermal lenses should enable even higher energies up to 58 mJ in argon
and 100 mJ in helium.
Scaling of Fourier Limit
In section 3.5.2 a wavebreaking mechanism was introduced that limits the total
nonlinear phase to values around 60 rad. Reaching significantly shorter output
Fourier limits is only possible by using a shorter input pulse (or significantly more
passes). For the helium based broadening the input pulse was shortened by a factor
of 0.6 from about 1.25 ps to 0.74 ps. To evaluate the expected decrease of the shortest
possible output Fourier limit under this circumstance, the setup used for the helium
experiment was filled with 500 mbar of argon. This provided a high nonlinearity
with low energies around 14 mJ that do not pose a risk for ionization or damages.
A total accumulated nonlinear phase of ∆φ ≈ 49 rad is retrieved for the measured
output spectrum shown as grey curve in figure 3.15 and wavebreaking was observed
for larger phases. Spectral components are present from 970 nm to 1092 nm and thus
cover virtually the complete range of the optical mirror bandwidth in the system
(950 nm to 1100 nm). The observed output Fourier limit is τFWHM ≈ 28 fs. Thus
the expected reduction of the shortest possible output Fourier limit for shorter input
pulses can be confirmed, but the scaling is ultimately limited by the bandwidth of
the optics used in the multipass cell.
A significant increase of the mirror bandwidth is only possible with lower damage
threshold optics. A similar limitation to a Fourier limit of 30 fs has been observed
for narrowband high damage threshold mirrors in a setup with an even shorter input
pulse duration of 0.59 ps [125]. The obtained output Fourier limit of 28 fs is hence
considered to be a lower limit (or close to the lower limit) of high energy multipass
cells.
3.6.7 Higher Order Modes
While increasing the cell length is one possibility to further increase the throughput
energy, it is limited by the available space and mechanical stability. Yet several
possibilities to increase the throughput energy with a constant length discussed in
the previous sections turned out to be either ineffective or technically not feasible.
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So far the methods used the properties of a Gaussian beam or a change of the
multipass design as free parameters to optimize the throughput energy. Input modes
different from a Gaussian beam are subject of this section.
It has been noted in section 3.6.1 and figure 3.2 that the output beam of the
multipass cell is close to the dominating input mode due to a dephasing of the
different mode orders. Changing the dominant input mode from a Gaussian to
a higher order mode is assumed to also change the preserved mode within the
cell. A very beneficial group of higher order modes for this purpose are the helical
Laguerre-Gaussian modes LGlm [16, p. 98]











where E0,0(r,Φ, z) is the Gaussian beam, w(z) the beam radius and ζ the Gouy
phase as defined in equation 1.26 using the cylindrical coordinates {r,Φ} instead of
cartesian coordinates {x, y} and L|l|m is the generalized Laguerre polynomial. Note
that the Gouy phase accumulation compared to a Gaussian beam is increased by
the value (|l|+ 2m)ζ.
The high order modes have a waist size that is
√
M2 times larger than their
embedded Gaussian (equation 1.89). Thus the higher order eigenmodes are also√
M2 times larger than the Gaussian eigenmodes calculated in section 3.3. For
Laguerre-Gaussian modes, the M2 scales as [23]
M2 = |l|+ 2m+ 1. (3.87)
The so called doughnut-modes LGl0, where L|l|0 = 1, have especially favorable
properties. The intensity profile of these modes have a doughnut like shape with
zero intensity in the center (at r = 0). Thus the point of highest intensity in
case of a Gaussian beam has zero intensity for a doughnut-mode. This property is
expected to render ionizations much more unlikely. The maximum peak intensity of
a doughnut-mode compared to its embedded Gaussian scales as
max (|U l,0|2)






Thus about e ≈ 2.7 times more energy can be used for a l = 1 doughnut before the
same peak intensity as for a Gaussian mode is reached. Besides the central hole
in the intensity distribution, the main difference between a doughnut-mode and a
Gaussian mode is the vortex phase component lΦ.
The intensity pattern of a doughnut mode and a Gaussian beam are similar
enough that a mode conversion can be done with good efficiency simply by adding a
vortex phase component lΦ to a Gaussian beam. After some propagation the mode
then develops a typical doughnut like pattern. The vortex phase component can
be added with vortex phase plates. Vortex phase plates are (for example) fused
silica plates with a thickness of a few millimeters, where one surface has a staircase
like structure. Hence the thickness of the plate varies with the angular position Φ.
This also imprints a retardation, i.e. a phase shift, that depends on Φ. By tailoring
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the slope of the staircase, an arbitrary retardation following a lΦ function can be
introduced. These plates are commercially available with large diameters, have a
high damage threshold and do not introduce a significant nonlinearity due to their
small thickness.
Thus the following method to use doughnut modes for higher throughput energies
is proposed: the Gaussian input beam is scaled in diameter by a factor of M =√
|l|+ 1. Then a dominant energy fraction is coupled into a doughnut mode by
placing a vortex phase plate with the order l into the beam path. The beam is
coupled into the multipass cell and nonlinearly broadened. The preserved mode of
the output beam still has a vortex phase component, that is converted to a plane
phase by placing a second vortex phase plate in a reversed alignment and with the
same order l after the multipass. Thanks to the plane wavefront, the beam should
still be focusable to high intensities.
The feasability of this approach is tested with a nonlinear 4D simulation [136]
for a mode with order l = 1. The XY-T grid of the simulation that covers the pulse
in space (XY) and time (T) has a size of 128× 128× 256 points equal to a space
of 10 mm × 10 mm × 5 ps. An eigenmode parameter of s = 0.8 is used to avoid a
focus size that is too small for the grid resolution. A nonlinear refractive index of
5× 10−20 W/cm2 is used corresponding to about 500 mbar of argon. Self-steepening
and dispersion is neglected. A cell with an end mirror radius of curvature of 1.5 m
is assumed (i.e. the cell is about 2.4 m long) and the beam is propagated over 45
bounces. The input FWHM pulse duration is 1.4 ps and the input beam is perfectly
mode matched to the eigenmode. A pulse energy of 52 mJ needs to be coupled into
into the cell to obtain a similar broadening as for a Gaussian beam with 20 mJ.
This corresponds well to the calculated factor of 2.6 between the spatially averaged
accumulated nonlinear phase of a Gaussian beam and a l = 1 doughnut mode.
Figure 3.16 shows the simulated collimated beamprofiles and corresponding
phases for the input, output and focus of this cell. The input intensity profile (profile
A) is a Gaussian beam and the conversion to a higher order mode with l = 1 is
simply done by adding a staircase like phase that corresponds to the angle Φ of
the coordinate. The phase is quantized with 16 steps as commonly done for the
manufacturing of fused silica vortex plates. After propagation in the cell the staircase
phase changed to a continuous vortex (profile B in figure 3.16). The beam intensity
represents a clean doughnut shape as expected. The phase is then compensated by
a second reversed vortex plate and focused with a lens using a focal length of 2 m.
The focus is shown as profile C in figure 3.16 and features a plane wavefront with a
nearly Gaussian shape. The simulated Fourier limit of this beam is 33 fs and the
intensity weighted homogeneity of the spectrum over the whole profile is 99.5 % (see
eq. 3.70). 76.4 % of the pulse energy is within the 1/e2 diameter of the focus, which
is about 12 % less than in the case of a Gaussian beam, where 86.4 % of the energy
is within the 1/e2 diameter. This drop of central energy is negligible compared to
the theoretical maximal throughput increase by a factor of 2.7.
The simulation was repeated with an elliptic input mode to test the robustness
against input mode variations. Even with a major to minor axis ratio of 0.5, a
rotational symmetric output mode is obtained and the features of the output beam
remain similar to the results calculated for a circular input.

































Figure 3.16: The mode converted input mode A, the calculated output mode B and the resulting
focus of the phase compensated output C for the setup described in the text. The top row shows
the intensity, the bottom row the corresponding phase or wavefront at the peak intensity of the
pulse. 2.6 times more energy than for a fundamental beam is used for the mode converted input
while maintaining a similar peak intensity.
A second test with a higher order input mode (l = 2) revealed significant
distortions attributed to accidental phase matching with other higher order modes.
The energy within the 1/e2 diameter of the focus dropped to only 42 %. Including
the potential energy gain by the further reduced peak intensity (eq. 3.88) yields
a total energy drop in the central focus of 25 % when the mode order is increased
from l = 1 to l = 2.
This distortion is attributed to the following difference between a first order and
second order doughnut mode: for a first order mode l = 1, no other combination
{l,m} (except for the reversed vortex l = −1) exists that accumulates the same
Gouy phase. The buildup of the mode l = −1 is suppressed as the resulting mode
consisting of +1 and −1 components would violate the rotational intensity symmetry
expected from Kerr induced distortions. In contrast, for modes with |l| > 1 (or
m 6= 0), several higher order modes with rotational symmetry are in phase and can
build up simultaneously leading to a possible degradation of the mode quality. As
example for l = 2 the modes U±2,0 and U 0,1 are phase matched. Higher mode orders
with l > 1 are hence not considered to be useful for energy scaling.
In conclusion higher order modes are a promising tool to further extend the
throughput energies. An energy scaling factor of up to 2.7 is expected from simulation
with only minor losses in focus quality for a first order doughnut mode with l = 1.
Using orders with l > 1 suffers from accidental phase matching with other higher
order modes and is not expected to facilitate further energy scaling.
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3.7 Conclusion
Nonlinear broadening in gas filled multipass cells constitutes a promising method to
directly compress highly energetic picosecond scale pulses to a duration of tens of
femtoseconds.
Gas filled multipass cells have a simple design consisting of just two curved
mirrors in a vacuum chamber that can be filled with different noble gases. High
broadening factors over 35 are achieved for picosecond pulses with a pulse energy of
18 mJ featuring excellent spatial properties and compressibility down to 41 fs. Also
the broadening is in virtually perfect agreement with theory and well understood.
Except for potential absorption in dielectric coatings that is largely avoidable in
high quality optics, no limitation for the average power is found and average powers
up to 375 W are successfully broadened. Thus this technology is expected to be
suitable for high average powers even exceeding the kilowatt range while providing
a high throughput over 95 %. This property is a clear advantage over systems based
on OPA chains that suffer from a low infrared pump to signal efficiency on the order
of 10 % and average power limitations due to thermal constraints.
The throughput energy is solely limited by the breakdown of the gas as well as
the mirror damage threshold. A thorough investigation of potential energy scaling
methods revealed two possibilities to achieve higher energies without changing the
gas or coating technology. The multipass cell can be increased in length with an
expected linear scaling of throughput energy, or a first order Laguerre-Gaussian
mode LG10 (also known as doughnut mode) can be used as propagating beam to
obtain an up to 2.7 times higher throughput energy.
In an experimental realization of a longer multipass cell with a length of 8 m
an output energy of 39 mJ is obtained in argon and 72 mJ in helium most likely
limited by the onset of thermal lensing due to highly absorptive mirror coatings. No
detailed investigation of spatial homogeneity or compressibility was performed in
this experiment as the main goal was the scaling of throughput energy. However,
the broadening mechanism has already been demonstrated to yield excellent results
in this regard. To the best of the authors knowledge, the energies of this experiment
are the highest energies nonlinearly broadened in a multi-kilohertz system and the
highest energies spectrally broadened with a factor greater than 10.
By additionally using a first order Laguerre-Gaussian mode LG10, throughput
energies over 100 mJ are feasible in setups that do not exceed the length of a typical
laboratory. In a best case the output Fourier limit (and hence the potentially
reachable output pulse duration) was shown to reach values as short as ∼ 28 fs.
A compressed pulse duration shorter than ∼ 28 fs depends on a shorter input
pulse duration and a different coating technology for the used optics with a more
broadband reflection bandwidth at the cost of a lowered damage threshold. A thin
plate based multipass broadening is proposed as a subsequent second stage to avoid
ionization issues and hence allow for potentially high energies even if broadband
optics are used. Under the given conditions, thin plate based broadening is limited
to low broadening factors (on the order of 3 to 4). The potentially short input
pulse duration of this second stage of around 28 fs can then be further reduced to a
duration of ∼ 10 fs approaching the few-cycle regime.
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Summary and Outlook
A laser system that combines high repetition rates, high energies and potentially
low pulse durations in a unique way was developed and presented throughout this
thesis. A record breaking amplifier system delivers pulse energies up to 200 mJ
with a repetition rate of 5 kHz and a pulse duration of about 1 ps. One of the
first experimental implementations of a promising high power pulse compression
method was shown to nonlinearly compress the picosecond scale output pulses of the
amplifier system towards tens of femtoseconds. Using a gas filled multipass cell pulse
energies up to 40 mJ (in argon) or 75 mJ (in helium) were successfully spectrally
broadened with broadening factors between 11 (helium) and 37 (argon). These
energies are the highest energies spectrally broadened at multi-kilohertz repetition
rate and the highest energies spectrally broadened with a factor higher than 10.
The broadening in multipass cells was shown to provide compressible and spatially
homogeneous pulses and pulse durations down to 28 fs are potentially reachable.
The unprecedented results are considered to be a first step towards even stronger
next generation femtosecond laser systems.
The development of a highly stable kilowatt amplifier system was founded on
detailed mechanical and novel theoretical considerations, state of the art Yb:YAG
thin-disk technology and a thorough investigation of thermal properties.
Since the thermal load of the presented amplifier system is significant, a proper
understanding of the amplifier resonator and its sensitivity regarding thermal lenses
and thermal drifts was essential to provide a stable output. The accumulated Gouy
phase within a resonator roundtrip was identified to be a key variable. It determines
the resonator robustness and length, the propagation of non-eigenmodes, off-axis
propagation and the buildup of higher order modes. To obtain a robust resonator
with a high beam quality in ring resonators, a Gouy phase of 0.55pi was found to
be ideal. This finding allowed to design an optimized generalized caustic that was
approximated with commercially available optics. The presented formalism based
on the accumulated Gouy phase also allowed for the direct measurement of the
resonator stability parameter.
A numeric model was introduced that can calculate the dynamic behavior of a
multi-kilohertz thin-disk amplifier system. This highly dynamic behavior is one of
the fundamental differences between a (sub-)kilohertz and a multi-kilohertz system
due to the lifetime of Yb:YAG of about 1 ms. Thanks to the numeric model an
operating point was found that maximized the distortion robustness of the amplifier
system. Input energies of about 1 mJ were determined to be essential and hence the
usage of a preamplification stage was suggested. Additional thermal and mechanical
optimization of the laser setup lead to excellent thermal stability and reproducibility
with thermalization times of about 1 h.
The numeric model also revealed a disagreement between expected and obtained
output energy. This disagreement motivated the analysis of thermally induced
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wavefront distortion effects on the output power and a significant drop of output
energy could be attributed to these wavefront distortions. Methods to reduce this
energy drop were evaluated and the usage of a 969 nm pump and Gaussian-like
pump spots on the gain medium were shown to yield significant improvements.
Further improvements of wavefront distortions, e.g. the compensation via adaptive
optics, seem feasible but their implementation often pose an additional alignment
constraint in the amplifier and lead to a potentially higher mechanical sensitivity.
Also they were not considered to be necessary to reach the targeted output energy.
Nevertheless the potential of wavefront compensation for higher output energies was
demonstrated to be considerable throughout this thesis.
The amplifier system can be flexibly combined with different frontends. In a
space optimized variant, a fiber laser oscillator combined with a fiber Bragg stretcher
was successfully applied to the amplifier system reducing the frontend footprint to
only 8 % of its original size. The output pulse duration could be optimized by using
a Yb:CALGO based preamplifier system and an output pulse duration of only 740 fs
was obtained.
A further reduction of pulse duration required the implementation of a nonlinear
compression stage. Pulses with a duration of a few tens of femtosecond and pulse
energies approaching 100 mJ with a multi-kilohertz repetition rate have not been
demonstrated before. Thus this stage necessitated a novel compression scheme that
is suited for high energies and high average powers without sacrificing the energy
throughput. Especially schemes with a low throughput like for example optical
parametric amplification (OPA) systems would require a considerable amount of
input energy close to the joule level to obtain an output energy of several tens of
millijoule significantly increasing the complexity of the amplifier chain.
As alternative a gas-filled multipass cell based on a simple two-mirror resonator
was implemented as novel compression scheme and optimized for high energies.
Record breaking pulse energies of 40 mJ (and more) could be nonlinearly broadened
in these cells with an energy throughput of up to 97 % and broadening factors up to
37. This scheme is capable of supporting high average powers (up to 375 W were
used in the presented setup but no fundamental limit was found) and an output
pulse duration of 41 fs could be demonstrated with a high spatial homogeneity of
about 97 %. For this amplifier chain pulse durations down to 28 fs were shown to
be feasible. Possible limitations regarding the shortest output pulse duration were
discussed and a further reduction of pulse duration was reasoned to require a second
nonlinear compression stage.
The input energy of gas-filled multipass cells is limited by the mirror damage
threshold and the ionization threshold of the used gas. Several possibilities to avoid
gas ionization or mirror damages were investigated and finally two possibilities for
further energy scaling were determined: a simple scaling of the multipass in length
and the usage of a first order Laguerre-Gaussian mode LG10. While the first method
was successfully implemented, the latter is subject of a future implementation and
promises an energy scaling up to a factor of 2.7.
Based on the results of this work a high energy thin-disk amplifier combined
with an argon-filled multipass cell with a length of 8 m and a first order Laguerre-
Gaussian mode conversion facilitates the generation of multi-kilohertz pulses with
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an energy beyond 100 mJ and pulse durations down to 28 fs. Even further nonlinear
compression in a second thin plate based multipass has the potential to decrease the
pulse duration to the few-cycle regime.
In a thin plate multipass a broadening factor of about 4 was determined to be
feasible over 45 bounces. With an input pulse energy of 100 mJ and an input pulse
duration of 30 fs this already suggests pulse durations below 10 fs with expected
output pulse energies of more than 90 mJ equivalent to several terawatt of peak
power. Assuming fused silica as thin plate material, the plates are required to have
a thickness of a few tens of micrometer if they are located close to the end mirrors.
This thickness is on the same scale as the thickness of the used mirror coating and
hence a custom mirror coating with a thick fused silica layer as first layer can act as
nonlinear material. Alternatively less bounces and thicker plates are feasible at the
cost of a stronger degradation of the beam quality. For a plate thickness of about
half a millimeter even four to five bounces are theoretically sufficient to obtain a
broadening factor of 4. After compression this stage then provides few-cycle pulses
with an energy close to 100 mJ and a five kilohertz repetition rate. As there are no
strict average power limitations, even higher repetition rates are feasible. Higher
energies are just limited by the available laboratory space and can be obtained by
elongating the first multipass cell.
Two different systems with parameters similar to the presented system are the
SYLOS laser system of the ELI-ALPS facility (53 mJ with sub-9 fs or 35 mJ with
6.3 fs [137]) and the Allegra kilohertz femtosecond laser system at ELI-Beamlines
(20 mJ with 14.2 fs [138]). These systems are intended to be used (amongst others)
for attosecond pulse and X-ray generation and are based on a chain of optical
parametric amplification (OPA) stages. With OPA high contrast pulses and carrier
envelope phase stable few-cycle pulses were already demonstrated. However, both
mentioned systems run at a multiple times lower repetition rate of 1 kHz with a
much lower average power than the system presented in this thesis.
To drive such OPA chains energetic kilohertz pump lasers are necessary. In fact
the thin-disk amplifier introduced in this thesis is also an ideal pump source for
OPA systems and can be used to increase their repetition rate to the multi-kilohertz
regime. Average power scaling in OPA systems is however challenging and the
presented direct broadening in multipass cells with its high throughput and thermal
robustness features more promising prospects in this regard.
The repetition rate scalability of multipass cell broadening can for example be
utilized in a laser wakefield accelerator based on a pulse burst instead of a single
driving pulse. A burst of ultrashort pulses with a spacing equal to the plasma
period and a repetition rate of several kilohertz can efficiently accelerate electrons
and subsequently X-ray sources with a high mean photon flux become feasible
[139]. Thanks to the burst operation, the driving laser requires relatively low peak
intensities but high average powers – a parameter set that is ideally suited to be
generated with the presented multipass cells.
In conclusion the presented laser system provides a unique combination of high
intensity and high repetition rate and opens up a new field of applications. A
laser based X-ray source driven by such a laser system applied to medical imaging
applications has the potential to provide unprecedented resolutions at low doses.
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Weak or time-varying effects that originate for example from nonlinear extreme
ultraviolet or X-ray processes can be effectively analyzed with a high repetition rate
intense laser system and a deeper understanding of fundamental physical processes
is rendered possible. The developed technology has a vast amount of use cases and
can also be applied for driving OPA systems (e.g. for the generation of energetic
attosecond pulses) or to generate ultrashort pulse bursts with high average power to
efficiently drive electron accelerators.
Appendix A
Preamplifier
A preamplifier is used in the system to provide a wider range of input powers for
the high energy amplifier. The output energies are in the millijoule range. Thus
the constraints with respect to average power and damage thresholds are greatly
reduced and the amplifier can be optimized with a larger degree of freedom.
A main difference to the main amplifier is the usage of a linear resonator. The
following sections derive the robustness parameters for linear resonators similar to
section 1.3.6. An optimized resonator is proposed and implemented as preamplifier.
A.1 Robustness of a Linear Resonator
In contrast to a ring resonator, in a linear resonator the beam is guided twice through
any optical system involved in the resonator before it reaches its initial position
again. To this end two end mirrors reflect the beam as depicted in figure A.1. This












Figure A.1: A schematic of a linear resonator. The resonator has two end mirrors labeled 1 and
2, some optical element under investigation named 3 and a laser mode that oscillates between
both end mirrors. The ABCD matrices describe the propagation starting from the central optical
element 3 towards one of the end mirrors 1 or 2 as indicated by the arrows. The accumulated
Gouy phase in each segment is ∆ζ1 and respectively ∆ζ2. Also the ABCD matrices are chosen
such that the beam is collimated (R→∞) at the positions 1, 2 and 3 without loss of generality.
A.1.1 Mechanical Robustness
Similar to the ring resonator case, an arbitrary distortion {s, σ} is introduced into




















where the ABCD matrix describes the propagation from end mirror 1 to end mirror


















This is due to the reciprocal property of optical systems: Feeding the reversed
system with an input equal to the reflected distortion vector {s,−σ} has to yield an
output of zero. The system can be solved for the eigenmode position at mirror 1 by
plugging in {x2, θ2} and solving the system for {x1, θ1} [140]. The result is simplified
using eq. 1.35 to 1.38 together with the properties of a linear resonator: win = w1,
wout = w2, Rin,out →∞ and ∆ζ = ∆ζeig/2 (propagation from 1 to 2 corresponds to












The fact that the eigenmode at the collimated position 1 is only subject to translation
is a property similar to a ring resonator. These translations are minimized for small
spot sizes on the end mirrors and an accumulated Gouy phase close to ∆ζeig ≈ pi.
This corresponds to the mechanical stability condition for the ring resonator.
A.1.2 Spot Size Robustness
The main source of spot size distortions are focal length shifts of resonator elements.
Thus to determine the point of maximum robustness, such a shift is simulated by
an ABCD matrix M f with dioptric power 1/f . This distortion is placed at the
position under investigation 3. Without loss of generality, it is further assumed
that |B1D1| > |B2D2| (the opposite case is obtained by simply flipping the following
results such that position 1 becomes position 2 and vice versa). The eigenmode
equation can be solved for this distorted system to determine the spot size w43(f).
The point of maximum robustness is then found by solving an equivalent to the
equation dw3/df−1|1/f=0 != 0 yielding the robustness criterion [140]
u = 12B1D1
− 12B2D2 (A.4)


















η2|1/f=0 = uv (robustness criterion) (A.7)
where uv > 0 since we assumed |B1D1| > |B2D2|. Furthermore the matrices
A1B1C1D1 and A2B2C2D2 are calculated based on eq. 1.35 to 1.38. ∆ζ1 and ∆ζ2
are the Gouy phases accumulated in the first and second part of the resonator. With
these values, the robustness criterion is solved for ∆ζ1 and yields




2 k1 ∈ Z. (A.8)
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This means that maximum robustness is achieved if a Gouy phase shift of ∆ζ1,robust
is accumulated in the first resonator part.
The second Gouy phase ∆ζ2 defines the maximum and minimum possible dioptric
power of the distortion that still fulfills the resonator condition 1.42. To determine
these thresholds, the property that η has to be in the range ±u < η < ±v or
±v < η < ±u [140] is used. η has a constant sign and u and v have an equal sign
(due to uv > 0). These inequalities are simplified for the focal length f using the
previously calculated values for the matrices A1B1C1D1 and A2B2C2D2, where ∆ζ1
is set to ∆ζ1,robust. An effective focal shift feff is introduced and the resonator is










−1− tan ∆ζ2 < f−1eff < 1− tan ∆ζ2 for −
pi




−1 + cot ∆ζ2 < f−1eff < 1 + cot ∆ζ2 for
pi




where k2 ∈ Z. The constraints for ∆ζ2 ensure that the undistorted resonator f−1eff = 0
is part of the range.
For ∆ζ2 = (pi/4 or 3pi/4) + k2pi, the stability zones join and the total stability
range doubles its width
−2 < f−1eff < 2. (A.12)
This width corresponds the stability range of the ring resonator. However, in contrast
to the ring resonator, at ∆ζ1 = ∆ζ2 = pi/4 (or 3pi/4) the total roundtrip Gouy phase
∆ζeig = 2(∆ζ1 + ∆ζ2) becomes pi (or 3pi). This means that the point of maximum
mechanical stability and the point of maximum spot size robustness coincide making
operation close to this point favorable.
A.1.3 Temporal Robustness
The temporal robustness criterion discussed in [21] and already introduced for ring
resonators can be adapted to linear resonators as well. To this end, the accumulated
Gouy phase in the first section is again set to ∆ζ1 = ∆ζ1,robust. The optical element
under investigation at position 3 is tilted by an angle σ3/2 causing an eigenmode
shift x3 of [21] 1
x3 = −σ3 D1D2
D1C2 +D2C1
. (A.13)






(−1)k1 + cot ∆ζEig2
)
. (A.14)
1the notation is adapted to match the previously introduced linear resonator scheme. I.e.
A1B1C1D1 = DLBLCLAL and A2B2C2D2 = ARBRCRDR
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Here ∆ζEig = 2(∆ζ1 + ∆ζ2) is the roundtrip Gouy phase. The temporal robustness




− (−1)k1 . (A.15)
Limiting the analysis to one period k12pi ≤ ∆ζEig ≤ (k1 + 1)2pi and positive focal




4 (k1 = 0) →
3pi
2 ≤ ∆ζEig ≤ 2pi (A.16)
∆ζ1 =
3pi
4 (k1 = 1) →
5pi
2 ≤ ∆ζEig ≤ 4pi. (A.17)
These limits fulfill the more strict inequation cot(∆ζEig/2) ≤ −(−1)k1 . In other cases
large values of ∆ζEig help to increase the range of focal strengths VLB that are still
stable. However only for ∆ζ1 = ∆ζ1 = 3pi/4, mechanical, focal length and temporal
robustness for all VLB is achieved simultaneously. A setup with such a property
would however require multiple foci or very long resonator lengths. While the
former is undesirable for high energy lasers, the latter induces additional mechanical
instabilities.
A.1.4 Conclusion
An optimized design for a linear resonator consists of a first resonator part with an
accumulated Gouy phase of ∆ζ1 = pi/4. This ensures a short propagation duration
(implying a large mechanical stability) and maximum spot size robustness. The
second part of the resonator is optimized based on the available length with the
robustness parameters (lower values are better)
Mechanical Robustness ∝
∣∣∣∣∣csc ∆ζeig2
∣∣∣∣∣ (eq. A.3) (A.18)
Temporal Robustness ∝ cot ∆ζeig2 (eq. A.15). (A.19)
Consequentially roundtrip Gouy phases ∆ζEig = 2(∆ζ1 + ∆ζ2) close to pi (or
equivalently ∆ζ2 ≈ pi/4) yield highly robust resonators.
The buildup of wavefront distortions as discussed in section 1.3.3 is reduced if
the accumulated Gouy phase ∆ζEig is outside the buildup regions shown in figure
1.6 [22, p. 7]. Thus in general ∆ζeig should not be exactly pi but slightly larger or
smaller.
The length (eq. 1.49) of the resonator is also modified due to the folded nature





Hence large Gouy phases are reached with smaller setups compared to ring resonators.
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A.2 Design for a Millijoule Thin-Disk Resonator
The preamplifier used in this work is a linear thin-disk regenerative amplifier. Its
schematic layout is shown in figure 2.24 and its optimized resonator caustic in figure
2.25. For the optimization, the results from the previous section were implemented.
The thin-disk of this resonator is assumed to increase its radius of curvature from
2 m to 2.05 m when pumped with up to 150 W with a wavelength of 940 nm and
a pump spot size of 3 mm. For the optimization, a radius of curvature of 2 m is
assumed. The linear resonator is build as merged zone linear resonator. This means
the accumulated Gouy phases left and right of the disk are symmetric with a value
of ∆ζ1 = ∆ζ2 = pi/4. This ensures maximal mechanical and mode size robustness
with a large stability zone while keeping the beam diameters reasonably large. This
also implies a loose focus on both sides of the disk. During operation, the curvature
of the disk flattens slightly and the resonator shifts towards an operation point
with a smaller accumulated Gouy phase < pi thus preventing potential build-ups of
wavefront aberrations. The mode size on the disk is chosen rather large to optimize
the beam quality at the cost of lower efficiency. The mode with a diameter of 2.7 mm
covers 90% of the pump spot. The resonator needs a length of at least 4 m to provide
a roundtrip time long enough for the Pockels cell to switch correctly (more than
25 ns). The Pockels cell is placed close to one end mirror to maximize the duration
the Pockels cell has to switch. With these parameters, a ideal resonator shape can
be defined. A numeric optimization algorithm approximates the ideal resonator
shape shown in grey in figure 2.25 with the goal of a maximized beam diameter in
the Pockels cell. Since every curved optic is a potential source of error (in terms
of positioning and focal length), their amount is minimized. A reasonable fit to
the ideal resonator shape is possible with three curved optics. Only solutions with






Pump and emission mechanics of thin-disk lasers are often discussed based on the
assumption of a fully pumped system. An Yb:YAG system needs about 1 ms (i.e.
about one radiation lifetime) to reach this fully pumped state. For a 5 kHz system, a
pulse is amplified every 200µs and hence the population inversion is depleted before
the disks reach their fully pumped state. A model of such an amplification system
therefore requires time dependent solutions and is implemented numerically due to
its complexity.
After the determination of the average disk temperature Tavg using the model
introduced in section 2.6.1, the temperature dependent values for the cross sections
σ{a,e}{P,L} can be extracted from [45] and used in the following numeric model.
The amplification process is separated into two sections: a pump phase where
no amplification of a laser pulse takes place and an emission phase that models the
typically short duration in which a pulse is amplified. To this end the quasi-three-
level gain material Yb:YAG is modeled as effective two level system (section 1.6):
The upper level population density is N2, the lower level density N1 and the total
dopant density N0 is
N0 = N1 +N2 = cY bN+ (B.1)
with the cation density N+ (for Yb:YAG N+ = 1.38× 1022/cm3 [53]) and the doping
concentration cY b.
B.1 Pump Phase
During the pump phase, a pump laser is absorbed and excites atoms to a higher
energy level. This process is counteracted by spontaneous emission that depletes
the upper laser level. Both processes can be combined to yield the upper level
population density N2 over time.
B.1.1 Excitation
The pump laser enters the pump head and is folded onto the disk Mp times (e.g.
Mp = 24) like depicted in figure 2.7. Accordingly for a disk thickness of H, the
pump laser propagates through a total effective thickness of L = 2MpH. The photon
flux of the pump laser ΦP (z) is defined in eq. 1.114, where z describes a position in
the dimension perpendicular to the disk surface. The amount of absorbed photons
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per second in the disk equals the input photon flux ΦP (0) minus the output photon
flux ΦP (L) times the pump area A. As such the average photon absorption rate per
unit volume in a disk of thickness H and pump area A is
N˙2E =




[1− exp (Lα)] . (B.2)
Obviously the density of absorbed photons per timestep equals the density of excited
electrons per timestep N˙2E.
B.1.2 Depletion
While the pumping populates the upper laser level, fluorescence mainly caused by
amplified spontaneous emission (ASE) causes a depopulation. The origin of ASE is
discussed in section 1.6.3, but an analytic expression requires some approximations
for the gain medium. Speiser [32] reduced the complexity of the disk geometry by
deriving a worst case model for τASE assuming a single line emission at 1030 nm,
where the amplification of the spontaneous emission reaches a maximum. The result
of this model is the following effective lifetime
τASE =
τ
exp(2Hg) + 2Hg Ei(2Hgξ)− 2Hg Ei(2Hg) (B.3)






















B.1.3 Upper Level Population
The overall change of the population density N2 can now be written as sum of upper
level excitation and depletion
N˙2 = N˙2E + N˙2D. (B.5)
This differential equation is only solvable numerically due to the various occurrences

























This equation gives the time necessary to pump from a starting population N2(0) to
a target population N2(t). Obviously the target population has to be smaller than
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the steady state population N2(∞) that is reached after an infinitely long pump
duration. The steady state is found by demanding a constant upper level population






where r = root (f(x)) gives a value r such that f(r) = 0. Unfortunately solving
eq. B.6 for N2(t) with a given time t is computationally expensive. A more
efficient solution is to generate a look-up table with value pairs {N2,T(N2)} for







T(N2) is the time needed to reach an upper level population N2 starting from an
empty upper level. With this look-up table, the upper state population N2(t) that
can be reached from a given start population N2(0) within a given time t is efficiently
determined by looking up T(N2(0)), then calculating
T(N2(t)) = T(N2(0)) + t (B.9)
and finding the N2(t) in the look-up table that belongs to the duration T(N2(t)).
Simple linear interpolation yields sufficiently accurate results if a value is not found
in the look-up table. With these methods the calculation of a time dependent upper
level population N2(t) for an arbitrary start population N2(0) is possible.
B.2 Emission Phase
During the emission phase, a seed beam with fluence J(0) bounces over the thin-disk
with an effective propagation length through the material of 2H thereby amplifying
the fluence to the value J(2H) and decreasing the upper level population to a value
N2(t + dt). This repeats several times to provide sufficient gain (e.g. by using a
multipass structure over the disk).
B.2.1 Gain
The amplification of a seed photon flux ΦL that propagates through the disk happens
nearly instantaneous within a timespan dt, thus the slow pumping dynamics can be
neglected. The pulse fluence J can be calculated by the expression J = EL
∫
ΦL dt
(eq. 1.115) and further treatment is based on the input fluence J(0) and the amplified
output fluence J(2H) according to the generalized equation for signal amplification
1.117. Amplification depletes the upper level and the change of the population





In conclusion the upper level change introduced by amplification is
N2(t+ dt) = N2(t) + ∆N2L. (B.11)
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B.2.2 Multipass
A complete multipass roundtrip consists of e.g. two disks that amplify the signal
and some lossy guiding optics to enable the next bounce over these disks. Each disk
i is assigned an own population density N2,k,i(t) as variable of state for the roundtrip
k. Assuming a seed pulse with fluence Jin enters the multipass, it will suffer some
losses 1− T1 to the first disk yielding
Jk=1,i=1(0) = T1Jin (B.12)
as input fluence for the first disk i = 1 at the first roundtrip k = 1. The disk
amplifies this fluence according to equation 1.117 to Jk=1,i=1(2H) with the updated
state variable




A second loss channel T2 between the first disk and the second disk follows and the
input fluence for the second disk is
Jk=1,i=2(0) = T2Jk=1,i=1(2H). (B.14)
This fluence is amplified to Jk=1,i=2(2H) and the state variable of the second disk is
updated as




This process can be repeated for an arbitrary number of disks. The pulse is then
guided back to the first disk with the transmission T3T1 and the second roundtrip
k = 2 begins
Jk=2,i=1(0) = T3T1Jk=1,i=2(2H). (B.16)
At this point a more precise but also computationally more expensive model could
implement the pumping of the upper level N2(∆tR) between two bounces of the disk
by implementing a look-up according to equation B.9
N2,k=2,i=1(0) = N2,k=1,i=1(∆tR + dt) = N2(∆tR)|N2(0)=N2,k=1,i=1(dt) , (B.17)
where ∆tR is in this case the roundtrip time between two bounces on the order of some
tens of nanoseconds. However for kilohertz repetition rates, the pumping between
two pulses on the order of several tens to hundreds of microseconds clearly dominates
over the total pumping during the emission phase of up to a few microseconds.
Neglecting the pump during the emission phase significantly enhances the overall
speed of the numeric model and therefore ∆tR ≈ 0 is assumed
N2,k=2,i=1(0) ≈ N2,k=1,i=1(dt). (B.18)
The second roundtrip can be calculated by restarting from equation B.13 with k = 2.





N out2,k=N,i = N2,k=N+1,i(0). (B.20)
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The main losses typically appear in the section after the incoupling T1. Thus
T2 = T3 = 1 can be assumed in good approximation.
B.3 Equilibrium Population
For a reproducible amplification, the depopulation of the upper laser level during
the emission phase has to equal the population of the upper laser level during the
pump phase
N2,k=1,i(0)−N out2,k=N,i != N2(∆tP )|N2(0)=Nout2,k=N,i −N
out
2,k=N,i (B.21)
Where ∆tP = f−1rep is the duration between two pulses (which is equal to the inverse
of the repetition rate frep). This can be simplified to
Pump(x) = N2(∆tP )|N2(0)=x (B.22)




PumpEm(x) = Pump (Emission (x)) (B.24)
N2,k=1,i(0) != PumpEm (N2,k=1,i(0)) (B.25)
with the pump function Pump(x) defined by the look-up according to equation B.9
and the emission function Emission(x) defined by equation B.20. This equation is
fulfilled if the upper level population at the beginning of amplification is
N2,k=1,i(0) = NEq2 = root (PumpEm(N2)−N2) . (B.26)
Or in other words the equilibrium upper level population NEq2 marks the fixed point
of the function PumpEm(N2). After numerically solving equation B.26, the final
output fluence can be calculated by following the procedure of section B.2.2.
B.4 Dynamics
The equilibrium population NEq2 is reached by a fixed point iteration physically
done by the amplifier. If the upper level population is higher than the equilibrium
population, the gain of the amplifier is too high, the depopulation too strong and
hence the next pulse is confronted with an upper level population that is lower than
equilibrium. Thus the gain is too low and the increase of population is stronger than
the small depopulation. This eventually leads to an upper level population being
higher than equilibrium and the circle restarts. Ideally this iteration converges to
the stable operating point where the upper level population equals the equilibrium.






until N (j+1)2 ≈ N (j)2 , where j marks the jth iteration. In a general case (e.g. with
multiple disks i = 1, 2, . . .), this fixed point iteration is multidimensional and the
144 B. Numeric Thin-Disk Amplification Model
first order Taylor approximation around NEq2 of equation B.27 is
JEq = J (PumpEm(N2))|N2=NEq2 (B.28)
N
(j+1)
2 ≈ NEq2 + JEq[N (j)2 −NEq2 ] (B.29)
N
(j+1)
2 −NEq2 ≈ JEq[N (j)2 −NEq2 ]. (B.30)
JEq is the Jacobi matrix of PumpEm(N2) at the position NEq2 . Hence the new
difference to the equilibrium population is the difference from the previous step
times the Jacobian. The difference after j steps (i.e. after j pulses) is therefore
N
(j)
2 −NEq2 ≈ J jEq[N (j=0)2 −NEq2 ], (B.31)
where J jEq is the jth power of the Jacobian JEq. This only converges to a difference
of zero if J jEq is a zero matrix with eigenvalues being zero for j →∞. Since JEq is
a square matrix with eigenvalues λi, the eigenvalues of J jEq are λji . Thus to reach
convergence (i.e. λj→∞ = 0), all eigenvalues of the Jacobian JEq must fulfill 1
|λi| < 1. (B.34)
For a single disk system (i = 1), the Jacobian equals its eigenvalue JEq = λ1 and
the difference from equation B.31 is reduced to exp(− ln[|λ1|−1]j) of its initial value
after j pulses. Convergence is therefore reached after approximately
jconv ≈ ln[|λ1|−1]−1 (B.35)
pulses. The larger the the eigenvalues |λi|, the longer it takes to reach the equilibrium
point and the more sensitive the system reacts to distortions of working parameters
like input energy, pump intensity and so forth. If the absolute value of any eigenvalue
is bigger than one, no equilibrium is reached and the amplifier will amplify each pulse
with a varying gain [34]. If the eigenvalues are close to zero, the new equilibrium
point is reached almost immediately after working parameters have been changed
and negligible gain variations are observed.
If the pumping time is longer than the lifetime τ , the upper level population
after pumping is constant
PumpEm(N2) ≈ N2(∞) (B.36)
and the Jacobian JEq is always a zero matrix. Hence for repetition rates lower than
the inverse lifetime frep < τ−1 (for τ ≈ 1 ms this yields frep < 1 kHz), gain variations
from pulse to pulse are in general not observable [34].
1Some algorithms (e.g. MATLAB’s fsolve) that can be used to solve xEq = root(f(x)) (see
B.26) calculate the Jacobian Jsol = J (f(x)) |x=xEq as side product. The Jacobian Jsol calculated
during the solution of equation B.25 is easily converted to the Jacobian necessary for the stability
analysis by noting that (I is a unity matrix)
Jsol = J (PumpEm(N2)−N2)|N2=NEq2 (B.32)
JEq = J (N2 + PumpEm(N2)−N2)|N2=NEq2 = I + Jsol. (B.33)
Appendix C
Nonlinear Phase Retrieval
For third order nonlinear processes, the accumulated nonlinear phase of a propagating
pulse is an important measure that enables immediate conclusions about the strength
of the nonlinearity. The nonlinear phase is typically calculated by using a literature
value for the nonlinear refractive index n2 of the medium, measuring (or estimating)
the pulse energy, the pulse shape and the beam profile of the propagating pulse,
deducing a peak intensity Imax from these measurements and using these values in
equation 3.35 to obtain the accumulated nonlinear phase.
This calculation method is severely distorted if any of the measured properties
does not stay constant during the propagation through the medium. This is especially
problematic for the beam profile as it naturally changes during propagation. As
long as the profile follows a simple Gaussian beam propagation, its change can be
estimated and equation 3.35 can be modified accordingly to incorporate these changes.
More complex changes however require a complex propagation model to correctly
calculate the accumulated nonlinear phase despite varying beam parameters during
the propagation. Also this approach of calculating the nonlinear phase relies on the
correct measurement of several beam parameters and even a single measurement
error automatically yields a wrong result for the nonlinear phase.
These issues can be solved for third order nonlinear systems that are dominated
by self phase modulation and show negligible self-steepening or dispersion. In that
case a simple measurement of the input |AIn(ω)| and output spectrum |ASPM(ω)|
is enough to retrieve a value for the accumulated nonlinear phase. A similar idea
has been published in [141].
In a first step both spectra have to be normed to the same energy, i.e. they have






Then the known connection between the input and output spectrum is used to
determine unknown system variables.
The input amplitude spectrum |AIn(ω)| and the input pulse A(t) are related by
A(t) = F [|AIn(ω)| exp (iϕ(ω))] , (C.2)
where F [·] describes the Fourier transform. The input phase ϕ(ω) is unknown but
commonly written as Taylor series










6 + · · · . (C.3)
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The constant (zero order) and first order phase term do not change the shape of
the pulse A(t) and can be neglected. The remaining terms with an order greater
than one are referred to as higher order in the following. The second order and third
order derivatives of the phase ϕ are also known as group delay dispersion (GDD)
and third order dispersion (TOD) and are often sufficient to describe the phase of
an input pulse, but more accurate results are obtained if more orders are included in
the calculation of ϕ(ω). For N − 2 higher order dispersions where N is the amount
of measurement points in the input and output spectra, a complete description of
the phase is obtained.
With this expression of A(t) and the relation I(t)/Imax = |A(t)|2/|Amax|2 (where
Imax and |Amax|2 are the peak values of I(t) and |A(t)|2), the output amplitude










Even if a complete set of N − 2 dispersion orders is used in the description of A(t),
the amount of unknowns in this equation is only N − 1 (dispersion orders plus
nonlinear phase ∆φ). At the same time N equations exist as |ASPM (ω)| consists of
N measurement points. Thus the system is potentially overdetermined.
In most cases two dispersion orders (GDD and TOD) are sufficient for the
description of A(t). This case is hence treated in more detail for the sake of
simplicity. The right hand side of equation C.4 can then be written as function of










A simple numeric minimization then yields a result for the nonlinear phase





|ASPM(ω)| − |A˜(∆φ,GDD,TOD)SPM (ω)|
]2
. (C.6)
The success of this minimization is visually easily confirmed by comparing the
retrieved spectrum |A˜(∆φ,GDD,TOD)SPM (ω)| to the measured spectrum |ASPM(ω)|. Note
that this method also provides an estimate for the GDD and TOD of the input pulse
and hence allows for the calculation of an input pulse shape A(t).
Even more dispersion orders can be added to the minimization process but a
retrieval of more orders than 6 turned out to be challenging as most minimization
algorithms slow down with more orders and tend to converge to a local minimum
that does not represent a good fit between measured and retrieved spectrum.
Appendix D
Data Archiving
The experimental data is saved on the data archive server of the Laboratory for
Attosecond Physics at the Max Planck Institute of Quantum Optics and can be
found in the following directory
/afs/ipp-garching.mpg.de/mpq/lap/publication_archive/Theses/2020/
The folder Calculations lists analytical calculations derived within the scope of
this thesis. Mentioned measurements without a corresponding figure are listed in
the folder RawDataMentioned. Any data connected to figures is listed in the folder
Images. Every folder contains a ReadMe.txt file with explanations and instructions
about the data in the corresponding folder.
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