A New Nonlinear Mean-Field Dynamo Theory and Closure Approach by Blackman, E G & Field, G B
{ 1 {
A New Nonlinear Mean-Field Dynamo Theory and Closure Approach
Eric G. Blackman 1 and George B. Field2
1. Department of Physics &Astronomy and Laboratory for Laser Energetics, University of
Rochester, Rochester NY 14627
2. Harvard-Smithsonian Center for Astrophysics, 60 Garden St. Cambrdige MA, 02138
(submitted to Phys. Rev. Lett.)
ABSTRACT
We develop a nonlinear mean eld dynamo and closure approach that
couples eld growth to the time evolution of both magnetic helicity and the
turbulent electromotive force. The dierence between small-scale kinetic
and current helicities emerges as the growth driver, whilst the kinetic and
magnetic energy density dierence plays a role in turbulent diusion. The
saturation rate/strength is magnetic Reynolds number dependent/independent,
in agreement with numerical simulations. A signicant kinematic growth phase
and early-time oscillations are also discussed.
PACS codes: 95.30.Qd; 98.38.Am; 52.55.Ip, 52.30.Cv; 98.35.Eg; 96.60.Hv
Introduction- Mean eld dynamo (MFD) theory has been a useful but controversial
framework for modeling the in situ origin of large-scale magnetic eld growth in stars and
galaxies [1-4] and has also been invoked to explain the sustenance of elds observed in fusion
devices [5, 6]. Controversy arises over how to incorporate the backreaction of the growing
eld on the growth rate. Whether this prematurely quenches the MFD has been a long
standing topic of debate [7-23]. Recent progress has been aided by numerical simulations
and theoretical approaches which incorporate magnetic helicity evolution. Our goal is to
derive a simple set of equations that is useful for modeling large scale eld growth, and also
captures the physics of the nonlinear regime correctly.
Averaging the magnetic induction equation gives the basic MFD equation [1, 3]:
∂tB = −rE +r(V B)− λr2B, (1)




magnetic diusivity in terms of the resistivity η, V is the mean velocity which we set = 0,
and E = −hv  bi is the turbulent electromotive force, a correlation between fluctuating
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velocity v and magnetic eld b in Alfven units. To make (1) tractable and useful for
modeling mean eld growth, traditional treatments [1, 3] express E as a sum of terms
which are each linear in the mean magnetic eld, times correlations of turbulent quantities.
Determining these correlations requires the time evolution equations for the v and b.
If E = −αB+ βrB, as is often presumed [1], dynamo quenching becomes an issue of
α quenching. In a study of homogeneous, isotropic, helical MHD turbulence, Ref. 7 derived
approximate evolution equations for the spectra of kinetic energy, magnetic energy, kinetic
helicity, and magnetic helicity ( hA  rAi, with A the vector potential). These spectral
calculations implied that α / hb  rbi − hv  rvi, the \residual helicity," the dierence
between current and kinetic helicities, where hi indicates spatial or ensemble average.
This form has been fruitful in attempts to understand nonlinear dynamo quenching by
coupling magnetic helicity conservation into the dynamo through the hb  rbi term of
α [4, 12, 13, 24, 25]. Using a two-scale theory, Ref [19] produced a dynamical quenching
model that successfully captured the saturation of B
2
growth found in recent numerical
simulations [17], and has also been applied to dynamos with shear [23].
But despite the spectral calculations of Ref. 7, it has never been clear how the residual
helicity emerges in E from calculations in conguration space. Here we tackle this problem
by showing that the residual helicity emerges from ∂tE rather than E . This facilitates
coupling the Navier-Stokes equation and magnetic helicity evolution into the theory. We
will rst derive ∂tE and then derive the triplet of equations to be solved for the simple shear
free helical dynamo. We will then discuss the solutions before concluding.
Deriving ∂tE- A two-scale nonlinear quenching approach invoking the residual helicity
in E [19], captures the nonlinear dynamo saturation seen in simulations [17], but a derivation
of the appropriate E in conguration space has been elusive. To couple hb  rbi of E
to the magnetic helicity conservation equation, the full small-scale eld b must enter this
correlation [21], not a low order approximation. The essence of the puzzle is that
−E(t) = hv(t) b(t)i =
∫ t
0




assuming that b(0) = 0 and that t >> 0 so that hv(0) b(t)i = 0. The last two terms are
both exact expressions for E, however neither leads naturally the residual helicity entering
α: upon using the induction equation for b, the second term on the right leads to a term
/ ∫ hv(t)rv(t)idt0. Using the Navier-Stokes equation for v, the last term contributes a
term / ∫ hb(t)rb(t)idt0. One emerges with a choice rather than the difference between
the two helicities. So how does the residual helicity emerge?
Rather than impose E, we dynamically use
−∂tE = h∂tv  bi+ hv ∂tbi. (3)
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We are interested in the component of E parallel to B, so we have
∂tE jj = −(h∂tv  bi+ hv  ∂tbi) B/jBj − hv  bi  ∂t(B/jBj). (4)
To proceed, we need the equations for v and b. If we assume that r  v = 0, these are
∂tv = −v  rv + hv  rvi − rp−rb2/2 +rhb2i/2−r(B  b) + B  rb + b  rB + b  rb
−hb  rbi+ νr2v + f(x, t),
(5)
and
∂tb = B  rv − v  rB + b  rv − v  rb−rhv  bi+ λr2b, (6)
where f is the forcing function, ν is the viscosity, and p is the fluctuating pressure. We now
plug these equations into (3). We employ Reynolds rules [26] for manipulation of averaging
which allows interchange of brackets with time and spatial derivatives. The 3rd, 6th and
11th terms of (5) and the 6th term of (6) do not contribute when put into the averages.
The last term of (5) does not contribute when the forcing function is uncorrelated with the
magnetic eld. If divergences of bracketed quantities vanish, the 2nd term of (5), when
placed in the rst term of (3), cancels with the 5th term of (6) when the latter is placed
in the third term of (3). If we further assume that correlations of factors of b with b and
its gradients or v with v and its gradients are separately isotropic (but mixed correlations
between v and b are not necessarily isotropic), then the 5th and 10th terms of (5) do not
contribute when placed into (3). Then we have
h∂tv bi+ hv  ∂tbi = 13(2hb  rbi)− hv  rvi)B
−1
3
hv2 + 2b2irB + hv  b  rvi − hrp bi+ (ν + λ)hv r2bi. (7)
The factors 2 will be modied after dealing with the pressure: taking the divergence of (5)
and assuming divergences of mean quantities vanish gives
r2p = r  (b  rb) +r  (b  rB) +r  (B  rb)−r  (v  rv)−r2(b B)− 1
2
r2b2. (8)
We now invoke the two-scale approximation, where the small-scale quantites of interest
vary on scale k−12 and large-scale quantities vary on scale k
−1
1 . We can replace the Laplacian
operating on fluctuating quantites by −k22. and that operating on the mean eld by −k21.
Dividing both sides of (8) by −k22 gives the solution for p. Upon taking the gradient and
placing this back into the −hrp  bi term of (7), using isotropy in the manner discussed
above, collecting all the terms surviving the tensor algebra, we then have
h∂tv bi+ hv  ∂tbi = 13(hb  rbi − hv  rvi)B
−1
3
hv2 − b2)irB− (ν + λ)k22hv bi+ T.
(9)
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where we assumed k21/k
2
2 << 1, and T represents the 5th term of (7) plus a term
1
k22
hr[r (v rv)]bi arising from −hrpbi. Both can be small relative to other terms in
(9) if mixed triple correlations are only weakly anisotropic, or if b << B, or when r v = 0
and rv ’ ik2v and rb ’ ik2b. We will explore the consequences of both T = 0 and
T 6= 0 later.
Substituting (9) back into (4) leads to
∂tE jj = −~ξB2/jBj+ ~χB  rB/jBj − ~ζE jj (10)
where ~ξ = (1/3)(hb  rbi − hv  rvi), ~χ = (1/3)hv2 − b2i, and ~ζ > 0 accounts for
microphysical dissipation terms, the last term of (4), and any damping arising from T 6= 0.
Note that ~χ, related to turbulent diusion of B, depends on the residual energy density
of v and b (in 3-D). If isotropy of like correlations is strongly violated, ~χ and ~ξ would be
anisotropic tensors [27, 28]. We have not considered that here.
Following [19] we dene large and small-scale magnetic helicities as HM1  A  B
and HM2  ha  bi, so that hb  rbi = k22HM2 and B  rB = k21HM1 . We dene the
small-scale kinetic helicity HV2 = hv  rvi. We assume V = 0, and a force-free large-scale
eld for which the ∂tH
M
1 equation becomes degenerate [19] with that of ∂tB
2
. Then
jBj = k1/21 jH1/21 j. We can thus rewrite (10) as
∂tE jj = −k1/21 jHM1 j1/2(k22HM2 −HV2 )/3 + k3/21 (HM1 /(jHM1 j1/2)~χ− ~ζE jj. (11)
Dynamo Equations- We couple (11) to the equations for small and large-scale magnetic
helicity evolution for a dynamo in which the kinetic energy is externally forced and
V = 0, Neglecting boundary terms, the total magnetic helicity, HM = hA Bi, satises [1]
∂thA  Bi = −2hE  Bi, where E = −∂tA −rφ, and φ is the scalar potential. The mean
and fluctuating components of magnetic helicity satisfy [17, 19, 29]
∂t(A B) = −2E B− 2λB  rB, (12)
and
∂tha  bi = 2E B− 2λhb  rbi. (13)
When B is force-free, the two-scale approximation allows us to write (12) and (13) as
∂tH
M




2 = 2E jjk1/21 jH1/21 j − 2λk22HM2 . (15)
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We need to solve (14), (15), and (11) after converting them into dimensionless form. We
dene the dimensionless quantities h1  HM1 (k2/v22) and h2  HM2 (k2/v22), Rm  v2/λk2,
Pr  ν/λ, τ  tv2k2, Q = E jj/v22, χ = ~χ/v22, ζ = ~ζ/v2k2 = (1 + Pr)/Rm, and use
HV2 = −k2v22 . For (14), (15) and (11) respectively, this gives




1/2 − 2h2/Rm, (17)
and
∂τQ = − (k1/k2)1/2 h1/21 (1 + h2)/3 + (k1/k2)3/2h1/21 χ− ζQ. (18)
Discussion of Solutions- Since HV2 < 0, H
M
1 > 0 and H
M
2 < 0 for a growing solution.
The solutions of (16), (17), and (18) for two dierent Rm are shown in Figs. 1 & 2 over
dierent time ranges for both Pr = 1 and Pr ’ Rm. Using χ / ~ξ / (1 + h2) captures χ
quenching for fully helical v and b, but Fig.2 shows that the dynamo quenching is only
weakly sensitive to χ. In Figs.1&2 we also plotted the empirical t formula to numerical
simulations [17] (equation (54) of Ref 17) using our dimensionless parameters.
In Figs. 1&2 we also compare the triplet solution of h1 with the doublet solution [19]
that results from solving (16) and (17) but with imposing E = −αB + βrB such that
Q = Qd  −(k1/k2)1/2h1/21 (1+h2)τc/3+ (k1/k2)3/2h1/21 χτc, where the correlation time τc is a
free parameter taken to be  1. The triplet solution does not require τc. Fig. 1 shows that
the triplet solution matches the doublet solution at early times for ζ = 1 when oscillations
are suppressed, but Fig. 2 shows that the ζ = 2/Rm and ζ = 1 cases are indistinguishable
at late times. A ζ  1 could arise if the large-scale eld were changing direction rapidly, if
Pr  Rm, or if T 6= 0. The rise to the rst peak of h1 in Fig. 1a is independent of Rm and
there the two Rm triplet solutions overlap. This is the kinematic regime. The end of the
doublet kinematic regime occurs at h1 ’ 1, as seen in Fig. 1.
The maximum kinematic growth rate for h1 changes with ζ because it occurs where
Q is a minimum. If we ignore resistive terms so that h1 = −h2, and assume that
ζ << 1 and χ = 1/3, then Eq. (18) implies that the maximum growth rate occurs
when h1 ’ 1 − k1/k2. From Fig 1a, the minimum of Q during the rst oscillation is
 −1/3 (found to be independent of k1/k2). Setting ∂τh1  nh1, the maximum kinematic
growth rate from (16) is then n  (2/3)(k1/k2)1/2(1 − k1/k2)−1/2  0.33, for k2 = 5k1.
However, when ζ = 1, the minimum of Q from (18) occurs where Q = Qd. In this case,
n  (2/3)(k1/k2)(1 − k1/k2)  0.11 for k2 = 5k1. This demonstrates that the kinematic
growth rate for ζ << 1 is  3 times that for ζ = 1, and why the triplet kinematic growth
rate with ζ = 1 matches that of the doublet. Both results are seen in Fig 1.
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Inspection of (16), (17), and (18) reveals why there are oscillations for a positive seed
h1 and ζ << 1. As long as −1 < h2 < 0, Q grows more negative and h1 and h2 grow
with mutually opposite signs. As h2 passes through −1 from above, ∂τQ changes sign
immediately but h1 continues to grow positive, albeit more slowly, until Q changes sign.
Then, ∂τh1 changes sign and h1 decreases. But ∂τh2 changes sign when ∂τh1 does, so when
h2 eventually passes back through −1 from below, ∂τQ reverses sign again, and eventually
Q becomes negative and h1 again grows. Finite Rm terms weakly damp the oscillations.
This description is consistent with Fig 1a. If instead, ζ  1, once ∂τQ is depleted by the
growth of h2, the ζ term of (18) takes over and Q decays without oscillating. Then h1 grows
without oscillations (Fig 1b).
Conclusion- We have developed an MFD theory in which we solve for E dynamically
rather than imposing its specic form a priori. We coupled the equation for ∂τE to total
magnetic helicity evolution, and to the large-scale eld growth equation. For force free
solutions, the latter is the large-scale magnetic helicity equation. Using a two-scale closure
theory that highlights the importance of pressure terms, we found that the residual helicity
emerges as the driver of helical MFDs, the residual energy density is important for turbulent
diusion, and that the turbulent correlation time is not a free parameter. We compared
the results to the imposed E doublet approach [19]. Agreement is very good for the Rm
dependent growth phase and matches simulations [17]. However, oscillations are possible
at early times only in the triplet approach. This can be tested with future numerical
experiments. For ζ = 1, the agreement between the two approaches becomes nearly exact
for all times. For all ζ  0, Rm independent growth occurs to at least B2  (k1/k2)v22, and
the Rm dependent growth phase eventually saturates with eld strength B
2  (k2/k1)v22.
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Figure 1: (a) Plot for k1 = 1, k2 = 5 with ζ = 2/Rm. The top oscillating curve
is h1 for Rm = 200 and the middle oscillating curve is h1 for Rm = 1000. The
bottom oscillating curve is Q for Rm = 1000. The thin lines are the doublet solutions
for h1 from Ref. 19 which uses an imposed E . Here χ / (1 + h2). (b) Same
as (a) but with Pr = Rm, or ζ  1. The larger damping factor suppresses the
oscillations and makes the growth rate at early times match the doublet solution.
Figure 2: (a) Same as Fig. 1a but for broader time range. (b) Same as (a) but for
ζ = 1. For this time range, the doublet and triplet solutions are indistinguishable.
The dotted curves are ts to simulations [17]. The lines slightly below each of the
thick lines are for χ / 1/(1 + k1h1/k2) demonstrating the weak dependence on χ.
