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Uvod
U novije vrijeme, razvojem tehnologije, skupovi podataka koji se obraduju su sve vec´i
i kompleksniji. U mnogim granama znanosti kao sˇto su na primjer meterologija, gene-
tika, telekomunikacije, kvantna fizika..., kao i pri obradi podataka o drusˇtvenim mrezˇama,
financijskim podacima itd., javlja se potreba za obradom velike kolicˇine podataka da bi
se izvukle bitne i korisne informacije u vrlo kratkom vremenu. Matrice podataka velikih
dimenzija najcˇesˇc´e su komplicirane strukture i prevelike da bi se obradile klasicˇnim me-
todama. Stoga se za proucˇavanje sturkture matrica cˇesto koriste uzoracˇke kovarijacijske i
korelacijske matrice. Cˇesto korisˇtena tehnika za smanjivanje dimenzije podataka je metoda
glavnih komponenti (eng. principal component analysis (PCA)) koja promatra najvec´e
svojstvene vrijednosti i pripadne svojstvene vektore uzoracˇke kovarijacijske matrice.
Teorija o slucˇajnim matricama (eng. Random Matrix Theory (RMT)) bavi se svoj-
stvima slucˇajnih matrica velikih dimenzija. Povijesno, a i danas, razvoj teorije je potaknut
zahtjevima iz primjena. Primjerice, razina energije cˇestica u velikom sustavu mozˇe se
opisati svojstvenim vrijednostima beskonacˇnodimenzionalnih slucˇajnih Hermiteovih ope-
ratora W u Hilbertovom prostoru. Zbog ogranicˇenja, problem se vrlo cˇesto diskretizira u
konacˇnodimenzionalnom prostoru. U tom slucˇaju W postaje Hermiteova slucˇajna matrica
velike, ali konacˇne dimenzije. Takve matrice zovu se Wignerove matrice po poznatom ma-
tematicˇaru E. P. Wigneru. On je dokazao sljedec´u tvrdnju: ako je distribucija komponenti
matrice W na dijagonali i iznad glavne dijagonale standardna normalna, tada ocˇekivana
empirijska distribucija svojstvenih vrijednosti matrice W tezˇi zakonu polukruga, kako di-
menzija matrice W raste u beskonacˇnost.
Asimptotsko ponasˇanje najvec´ih svojstvenih vrijednosti slucˇajnih kovarijacijskih ma-
trica rastuc´ih dimenzija u pocˇetku je proucˇavano u kontekstu tzv. gaussovskih matrica.
Johnston je u radu [16] 2001. godine dokazao teorem o ponasˇanju najvec´e svojstvene vri-
jednosti. Taj rezultat su nesˇto kasnije, 2010. godine, prosˇirili Tao i Vu koristec´i metodu
koja se bazira na tzv. teoremu cˇetiri momenta (eng. Four Moment Theorem) u radu [24].
U slucˇaju razdioba s beskonacˇnim cˇetvrtim momentom, razvoj je isˇao nesˇto sporije te je
inicijalni rezultat pokazao Soshnikov u radu [22] 2004. godine. Razvoju u tom smjeru
posljednjih godina izniman doprinos dali su medu ostalima Davis, Heiny i Mikosch.
Ovaj rad zapocˇinje definicijama i pregledom nekih dosadasˇnjih rezultata iz ovog po-
1
SADRZˇAJ 2
drucˇja u slucˇaju lakih, kao i u slucˇaju razdioba tesˇkih repova. U drugom poglavlju pri-
kazana su neka od najnovijih istrazˇivanja Davisa, Heinyja, Mikoscha i njihovih suradnika
o asimptotskim svojstvima najvec´ih svojstvenih vrijednosti uzoracˇkih kovarijacijskih ma-
trica vremenskih nizova s distribucijom tesˇkih repova i nezavisno jednako distribuiranim
komponentama.
U trec´em poglavlju prikazano je kako se asimptotska konvergencija najvec´e svojstvene
vrijednosti uzoracˇke kovarijacijske matrice mozˇe dobiti iz konvergencije odgovarajuc´eg
tocˇkovnog procesa kao i neki rezultati u slucˇaju kada postoji zavisnost izmedu redaka i
stupaca matrice podataka. U posljednjem, cˇetvrtom poglavlju ilustrirani su teorijski rezul-
tati iz prethodnih poglavlja na simuliranim i empirijskim prodacima te je provedena kratka
analiza vremenskih nizova komponenti poznatog S&P 500 dionicˇkog indeksa.
Poglavlje 1
Pojmovi, definicije i poznati rezultati
1.1 Slucˇajne matrice
Granicˇna spektralna distribucija
Definicija 1.1.1. Za svaku slucˇajnu p×p matricu A sa realnim svojstvenim vrijednostima
λ1(A), λ2(A), . . . , λp(A) uzoracˇka spektralna distribucija definirana je relacijom
FA(x) =
1
p
p∑
n=0
1{λi(A)≤x}, x ∈ R.
Centralni problem u teoriji slucˇajnih matrica je odrediti tzv. granicˇnu spektralnu distri-
buciju niza (FAn) za zadani niz Hermiteovih p×p matrica (An). Pod time se misli na konver-
genciju po distibuciji niza vjerojatnosnih distribucija (FAn) prema vjerojatnosnoj distibuciji
F, tj. limn→∞ F(An)(x) = F(x) g.s. za svaku tocˇku neprekidnosti od F. Kako ne postoji for-
mula u zatvorenom obliku ako je dimenzija matrice vec´a od 4 razvijaju su se metode koje
karakteriziraju i identificiraju granicˇnu spektralnu distribuciju. Dvije najcˇesˇc´e korisˇtene
metode su metoda momenata i Stieltjesova transformacija koje i navodimo u nastavku.
Prvom metodom po lemi B.3 u [3] funkcija distribucije F ima jedinstvenu karakteriza-
ciju preko niza svojih momenata
βk =
∫ ∞
0
xkdF(x), k = 1, 2, . . .
ako je zadovoljen tzv. Carlemanov uvjet
∑∞
k=1 β
−1/(2k)
2k = ∞ (vidi npr. [1]). U ovom slucˇaju
konvergencija po distibuciji niza (FAn) prema F ekvivalentna je konvergenciji momenata
βk(An) =
∫ ∞
0
xkdFAn(x) =
1
pn
tr(Akn)→ βk, n→ ∞, k = 1, 2, . . . (1.1)
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Cˇesto je racˇunanje tr(Akn) zahtjevno pa racˇunanje ocˇekivanja i varijance zahtijeva kombina-
torne tehnike. S pozitivne strane, ako F ima konacˇan nosacˇ, Carlemanov uvjet je automa-
tski ispunjen.
Drugi pristup je korisˇtenje Stieltjesove transformacije empirijske spektralne distribucije
FA
sFA(z) =
∫
R
1
x − zdFA(x) =
1
p
tr((A − zI)−1), z ∈ C+,
gdje je C+ oznaka za sve kompleksne brojeve s pozitivnim imaginarnim dijelom. Korisˇte-
njem Stieltjesove transformacije, kovergencija po distribuciji niza (FAn) prema F ekiviva-
lentna je sa sFA(z) → sF(z) g.s. za svaki z ∈ C+. Takoder, funkcija distribucije F odredena
je Stieltjesovom transformacijom sF u svim tocˇkama neprekidnosti a, b od F granicˇnom
relacijom
F(b) − F(a) = lim
v→0+
1
pi
∫ b
a
=sF(x + iv)dx,
gdje je = oznaka za imaginarni dio broja z ∈ C.
1.2 Uzoracˇke kovarijacijske matrice
Definicija 1.2.1. Za n-dimenzionalni uzorak p-dimenzionalnog vremenskog niza koji je
dan vektorima x1, x2, . . . , xn uzoracˇka kovarijacijska matrica (nenormalizirana) definirana
je kao
S =
n∑
i=1
(xi − x¯)(xi − x¯)t =
n∑
i=1
xixti − nx¯x¯t = XXt − nx¯x¯t,
gdje je x¯ = n−1
∑n
i=1 xi aritmeticˇka sredina, a
X = (x1, x2, . . . , xn) = (Xit)i=1,2,3,...,p;t=1,2,3,...,n
je matrica podataka.
Uzoracˇka kovarijacijska matrica igra bitnu ulogu u visˇedimenzionalnoj statistici jer je
od krucijalne vazˇnosti u analizama kao sˇto su: analiza glavnih komponenti (eng. princi-
pal component analysis), visˇedimenzionalna regresija, faktorska analiza, diskriminantna
analiza i testiranje hipoteza. Vazˇnu ulogu u razvijanju statisticˇke teorije su imala visˇe-
dimenzionalna normalno distriburana opazˇanja. Uzoracˇke kovarijacijske matrice s nor-
malno distribuiranim podacima bile su predmet Wishartovog proucˇavanja [28] josˇ 1928.
godine. U dvadesetom stoljec´u procedure koje nisu asimptotske su razvijene za gaussov-
ske obzervacije kao sˇto su Fisherov F-test, Studentov t-test i analiza varijance. U praksi su
opazˇanja rijetko normalno distribuirana pa se koriste asimptotske metode koje su bazirane
na granicˇnim teoremima umjesto egzaktnih rezultata do kojih je tesˇko doc´i.
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Klasicˇni granicˇni teoremi koriste pretpostavku o fiksnoj dimenziji p dok dimenzija
uzorka n raste u beskonacˇnost. Ako su pretpostavke Jakog zakona velikih brojeva ispu-
njene, n−1S konvergira g.s. prema kovarijacijskoj matrici Σ od x1.
Kod klasicˇnih metoda, za velike p, n−1S nije dobar procjenitelj za Σ i potrebne su
prilagodbe. U suprotnom, korisˇtenjem klasicˇnih metoda i za fiksni p za obradu podataka
velikih dimenzija mogle bi voditi na krive zakljucˇke.
Teorija slucˇajnih matrica pruzˇa granicˇne rezultate u slucˇaju velike dimenzije p na ko-
jima se mogu graditi nove statisticˇke metode. U teoriji slucˇajnih matrica pretpostavljamo
da p = pn raste s n. Uvjet koji se najcˇesˇc´e koristi u literaturi je
lim
n→∞
pn
n
= γ ∈ (0,∞). (1.2)
Asimptotsko spektralno ponasˇanje dvije velike matrice smatrat c´emo istim ako je nji-
hova razlika konacˇnog ranga. U tu svrhu, za uzoracˇku kovarijacijsku matricu, od sada
c´emo koristiti oznaku XXt. Po teoremu A.44 u [3] za supremum normu vrijedi
‖Fn−1S − Fn−1XXt‖ ≤ p−1rang((x¯, x¯, . . . , x¯)),
sˇto znacˇi da se granicˇne spektralne distribucije podudaraju pod uvjetom (1.2), pa b.s.o.m.p.
da su elementi matrice (Xit) centrirani pod uvjetom da ocˇekivanje postoji.
Granicˇnu spektralnu distribuciju normalizirane uzoracˇke kovarijacijske matrice otkrili
su Marcˇenko i Pastur.
Teorem 1.2.2. (Debashis i Aue [19]) Pretpostavimo da X ima nezavisne i jednako dis-
tribuirane komponente s konacˇnim ocˇekivanjem i varijancom. Ako je zadovoljen uvjet
(1.2), tada s vjerojatnosˇc´u 1 niz (Fn−1XXt) konvergira prema neslucˇajnoj, tzv. Marcˇenko-
Pasturovoj distribuciji Fγ. Ako je γ ∈ ( 0, 1] , tada Fγ ima gustoc´u
fγ(x) =
 12pixγ
√
(b − x)(x − a), ako a ≤ x ≤ b,
0, inacˇe,
(1.3)
gdje a = (1− √γ)2 i b = (1 + √γ)2. Ako je γ > 1, Marcˇenko-Pasturova distribucija je kom-
binacija centrirane mase u 0 i funkcije gustoc´e f1/γ s tezˇinama 1 − 1/γ i 1/γ, respektivno.
Marcˇenko-Pasturov zakon razdiobe opisuje globalno ponasˇanje svojstvenih vrijednosti
od XXt, te je teoremom 1.2.2 kvantificirano kako su rasprsˇene oko svoje sredine 1. Vazˇno
je uocˇiti da nosacˇ razdiobe raste kako raste γ od 0 do ∞.Na slici 1.1 prikazana je funkcija
gustoc´e Marcˇenko-Pasturove distribucije za γ = 12 . Takoder, naznacˇeni su a = (1 −
√
γ)2 i
b = (1 +
√
γ)2 za γ = 12 .
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Slika 1.1: Na grafu je prikazana funkcija gustoc´e Marcˇenko-Pastuove distribucije za γ = 12 .
Uocˇimo, ako p/n → 0, granicˇna spektralna distribucija postaje Diracova mjera u 1.
Kada bi napravili pogodnu transformaciju uzoracˇke kovarijacijske matrice, mogli bi jasno
okarakterizirati zakon distribucije polukruga koji je definiran u (1.19) kao nedegeneriranu
spektralnu distribuciju u ovom slucˇaju.
Konacˇnost varijance i zahtjev da p i n rastu u beskonacˇnost istom brzinom su kljucˇne
pretpostavke u teoremu 1.2.2. No, teoremom 2.8. u [2] pokazano je da zakljucˇci teorema
vrijede i uz blazˇe pretpostavke, tj. u slucˇaju ako su komponente nezavisne, imaju za-
jednicˇko ocˇekivanje te ako zadovoljavaju uvjet Lindbergovog tipa koji glasi
lim
n→∞
1
δ2np
∑
i,t
E[X2it1{|Xit |>δ√n}] = 0, za svaki δ > 0.
Teorem 1.2.2 govori o konvergenciji niza (Fn−1XXt) u slucˇaju kada su komponente ne-
zavisne i jednako distribuirane te konacˇne varijance. Razmotrimo sada slucˇaj kada i dalje
imamo nezavisne i jednako distriburane komponente ali ne i konacˇnost varijance, za to su
nam potrebne sljedec´e definicije.
Definicija 1.2.3. Funkcija L : (0,∞)→ (0,∞) je sporo varirajuc´a ako za nju vrijedi
lim
x→∞
L(cx)
L(x)
= 1, za sve c > 0. (1.4)
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Definicija 1.2.4. Kazˇemo da su slucˇajna varijabla i pripadna distribucija regularno vari-
rajuc´i sa indeksom α > 0 ako
P(X > x) ∼ p+ L(x)xα i P(X < −x) ∼ p−
L(x)
xα
, x→ ∞, (1.5)
gdje su p± nenegativne konstante takve da p++p− = 1 i L je neka sporo varirajuc´a funkcija.
Pretpostavimo da X ima regularno varirajuc´e komponente s indeksom α ∈ (0, 2). Uz
uvjet (1.2) za γ ∈ (0, 1] , Belinschi je u svom radu [5] teoremom 1.10 pokazao da niz
(Fa−2npXXt) konvergira g.s. prema neslucˇajnoj vjerojatnosnoj mjeri s gustoc´om ρ
γ
α koja zado-
voljava
ργα(x)x
1+α/2 → αγ
2(1 + γ)
, x→ ∞ (1.6)
Normalizacija (ak) definirana je tako da
P(|X| > ak) ∼ k−1, k → ∞. (1.7)
Korisˇtenjem Potterovih ograda (vidi npr. na stranici 25 u [8]) mozˇe se pokazati da a2np/n→
∞. Sˇto se ticˇe eksplicitnih izraza te metoda za racˇunanje granicˇne spektralne distribucije u
slucˇaju beskonacˇne varijance, oni nisu josˇ dostupni u ovom trenutku.
1.3 Granicˇni rezultati za ekstremne svojstvene
vrijednosti
U ovom odjeljku koncentirat c´emo se na asimptotsko ponasˇanje najvec´e i najmanje svoj-
stvene vrijednosti λ(1) i λ(p), respektivno, od XXt, pod uvjetom da komponente od X imaju
konacˇan cˇetvrti moment. Kao i prije, pretpostavljamo da su komponente matrice podataka
X nezavisne i jednako distribuirane s realizacijom X. Nadalje, pretpostavljamo p ≤ n, u
suprotnom, buduc´i da XXt ima najvisˇe min(n, p) svojstvenih vrijednosti razlicˇitih od nule,
bi vrijedilo λ(p) = 0.
Pod uvjetom (1.2) za γ ∈ (0, 1] iz teorema 1.2.2 slijedi
lim inf
n→∞
λ(1)
n
≥ (1 + √γ)2 i lim sup
n→∞
λ(p)
n
≤ (1 − √γ)2 g.s. (1.8)
Bai i Silverstein u [3] daju nuzˇne uvjete za g.s. konvergenciju n−1λ(1) koje c´emo u na-
stavku koristiti. Ogranicˇenosti najvec´eg dijagonalnog elemenata s najvec´om svojstvenom
vrijednosti daje nam sljedec´u nejednakost:
λ(1)
n
≥ max
i=1,2,...,p
1
n
n∑
t=1
X2it. (1.9)
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U slucˇaju kada nemamo konacˇan cˇetvrti moment, tj. E[X4] = ∞, iz leme B.25 u [3] slijedi
lim sup
n→∞
max
i=1,2,...,p
1
n
n∑
t=1
X2it = ∞ g.s. (1.10)
S druge strane, ako E[X4] < ∞ i E[X] = c , 0, tada
1√
n
‖X‖2 ≥ 1√
n
‖E[X]‖2 − 1√
n
‖X − E[X]‖2 ≥ |c|p√
n
− 1√
n
‖X − E[X]‖2 → ∞ g.s., (1.11)
gdje za bilo koju matricu A, ‖A‖2 oznacˇava spektralnu normu matrice, tj. njezinu najvec´u
singularnu vrijednost. Sada iz (1.10) i (1.11) vidimo da su nuzˇni uvjeti za gotovo sigurnu
konvergenciju od n−1λ(1) upravo E[X4] < ∞ i E[X] = 0.
U nastavku ovog pregleda, osim ako drugacˇije nije navedeno, pretpostavljamo
E[X2] < ∞ i E[X] = 0.
Uzoracˇke kovarijacijske matrice
Bai i drugi u svom radu [30], koji je prosˇirenje Gemanovog rada [12], pod pretpostavkom
(1.2) su pokazali da
λ(1)
n
g.s.−−→ (1 + √γ)2, n→ ∞, (1.12)
sˇto je i optimalan rezultat uzimajuc´i u obzir (1.10). Uz dodatnu pretpostavku γ ∈ (0, 1),
Bai i Yin su u svom radu [4] dokazali:
lim sup
n→∞
‖n−1XXt − (1 + γ)I‖2 ≤ 2√γ g.s. (1.13)
Iz relacija (1.8) i (1.13), zbog
‖n−1XXt − (1 + γ)I‖2 = max
{λ(1)
n
− (1 + γ),−λ(p)
n
+ (1 + γ)
}
,
slijedi:
lim
n→∞
λ(1)
n
= (1 +
√
γ)2 i lim
n→∞
λ(p)
n
= (1 − √γ)2 g.s. (1.14)
Pristup koji se bazira na (1.13) omoguc´uje nam da smanjimo ogranicˇenje na najmanju
svojstvenu vrijednost. No, na taj nacˇin ne mozˇemo dobiti nikakvu informaciju o minima-
lnim uvjetima za egzistenciju granicˇne vrijednosti λ(p)/n jer metoda istovremeno tretira i
λ(1) i λ(p). Stoga, metoda se u najboljem slucˇaju mozˇe iskoristiti pod uvjetom E[X4] < ∞
imajuc´i za posljedicu gubitak uvida u minimalne uvjete za granicˇnu vrijednost λ(p)/n. Na
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srec´u, Tikhomirov je u svom cˇlanku [26] dokazao da, pod uvjetom E[X2] = 1 i uz to da
visˇi momenti ne moraju postojati, g.s. granicˇna vrijednost od λ(p)/n je dana s (1.14).
Uz pogodne pretpostavke na momente, λ(1) i λ(p) imaju Tracy-Widom fluktuacije oko
svojih g.s. granicˇnih vrijednosti. Za primjer mozˇemo uzeti Johnstoneov rad [16], u ko-
jem je pod pretpostavkom da su komponente nezavisne i jednako distribuirane standardne
normalne korisˇtenjem pogodne varijante Centralnog granicˇnog teorema pokazao:
n2/3
(
√
γ)1/3
(1 +
√
γ)4/3
( λ(1)
n
−
(
1 +
√
p
n
)2) d−→ ξ,
gdje granicˇna slucˇajna varijabla ima Tracy-Widom distribuciju reda 1. Funkcija distribucije
G1 te granicˇne slucˇajne varijable dana sljedec´om formulom
G1(s) = exp
{
− 1
2
∫ ∞
s
[q(x) + (x − s)q2(x)]dx
}
,
gdje je q(x) jedinstveno rjesˇenje takozvane deferencijalne jednadzˇbe Pauline´ II
q′′(x) = xq(x) + 2q3(x),
gdje q(x) ∼ Ai(x) kako x→ ∞, a Ai(·) je tzv. Airyjeva jezgra (vidi [27] za detalje).
Uzoracˇke korelacijske matrice
O uredenim svojstvenim vrijednostima
µ(1) ≥ µ(2) ≥ · · · ≥ µ(p)
uzoracˇke korelacijske matrice R = YYt cˇije su komponente
Ri j =
n∑
t=1
XitX jt√
Di
√
D j
=
n∑
t=1
YitY jt, i, j = 1, 2, . . . , p, (1.15)
puno manje je poznato nego o svojstvenim vrijednostima uzoracˇke kovarijacijske matrice
XXt.
Navodimo teorem bez dokaza koji c´emo u nastavku koristiti, a dokaz se mozˇe pronac´i
u [7].
Teorem 1.3.1. (Weylova nejednakost) Za hermitske matrice A, B i svojstvene vrijednosti
numerirane u padajuc´e nizove vrijedi
λ j(A + B) ≤ λi(A) + λ j−i+1(B), za i ≤ j,
λ j(A + B) ≥ λi(A) + λ j−i+p(B), za i ≥ j.
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Napomena 1.3.2. U nastavku c´emo koristiti posljedicu Weylove nejednakosti koju c´emo
takoder zvati Weylova nejednakost.
Korolar 1.3.3. Za hermitske matrice A i B vrijedi
max
i=1,2,...,p
|λi(A) − λi(B)| ≤ ‖A − B‖2. (1.16)
Cˇesto korisˇtena notacija u nastavku c´e biti Y = (Yit) = (Xit/
√
Di) i
Di = D
(n)
i =
n∑
t=1
X2it, i = 1, 2, . . . , p; n ≥ 1. (1.17)
Ako uvedemo oznaku F = diag(1/
√
D1, . . . , 1/
√
Dp), uzoracˇku korelacijsku matricu mo-
zˇemo zapisati kao R = F1/2XXtF1/2, cˇije su svojstvene vrijednosti iste onima matrice
XXtF. Weylova nejednakost (1.16) tada povlacˇi
max
i=1,2,...,p
|µ(i) − n−1λ(i)| ≤ ‖XXtF − n−1XXt‖2
≤ n−1‖XXt‖2‖nF − I‖2
= n−1λ(1) max
i=1,2,...,p
| n
Di
− 1|,
(1.18)
sˇto konvergira prema 0 g.s., ako je zadovoljen uvjet E[X4] < ∞.
Ekvivalenciju
E[X4] < ∞ ⇐⇒ max
i=1,2,...,p
| n
Di
− 1| g.s−→ 0
je pokazao Bai u svom radu [4].
Vodeni opisanim pristupom, uz uvjet (1.2) za γ ∈ (0, 1] , Jiang u svom radu [15], te Xiao i
Zhou u [29] pokazali su sljedec´i rezultat:
µ(1) → (1 + √γ)2 i µ(p) → (1 − √γ)2 g.s.
1.4 Svojstveni vektori
Svojstveni vektori slucˇajnih matrica velikih dimenzija imaju vazˇnu ulogu u modernoj sta-
tistici, fizici i drugim podrucˇjima u kojima se javlja potreba za obradom velike kolicˇine
podataka. Mnoga svojstva i informacije o matricama, kao i grafovima, sadrzˇana su u svoj-
stvenim vektorima, pa se u mnogim popularnim algoritmima kao sˇto su spektralno klasteri-
ranje, metoda glavnih komponenti, te mnogim algoritmima koji se koriste u obradi signala
koristi upravo dekompozicija matrice na svojstvene vrijednosti i pripadne svojstvene vek-
tore.
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Ako su komponente matrice podatake X nezavisno jednako distribuirane i standardne
normalne, tada je XXt Wishartova matrica, o cˇijim se svojstvenim vektorima zna mnogo.
S obzirom da je XXt invarijantna na ortogonalne transformacije, ako se iskoristi pravilna
ortogonalizacija, matrica svojstvenih vektora ima Haarovu distribuciju, tj. njezina distri-
bucija je uniformna u prostoru ortogonalnih p × p matrica. Ovaj rezultat prosˇiren je na
sˇiru klasu matrica X direktnom usporedbom s Wishartovom matricom koristec´i takozvane
univerzalne rezultate koji zahtijevaju slicˇnost u nekom smislu sa standardnom normalnom
distribucijom. Poznato je takoder da matrica svojstvenih vektora ima asimptotski Haarovu
distribuciju kako p/n→ γ ∈ (0,∞), ako se prva cˇetiri momenta nezavisno i jednako distri-
buiranih komponenti podudaraju s prva cˇetiri momenta standardne normalne distribucije.
Vec´ina dosadasˇnjih istrazˇivanja o svojstvenim vektorima slucˇajnih matrica provedena
je na Wignerovoj matrici W = (Wi j), koja je simericˇna, realna, n × n matrica cˇije su kom-
ponente slucˇajne varijable Wi j, 1 ≤ i ≤ j ≤ n. Slucˇajne varijable, komponente Wignerove
matrice su nezavisne i jednako distribuirane te nultog ocˇekivanja i jedinicˇne varijance.
Uocˇimo, za p = n i istu prigodnu distribuciju komponenti uzoracˇka kovarijacijska matrica
i kvadrat Wignerove matrice W2 = WWt imaju slicˇna spektralna svojstva. Detaljnijom
analizom mozˇe se vidjeti da imaju istu strukturu do na simetricˇnost matrice W.
Bai je u svom radu [31] pokazao da je granicˇna spektralna distribucija od (W/
√
n)
razdioba polukruga G. Gustoc´a razdiobe polukruga definira se s
g(x) =
1
2pi
√
4 − x21{|x|≤2}. (1.19)
Distribucija polukruga i Marcˇenko-Pasturova distribucija Fγ, za γ = 1, su povezane na
sljedec´i nacˇin: ako Y ∼ G tada Y2 ∼ F1.
Na slici 1.2 prikazana je funkcija gustoc´e razdiobe polukruga. Iz slike je ocˇita poveza-
nost s nazivom distribucije.
U svrhu pregleda nekih svojstava svojstvenih vektora koncentrirat c´emo se na svoj-
stvene vektore matrice W buduc´i da W2 i W imaju iste svojstvene vektore. Promatramo
svojstvene vektore vi, i = 1, . . . , n, gdje c´e nam vi biti oznaka za svojstveni vektor koji pri-
pada i-toj po redu najvec´oj svojstvenoj vrijednosti, dodatno pretpostavljamo da su vektori
jedinicˇni, tj. ‖vi‖`2 = 1 u `2 normi i da je prvi element vektora vi koji je razlicˇit od nule
pozitivan.
U literaturi se cˇesto pretpostavlja da komponente imaju subeksponencijalnu distribu-
ciju. U [17] Mikosch koristi sljedec´u definiciju. Za pozitivnu slucˇajnu varijablu X s neo-
granicˇenim nosacˇem i njezinu distribuciju kazˇemo da su subeksponencijalni ako za niz (Xi)
nezavisnih i jednako distribuiranih slucˇajnih varijabli s istom distribucijom kao i X vrijedi:
Za sve n ≥ 2 : P(S n > x) = P(Mn>x)(1 + o(1)), kad x→ ∞,
gdje je S n = X1 + · · · + Xn i Mn = max(X1, . . . , Xn).
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Slika 1.2: Na grafu je prikazana funkcija gustoc´e za distribuciju polukruga.
U [18] O’Rourke koristi sljedec´u definiciju. Za slucˇajnu varijablu W kazˇemo da ima
subeksponencijalnu distribuciju s eksponentom α > 0 ako postoji konstanta β > 0 takva da
P(|W | > x) ≤ β exp(−xα/β), x > 0.
Pretpostavku da Wignerova matrica ima subeksponencijalne komponente s parametrom
α koristio je i O’Rourke u [18], te su ovo rezultati nekih od teorema iz njegovog rada. Po-
stoji konstanta Cα > 0 takva da je vjerojatnost da je spektar matrice W jednostavan, tj.
da su sve nultocˇke karakteristicˇnog polinoma jednostruke i da su sve koordinate svakog
vektora vi nenegativne je barem 1 − Cαn−α. Po notaciji i konvenciji koju koristimo, svoj-
stveni vektori su jedinstveni s velikom vjerojatnosˇc´u, tj. preciznije, ako je W11 standardna
normalna, tada je vi uniformno distribuiran na
S n−1+ := {x = (x1, . . . , xn) : ‖x‖`2 = 1 i x1 > 0}.
Svojstveni vektor cˇije komponente su distribucije lakog repa (npr. subeksponencijalne)
ponasˇa se kao slucˇajni vektor uniformno distribuiran na S n−1+ .
Ako je v = (v1, v2, . . . , vn)t slucˇajni vektor uniformno distribuiran na S n−1+ , vjerojatnosna
ogranicˇenja na njegove koordinate je pokazao takoder O’Rourke u gornjem radu i ona su:
vmax := max
i=1,2,...,n
|vi| ≤ C
√
log n
n
i vmin := min
i=1,2,...,n
|vi| ≥ cn3/2 ,
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s vjerojatnosˇc´u 1 − o(1) za svaki C > 1 i c ∈ [ 0, 1) .
Vazˇno je napomenuti da u slucˇaju ako W ima tesˇke repove ponasˇanje svojstvenih vek-
tora je potpuno drugacˇije, te su svojstveni vektori matrica W i XXt jako razlicˇiti.
1.5 Tesˇki repovi
Distribucije kod kojih odredeni moment nisu konacˇni katkad zovemo distribucijama tesˇkih
repova. Kao sˇto smo vidjeli do sada, za konvergenciju po distribuciji empirijske spek-
tralne distribucije i najvec´e svojstvene vrijednosti uzoracˇke kovarijacijske matrice prema
Marcˇenko-Pasturovoj i Tracy-Widomovoj distribuciji nuzˇni su bili konacˇni prvi i drugi mo-
ment komponenata matrice podataka.
U (1.10) i (1.11) vidjeli smo kako se ponasˇanje najvec´e svojstvene vrijednosti λ(1)
drasticˇno promijeni ovisno o slucˇaju E[X4] < ∞ ili E[X4] = ∞.
Za daljnju analizu granicˇnih rezultata u klasicˇnoj teoriji o procesima parcijalnih suma
i maksimuma potrebno nam je visˇe nego beskonacˇan cˇetvrti moment. Stoga, pretpostav-
ljamo uvjet regularne varijacije (1.5) na rep matrice X, za neki α ∈ (0, 4), nenegativne
konstante p± takve da je p+ + p− = 1 i sporo varijrajuc´u funkciju L koja zadovoljava (1.4).
Takoder, koristit c´emo se pojmovima X regularno varirajuc´a slucˇajna varijabla, X regu-
larno varirajuc´a slucˇajna matrica i slicˇnima. Nadalje, koristimo i normalizaciju svojstvenih
vrijednosti λ(i) s (a2np) koja je definirana u (1.7).
Svojstvene vrijednosti matrice XXt tesˇkih repova je prve pocˇeo proucˇavati Soshnikov
[23, 22]. On je pod (1.2) i (1.5) za α ∈ (0, 2) pokazao da
λ(1)
a2np
d−→ ζ, n→ ∞, (1.20)
gdje ζ prati Fre´chetovu distribuciju s parametrom α/2:
Φα/2(x) = e−x
−α/2
, x > 0. (1.21)
Kasnije je pokazano (1.20) i za α ∈ [2, 4) , uz dodatnu pretpostavku na centriranost
komponenti matrice podataka. Kasnije su Soshnikov i ostali dokazali i konvergenciju
tocˇkovnih procesa normaliziranih svojstvenih vrijednosti, od kuda je lako slijedila za-
jednicˇka granicˇna distribucija k najvec´ih svojstvenih vrijednosti. Davis i suradnici su u
[10, 11] prosˇirili ove rezultate dopusˇtajuc´i generalnije stope rasta p nego sˇto je odredeno
uvjetom (1.2) i dopusˇtajuc´i linearnu zavisnost izmedu redaka i stupaca matrice X.
1.6 Konvergencija po distribuciji slucˇajnih mjera
U ovom odjeljku uvodimo koncept konvergencije po distribuciji tocˇkovnih procesa i slucˇajnih
mjera koji c´e biti korisˇteni na visˇe mjesta u nastavku.
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Neka je S potpun (tj. takav da svaki Cauchyev niz konvergira u njemu) i separa-
bilan (postoji prebrojiv gust podskup) metricˇki prostor s metrikom d i neka je S Bore-
lova σ−algebra podskupova od S generirana otvorenim skupovima. Pretpostavimo da je
(Ω,A,P) vjerojatnosni prostor. Slucˇajni element X iz S je izmjerivo preslikavanje iz pros-
tora (Ω,A) u (S,S).
Ako se radi o slucˇajnoj varijabli tada se dogadaj ω ∈ Ω preslikava u broj iz skupa R.
Opc´enito, ako se radi o slucˇajnom elementu, tada se dogadaj ω ∈ Ω preslikava u element
metricˇkog prostora S. Prostori i pripadni slucˇajni elementi koji se najcˇesˇc´e pojavljuju u
literaturi dani su u sljedec´oj tablici:
Metricˇki prostor S Slucˇajni element X
R Slucˇajna varijabla
Rd Slucˇajni vektor
R∞ Slucˇajni niz
C[ 0,∞) prostor neprekidnih realnih
funkcija s vrijednostima u [ 0,∞)
Slucˇajni proces s neprekidnim putevima
Mp(S), prostor tocˇkovnih mjera na
prostoru S
Stohasticˇki tocˇkovni proces na S
M+(S), prostor Radonovih mjera na
lijepom prostoru S
Radonova mjera na S
Za dani niz slucˇajnih elemenata {Xn, n ≥ 0} iz S postoji odgovarajuc´i niz distribucija u S
Pn = P ◦ X−1n = P(Xn ∈ ·), n ≥ 0.
Vjerojatnosnu mjeru Pn zovemo distribucijom od Xn. Kazˇemo da Xn konvergira po distri-
buciji prema X0 (pisˇemo Xn
d−→ X0) ako za svaku f ∈ C(S), klase ogranicˇenih, neprekidnih
i realnih funkcija vrijedi
E f (Xn) =
∫
S
f (x)Pn(dx)→ E f (X0) =
∫
S
f (x)P0(dx)
Ovakva definicija konvergencije, u terminima test funkcija f ∈ C(S) je vrlo fleksibilna
pa stoga i vrlo primjenjiva te dobro definirana za bilo koji metricˇki prostor S.
Radonova mjera i tocˇkovne mjere
Pretpostavimo da je S zgodan prostor. Zgodan prostor znacˇi da bi S trebao biti lokalno
kompaktan topolosˇki prostor s prebrojivom bazom, Smozˇemo zamisˇljati kao konacˇnodimenzionalni
Euklidski prostor ili Rd. Pretpostavimo da uz S dolazi i pripadna σ−algebra S koja mozˇe
biti generirana otvorenim skupovima ili pravokutnicima iz S.
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Postoji visˇe nacˇina za modeliranje slucˇajne distribucije tocˇaka iz S. U nastavku je
prikazan nacˇin koji je preferiran u literaturi (Resnick [21, 20]).
Mjera µ : S → [0,∞] je preslikavanje koje pridruzˇuje pozitivne vrijednosti skupovima
iz S takvo da
1. µ(Ø) = 0 i µ(A) ≥ 0 za svaki A ∈ S
2. ako su {An, n ≥ 1} medusobno disjunktni skupovi iz S, tada vrijedi σ−aditivnost
µ
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
µ(Ai).
Za mjeru µ kazˇemo da je Radonova ako µ(K) < ∞ za svaki kompaktan podskup od S.
Definiramo
M+(S) = {µ : µ je nenegativna i µ je Radonova}.
Prostor tocˇkovnih mjera na prostoru S, u oznaci Mp(S), je podskup od M+(S) takav da
µ(A) ∈ Z+, za A ⊆ S. Tocˇkovni proces je slucˇajni element s vrijednostima u Mp(S).
Nadalje, M+(S) postaje potpun i separabilan prostor ako mu pridruzˇimo tzv. vague
topologiju. U slucˇaju beskonacˇnih mjera iz M+(E), jer su mjere Radonove, za test funkcije
koristimo funkcije koje su 0 na komplementu kompaktnog skupa. Definiramo
C+K(S) = { f : S 7→ R+ : f je neprekidna s kompaktnim nosacˇem}.
Konvergenciju u M+(S) definiramo na sljedec´i nacˇin:
Ako je µn ∈ M+(S) za n ≥ 0, tada µn konvergira (vague konvergencija) prema µ0, u
oznaci µn
v−→ µ, ako za sve f ∈ C+K(S) vrijedi
µn( f ) :=
∫
S
f (x)µn(dx)→ µ0( f ) :=
∫
S
f (x)µ0(dx), kad n→ ∞.
Ispostavljena vague konvergencija definira na S i metrizabilnu topologiju, pa mozˇemo
defenirati konvergenciju po distribuciji slucˇajnih elemenata u M+(S).
Rezultati vezani uz konvergenciju po distribuciji tocˇkovnih procesa i slucˇajnih mjera
mogu se pronac´i u Resnickovim knjigama [21] i [20]. Takoder, vrlo intuitivan opis ove
konvergencije uz mnoge primjere i primjene mozˇe se pronac´i u Mikoschevoj knjizi [17].
Poglavlje 2
Svojstvene vrijednosti kovarijacijske
matrice
U ovom poglavlju bavit c´emo se asimptotskim svojstvima najvec´e svojstvene vrijednosti
i odgovarajuc´eg svojstvenog vektora uzoracˇkih kovarijacijskih matrica velikih dimenzija
za vremenske nizove tesˇkih repova s nezavisno jednako distribuiranim komponentama.
Posebnu pazˇnju posvec´ujemo slucˇaju kada dimenzije p (broj redaka) i n (broj stupaca)
matrice podataka rastu u beskonacˇnost, no ne nuzˇno istom brzinom.
Stope rasta od p
U mnogim primjenama slucˇajnih matrica velikih dimenzija nije realna pretpostavka da
dimenzija podataka p i kolicˇina podataka n rastu istom brzinom, tj. u praksi je malo vjero-
jatno da c´e uvjet (1.2) biti zadovoljen. Stoga Heiny i Mikosch u [13] uvode stope rasta od
(pn) koje se nisu pojavljivale u literaturi:
p = pn = nβ`(n), n ≥ 1, (2.1)
gdje je ` sporo varirajuc´a funkcija koja zadovoljava (1.4) i β ≥ 0. Ako je β = 0, pretposta-
vljamo da `(n)→ ∞.
Notacija
Neka je
Z = Zn = (Zit)i=1,2,...,p;t=1,2,...,n
matrica podataka dimenzije p × n cˇiji su stupci obzervacije p-dimenzionalnih vremenskih
nizova. Nadalje, pretpostavljamo da su komponente matrice Z nezavisne i jednako distri-
buirane te da zadovoljavaju uvjet regularne varijacije (1.5) za neki α ∈ (0, 4). Svojstvene
16
POGLAVLJE 2. SVOJSTVENE VRIJEDNOSTI KOVARIJACIJSKE MATRICE 17
vrijednosti uredene u padajuc´i poredak matrice ZZt oznacˇimo s
λ(1), λ(2), . . . , λ(p). (2.2)
Od velike vazˇnosti bit c´e nam velicˇine (Z2it)i=1,2,...,p;t=1,2,...,n, kao i pridruzˇene uredajne
statistike
Z2(1),np ≥ Z2(2),np ≥ . . . Z2(np),np n, p ≥ 1. (2.3)
Takoder, jako vazˇne c´e nam biti i sume redaka
D→i = D
(n),→
i =
n∑
t=1
Z2it, i = 1, 2, . . . , p; n = 1, 2, . . . , (2.4)
koje c´emo krac´e oznacˇavati s D→ i njihove uredene vrijednosti
D→(1) = D
→
L1 ≥ · · · ≥ D→(p) = D→Lp , (2.5)
gdje b.s.o.m.p. da je (L1, L2, . . . , Lp) odgovarajuc´a permutacija od (1, 2, . . . , p) za fiksni n.
Jednako vazˇne kao sume redaka c´e nam biti i sume stupaca
D↓i = D
(n),↓
i =
p∑
i=1
Z2it, t = 1, 2, . . . , n; p = 1, 2, . . . , (2.6)
koje c´emo krec´e oznacˇavati s D↓. Za njihove uredene vrijednosti koristit c´emo notaciju
analognu onoj za sume redaka iz (2.5).
Sada, uvodimo josˇ notaciju vezanu uz norme vektora i matrica. Euklidsku normu vek-
tora v dimenzije p oznacˇavat c´emo s ‖v‖`2 . Za kvadratnu matricu C dimenzije p× p s λi(C)
oznacˇimo njene singularne vrijednosti, a pridruzˇene uredajne statistike s
λ(1)(C) ≥ λ(2)(C) ≥ . . . λ(p)(C).
Nadalje, za proizvoljnu p × n matricu A koristit c´emo josˇ i sljedec´e norme: spektralnu
normu ‖A‖2 =
√
λ(1)(AAt), Frobeniusovu normu ‖A‖F = (∑pi=1 ∑nj=1 |ai j|2)1/2 te ∞-normu‖A‖∞ = maxi=1,2,...,p ∑nj=1 |ai j|.
2.1 Temeljne aproksimacije
Ovo poglavlje zapocˇinjemo teoremom kojim Heiny i Mikosch u [13] daju temeljne apro-
ksimacije za svojstvene vrijednosti matrice ZZt. Velicˇine koje aproksimiraju trazˇene vri-
jednosti su jednostavne strukture te imaju vrlo korisna svojstva. Jedno od njih je da je
njihovo asimptotsko ponasˇanje naslijedeno od svojstvenih vrijednosti te ima utjecaja i na
svojstvene vektore.
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Teorem 2.1.1. Neka je Z p×n matrica s nezavisno jednako distribuiranim komponentama.
Pretpostavljamo da su zadovoljeni sljedec´i uvjeti:
• uvjet regularne varijacije (1.5) za neki α ∈ (0, 4),
• E[Z] = 0 za α ≥ 2,
• niz prirodnih brojeva (pn) raste kao u (2.1) za neki β ≥ 0.
Tada vrijede sljedec´i rezultati:
1. Ako je β ∈ [0, 1], tada
a−2np maxi=1,2,...,p
|λ(i) − D→(i)|
P−→ 0. (2.7)
2. Ako je β > 1, tada
a−2np maxi=1,2,...,n
|λ(i) − D↓(i)|
P−→ 0. (2.8)
3. Ako je min(β, β−1) ∈ ((α/2 − 1)+, 1] , tada
a−2np maxi=1,2,...,p
|λ(i) − Z2(i),np|
P−→ 0. (2.9)
Napomena 2.1.2. Uocˇimo da se za razliku od slucˇajeva (1) i (3), u slucˇaju (2) trazˇi ma-
ksimalna vrijednosti po skupu indeksa {1, 2, . . . , n}. Buduc´i da p × p matrica ZZt i n × n
matrica ZtZ imaju iste pozitivne svojstvene vrijednosti, vrijedi λ(i) = 0 za i = min(p, n) +
1, . . . ,max(p, n). Nadalje, u slucˇaju kada je β ∈ (0, 1) za dovoljno veliki n je min(p, n) = p,
dok je za β > 1 max(p, n) = n za dovoljno veliki n. Dakle, jedino za β = 1 su moguc´a oba
slucˇaja n ≤ p i p ≤ n.
Napomena 2.1.3. Vazˇno je uocˇiti da uvjet min(β, β−1) ∈ ((α/2 − 1)+, 1] , u slucˇaju (3),
predstavlja restrikciju za α ∈ (2, 4). Takoder, iz ovog uvjeta slijedi (min(p, n))a−2np → 0.
Gornja implikacija zapravo govori da se centriranje an−2np D
→
i i an
−2
np D
↓
i u granicˇnim teore-
mima mozˇe izbjec´i.
Napomena 2.1.4. Na slici 2.1 ilustriramo razlike u aproksimacijama, tj. usporedujemo
distribucije pogresˇaka kada svojstvene vrijednosti (λ(i)) aproksimiramo s (D→(i)) kao sˇto je
sugerirano u prethodnom teoremu s (2.7), te sa (Z2(i),np) kao sˇto je sugerirano u (2.9). U
primjeru, gustoc´a Z za svaku komponentu matrice je dana s
fZ(x) =
 α(4|x|)α+1 , ako |x| > 1/41, inacˇe. (2.10)
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Na lijevoj slici pazˇnju obrac´amo na najvec´u svojstvenu vrijednost λ(1). Prikazani su
zagladeni histogrami pogresˇaka aproksimacije a−2np(λ(1) −D→(1)) i a−2np(λ(1) −Z2(1),np) za koje se
(vidi lemu 22 u [25]) pretpostavlja da su nenegativne.
Na desnoj slici pak gledamo zagladene histograme za maksimalne vrijednosti pogresˇaka
a−2np maxi=1,2,...,p |λ(i) −D→(i)| i a−2np maxi=1,2,...,p |λ(i) − Z2(i),np| kao sˇto je sugerirano u (2.7) i (2.9).
Iz grafova na slikama mozˇemo zakljucˇiti da su aproksimacije s (D→(i)) mnogo bolje od
onih sa (Z2(1),np).
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Slika 2.1: Zagladeni histogrami pogresˇaka aproksimacije za normalizirane svojstvene vri-
jednosti (a−2npλ(i)) za komponente Zit s gustoc´om (2.10), uz α = 1.6, β = 1, n = 1000 i
p = 200.
Dokaz teorema je vrlo zahtjevan i dokazuje se pomoc´u niza lema koje se mogu pronac´i,
kao i sam dokaz teorema u [13]. Veliki korak u dokazu cˇini i sljedec´i teorem, cˇiji se dokaz
mozˇe takoder pronac´i u radu [13] Heinyja i Mikoscha.
Teorem 2.1.5. Pretpostavimo da vrijede uvjeti teorema 2.1.1 za matricu podataka Z i stope
rasta (pn).
1. Ako je β ∈ [0, 1], tada
a−2np‖ZZt − diag (ZZt)‖2
P−→ 0, n→ ∞.
2. Ako je β ≥ 1, tada
a−2np‖ZtZ − diag (ZtZ)‖2
P−→ 0, n→ ∞.
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Napomena 2.1.6. Uocˇimo da za β ≥ 1 mozˇemo pisati n = p1/β`(p), tj. zamjenom p i n
drugi dio teorema slijedi direktno iz prvog.
Nadalje, iz teorema 2.1.5 slijedi da je najvec´a svojstvena vrijednost matrice ZZt odre-
dena dijagonalom matrice ZZt. Treba uzeti u obzir josˇ da dijagonalni elementi nemaju
kljucˇnu ulogu kada se promatra Wignerova matrica tesˇkih repova.
Teorem 2.1.5 ima za posljedicu sljedec´i rezultat o aproksimacijama najvec´ih svoj-
stvenih vrijednosti matrica ZZt i ZtZ s pripadnim dijagonalnim elementima diag (ZZt) i
diag (ZtZ).
Korolar 2.1.7. Pretpostavimo da vrijede uvjeti teorema 2.1.1 za matricu podataka Z i
stope rasta (pn).
1. Ako je β ∈ [0, 1], tada
a−2np maxi=1,2,...,p
|λ(i) − λ(i)(diag (ZZt))| P−→ 0, n→ ∞.
2. Ako je β > 1, tada
a−2np maxi=1,2,...,n
|λ(i) − λ(i)(diag (ZtZ))| P−→ 0, n→ ∞.
Dokaz. Neka su A i B p × p simetricˇne matrice. Po Weylovoj nejednakosti (1.16) slijedi
max
i=1,2,...,p
|λ(i)(A + B) − λ(i)(A)| ≤ ‖B‖2.
Sada, ako stavimo (A + B) = ZZt i A = diag ZZt (ili (A + B) = ZtZ i A = diag ZtZ) slijedi
upravo tvrdnja korolara. 
Tvrdnje (2.7) i (2.8) su direktne posljedice prethodnog korolara ako primijetimo da
vrijede sljedec´e jednakosti: λ(i)(diag (ZZt)) = D→(i) i λ(i)(Z
tZ) = D↓(i), i = 1, 2, . . . ,min(p, n).
2.2 Svojstveni vektori
Pretpostavimo da vrijede uvjeti teorema 2.1.5 i da je β ∈ [0, 1]. Kao sˇto smo vidjeli u
teoremu 2.1.5 diag (ZZt) je aproksimacija za ZZt u spektralnoj normi. Jer je p× p matrica
diag (ZZt) dijagonalna, njezini jedinicˇni svojstveni vektori su vektori kanonske baze e j ∈
Rp, j = 1, 2, . . . , p. Motivirani time mozˇemo postaviti pitanje jesu li vektori (e j) dobra
aproksimacija za svojstvene vektore (v j) matrice ZZt. S v j oznacˇavat c´emo svojstveni
vektor j-te najvec´e svojstvene vrijednosti λ( j) matrice ZZt. Pripadni jedinicˇni svojstveni
vektor j-te najvec´e svojstvene vrijednosti matrice ZZt je eL j , gdje je L j uredaj kao u (2.5).
Slutnju da je eL j dobra aproksimacija za v j dokazao je Heiny sljedec´im teoremom.
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Teorem 2.2.1. Pretpostavimo da vrijede uvjeti teorema 2.1.1 i neka je β ∈ [0, 1]. Tada za
svaki fiksni k ≥ 1,
‖vk − eLk‖`2
P−→ 0, n→ ∞.
Za dokaz teorema potreban nam je sljedec´i pomoc´ni rezultat koji navodimo bez dokaza
(propozicija A.1 u [6]).
Propozicija 2.2.2. Neka je H Hermiteova matrica i v jedinicˇni vektor takav da za neki
λ ∈ R i ε > 0,
Hv = λv + εw,
gdje je w jedinicˇni vektor takav da w ⊥ v.
1. Tada H ima svojstvenu vrijednost λε takvu da |λ − λε| ≤ ε.
2. Ako H ima samo jednu svojstvenu vrijednost (s uracˇunatom visˇestrukosti) takvu da
|λ− λε| ≤ ε, a sve ostale svojstvene vrijednosti su na udaljenosti d > ε od λ. Tada za
jedinicˇni svojstveni vektor vε koji pripada svojstvenoj vrijednosti λε vrijedi
‖vε − Pv(vε)‖`2 ≤
2ε
d − ε,
gdje je Pv oznaka za ortogonalni projektor na linearnu mnogostrukost razapetu vek-
torom v.
Sada prelazimo na dokaz teorema 2.2.1.
Dokaz. Fiksirajmo k ≥ 1. Ako uzmemo u obzir da p → ∞, onda mozˇemo pretpostaviti
da je k ≤ p za dovoljno velik n. Za matricu ZZt − diag (ZZt) komponente stupaca, za
j = 1, 2, . . . , p, su dane sa
ZZte j − D→j e j = (
n∑
t=1
Z1tZ jt . . . ,
n∑
t=1
Z j−1,tZ jt, 0,
n∑
t=1
Z j+1,tZ jt, . . . ,
n∑
t=1
ZptZ jt)t.
Po teoremu 2.1.5(1),
a−2np maxj=1,2,...,p
‖ZZte j − D→j e j‖`2 ≤ a−2np‖ZZt − diag (ZZt)‖2
P−→ 0, n→ ∞. (2.11)
Ako stavimo H(n) = a−2npZZ
t, v(n) = eLk ∈ Rp i λ(n) = a−2np D→Lk , tada vrijedi
a−2npZZ
teLk = a
−2
np D
→
LkeLk + ε
(n)w(n),
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gdje je w(n) = ‖ZZteLk − D→LkeLk‖−1`2 (ZZteLk − D→LkeLk) jedinicˇni vektor, a po (2.11) ε(n) =
a−2np‖ZZte j − D→j e j‖`2
P−→ 0.
Da bi mogli iskoristiti propoziciju 2.2.2, moramo josˇ pokazati da s vjerojatnosˇc´u koja
konvergira k 1, matrica ZZt nema drugih svojstvenih vrijednosti u dovoljno malom inter-
valu oko λ(k). Neka je s > 1. Definiramo skup
Ωn = Ωn(k, s) = {a−2np |λ(k) − λ(i)| > sε(n) : i , k = 1, 2, . . . , p}.
Iz (2.11) slijedi sε(n) → 0. Sada, koristec´i metodu koju su Heiny i Mikosch iskroristili u
[13], zakljucˇujemo
lim
n→∞P(Ω
c
n) = limn→∞P(a
−2
np min{λ(k−1) − λ(k), λ(k) − λ(k+1)} ≤ sε(n)) = 0.
Po propoziciji 2.2.2 jedinicˇni svojstveni vektor vk pridruzˇen svojstvenoj vrijednosti λ(k)
i projicirani vektor PeLk (vk) = (vk)LkeLk zadovoljavaju za fiksni δ > 0 sljedec´e:
lim sup
n→∞
P(‖vk − (vk)LkeLk‖`2 > δ)
≤ lim sup
n→∞
P({‖vk − (vk)LkeLk‖`2 > δ} ∩Ωn) + lim sup
n→∞
P(Ωcn)
≤ lim sup
n→∞
P({2ε(n)/(sε(n) − ε(n)) > δ} ∩Ωn)
≤ lim sup
n→∞
P({2/(s − 1) > δ}) = 1{2/(s−1)>δ}.
(2.12)
Desna strana u (2.12) je 0 za dovoljno velik s. S obzirom da su i vk i eLk jedinicˇni vektori
slijedi
‖vk − eLk‖`2
P−→ 0, n→ ∞,
sˇto dokazuje tvrdnju za svojstvene vektore. 
Kao sˇto smo vidjeli, postoji bliska veza izmedu vektora v j i eL j . Ti vektori dijele josˇ
jedno svojstvo, oni su lokalizirani. Za vektor kazˇemo da je lokaliziran ako je koncentriran u
samo nekoliko komponenti. U suprotnom, ako nije lokaliziran, kazˇemo da je delokaliziran.
Na sljedec´im grafovima ilustrirat c´emo lokaliziranost. Na slici 2.2 se nalaze komponente
svojstvenog vektora pridruzˇenog najvec´oj svojstvenoj vrijednosti matrice ZZt za simuli-
rane matrice podataka Z. Na desnom grafu se nalaze komponente svojstvenog vektora
koji je dobiven za matricu podataka cˇije su komponente nezavisno jednako distribuirane
iz Pareto(0.8) razdiobe. Na grafu uocˇavamo da je samo jedna od p = 200 komponenti
znacˇajno razlicˇita od 0, pa mozˇemo zakljucˇiti da je lokaliziran. Na lijevom grafu nalazi
se svojstveni vektor za najvec´u svojstvenu vrijednost kada su komponente takoder neza-
visne i jednako distribuirane standardne normalne. Za razliku od slucˇaja kada su kom-
ponente matrice iz Pareto razdiobe, na lijevom grafu vidimo da je mnogo komponenti
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svojstvenog vektora slicˇne velicˇine, stoga zakljucˇujemo da je delokaliziran. Pokazuje se da
kada komponente matrice podataka dolaze iz distribucije s beskonacˇnim cˇetvrtim mome-
ntom, svojstveni vektori su obicˇno lokalizirani. O slucˇaju Wignerove matrice visˇe se mozˇe
pronac´i u [6].
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Slika 2.2: Komponente vektora v1. Na lijevom grafu se nalaze podaci u slucˇaju kada
su komponente matrice podataka iz standardne normalne distribucije, dok se na desnom
nalaze u slucˇaju kada su iz Pareto(0.8) distribucije. Velicˇina matrice podataka za oba grafa
je p × n uz p = 200 i n = 1000.
2.3 Autokovarijacijske matrice
Zbog vazˇnosti teme u analizi visˇedimenzionalnih vremenskih nizova i sˇiroke primjene, u
ovom odjeljku prosˇirujemo dosadasˇnje rezultate na autokovarijacijske matrice.
Neka je (Zit) polje podataka, p × n matricu konstruiramo na sljedec´i nacˇin:
Z(s, k) = Zn(s, k) = (Zi−s,t−k)i=1,2,...,p;t=1,2,...,n, s, k ∈ Z.
Generalizirana uzoracˇka autokovarijacijska matrica (nenormalizirana) definirana je sa
(Z(0, 0)Z(s, k)t), s, k ∈ Z,
cˇije su komponente
(Z(0, 0)Z(s, k)t)i j =
n∑
t=1
Zi,tZ j−s,t−k, i, j = 1, 2, . . . , p.
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Uocˇimo, ako je min(|s|, |k|) , 0, generalizirana autokovarijacijska matrica nec´e biti sime-
tricˇna i mozˇe sadrzˇavati kompleksne svojstvene vrijednosti u svom spektru. Za daljnju
analizu koristit c´emo singularne vrijednosti. Singularna vrijednost kvadratne matrice Z
definira se kao korijen svojstvene vrijednosti matrice ZZt. U skladu s prijasˇnjom notaci-
jom singularne vrijednosti oznacˇavat c´emo s (λi(s, k)), a pridruzˇene uredajne statistike s
λ(1)(s, k) ≥ λ(2)(s, k) ≥ · · · ≥ λ(p)(s, k).
Teorem 2.3.1. Neka su s, k ∈ Z, a Z(0, 0) i Z(s, k) p × n matrice s nezavisno jednako
distribuiranim komponentama. Pretpostavljamo da su zadovoljeni sljedec´i uvjeti:
• Uvjet regularne varijacije (1.5) za neki α ∈ (0, 4).
• E[Z] = 0 za α ≥ 2.
• Niz prirodnih brojeva (pn) raste kao u (2.1) za neki β ≥ 0.
1. Ako je k , 0, tada
a−2npλ(1)(s, k)
P−→ 0.
Pretpostavimo sada da je k = 0, tada vrijede sljedec´i rezultati:
2. Ako je β ∈ [0, 1], tada
a−2np maxi=1,2,...,p−|s|
|λ(i)(s, 0) − D→(i)|
P−→ 0. (2.13)
3. Ako je β > 1, tada
a−2np maxi=1,2,...,n−|s|
|λ(i)(s, 0) − D↓(i)|
P−→ 0. (2.14)
4. Ako je min(β, β−1) ∈ ((α/2 − 1)+, 1] , tada
a−2np maxi=1,2,...,p−|s|
|λ(i)(s, 0) − Z2(i),np|
P−→ 0. (2.15)
Dokaz. U dokazu promatramo slucˇaj kada je β ∈ [0, 1], jer slucˇaj kada je β > 1 slijedi kao
i prije prelaskom sa ZZt na ZtZ korisˇtenjem Weylove nejednakosti (1.16). Ideja dokaza je
svesti ZZt na dijagonalnu matricu. U slucˇaju kada je k = 0, matricu Z(0, 0)Z(s, k)t reduci-
ramo na p×p matricu M(s,k) koja ima vrijednosti razlicˇite od 0 samo na s-toj sporednoj dija-
gonali. Komponente s-te sporedne dijagonale matrice M(s,k) su M(s,k)i,i+s, i = 1+ s−, . . . , p− s+,
gdje su s+, s− ≥ 0 pozitivan i negativan dio od s.
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Neka je k ∈ Z. Zbog jednostavnosti zapisa pretpostavljamo josˇ i da je s ≥ 0. Matricu
M(s,k) definiramo na sljedec´i nacˇin:
M(s,k)i,i+s = 1{k=0}(Z(0, 0)Z(s, k)
t)i,i+s = 1{k=0}
n∑
t=1
Z2it, i = 1, 2, . . . , p − s,
i M(s,k)i j = 0 za sve ostale i, j. Sada imamo(
(Z(0, 0)Z(s, k)t−M(s,k))(Z(0, 0)Z(s, k)t −M(s,k))t)i j
=
p∑
u=1
n∑
t1=1
n∑
t2=1
Zi,t1Z j,t2Zu−s,t1−kZu−s,t2−k1{i,u−s, j,u−s}
× (1{i= j} + 1{i, j,t1=t2} + 1{i, j,t1,t2})
= Di j + Fi j + Ri j.
(2.16)
Po lemi 4.1 u [13] za dekompoziciju u (2.16) vrijedi
a−4np‖D + F + R‖22
P−→ 0.
Iz toga slijedi
a−4np‖Z(0, 0)Z(s, k)t −M(s,k)‖22
= a−4np‖(Z(0, 0)Z(s, k)t −M(s,k))(Z(0, 0)Z(s, k)t −M(s,k))t‖2
P−→ 0.
Time je dovrsˇen dokaz prve tvrdnje. Kako s vjerojatnosˇc´u koja tezˇi k 1, matrica M(s,k) ima
trazˇene singularne vrijednosti, druga tvrdnja slijedi iz prve preko Weylove nejednakosti
(1.16). Dokaz cˇetvrte tvrdnje se mozˇe pronac´i u [13]. 
Poglavlje 3
Uzoracˇke autokovarijacijske matrice
U ovom poglavlju bit c´e prikazani neki rezultati o ekstremnim vrijednostima uzoracˇke
kovarijacijske i autokovarijacijske matrice visˇedimenzionalnih vremenskih nizova tesˇkog
repa. Zavisnost u strukturi visˇedimenzionalnih podataka cˇesto se proucˇava kroz kovarija-
cijsku matricu koja je tipicˇno procijenjena svojim uzoracˇkim analogonom. Na primjer, u
analizi glavnih komponenti, glavne komponente cˇine upravo svojstveni vektori uzoracˇke
kovarijacijske matrice koji su pridruzˇeni najvec´im svojstvenim vrijednostima, dok velicˇina
svojstvenih vrijednosti daje empirijsku mjeru vazˇnosti tih komponenti.
Takoder, u ovom poglavlju teorijski rezultati bit c´e ilustrirani na simuliranim i empirij-
skim podacima. Poglavlje zapocˇinjemo ilustracijama rezultata iz prethodnih poglavlja.
Slucˇaj distribucije lakog repa
Kao sˇto je prikazano u prethodnim poglavljima analiza visˇedimenzionalnih vremenskih ni-
zova s nezavisno jednako distribuiranim komponentama je puno razvijenija u slucˇaju kada
se radi o distribuciji lakog repa naspram one kod slucˇaja distribucije tesˇkog repa. U pr-
vom poglavlju vidjeli smo kako je Johnstone u [16] dokazao konvergenciju po distribuciji
najvec´e svojstvene vrijednosti uzoracˇke kovarijacijske matrice uz pogodnu normalizaciju
prema Tracy-Widom distribuciji. U slucˇaju gaussovske matrice podataka treba uzeti u obzir
da je racˇun uvelike olaksˇan cˇinjenicom da je matrica invarijantna na ortogonalne transfor-
macije. Kod matrica cˇiji podaci nisu gaussovski i matrica nije invarijantna na ortogonalne
transformacije, razvoj teorije je isˇao puno sporije zbog komplikacija u racˇunu. U radu [24]
koji su napisali Tao i Vu, rezultat je prosˇiren na matricu Z cˇije su komponente nezavisno
jednako distribuirane ali ne i normalne. Nadalje, oni su u svom radu pokazali konver-
genciju tehnikom u kojoj korak po korak komponente koje su normalne i za koje vrijedi
konvergencija po distribuciji zamijenjuju komponentama koje nisu normalne, ali imaju ista
prva cˇetiri momenta kao odgovarajuc´a normalna slucˇajna varijabla. Njihov rezultat je po-
sljedica takozvanog Teorema o cˇetiri momenta (eng. Four Moment Theorem) koji opisuje
26
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(a) Komponente matrice Z iz standardne nor-
mane razdiobe.
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(b) Distribucija komponenti matrice Z na
grafu je P(Z = −√3) = P(Z = √3) =
1/6,P(Z = 0) = 2/3.
Slika 3.1: Na grafovima su prikazane procjenjene uzoracˇke funkcije gustoc´e najvec´e svoj-
stvene vrijednosti, te su usporedene s funkcijom gustoc´e Tracy-Widom distribucije. Uzo-
rak je dobiven na temelju 2000 simuliacija matrice podataka Z dimenzije 200 × 1000.
neosjetljivost svojstvenih vrijednosti na promjenu distribucuje komponenti. Za razliku od
prethodno navedenog, u slucˇaju kada se radi o razdiobi koja nema konacˇan cˇetvrti moment,
normalizirana najvec´a svojstvena vrijednost prati Fre´chetovu distribuciju koja je definirana
u (1.21). Na slici 3.1 usporedene su uzoracˇke funkcije gustoc´e u slucˇaju kada su kompo-
nente iz standardne normalne distribucije i kada nisu. Uocˇimo da su prva cˇetiri momenta
(E[Z] = 0,E[Z2] = 1,E[Z3] = 0,E[Z4] = 3) distribucije cˇija je uzoracˇka gustoc´a prikazana
na desnoj slici upravo jednaka onima standardne normalne. U oba slucˇaja, na grafovima
se vidi da aproksimacija Tracy-Widom distribucijom vrlo dobro funkcionira. Na slici 3.2
ilustrirano je kako ovaj pristup nije dobar u slucˇaju kada ne postoji cˇetvrti moment, tj.
E[Z4] = ∞.
Na slici 3.1 usporedena je uzoracˇka funkcija gustoc´e normaliziranih najvec´ih svojstve-
nih vrijednosti koja je dobivena na temelju 2000 simulacija uzoracˇke kovarijacijske ma-
trice ZZt (n = 1000, p = 200) s Tracy-Widom gustoc´om. Ukoliko slucˇajna varijabla Z
nema konacˇan cˇetvrti moment i ako je zadovoljen uvjet regularne varijacije (1.5) onda za
granicˇnu distribuciju, umjesto Tracy-Widom, uzimamo Fre´chetovu distribuciju po (1.20).
Slika 3.2 ilustrira ovu cˇinjenicu na temelju simulacije uzoracˇke kovarijacijske matrice ZZt
tako da komponente matrice podataka Z dolaze iz distribucije (2.10).
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Slika 3.2: Na grafu su usporedene uzoracˇka funkcija distribucije najvec´e svojstvene vri-
jednosti λ(1) i Fre´chetova distribucija za α = 1.6. Rezultat se temelji na 2000 simulacija
matrice dimenzije 200 × 1000 s nezavisno jednako distribuiranim komponentama koje ne-
maju konacˇan cˇetvrti moment.
Slucˇaj tesˇkog repa
U ovom odjeljku fokus prebacujemo s distribucija koje imaju konacˇan cˇetvrti moment na
one kod kojih je on nije konacˇan. Pokazuje se da pretpostavka o konacˇnom cˇetvrtom
momentu mozˇe biti narusˇena kada se analiziraju podaci povezani s financijama, telekomu-
nikacijama i osiguranjima. Na slici 3.3 prikazani su donji i gornji repni indeks (αL, αU)
za p = 470 vremenskih nizova log-povrata komponenti od S&P 500 indeksa procjenjenih
na temelju n = 1259 dnevnih opazˇanja iz perioda od 8. veljacˇe 2013. godine do 7. veljecˇe
2018. godine. Rezultat je dobiven uz pretpostavku da se za svaki red (Zit)t=1,...,n od Z rep
ponasˇa kao
P(Zit > x) ∼ cU x−αU i P(Zit < −x) ∼ cLx−αL , x→ ∞,
za neke nenegativne konstante cU i cL. Repne indekse dobitaka i gubitaka procjenjujemo
tzv. Hillovim procjeniteljem. Za uredajne statistike X(1), X(2), . . . , X(n) koristec´i k najvec´ih
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vrijednosti u uzorku Hillov procjenitelj za repni indeks α je definiran formulom
αˆn,k =
(1
k
k∑
j=1
log
X(n− j+1)
X(n−k+1)
)−1
.
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Slika 3.3: Repni indeksi log-povrata od 470 vremenskih nizova koji cˇine S&P 500 index.
Procijenjene vrijednosti (αˆL, αˆU) donjeg i gornjeg repnog indeksa (αL, αU) dobivene su tzv.
Hillovim procjeniteljem. Na grafu je naznacˇen josˇ i pravac αˆL = αˆU .
Treba napomenuti da je procjena relativno gruba jer nisu uzeti u obzir ni zavisnosti ni
nestacionarnosti podataka. Na grafu se jasno vidi da vec´ina pozitivnih kao i negativnih
povrata, tj. gubitaka ima repne indekse manje od 4 sˇto odgovara nepostojanju cˇetvrtog mo-
menta. Ponasˇanje najvec´e svojstvene vrijednosti znacˇajno se mijenja kada Z nema konacˇan
cˇetvrti moment.
3.1 Konvergencija tocˇkovnih procesa
Kao sˇto je ranije spomenuto, Soshnikov [22, 23] je prvi pocˇeo proucˇavati ponasˇanje najvec´e
svojstvene vrijednosti λ(1) u slucˇaju regularno varirajuc´ih komponenti Zit za indeks α ∈
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(0, 2). On je pokazao konvergenciju tocˇkovnog procesa (u smislu konvergencije po distri-
bucije tocˇkovnih procesa iz odjeljka 1.6)
Nn =
p∑
i=1
εa−2npλi
d−→ N =
∞∑
i=1
ε
Γ
−2/α
i
, n→ ∞, (3.1)
pod uvjetom (1.2) za (pn). Ovdje je
Γi = E1 + E2 + · · · + Ei, i ≥ 1, (3.2)
gdje je (Ei) niz nezavisno jednako distribuiranih eksponencijalnih slucˇajnih varijabli, a εy je
Diracova mjera u y. Drugim rijecˇima, N je Poissonov tocˇkovni proces na (0,∞) s mjerom
ocˇekivanja µ(x,∞) = x−α/2, x > 0. Iz (3.1) je sada lako doc´i do distribucije od a−2npλ(k) za
fiksni k ≥ 1 :
lim
n→∞P(a
−2
npλ(k) ≤ x) = limn→∞P(Nn(x,∞) < k) = P(N(x,∞) < k) = P(Γ
−2/α
k ≤ x)
=
k−1∑
s=1
(µ(x,∞))s
s!
e−µ(x,∞), x > 0.
Sada, za k = 1, tj. za najvec´u svojstvenu vrijednost slijedi
λ(1)
a2np
d−→ Γ−α/21 , n→ ∞,
gdje granicˇna vrijednost ima Fre´chetovu distribuciju s parametrom α/2 i pripadnu funkciju
distribucije
Φα/2(x) = e−x
−α/2
, x > 0. (3.3)
Napomenimo josˇ da se uvjet regularne varijacije (1.5) u ovom slucˇaju mozˇe zamijeniti
slabijom pretpostavkom P(|Z| > x) = L(x)x−α za neku sporo varirajuc´u funkciju L koja
zadovoljava (1.4). Zajednicˇku konvergenciju visˇih uredajnih statistika dobivamo kao po-
sljedicu konvergencije iz (3.1) i teorema o neprekidnom preslikavanju: za svaki k ≥ 1,
a−2np(λ(1), λ(2), . . . , λ(k))
d−→ (Γ−α/21 ,Γ−α/22 , . . . ,Γ−α/2k ), n→ ∞.
Iz teorije o tocˇkovnim procesima za nezavisno jednako distribuirane tocˇke (vidi Resni-
ck [21, 20]) slijedi da (3.1) vrijedi i u slucˇaju ako Nn zamijenimo s tocˇkovnim procesom∑p
i=1
∑n
t=1 εa−2npZ2it . Tada takoder imamo za svaki k ≥ 1,
a−2np(Z
2
(1),np,Z
2
(2),np, . . . ,Z
2
(k),np)
d−→ (Γ−α/21 ,Γ−α/22 , . . . ,Γ−α/2k ), n→ ∞. (3.4)
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Kao sˇto je spomenuto ranije, ovaj rezultat je kasnije prosˇiren i na α ∈ (2, 4), kao i na
slucˇaj kada su retci matrice Z nezavisno jednako distriburiani linearni procesi s regularno
varirajuc´im sˇumom.
U nastavku dajemo ilustracije kako se aproksimacije iz teorema 2.1.1 mogu iskoristiti
za asimptotsku konvergenciju najvec´e svojstvene vrijednosti matrice ZZt preko konvergen-
cije odgovarajuc´eg tocˇkovnog procesa.
Lema 3.1.1. Neka je Z matrica dimenzije p × n s nezavisno jednako distribuiranim kom-
ponentama. Pretpostavljamo da su zadovoljeni sljedec´i uvjeti:
• Uvjet regularne varijacije (1.5) za neki α ∈ (0, 4).
• E[Z] = 0 za α ≥ 2.
• Niz prirodnih brojeva (pn) raste kao u (2.1) za neki β ≥ 0.
1. Ako je β ≥ 0, tada
p∑
i=1
εa−2np (D→i −cn)
d−→ N, n→ ∞, (3.5)
gdje cn = 0 ako je E[D→] = 0 i cn = E[D→] = nE[Z2] u suprotnom.
2. Ako je β ≥ 0, tada
p∑
i=1
εa−2np (Z→(i),np)
d−→ N, n→ ∞, (3.6)
Konvergencija tocˇkovnih procesa vrijedi na prostoru tocˇkovnih mjera s prostorom stanja
(0,∞) kojemu je pridruzˇena vague topologija (vidi odjeljak 1.6 za koncept konvergencije).
Napomena 3.1.2. Dokaz teorema mozˇe se pronac´i radu [13] Heinyja i Mikoscha. Slicˇni
rezultati su takoder korisˇteni u radovima [9, 10] Davisa i drugih. Nadalje, centriranje cn
u slucˇaju konacˇne varijance se mozˇe izbjec´i ako n/a2np → 0. Taj uvjet je zadovoljen ako je
β > α/2 − 1.
Pomoc´u teorema 2.1.1 i argumenata koje su koristili Davis i njegovi kolege u radovima
[9, 10] dolazimo do konvergencije tocˇkovnih procesa normaliziranih svojstvenih vrijedno-
sti.
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Teorem 3.1.3. Pretpostavimo da vrijede uvjeti leme 3.1.1. Ako je zadovoljen uvjet
min(β, β−1) ∈ ((α/2 − 1)+, 1] (3.7)
tada
p∑
i=1
εa−2npλi
d−→ N. (3.8)
u prostoru tocˇkovnih mjera s prostorom stanja (0,∞) kojemu je pridruzˇena vague topolo-
gija (vidi odjeljak 1.6 za detalje i koncept konvergencije).
Dokaz. Granicˇna relacija (3.8) slijedi iz (3.6) u kombinaciji s (2.9). Alternativno, mozˇemo
iskoristiti relaciju (3.5) za oba niza (D→i ) i (D
↓
i ) (uocˇimo, konvergencija drugog niza je
dobivena na slicˇan nacˇin kao i prije, zamjenom uloga n i p), cˇinjenicu da (max(n, p)/a2np →
0 ako je min(β, β−1) ∈ ((α/2− 1)+, 1] (stoga se centriranje tocˇaka (D→i ) i (D↓i ) u (3.5) mozˇe
izbjec´i zbog E[Z2] < ∞) i aproksimacije (2.7) ili (2.8). 
Kao posljedicu konvergencije normaliziranih svojstvenih vrijednosti matrice ZZt pre-
thodnog teorema Heiny i Mikosch u [13] dobivaju sljedec´e rezultate. Direktna posljedica
teorema, za svaki fiksni k ≥ 1, je
a−2np(λ(1), λ(2), . . . , λ(k))
d−→ (Γ−α/21 ,Γ−α/22 , . . . ,Γ−α/2k ) (3.9)
Koristec´i metode koje su zajedno s Davisom koristili u [9], Heiny i Mikosch u [13] doka-
zuju za α ∈ (2, 4)
a−2np(λ(1)−(max(p, n))E[Z2], . . . , λ(k)−(max(p, n))E[Z2])
d−→ (Γ−α/21 ,Γ−α/22 , . . . ,Γ−α/2k ). (3.10)
Relacije (3.9) i (3.10) povlacˇe da za α ∈ (0, 4) i za svaki fiksni k ≥ 1 vrijedi
a−2np(λ(1) − λ(2), . . . , λ(k) − λ(k+1))
d−→ (Γ−α/21 − Γ−α/22 , . . . ,Γ−α/2k − Γ−α/2k+1 ). (3.11)
Povezani rezultati mogu se dobiti i za rastuc´i broj uredajnih statistika. Na primjer,
zajednicˇka konvergencija najvec´e svojstvene vrijednosti a−2npλ(1) i traga a
−2
np(λ1+λ2+· · ·+λp).
Preciznije, za α ∈ (0, 2) pod uvjetima leme 3.1.1 vrijedi
λ(1)
λ1 + λ2 + · · · + λp
d−→ Γ
−α/2
1
Γ
−α/2
1 + Γ
−α/2
2 + · · · + Γ−α/2p
.
Visˇe primjera i detaljni dokazi mogu se pronac´i u radu [10] Davisa i njegovih kolega.
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3.2 Zavisnost izmedu redaka i stupaca
Detaljna matematicˇka analiza i rezultati iz ovog odjeljka mogu se pronac´i u radovima Da-
visa i njegovih kolega [9] i [10], radu Heinyja i Mikoscha [13] te radu [14] Heinyja, Mi-
koscha i Davisa.
Model
Kod proucˇavanja kovarijacijskih matrica visˇedimenzionalnih vremenskih nizova (Zn), pri-
rodno je pretpostaviti da postoji zavisnost izmedu komponenti (Zit). Model koji dopusˇta
linearnu zavisnost izmedu redaka i stupaca od Z definiran je relacijom
Zit =
∑
l∈Z
∑
k∈Z
hklXi−k,t−l, i, t ∈ Z, (3.12)
gdje je (Xit)i,t∈Z polje nezavisno jednako distribuiranih slucˇajnih varijabli a (hkl)k,l∈Z je polje
realnih brojeva. Bez obzira na to sˇto je linearna zavisnost restriktivna pretpostavka, ta
zavisnost omoguc´ava otkrivanje dijelova kovarijacijske matrice koji su odrednice najvec´ih
svojstvenih vrijednosti. Ako nizovi u (3.12) konvergiraju g.s., tada je (Zit) jako stacionarno
slucˇajno polje. Reprezentante polja X i Z oznacˇavat c´emo s X i Z. Pretpostavimo da je X
regularno varirajuc´a, tj. zadovoljava uvjet (1.5). Pretpostavimo takoder da vrijedi E[X] = 0
kad god E[X2] < ∞. Nadalje, da bi osigurali g.s. apsolutnu konvergenciju nizova u (3.12)
potreban nam je uvjet sumabilnosti ∑
l∈Z
∑
k∈Z
|hkl|δ < ∞ (3.13)
za neki δ ∈ (0,min(α/2, 1)). Uz uvjete regularne varijacije na X i sumabilnosti (3.13),
granicˇne i konacˇnodimenzionalne distribucije polja (Zit) su regularno varirajuc´e s indeksom
α, stoga kazˇemo da su polja (Zit) i (Xit) regularno varirajuc´a.
Model (3.12) je predstavio Davis sa svojim kolegama u radu [11], pretpostavljajuc´i da
su redovi nezavisno jednako distribuirani, te u sadasˇnjoj formi u svom radu [10].
Uzoracˇka kovarijacijska i autokovarijacijska matrica
Iz polja (Zit) konstruiramo matrice dimenzije p × n relacijom
Zn(s) = (Zi,t+s)i=1,2,...,p;t=1,2,...,n, s = 0, 1, 2, . . . . (3.14)
Kao i prije pisat c´emo Z = Zn(0). Nenormalizirane uzoracˇke autokovarijacijske matrice
dana su sljedec´om relacijom
Zn(0)Zn(s)t, s = 0, 1, 2, . . . . (3.15)
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s iz prethodne relacije nazivamo vremenski zaostatak (eng. lag). Za s = 0 dobivamo
uzoracˇku kovarijacijsku matricu.
U nastavku c´emo promatrati asimptotska svojstva (funkcija) svojstvenih i singularnih
vrijednosti kovarijacijskih i autokovarijacijskih matrica. Prisjetimo se, singularne vrije-
dnosti matrice A su korijeni svojstvenih vrijednosti pozitivno semidefinitne matrice AAt
i njezina spektralna norma ‖A‖2 je upravo jednaka najvec´oj singularnoj vrijednosti. Pri-
mijetimo, Zn(0)Zn(s)t nije simetricˇna pa stoga njezine svojstvene vrijednosti mogu biti
kompleksne. Da bi pojednostavili racˇun, promatrat c´emo svojstvene vrijednosti matrice
Zn(0)Zn(s)tZn(s)Zn(0)t, koje su kvadrati singularnih vrijednosti matrice Zn(0)Zn(s)t.Nada-
lje, za fiksne cijele brojeve n ≥ 1 i s ≥ 0 reciklirat c´emo λ-notaciju za singularne vrijednosti
λ1(s), λ2(s), . . . , λp(s) autokovarijacijske matrice Zn(0)Zn(s)t, radi suzbijanja ovisnosti o n.
Pripadne uredajne statistike oznacˇavat c´emo s
λ(1)(s), λ(2)(s), . . . , λ(p)(s). (3.16)
U slucˇaju kada je s = 0 koristit c´emo oznaku λi umjesto λi(0).
Notacija i aproksimacije
Definiramo pomoc´nu matricu izvedenu iz matrice koeficijenata H = (hkl)k,l∈Z s:
H(s) = (hk,l+s)k,l∈Z, M(s) = H(0)H(s)t, s ≥ 0.
Uocˇimo
(M(s))i j =
∑
l∈Z
hi,lh j,l+s, i, j ∈ Z. (3.17)
Singularne vrijednosti u padajuc´em poretku matrice M(s) oznacˇimo s:
v1(s) ≥ v2(s) ≥ . . . (3.18)
Neka je r(s) rang matrice M(s). Tada je vr(s) > 0 i vr(s)+1 = 0, ako je r(s) < ∞. U suprotnom
vi(s) > 0 za svaki i. Takoder, u skladu s prethodnom notacijom, pisˇemo r = r(0).
Uz uvjet sumabilnosti (3.13) za (hkl) i fiksni s ≥ 0,
∞∑
i=1
(vi(s))2 = ‖M(s)‖2F =
∑
i, j∈Z
∑
l1,l2∈Z
hi,l1h j,l1+shi,l2h j,l2+s
≤ c
( ∑
l1,l2∈Z
∑
i∈Z
|hi,l1hi,l2 |
)2
≤ c
∑
l1∈Z
∑
i∈Z
|hi,l1 | < ∞.
(3.19)
Stoga, sve singularne vrijednosti su konacˇne pa je uredaj u (3.18) opravdan.
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Napomena 3.2.1. U (3.19) i u nastavku koristimo oznaku c za konstantu cˇiji iznos nije
relevantan za rezultate.
Singularne vrijednosti λi(s) aproksimirat c´emo u terminima p najvec´ih vrijednosti, u
padajuc´em poretku za s ≥ 0,
δ(1)(s) ≥ δ(2)(s) ≥ · · · ≥ δ(p)(s),
γ→(1)(s) ≥ γ→(2)(s) ≥ · · · ≥ γ→(p)(s),
γ↓(1)(s) ≥ γ↓(2)(s) ≥ · · · ≥ γ↓(n)(s),
iz skupova
{X2(i),npv j(s), i = 1, 2, . . . , p; j = 1, 2, . . . },
{D→i v j(s), i = 1, 2, . . . , p; j = 1, 2, . . . },
{D↓t v j(s), t = 1, 2, . . . , n; j = 1, 2, . . . },
respektivno.
Aproksimacije singularnih vrijednosti
Sljedec´im teoremem Davis, Heiny i ostali, u svom radu [9], pruzˇaju vrlo korisne aproksi-
macije singularnih vrijednosti uzoracˇke autokovarijacijske matrice linearnog modela defi-
niranog u (3.12).
Teorem 3.2.2. Neka su za linearni model zadan u (3.12) zadovoljeni sljedec´i uvjeti:
• uvjet regularne varijacije (1.5) za neki α ∈ (0, 4),
• uvjet centriranja E[X] = 0 ako E[|X|] < ∞,
• uvjet sumabilnosti (3.13) za koeficijente matrice (hkl),
• (pn) rastu kao u (2.1) za neki β ≥ 0.
Tada za s ≥ 0 vrijedi sljedec´e:
1. Uzmimo u obzir dva disjunktna slucˇaja: α ∈ (0, 2) i β ∈ (0,∞) ili α ∈ [2, 4) i β
zadovoljava uvjet 3.7. Tada
a−2np maxi=1,2,...,p
|λ(i)(s) − δ(i)(s)| P−→ 0, n→ ∞. (3.20)
POGLAVLJE 3. UZORACˇKE AUTOKOVARIJACIJSKE MATRICE 36
2. Neka je β ∈ [0, 1]. Ako je α ∈ (0, 2] , E[X2] = ∞ ili α ∈ [2, 4) , E[X2] < ∞ i
β ∈ (α/2 − 1, 1] . Tada
a−2np maxi=1,2,...,p
|λ(i)(s) − γ→(i)(s)|
P−→ 0, n→ ∞.
Neka je β > 1. Ako je α ∈ (0, 2] , E[X2] = ∞ ili α ∈ [2, 4) , E[X2] < ∞ i β−1 ∈
(α/2 − 1, 1] . Tada
a−2np maxi=1,2,...,p
|λ(i)(s) − γ↓(i)(s)|
P−→ 0, n→ ∞.
Napomena 3.2.3. Dokaz teorema 3.2.2 mozˇe se pronac´i u radu [14] Heinyja, Mikoscha
i Davisa. Drugi dio teorema, uz restriktivnije uvjete na (pn), dokazali su Davis i njegovi
kolege u radu [10].
Konvergencija tocˇkovnih procesa
Uz pomoc´ teorema 3.2.2 i argumentacije kakvu koriste Davis, Mikosch i Pfaffel u doka-
zivanju rezultata u radu [10] mozˇemo doc´i do konvergencije tocˇkovnih procesa normali-
ziranih singularnih vrijednosti. Prisjetimo se prikaza tocˇaka (Γi) jedinicˇnim homogenim
Poissonovim procesom iz (3.2). Za s ≥ 0 definiramo tocˇkovni proces normaliziranih sin-
gularnih vrijednosti s
Nλ,sn =
p∑
i=1
εa−2np (λ(i)(0),λ(i)(1),...,λ(i)(s)). (3.21)
Teorem 3.2.4. Pretpostavimo da su zadovoljeni uvjeti teorema 3.2.2. Tada (Nλ,sn ) konver-
gira u prostoru tocˇkovnih mjera s prostorom stanja (0,∞)s+1 kojem je pridruzˇena vague
topologija (vidi odjeljak 1.6 za koncept konvergencije slucˇajnih mjera). Neka je zadovo-
ljeno α ∈ (0, 2] i β ≥ 0 ili α ∈ [2, 4) , E[X2] < ∞ i neka je zadovoljen uvjet (3.7). Tada
Nλ,sn
d−→ N =
∞∑
i=1
∞∑
j=1
ε
Γ
−2/α
i (v j(0),v j(1),...,v j(s))
, n→ ∞. (3.22)
Napomena 3.2.5. Dokaz prethodnog teorema kao i sve pomoc´e tvrdnje koje se koriste u
dokazu se mogu pronac´u u radu [9] Davisa, Heinyja i njihovih kolega.
Poglavlje 4
Primjene
Rad zakljucˇujemo poglavljem u kojem se nalaze ilustracije teorijskih rezultata iz pretho-
dnih poglavlja na simuliranim i stvarnim podacima te razni primjeri.
4.1 Uzoracˇke kovarijacijske matrice
Prisjetimo se, uzoracˇka kovarijacijska matrica Zn(0)Zn(0)
t
= ZZt je pozitivno semide-
finitna matrica pa se njezine svojstvene i singularne vrijednosti podudaraju. Nadalje,
v j = v j(0), j ≥ 1, su svojstvene vrijednosti matrice M = M(0).
Prva tvrdnja teorema 3.2.2 povlacˇi aproksimaciju uredenih vrijednosti (λ(i)) matrice
ZZt velicˇinama δ(i) koje su dobivene iz uredajnih statistika priduzˇenih (X2it). Druga tvrdnja
teorema nam govori o aproksimaciji vrijednosti (λ(i)) velicˇinama (γ
→/↓
(i) ) koje su dobivene
iz uredajnih statistika priduzˇenih sumama redaka i stupaca (D→/↓i ). U sljedec´em primjeru
ilustrirat c´emo kvalitetu ovih aproksimacija.
Primjer 4.1.1. U ovom primjeru komponente matrice Z simulirane su iz generalizirane
Pareto distribucije, s funkcijom gustoc´e
fZ(x) =
 α(4|x|)α+1 , ako |x| > 1/41, inacˇe. (4.1)
Po uzoru na Davisa, Heinyja i druge, u [9], simuliramo N = 20000 matrica Zn dimenzije
p × n za p = 200 i n = 1000 cˇije komponente imaju funkciju gustoc´e danu s (4.1). Pretpo-
stavljamo da je β = 1. Uocˇimo da je M = M(0) ranga jedan i da je v1 = 1. Procijenjene
distribucije pogresˇaka a−2np(λ(1) −D→(1)) i a−2np(λ(1) − Z2(1),np) temeljene na simulaciji prikazane
su na slici 4.1.
37
POGLAVLJE 4. PRIMJENE 38
0.000 0.005 0.010 0.015 0.020 0.025 0.030
0
20
0
40
0
60
0
80
0
Za
gl
ad
en
i h
ist
og
ra
m
anp
−2(λ(1) − D(1)→ )
medijan
anp
−2(λ(1) − Z(1)2 )
medijan
Slika 4.1: Na grafu su prikazane distribucije pogresˇaka aproksimacije svojstvenih vrije-
dnosti matrice a−2npZZ
t. Funkcija gustoc´e komponenti matrice Z dana je s (4.1) za α = 1.6
Na grafu se vidi da je gresˇka aproksimacije vrlo mala, sˇto se podudara s prethodnim
teorijskim rezultatima. Vrijedi sljedec´a teoretska konvergencija
a−2np sup
i
(D→(i) − λ(i)) + a−2np sup
i
(Z2(i),np − λ(i))
P−→ 0.
U slucˇaju konacˇnog n, nizovi (D→(i)) bolje aproksimiraju niz (λ(i)). Nadalje, prema konstru-
kciji, promatrane razlike bi trebale biti pozitivne, sˇto se i vidi na grafu. Takoder, na slici 4.1
vidimo da je medijan pogresˇke aproksimacije a−2np(λ(1) − D→(1)) vrlo blizu 0, sˇto ide u prilog
tocˇnosti aproskimacije.
Kao izravnu posljedicu teorema 3.2.4 i teorema o neprekidnom preslikavanju dobivamo
zajednicˇku konvergenciju najvec´ih svojstvenih vrijednosti matrice a−2npZnZ
t
n za α ∈ (0, 2) i
α ∈ (2, 4), kada β zadovoljava uvjet (3.7). Za fiksni k ≥ 1 dobivamo
a−2np(λ(1), λ(2), . . . , λ(k))
d−→ (d(1), d(2), . . . , d(k)),
gdje su d(1) ≥ d(2) ≥ · · · ≥ d(k) k najvec´ih uredenih vrijednosti iz skupa {Γ−2/αi v j, i =
1, 2, . . . , j = 1, 2, . . . , r}. Za fiksni k ≥ 1, posljedica teorema o neprekidnom preslikavanju
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je sljedec´a konvergencija o distribuciji:
λ(1)
λ(1) + λ(2) + · · · + λ(k)
d−→ d(1)
d(1) + d(2) + · · · + d(k) , n→ ∞. (4.2)
Posljedica primjene teorema o neprekidnom preslikavanju na konvergenciju po distri-
buciji za tocˇkovne procese iz teorema 3.2.4 je sljedec´i korolar. Tvrdnju navodimo bez
dokaza, a slicˇni rezultati, kao i sam dokaz, u slucˇaju α ∈ (2, 4) mogu se pronac´i u [10].
Prisjetimo se, za s ≥ 0 v j(s) su svojstvene vrijednosti matrice M(s), definirane u (3.18),
a r(s) je rang matrice M(s)
Korolar 4.1.2. Pretpostavimo da su zadovoljeni uvjeti teorema 3.2.2. Ako je α ∈ (0, 2] i
E[X2] = ∞, tada
a−2np
(
λ(1),
p∑
i=1
λi
)
d−→
(
v1Γ
−2/α
1 ,
r∑
j=1
v j
∞∑
i=1
Γ
−2/α
i
)
,
gdje Γ−2/α1 ima Fre´chetovu distribuciju (3.3), a
∑∞
i=1 Γ
−2/α
i ima distribuciju pozitivne α/2-
stabilne slucˇajne varijable. Preciznije, vrijedi:
λ1
λ1 + λ2 + · · · + λp
d−→ v1∑r
j=1 v j
Γ
−2/α
1∑∞
i=1 Γ
−2/α
i
, n→ ∞. (4.3)
Napomena 4.1.3. Omjer
λ(1) + λ(2) + · · · + λ(k)
λ1 + λ2 + · · · + λp , k ≥ 1,
igra vrlo vazˇnu ulogu u metodi glavnih komponenti. Taj omjer prikazuje udio varijance
u podacima koji mozˇemo objasniti preko prvih k glavnih komponenti. Iz korolara 4.1.2
slijedi da za fiksni k ≥ 1
λ(1) + λ(2) + · · · + λ(k)
λ1 + λ2 + · · · + λp
d−→ d(1) + d(2) + · · · + d(k)
d(1) + d(2) + . . .
.
Opc´enito, za granicˇnu varijablu ne znamo tocˇnu formu. Iznimno, u slucˇaju kada je r = 1
znamo, sˇto je ilustirano u primjeru 4.1.6. Takoder, uocˇimo da se trag matrice ZZt poklapa
s λ1 + λ2 + · · · + λp.
U sljedec´em primjeru dosadasˇnje teorijske rezultate ilustrirat c´emo na takozvanom mo-
delu pomicˇnih prosjeka (eng. moving average model).
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Primjer 4.1.4. Pretpostavimo da je α ∈ (0, 2) i
Zit = Xit + Xi,t−1 − 2(Xi−1,t − Xi−1,t−1), i, t ∈ Z. (4.4)
Uocˇimo, u ovom slucˇaju elementi matrice H koji su razlicˇiti od 0 su
h00 = 1, h01 = 1, h10 = −2 i h11 = 2.
Iz toga slijedi da M = HHt ima pozitivne svojstvene vrijednosti v1 = 8 i v2 = 2. Uz
prethodno izracˇunate vrijednosti, granicˇni proces iz (3.22) je u ovom primjer dan relacijom
N =
∞∑
i=1
ε8Γ−2/αi
+
∞∑
i=1
ε2Γ−2/αi
,
tako da
a−2np(λ(1), λ(2))
d−→ (8Γ−2/α1 ,min(2Γ−2/α1 , 8Γ−2/α2 )).
Cˇinjenicu da U = Γ1/Γ2 ima uniformnu distribuciju na (0, 1) mozˇemo iskoristiti za sljedec´i
racˇun
P(2Γ−2/α1 > 8Γ
−2/α
2 ) = P(Γ1/Γ2 < 2
−α) = 2−α ∈ (1/4, 1).
Preciznije, za normaliziranu sprektralnu razliku vrijedi
a−2np(λ(1) − λ(2))
d−→ 6Γ−2/α1 1{Γ14α/2<Γ2} + 8(Γ−2/α1 − Γ−2/α2 )1{Γ14α/2>Γ2}
a za samonormalizirajuc´u spektralnu razliku
λ(1) − λ(2)
λ(1)
d−→ 6
8
1{Γ12α<Γ2} + (1 − (Γ1/Γ2)2/α)1{Γ12α>Γ2}
=
3
4
1{U2α<1} + (1 − U2/α)1{U2α>1} = Y.
Granicˇna distribucija spektralne razlike ima atom u 3/4 s vjerojatnosˇc´u 2−α, tj. P(Y =
3/4) = 2−α i
P(Y ≤ x) = 1 − (1 − x)α/2, x ∈ (0, 3/4).
U slucˇaju kada su komponente granicˇne distribucije nezavisne i jednako distribuirane,
samonormalizirajuc´a spektralna razlika ima funkciju distribucije
F(x) = 1 − (1 − x)α/2, x ∈ [0, 1].
Dakle, atom nestaje u slucˇaju nezavisno jednako distribuiranih komponenti. Na slici 4.2
usporedene su funkcija distribucije slucˇajne varijable Y s F za α = 0.6. Jasno se vidi atom
u tocˇki 3/4.
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(b) podaci iz modela (4.4)
Slika 4.2: Funkcije distribucije (λ(1) − λ(2))/λ(1) za n.j.d. podatke (lijeva slika) i podatke
generirane iz modela (4.4) (desna slika). Na svakom grafu usporedene su procijenjena
uzoracˇka funkcija distribucije (crna linija) i teoretska krivulja (crvena linija), na temelju
1000 simulacija matrica dimenzija 200 × 1000 s distribucijom komponenata matrice kao u
(4.1).
Izmedu ostalog, vrijedi i sljedec´a konvergencija po distribuciji
(a−2npλ(1), λ(2)/λ(1))
d−→ (8Γ−2/α1 ,
1
4
1{U<2−α} + (1 − U2/α)1{U≥2−α}).
Iz prethodne relacije vidimo da je nosacˇ granicˇne distribucije druge varijable [1/4, 1) , te
da ima masu 2−α u tocˇki 1/4. Na slici 4.3 prikazan je histogram omjera (λ(2)/λ(1))2/α koji
je dobiven na temelju 1000 simulacija iz modela (4.4) dimenzija p = 200 i n = 1000, pri
cˇemu je distribucija sˇuma studentova t-distribucija s α = 1.5 stupnjeva slobode. Uocˇimo
2−α = 0.35355... te da je histogram izuzetno blizak onome sˇto bismo ocˇekivali dobiti na
temelju uzorka iz distribucije 2−α1{U<2−α} + U1{U≥2−α}.
Masa granicˇne diskretne komponente omjera mozˇe biti mnogo vec´a uz drugacˇije uvjete
na velicˇinu a−2npλ(1). Preciznije, za svaki ε ∈ (0, 1/4) i x > 0,
lim
n→∞P(ε < λ(2)/λ(1) ≤ 1/4|λ(1) > a
2
npx) = P(Γ1/Γ2 ≤ (x/8)−α/2) = G(x).
Funkcija G se priblizˇava 1 kada x → ∞ sˇto mozˇemo shvatiti kao indikator brzine kojom
dvije najvec´e svojstvene vrijednosti postaju linearno zavisne. Nadalje, iz napomene 4.1.3
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Histogram omjera svojstvenih vrijednosti
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Slika 4.3: Histogram dobiven na temelju simulacije 1000 omjera (λ(2)/λ(1))2/α iz modela
(4.4).
slijedi
λ(1)
λ1 + λ2 + · · · + λp
d−→ 4
5
Γ
−2/α
1∑∞
i=1 Γ
−2/α
i
.
Iz prethodne relacije vidimo da je granicˇna slucˇajna varijabla stohasticˇki manja nego u
slucˇaju nezavisno jednako distribuiranih komponenti (vidi 4.3).
Primjer 4.1.5. U prethodnim primjerima ilustrirano je ponasˇanje dvije najvec´e svojstvene
vrijednosti u opc´enitom slucˇaju kada je rang r matrice M vec´i od jedan. Opc´enito, vrijedi:
λ(2)
λ(1)
d−→ v2
v1
1{U<(v2/v1)α/2} + U
2/α1{U≥(v2/v1)α/2}.
Preciznije, granicˇna samonormalizirajuc´a spektralna razlika mozˇe se prikazati u sljedec´em
obliku:
λ(1) − λ(2)
λ(1)
d−→ v1 − v2
v1
1{U<(v2/v1)α/2} + (1 − U2/α)1{U≥(v2/v1)α/2}.
Granicˇna varijabla poprima vrijednosti u (0, 1 − v2/v1] te ima atom u lijevoj rubnoj tocˇki.
Ovo je u suprotnosti od slucˇaja n.j.d. komponenti kada je r = 1 (stoga v2 = 0) ukljucˇujuc´i
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slucˇaj kada su redovi nezavisno jednako distribuirani te rastavljiv model (vidi primjer
4.1.6).
Primjer 4.1.6. Smatramo da je model rastavljiv ako je hkl = θkcl, k, l ∈ Z, gdje su (θk) i (cl)
nizovi realnih brojeva takvi da su zadovoljeni uvjeti teorema 3.2.2. U ovom slucˇaju
M =
∑
l∈Z
c2l (θiθ j)i, j∈Z.
Uocˇimo, r = 1 sa samo jednom nenegativnom svojstvenom vrijednosti
v1 =
∑
l∈Z
c2l
∑
k∈Z
θ2k .
U ovom slucˇaju, granicˇni tocˇkovni proces iz teorema 3.2.4 je Poissonova slucˇajna mjera na
(0,∞) za koju je mjera ocˇekivanja od (y,∞) dana s (v1/y)α/2, y > 0 (vidi [9] za visˇe). Nor-
malizirane svojstvene vrijednosti se slicˇno ponasˇaju kao u slucˇaju nezavisno jednako di-
stribuiranih komponenti matrice podataka. Na primjer, log-razlike poprimaju iste granicˇne
vrijednosti kao u n.j.d. slucˇaju za fiksni k ≥ 1,
(log λ(1) − log λ(2), . . . , log λ(k) − log λ(k+1)) d−→ −2
α
(log(Γ1/Γ2), . . . ,Γk/Γk+1).
Isto opazˇanje mozˇemo primjeniti i na omjer najvec´e svojstvene vrijednosti i traga matrice
ZZt, u slucˇaju kada je α ∈ (0, 2) :
λ(1)
tr(ZZt)
=
λ(1)
λ1 + λ2 + · · · + λp
d−→ Γ
−2/α
1∑∞
i=1 Γ
−2/α
i
.
Granicˇna distribucija samonormalizirajuc´e spektralne razlike nema atom kao ni u slucˇaju
n.j.d. komponenti matrice podataka.
4.2 Analiza podataka indeksa S&P 500
U ovom odjeljku napravit c´emo kratku analizu najvec´e svojstvene vrijednosti univarijatnih
vremenskih nizova log-povrata koji tvore dionicˇki indeks S&P 500 (na stranici 28 nalazi se
opis podataka). Unatocˇ empirijskim dokazima da ovi univarijatni vremenski nizovi imaju
tesˇke repove (vidi sliku 3.3) ne ocˇekujemo da imaju iste repne indekse. Jedan nacˇin da
rjesˇimo ovaj problem je ignoriranje cˇinjenice da su repni ideksi razlicˇiti uz opravdanje da
su razlike medu indeksima male po iznosu te da dolaze iz gresˇke u obradi velike kolicˇine
podataka i same procjene velicˇina. Drugi nacˇin bi bio da agregiramo vremenske nizove sa
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Slika 4.4: Logaritmi omjera svojstvenih vrijednosti λ(i+1)/λ(i) za vremenske nizove koji
tvore S&P 500 indeks, nakon transformacije rangova. Na grafu su takoder prikazani
1, 50, 90%−tni kvantili (gornja-zelena, srednja-plava i donja-crvena linija, respektivno) va-
rijabli log((Γi/Γi+1)2).
slicˇnim repnim indeksom u iste grupe. Uocˇimo, u tom slucˇaju dimenzija p bi se smanjila.
Nadalje, grupiranje bi proveli proizvoljnom klasifikacijskom metodom. U ovoj analizi,
po uzoru na Davisa, Heinyja i ostale u [9], problem c´emo rijesˇiti preko transformacije
rangova. Prednost ovog pristupa rjesˇavanju problema je ciljano standardiziranje repova,
dok je mana gubitak kovarijacijske strukture nastale transformacijom podataka. Za danu
matricu podataka (Rit)i=1,...,p;t=1,...,n konstruiramo matricu Z transformacijom rangova
Zit = −
[
log
( 1
n + 1
n∑
τ=1
1{Riτ≤Rit}
)]−1
, i = 1, . . . , p; t = 1, . . . , n.
Kada bi redovi Ri1, . . . ,Rin bili nezavisno jednako distribuirani ( ili, opc´enitije, ergodicˇni
i stacionarni ) s neprekidnom distribucijom, tada bi prosjek unutar logaritamske funkcije
bio asimptotski uniforman na (0, 1) kako n→ ∞. Stoga bi Zit imao asimptotski standardnu
Fre´chetovu Φ1 distribuciju. U nastavku pretpostavljamo da su ranije spomenuti univarijatni
vremenski nizovi log-povrata S&P 500 indeksa podvrgnuti odgovarajuc´oj transformaciji
rangova te marginalnu distribuciju blizu Fre´chetove Φ1. U nastavku c´emo takoder koristiti
oznaku Z za transformiranu matricu.
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Na slici 4.4 su prikazani uzastopni logaritmi omjera padajuc´e uredenih svojstvenih vri-
jednosti log(λ(i+1)/λ(i)) matrice ZZt. Na grafu mozˇemo uocˇiti da su omjeri mali po iznosu
cˇak i za male i, tj. najvec´e svojstvene vrijednosti. Nadalje, na slici su takoder prikazani
kvantili slucˇajnih varijabli log((Γi/Γi+1)2) koji su dobiveni iz formule
P((Γi/Γi+1)2/α ≤ x) = xi·α/2, x ∈ (0, 1). (4.5)
Kako i raste, distribucija je koncentirana oko 1 (na grafu su prikazane logaritamske vri-
jednosti, stoga je na grafu koncentirana oko 0), sˇto je u skladu s Jakim zakonom velikih
brojeva koji povlacˇi Γi/Γi+1
g.s.−−→ 1, kako i → ∞. Asimptotske distribucije u (4.5) odgo-
varaju slucˇaju kada je rang matrice M jednak jedan. Tada su ukljucˇeni i slucˇaj kada su
komponente nezavisne i jednako distribuirane i rastavljiv model (vidi primjer 4.1.6).
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Slika 4.5: Prikaz logaritama omjera svojstvenih vrijednosti λ(i+1)/λ(i) za vremenske ni-
zove koji tvore S&P 500 indeks za originalne podatke. Na grafu su takoder prikazani
1, 50, 90%−tni kvantili (gornja-zelena, srednja-plava i donja-crvena linija, redom) varijabli
log((Γi/Γi+1)2/2.3). Vidi sliku 4.4 za usporedbu.
Za usporedbu, na slici 4.5 su prikazani logaritmi omjera svojstvenih vrijednosti za ne-
transformiranu matricu podataka S&P 500 indeksa. Kao i na prethodnoj slici, uz omjere
svojstvenih vrijednosti prikazani su i 1, 50, 99%−tni kvantili varijabli log((Γi/Γi+1)2/α). Po
uzoru na Davisa, Heinyja i ostale u [9], te motivacije iz slike 3.3 na kojoj se nalaze pro-
cijenjeni repni indeksi za podatke, prikazani kvantili su izracˇunati iz (4.5) za α = 2.3.
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Odabirom α = 2.3 pretpostavljamo jednakost repnih indeksa log-povrata, a odabiremo na
nacˇin da uzmemo priblizˇno najmanji repni indeks, tj. uzimamo priblizˇno onaj za koji je
99% ostalih repnih indeksa vec´e. Grafovi na slici 4.4 i na slici 4.5 su vrlo slicˇni. Ako
uzmemo u obzir razlicˇite vrijednosti na y osi, mozˇemo uocˇiti da graf na slici 4.5 za netran-
sformirane podatke ima vec´e omjere svojstvenih vrijednosti za vec´e i, tj. omjeri manjih
svojstvenih vrijednosti su malo vec´i od onih za podatke nakon transformacije rangova. Do-
datno, radi provjere robusnosti rezultata konstruiramo kvantile za drugacˇije odabrani α. Za
novi α uzimamo aritmeticˇku sredinu svih repnih indeksa prikazanih na slici 3.3, pri cˇemu
za svaki vremenski niz log-povrata uzimamo aritmeticˇku sredinu lijevog i desnog repnog
indeksa. Na slici 4.6 prikazani su omjeri svojstvenih vrijednosti za originalne podatke uz
α = 3.2. Usporedujuc´i slike 4.5 i 4.6 ne uocˇavamo znacˇajnu razliku, pa zakljucˇujemo da je
konstrukcija robusna na odabir α.
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Slika 4.6: Prikaz logaritama omjera svojstvenih vrijednosti λ(i+1)/λ(i) za vremenske ni-
zove koji tvore S&P 500 indeks za originalne podatke. Na grafu su takoder prikazani
1, 50, 90%−tni kvantili (gornja-zelena, srednja-plava i donja-crvena linija, redom) varijabli
log((Γi/Γi+1)2/3.2). Vidi sliku 4.5 za usporedbu.
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4.3 Sume kvadrata uzoracˇke autokovarijacijske matrice
U ovom odjeljku promatramo funkcije kvadratnih vrijednosti funkcija An(s) = Zn(0)Zn(s)t
dane s An(s)An(s)t za s = 0, 1, . . . . Po definiciji singularnih vrijednosti matrice (vidi
(3.16)), svojstvene vrijednosti pozitivno semidefinitne matrice An(s)An(s)t su (λ2i (s))i=1,2,...,p.
Sljedec´i rezultat je posljedica teorema 3.2.2.
Propozicija 4.3.1. Neka su za linearni proces (3.12) zadovoljeni uvjeti teorema 3.2.2.
Tada, za s ≥ 0 vrijede sljedec´e tvrdnje:
1. Uzmimo u obzir dva disjunktna slucˇaja: α ∈ (0, 2) i β ∈ (0,∞) ili α ∈ [2, 4) i β
zadovoljava uvjet 3.7. Tada
a−4np maxi=1,2,...,p
|λ2(i)(s) − δ2(i)(s)|
P−→ 0, n→ ∞.
2. Neka je β ∈ [0, 1]. Ako je α ∈ (0, 2] , E[X2] = ∞ ili α ∈ [2, 4) , E[X2] < ∞ i
β ∈ (α/2 − 1, 1] . Tada
a−4np maxi=1,2,...,p
|λ2(i)(s) − (γ→(i)(s))2|
P−→ 0, n→ ∞.
Neka je β > 1. Ako je α ∈ (0, 2] , E[X2] = ∞ ili α ∈ [2, 4) , E[X2] < ∞ i β−1 ∈
(α/2 − 1, 1] . Tada
a−4np maxi=1,2,...,p
|λ2(i)(s) − (γ↓(i)(s))2|
P−→ 0, n→ ∞.
Dokaz. Dokaz tvrdnje (1). Ako pokazˇemo da vrijedi
a−2np maxi=1,2,...,p
(λ(i)(s) + δ(i)(s)) = OP(1)
tvrdnja c´e slijediti iz teorema 3.2.2. Po teoremu 3.2.4 vrijedi
a−2np maxi=1,2,...,p
λ(i)(s) = a−2npλ(1)(s)
d−→ cξα/2, (4.6)
gdje ξα/2 ima Fre´chetovu Φα/2 distribuciju. Takoder, po teoremu 3.2.2 vrijedi
a−2np maxi=1,2,...,p
δ(i)(s)
d−→ cξα/2.
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Sada, koristec´i opet prvu tvrdnju teorema 3.2.2 vrijedi
a−4np maxi=1,2,...,p
|λ2(i)(s) − δ2(i)(s)|
≤ [a−2np maxi=1,2,...,p |λ(i)(s) − δ(i)(s)|][a
−2
np maxi=1,2,...,p
|λ(i)(s) + δ(i)(s)|]
≤ [a−2np maxi=1,2,...,p |λ(i)(s) − δ(i)(s)|][a
−2
np maxi=1,2,...,p
(|λ(i)(s)| + |δ(i)(s)|)] P−→ 0, n→ ∞.
Time je prva tvrdnja teorema dokazana.
Dokaz tvrdnje (2). Pretpostavimo da je sada β ∈ [0, 1] i α ∈ (0, 2] , E[X2] = ∞ ili
α ∈ [2, 4) , E[X2] < ∞ i β ∈ (α/2 − 1, 1] . Tada (4.6) takoder vrijedi i prema drugoj tvrdnji
teorema 3.2.2 i teoremu 3.2.4 vrijedi
a−2np maxi=1,2,...,p
γ→(i)(s)
d−→ cξα/2.
Iz prethodno navedenog, sada vrijedi
a−4np maxi=1,2,...,p
|λ2(i)(s) − (γ→(i)(s))2|
≤ [a−2np maxi=1,2,...,p |λ(i)(s) − γ
→
(i)(s)|][a−2np maxi=1,2,...,p |λ(i)(s) + γ
→
(i)(s)|]
≤ [a−2np maxi=1,2,...,p |λ(i)(s) − γ
→
(i)(s)|][a−2np maxi=1,2,...,p(|λ(i)(s)| + |γ
→
(i)(s)|)]
P−→ 0, n→ ∞.
Dokaz zadnje tvrdnje je analogan kao dokaz prethodne. 
Korisˇtenjem propozicije 4.3.1 i teorema o neprekidnom preslikavanju mozˇe se pokazati
sljedec´i rezultat za svojstvene vrijednosti
w(1)(s0, s1) ≥ · · · ≥ w(p)(s0, s1), 0 ≤ s0 ≤ s1,
pozitivno semidefinitne matrice
s1∑
s0=1
An(s)An(s)t. (4.7)
Propozicija 4.3.2. Pretpostavimo da je 0 ≤ s0 ≤ s1 i da su zadovoljeni uvjeti teorema
3.2.2. Ako su α ∈ (0, 4) i β ∈ (0, 2] ∩ (α/2 − 1, 1] tada vrijedi
a−4np |w(i)(s0, s1) − ω(i)(s0, s1)|
P−→ 0, n→ ∞,
gdje su ω(i)(s0, s1) padajuc´e uredene vrijednosti iz skupa {X4(i),npv j(s0, s1), i = 1, . . . , p; j =
1, 2, . . . } i (v j(s0, s1)) su padajuc´e uredene svojstvene vrijednosti matrice ∑s1s=s0 M(s)M(s)t.
POGLAVLJE 4. PRIMJENE 49
Primjer 4.3.3. Prisjetimo se rastavljivog modela iz primjera 4.1.6, tj. hkl = θkcl, k, l ≥ 0,
gdje su (θk) i (cl) nizovi realnih brojeva takvi da su uvjeti teorema 3.2.2 za (hkl) zadovoljeni.
U nastavku koristimo oznaku Θi j = θiθ j. Θ je simetricˇna matrica ranga 1 i jedina pripadna
svojstvena vrijednost razlicˇita od nule jednaka je γθ(s) =
∑∞
k=0 θ
2
k . Stoga, mozˇemo zakljucˇiti
da je pozitivno semidefinitna. Iz (3.17) slijedi
M(s) = γc(s)Θ, s ≥ 0.
gdje
γc(s) =
∞∑
l=0
clcl+s, s ≥ 0.
Matrica M(s) ima samo jednu svojstvenu vrijednosti razlicˇitu od nule i ona je jednaka
γc(s)γθ(0). Brojevi (γc(s)) mogu biti pozitivni i negativni (oni tvore autokovarijacijsku funk-
ciju stacionarnog linearnog procesa s koeficijentima (cl)). Prema tome, matrica M(s) je
pozitivno semidefinitna ili negativno semidefinitna. Pretpostavimo da je sljedec´a matrica
pozitivno semidefinitna
s1∑
s=s0
M(s)M(s)t =
s1∑
s=s0
γ2c(s)ΘΘ
t.
Ova matrica je ranga 1 i najvec´a pripadna svojstvena vrijednost dana je sa
Cc,θ(s0, s1) =
s1∑
s=s0
γ2c(s)γ
2
θ(s).
Propozicija 4.3.2 povlacˇi da su padajuc´e uredene svojstvene vrijednosti matrice
a−4np
∑s1
s0=1
An(s)An(s)t uniformno aproksimirane velicˇinama
a−4np X
4
(i),npCc,θ(s0, s1), i = 1, . . . , p. (4.8)
Zbog
Cc,θ(s0, s1) =
s1∑
i=s0
Cc,θ(i, i)
dolazimo do iznimnog rezultata
a−4np maxi=1,2,...,p
∣∣∣∣∣λ(i)( s1∑
s0=1
An(s)An(s)t
)
− X4(i),npCc,θ(s0, s1)
∣∣∣∣∣
= a−4np maxi=1,2,...,p
∣∣∣∣∣ s1∑
s0=1
λ(i)(An(s)An(s)t) − X4(i),npCc,θ(s0, s1)
∣∣∣∣∣ + OP(1).
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Slika 4.7: Najvec´e svojstvene vrijednosti sume kvadrata autokovarijacijskih matrica
usporedene sa sumom najvec´ih svojstvenih vrijednosti istih matrica za matricu podataka
S&P 500 dionicˇkog indeksa za razlicˇite vrijednosti s1. Vrijednosti su vrlo bliske. Takoder,
prikazani su omjeri dviju vrijednosti.
Za s1 ≥ s0 dobivamo konvergenciju po distribuciji tocˇkovnih procesa prema Poissonovoj
slucˇajnoj mjeri (vidi odjeljak 1.6 za koncept konvergencije):
p∑
i=1
ε
a−4np
(
λi
(∑s0
s0=1
An(s)An(s)t
)
,...,λi
(∑s1
s0=1
An(s)An(s)t
))
d−→
∞∑
i=1
ε
Γ
−4/α
i
(
Cc,θ(s0,s0),...,Cc,θ(s0,s1)
), n→ ∞.
Primjer 4.3.4. Na slici 4.7 usporedene su najvec´e svojstvene vrijednosti matrice
λ(1)(
∑s1
s=0 An(s)An(s)
t) za s1 = 0, 1, 2, . . . , 5 i
∑s1
s=0 λ(1)(An(s)An(s)
t) za vremenske nizove
log-povrata S&P 500 dionicˇkog indeksa (podaci su opisani na stranici 28). Podaci nisu
podvrgnuti transformaciji rangova. Na lijevom grafu mozˇemo uocˇiti da su velicˇine vrlo
blizu za razlicˇite vrijednost s1. Ovu pojavu mozˇemo objasniti strukturom svojstvenih vrije-
dnosti opisanoj u primjeru 4.3.3. Takoder, uocˇimo da najvec´a svojstvena vrijednost matrice
An(0)An(0)t najvisˇe doprinosi velicˇinom vrijednostima na slici 4.7.
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Sazˇetak
Posljednjih godina, motivirani zahtjevima iz primjena, mnogi matematicˇari svoja su istra-
zˇivanja usmjerili na slucˇajne matrice rastuc´ih dimenzija. U ovom radu opisani su razlozi
usmjeravanja pazˇnje na uzoracˇke kovarijacijske i korelacijske matrice podataka te pripadne
svojstvene vrijednosti i svojstvene vektore.
U prvom poglavlju je napravljen kratak pregled dosadasˇnjih rezultata na temu asimpto-
tskog ponasˇanja najvec´ih svojstvenih vrijednosti slucˇajnih kovarijacijskih matrica rastuc´ih
dimenzija u kontekstu tzv. gaussovskih matrica. Takoder, napravljen je pregled rezultata u
slucˇaju razdioba s regularno varirajuc´im repovima, kod kojih je razvoj teorije isˇao sporije.
Naredna poglavlja bave se recentnim rezultatima u slucˇaju razdioba s regularno varirajuc´im
repovima.
Drugo poglavlje sadrzˇi rezultate najnovijih istrazˇivanja o asimptotskom ponasˇanju naj-
vec´e svojstvene vrijednosti uzoracˇke kovarijacijske matrice za matricu podataka s neza-
visno jednako distribuiranim komponentama, cˇije pripadne distribucije karakterizira tezˇak
rep. Takoder, prikazani su rezultati o svojstvenim vektorima pridruzˇenim najvec´im svoj-
stvenim vrijednostima i generalizacija na autokovarijacijske matrice.
U trec´em poglavlju uvedena je zavisnost izmedu redaka i stupaca matrice podataka.
Nadalje, prikazano je kako se asimptotska konvergencija najvec´e svojstvene vrijednosti
mozˇe dobiti iz konvergencije odgovarajuc´eg tocˇkovnog procesa.
Konacˇno, u cˇetvrtom poglavlju su ilustrirani rezultati iz prethodnih poglavlja na simu-
liranim i empirijskim podacima. Na kraju je provedena kratka analiza vremenskih nizova
komponenti S&P 500 dionicˇkog indeksa.
Summary
In recent years, motivated by the application, many mathematicians have been focusing
their research on random matrices of growing dimensions. This Master’s Thesis descri-
bes the reason why great attention is paid to the sample covariance and correlation data
matrices and their eigenvalues and the corresponding eigenvectors.
In the first chapter, in the context of so-called Gaussian data matrices, a brief review of
the results on the asymptotic behaviour of the largest eigenvalues and corresponding eige-
nvectors of random covariance matrices with growing dimensions is presented. Also, an
overview of the results in the case of the distributions which satisfy regular variation con-
dition was made, where the development of the theory progressed more slowly. Chapters
afterwards contain recent results in the case of distributions which satisfy regular variation
condition.
The second chapter contains the results of the newest research on the asymptotic be-
havior of the largest eigenvalue of the sample covariance matrix for data matrix with in-
dependent and identically distributed components, coming from heavy tailed distribution.
Also, the results on the eigenvectors associated with the largest eigenvalues, as well as the
generalization on the autocovariance matrices, are presented.
The third chapter introduces the dependence between the rows and columns of the data
matrix. Furthermore, it is presented that asymptotic convergence of the largest eigenvalue
can be obtained from the convergence of the corresponding point processes.
Finally, the illustrations on simulated and empirical data of theoretical results from the
preceeding chapters are given in the fourth chapter. Lastly, a brief analysis of the time
series components of the S&P 500 stock index was conducted.
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