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Generalization of Klain’s Theorem to Minkowsky
Symmetrization of compact sets and related topics
Jacopo Ulivelli ∗
Abstract
We shall prove a convergence result relative to sequences of Minkowski symmetrals of
compact sets. In particular, we investigate the case when this process is induced by sequences
of subspaces whose elements belong to a finite family, following the path marked by Klain in
[10], and the generalizations in [4] and [2].
We prove an analogue result for Fiber symmetrization of a specific class of compact sets,
namely the convex shells. The idempotency degree for symmetrization of this family of sets
is investigated, leading to a simple generalization of a result from Klartag [11] regarding the
approximation of a ball through a finite number of symmetrizations.
Two counterexamples to convergence of sequences of symmetrals in the plane are proven,
extending some ideas in [2] to a wider class of i-symmetrizations, which include the Minkowski
one.
1 Introduction
Steiner symmetrization has been introduced in attempting to prove the isoperimetric inequality for
convex bodies in Rn. Its most useful feature is that there are sequences of hyperplanes such that
the corresponding successive symmetrals of a convex body always converges to a ball. Nowadays
this property is employed in standard proofs of not only the isoperimetric inequality but also of
other potent geometric inequalities, like the Brunn-Minkowski, Blascke -Santalò or Petty projection
inequality. Recently its role has been crucial in the solution of a long due open problem about
Affine Quermassintegrals [14]. Other symmetrizations, like Minkowski and Schwarz satisfy a similar
property.
Let us introduce some terminology. Let E be the class Knn of convex bodies in Rn or the class Cn
of compact sets in Rn. Given a subspace H ⊂ Rn let ♦H denote a symmetrization over E , i.e. a
map which associates to every set in E a set in E symmetric with respect to H . Given a sequence
{Hm} of subspaces and K ∈ E we define the sequence
Km = ♦Hm . . .♦H2♦H1K.
For which sequences {Hm} and for which symmetrizations ♦H the sequence {Km} converges for
each K ∈ E? This process depends on the class E , on the definition of ♦H and on the sequence
{Hm} (and, in particular, on the dimension of the subspaces). This research belongs to a series
which is trying to better understand the convergence of this process.
The cases which have been studied most are those of Steiner, Schwarz and Minkowski symmetriza-
tions in the class Knn and for symmetrizations with respect to hyperplanes but some results are
available also for more general symmetrizations, for the class of compact sets and for subspaces
of any dimension. See, for instance Klartag [11], Coupier and Davydov[7], Volcic [18], Bianchi,
Gardner and Gronchi [4] and the very recent [1] from Asad and Burchard.
We start from the analysis and extension of a counterexample from [2], where is proven that
for suitable sequences of directions it is not possible to achieve convergence for the corresponding
sequence of Steiner symmetrals of compact sets, provided that the set is chosen to have certain
properties. In the first generalization we prove that the impossibility of convergence depends only
on the presence of a perpetually spinning segment contained in the sequence of symmetrals. In
the second one we use a technical result from [3] to extend the same idea to a wider class of
symmetrizations.
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The rest of this work is devoted to some generalization of the following result proved by D.A.
Klain in [10].
Theorem 1.1 (Klain). Given K ∈ Knn and a finite family F = {Q1, ..., Ql} ⊂ G(n, n−1), consider
a sequence of subspaces {Hm}m∈N such that for every m ∈ N, Hm = Qj for some 1 ≤ j ≤ l. Then
the sequence
Km := SHm ...SH1K
converges to a body L ∈ Knn. Moreover, L is symmetric with respect to Qj for every Qj which
appears infinitely often in the sequence.
This result has been vastly extended in [4]. In particular it holds for Minkowski symmetrization,
Fiber symmetrization and Minkowski-Blaschke symmetrization. We will properly define these and
other concepts in the next section. In [2] it is proven a generalization of Theorem 1.1 for the Steiner
symmetrization of compact sets, and our goal will be to prove the same for Minkowski and Fiber
symmetrizations, partially answering a question posed in [4].
In Section 4, after observing that we lose the properties of being idempotent when passing from
convex to compact sets, we prove a first result regarding the iteration of the same Minkowski
symmetrization over a compact set. We use the ideas in this result and the Shapley-Folkman-
Starr Theorem (see for example [17] for Starr’s version, or [16] for a complete development of the
subject) to prove Klain’s result for the Minkowski symmetrization of compact sets, which is a direct
consequence of our main result.
Theorem 1.2. Let K be a convex compact set and let {Hm} be a sequence of subspaces of Rn (not
necessarily of the same dimension) such that the sequence of iterated symmetrals
Km :=MHm ...MH1K
converges to a convex compact set L in Hausdorff distance. Then the same happens for every
compact set K˜ such that conv(K˜) = K, and the sequence K˜m, defined as K˜m :=MHM . . .MH1K˜,
converges to the same limit L.
In Section 5 we introduce the concept of convex shell, a generalization of the more known convex
annulus. We say that a set is a convex shell if it is the difference between a convex compact set L
and an open set whose closure is contained in the interior of L. We exploit the properties of this
objects of having positive measure and convex outer boundary to prove some results regarding the
existence of a degree of idempotency for Minkowski and Fiber symmetrizations depending only on
the body, and not on the dimension of the space. By these means we provide some characterizations
of invariance under symmetrization for this kind of sets. We conclude proving Klain’s Theorem
for compact sets with convex outer boundary and positive measure.
Theorem 1.3. Let K be a compact set such that ∂conv(K) ⊂ K and |K| > 0, F = {Q1, ..., Qs} a
family of subspaces of Rn, and {Hm} a sequence such that {Hm} ∈ F for every m ∈ N. Then the
sequence
Km := FHm ...FH1K
converges to a convex set L. Moreover L it is the limit of the same symmetrization process applied
to conv(K), and it is symmetric with respect to all the subspaces of F which appear infinitely often
in {Hm}.
2 Preliminaries
As usual, Sn−1 denotes the unit sphere in the Euclidean n-space Rn with Euclidean norm ‖·‖.
The term ball will always mean an n-dimensional euclidean ball, and the unit ball in Rn will be
denoted Bn. B(x, r) is the ball with center x and radius r. If x, y ∈ Rn, we write x ·y for the inner
product. If x ∈ Rn \ {o}, then x⊥ is the (n − 1)-dimensional subspace orthogonal to x. G(n, i)
denotes the Grassmanian of the i-dimensional subspaces of Rn, 1 ≤ i ≤ n− 1, and if H ∈ G(n, i),
H⊥ is the (n − i)-dimensional subspace orthogonal to H . By subspace we mean linear subspace.
Given x ∈ R, ⌊x⌋ is the floor function of x.
If X is a set, we denote by convX its convex envelope, and ∂X its boundary. If H ∈ G(n, i),
then X |H is the (orthogonal) projection of X on H . If X and Y are sets in Rn and t ≥ 0, then
tX := {tx : x ∈ X} and
X + Y := {x+ y : x ∈ X, y ∈ Y }
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denotes the Minkowski sum of X and Y . For X measurable set, its volume in the respective
dimension will be |X |.
When H ∈ G(n, i), we write RH for the reflection of X in H , i.e. the image of X under the map
that takes x ∈ Rn to 2(x|H)− x, where x|H is the projection of x onto H . If RHX = X , we say
that X is H-symmetric.
We denote by Cn the class of nonempty compact subsets of Rn. Kn will be the class of non empty
compact convex subsets of Rn and Knn is the class of convex bodies, i.e. members of Kn with interior
of positive measure. In the same way we define Cnn . If K ∈ Kn, then
hK(x) := sup{x · y : y ∈ K},
for x ∈ Rn, defines the support function hK of K. With the support function we can define the
mean width of a convex body K, which is
w(K) :=
1
|∂Bn|
∫
Sn−1
(hK(ν) + hK(ν))dν :=
∫−
Sn−1
(hK(ν) + hK(ν))dν.
If X is a measurable set such that |X | > 0 and f : X → R is a measurable function, notationwise
we have ∫−
X
f(ξ)dξ :=
1
|X |
∫
X
f(ξ)dξ.
The aforementioned spaces Cn and Kn are metric spaces with the Hausdorff metric, which is given
in general for two sets A,B by
dH(A,B) := sup{e(A,B), e(B,A)},
where
e(A,B) := sup
x∈A
d(x,A)
is the excess of the set A from the set B, and d(x,A) is the usual distance between a point and a
set. The completeness of such metric spaces is a classic result [6], we will refer to it as Blaschke
selection Theorem both in convex and compact context.
Another classical result we will refer to is the Brunn-Minkowski inequality. Given two compact
sets A,B, it states that
|A+B|1/n ≥ |A|1/n + |B|1/n,
where equality holds if and only if A is convex and B is a homothetic copy of A (up to subsets of
volume zero).
Given C ∈ Cn, H ∈ G(n, i), 1 ≤ i ≤ n− 1, we recall the definition of some symmetrizations:
• Schwarz symmetrization:
SHC :=
⋃
x∈H
B(x, rx),
where rx is such that |B(x, rx)| =
∣∣C ∩ (H⊥ + x)∣∣, andB(x, rx) ⊂ H⊥+x. If ∣∣C ∩ (H⊥ + x)∣∣ =
0 then rx = 0 when C ∩ (H⊥+x) 6= ∅, while when the section is empty then the symmetriza-
tion keeps it empty.
For i = n−1 we have Steiner symmetrization. We will refer to the general case 1 ≤ i ≤ n−1
as Schwarz symmetrization.
• Minkowski symmetrization:
MHC :=
1
2
(C +RHC).
We will also consider the case i = 0, which is called the central Minkowski symmetrization
MoK =
K −K
2
.
• Fiber symmetrization:
FHC :=
⋃
x∈H
[
1
2
(
C ∩ (H⊥ + x)) + 1
2
(
RHC ∩ (H⊥ + x)
)]
.
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Observe that, calling MH⊥,x the central Minkowski symmetrization with respect to x in
H⊥ + x identified with Rn−i, we can write
FHK =
⋃
x∈H
MH⊥,x(K ∩ (H⊥ + x)).
• Minkowski-Blaschke symmetrization: If K is a convex compact set we define
hMHK(u) :=


∫−
Sn−1∩(H⊥+u)
hK(v)dv, if
∣∣Sn−1 ∩ (H⊥ + u)∣∣ 6= 0 in Rn−i
hK(u), otherwise.
At the end of Section 4 we will see that we can extend this definition to any compact set
using the support function of its convex envelope.
Consider a family of bodies B and a subspace H ∈ G(n, i), then an i-symmetrization is a map
♦H : B → BH ,
where BH are the H-symmetric elements of B.
We state for later use some properties of i-symmetrizations. Consider K,L ∈ B, H a subspace in
R
n, then we have:
Monotonicity: K ⊂ L⇒ ♦HK ⊂ ♦HL;
H-symmetric invariance: RHK = K ⇒ ♦HK = K;
H-orthogonal translation invariance for H-symmetric sets: RHK = K, y ∈ H⊥ ⇒ ♦H(K + y) =
♦HK.
When this three properties hold, we have the following result from [3].
Lemma 2.1. Let H ∈ G(n, i), 1 ≤ i ≤ n − 1, B = Kn or Knn. If ♦ is a i-symmetrization such
that it has the properties of monotonicity, H-symmetric invariance and H-orthogonal translation
invariance for H-symmetric sets, then
FHK ⊂ ♦HK ⊂MHK
for every K ∈ B.
Notice that these properties hold for Steiner, Minkowski and Fiber symmetrizations, while the
first and the third hold for Schwarz symmetrization.
3 Two new counterexamples
Example 3.1. We first present and comment an example from [2].
In [2] it is proved that for certain kind of sequences of directions in the plane it is possible to
construct a compact set K such that the sequence of iterated Steiner symmetrals induced by those
directions does not converge. These sequences are built as follows.
Consider a sequence of angles {αm} ⊂ (0, π/2) such that∑
m∈N
αm = +∞,
∑
m∈N
α2m < +∞, (1)
and take the further sequence of directions given by
um := (cosβm, sinβm),
where
βm :=
m∑
j=1
αj .
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Let 0 < γ :=
∏
m∈N cosαm and let Ui := span(ui), if we consider a compact set K with area
0 < |K| < π(γ/2)2 and containing a horizontal unitary segment ℓ centered in the origin, the
sequence of compact sets
Km := SUm ...SU1K
doesn’t converge.
The main idea behind this example is that the sequence of directions {um}, which corresponds to
the directions of the projections
ℓm := Km−1|Um = Km ∩ Um
is dense in S1. In fact K1 ⊃ ℓ1, K2 ⊃ ℓ2, and so on for the monotonicity of Steiner symmetrization.
Thus the the sequence {ℓm} is perpetually counterclockwise spinning around the origin, and the
length of ℓm always exceeds γ. Now, if a limit exists for Km, it must contain a ball of diameter γ,
but this is a contradiction because |K| < π(γ/2)2.
In the next example we see that what really matter are the rotations of a suitable sequence of
segments, like {ℓm}.
Example 3.2. Now we observe what happens when our symmetrizations are close to π/2, while
in the previous one the angles were close to 0.
Proof. Consider a sequence {αm} ⊂ (0, π/2) of angles with the properties (1) in Example 3.1.
With it we build the sequence
νm :=
π
2
+
m∑
j=1
αm,
and a corresponding sequence of directions um := (cos νm, sin νm). This corresponds to a process
where the rotating frame of reference is
cos

m−1∑
j=1
αm

 , sin

m−1∑
j=1
αm



 ,

cos

π/2 + m−1∑
j=1
αm

, sin

π/2 + m−1∑
j=1
αm



 ,
which are respectively the horizontal and vertical axes, and at the m-th iteration the new sym-
metrization will exceed the rotated vertical axis of αm degrees.
Consider an ellipse E with a horizontal unitary segment ℓ as larger diameter, centered in the
origin and with axes lying on the directions of the orthogonal frame of reference. Moreover we
require that |E| < π(δ/2)2, where
δ :=
∏
m∈N
cosαm > 0.
We start observing what happens for a single symmetrization in a direction u := (cosα, sinα), α ∈
(π/2, π). Applying the symmetrization SU , U := span{u}, to E, for the monotonicity of Steiner
symmetrization we have
SUℓ ⊂ SUE.
Moreover, as we prove in the following Lemma,∣∣U⊥ ∩ SUE∣∣ = ∣∣U⊥ ∩ E∣∣ ≥ sinα.
We recall to the reader that the Steiner symmetrization of an ellipse is still an ellipse, and that
the axes of SUE lay on U and U
⊥.
Lemma 3.3. Choose an orthonormal basis {e1, e2}, take u = (cosα, sinα), U = span(u) and an
ellipse E such that its axes with semilengths a, b lay on e1 and e2 respectively. Then, if a
′ and b′
are the semilengths of the axes of the ellipse SUE, with 2a
′ :=
∣∣U⊥ ∩ SUE∣∣, then
a′ ≥ a sinα.
Proof. We know that SUE is still an ellipse with axes laying in U and U
⊥, and by definition a′ is
half of the length of the section
∣∣U⊥ ∩ SUE∣∣. In particular, we can see a′ as the norm of the vector
(a cos(π/2− α), b sin(π/2− α)), or, equivalently, (a sinα, b cosα). Thus
(a′)2 = a2 sin2 α+ b2 cos2 α ≥ a2 sin2 α,
concluding the proof.
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For our purpose we can consider α = π/2 + α¯, α¯ ∈ (0, π/2). Then sinα = cos α¯.
Calling Uj := span(uj), for the m-th symmetral Em := SUm ...SU1K we obtain the inequality
|ℓm| :=
∣∣U⊥m ∩Em∣∣ ≥ m∏
j=1
cosαj , ℓm ⊂ Em, αj ∈ (0, π/2), j = 1, ...,m.
In general SUm rotates ℓm−1 counterclockwise of αm degrees, contracting it by a factor cosαm.
We have that
∑
m∈N(αm)
2 < +∞, thus δ > 0, implying that every symmetral contains a segment
of length δ centered in the origin as a subset of ℓm. This segment spins indefinitely counter-
clockwise, because
∑
m∈N αm diverges, and |ℓm| always exceeds δ for the monotonicity of Steiner
symmetrization. If we consider the sequence of the directions {ℓm}, we observe that it is dense in
S1, thus it can approximate every direction with the limit of one of its subsequences. Thus, if a
limit exists for Em, it must contain all these diameters, and with that a ball of diameter δ. But
we chose E such that |K| < π(δ/2)2, which gives us a contradiction.
This example can be easily extended to every compact set C such that E ⊂ C, where E is
again an ellipse with a unitary diameter and |C| < π(δ/2)2, thanks to the monotonicity of Steiner
symmetrization.
We can create new sequences of this kind combining these two examples. Notationwise, {αm}
is the sequence in Example 3.1, {α˜m} the one in Example 3.2 used to build the sequence νm =
π/2 +
∑m
j=1 α˜m. We can combine these two sequences as follows:
ξm = ξm−1 + α,
where α can be in {αm} or {α˜m}. The corresponding directions of symmetrization will be
um :=
{
(cos ξm, sin ξm) if α was in {αm},
(cos ξm, sin ξm)
⊥ otherwise.
Here ξ0 = 0 and the "rotation zero" is supposed to be in {αm}. Then we set
ǫ :=
∞∏
m=1
cos(αm) cos(α˜m),
replacing the previous values of γ and δ. In the hypothesis of Example 3.2 we now have our mixed
counterexample following the same steps, except the fact that now our conditions for the sequence
{ξm} become
|ξm| = +∞
and ∑
m∈N
α2m < +∞,
∑
m∈N
α˜2m < +∞.
Remark. The subtle similarity between Example 3.1 and Example 3.2 lays on the behavior of
the sequence of segments {ℓm}. In fact, in both cases the sequence of the directions of the segments
is of the type described in (1). In the former case this is immediate, because ℓm lays always on
the axis of symmetrization, while in the latter {ℓm} lays on the direction orthogonal to the axis of
symmetrization. Being νm = π/2 +
∑n
i=1 αm, {αm} is again the sequence of the directions of the
segments {ℓm}.
Example 3.4. We will now prove that similar counterexamples hold for symmetrizations which
satisfy the hypothesis of Lemma 2.1. In particular, this holds for the Minkowski symmetrization.
Proof. Consider a set K ∈ K22 such that it contains a unitary horizontal segment and with mean
width 1/(2π) < w(K) < γ, where gamma is as in the example from [2]. In the hypothesis of
Lemma 2.1 we have that
SUm ...SU1K ⊆ ♦Um ...♦U1K ⊆MUm ...MU1K,
again Uj := span(uj), and we used Steiner symmetrization because it is equivalent to Fiber sym-
metrization relative to a hyperplane, which is our case working on R2.
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Figure 1
In this way we can exploit the first counterexample and the inclusion chain of Lemma 2.1 to
guarantee that, if a limit exists for ♦Um ...♦U1K and MUm ...MU1K, reasoning as before it must
contain a ball of diameter γ, therefore this limit must have mean width greater than γ. In particular
this holds for the sequence of Minkowski symmetrals. But Minkowski symmetrization preserves
mean width, that we supposed to be less than γ. This is a contradiction, thus there cannot be a
limit.
4 Klain’s Theorem for Minkowski symmetrization of compact sets
Two of the main features of Steiner, Schwarz, Minkowski and Fiber symmetrizations are the idem-
potency and the invariance forH-symmetric bodies in the class of convex sets. These two properties
do not longer hold when we switch to the class of generic compact sets.
An immediate example regarding Minkowski symmetrization is the following. Consider in R2 the
compact set C = {(−1, 0), (1, 0)}. This set is obviously symmetrical with respect to the vertical
axis, which we can identify with a subspace H . Then we have
MHC = {(−1, 0), (0, 0), (1, 0)},
thus the invariance for symmetric sets does not longer hold. If we apply again the same sym-
metrization,
MH(MHC) = {(−1, 0), (−1/2, 0), (0, 0), (1/2, 0), (1, 0)},
showing that the same happens to idempotency. In Figures 1 and 2 we see an example for the
Fiber symmetrization of a compact set in the plane.
If we iterate this process for C = {(−1, 0), (1, 0)}, we see that in this case there is not a finite
degree of idempotency, i.e. do not exist an index ℓ ∈ N such that
M ℓHC =M
k+ℓ
H C
for every k ∈ N, where in general
MH . . .MH︸ ︷︷ ︸
ℓ-times
:=M ℓH .
Moreover the iterated symmetrals converge to the set given by conv(C). This is the main idea
behind the next result, after proving a technical Lemma.
Lemma 4.1. Let K ∈ Cn, H a subspace of Rn. Then
i) for every v ∈ Rn
MH(K + v) =MH(K) + v|H,
ii) if K is H-symmetric, then K ⊆MHK,
iii) K =MHK if and only if K is convex and H-symmetric.
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Proof. The first statement follows from the explicit calculations
MH(K+v) =
K + v +RH(K + v)
2
=
K +RH(K)
2
+
v|H⊥ + v|H − v|H⊥ + v|H
2
=MH(K)+v|H,
where we used the linearity of the reflections and the decomposition v = v|H + v|H⊥.
For the second statement, by hypothesis we have that RHK = K, i.e. RH(x) ∈ K for every
x ∈ K. Then, taking x ∈ K, (x+RH(RH(x)))/2 = x ∈MHK, concluding the proof.
Consider now K such that K =MHK. Then obviouslyK must be H-symmetric, and K = RHK.
Then, for every x, y ∈ K we have that (x + y)/2 ∈ K, thus for every point z in the segment [x, y]
we can build a sequence by bisection such that it converges to z. K is compact, henceforth it
contains z. The other implication is trivial.
Notice that the second statement implies that Km ⊆ Km+1 for every m ∈ N.
Theorem 4.2. Let K ∈ Cn, H ∈ G(n, i), 1 ≤ i ≤ n− 1. Then the sequence
Km :=M
m
HK =MH ...MH︸ ︷︷ ︸
m-times
K
converges in Hausdorff distance to the H-symmetric convex compact set
L = conv(MHK).
Proof. We observe preliminarly that for the properties of convex envelope and Minkowski sum we
have Km ⊆ L for every m ∈ N. Then we only need to prove that for every x ∈ L we can find a
sequence xm ∈ Km such that xm → x. We can represent K as K¯+v, v ∈ K, where K¯ contains the
origin. Being Minkoswki symmetrization invariant under H-orthogonal translations, we can take
v ∈ H .
For every m we have RHKm = Km, and thus we can write
Km+1 =MHKm =
Km +Km
2
=
K1 + ...+K1
2m
.
Considering the aforementioned representation of K, RHK = RHK¯ + v, and we have
Km = K¯m + v, where K¯m :=M
m
H K¯,
thus we can write every point y ∈ Km as y = y¯ + v, y¯ ∈ K¯m.
Given x ∈ L, thanks to Carathéodory Theorem there exist xk ∈ K1, λk ∈ (0, 1), k = 1, ..., n + 1
such that
∑n+1
k=1 λi = 1 and
x =
n+1∑
k=1
λkxk =
n+1∑
k=1
λkx¯k + v,
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where xk = x¯k + v, x¯k ∈ K¯1 . For every λk we consider its binary representation
λk =
+∞∑
ℓ=1
aℓ,k
2ℓ
, aℓ,k ∈ {0, 1}
(we do not consider ℓ = 0 because λi < 1), and its m-th approximation given by the partial sum
λm,k :=
m∑
ℓ=1
aℓ,k
2ℓ
=
1
2m
m∑
ℓ=1
aℓ,k2
m−ℓ.
We notice for later use that |λk − λm,k| ≤ 1/2m.
Calling qs := ⌊2s/(n+ 1)⌋ we now build the sequence
xs :=
n+1∑
k=1
λqs,kx¯k + v =
1
2qs
n+1∑
k=1
(
qs∑
ℓ=1
aℓ,k2
qs−ℓ
)
x¯k + v,
where the 2s+ν − qs(n+ 1) spare terms in K¯1 can be taken as the origin in the sum representing
K¯s.
Then we have that every xs belongs to Ks, and
‖x− xs‖ = ‖x¯+ v − (x¯s + v)‖ ≤
n+1∑
k=1
‖x¯k‖|λk − λqs,k| ≤
1
2qs
n+1∑
k=1
‖x¯k‖ ≤ (n+ 1)maxy∈K1 ‖y − v‖
2qs
.
Clearly ‖x− xs‖ → 0 as s→ +∞, which concludes our proof.
As immediate consequence we have the following result.
Corollary 4.3. In the hypothesis of Theorem 4.2, we have that the sequence
Km := F
m
HK = FH ...FH︸ ︷︷ ︸
m-times
K
converges in Hausdorff distance to the H-symmetric compact set
L =
⋃
x∈H
conv(FHK ∩ (x +H⊥)).
Proof. Recalling the definition of Fiber symmetrization
FHK =
⋃
x∈H
1
2
((K ∩ (x+H⊥)) + (RHK ∩ (x+H⊥))) =
⋃
x∈H
MH(K ∩ (x+H⊥)).
The result is a straightforward application of Theorem 4.2 to the sections of K.
Remark In Corollary 4.3 we lose the convexity on the limit, but there still holds convexity for
its sections, as a consequence of Theorem 4.2. This property is known, when dim(H) = 1, as
directional convexity (see [13]). We can extend this concept to sectional convexity, that is, fixed a
subspace H in Rn and a set A, the convexity of every section A ∩ (x +H), x ∈ H⊥. Then in the
previous result the sectional convexity is with respect to the subspace H⊥.
We now state Shapley-Folkman-Starr Theorem ([17],[16]) for using it in the next proof.
Theorem 4.4 (Shapley-Folkman-Starr). Let A1, ..., Ak ∈ Cn. Then
dH(
k∑
j=1
Aj , conv(
k∑
j=1
Aj)) ≤ max
1≤j≤k
D(Aj),
where D(·) is the diameter function D(K) := sup{‖x− y‖ : x, y ∈ K}.
Following the idea of Theorem 4.2 and the formula given by Shaple-Folkman-Starr Theorem, we
obtain our main result.
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Proof of Theorem 1.2. We will show that the theorem holds proving that
dH(K˜m,Km)→ 0
for m→∞.
We can write Km as the mean of Minkowski sum of composition of reflections of K. In fact we
have
K1 =
K +RH1K
2
,
K2 =
K +RH1K +RH2(K +RH1K)
4
=
K +RH1K +RH2K +RH2RH1K
4
,
...
and so on. The same obviously holds for K˜m. Calling these reflections Aj , 1 ≤ j ≤ 2m, and
Aj := AjK˜ we can write
K˜m =
1
2m
2m∑
j=1
AjK˜ =
1
2m
2m∑
j=1
Aj .
Now, the convex envelope commute with Minkowski sum and isometries, thus
convK˜m =
1
2m
2m∑
j=1
Ajconv(K˜) =
1
2m
2m∑
j=1
AjK = Km,
and using the Shapley-Folkman-Starr Theorem we obtain the estimate
dH(K˜m,Km) = dH

 1
2m
2m∑
j=1
Aj ,
1
2m
conv(
2m∑
j=1
Aj)

 ≤ √n
2m
max
1≤j≤2m
D(Aj).
The sets Aj are all isometries of K, thus D(Aj) = D(K˜), which is finite, completing the proof.
We observe that the example given at the beginning of this section gives us a proof of the fact
that the upper bound for the convergence rate is sharp. In fact, it’s easy to check that for the
compact set C = {(−1, 0), (1, 0)} and the segment L = conv(C) we have
dH(Cm, L) =
1
2m
|L|.
We now have, as a consequence of Theorem 1.2, our generalization for Klain’s result.
Corollary 4.5. Let K ∈ Cn, F = {Q1, ..., Qs} ⊂ G(n, i), 1 ≤ i ≤ n − 1, {Hm} a sequence of
elements of F . Then the sequence
Km :=MHm ...MH1K
converges to a convex set L such that it is the limit of the same symmetrization process applied
to K¯ = conv(K). Moreover, L is symmetric with respect to all the subspaces of F which appear
infinitely often in {Hm}.
Proof. The proof follows straightforward from the generalization of Klain Theorem to Minkowski
symmetrization of convex sets in [3] and Theorem 1.2.
We can use a similar method to generalize this classical result from Hadwiger, see for example
[16].
Theorem 4.6. [Hadwiger] For each convex body K ∈ Knn there is a sequence of rotation means of
K converging to a ball.
In fact we can state Theorem 1.2 in a more general fashion:
Theorem 4.7. Consider K ∈ Kn and a sequence of isometries Am. If the sequence
Km =
1
m
m∑
j=1
AjK
converges, then the same happens for every compact set C ∈ Cn such that conv(C) = K, and the
limit is the same.
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Then the next result is obtained combining Theorems 4.6 and 4.7.
Corollary 4.8. For each compact set C such that conv(C) ∈ Knn there is a sequence of means of
isometries C converging to a ball.
Remark. Theorem 1.2 gives us an answer regarding the possibility of extending the Minkowski-
Blaschke symmetrization MH to compact sets. This symmetrization that we have defined in
Section 2 for convex bodies can be practically seen as the mean of rotations of a compact set
K ∈ Kn by a subgroup of SO(n), thus can be approximated by
1
N
N∑
k=1
AkK,
where {Ak}Nk=1 ⊂ {Ak}k∈N a suitable set of rotations dense in said subgroup.
In fact, from the definition ofMH in terms of the support function, we have that the integral can
be approximated by
N∑
k=1
hK(A
∗
kx)
N
=
1
N
N∑
k=1
hAkK(x),
which corresponds naturally to the Minkowski sum written above.
Then again, following the proof of Theorem 1.2, we can write the symmetral as the limit of a mean
of Minkowski sum of isometries of a fixed K ∈ Kn, and thus Minkowski-Blaschke symmetrization
actually gives the same result for every C ∈ Cn such that conv(C) = K.
This shows that this symmetrization is sensible only to the extremal points of a set, thus there is
no difference in using it with compact sets or convex sets.
5 Convex shells
One of the main properties of Minkowski symmetrization is that, as a consequence of Brunn-
Minkowski inequality, it strictly increases the volume of the symmetral. In fact, for every compact
set K ⊂ Rn such that |K| > 0, we have
|MHK|1/n = |1/2(K +RHK)|1/n ≥ 1
2
|K|1/n + 1
2
|RHK|1/n = |K|1/n,
where equality holds if and only if K is convex and RHK is homothetic to K (up to sets of measure
zero), that is K is convex and H-symmetric. This happens if and only if K = MHK, thus we
would like to state that the iteration of Minkowski symmetrization increases the volume until the
sequence of symmetrals reaches MHconv(K).
With Theorem 4.2 we proved that, regardless the volume, the limit of K˜m is actuallyMHconv(K),
but now we raise one more question: can we obtain this limit in a finite number of iterations? Under
which hypothesis is this possible?
We start by giving an answer for compact sets of R. Later, in Proposition 5.5, we prove that MH
and the Fiber symmetrization have a finite degree of idempotency when the compact set belongs
to a certain class.
Lemma 5.1. Let K ∈ R be a compact set such that conv(K) = [a, b] with the following property:
∃ε > 0 s.t. [a, a+ ε] ⊂ K or [b − ε, b] ⊂ K.
Then there exists an index ℓ ∈ N depending on ε and (b− a)/2 such that
M ℓoK =M
ℓ+k
o K
for every k ∈ N.
Moreover, ℓ increases with (b − a)/2 and decreases if ε increases.
Proof. First consider the case K ⊇ {a} ∪ [b− ε, b]. Then
MoK ⊇Mo({a} ∪ [b − ε, b]) =
[
a− b
2
,
a− b
2
+
ε
2
]
∪
[
b − a
2
− ε
2
,
b− a
2
]
.
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Easy calculations show that the same happens when K ⊇ [a, a+ ε] ∪ {b}. Then, naming
M :=
b− a
2
, m :=
b− a
2
− ε
2
,
and relabeling ε/2 as ε, we can work with a set containing a subset the form
[−M,−m] ∪ [m,M ] =: K˜,
where M −m = ε.
If now we apply the symmetrization, we obtain
MoK ⊇ [−M,−m] ∪
[
m−M
2
,
M −m
2
]
∪ [m,M ] =: K˜1.
If (M −m)/2 ≥ m, that is m ≤M/3, then MoK = conv(K), and the result holds with ℓ = 1.
In the general case we can show by induction that holds the inclusion
Mk+1o K ⊇ K˜k+1 :=Mk+1o K˜ ⊇
2k+1⋃
j=0
[
(2k+1 − j)m− jM
2k+1
,
(2k+1 − j)M − jm
2k+1
]
,
where the first inclusion is trivial thanks to the monotonicity of Minkowski symmetrization. In
particular we will show that
K˜k+1 ⊇ K˜k ∪
2k⋃
j=1
[
(2k+1 − 2j + 1)m− (2j − 1)M
2k+1
,
(2k+1 − 2j + 1)M − (2j − 1)m
2k+1
]
,
which will contain the desired set. This inclusion is actually an equality, but proving this fact is
beyond our goal here. We leave it to the keen readers.
For k = 1 we have already seen that the inclusion is true. By inductive hypothesis, at the k+1-th
step the means of adjacent intervals of Mko K˜ is given by
1
2
{[
(2k − (j + 1))m− (j + 1)M
2k
,
(2k − (j + 1))M − (j + 1)m
2k
]
+
[
(2k − j)m− jM
2k
,
(2k − j)M − jm
2k
]}
=
[
(2k+1 − 2(j + 1) + 1)m− (2(j + 1)− 1)M
2k+1
,
(2k+1 − 2(j + 1) + 1)M − (2(j + 1)− 1)m
2k+1
]
for every j = 0, ..., 2k − 1, giving us the elements of the union with odd indices.
Observe then that by inductive hypothesis K˜k is invariant under reflection. Thus, thanks to
Lemma 4.1 and the monotonicity of Minkowski symmetrization, we have K˜k ⊆ Mk+1o K, and
doubling both the terms over and under the fractions representing the extremal points of the
subintervals, we obtain the elements with even indices, concluding the induction.
Taking at the k-th step two adjacent intervals, we have that they are connected if
(2k − (j + 1))M − (j + 1)m
2k
≥ (2
k − j)m− jM
2k
.
It follows that the condition for filling the whole segment conv(MkHK) is
m
M
≤ 2
k − 1
2k + 1
.
Observe that the dependence on the index j has disappeared after the calculations, confirming
that this holds for every couple of adjacent intervals.
By hypothesis M −m = ε, and (2k − 1)/(2k + 1)→ 1. We have
m
M
= 1 +
m−M
M
= 1− ε
M
,
then there exists ℓ ∈ N such that
1− ε
M
<
2ℓ − 1
2ℓ + 1
,
thus M ℓoK = conv(K) for
ℓ ≥ log
(
2M
ε
− 1
)
.
This set is convex and o-symmetric, thus is invariant under Minkowski symmetrization. The
dependence from M and ε is clear from the last inequality.
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Remark. This Lemma holds more in general for the means of Minkowski sums. In fact if K ⊂ R,
for every x ∈ R holds
1
m
m∑
j=1
(K − x) = 1
m
m∑
j=1
K − x,
and taking x as the mean point of the extremals of K we reduce ourself to the same context of the
Lemma, which can be restated as follows.
Lemma 5.2. Let K ∈ R be a compact set such that conv(K) = [a, b] with the following property:
∃ε > 0 s.t. [a, a+ ε] ∪ [b− ε, b] ⊂ K.
Then there exist an index ℓ ∈ N depending on ε and (b− a)/2 such that
1
2ℓ
2ℓ∑
j=1
K =
1
2ℓ+k
2k+ℓ∑
j=1
K
for every k ∈ N.
Moreover, ℓ increases with (b − a)/2 and decreases if ε increases.
Proof. First we remind the reader that, as we have seen in Theorem 4.2, when we iterate MH ,
after the first symmetrization we are just computing the mean
1
2m−1
=
2m−1∑
j=1
MHK =M
m
HK.
Moreover, we observe that the only difference with the previous Lemma is that we don’t have the
sum with the reflection to guarantee that both the extremals are part of a set of positive measure,
so we require it in the hypothesis.
Now we can work with a set
K˜ := [−M,−m] ∪ [m,M ] + x
for a suitable x ∈ R, and the rest of the proof follows straightforward in the same way.
This result permits us to show that Minkowski and Fiber symmetrizations have a certain index
of idempotency for a special class of compact sets.
Consider a convex compact body L in Rn and an open set set C such that its closure is included in
the interior of K. Then we say that the set K = L \C has a convex shell. This notion generalizes
the one of convex annulus. Let us find a more operative characterization.
Lemma 5.3. Let K ∈ Cn. Then K has a convex shell if and only if there exist v in the interior
of convK and 1 > λ > 0 such that ⋃
λ<ε≤1
ε∂conv(K − v) ⊆ K − v.
Proof. If K has a convex shell, fix ν = infx∈C d(∂L, x) > 0, where C,L are the set in the definition,
and take v in the interior of L =conv(K). Then, if M = maxx∈L ‖x− v‖, we have that λ =
(M − ν)/M clearly satisfies the requested property.
Conversely, we have that K ⊇ (K − v) \ λ(K − v) + v. The outer boundary of K is the same of
convK, then they differ at most of an open set whose closure is contained in λ(K − v) + v.
We will call the value ε = infx∈C d(∂L, x) the minimum thickness of the shell of K = L \ C.
The property of owning a convex shell is stable under Minkowski and Fiber symmetrizations, as
we show in the following Lemma.
Lemma 5.4. If K has a convex shell its Minkowski symmetral has a convex shell too. The same
holds for Fiber symmetrization.
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Proof. Consider a subspace H , and observe that in general, for every convex compact body A,B
in Rn,
∂(A+B) ⊆ ∂A+ ∂B.
Then, taken λ, v as in the characterization in Lemma 5.3, for every λ < ε ≤ 1 , clearly
ε∂MH(conv(K−v)) ⊆ ε∂conv(K − v) + ∂RHconv(K − v)
2
⊆ (K − v) +RH(K − v)
2
=MH(K−v).
Using Lemma 4.1,MH(K−v) =MHK−v|H andMH(conv(K−v)) = conv(MHK−v|H), proving
our assertion.
For the Fiber symmetrization, the result holds trivially working on the sections K∩(H⊥+x), x ∈
H .
This permits us to prove the following generalization of Lemma 5.2.
Proposition 5.5. Let K ∈ Cn such that it has a convex shell. Then, for every subspace H ⊂ Rn
we have that there exist ℓ ∈ N dependent from the minimum thickness of the shell, the maximum
width of conv(MHK) and independent from n such that
Mk+ℓH K =M
ℓ
HK =MHconv(K)
for every k ∈ N.
The same result holds for Fiber symmetrization with respect to H.
Proof. We start observing that, thanks to Lemma 4.1, MHK ⊆MkHK for every k ∈ N. Moreover,
as we already observed,MHK has a convex shell. Then, taking v in the interior of conv(MHK)∩H ,
all the intersections between MHK and the affine lines passing from v satisfy the hypothesis of
Lemma 5.2, and for each one of them there exists an index ℓu, where u ∈ Sn−1 is the direction of
the line, such that the corresponding intersection has idempotency degree ℓu.
Then if M := maxx∈MHK ‖x− v‖ is the maximum ray and ε is the minimum thickness of the
convex shell, taking ℓ as the idempotency index of the set [−M,−M + ε] ∪ [M − ε,M ], we have
that ℓ ≥ ℓu for every u ∈ Sn−1. Now we prove that every section by affine lines from v is filled
after ℓ symmetrizations. In fact, calling su these sections, for every k ∈ N we have the inclusions
su ⊂MHK ⊆MkHK =
1
2
(MHK + ...+MHK︸ ︷︷ ︸
2k−1-times
),
because MHK is H-symmetric. Then M
k
HK contains the mean
1
2k−1
2k−1∑
j=1
su.
Observe that this index is determined from M and ε. Then M ℓHK has a convex shell and is
star-shaped with respect to v, thus it is convex. The independence of ℓ from n is clear from the
construction.
Consider now the Fiber symmetrization with respect to H . Recalling the definition, we have that
it is the disjoint union of the Minkowski symmetrals of the sections
K ∩ (H⊥ + x), x ∈ H,
thus every one of them has a finite index of idempotency ℓx, each one of them depending on
a respective ray Mx and thickness εx. If we now consider the ray M and the thickness ε of
FHK, obviously M ≥ Mx and ε ≤ εx for every x ∈ H . Thus, if ℓ is the corresponding index of
idempotency, ℓ ≥ ℓx, concluding the proof.
An immediate application is a generalization of Theorem 1.1 from [11].
Theorem 5.6 (Klartag). Let 0 < ǫ < 1, n > n0(ǫ). Given a compact set K ⊂ Rn with convex
shell, there exist cn logn+ c(ǫ)n+ ℓ Minkowski symmetrizations by hyperplanes that transform K
into a body K˜ such that
(1− ǫ)w(K)Bn ⊂ K˜ ⊂ (1 + ǫ)w(K)Bn,
where c(ǫ), n0(ǫ) are of the order of exp(cǫ− 2|log ǫ|), ℓ depends only on the thickness and maximum
ray of the shell and c > 0 is a numerical constant.
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Proof. First we consider the sequence given by the original statement of this theorem for the convex
body convK. As we have proved before, iterating a finite number of times the same symmetrization
we obtain a convex body. Applying the first symmetrization in this way, then we proceed with the
remaining ones, and the result holds as for convK.
We conclude this paper with the proof of Theorem 1.3 preceded by a couple of technical Lemmas.
This last part does not exactly require to have a convex shell. It will be sufficient to have a convex
outer boundary, i.e.
∂convK ⊂ K, (2)
and to have positive measure.
Lemma 5.7. Let K a compact set with positive measure, H a subspace. Then K is invariant
under MH if and only if |K| = |MHK|.
Proof. Consider the case |K| = |MHK|. If K 6= MHK, thanks to Lemma 4.1 we know that K is
not convex and H-symmetric at the same time. Then, for the Brunn-Minkowski inequality,
|MHK|1/n =
∣∣∣∣12K + 12MHK
∣∣∣∣1/n > 12 |K|1/n + 12 |RHK|1/n = |K|1/n,
and the inequality is strict because K is not convex or homothetic to RHK. But this means that
|MHK| > |K|, which is a contradiction.
The other implication is trivial.
Lemma 5.8. Let K a compact set such that (2) holds and |K| > 0. Then, if its outer boundary
is H-symmetric, K is invariant under FH if and only if |K| = |FHK|.
Moreover, if (2) holds, |K| > 0 and K is invariant under Fiber symmetrization, then K is convex
and H-symmetric.
Proof. Having K a symmetric convex outer boundary, its outer boundary will be the same of FK ,
thus if they differ from each other they do it in the inner part. Moreover, observe that for every
section the Brunn-Minkowski inequality gives∣∣FHK ∩ (H⊥ + x)∣∣ ≥ ∣∣K ∩ (H⊥ + x)∣∣
for every x ∈ H .
Lemma 5.7 implies that either the two sections are equal and thus convex and H-symmetric, or
that the inequality is strict, and in general by Fubini’s Theorem |FHA| ≥ |A| for every compact
set A. Then, if |K| = |FHK|, they can differ only in their sections by sets of measure zero, because
their outer boundary remains the same, and this is not possible being them compact.
The other implication is trivial.
The last assertion follows from the fact that if K is invariant under symmetrization then we
have filled all the portion of space bounded by ∂convK, thus K is convex, and it is obviously
H-symmetric.
Proof of Theorem 1.3. We start noting that the outer boundary of K will transform as the bound-
ary of convK during the process of symmetrization. This is because in the Minkowski sum the
boundary of the sum is included in the sum of the boundary, as we observed before. Moreover,
Fiber symmetrization is monotone, so we have left to prove that the inner part of K will be
completely filled during the process of symmetrization.
Remember that in general, if A ⊂ Rn and H is a subspace, then
|FHA| ≥ |A|. (3)
Take H ∈ F a subset appearing infinitely often in {Hm}, and let {Kmj} a subsequence of {Km}
whose elements are the ones preceding the symmetrization by H . Thanks to Blaschke’s selection
Theorem, there exists a further subsequence, which we call again {Kmj}, converging to some
compact set K˜. Notice that the outer boundary of K˜ is equal to the boundary of L. Using (3) we
have that ∣∣K˜∣∣ ≥ ∣∣FHKmj ∣∣ ≥ ∣∣Kmj ∣∣.
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These objects have positive measure, thus the volume is continuous under the symmetrization
process. Then, for m → +∞ we obtain that ∣∣K˜∣∣ = ∣∣FHK˜∣∣. Thanks to the generalization of
Klain’s Theorem for Fiber symmetrization of convex set, L is invariant under FH , so the shell of K˜
is H-symmetric. Thus by Lemma 5.8 it follows that K˜ is convex and H-symmetric. Now, K˜ ⊂ L
and they have the same boundary, thus K˜ = L.
Let {Km˜l} any other subsequence of {Km}. Again for (3) we have
|L| ≥ |Km˜l | ≥
∣∣Km¯j ∣∣,
where Km¯j is an element of {Kmj} preceding Km˜l in {Km}, then
|L| = lim
m→+∞
|Km˜l |. (4)
For the monotonicity of Fiber symmetrization, even if {Km˜l} does not converge, its outer boundary
does, and the not convergent part will be bounded in L, which with (4) implies that
lim
m→+∞
Km˜l = L.
Thus every subsequence of Km converges to L, which concludes the proof.
6 Problems
In this work we have partially solved Problem 8.4 given in [4], concerning the generalization of
Klain’s result to further symmetrizations of compact sets. Here we present a still open problem.
Problem 6.1. Is it possible to prove a result analogue to Corollary 4.5 for the Fiber symmetrization
of general compact sets?
We have seen that an analogue of Klain’s Theorem holds for the Fiber symmetrization of compact
convex shells, and it does mainly because of the assumption of convexity for the outer boundary.
Generalizing this result to general compact sets implies the challenge to control the behavior of
boundary sections of measure zero, which can change drastically the shape of the object during the
process of symmetrization. Moreover, some families of subspaces may be more suitable if taken in
account preexisting symmetries of the object.
The approach in [3] and [4] was of a variational fashion, which is not an optimal tool when talking
about Minkowski sum of compact sets. In [2] a different method was successful for Steiner and
later Schwarz symmetrizations, but it was based on peculiar properties of Steiner symmetrization
that Fiber symmetrization does not possess, even though the union of the method in [2] together
with the one we used in Theorem 1.2 may provide in future an answer to this problem.
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