Since orthomodular posets serve as an algebraic axiomatization of the logic of quantum mechanics, it is a natural question how the connective of implication can be defined in this logic. It should be introduced in such a way that it is related with conjunction, i.e. with the partial operation meet, by means of some kind of adjointness. We present here such an implication for which a so-called unsharp residuated poset can be constructed. Then this implication is connected with the operation meet by the so-called unsharp adjointness. We prove that also conversely, under some additional assumptions, such an unsharp residuated poset can be converted into an orthomodular poset and that this assignment is nearly one-to-one.
On the other hand, when some algebraic structure is used as an axiomatization of a propositional logic, we must ask for a connective implication. Namely, implication is the most productive connective which enables deductive reasoning in the corresponding logic. In the case of orthomodular lattices, we usually consider the so-called Sasaki operation (see e.g. [1] ) for this reason. As pointed out in [6] , a connective implication is "good" if it satisfies the so-called adjointness with respect to conjunction. In other words, we need to relate our structure with a residuated one. The authors showed in [2] and [3] how implication in orthomodular lattices is derived by the Sasaki operation in order to obtain a so-called left-residuated l-groupoid. Hence, orthomodular lattices can be really considered as an axiomatization of some reasonable logic connected with the logic of quantum mechanics.
In the present paper we solve the question of finding an implication in orthomodular posets in the way that a certain residuation is possible. Because the operation meet in orthomodular posets is only partial, one cannot expect that the resulting implication will be "sharp", i.e. its values will not be elements but subsets. A similar approach was already used by the authors also for another so-called quantum structure, namely for effect algebras which are also only partial algebras. Effect algebras describe the behavior of effects in the event-state systems of the logic of quantum mechanics, see [5] .
Although our residuated structure corresponding to an orthomodular poset can be recognized to be rather complicated, we show that also conversely, every such a structure can be transformed into an orthomodular poset.
Recall that a bounded poset with an antitone involution is an ordered quintuple (P, ≤ , ′ , 0, 1) where (P, ≤, 0, 1) is a bounded poset and ′ is a unary operation on P such that the following conditions are satisfied for all x, y ∈ P :
We say that the elements a, b of P are orthogonal to each other if
Further recall that an orthomodular poset is a bounded poset (P, ≤, ′ , 0, 1) with an antitone involution satisfying the following conditions for all x, y ∈ P :
The last condition is called the orthomodular law. Observe that in case y = 1 this law implies x ∨ x ′ = 1. Since ′ is an antitone involution this further implies x ∧ x ′ = 0. Thus ′ is a complementation.
Note that in case x ≤ y the expression x ∨ (y ∧ x ′ ) is well-defined. Of course, x ∨ y may exist also for elements x and y which are not orthogonal to each other. For example, if x ≤ y then x ∨ y exists and equals y. Because every poset with an antitone involution satisfies the De Morgan laws, we have that x ∧ y exists provided x ′ ≤ y.
Let (P, ≤) be a poset, a, b ∈ P and A, B ⊆ P . Put
Instead of L(A∪B), L(A∪{a}), L({a, b}) and U(L(A)) we simply write L(A, B), L(A, a), L(a, b) and UL(A), respectively. Moreover, A ≤ B should mean that x ≤ y for all x ∈ A and y ∈ B. Instead of {a} ≤ A and A ≤ {a} we simply write a ≤ A and A ≤ a, respectively.
Let (P, ≤, ′ , 0, 1) be an orthomodular poset and A ⊆ P . Then we put
Analogous statements hold for meet.
Since a ≤ c and c ∧ a
thus the assertion is evident.
In an orthomodular lattice L, the connective implication can be defined in six different ways which coincide with x ′ ∨ y in the case when L becomes a Boolean algebra. However, in order to show that it is an adjoint of conjunction, only the following one
is suitable, see [3] . In analogy to this formula, we can define the connective implication in orthomodular posets P = (P, ≤, ′ , 0, 1) as follows:
Since L(x, y) ≤ x, this expression is everywhere defined. Of course, the results of this implication are subsets of P instead of elements of P as in orthomodular lattices. However, if implication is defined in this way then it has some nice and expected properties as presented in the following lemma.
Lemma 2. Let P = (P, ≤, ′ , 0, 1) be an orthomodular poset and
We are going to show that this implication is related with conjunction by means of unsharp residuation.
Recall that a partial commutative monoid is a partial algebra (A, ⊙, 1) of type (2, 1) satisfying the following conditions for all x, y, z ∈ A:
• if (x ⊙ y) ⊙ z and x ⊙ (y ⊙ z) are defined then they coincide,
• x ⊙ y is defined if and only if so is y ⊙ x and in this case x ⊙ y = y ⊙ x.
If (P, ≤, ′ , 0, 1) is an orthomodular poset and we consider the partial operation ∧ on P then clearly (P, ∧, 1) is a partial commutative monoid by the previous definition. It is worth noticing that it can happen that e.g. (x ∧ y) ∧ z is defined, but x ∧ (y ∧ z) is not, see the following example. 
(R, ⊙, 1) is a partial commutative monoid where x ⊙ y is defined whenever x ′ ≤ y and where x ⊙ z ≤ y ⊙ z whenever x ≤ y and x ⊙ z and y ⊙ z are defined,
Condition (R3) is called unsharp adjointness. The unsharp residuated poset R is called divisible if it satisfies the identity x ⊙ (x → y) ≈ L(x, y), and it is called idempotent if
x ⊙ x is defined for every x ∈ R and x ⊙ x = x.
Note that because of y ′ ≤ U(x, y ′ ) the expression U(x, y ′ ) ⊙ y is everywhere defined. Here y ′ ≤ U(x, y ′ ) means that y ′ ≤ z for all z ∈ U(x, y ′ ), and U(x, y ′ ) ⊙ y denotes the set {z ⊙ y | z ∈ U(x, y ′ )}. Analogously, we proceed in similar cases, e.g. L(x, y) ≤ x, thus
We are able to show that the partial operations ⊙ and ∧ coincide provided R is idempotent. The precise formulation is as follows. Proof. We have
Let us remark that in the definition of unsharp adjointness we have an additional element y in the term L(y, z) on the right-hand side of the first inequality and an additional element y ′ in the term U(x, y ′ ) on the left-hand side of both inequalities. Such an approach was already used by the authors in [4] under the name "relative adjointness".
Since for two subsets A, B of a poset (P, ≤), A ⊆ U(B) is equivalent to A ≥ B, we have that unsharp adjointness (R3) is equivalent to the following dual unsharp adjointness:
An example of an unsharp residuated poset is shown in the following 
It is an easy exercise to check that R is a divisible idempotent unsharp residuated poset.
Using our concept of an unsharp residuated poset, we can prove the following conversion of an orthomodular poset into this kind of residuated poset.
Theorem 7. Let P = (P, ≤, ′ , 0, 1) be an orthomodular poset and put
Note that because of L(x, y) ≤ x the expression x ′ ∨ L(x, y) is everywhere defined.
Proof of Theorem 7. Let a, b, c ∈ E. Condition (R1) and the first part of condition (R2) are obvious, and the second part of condition (R2) follows directly by definition.
) and, by Lemma 1, c) ) and, using Lemma 1 1 once more,
(R4) If a ≤ b then a ′ ∧ b and a ∨ (a ′ ∧ b) are defined and, by the orthomodular law,
Since x ∧ x = x holds for all x ∈ P , R(P) is idempotent. Finally, by Lemma 1 we have
showing divisibility of R(P).
Note that R(P) satisfies the identity
That the concept of an unsharp residuated poset was chosen appropriate is witnessed by the fact that also conversely, under some additional assumptions, such a poset can be organized into an orthomodular poset.
Theorem 8. Let R = (R, ≤, ⊙, →, ′ , 0, 1) be an idempotent unsharp residuated poset satisfying the following conditions for all x, y ∈ R:
Proof. Let a, b ∈ R. Since R is idempotent, by Lemma 5 we have that
are defined and, using (R4), we obtain
i.e. b = a ∨ (a ′ ∧ b) proving orthomodularity. As mentioned above, ′ is a complementation. Thus P(R) is an orthomodular poset.
Every orthomodular poset is determined by its associated unsharp residuated poset as the following theorem shows.
Theorem 9. Let P = (P, ≤, ′ , 0, 1) be an orthomodular poset. Then P(R(P)) = P.
Proof. Let (P, ≤, ⊙, →, ′ , 0, 1) denote the unsharp residuated poset R(P) associated to P. Then R(P) has the same operation ′ , the same ordering ≤ and the same elements 0 and 1 as P and the two conditions of Theorem 8 are satisfied. Thus we obtain P(R(P)) = P(P, ≤, ⊙, →, ′ , 0, 1) = (P, ≤, ′ , 0, 1) = P.
Conversely, we can prove
Theorem 10. Let R = (R, ≤, ⊙, →, ′ , 0, 1) be an idempotent unsharp residuated poset satisfying conditions (i) and (ii) of Theorem 8 for all x, y ∈ R. Then R(P(R)) = (R, ≤ , ⊗, →, ′ , 0, 1) is an unsharp residuated poset where x⊗y = x⊙y provided x ′ ≤ y (x, y ∈ R).
Proof. Let a, b ∈ R. According to Theorem 8, P(R) = (R, ≤, ′ , 0, 1) is an orthomodular poset. Let (R, ≤, ⊗, ⇒, ′ , 0, 1) denote the unsharp residuated poset R(P(R)). Then
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