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Tato bakalá°ská práce se zabývá hledáním optimální reprezentace dat pro sledování ob-
jektu senzorovou sítí. Je zde popsán model decentralizované senzorové sít¥ a vyuºití tzv.
slovníku k reprezentaci nam¥°ených dat. Dále je zde teoreticky rozebrán algoritmus K-
SVD slouºící k u£ení slovníku a na základ¥ modelových signál· jsou nau£eny slovníky
slouºící k reprezentaci dat. Tyto slovníky jsou mezi sebou porovnány.
Summary
The aim of this bachelor thesis is to nd optimal data representation for target tracking
using sensor network. There is described a model of decentralized sensor network and
also the application of so called dictionary to represent the measured data. Also, there
is theoretically introduced the K-SVD algorithm that is used for dictionary learning and
there are learnt dictionaries for data representation based on the model signals. These
dictionaries are compared with each other.
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V senzorové síti, která sleduje pohybující se objekt, je d·leºité získávat co nejp°esn¥j²í
informace, aby bylo moºné co nejlépe ur£it m¥°ené stavové veli£iny objektu  p°edev²ím
jeho polohu, p°ípadn¥ také jeho rychlost nebo sm¥r pohybu. Zárove¬ je také t°eba p°ená²et
informace co nejrychleji, aby je senzory byly schopné vyuºít d°íve, neº se objekt p°emístí a
nebudou pot°eba. Kaºdá stavová veli£ina je ve stavovém prostoru popsána svojí hustotou
pravd¥podobnosti, která je typicky lokalizována. Tato hustota nabývá lokálního maxima
nejen v okolí bodu p°íslu²ejícímu danému stavu, ale také na n¥kolika dal²ích pozicích,
kde jsou zaznamenána fale²ná hlá²ení, a nelze jednodu²e ur£it, které maximum náleºí
objektu. Protoºe lokálních maxim je jen n¥kolik, je výhodné pro spln¥ní p°edpoklad·
p°esnosti a rychlosti p°enosu pouºít °ídkou reprezentaci. Ta p°edpokládá, ºe kaºdý senzor
zná soubor základních signál· vycházejících z hustoty pravd¥podobnosti, tzv. slovník, a
pomocí se£tení n¥kolika t¥chto signál·, tzv. atom·, vynásobených koecienty ur£enými
na základ¥ p°edchozího stavu, se ur£í nový signál a z n¥j pak i nový stav, ve kterém se
nachází sledovaný objekt. Je tedy pot°eba p°enést jen n¥kolik hodnot  koecient·.
Tato bakalá°ská práce se zabývá hledáním slovníku, který by nejlépe reprezentoval
informace (data) p°i co nejmen²ím po£tu pouºitých atom·. Tento slovník m·ºeme zvolit
bu¤ xní, a nebo jej natrénovat pomocí modelových signál·. V této práci jsme zvolili
druhou moºnost, a k natrénování slovníku pouºili algoritmus K-SVD. Tato metoda ov²em
není konvexní, výsledek je ovlivn¥n tím, jak ji inicializujeme. Proto jsme na inicializaci
K-SVD zvolili r·zné startovací slovníky  jak typov¥, tak po£tem atom·.
Práce se skládá ze £ty° kapitol. První kapitola popisuje základní matematické pojmy
jako je norma, k-°ídkost, nebo singulární rozklad, které jsou v práci pouºity. Její druhá
£ást je pak v¥nována °ídkým °e²ením soustavy lineárních rovnic a algoritmu OMP, který
slouºí k ur£ení tohoto °e²ení. V druhé kapitole se seznámíme se senzorovou sítí, p°enosem
dat v této síti, a vyuºitím slovníku. T°etí kapitola je v¥nována algoritmu K-SVD a jed-
notlivým vstupním údaj·m, p°edev²ím startovacím slovník·m. Ve £tvrté kapitole jsou
pak rozebrány výsledky, které byly získány implementací algoritmu v prost°edí Matlab,




V této kapitole se budeme zabývat základními matematickými denicemi a znalostmi,
které se týkají norem, °ídkých vektor· a °e²ení nedour£ené soustavy lineárních rovnic,
mimo jiné také pomocí algoritmu OMP, který se bude pozd¥ji vyuºívat. Co se tý£e zna£ení,
v celé práci budeme vektory uvaºovat sloupcov¥ a zna£it je malými tu£nými písmeny x.
Sloºky vektoru zna£íme malými písmeny s dolním indexem nebo do závorky uvedeme
£íslo prvku xi = x(i), x = [x1, . . . , xn]T = [x1; . . . ; xn]T . Matice budeme zna£it velkými
tu£nými písmeny A, jejich prvky malými písmeny s indexy, kde první ozna£uje °ádek
a druhý sloupec aij. Pokud se bude matic ozna£ovat indexem, budeme její prvky zna£it
pomocí závorky jakoA1(i, j). Ozna£ení A:j nebo A1(:, j) pouºíváme pro j-tý °ádek matice
A nebo A1; obdobn¥ Ai: nebo A1(i, :) ozna£uje i-tý sloupec. A∗ ozna£uje hermitovskou
transpozici matice A. K denici nebo p°i°azení budeme pouºívat znak :=.
1.1. Norma a °ídkost
1.1.1. Základní denice
Denice 1. [1] Nech´ X je vektorový prostor, x,y ∈ X a funkce f : X −→ R+0 je funkce
spl¬ující:
1. f(x) = 0 ⇐⇒ x = 0
2. f(x+ y) ≤ f(x) + f(y)
3. f(a · x) = |a| · f(x)
Pak funkci f nazveme normou ve vektorovém prostoru X a prostor (X, f) nazveme
normovaný. Funkci f(x) budeme dále zna£it jako ‖x‖.












p)1/p pro 1 ≤ p < ∞, (1.2)




Pro p°ípady, kdy 0 ≤ p < 1 není spln¥na podmínka 3. z denice 1 pro normu, i tak
ale budeme i pro tyto p°ípady pouºívat ozna£ení lp-norma. Nej£ast¥ji pouºívaná norma je






práci s °ídkými maticemi je v²ak nej£ast¥ji vyuºita norma ‖x‖0, p°ípadn¥ ‖x‖1.
Denice 3. Vektor x ∈ Cn nazveme k-°ídkým ⇐⇒ ‖x‖0 = k.
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1.2. ÍDKÁ EENÍ SYSTÉMU LINEÁRNÍCH ROVNIC
Skute£né vektory ale obvykle nemívají p°ímo nulové hodnoty, proto mluvíme o k-°ídkém
vektoru i v p°ípad¥, ºe má nejvý²e n−k hodnot blízkých nule. Denujeme proto tzv. chybu
aproximace:













k := {x ∈ C
n : ‖x‖0 ≤ k}. [2]
1.1.2. Normy matic
V n¥kterých p°ípadech pot°ebujeme ur£it velikost nejen vektoru, ale i matice. K tomu
nám slouºí maticová norma.






pro v²echna x ∈ X, kde x 6= 0.
Je vid¥t, ºe hodnota maticové normy závisí na pouºité vektorové norm¥. P°i pouºití











|aij| (maximum z °ádkových sou£t·).










M¥jme vektor z = [3; 0; 6; 2; 0]. Lze jednodu²e ov¥°it, ºe ‖z‖0 = 3, ‖z‖1 = 11, ‖z‖2 = 7,








U této matice m·ºeme spo£ítat, ºe ‖A‖1 = 10, ‖A‖∞ = 8, a ‖A‖F = 8.
1.2. ídká °e²ení systému lineárních rovnic
1.2.1. Zavedení problému
Uvaºujme soustavu (neboli systém) lineárních rovnic y = Ax. Uvaºujme také, ºe tato sou-
stava je nedour£ená, tedy po£et °ádku m matice A je men²í neº po£et jejích sloupc· n.
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1. MATEMATICKÝ ÚVOD
e²ení x této soustavy je nekone£n¥ mnoho, hledáme tedy °e²ení v n¥jakém smyslu opti-
mální. V na²em p°ípad¥ je to °e²ení co nej°id²í, úlohu proto p°evedeme do tvaru:
argmin
x
‖x‖0 vzhledem k y = Ax. (1.5)
Vektor y ∈ Cm budeme nazývat signál, n¥kolik signál· pak data, matice A ∈ Cm×n
se nazývá slovník, jednotlivé sloupce matice A budeme nazývat atomy slovníku, x ∈ Cn
vektor koecient· nebo pouze koecienty. Pro p°ípad, kdy budeme mít n¥kolik signál·
y1, . . . ,yK a k nim p°íslu²né koecienty x1, . . . ,xK , zavedeme matice Y = [y1 . . .yK ]
a X = [x1 . . .xK ]. Je vid¥t, ºe platí Y = AX.
1.2.2. Metody nalezení vektoru koecient·
Pokud máme regulární soustavu lineárních rovnic y = Ax, lze vektor x ur£it p°esn¥ po-
mocí inverzní matice a platí x = A−1y. Pro matici singulární, nedour£ené, nebo p°eur£ené
soustavy v²ak inverzní matice neexistuje, proto je pot°eba pouºít k nalezení x jiné metody.
Jednou z moºností je pouºití pseudoinverzní matice:
Denice 6. M¥jme matici A ∈ Cm×n. Pak matici A+ spl¬ující
1. AA+A = A
2. A+AA+ = A+
3. (A+)∗ = AA+
4. (A+A)∗ = A+A
nazveme pseudoinverzní maticí k matici A.[5]
Pokud je matice A regulární, platí A+ = A−1. Pro nedour£enou soustavu je pseudoin-
verzní matice maticí s nejniº²í Frobeniovou normou, pro p°eur£enou soustavu pak nemusí
existovat matice B taková, ºe By = x, ale platí, ºe AA+y je nejbliº²í aproximací y ve
smyslu nejmen²ích £tverc· ze v²ech Ax. [2, 3]
Existují ale i jiné zp·soby nalezení vektoru koecent·. Mezi n¥ pat°í nap°íklad rela-
xa£ní algoritmy, které místo l0-normy v 1.5 pouºívají l1-normu. Také mezi n¥ pat°í hladové
algoritmy (greedy algorithms), které v kaºdé iterací nachází jiný d·leºitý atom. To má tu
výhodu, ºe lze ur£it, jak °ídký má být vektor koecient·. Mezi tyto algoritmy pat°í nap°í-
klad MP (matching pursuit) nebo vylep²ené OMP (orthogonal matching pursuit). [5, 2]
Poslední zmín¥ný algoritmus OMP budeme pozd¥ji pouºívat, proto je nyní popsaný
a podrobn¥ji pak shrnutý v tabulce 1.1. Nejprve jsou vloºeny vstupní údaje  slovník A,
signál y, maximální poºadovaná °ídkost Kmax a maximální povolená chyba aproximace ǫ.
Po prvotní inicializaci se v kaºdé iteraci ur£í atom, s jehoº vyuºitím se nejvíce minimalizuje
velikost rezidua ‖y − AΩixi‖
2
2, kde Ωi je nosi£ vektoru koecient· xi. Pokud program,
dosáhne poºadované °ídkosti nebo poºadované p°esnosti, skon£í.[5, 7]
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1.3. SINGULÁRNÍ ROZKLAD
Tabulka 1.1: Algoritmus OMP
Algoritmus OMP
Vstupy:
y . . . signál,
A . . . slovník,
Kmax . . . hranice °ídkosti,
ǫ . . . chyba aproximace.
Inicializace:
i = 0 . . . £íta£ iterací,
r0 = y . . . residuum,
Ap = A . . . pomocný slovník,
Ω0 = ∅ . . . nosi£ vektoru.
Hlavní cyklus
Dokud ‖ri‖22 > ǫ a i ≤ Kmax:
Zvedni £íta£ i = i+ 1.
Najdi index j odpovídající maximální hodnot¥ ATp r.
Aktualizuj nosi£ Ωi = Ωi−1 ∪ j.
Najdi °e²ení xi = argmin
u
‖y −AΩiu‖2.
Aktualizuj reziduum ri = y −AΩixi.
j-tý sloupec Ap nahra¤ nulovým vektorem.
Konec podmínky.
Výstup:
xk . . . vektor koecient·.
1.3. Singulární rozklad
Denice 7. [4] Kaºdou matici A typu (m,n) lze zapsat ve tvaru
A = UΣVT ,
kde U = (u1, . . . ,um) je ortonormální matice °ádu m, Σ = diag(σ1, . . . , σp) je diagonální
matice typu (m,n) a V = (v1, . . . ,vn) je ortonormální matice °ádu n. Také platí p =
min(m,n) a σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0. Po£et nenulových prvk· σ1, . . . , σp je roven hodnosti
matice A.
Vyjád°ení A = UΣVT pak nazveme singulárním rozkladem matice A, £ísla σ1, . . . , σp
singulárními £ísly.




V této kapitole se budeme zabývat namodelováním senzorové sít¥ a zp·sobem p°e-
nosu informací mezi jednotlivými senzory. Senzorová sí´  respektive sí´ senzor·  slouºí
k p°enosu informací o poloze, rychlosti, sm¥ru, p°ípadn¥ jiných stavových veli£inách pohy-
bujícího se objektu. Kaºdý senzor dokáºe tyto veli£iny ur£it jen s ur£itou mírou nejistoty.
Poté se informace od jednotlivých senzor· vyhodnotí, v²echny senzory obdrºí výsledek,
aby mohly co nejlépe ur£it dané veli£iny v dal²ím £asovém okamºiku a celý proces se
opakuje.
2.1. Model senzorové sít¥
Uvaºujme objekt s t £asov¥ prom¥nnými stavovými veli£inami, mezi které pat°í nap°í-
klad pozice, rychlost nebo sm¥r pohybu objektu. Vektor stav· p°íslu²ejících k objektu
ozna£íme jako xn ∈ Rt, kde n ∈ N0 ozna£uje diskrétní £as. Dále uvaºujme sí´ senzor·,
které ozna£íme písmenem s; s = 1, . . . , S. V kaºdém £ase n kaºdý senzor s vyhodnotí
údaje z okolí a zjistí signikantní m¥°ení na M (s)n místech. Tato m¥°ení ozna£íme jako
z
(s)
n,m, kde m = 1, . . . ,M
(s)
n . Z nich m·ºe nejvý²e jedno pat°it ke zkoumanému objektu.












] a zn := [z
(1)T
n , . . . , z
(S)T
n ].
Protoºe zkoumanému objektu p°íslu²í nejvý²e jedno zM (s)n m¥°ení, zavedeme parametr
a
(s)
n , takový, ºe:
a(s)n :=
{
m ∈ M(s)n pokud v £ase n zjistil senzor s objekt m¥°ením z
(s)
n,m,
0 pokud v £ase n senzor s nedetekoval sledovaný objekt.
(2.1)
V modelu také uvaºujeme, ºe kaºdý senzor s dokáºe komunikovat s mnoºinou senzor·
N (s) ⊆ {1, ..., S} \ s. Tuto mnoºinu budeme nazývat mnoºinou soused· senzoru s.
Pravd¥podobnost, ºe jedno z m¥°ení náleºi objektu, je známá a ozna£íme ji P (s)t . Kaºdý
senzor s vyprodukuje fale²ná hlá²ení, jejichº rozd¥lení odpovídá Poissonovu rozd¥lením
s parametrem µ(s) nezávislým na £ase n. Tak m·ºeme ur£it sdruºenou pravd¥podobnostní



























n ) je parametr závisející pouze na po£tu m¥°ení M
(s)
n .









n = 0), pokud a
(s)











n = 0) a fc(z
(s)
n,m) jsou známé hustoty pravd¥podobnosti. [6]
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Obrázek 2.1: Model senzorové sít¥. Kaºdý senzor komunikuje se skupinou sousedních
senzor·, coº zna£í £erné ²ipky. Sledovaný objekt (auto) je detekován jen n¥kolika senzory,
coº je ozna£ené £ervenými ²ipkami
2.2. Lokální v¥rohodnostní funkce
Na senzoru s máme M (s)n m¥°ení z
(s)
n,m. Nyní z t¥chto m¥°ení chceme ur£it lokální v¥ro-
hodnostní funkci f(z(s)n |xn), která popisuje závislost mezi vektorem m¥°ení z
(s)
n a stavem











V této rovnici je ov²em pouºita rovnost (2.3), která se v¥tví na dva p°ípady. Proto je

























• pokud an(s) = m ∈ M
(s)
n , tak jako m′ ozna£íme m¥°ení, která nepat°í ke sledova-
nému objektu, tedy m′ ∈ M(s)n \ {m} a p°íslu²ná m¥°ení jsou tedy zna£ená jako
z
(s)





































































































n ). První £len sou£tu C2(z
(s)

















, m = 1 . . .M (s)n pak nazveme















jsou nezáporné výrazy. [6]
2.3. Globální v¥rohodnostní funkce
Aby senzor s dokázal co nejlépe ur£it veli£iny pat°ící ke sledovanému objektu xn+1 v ná-
sledujícím £ase, m¥l by po£ítat i s výsledky m¥°ení od jiných senzor·, které dostaneme
s vyuºitím tzv. algoritmu konsensu pr·m¥r·  average consensus algorithm.
Nejprve je v²ak pot°eba sestavit globální v¥rohodnostní funkci (global likelihood function
 GLF ) f(zn|xn). Protoºe m¥°ení z
(s)
n na jednom senzoru v £ase n není závislé na m¥°ení







2.3. GLOBÁLNÍ VROHODNOSTNÍ FUNKCE
Tuto formu ale dále upravíme, protoºe pro dal²í výpo£ty bude vhodn¥j²í nahradit
sou£in funkcí jejich sou£tem. Proto (2.9) p°evedeme do logaritmického tvaru:

























ln f(z(s)n |xn). (2.11)
O l(xn) m·ºeme mluvit jako o pr·m¥ru logaritm· S lokálních v¥rohodnostních funkcí
f(z
(s)
n |xn). Protoºe se jedná o funkce, nelze p°ímo pouºít algoritmus shody pr·m¥r·, pro-
toºe ten pracuje s £ísly, a ne s funkcemi. Proto je t°eba (2.10), respektive (2.11), upravit
a aproximovat pomocí £ísel.










Protoºe tento výraz je kladný a logaritmus je prostá funkce, m·ºeme tento výraz zloga-
ritmovat a zavést prom¥nou λ(s), takovou, ºe
λ(s) = min
xn∈Rd











ln f(z(s)n |xn) = λ
(s) + Λ(s)(xn) (2.14)





































Ur£it λ̄ ov²em nelze pouze jednoduchým dosazením do vzorce. Kaºdý senzor s zná svoji
hodnotu λ(s), ale dokáºe komunikovat pouze se svými sousedy, nelze proto jednodu²e získat
informace od v²ech senzor·. Proto pouºijeme algoritmus shody pr·m¥r·. Tento algorit-
mus v kaºdé iteraci ur£í vnit°ní stav senzoru u(s)i a p°i vhodn¥ zvolených parametrech
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i = λ̄. V reálném pouºití se samoz°ejm¥ po£ítá s kone£ným
po£tem iterací nit.
V algoritmu se st°ídají dva kroky. V prvním kroku kaºdý senzor s po²le sv·j poslední
stav u(s)i−1 v²em svým soused·m s
′ ∈ N (s) a dostane od nich jejich stavy. V druhém kroku








i−1, i = 1, 2, . . . (2.18)
kde ws,s′ jsou váhy spl¬ující
∑
s′∈N (s)∪{s}
ws,s′ = 1. Populární volba vah jsou tzv. Metropolitní
váhy.
Algoritmus je inicializován jako u(s)0 = λ
(s). [6, 9]
2.4. Vyuºití slovníku k výpo£tu globální v¥rohodnostní
funkce
Nyní jsme ur£ili základní konstantu λ̄ a zbývá ur£it hodnotu Λ̄(xn). Upravením (2.14)
dostaneme




Následn¥ Λ(s)(xn) aproximuje s vyuºitím funkcí d1(xn), . . . ,dB(xn), které nazveme atomy,
































b pro b = 1, . . . , B. (2.22)






pro b = 1, . . . , B, (2.23)



























2.4. VYUITÍ SLOVNÍKU K VÝPOTU GLOBÁLNÍ VROHODNOSTNÍ FUNKCE
Z d·vodu rychlého p°enosu dat je lokální v¥rohodnostní funkce vzata pouze v n¥kolika
£ásticích x(s,j)n , j = 1, . . . , J . Tyto £ástice jsou zvoleny na základ¥ p°edchozího výpo£t·
GLF. GLF pak vyjád°íme jako
f̂(z(s)n |x
(s,j)














V této práci se budeme zabývat hledáním konkrétních atom·, které ale nebudou vyjád-
°eny pomocí funkcí, ale pomocí vektor· nebo matic (dimenze závisí na po£tu sledovaných
stavových veli£in d), a z t¥chto atom· pak sestavíme slovník. Prvky atom· lze povaºovat
za funk£ní hodnoty. V tomto p°ípad¥ nelze ur£it £ástice kdekoliv, ale pouze v bodech
odpovídajících prvk·m atomu, respektive p°i nalezení dané £ástice j na senzoru s v £ase
n se tato £ástice posune do nejbliº²ího bodu odpovídajícího prvku atomu. Tím vznikne
slovník




































Slovník D se ur£í z mnoha vygenerovaných signál· Λ(s)(x(s,j)n ) algoritmem K-SVD
popsaným v kapitole 3. Podobu Λ(s)(xn) m·ºeme vid¥t na obrázku 2.2, kde je zobrazena
pro 5 r·zných senzor·.
Obrázek 2.2: Zobrazení Λ(s)(xn) pro r·zné senzory. Kaºdá barva ozna£uje jiný senzor.
Zdroj [6]
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3. Hledání optimální reprezentace
dat
Aby senzory zvládly efektivn¥ ur£it stav pozorovaného objektu, m¥ly by pracovat co
nejrychleji, a tedy p°ená²et jen malé mnoºství dat. K tomu je vhodná °ídká reprezen-
tace, protoºe pokud budou znát v²echny senzory daný slovník, pomocí kterého jsou data
reprezentována, sta£í jim p°enést pouze n¥kolik koeciet·. Proto se v této kapitole zam¥-
°íme na hledání vhodného slovníku pro reprezentaci dat k vytvo°ení globální v¥rohodostní
funkce, který by data nejp°esn¥ji aproximoval. Tento slovník, respektive jeho parametry,
se pokusíme nalézt s vyuºitím algoritmu vhodným na u£ení slovníku z dostupných tré-
novacích signál·, konkrétn¥ pouºijeme algoritmus K-SVD, protoºe ve srovnání uvedeném
v [8] vykazoval nejlep²í výsledky oproti jiným algoritm·m.
3.1. Algoritmus K-SVD
V K-SVD se st°ídají dva kroky  nejprve zaxujeme slovník a libovolnou metodou (v této
práci pomocí OMP) se nalezne vektor koecient·, a poté zaxujeme koecienty a s vyu-
ºitím singulárního rozkladu upravíme slovník. Název algoritmu K-SVD je spojením dvou
názv·  K-means, coº je algoritmus pouºívaný ve shlukové analýze a v na²em p°ípad¥
k ur£ení vektoru koecient·, a SVD, coº je zkratka pro singulární rozklad.[8],[7]
3.1.1. K-means a °ídká reprezentace signálu
Ve shlukové analýze se naleznou vektory c1, . . . , cK takové, ºe kaºdý vzorek lze aproxi-
movat jedním z t¥chto vektor·, p°ípadn¥ násobením t¥chto vektor·. To je obdobné jako
p°i hledání °ídké reprezentace, kdy je ale kaºdý signál aproximován n¥kolika vektory. Al-
goritmus K-means se pak obdobn¥ jako K-SVD skládá ze dvou krok·  v prvním kroku
s nem¥nými vektory c1, . . . , cK nalezne nejlep²í reprezentace pro kaºdý vzorek, a ve dru-
hém kroku pomocí t¥chto reprezentací m¥ní vektory. [8]
3.1.2. Popis algoritmu






vzhledem k ∀i, ‖xi‖0 ≤ Kmax. (3.1)
P°edpokládejme, ºe slovník D je pevn¥ daný a hledáme jen matici koecient· X Pak








vzhledem k ‖xi‖0 ≤ Kmax pro i = 1, . . . , N. (3.2)
P°i pouºití v algoritmu pak budeme volit °ídkost pevn¥ danou, protoºe velikost matic U,
Σ a V vzniklých singulárním rozkladem závisí na p°esné °ídkosti vektoru koecient· 
p°i omezení °ídkosti shora se m·ºe stát, ºe r·zné signály budou mít r·znou °ídkost a pak
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i nové atomy budou r·zn¥ dlouhé a nebude moºné sestavit nový slovník . Ú£elové funkce








vzhledem k ‖xi‖0 = Kmax pro i = 1, . . . , N, (3.3)
kde °ídkost K je ale t°eba volit rozumn¥, tak aby byla dosaºitelná (nelze mít v¥t²í °ídkost
neº jaký je po£et trénovacích signál·).
P°esnost nalezeného °e²ení m·ºeme posoudit velikostí chyby  velikostí matice reziduí
‖Y−DX‖2F  pokud by byla rovna nule, pak slovníkD a koecientyX p°esn¥ reprezentují
data Y. V prvním kroku nalezneme °ídkou reprezentaci X dat Y. V dal²ím kroku se
snaºíme minimalizovat chybu, kterou vyjád°íme ve tvaru















kde xk je k-tý °ádek X.




b. Pokud bychom provedli singulární rozklad, dokázali
bychom velmi rychle sníºit chybu aproximace, ale nebyla by zaru£ena poºadovaná °ídkost.
Proto se nejprve Ek zúºí na ERk odstran¥ním sloupc·, pro které nabývá prvek ve vektoru
koecient· nulové hodnoty. Poté se provede singulární rozklad ERk = UΣV
Ta p°i°adí se
do dk první sloupec U a do xk první sloupec V vynásobený σ1. Podrobn¥ji je algoritmus
popsaný v tabulce 3.1. [8]
3.2. Vstupní údaje
3.2.1. Signály
M¥°ení senzor· poskládané z jednotlivých £ástic mají p°ibliºn¥ tvar dvojrozm¥rného nor-
málního rozd¥lení. Protoºe známe tuto charakteristiku, m·ºeme se jí °ídit p°i hledání
vhodných startovacích slovník·, kterými inicializujeme algoritmus K-SVD. M·ºeme ur£it
vrchol m¥°ení nebo hranici, pod kterou jsou hodnoty blízké nule a ve startovacím slovníku
je zanedbat. P°i na²em hledání slovníku jsme nepouºili data p°ímo od senzor·, ale data
vygenerovaná pomocí konkrétního slovníku ne spojit¥, ale ve form¥ matic °ádu 101. To
má tu výhodu, ºe víme, jak by m¥l vypadat optimální slovník. Tato vygenerovaná data
jsou podobná jako data na obrázku 2.2. V úvahu jsme vzali dv¥ zkoumané veli£iny  po-
zici sledovaného objektu vzhledem k ose x, a jeho pozici vzhledem k ose y. Na²e signály
jsou proto dvojrozm¥rné a tvo°í matici. Trénovacích signál· bylo 2000, kontrolních 250.
Aby s nimi mohl algoritmus K-SVD pracovat, je t°eba je p°eskládat tak, ºe jednotlivé
sloupce signálu jsou se°azeny za sebe, tedy z tvaru ym = [ym(:, 1),ym(:, 2), . . . ,ym(:, 101)]
do tvaru ŷm = [ym(:, 1)T ,ym(:, 2)T , . . . ,ym(:, 101)]T . Na obrázku 3.1 vidíme p°íklad vy-
generovaného signálu.
3.2.2. Startovací slovníky
Hledání optimálního slovníku je minimaliza£ní úloha, která ale není konvexní, tedy kaºdé
nalezené lokální minimum nemusí být globálním minimem. Zárove¬ to znamená, ºe p°i
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Tabulka 3.1: Algoritmus K-SVD
Algoritmus K-SVD
Vstupy:
Y . . .matice signál·
D . . . startovací slovník,
Kmax . . . hranice °ídkosti,
Jmax . . . po£et iterací
Inicializace:
j = 1 . . . £íta£ iterací,
D(1) = D
Hlavní cyklus
Dokud j ≤ Jmax:
Pomocí libovolného algoritmu nalezni matici koecient· X = [x1 . . .xn]






2} vzhledem k ∀i, ‖xi‖0 = Kmax.
Pro kaºdý atom d(j)i slovníku D
(j):
• Nalezni vektor v²ech pozic, na kterých je xk nenulové  ωk := {t|xk(t) 6= 0}.






• Z Ek vezmi v úvahu jen sloupce odpovídající ωk  získá se ERk .
• Prove¤ singulární rozklad matice ERk = UΣV
T .
• P°i°a¤ d(j)k první sloupec U
• xk nahra¤ prvním sloupcem V vynásobeným σ1.




D(Jmax) . . . výsledný slovník.
nastartování v jiném bod¥, respektive jiným startovacím slovníkem, nalezne K-SVD jiný
výsledný slovník. Proto jsme vyzkou²eli r·zné startovací slovníky, které pro p°ehlednost
budeme zna£it AF:
• A  P·vodní slovník, pomocí kterého byla nagenerovnána data; je vytvo°ený pomocí
splajn·. O£ekáváme, ºe výsledný slovník bude podobný tomuto slovníku
• B  Tento slovník obsahuje bu¤ nuly, nebo °adu jedni£ek na pozicích, kde o£ekáváme
nenulovou hodnotu.
• C  Slovník obsahující samé jedni£ky.
• D  Atomy v tomto slovník obsahují jen jedinou nenulovou hodnotu  1  na míst¥,
kde o£ekáváme nejvy²²í hodnotu v atomu.
• E, F  Dva r·zné náhodn¥ vygenerované slovníky.
P°i testování na jednodu²²ích datech se ukázalo, jak je vid¥t na obrázku (3.2), ºe
nejlépe metoda skon£ila p°i pouºití slovník· A a B, proto byly tyto slovníky pouºity i na
















Obrázek 3.1: Jeden z trénovacích signál· sloºit¥j²ích dat.
441  a r·znou °ídkost  10, 20, 30 a 40  v závislosti na velikosti slovníku. Slovník, který
jsme získali algoritmem K-SVD p°i pouºití nap°íklad startovacího slovníku A, budeme
nazývat slovník generovaný startovacím slovníkem A
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Pro porovnávání jednotlivých výsledk· v závislosti na pouºitém startovacím slovníku jsme
pouºili velikost ú£elové funkce (neboli velikost chyby) ‖Y−DX‖2F. Na následujících grafech
lze vid¥t, ºe pro spo£tení n¥kterých slovník· bylo zapot°ebí men²í mnoºství iterací, aby
algoritmus K-SVD konvergoval, a ostatní iterace nebyli po£ítány.
Na obrázku 4.1 je vid¥t, ºe se zv¥t²ujícím se po£tem atom· se zvy²uje i p°esnost
aproximace signál·Y pomocí slovníkuA a koecient·X, a to i p°esto, ºe s vy²²ím po£tem
atom· se zvy²uje po£et prvk· vstupujících do normy p°i výpo£tu velikosti ú£elové funkce.
Na obrázcích 4.2 a 4.3 jsou grafy ukazující, ºe s v¥t²í povolenou °ídkostí klesá velikost
reziduí (neboli ú£elové funkce).
	AB









Obrázek 4.1: Graf závislosti velikosti ú£elové funkce na po£tu atom· slovníku A.
Na obrázcích 4.4, 4.5 a 4.6 vidíme op¥t graf závislosti velikosti ú£elové funkce na po£tu
atom· a grafy závislosti velikosti ú£elové funkce na °ídkosti, tentokrát pro slovník, jehoº
výpo£et byl inicializovaný startovacím slovníkem B.
V porovnání obou slovník· na obrázku 4.7 je vid¥t, ºe velikost ú£elové funkce je po-
dobná p°i inicializaci algoritmu K-SVD slovníkem A i slovníkem B.
Z porovnání velikostí ú£elových funkcí nelze rozhodnout, který startovací slovník je
vhodn¥j²í zvolit, ale je vid¥t, ºe je vhodné pouºít co nejv¥t²í mnoºství atom·. Nicmén¥
víme, ºe signály byly nagenerovány ze slovníku A se 121 atomy (p°íklad atomu je na ob-
rázku 4.8) a natrénovaný slovník by se mu m¥l co nejvíce p°iblíºit. Kdyº si v²ak prohléd-
neme atomy natrénovaných slovník·, nap°íklad na obrázku 4.9 a 4.10, zjistíme, ºe zdaleka
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Obrázek 4.2: Graf závislosti velikosti ú£elové funkce na °ídkosti pro 121 atom· slovníkuA.



























Velikost chyby v zavislosti na velikosti slovníku
Obrázek 4.4: Graf závislosti velikosti ú£elové funkce na po£tu atom· slovníku B.















Obrázek 4.5: Graf závislosti velikosti ú£elové funkce na °ídkosti pro 121 atom· slovníku B.
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Obrázek 4.6: Graf závislosti velikosti ú£elové funkce na °ídkosti pro 441 atom· slovníku B.
neodpovídají o£ekávání. To je nejspí²e zp·sobeno p°etrénováním, tedy natrénovaný slov-
ník se p°izp·sobil konkrétním trénovacím signál·m, a ne jejich spole£ným trend·m. Tomu
by se moºná zabránit pouºitím více trénovacích signál·. To bylo p·vodn¥ také zamý²leno,
ale výrazn¥ by se tím zvý²ily nároky na pam¥´ a výkon po£íta£e, proto nebylo s v¥t²í
mnoºinou moºné pracovat.
4.2. Porovnání s jinými metodami
Metodu u£ení slovníku algoritmem K-SVD budeme porovnávat s metodou pouºití x-
ního slovníku  tedy za slovník bereme libovolnou matici, jedná se nap°íklad o startovací
slovník. P°i porovnávání z hlediska energetické náro£nosti, je metoda u£ení slovníku pod-
statn¥ náro£n¥j²í, neº p°i zvolení xního slovníku. Zatímco u xního slovníku není t°eba
sloºitých výpo£t·, algoritmus K-SVD je energeticky náro£ný a u£ení slovníku m·ºe trvat
v závislosti na r·zných faktorech (nap°íklad velikost slovníku, poºadovaná °ídkost, po£et
a sloºitost trénovacích signál·, výkon po£íta£e) n¥kolik dní. Konkrétn¥ nau£it se slovník
nastartovaný slovníkem A se 441 atomy a °ídkostí 40 p°i provedení 300 iterací trvalo 6 dní
na po£íta£i, který byl vybaven procesorem Intel Xeon E7-4820 b¥ºícím na frekvenci 2GHz,
dále opera£ní pam¥tí 32 GB RAM a opera£ním systémem 64bit Windows 10.
K porovnání xního a natrénovaného slovníku jsme pouºili 250 kontrolních signál·,
tedy takových, na kterých nebyl slovník trénovaný. Za xní slovník jsme zvolili startovací
slovník A. Nejprve jsme nalezli matici koecient· ve smyslu nejmen²ích £tverc· s po-
volenou °ídkostí 25 (20 v p°ípad¥ slovníku s 25 atomy) a poté jsme slovník zredukovali
na atomy odpovídající nejvýznamn¥j²ím koecient·m, nalezli novou matici koecient· ve
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Obrázek 4.7: Porovnání r·zných natrénovaných slovník·. Plná £ára ozna£uje slovníky
generované slovníkem A, p°eru²ovaná slovníky generované slovníkem B.
smyslu nejmen²ích £tverc· a ur£ili velikost ú£elové funkce. Na obrázku 4.11 je porovnání
pro xní a nau£ený slovník s omezenou °ídkostí na 5 nebo 10 atom·. Lze vid¥t, ºe nejlépe
dopadl slovník generovaný slovníkem A s nízkou chybou pro ob¥ zvolené °ídkosti, u n¥j
tedy sta£í p°enést mén¥ koecient· neº u jiných porovnávaných slovník·. Slovník genero-
vaný startovacím slovníkem B dokázal data dob°e aproximovat s povolenou °ídkostí 10,































Obrázek 4.9: Typický atom slovníku spo£teného K-SVD se 121 atomy a °ídkostí 30
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Obrázek 4.10: Typický atom slovníku spo£teného K-SVD se 441 atomy a °ídkostí 30
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4. ROZBOR VÝSLEDK
























Obrázek 4.11: Porovnání velikostí chyby aproximace pro r·zné slovníky o r·zných velikos-




Úkolem této bakalá°ské práce bylo seznámení se s modelem decentralizované senzorové
sít¥, navrºení algoritmu, který nalezne optimální reprezentaci pro trénovací signály, a po-
rovnání s jinými metodami. K reprezentaci dat byla vybrána °ídká reprezentace a nau£ení
slovníku na základ¥ trénovacích dat pomocí algoritmu K-SVD.
Algoritmus K-SVD je popsán v kapitole 3. V této kapitole jsou také popsány zvolené
startovací slovníky a vybrány ty, s jejichº pouºitím je moºné nalézt slovník, který aproxi-
muje data s co nejmen²í chybou. V kapitole 1 je pak popsán algoritmus OMP, který byl
zvolen pro pouºití v první £ásti K-SVD.
Algoritmus byl implementován v prost°edí Matlab, a v kapitole 4 jsou popsány slovníky
spo£tené pomocí tohoto algoritmu. Jako startovací slovníky byly vybrány dva typy, kaºdý
o £ty°ech r·zných velikostech, a °ídkost byla v závislosti na velikosti slovníku omezena
na 10, 20, 30, nebo 40 koecient·. P°i porovnání jednotlivých slovník· bylo zji²t¥no, ºe
lépe aproximují data slovníky s více atomy, a také slovníky generované slovníkem tvarov¥
podobným trénovacím signál·m.
Ve srovnání s jinými metodami na konci kapitoly 4 bylo zji²t¥no, ºe p°i omezení °ídkosti
aproximují nau£ené slovníky kontrolní signály lépe, neº xní slovník. P°i podrobn¥j²ím
prozkoumání slovník· v²ak bylo zji²t¥no, ºe z tvaru jednotlivých atom· nau£ených slov-
níku nelze °íci, co vyjad°ují, na rozdíl od zvoleného xního slovníku.
Na p°iloºeném DVD se nachází programy slouºící k u£ení slovníku, k vyobrazení jed-
notlivých slovník·, a jsou tam také uloºeny trénovací a kontrolní signály a vypo£tené
slovníky v£etn¥ absolutní a relativní chyby, která vznikala mezi jednotlivými iteracemi
K-SVD.
Záv¥r této studentské práce tedy je, ºe pro reprezentaci dat v senzorové síti je výhodné
pouºít nau£ený slovník, obzvlá²´ pokud byl algoritmus na u£ení slovníku nastartován
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6. Seznam pouºitých zkratek a
symbol·
supp nosi£ vektoru  po£et nenulových prvk·
MP Matching pursuit
OMP Orthogonal matching pursuit
SVD Singular value decomposition  singulární rozklad
GLF Global likelihood function  globální v¥rohodnostní funkce
K-SVD algoritmus K-SVD
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7. OBSAH PILOENÉHO DVD
7. Obsah p°iloºeného DVD
Na p°iloºeném DVD se nachází n¥kolik funkcí, které lze spustit v prost°edí Matlab:
• ksvd.m  mírn¥ upravený algoritmus K-SVD poskytnutý doc. Mgr. Pavlem Rajmi-
cem Ph.D.
• omp.m  algoritmus OMP poskytnutý doc. Mgr. Pavlem Rajmicem Ph.D.
• norm_cols.m  funkce, která normalizuje kaºdý °ádek vstupní matice. Volá se v K-
-SVD.
• pokracovani_ksvd.m  funkce, která slouºí k volání ksvd.m a kaºdých 10 iterací
uloºí spo£tený slovník a p°íslu²nou absolutní a relativní chybu. Lze ji pouºít i v p°í-
pad¥, ºe chceme pokra£ovat v po£ítání d°íve spo£teného slovníku.
• prevod_2D_3D.m  v¥t²ina uloºených slovník· je p°evedena do 2D tvaru, který je
nutný pro vstup do ksvd.m. Pokud je vstupem slovník nebo matice signál· ve tvaru
2D, p°evede je na 3D, a naopak.
• ukazka_atomu.m  Vstupem je 2D nebo 3D slovník a funkce zobrazí postupn¥
v²echny atomy tohoto slovníku.
Dále se zde nachází sloºka vstupni_udaje ve které se nachází následující poloºky:
• data_kontrolni_sloupcove.mat  po na£tení v prost°edí Matlab se objeví pro-
m¥nná signaly_kontrolni_sloupcove, ve které se nachází kontrolní signály p°e-
vedené do 2D podoby.
• data_sloupcove.mat  po na£tení se objeví prom¥nná signaly_sloupcove, kde
jsou uloºeny trénovací signály ve form¥ 2D matice
• slovnik_A.mat, slovnik_B.mat  v t¥chto souborech se nachází startovací slovníky
ve tvaru A_X, p°ípadn¥ B_X, kde za X lze dosadit £ty°i velikosti slovník·  25, 36,
121 a 441.
Ve sloºce spoctene_slovniky se nachází slovníky vypo£tené pomocí ksvd.m. Sou-
bory jsou ve tvaru slovnik_X_Y_Z.mat, kde X je 1, pokud se jedná o slovník generovaný
slovníkem A, nebo X je 2, pokud se jedná o slovník generovaný slovníkem B. Y zna£í
velikost slovníku (25, 36, 121 nebo 441) a Z ozna£uje pouºitou °ídkost(10, 20, 30 nebo
40). P°íklad souboru je slovnik_1_121_30.mat. Po na£tení slovníku se objeví prom¥nné
slovnik, ozna£ující spo£tený slovník, abs_chyba, kde jsou uloºeny velikosti absolutní
chyby v jednotlivých iteracích, a rel_chyba, kde jsou uloºeny velikosti relativní chyby
mezi jednotlivými iteracemi.
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