Collopy, Adya and Armstrong (1994) (CAA) advocate the use of atheoretical "black box" extrapolation techniques to forecast information sys tems spend ing. In this paper, we contrast this approach with the positive modeling approach of Gurbaxani and Mendelson (1990) , where the primary focus is on explanation based on economics and innovation diffusion theory. We argue that the objectives and premises of extrapolation techniques are so fundamentally different from those of positive modeling that the evaluation of positive models using the criteria of "black box" forecasting approaches is inadequate. We further show that even if one were to accept CAA's premises, their results are still inferior. Our results refute CAA's claim that linear trend extrapolations are appropriate for forecasting future IS spending and demonstrate the risks of ignoring the guidance of theory.
Introduction
The growth in information systems (IS) spending was traditionally explained by factors related to the diffusion of innovations. In Gurbaxani and Mendelson (1990) (GM), we argued that models based solely on innovation diffusion were incomplete since they ignored the effect of the rapid price decline on the demand for computing. We hypothesized that in the early years of computing, IS spending growth was driven primarily by innovation diffusion, but as experience with the technology increased, technology costs became a dominant factor. We developed a model that incorporated both the sociological theories of innovation diffusion and the economic theory of demand and tested it using aggregate U.S. IS spending data. The results strongly confirmed our hypothesis.
To the extent that Collopy, Armstrong and Adya (1994) (CAA) reexamined our conclusions, their results further support our hypothesis: they show that the price-adjusted models uniformly outperform, by a wide margin, their unadjusted counterparts. CAA proceed to claim, however, that atheoretical "black box" extrapolation methods such as versions of exponential smoothing result in better forecasts than those generated from positive models.
An obvious response to this type of claim is "so what?" It is well known that theories impose constraints on model parameters, and absent such constraints one can always obtain "better fits" that are nonetheless meaningless. It is also well known that ad hoc approaches such as exponential smoothing often generate excellent forecasts without any understanding of the underlying process. They are widely used in automated systems (primarily in inventory control) where the forecast figure is perceived as more important than an understanding of the markets, organizations and phenomena that generate demand. For most researchers, however, the latter is key.
In this case, a careful reading of CAA's results shows that their estimates for the price-adjusted logistic curve actually outperform their recommended equally weighted combined forecast. Further, when we applied CAA's "black box" to the data, we found that their estimated parameters strongly suggested the inappropriateness of their equations for the problem at hand. The exponential smoothing forecasts advocated by CAA did not result in any smoothing, suggesting a misspecification, and CAA's substantive claim that linear trend extrapolations outperform growth models for forecasting future IS spending was not supported by the data. We conclude that our theory-based approach performs better even when subjected to the criteria advocated by CAA. The results also illustrate the inherent risks of using an atheoretical approach.
The GM Research
The stated objective of GM was to develop a model of IS spending growth. We pointed out that traditional studies had focused exclusively on the role of innovation diffusion while neglecting the effect of the price trend, which we argued was also important. We hypothesized that in the early years of computing, diffusion effects would dominate the dynamics of spending growth. However, as users gained experience with the technology, expenditures would grow exponentially due to the rapid decline in computing costs. Accordingly, we set out to test the specific hypothesis that price was a significant determinant of IS spending growth. An explicit goal was to "integrate both elements into a comprehensive model" (GM, p. 34) of IS spending growth.
We formulated a simple mathematical model of this growth phenomenon. The proposed model "accommodate(d) two patterns of growth in different periods, (1) an early transient period, when users gained familiarity with information technology and its applications, and (2) a steady state growth period, when DP expenditures continue to grow steadily as a result of decreasing prices" (GM, p. 24). We integrated the two subperiods using the model
? , where t X , represents real spending in year t, f ( • ) is an S-curve and ? represents the price effect.
As we clearly explain (GM, p. 31), we focus on testing whether ? = 0 for any given functional form of f ( • ). This requires a specification for the S-curve f ( • ) predicted by innovation diffusion theory. To show that our results were robust, we selected the S-curve functions most commonly used in diffusion studies: the logistic curve, the Gompertz curve and the modified exponential curve. In light of our objectives, we consciously did not look for the "best fitting" f ( • ); for example, we reported the results for the modified-exponential function that performed rather poorly.
We tested our hypothesis using aggregate IS spending data in the U.S. over the period . Our results clearly demonstrated the price effect. For all three specifications, the coefficient of the price-adjustment term was highly statistically significant. Indeed, the robustness of our results is repeatedly confirmed by CAA's analysis: whenever a model is compared to its price-adjusted counterpart, CAA's price-adjusted model is uniformly superior.
It is important to note that GM is not a paper about forecasting. It focuses on developing a positive model to explain IS spending growth by examining the roles of innovation diffusion and price. Indeed, our primary objective was to show the role of price, which was neglected in earlier studies. The reader may want to look at the GM paper, starting from the title, down to the key words and abstract, down to the introduction and text, to convince herself of this.
GM rejected the "best fit" approach in favor of a model-based approach. In our discussion of the data, we showed that it can be split into two periods, pre-and post-1970, and we explicitly recognized that two models -a diffusion model for the initial growth period and an exponential growth model for the later years -would provide a good fit. We rejected this approach because of our desire "to integrate both elements into a comprehensive model." The reader may want to review this issue (GM, p. 34, and Figure 3 ), which has a significant bearing on CAA's analysis.
CAA use extrapolation techniques such as exponential smoothing (ES) to forecast IS spending. They claim that "simple" trend extrapolations lead to better forecasts than price-adjusted diffusion models. They couch their claims in a set of "principles for examining predictive validity."
The CAA review of GM is misleading. A reader of the CAA description rather than of the paper itself might think that our empirical tests of the price-adjusted curves were conducted by using a single data point (1987) to "validate" our model. CAA state that "one can argue that their [GM's] test provided an advantage to the price-adjusted diffusion models" (p. 172), and CAA proceeded and "reexamined the results in GM, using the same series they analyzed" (p. 173). In reality, our empirical tests (GM, Table 1, p. 37) were tests of significance on the X coefficient discussed above. They were based on the complete data set, they were robust to model specification, and to the extent that CAA reexamined them, their results unequivocally support our conclusions. We did not set out to validate a forecasting system because we had not built one.
CAA's claims actually refer to an example that we used to "demonstrate the value of an underlying model of growth" in the middle of p. 42. Our example makes the simple point that positive models such as ours can be used to produce reliable forecasts. We certainly did not seek to build a forecasting system, let alone validate one, because this was not our objective. In fact, we consciously rejected models that would provide better "prediction" but were not based on theory.
In short, we believe that CAA's objectives and premises are so fundamentally different from our own that their analysis, regardless of its merits, has little or no bearing on GM. What complicates matters is that CAA have not been successful even on their own terms. To untangle these issues, we discuss the fundamental differences between the two approaches in §3 and evaluate CAA's analysis in § §4 and 5.
Positive Models vs. "Black Box" Forecasting
Positive models are explanatory and based on theory. In this case, they relate IS spending to fundamental factors that drive investments in IS. Drawing on economic theory and diffusion of innovation theory, the GM models attribute the demand for computing to two major determinants, price and innovation diffusion. We explain and estimate the relative contributions of each of the factors to demand and examine how they changed over time. Forecasting is only a by-product of positive modeling; the focus is on explanation.
In contrast, the "black box" forecasting approach exemplified by ES is often a atheoretical ad hoc approach. In their book on forecasting, Newbold and Bos (1990) state that "ES is a somewhat ad hoc approach to the problem of forecasting a time series on the basis of its own past." They proceed to say that "these algorithms are not models at all. Rather, they are simply a set of algebraic formulae that might be appropriate in particular instances for the generation of forecasts," and point out that "the decision to base forecasts on some ES algorithm is rather arbitrary . . . . In practice, most implementations of ES are somewhat unsystematic." This is evidenced by CAA's "model" choices. They picked linear regression again time because "there is uncertainty about the proper form" (p. 174). They selected Brown's ES to "weight recent data more heavily" and they chose Damped Trend ES as it "offers another opportunity to improve the accuracy of the extrapolations by reducing the magnitude of the trend component based on the variation in the historical series" (p. 174). Further, CAA recommend averaging the various forecasts as this often works well. There are, however, numerous alternative extrapolation techniques. Should one use them all and generate the mean forecast? Or should one compute the weighted average of three arbitrarily-chosen techniques? 1 To us, both CAA's choices and their weighting scheme look rather ad hoc. Moreover, since we did not propose a forecasting system, CAA proceeded to make the choices for us as well. We consider their choices inappropriate.
CAA's approach is akin to the techniques used by chartists to track stock prices. Some of these chartists may be successful, and technical market analysis -using trend lines, base lines and the like -is still widely practiced. Yet, the chartists' craft is not taken seriously in academic circles because it lacks a coherent theory and because it is so arbitrary.
The objective of positive modeling is to understand the phenomena under study; CAA's "black box" approach avoids this altogether and focuses on mechanical forecast generation. The positive approach starts from a theoretical model that suggests the relevant variables and the relationships among them, and asks whether the nature of the relationship is consistent with the data. GM identified the nature of IS spending growth as the combined result of diffusion effects in early years and price effects in later years. With regard to the future, only the latter is relevant since (as shown in GM) the diffusion period is behind us. However, for the purpose of understanding the growth process, the earlier diffusion effect is as important as the price effect. Weighting the earlier diffusion periods away in order to obtain better future predictions (which, as we show in §4, is the essence of CAA's ES forecasts) misses the whole point.
Of course, forecasting systems can be useful in a variety of applications. Inventory managers certainly appreciate the demand forecasts generated for them by automated systems, and these systems should be tested for predictive validity. CAA's validation methodology may be well-suited to such applications: it repeatedly applies the automated forecast generation algorithm and helps choose a system that would automatically produce the best forecasts. The forecasting system is then simply a system of adaptive equations that provide a mechanical fit to the data, rather than a model of the underlying phenomenon. It does not address causality, nor does it help to answer the research questions that motivate positive studies. In short, forecasting systems are not comparable to positive models, and it is not surprising that their evaluation criteria are different.
This confusion is reflected in CAA's emphasis on "ease of use," a well justified criterion for forecasting systems. CAA seem to suggest that our price-adjusted equa tions should be repeatedly re-estimated by practicing managers and they complain that practitioners would "experience difficulty" in doing so (CAA, p. 173). Needless to say, positive research is designed to build the knowledge infrastructure that enables better management; we have yet to find the manager who thrives on running nonlinear statistic al analyses. In our view, nonlinear least squares techniques-used by CAA to estimate both the price-adjusted models and their ES parameters-require expert human judgment and we would recommend against their blind automated use in the manner advocated by CAA. Indeed, our attempts to replicate CAA's ES results clearly demonstrated the complexity of their methods and their susceptibility to problems.
The choice of a model is driven by the researcher's objectives. Theories impose constraints on model parameters, and in the absence of such constraints, one can devise "better fits" that have little or no value from a research perspective. The notion that the model will be subsumed by the data is unacceptable in positive research. In essence, CAA build a straw man and establish a set of rules that they use to score their own performance against the straw man. Even by their own results, the straw man is doing very well. We think, however, that the reader may still benefit from further analysis of the outcomes, which will clearly demonstrate the benefits of the guidance of theory. This assessment is presented in § §4 and 5.
The CAA Methodology and Implementation
CAA's validation methodology uses thirteen rolling model-fitting periods and (up to) ten corresponding forecast periods, commencing with the fit period 1960-1974. A forecasting system is fit to the 1960-1974 data, and the fitted system is then used to derive forecasts for the period 1975-1984 (a ten-year horizon). CAA repeat the process by successively adding a year to the fit period, estimating the model and generating forecasts for subsequent years. Their measure of error is the absolute percentage error. The median absolute percentage error (MdAPE) is then computed for all n-period ahead forecasts, where n ranges from 1 to 10. The overall measure of forecast performance is the average of the MdAPEs over the ten forecast horizons.
Note that all of the forecasts generated under the CAA methodology pertain to the 1975-1987 period. Thus, all of CAA's forecast years are in the period where (according to GM) the primary growth factor is the price decline, which leads to an exponential pattern. If one really wants to forecast IS spending in these years, an adaptive model that minimizes the weight of the diffusion years would have a natural advantage. This is shown in (GM, p. 34) and graphed in GM's Figure 3 . Thus, it may not be surprising that simple extrapolation techniques seem to perform well in these years. Yet, the ES techniques do not perform as well as the price-adjusted logistic curve that was not even designed to operate in a forecasting system.
If the sole objective is to forecast IS expenditures in the steady-state period, it appropriate to use the steady-state behavior of the GM model for predic tion. In the next section, we show that the forecasts generated using this approach outperform of CAA's extrapolation techniques.
In order to understand what underlies CAA's results, it is necessary to start wit short overview of ES, which is the most widely used "black box" forecasting approach. We are given a time series of data t X (interpreted in the inventory context demand), and we attempt to forecast future values of the same series, say t X ? Brown (1959) proposed a generalization of the moving average concept, where the forecast driven by a "smoothing constant" ? and a "demand estimate" t S that are related by
where the constant ? determines the weight given to past observations. Brown (1959) recommends smoothing constant values between 0. 1 and 0.3, and this range is typical in practice (Gardner 1985 . Large values of ? are considered problematic as they call into question the very justification for smoothing (Newbold and Bos 1990) .
Simple ES detects trend changes with a lag. Brown's "second order system" estimates the level S t and trend T t separately, using the equations
1)

T t =? (S t -S t-1 ) + (1 -?)T t-1 . (2.2)
This method, used by CAA, can be represented in a number of equivalent forms. Another second-order specification designed to track changes in trend is the Holt-Winters (HW) specification that uses two different coefficients to smooth the level (?) and trend (?):
S t =?X t +(1 -?)(S t-1 + T t-1 ),
(3.1)
T t =? (S t -S t-1 ) + (1 -?)T t-1 . (3.2)
Like the ranges for ?, moderate parameter values, generally below 0.3, have been recommended for these techniques (Gardner 1985 (Gardner 1985) .
The more complex Damped-Trend ES (Gardner and McKenzie 1985) is given by:
S t =?X t +(1 -?)(S t-1 +? T t-1 ), (4.1)
where the "damping coefficient" ? moderates the series' trend. dote that the HW technique (3) is a generalization of Brown's (2), and it is in turn a special case of Damped Trend ES (4).
ES forecasting requires the choice of a technique as well as its smoothing coefficients and initial values. These choices have a significant effect on the results. Give the smoothing constants and initial values, it is easy to produce the forecasts. The key, however, is the estimation of the smoothing constants, which requires nonlinear optimization. Our estimations used the RATS statistical package as well as Autocast-II, the package used by CAA.
CAA did not report how their parameters were estimated. Since we were given one month prepare a response, we limited our replication attempts to their ES results, that had included their to best performers, using a range of Autocast-II options. We estimated the smoothing constants by minimizing the within-sample one-step mean squared forecast error.
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Our results are presented in Table 1 , which complements CAA's ; estimated using Autocast -II. (4) ; estimated using Autocast -II. 7. Exponential-growth model (Equation (5)); estimated using RATS. 8. Exponential-growth model including lagged real GNP growth rate (equation (6)); estimated using RATS.
Damped-Trend Exponential Smoothing (Equations
We first estimated the simple ES forecast, limiting the smoothing constant ? to the range between zero and unity. The results had a Mean MdAPE of 27% (Table 1 , line 1). The smoothing constant ? was at its limit of 1 for all 13 forecasts, suggesting that either the system is inappropriate (which is indeed the case) or that we should increase the upper bound on ? to 2. When we increased the upper bound, the ? estimates ranged from 1.86 to 1.92 with only marginal improvement in forecasting performance (the Mean MdAPE became 25.3%; see line 2).
Next we estimated HW's system (3) with smoothing constant ranges of 0 to 1 (the program default). The result (line 3) was virtually identical to CAA's Brown system, with a Mean MdAPE of 7.1 %. Both smoothing coefficients hit their upper bounds of unity in all 13 estimations. When we allowed , 2 , 0 ? ? ?
? the forecast quality declined (line 4, Mean MdAPE 7.7%).
We then estimated the Damped-Trend ES system, first limiting the parameter values to 1 , , 0 ? ? ? ? ? (the program default). All three parameters again hit their upper bounds of unity. For these parameter values, the Damped Trend system collapses into the HW system which becomes equivalent to Brown's, and their forecasts are obviously identical (compare line 5 to line 3). Mathematically, when ?= 1, Equations (3) and (4) are identical, and the resulting forecasts should be the same. Further, in the degenerate case ?= ? = 1, systems (2) and (3) are identical. Thus, the results from the Damped Trend system are identical to those of Brown's (2) or HW (3).
When we relaxed the constraints on the values of the smoothing constants so that ? and ? could range between 0 and 2 (the other range option supported by Autocast-II), forecast quality decreased somewhat (Table 1 , line 6) to a Mean MdAPE of 7.7%. In summary, all plausible ES systems, regardless of their sophistication, number of parameters or ranges underperformed the price-adjusted logistic results in CAA's Table (line 6) .
It is useful to note that in our estimations of (3) and (4) with parameter values between 0 and 1, all smoothing constants hit their upper limits of unity. Then, all three ES techniques result in the following forecasts. Standing at period t, the forecast for period t + 1 is the value of the current observation, X t plus the slope of the series in the previous period, X t -X t-1 . The data from all prior periods is simply ignored. Qualitatively, the growth in the next period is predicted to be identical to the growth in the previous period, with no smoothing at all. As we demonstrate in §5, this is indicative of a misspecified linear model. This result is predictable from GM, where we have shown that in the pertinent period, the data consist mostly of a constant growth rate plus noise. What CAA are trying to do is fit a linear trend to a growing series that is characterized by an increasing slope. Then, the ES forecasts cast aside all past observations and apply as much weight as is allowable to the most recent level and trend. Thus, the ES results in fact convey a message that is contrary to the one suggested by CAA: rather than supporting a linear trend, the smoothing coefficients suggest an accelerated growth pattern.
Growth Patterns in IS Spending
CAA's substantive conclusion regarding the growth of IS spending is as follows: "It appears to be a commonly held view that spending on IS is growing in an explosive fashion . . . . If experience is any indication, one of the implications of the analysis presented here is that we are more likely to be close to true future values of spending on IS if we assume that they will continue to grow in a simple linear fashion" (CAA, "Conclusion, " p. 176) . This is, indeed, in stark contrast to our own conclusions: "while IS expenses initially grew following an S-curve, more recent growth has converged to an exponential pattern" (GM, p. 23 
As we indicated earlier, the GM analysis shows that this model is appropriate for the later years to which CAA's forecasts pertain. To enable a comparison with the CAA systems, we used the data from 1970 on (see GM, p. 34). The results (line 7) have a mean MdAPE of 2.58%, well below all of CAA's forecast errors. Thus, the exponential growth model provides better forecasts than the linear systems advocated by CAA.
It is surprising that CAA maintained their claims in spite of the clear warning signs provided by their own ES estimates. In particular, the fact that in the ES estimations with parameter values between 0 and 1, the smoothing coefficients hit their upper limits of unity indicates that the linear trend assumption consistently underestimates the actual growth rate. To examine this in concrete terms, consider what happens when Brown's system (2) is used in an attempt to fit a noiseless constant-growth data series, ) on the predicted values of the exponential growth model (5). Consistent with the above analysis, ? and ? hit their upper bounds in all cases. We also found that, as one might expect, this linear ES system consistently underestimated the growth series, with errors increasing in the forecast horizon. A similar analysis using the fitted values of the price-adjusted logistic model also resulted in parameter values of unity for both ? and ?.
We have thus shown that CAA's own methodology and scoring rules reject CAA' linear specification in favor of an exponential growth model. This is evidenced not only by the quality of the forecasts but, more importantly to our minds, by the structure of the estimates.
In GM, we also hypothesized that "while the long-run growth path of [IS] investments follow the pattern studied here, in the short run they will fluctuate with the business cycle" (p. 43). Since in this paper we are dealing with forecasting, we wondered whether incorporating past growth rates of GNP as explanatory variables would improve forecast accuracy. The estimation requires models of both IS spending growth and GNP growth. We estimated the simple model 
where G t is the real GNP growth rate in year t, assumed to follow the autoregressive process .
Here, the year-t forecasts use information available in prior years. The results (line 8) show that as expected, this forecast performs better than the simple logarithmic forecast, with Mean MdAPE 2.17%.
In sum, we have demonstrated that for CAA's forecasts, an exponential model, consistent with a constant-elasticity demand function, provides better forecasts than their linear model. This is consistent with theory and is borne out through extensive empirical verification. Our analysis also illustrates the risks of using "black box" forecasting techniques rather than theoretically derived models. CAA's approach assumes that there is no need to study the underlying process if one relies on simple extrapolation techniques. However, we have just seen how fragile this approach can be.
Concluding Remarks
GM's research question was whether the price effect adds explanatory power to traditional diffusion models. We proposed a model of IS spending growth that integrates the diffusion and price effects and showed that the price effect was significant. CAA's findings support this conclusion.
CAA proceeded to evaluate our model as if it were a "black box" system that successively generates annual forecasts. In doing so, CAA set up a straw man. They intended to show that techniques that were designed to operate as forecasting systems performed better as such. The reality is that they often do, but not in this case. Even using CAA's own criteria, their techniques proved inferior to the straw man they set up for comparison. In our view, this is evident even from their own paper.
Rather than repeat our discussion of CAA's method and its inherent biases, we point out that in spite of these biases, our price-adjusted logistic curve (with a mean MdAPE of 6%) outperforms all of the exponential smoothing techniques as well as CAA's final recommendation, the equal-weights forecast. Taking into account the nature of the forecast period, our estimates result in an MdAPE of 2.6%, better than every one of CAA's extrapolation techniques. We believe that our results clearly demonstrate the superiority of the positive approach. Further, they demonstrate the risks inherent in the use of an atheoretical approach. We think that CAA's model misspecification is directly linked to their reluctance to rely on theory.
This debate exhibits the tension between explanation and forecasting. Even though our approach happens to provide better forecasts, we firmly believe in the importance of explanation as the primary objective for the reasons discussed in §3 of this paper. The ongoing structural changes in the computer industry underscore our point that the forecast numbers are less relevant than an understanding of the nature of the growth process. On the one hand, the industry is segmented into horizontal subindus tries. On the other hand, digital convergence results in the formation of a large "information appliance" industry whose boundaries are not well-defined. In this context, forecast numbers are not transferable, while models and insights are. We believe that the confluence of diffusion and price effects will help explain and differentiate the development of the emerging industry segments now and in the future.*
