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COHOMOLOGIE DE HOCHSCHILD DES SURFACES DE KLEIN
Fre´de´ric BUTIN1
Re´sume´
Etant donne´ un syste`me physique (M, F(M)), ou` M est une varie´te´ de Poisson et F(M) l’alge`bre des fonctions
re´gulie`res sur M , il est important de pouvoir le quantifier pour obtenir des re´sultats plus corrects que ceux donne´s
par la me´canique classique. Une solution est fournie par la quantification par de´formation qui consiste a` construire
un star-produit sur l’alge`bre des se´ries formelles F(M)[[~]]. Un premier pas vers l’e´tude des star-produits est le
calcul de la cohomologie de Hochschild de F(M).
Le but de l’article est de de´terminer cette cohomologie de Hochschild dans le cas des courbes singulie`res du plane
— on pre´cise ainsi, par une de´marche diffe´rente, un re´sultat de´montre´ par Fronsdal — et dans le cas des surfaces
de Klein. L’utilisation d’un complexe propose´ par Kontsevich et l’emploi des bases de Gro¨bner permettent de
re´soudre le proble`me.
Abstract
Given a mechanical system (M, F(M)), where M is a Poisson manifold and F(M) the algebra of regular functions
on M , it is important to be able to quantize it, in order to obtain more precise results than through classical
mechanics. An available method is the deformation quantization, which consists in constructing a star-product
on the algebra of formal power series F(M)[[~]]. A first step toward study of star-products is the calculation of
Hochschild cohomology of F(M).
The aim of this article is to determine this Hochschild cohomology in the case of singular curves of the plane —
so we rediscover, by a different way, a result proved by Fronsdal and make it more precise — and in the case of
Klein surfaces. The use of a complex suggested by Kontsevich and the help of Gro¨bner bases allow us to solve the
problem.
Mots-cle´s
cohomologie ; Hochschild ; surfaces de Klein ; bases de Gro¨bner ; quantification ; star-produits.
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1 Introduction
1.1 Quantification par de´formation
On conside`re un syste`me physique donne´ par une varie´te´ de PoissonM , munie du crochet de Poisson {·}.
En me´canique classique, on e´tudie l’alge`bre (commutative) F(M) des fonctions re´gulie`res (ie, par exemple,
C∞, holomorphes ou polynomiales) sur M , c’est-a`-dire des observables de la me´canique classique. Or la
me´canique quantique, ou` le syste`me physique est de´crit par une alge`bre (non commutative) d’ope´rateurs
sur un espace de Hilbert, donne des re´sultats plus corrects que son analogue classique. D’ou` l’inte´reˆt
d’obtenir une description quantique du syste`me classique (M, F(M)) : une telle ope´ration s’appelle une
quantification. Une des solutions est la quantification ge´ome´trique qui permet de construire explicitement
un espace de Hilbert et une alge`bre d’ope´rateurs sur cet espace. Cette me´thode, fort inte´ressante, a
l’inconve´nient de ne pas toujours s’appliquer. C’est pourquoi on a introduit d’autres quantifications telles
la quantification asymptotique et la quantification par de´formation. Cette dernie`re, de´crite en 1978 par
F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz et D. Sternheimer dans l’article [BFFLS78], constitue
une bonne alternative : au lieu de construire une alge`bre d’ope´rateurs sur un espace de Hilbert, il s’agit
d’obtenir une de´formation formelle de F(M), donne´e par l’alge`bre des se´ries formelles F(M)[[~]], munie
du star-produit associatif (mais non commutatif)
f ∗ g =
∞∑
j=0
mj(f, g)~
j (1)
ou` les applications mj sont biline´aires et ou` m0(f, g) = fg. La quantification est alors donne´e par
l’application f 7→ f̂ , ou` f̂(g) = f ∗ g.
On peut se demander dans quels cas une varie´te´ de Poisson admet une telle quantification. Une re´ponse
a e´te´ donne´e par Kontsevich dans son article [K97] : il a en effet construit un star-produit sur toute
varie´te´ de Poisson. En outre, il a de´montre´ que si M est une varie´te´ lisse, alors les classes d’e´quivalence
de de´formations formelles du crochet de Poisson nul sont en bijection avec les classes d’e´quivalence de
star-produits. De plus, d’apre`s le the´ore`me de Hochschild-Kostant-Rosenberg, tout star-produit abe´lien
est trivial.
Dans le cas ou` M est une varie´te´ alge´brique singulie`re, de la forme
M = {z ∈ Cn / f(z) = 0}
avec n = 2 ou 3, ou` f est un polynoˆme de C[z] — et c’est le cas que nous e´tudions dans la suite —
les fonctions re´gulie`res a` conside´rer sont les fonctions polynomiales sur M , dont l’alge`bre s’identifie a`
l’alge`bre quotient C[z] / 〈f〉. Le re´sultat e´nonce´ pre´ce´demment n’est donc plus applicable. Cependant, les
de´formations de l’alge`bre F(M), de´finies par la formule (1), sont toujours classifie´es par la cohomologie de
Hochschild de F(M), et on se trouve ainsi ramene´ a` l’e´tude de la cohomologie de Hochschild de C[z] / 〈f〉.
1.2 Cohomologies et quotients d’alge`bres de polynoˆmes
Dans la suite, on conside`re R = C[z1, . . . , zn] = C[z] l’alge`bre des polynoˆmes a` coefficients com-
plexes et a` n inde´termine´es. On fixe aussi f1, . . . , fm m e´le´ments de R, et on de´finit l’alge`bre quotient
A := R / 〈f1, . . . , fm〉 = C[z1, . . . , zn] / 〈f1, . . . , fm〉.
Plusieurs articles ont e´te´ consacre´s a` l’e´tude de cas particuliers :
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C. Roger et P. Vanhaecke, dans l’article [RV02], conside`rent le cas ou` n = 2 et m = 1, et ou` f1 est un
polynoˆme homoge`ne. Apre`s avoir rappele´ la de´finition de la cohomologie de Poisson, ils la calculent
en fonction du nombre de composantes irre´ductibles du lieu singulier {z ∈ C2 / f1(z) = 0} (dans ce
cas, on a une structure symplectique en dehors du lieu singulier).
M. Van den Bergh et A. Pichereau, dans les articles [VB94], [P05] et [P06], s’inte´ressent au cas
ou` n = 3 et m = 1, et ou` f1 est un polynoˆme quasi-homoge`ne a` singularite´ isole´e en l’origine. Ils
pre´sentent le calcul de l’homologie et de la cohomologie de Poisson, qui s’exprime en particulier en
fonction du nombre de Milnor de l’espace C[z1, z2, z3] / 〈∂z1f1, ∂z2f1, ∂z3f1〉.
En s’inte´ressant toujours au cas ou` n = 3 et m = 1, dans l’article [AL98], J. Alev et T. Lambre
comparent l’homologie de Poisson en degre´ 0 des surfaces de Klein a` l’homologie de Hochschild en
degre´ 0 de A1(C)
G, ou` A1(C) est l’alge`bre de Weyl et G le groupe associe´ a` la surface.
Quant a` C. Fronsdal, il e´tudie dans l’article [FK07] l’homologie et la cohomologie de Hochschild dans
deux cas particuliers : le cas ou` n = 1 et m = 1, et le cas ou` n = 2 et m = 1. De plus, l’appendice de
cet article donne un autre moyen de calculer la cohomologie de Hochschild dans le cas plus ge´ne´ral
des intersections comple`tes.
Dans cet article, on se propose de calculer la cohomologie de Hochschild dans deux cas particulie`rement
inte´ressants : le cas des courbes singulie`res du plan, avec des polynoˆmes f1 qui correspondent a` leurs
formes normales (ce cas a de´ja` retenu l’inte´reˆt de C. Fronsdal) ; et le cas des surfaces de Klein (n = 3
etm = 1). Ces dernie`res ont fait l’objet d’un nombre important de travaux ; leur rapport aux sous-groupes
finis de SL2C, aux solides de Platon, et a` la correspondance de McKay explique cet inte´reˆt manifeste. Par
ailleurs, les alge`bres pre´projectives, dont il est question dans l’article [CBH98], constituent une famille de
de´formations des surfaces de Klein, parame´tre´e par le groupe qui leur est associe´, ce qui motive encore
le calcul de leur cohomologie.
Le re´sultat principal de l’article est donne´ par les deux proprie´te´s :
Proprie´te´ 1
Soit une courbe singulie`re du plan, de´finie par un polynoˆme f1 ∈ C[z], de type Ak, Dk ou Ek. Alors
H0 ≃ C[z] / 〈f1〉, H
1 ≃ C[z] / 〈f1〉 ⊕ C
k, et pour tout j ≥ 2, Hj ≃ Ck.
Proprie´te´ 2
Soient Γ un sous-groupe fini de SL2C et f1 ∈ C[z] tel que C[x, y]
Γ ≃ C[z] / 〈f1〉. Alors H
0 ≃ C[z] / 〈f1〉,
H1 ≃ ∇f1∧ (C[z] / 〈f1〉)
3 ⊕ Cµ, H2 ≃ C[z] / 〈f1〉 ⊕ C
µ, et pour tout j ≥ 3, Hj ≃ Cµ, ou` µ est le nombre
de Milnor de XΓ.
Pour calculer explicitement ces espaces de cohomologie, on s’appuiera sur la de´marche propose´e par M.
Kontsevich dans l’appendice de [FK07], de´marche que l’on de´veloppera.
On e´tudiera d’abord le cas des courbes singulie`res du plan dans le paragraphe 3 : on utilisera cette
me´thode pour retrouver le re´sultat que C. Fronsdal a e´tabli par des calculs directs. Puis on l’affinera en
de´terminant les dimensions des espaces de cohomologie au moyen de la division multivarie´e et des bases
de Gro¨bner.
Puis, dans le paragraphe 4, on conside´rera le cas des surfaces de Klein (XΓ = C
2 /Γ, avec Γ sous-groupe
fini de SL2C). On de´montrera d’abord que H
0 s’identifie a` l’espace des fonctions polynomiales sur la sur-
face singulie`re XΓ. On poursuivra en montrant que H
1 et H2 sont de dimension infinie. On de´terminera
aussi, pour j supe´rieur ou e´gal a` 3, la dimension de Hj , en montrant qu’elle est e´gale au nombre de
Milnor de la surface XΓ.
Avant l’e´tude de ces deux cas, le paragraphe 1.3 rappelle des re´sultats importants sur les de´formations.
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1.3 Cohomologie de Hochschild et de´formations d’alge`bres
• Etant donne´ une C−alge`bre associative, note´e A, le complexe de Hochschild associe´ a` A est le complexe
C0(A)
d0
// C1(A)
d1
// C2(A)
d2
// C3(A)
d3
// C4(A)
d4
// . . .
dont l’espace Cp(A) des p−cochaˆınes est de´fini par Cp(A) = 0 pour p ∈ −N∗, C0(A) = A et ∀ p ∈
N∗, Cp(A) = L(A⊗p, A), ou` L(A⊗p, A) de´signe l’espace des applications C−line´aires de A⊗p dans A, et
dont la diffe´rentielle d =
⊕∞
i=0 dp est donne´e par la formule
∀ f ∈ Cp(A), dp f(a0, . . . , ap) = a0f(a1, . . . , ap)−
p−1∑
i=0
f(a0, . . . , aiai+1, . . . , ap)+(−1)
p−1f(a0, . . . , ap−1)ap,
c’est-a`-dire dpf = (−1)
p+1[µ, f ]G,
ou` µ est la multiplication de l’alge`bre A, et [·]G le crochet de Gerstenhaber.
On de´finit alors la cohomologie de Hochschild de A comme la cohomologie du complexe de Hochschild
associe´ a` A. On note HH0(A) = Ker d0 et ∀ p ∈ N
∗, HHp(A) = Ker dp / Im dp−1.
• On note C[[~]] (resp. A[[~]]) l’alge`bre des se´ries formelles en l’inde´termine´e ~, a` coefficients dans C (resp.
A). Une de´formation de l’alge`bre A est de´finie comme une application m de A[[~]] × A[[~]] dans A[[~]]
qui est C[[~]]−biline´aire et telle que
∀ (s, t) ∈ A[[~]]2, m(s, t) ≡ st mod ~A[[~]],
∀ (s, t, u) ∈ A[[~]]3, m(s, m(t, u)) = m(m(s, t), u).
Cela signifie qu’il existe une suite d’applications biline´aires mj de A × A dans A dont le premier terme
m0 est le produit de A et telle que
∀ (a, b) ∈ A2, m(a, b) =
∞∑
j=0
mj(a, b)~
j ,
∀ n ∈ N,
∑
i+j=n
mi(a, mj(b, c)) =
∑
i+j=n
mi(mj(a, b), c), c’est-a`-dire
∑
i+j=n
mi •mj = 0,
en utilisant le produit de Gerstenhaber, note´ •.
On parle de de´formation d’ordre p si la formule pre´ce´dente est ve´rifie´e (seulement) pour n ≤ p.
Deux de´formations m et m′ de A sont dites e´quivalentes s’il existe un C[[~]]−automorphisme de A[[~]],
note´ ϕ, tel que
∀ (s, t) ∈ A[[~]]2, ϕ(m(s, t)) = m′(ϕ(s), ϕ(t))
∀ s ∈ A[~], ϕ(s) ≡ s mod ~A[[~]],
c’est-a`-dire s’il existe une suite d’applications line´aires ϕj de A dans A dont le premier terme ϕ0 est
l’identite´ de A et telle que
∀ a ∈ A, ϕ(a) =
∞∑
j=0
ϕj(a)~
j ,
∀ n ∈ N,
∑
i+j=n
ϕi(mj(a, b)) =
∑
i+j+k=n
m′i(ϕj(a), ϕk(b)).
• Un des inte´reˆts de la cohomologie de Hochschild est de permettre de parame´trer les de´formations de
l’alge`bre A. En effet, si pi ∈ C2(A), on peut construire une de´formationm d’ordre 1 de A telle que m1 = pi
si et seulement si pi ∈ Ker d2. De plus, deux telles de´formations sont e´quivalentes si et seulement si leur
diffe´rence est un e´le´ment de Im d1. Ainsi, l’ensemble des classes de de´formations d’ordre 1 est en bijection
avec HH2(A).
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Si m est une de´formation d’ordre p, alors on peut e´tendre m en une de´formation d’ordre p + 1 si et
seulement s’il existe mp+1 tel que
∀ (a, b, c) ∈ A3,
p∑
i=1
(mi(a, mp+1−i(b, c))−mi(mp+1−i(a, b), c))︸ ︷︷ ︸
ωp(a, b, c)
= −d2mp+1(a, b, c),
ie
p∑
i=1
mi •mp+1−i = d2mp+1.
Or le terme ωp appartient a` Ker d3, donc HH
3(A) repre´sente les obstructions au prolongement d’une
de´formation d’ordre p en une de´formation d’ordre p+ 1.
2 Pre´sentation du complexe de Koszul
On rappelle dans ce paragraphe les re´sultats sur le complexe de Koszul qui sont donne´s dans l’appendice
de l’article [FK07].
2.1 The´ore`me de Kontsevich et notations
• Comme indique´ au paragraphe 1.2, on conside`re R = C[z] et (f1, . . . , fm) ∈ R
m, et on note A =
R / 〈f1, . . . , fm〉. On suppose qu’il y a intersection comple`te, ie la dimension de l’ensemble des solutions
du syste`me {f1 = · · · = fm = 0} est n−m.
•On de´finit aussi la superalge`bre supercommutative A˜ = R⊗
∧
{αj, j = 1 . . .m} = C[z1, . . . , zn, α1, . . . , αm].
On introduit ensuite ηi =
∂
∂zi
et bj =
∂
∂αj
.
On note les variables paires avec des lettres latines et les variables impaires avec des lettres grecques.
• On conside`re l’alge`bre diffe´rentielle gradue´e
T˜ = A[η1, . . . , ηn, b1, . . . , bm] =
C[z1, . . . , zn]
〈f1, . . . , fm〉
[η1, . . . , ηn, b1, . . . , bm],
munie de la diffe´rentielle
dT˜ =
n∑
j=1
m∑
i=1
∂fi
∂zj
bi
∂
∂ηj
et de la graduation de Hodge, de´finie par deg(zi) = 0, deg(ηi) = 1, deg(αj) = −1, deg(bj) = 2.
On peut alors e´noncer le the´ore`me principal qui permet le calcul de la cohomologie de Hochschild :
The´ore`me 3 (Kontsevich)
Sous les hypothe`ses pre´ce´dentes, la cohomologie de Hochschild de A est isomorphe a` la cohomologie du
complexe (T˜ , dT˜ ) de´fini par l’alge`bre diffe´rentielle gradue´e T˜ .
• Il n’y a pas d’e´le´ment de degre´ strictement ne´gatif. On a donc le complexe suivant :
T˜ (0)
0˜
// T˜ (1)
d
(1)
T˜
// T˜ (2)
d
(2)
T˜
// T˜ (3)
d
(3)
T˜
// T˜ (4)
d
(4)
T˜
// . . .
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Pour chaque degre´ p, on choisit une base Bp de T˜ (p). Par exemple pour p = 0 . . . 3, on prend :
T˜ (0) = A
T˜ (1) = Aη1 ⊕ · · · ⊕Aηn
T˜ (2) = Ab1 ⊕ · · · ⊕Abm ⊕
⊕
i<j
Aηiηj
T˜ (3) =
⊕
i=1...m
j=1...n
Abiηj ⊕
⊕
i<j<k
Aηiηjηk
On peut alors expliciter les matrices MatBp,Bp+1(d
(p)
T˜
).
• On note p : C[z]→ A = C[z]/〈f1, . . . , fm〉 la projection canonique.
Pour tout ide´al J de C[z], on notera JA l’image de cet ide´al par la projection canonique.
De meˆme, si (g1, . . . , gr) ∈ A
r on notera 〈g1, . . . , gr〉A l’ide´al de A engendre´ par (g1, . . . , gr).
Par ailleurs, si g ∈ C[z], et si J est un ide´al de C[z], alors on note
AnnJ(g) := {h ∈ C[z] / hg = 0 mod J}.
En particulier, g ne divise pas 0 dans C[z]/J si et seulement si AnnJ(g) = J .
Enfin, pour tout polynoˆme g ∈ C[z], on note ∇g son gradient.
2.2 Cas particulier ou` n = 1 et m = 1
• Dans le cas ou` n = 1 et m = 1, d’apre`s ce qui pre´ce`de, on a pour p ∈ N∗,
T˜ (2p) = Abp1 et T˜ (2p+ 1) = Ab
p
1η1.
On en de´duit
H0 = A, H1 = {g1η1 / g1 ∈ A et g1 ∂z1f1 = 0}
et ∀ p ∈ N∗, H2p =
Abp1
{g1(∂z1f1)b
p
1 / g1 ∈ A}
, et H2p+1 = {g1 b
p
1η1 / g1 ∈ A et g1 ∂z1f1 = 0}.
• Si maintenant f1 = z
k
1 , alors
H0 = A = C[z1] / 〈z
k
1 〉 ≃ C
k−1
H1 = {g1η1 / g1 ∈ A et kg1z
k−1
1 = 0} ≃ C
k−1
et ∀ p ∈ N∗, H2p =
Abp1
{g1(kz
k−1
1 )b
p
1 / g1 ∈ A}
≃ Ck−1
et H2p+1 = {g1 b
p
1η1 / g1 ∈ A et kg1z
k−1
1 = 0} ≃ C
k−1.
3 Cas n = 2, m = 1. — courbes singulie`res du plan
3.1 Description des espaces de cohomologie
On utilise le the´ore`me 3 pour calculer la cohomologie de Hochschild de A. On commence par expliciter
les cochaˆınes et les diffe´rentielles.
• Les diffe´rents espaces du complexe sont donne´s par
T˜ (0) = A T˜ (5) = Ab21η1 ⊕Ab
2
1η2
T˜ (1) = Aη1 ⊕Aη2 T˜ (6) = Ab
3
1 ⊕Ab
2
1η1η2
T˜ (2) = Ab1 ⊕Aη1η2 T˜ (7) = Ab
3
1η1 ⊕Ab
3
1η2
T˜ (3) = Ab1η1 ⊕Ab1η2 T˜ (8) = Ab
4
1 ⊕Ab
3
1η1η2
T˜ (4) = Ab21 ⊕Ab1η1η2 T˜ (9) = Ab
4
1η1 ⊕Ab
4
1η2,
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ie, dans le cas ge´ne´ral, pour p ∈ N∗, T˜ (2p) = Abp1 ⊕Ab
p−1
1 η1η2 et T˜ (2p+ 1) = Ab
p
1η1 ⊕Ab
p
1η2 .
On a ∂∂ηk (ηk ∧ ηl) = 1 ∧ ηl = −ηl ∧ 1, donc d
(2)
T˜
(ηkηl) = −
∂f1
∂zk
b1ηl +
∂f1
∂zl
b1ηk.
On note de´sormais ∂∂zj
= ∂zj = ∂j .
Les matrices de dT˜ sont donc donne´es par
MatB2p,B2p+1(d
(2p)
T˜
) =
(
0 ∂2f1
0 −∂1f1
)
MatB2p+1,B2p+2(d
(2p+1)
T˜
) =
(
∂1f1 ∂2f1
0 0
)
.
• On en de´duit une expression plus simple des espaces de cohomologie :
H0 = A
H1 = {g1η1 + g2η2 / (g1, g2) ∈ A
2 et g1 ∂1f1 + g2 ∂2f1 = 0} ≃
{
g =
(
g1
g2
)
∈ A2 / g · ∇f1 = 0
}
∀ p ∈ N∗,
H2p =
{g1b
p
1+g2b
p−1
1 η1η2 / (g1, g2)∈A
2 et g2 ∂1f1=g2 ∂2f1=0}
{(g1 ∂1f1+g2 ∂2f1)b
p
1 / (g1, g2)∈A
2}
≃
g=
 g1
g2
∈A2 / g2 ∂1f1=g2 ∂2f1=0

 g · ∇f1
0
 / g∈A2

≃ A〈∂1f1, ∂2f1〉A ⊕ {g ∈ A / g ∂1f1 = g ∂2f1 = 0}
H2p+1 =
{g1b
p
1η1+g2b
p
1η2 / (g1, g2)∈A
2 et g1 ∂1f1+g2 ∂2f1=0}
{g2(∂2f1b
p
1η1−∂1f1b
p
1η2) / g2∈A}
≃
g=
 g1
g2
∈A2 / g·∇f1=0
g2
 ∂2f1
−∂1f1
 / g2∈A

.
Il reste a` de´terminer explicitement ces espaces. C’est l’objet des deux paragraphes suivants.
3.2 Calculs explicites dans le cas particulier ou` f1 est a` variables se´pare´es
Dans ce paragraphe, on conside`re le polynoˆme f1 = a1z
k
1 + a2z
l
2, avec 2 ≤ l ≤ k et (a1, a2) ∈ (C
∗)2.
Les de´rive´es partielles de f1 sont ∂1f1 = ka1z
k−1
1 et ∂2f1 = la2z
l−1
2 .
• On a de´ja`
H0 = C[z1, z2]/〈a1z
k
1 + a2z
l
2〉.
• De plus, comme f1 est quasi-homoge`ne, la formule d’Euler donne
1
k
x1∂1f1 +
1
l
x2∂2f1 = f1. Ainsi, on a
l’inclusion 〈f1〉 ⊂ 〈∂1f1, ∂2f1〉, donc
A
〈∂z1f1, ∂z2f1〉A
≃ C[z1, z2]〈∂z1f1, ∂z2f1〉
≃ V ect
(
zi1z
j
2 / i ∈ J0, k − 2K, j ∈ J0, l − 2K
)
.
Or ∂1f1 et f1 sont premiers entre eux, de meˆme que ∂2f1 et f1, donc si g ∈ A ve´rifie g∂1f1 = 0 mod 〈f1〉,
alors g ∈ 〈f1〉, ie g est nul dans A.
Ainsi,
H2p ≃ V ect
(
zi1z
j
2 / i ∈ J0, k − 2K, j ∈ J0, l − 2K
)
≃ C(k−1)(l−1).
• On de´termine maintenant l’ensemble
{
g =
(
g1
g2
)
∈ A2 / g · ∇f1 = 0
}
:
On a d’abord 〈f1, ∂1f1〉 = 〈a1z
k
1 + a2z
l
2, z
k−1
1 〉 = 〈z
l
2, z
k−1
1 〉. Les seuls monoˆmes qui ne sont pas dans cet
ide´al sont donc les e´le´ments zi1z
j
2 avec i ∈ J0, k − 2K et j ∈ J0, l − 1K.
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Tout polynoˆme P ∈ C[z] peut donc s’e´crire sous la forme
P = αf1 + β∂1f1 +
∑
i=0...k−2
j=0...l−1
aijz
i
1z
j
2.
Les polynoˆmes P ∈ C[z] tels que P∂2f1 ∈ 〈f1, ∂1f1〉 sont donc les e´le´ments
P = αf1 + β∂1f1 +
∑
i=0...k−2
j=1...l−1
aijz
i
1z
j
2.
On a ainsi calcule´ Ann〈f1, ∂1f1〉(∂2f1).
L’e´quation
g · ∇f1 = 0 mod 〈f1〉 (2)
entraˆıne
g2∂2f1 = 0 mod 〈f1, ∂1f1〉, (3)
ie g2 ∈ Ann〈f1, ∂1f1〉(∂2f1), ie encore
g2 = αf1 + β∂1f1 +
∑
i=0...k−2
j=1...l−1
aijz
i
1z
j
2, (4)
avec (α, β) ∈ C[z]2.
Il s’ensuit que
g1∂1f1 + αf1∂2f1 + β∂1f1∂2f1 +
∑
i=0...k−2
j=1...l−1
aijz
i
1z
j
2∂2f1 ∈ 〈f1〉. (5)
Et, avec l’e´galite´ z2∂2f1 = lf1 −
l
kz1∂1f1,
∂1f1
g1 + β∂2f1 − lk ∑
i=0...k−2
j=1...l−1
aijz
i+1
1 z
j−1
2
 ∈ 〈f1〉. (6)
Comme f1 et ∂1f1 sont premiers entre eux, cette e´quation e´quivaut a`
g1 = −β∂2f1 +
l
k
∑
i=0...k−2
j=1...l−1
aijz
i+1
1 z
j−1
2 + δf1,
avec δ ∈ C[z].
On ve´rifie ensuite que les e´le´ments g1 et g2 ainsi obtenus sont bien solutions de l’e´quation (2).
Finalement, on a
{
g ∈ A2 / g · ∇f1 = 0
}
=

(
α
δ
)
f1 − β
(
∂2f1
−∂1f1
)
+
∑
i=0...k−2
j=1...l−1
aijz
i
1z
j−1
2
(
l
k
z1
z2
) /
(α, β, δ) ∈ C[z]3 et aij ∈ C
 .
On en de´duit aussitoˆt les espaces de cohomologie d’indices impairs :
∀ p ≥ 1, H2p+1 ≃ C(k−1)(l−1)
H1 ≃ C(k−1)(l−1) ⊕ C[z1, z2]/〈a1z
k
1 + a2z
l
2〉.
Remarque 4
On obtient en particulier la cohomologie pour les cas ou` f1 = z
k+1
1 + z
2
2 , f1 = z
3
1 + z
4
2 et f1 = z
3
1 + z
5
2 ,
cas qui correspondent respectivement aux fonctions quasi-homoge`nes de types Ak, E6 et E8 donne´es dans
[AVGZ86] p. 181.
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On regroupe ces trois cas particuliers dans le tableau ci-dessous :
H0 H1 H2p H2p+1
Ak C[z] / 〈z
k+1
1 + z
2
2〉 C[z] / 〈z
k+1
1 + z
2
2〉 ⊕ C
k Ck Ck
E6 C[z] / 〈z
3
1 + z
4
2〉 C[z] / 〈z
3
1 + z
4
2〉 ⊕ C
6 C6 C6
E8 C[z] / 〈z
3
1 + z
5
2〉 C[z] / 〈z
3
1 + z
5
2〉 ⊕ C
8 C8 C8
Les cas ou` f1 = z
2
1z2+z
k−1
2 et f1 = z
3
1+z1z
3
2 , ie respectivement Dk et E7, sont e´tudie´s dans le paragraphe
suivant.
3.3 Calculs explicites pour Dk et E7
Pour e´tudier ces cas particuliers, on utilise le re´sultat suivant sur les bases de Gro¨bner :
De´finition 5
Pour g ∈ C[z], on note lt(g) son terme dominant (pour l’ordre lexicographique).
Soit J un ide´al de C[z] et GJ := [g1, . . . , gr] une base de Gro¨bner de J . Un polynoˆme p ∈ C[z] est re´duit
relativement a` GJ s’il est nul ou bien si aucun terme de p n’est divisible par le terme dominant lt(gj) de
l’un des e´le´ments de GJ .
L’ensemble des termes GJ−standards est l’ensemble des monoˆmes de C[z] prive´ de l’ensemble des termes
dominants lt(f) des polynoˆmes f ∈ J\{0}.
The´ore`me 6 (Macaulay)
L’ensemble des termes GJ−standards forme une base de l’espace vectoriel quotient C[z] / J .
3.3.1 Cas de f1 = z
2
1z2 + z
k−1
2 , ie Dk
On a ici f1 = z
2
1z2 + z
k−1
2 , ∂1f1 = 2z1z2 et ∂2f1 = z
2
1 + (k − 1)z
k−2
2 .
Une base de Gro¨bner de l’ide´al 〈f1, ∂2f1〉 est B := [b1, b2] = [z
2
1 + (k − 1)z
k−2
2 , z
k−1
2 ].
L’ensemble des termes standards est donc {zi1z
j
2 / i ∈ {0, 1} et j ∈ J0, k − 2K}.
On peut alors re´soudre l’e´quation p ∂1f1 = 0 dans C[z] / 〈f1, ∂2f1〉.
En effet, en e´crivant p :=
∑
i=0,1j=0...k−2
aijz
i
1z
j
2, l’e´quation devient
q :=
∑
i=0,1j=0...k−2
aijz
i+1
1 z
j+1
2 ∈ 〈f1, ∂2f1〉.
On cherche donc la forme normale de l’e´le´ment q modulo l’ide´al 〈f1, ∂2f1〉.
La division multivarie´e de q par B s’e´crit q = q1b1 + q2b2 + r avec r =
∑k−3
j=0 a0,jz1z
j+1
2 .
La solution est donc
p = a0,k−2z
k−2
2 +
k−2∑
j=0
a1,jz1z
j
2.
Or l’e´quation
g · ∇f1 = 0 mod 〈f1〉 (7)
entraˆıne
g1∂1f1 = 0 mod 〈f1, ∂2f1〉, (8)
ie
g1 = αf1 + β∂2f1 + az
k−2
2 +
k−2∑
j=0
bjz1z
j
2, (9)
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avec (α, β) ∈ C[z]2 et a, bj ∈ C.
D’ou`
g2∂2f1 + β∂1f1∂2f1 + az
k−2
2 ∂1f1 +
k−2∑
j=0
bjz1z
j
2∂1f1 ∈ 〈f1〉. (10)
Et, avec les e´galite´s zk−12 =
1
2−k (f1−z2∂2f1) = −
1
2−kz2∂2f1 mod 〈f1〉, et
k−2
2 z1∂1f1+z2∂2f1 = (k−1)f1
(Euler), on obtient
∂2f1
g2 + β∂1f1 − 2a
2− k
z1z2 +
k−2∑
j=0
bj
2
2− k
zj+12
 ∈ 〈f1〉. (11)
Mais f1 et ∂2f1 sont premiers entre eux, donc
g2 = −β∂1f1 +
2a
2− k
z1z2 −
k−2∑
j=0
bj
2
2− k
zj+12 + δf1,
avec δ ∈ C[z].
Donc
{
g ∈ A2 / g · ∇f1 = 0
}
=

(
α
δ
)
f1 + β
(
∂2f1
−∂1f1
)
+
(
zk−22
2
2−k z1z2
)
+
k−2∑
j=0
bjz
j
2
(
z1
− 22−k z2
) /
(α, β, δ) ∈ C[z]3 et a, bj ∈ C
 .
Par ailleurs, une base de Gro¨bner de 〈∂1f1, ∂2f1〉 est [z
2
1 + (k − 1)z
k−2
2 , z1z2, z
k−1
2 ],
donc C[z] / 〈∂1f1, ∂2f1〉 ≃ V ect
(
z1, 1, z2 . . . , z
k−2
2
)
.
En re´sume´,
H0 = C[z] / 〈z21z2 + z
k−1
2 〉
H1 ≃ C[z] / 〈z21z2 + z
k−1
2 〉 ⊕ C
k
H2p ≃ Ck
H2p+1 ≃ Ck.
3.3.2 Cas de f1 = z
3
1 + z1z
3
2, ie E7
On a ici ∂1f1 = 3z
2
1 + z
3
2 et ∂2f1 = 3z1z
2
2 .
Une base de Gro¨bner de l’ide´al 〈f1, ∂1f1〉 est [3z
2
1 + z
3
2 , z1z
3
2 , z
6
2 ], et une base de Gro¨bner de 〈∂1f1, ∂2f1〉
est [3z21 + z
3
2 , z1z
2
2 , z
5
2 ].
Par une de´monstration analogue, on obtient :
H0 = C[z] / 〈z31 + z1z
3
2〉
H1 ≃ C[z] / 〈z31 + z1z
3
2〉 ⊕ C
7
H2p ≃ C7
H2p+1 ≃ C7.
4 Cas n = 3, m = 1. — surfaces de Klein
4.1 Surfaces de Klein
Etant donne´ un groupe fini G agissant sur Cn, on lui fait correspondre, selon le programme d’Erlangen
de Klein, la varie´te´ quotient Cn/G : c’est la varie´te´ dont les points sont les orbites sous l’action de G.
Les fonctions polynomiales sur cette varie´te´ sont les fonctions polynomiales sur Cn invariantes par G.
Dans le cas de SL2C, la the´orie des invariants permet d’associer a` tout sous-groupe fini un polynoˆme.
Ainsi, a` tout sous-groupe fini de SL2C est associe´e la varie´te´ alge´brique constitue´e des ze´ros de ce
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polynoˆme, appele´e surface de Klein.
On rappelle dans ce paragraphe quelques re´sultats sur ces surfaces. Voir les re´fe´rences [S77] et [CCK99]
pour plus de de´tails.
Proprie´te´ 7
Tout sous-groupe fini de SL2C est conjugue´ a` l’un des groupes suivants :
• An (cyclique), n ≥ 1 (|An| = n)
• Dn (die´dral), n ≥ 1 (|Dn| = 4n)
• E6 (te´trae´dral) (|E6| = 24)
• E7 (octae´dral) (|E7| = 48)
• E8 (icosae´dral) (|E8| = 120).
Proprie´te´ 8
Soit G l’un des groupes de la liste pre´ce´dente. L’anneau des invariants est
C[x, y]G = C[e1, e2, e3] = C[e1, e2]⊕ e3C[e1, e2] ≃ C[z1, z2, z3]/〈f1〉,
ou` les invariants ej sont des polynoˆmes homoge`nes, avec e1 et e2 alge´briquement inde´pendants, et ou` f1
est un polynoˆme quasi-homoge`ne a` singularite´ isole´e en l’origine.
Ces polynoˆmes sont donne´s dans le tableau suivant.
G e1, e2, e3 f1 C[z1, z2, z3]/〈∂1f1, ∂2f1, ∂3f1〉
An
e1 = x
n
e2 = y
n
e3 = xy
−n(z1z2 − z
n
3 )
V ect(1, z1, . . . , z
n−2
3 )
dim = n− 1
Dn
e1 = x
2y2
e2 = x
2n + (−1)ny2n
e3 = x
2n+1y + (−1)n+1xy2n+1
λn(4z
n+1
1 +(−1)
n+1z1z
2
2+(−1)
nz23)
avec λn = 2n(−1)
n+1
V ect(1, z2, z1, . . . , z
n−1
1 )
dim = n+ 1
E6
e1 = x
5y − xy5
e2 = 14y
4x4 + x8 + y8
e3 = 33y
8x4− y12+33y4x8−x12
4(z23 − z
3
2 + 108z
4
1)
V ect(1, z2, z1, z1z2, z
2
1 , z
2
1z2)
dim = 6
E7
e1 = 14y
4x4 + x8 + y8
e2 = −3y
10x2 + 6y6x6 − 3y2x10
e3 = −34x
5y13−yx17+34y5x13+xy17
8(3z23 − 12z
3
2 + z2z
3
1)
V ect(1, z2, z
2
2 , z1, z1z2, z1z
2
2 , z
2
1)
dim = 7
E8
e1 = x
11y + 11x6y6 − xy11
e2 = x
20 − 228x15y5 + 494x10y10
+228x5y15 + y20
e3 = x
30 + 522x25y5
−10 005x20y10 − 10 005x10y20
−522x5y25 + y30
10(1 728z51 + z
3
2 − z
2
3)
V ect(zi1z
j
2)i=0...3,
j=0...1
dim = 8
On appelle surface de Klein l’hypersurface alge´brique de´finie par {z ∈ C3 / f1(z) = 0}.
The´ore`me 9 (Pichereau)
On conside`re le crochet de Poisson de´fini sur C[z1, z1, z3] par
{·}f1 = ∂3f1 ∂1 ∧ ∂2 + ∂1f1 ∂2 ∧ ∂3 + ∂2f1 ∂3 ∧ ∂1 = idf1(∂1 ∧ ∂2 ∧ ∂3),
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et on note HP ∗f1 (resp. HP
f1
∗ ) la cohomologie (resp. l’homologie) de Poisson pour ce crochet. Sous les hy-
pothe`ses pre´ce´dentes, la cohomologie de Poisson HP ∗f1 et l’homologie de Poisson HP
f1
∗ de (C[z1, z1, z3]/〈f1〉, {·}f1)
est donne´e par
HP 0f1 = C, HP
1
f1
≃ HP 2f1 = {0}
HP f10 ≃ HP
f1
2 ≃ C[z1, z2, z3]/〈∂1f1, ∂2f1, ∂3f1〉
dim(HP f11 ) = dim(HP
f1
0 )− 1
HP f1j = HP
j
f1
= {0} si j ≥ 3.
L’alge`bre C[x, y] est une alge`bre de Poisson pour le crochet symplectique standard que l’on note {·}std.
Comme G est un sous-groupe du groupe symplectique Sp2C, l’alge`bre des invariants C[x, y]
G est une
sous-alge`bre de Poisson de C[x, y]. La proprie´te´ suivante permet alors de de´duire du the´ore`me 9 la
cohomologie de Poisson et l’homologie de Poisson de C[x, y]G pour le crochet symplectique standard.
Proprie´te´ 10
L’isomorphisme d’alge`bres associatives
pi : (C[x, y]G, {·}std) → (C[z1, z1, z3]/〈f1〉, {·}f1)
ej 7→ zj
est un isomorphisme de Poisson.
Dans la suite, on va calculer la cohomologie de Hochschild de C[z1, z1, z3]/〈f1〉. On en de´duira alors
imme´diatement la cohomologie de Hochschild de C[x, y]G, graˆce a` l’isomorphisme d’alge`bres associatives
pi.
4.2 Description des espaces de cohomologie
•Dans ce cas, on change l’ordre des vecteurs de base : on prend (η1η2, η2η3, η3η1) au lieu de (η1η2, η1η3, η2η3).
Les diffe´rents espaces du complexe sont alors donne´s par
T˜ (0) = A
T˜ (1) = Aη1 ⊕Aη2 ⊕Aη3
T˜ (2) = Ab1 ⊕Aη1η2 ⊕Aη2η3 ⊕Aη3η1
T˜ (3) = Ab1η1 ⊕Ab1η2 ⊕Ab1η3 ⊕Aη1η2η3
T˜ (4) = Ab21 ⊕Ab1η1η2 ⊕Ab1η2η3 ⊕Ab1η3η1
T˜ (5) = Ab21η1 ⊕Ab
2
1η2 ⊕Ab
2
1η3 ⊕Ab1η1η2η3
ie, dans le cas ge´ne´ral, pour p ∈ N∗, T˜ (2p) = Abp1 ⊕Ab
p−1
1 η1η2 ⊕Ab
p−1
1 η2η3 ⊕Ab
p−1
1 η3η1
et T˜ (2p+ 1) = Abp1η1 ⊕Ab
p
1η2 ⊕Ab
p
1η3 ⊕Ab
p−1
1 η1η2η3 .
On a ∂∂η1 (η1 ∧ η2 ∧ η3) = 1∧ η2∧ η3 = η2 ∧ η3 ∧ 1, donc d
(3)
T˜
(η1η2η3) =
∂f1
∂z1
b1η2η3+
∂f1
∂z2
b1η3η1+
∂f1
∂z3
b1η1η2.
Les matrices de dT˜ sont donc donne´es par
MatB1,B2(d
(1)
T˜
) =

∂z1f1 ∂z2f1 ∂z3f1
0 0 0
0 0 0
0 0 0

∀ p ∈ N∗, MatB2p,B2p+1(d
(2p)
T˜
) =

0 ∂z2f1 0 −∂z3f1
0 −∂z1f1 ∂z3f1 0
0 0 −∂z2f1 ∂z1f1
0 0 0 0

∀ p ∈ N∗, MatB2p+1,B2p+2(d
(2p+1)
T˜
) =

∂z1f1 ∂z2f1 ∂z3f1 0
0 0 0 ∂z3f1
0 0 0 ∂z1f1
0 0 0 ∂z2f1
 .
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• On en de´duit
H0 = A
H1 = {g1η1+g2η2+g3η3 / (g1, g2, g3) ∈ A
3 et g1 ∂z1f1+g2 ∂z2f1+g3 ∂z3f1 = 0} ≃
g =
 g1g2
g3
 ∈ A3 / g · ∇f1 = 0

H2 =
{g0b1+g3η1η2+g1η2η3+g2η3η1 / (g0, g1, g2 g3)∈A
4 et g3 ∂z2f1−g2 ∂z3f1=g1 ∂z3f1−g3 ∂z1f1=g2 ∂z1f1−g1 ∂z2f1=0}
{(g1 ∂z1f1+g2 ∂z2f1+g3 ∂z3f1)b1 / (g1, g2, g3)∈A
3}
≃

g=

g0
g1
g2
g3
∈A4
/
∇f1∧

g1
g2
g3
=0

 g · ∇f1
03,1
 / g∈A3

≃ A〈∂z1f1, ∂z2f1, ∂z3f1〉A
⊕ {g ∈ A3 / ∇f1 ∧ g = 0}
∀ p ≥ 2,
H2p =
{
g0b
p
1+g3b
p−1
1 η1η2+g1b
p−1
1 η2η3+g2b
p−1
1 η3η1
/
(g0, g1, g2 g3)∈A
4 et
g3 ∂z2f1−g2 ∂z3f1=g1 ∂z3f1−g3 ∂z1f1=g2 ∂z1f1−g1 ∂z2f1=0
}
{(g1 ∂z1f1+g2 ∂z2f1+g3 ∂z3f1)b
p
1+g0(∂z3f1 b
p−1
1 η1η2+∂z1f1 b
p−1
1 η2η3+∂z2f1 b
p−1
1 η3η1) / (g0, g1, g2, g3)∈A
3}
≃

g=

g0
g1
g2
g3
∈A4
/
∇f1∧

g1
g2
g3
=0


g · ∇f1
g0 ∂z1f1
g0 ∂z2f1
g0 ∂z3f1
 / g∈A3 et g0∈A

≃ A〈∂z1f1, ∂z2f1, ∂z3f1〉A
⊕ {g∈A
3 / ∇f1∧g=0}
{g∇f1 / g∈A}
∀ p ∈ N∗,
H2p+1 =
{
g1b
p
1η1+g2b
p
1η2+g3b
p
1η3+g0b
p−1
1 η1η2η3
/
(g0, g1, g2 g3)∈A
4 et g1 ∂z1f1+g2 ∂z2f1+g3 ∂z3f1=0
g0 ∂z3f1=g0 ∂z1f1=g0 ∂z2f1=0
}
{(g3 ∂z2f1−g2 ∂z3f1)b
p
1η1+(g1 ∂z3f1−g3 ∂z1f1)b
p
1η2+(g2 ∂z1f1−g1 ∂z2f1)b
p
1η3 / (g1, g2, g3)∈A
3}
≃

g=

g1
g2
g3
g0
∈A4
/
∇f1·

g1
g2
g3
=0 et g0 ∂z3f1=g0 ∂z1f1=g0 ∂z2f1=0


∇f1 ∧
 g1g2
g3

0

/
g∈A3

≃
{g∈A3 / ∇f1·g=0}
{∇f1∧g / g∈A3}
⊕ {g ∈ A / g ∂z3f1 = g ∂z1f1 = g ∂z2f1 = 0}.
Le paragraphe suivant va permettre d’expliciter ces espaces.
4.3 Calculs explicites dans le cas particulier ou` f1 est a` variables se´pare´es
Dans ce paragraphe, on conside`re le polynoˆme f1 = a1z
i
1 + a2z
j
2 + a3z
k
3 , avec 2 ≤ i ≤ j ≤ k et aj ∈ C
∗.
Les de´rive´es partielles de f1 sont ∂1f1 = ia1z
i−1
1 , ∂2f1 = ja2z
j−1
2 et ∂3f1 = ka3z
k−1
3 .
• On a de´ja`
H0 = C[z1, z2, z3]/〈a1z
i
1 + a2z
j
2 + a3z
k
3 〉 .
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• De plus, comme f1 est quasi-homoge`ne, la formule d’Euler donne
1
i
z1∂1f1 +
1
j
z2∂2f1 +
1
k
z3∂3f1 = f1.
Ainsi, on a l’inclusion 〈f1〉 ⊂ 〈∂1f1, ∂2f1, ∂3f1〉, donc
A
〈∂1f1, ∂2f1, ∂3f1〉A
≃
C[z1, z2, z3]
〈∂1f1, ∂2f1, ∂3f1〉
≃ V ect (zp1z
q
2z
r
3 / p ∈ J0, i− 2K, q ∈ J0, j − 2K, r ∈ J0, k − 2K) .
Enfin, comme ∂1f1 et f1 sont premiers entre eux, si g ∈ A ve´rifie g∂1f1 = 0 mod 〈f1〉, alors g ∈ 〈f1〉,
ie g est nul dans A.
• On de´termine maintenant l’ensemble
g =
 g1g2
g3
 ∈ A3 / g · ∇f1 = 0
 :
On a d’abord 〈f1, ∂1f1, ∂2f1〉 = 〈a1z
i
1+a2z
j
2+a3z
k
2 , z
i−1
1 , z
j−1
2 〉 = 〈z
i−1
1 , z
j−1
2 z
k
3 〉. Les seuls monoˆmes qui
ne sont pas dans cet ide´al sont donc les e´le´ments zp1z
q
2z
r
3 avec p ∈ J0, i−2K, q ∈ J0, j−2K et r ∈ J0, k−1K.
Ainsi tout polynoˆme P ∈ C[z] s’e´crit sous la forme
P = αf1 + β∂1f1 + γ∂2f1 +
∑
p=0...i−2
q=0...j−2
r=0...k−1
apqrz
p
1z
q
2z
r
3 .
Les polynoˆmes P ∈ C[z] tels que P∂3f1 ∈ 〈f1, ∂1f1, ∂2f1〉 sont donc les e´le´ments
P = αf1 + β∂1f1 + γ∂2f1 +
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q
2z
r
3 .
On a ainsi calcule´ Ann〈f1, ∂1f1, ∂2f1〉(∂3f1).
L’e´quation
g · ∇f1 = 0 mod 〈f1〉 (12)
entraˆıne g3 ∈ Ann〈f1, ∂1f1, ∂2f1〉(∂3f1), ie
g3 = αf1 + β∂1f1 + γ∂2f1 +
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q
2z
r
3 , (13)
avec (α, β, γ) ∈ C[z]3.
D’ou`
g2∂2f1 + γ∂2f1∂3f1 +
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q
2z
r
3∂3f1 ∈ 〈f1, ∂1f1〉. (14)
Donc d’apre`s la formule d’Euler,
∂2f1
g2 + γ∂3f1 − kj
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q+1
2 z
r−1
3
 ∈ 〈f1, ∂1f1〉. (15)
Comme Ann〈f1, ∂1f1〉(∂2f1) = 〈f1, ∂1f1〉, cette e´quation e´quivaut a`
g2 = −γ∂3f1 +
k
j
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q+1
2 z
r−1
3 + δf1 + ε∂1f1,
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avec δ, ε ∈ C[z]. Il s’ensuit que
g1∂1f1+β∂1f1∂3f1+ ε∂1f1∂2f1+
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q
2z
r
3∂3f1+
k
j
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q+1
2 z
r−1
3 ∂3f1 ∈ 〈f1〉. (16)
Et, d’apre`s la formule d’Euler,
∂1f1
g1 + β∂3f1 + ε∂2f1 − ki
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p+1
1 z
q
2z
r−1
3
 ∈ 〈f1〉. (17)
Mais f1 et ∂1f1 sont premiers entre eux, donc
g1 = −β∂3f1 − ε∂2f1 +
k
i
∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p+1
1 z
q
2z
r−1
3 + ηf1, (18)
avec η ∈ C[z].
Finalement
{
g ∈ A
3
/ g · ∇f1 = 0
}
=

 ηδ
α
 f1 +∇f1 ∧
 −γβ
−ε
 + ∑
p=0...i−2
q=0...j−2
r=1...k−1
apqrz
p
1z
q
2z
r−1
3
 ki z1k
j
z2
z3
 / (α, β, γ, δ, ε, η) ∈ A6 et apqr ∈ C

.
On en de´duit directement les espaces de cohomologie d’indices impairs :
∀ p ≥ 1, H2p+1 ≃ C(i−1)(j−1)(k−1)
H1 ≃ ∇f1 ∧ (C[z]/〈f1〉)
3
⊕ C(i−1)(j−1)(k−1).
Remarque :
On a aussi ∇f1 ∧ (C[z]/〈f1〉)
3
≃ (C[z]/〈f1〉)
3
/ {g / ∇f1 ∧ g = 0} = (C[z]/〈f1〉)
3
/ (C[z]/〈f1〉)∇f1.
De plus, l’application
(C[z]/〈f1〉)
2 → ∇f1 ∧ (C[z]/〈f1〉)
3(
g1
g2
)
7→ ∇f1 ∧
 g1g2
0

est injective, donc ∇f1 ∧ (C[z]/〈f1〉)
3
est de dimension infinie .
• Il reste a` de´terminer l’ensemble
g =
 g1g2
g3
 ∈ A3 / ∇f1 ∧ g = 0
 :
Soit g ∈ A3 tel que∇f1∧g = 0. Cela signifie que, modulo 〈f1〉, g ve´rifie le syste`me

∂2f1 g3 − ∂3f1 g2 = 0
∂3f1 g1 − ∂1f1 g3 = 0
∂1f1 g2 − ∂2f1 g1 = 0
La premie`re e´quation donne, modulo 〈f1, ∂2f1〉, ∂3f1 g2 = 0.
Or Ann〈f1, ∂2f1〉(∂3f1) = 〈f1, ∂2f1〉, donc g2 = 0, donc g2 = αf1 + β∂2f1.
Donc
∂2f1(g3 − β∂3f1) = 0 mod 〈f1〉,
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ie g3 = γf1 + β∂3f1.
Enfin, on obtient
∂3f1(g1 − β∂1f1) = 0 mod 〈f1〉,
ie g1 = δf1 + β∂1f1.
Ainsi, {g ∈ A3 / ∇f1 ∧ g = 0} =
f1
 δα
γ
+ β∇f1 / α, β, γ, δ ∈ A
.
On en de´duit les espaces de cohomologie d’indices pairs :
∀ p ≥ 2, H2p ≃ A / 〈∂1f1, ∂2f1, ∂3f1〉 ≃ C[z] / 〈z
i−1
1 , z
j−1
2 , z
k−1
3 〉
≃ V ect (zp1z
q
2z
r
3 / p ∈ J0, i− 2K, q ∈ J0, j − 2K, r ∈ J0, k − 2K) ≃ C
(i−1)(j−1)(k−1)
H2 ≃ {β∇f1 / β ∈ A} ⊕ C
(i−1)(j−1)(k−1) ≃ C[z] / 〈a1z
i
1 + a2z
j
2 + a3z
k
3 〉 ⊕ C
(i−1)(j−1)(k−1).
Remarque 11
On obtient en particulier la cohomologie pour les cas ou` f1 = z
2
1 + z
2
2 + z
k+1
3 , f1 = z
2
1 + z
3
2 + z
4
3 et
f1 = z
2
1 + z
3
2 + z
5
3 , cas qui correspondent respectivement aux types Ak, E6 et E8 des surfaces de Klein.
Le tableau suivant re´sume les re´sultats pour ces trois cas particuliers :
H0 H1 H2 H2p H2p+1
Ak C[z] / 〈z
2
1 + z
2
2 + z
k+1
3 〉 ∇f1 ∧ (C[z] / 〈f1〉)
3 ⊕ Ck C[z] / 〈z21 + z
2
2 + z
k+1
3 〉 ⊕ C
k Ck Ck
E6 C[z] / 〈z
2
1 + z
3
2 + z
4
3〉 ∇f1 ∧ (C[z] / 〈f1〉)
3
⊕ C6 C[z] / 〈z21 + z
3
2 + z
4
3〉 ⊕ C
6 C6 C6
E8 C[z] / 〈z
2
1 + z
3
2 + z
5
3〉 ∇f1 ∧ (C[z] / 〈f1〉)
3
⊕ C8 C[z] / 〈z21 + z
3
2 + z
5
3〉 ⊕ C
8 C8 C8
Les cas ou` f1 = z
2
1 + z
2
2z3 + z
k−1
3 et f1 = z
2
1 + z
3
2 + z2z
3
3 , ie respectivement Dk et E7 sont e´tudie´s dans le
paragraphe suivant.
4.4 Calculs explicites pour Dk et E7
4.4.1 Cas de f1 = z
2
1 + z
2
2z3 + z
k−1
3 , ie Dk
Dans ce paragraphe, on conside`re le polynoˆme f1 = z
2
1 + z
2
2z3 + z
k−1
3 .
Les de´rive´es partielles de f1 sont ∂1f1 = 2z1, ∂2f1 = 2z2z3 et ∂3f1 = z
2
2 + (k − 1)z
k−2
3 .
• On a de´ja`
H0 = C[z]/〈z21 + z
2
2z3 + z
k−1
3 〉.
• De plus, comme f1 est quasi-homoge`ne, la formule d’Euler donne
k − 1
2
z1 ∂1f1 +
k − 2
2
z2 ∂2f1 + z3 ∂3f1 = (k − 1)f1. (19)
Ainsi, on a l’inclusion 〈f1〉 ⊂ 〈∂1f1, ∂2f1, ∂3f1〉.
De plus, une base de Gro¨bner de 〈∂1f1, ∂2f1, ∂3f1〉 est [z
k−1
3 , z2z3, z
2
2 + (k − 1)z
k−2
3 , z1], donc
A
〈∂1f1, ∂2f1, ∂3f1〉A
≃
C[z1, z2, z3]
〈∂1f1, ∂2f1, ∂3f1〉
≃ V ect
(
z2, 1, z3, . . . , z
k−2
3
)
.
Enfin, comme ∂1f1 et f1 sont premiers entre eux, si g ∈ A ve´rifie g∂1f1 = 0 mod 〈f1〉, alors g ∈ 〈f1〉,
ie g est nul dans A, donc {g ∈ A / g ∂z3f1 = g ∂z1f1 = g ∂z2f1 = 0} = 0.
16
• On de´termine maintenant l’ensemble
g =
 g1g2
g3
 ∈ A3 / g · ∇f1 = 0
 :
Une base de Gro¨bner de 〈f1, ∂1f1, ∂3f1〉 est [z1, z
k−1
3 , z
2
2+(k−1)z
k−2
3 ], donc une base de C[z] / 〈f1, ∂1f1, ∂3f1〉
est {zi2z
j
3 / i ∈ {0, 1}, j ∈ J0, k − 2K}.
On a de´ja` re´solu l’e´quation p ∂2f1 dans cet espace ; sa solution est p = a0,k−2z
k−2
3 +
k−2∑
j=0
a1,jz2z
j
3.
L’e´quation
g · ∇f1 = 0 mod 〈f1〉 (20)
entraˆıne
g2∂2f1 = 0 mod 〈f1, ∂1f1, ∂3f1〉, (21)
d’ou`
g2 = αf1 + β∂1f1 + γ∂3f1 + az
k−2
3 +
k−2∑
j=0
bjz2z
j
3, (22)
avec (α, β, γ) ∈ C[z]3.
Et
g3∂3f1 + γ∂3f1∂2f1 + az
k−2
3 ∂2f1 +
k−2∑
j=0
bjz2z
j
3∂2f1 ∈ 〈f1, ∂1f1〉. (23)
Or d’apre`s la formule d’Euler (19) et l’e´galite´
zk−13 z2 =
1
2− k
(
z2f1 − z2z3∂3f1 −
1
2
z2z1∂1f1
)
= −
1
2− k
z2z3∂3f1 mod 〈f1, ∂1f1〉, (24)
l’e´quation (23) devient
∂3f1
g3 + γ∂2f1 − 2a
2− k
z2z3 −
k−2∑
j=0
bj
2
2− k
zj+13
 ∈ 〈f1, ∂1f1〉. (25)
Comme Ann〈f1, ∂1f1〉(∂3f1) = 〈f1, ∂1f1〉, cette e´quation e´quivaut a`
g3 = −γ∂2f1 +
2a
2− k
z2z3 +
k−2∑
j=0
bj
2
2− k
zj+13 + δf1 + ε∂1f1,
avec δ, ε ∈ C[z].
On trouve
g1 = −β∂2f1 − ε∂3f1 +
k−2∑
j=0
bj
k − 1
k − 2
z1 +
a
2− k
z2z1 + ηf1, (26)
avec η ∈ C[z].
Finalement, on a
{
g ∈ A
3
/ g · ∇f1 = 0
}
=

 ηα
δ
 f1 +∇f1 ∧
 γε
−β
 + k−2∑
j=0
bj

k−1
k−2 z1z
j
3
z2z
j
3
− 22−k z
j+1
3
 + a
 12−k z2z1zk−23
2a
2−k z2z3
 / (α, β, γ, δ, ε, η) ∈ A6 et a, bj ∈ C
 ,
ainsi que les espaces de cohomologie d’indices impairs :
∀ p ≥ 1, H2p+1 ≃ Ck
H1 ≃ ∇f1 ∧ (C[z]/〈f1〉)
3
⊕ Ck.
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• Pour montrer que {g ∈ A3 / ∇f1 ∧ g = 0} =
{
f1 g+ β∇f1 / g ∈ A
3, β ∈ A
}
, on proce`de comme dans
le cas des variables se´pare´es.
On en de´duit, en utilisant le premier point •, les espaces de cohomologie d’indices pairs :
∀ p ≥ 2, H2p ≃ A / 〈∂1f1, ∂2f1, ∂3f1〉 ≃ V ect
(
z2, 1, z3, . . . , z
k−2
3
)
≃ Ck
H2 ≃ {β∇f1 / β ∈ A} ⊕ C
k ≃ C[z] / 〈z21 + z
2
2z3 + z
k−1
3 〉 ⊕ C
k.
4.4.2 Cas de f1 = z
2
1 + z
3
2 + z2z
3
3, ie E7
Ici, on a ∂1f1 = 2z1, ∂2f1 = 3z
2
2 + z
3
3 et ∂3f1 = 3z2z
2
3 .
La me´thode de de´monstration est analogue a` celle des cas pre´ce´dents.
Une base de Gro¨bner de 〈∂1f1, ∂2f1, ∂3f1〉 est [z
5
3 , z2z
2
3 , 3z
2
2 + z
3
3 , z1].
De meˆme, une base de Gro¨bner de 〈f1, ∂1f1, ∂2f1〉 est [z
6
3 , z2z
3
3 , 3z
2
2 + z
3
3 , z1].
On obtient les re´sultats suivants :
∀ p ≥ 1, H2p+1 ≃ C7
H1 ≃ ∇f1 ∧ (C[z]/〈f1〉)
3
⊕ C7.
H0 = C[z] / 〈z21 + z
3
2 + z2z
3
3〉
∀ p ≥ 2, H2p ≃ A / 〈∂1f1, ∂2f1, ∂3f1〉 ≃ V ect
(
z2, z
2
2 , 1, z3, z
2
3 , z
3
3 , z
4
3
)
≃ C7
H2 ≃ {β∇f1 / β ∈ A} ⊕ C
k ≃ C[z] / 〈z21 + z
3
2 + z2z
3
3〉 ⊕ C
7.
Remarque 12
Dans tous les cas e´tudie´s pre´ce´demment, il existe un triplet (i, j, k) tel que {i, j, k} = {1, 2, 3}, et tel
que l’application
C[z] / 〈∂1f1, ∂2f1, ∂3f1〉 → {Solutions dans C[z] / 〈f1, ∂jf1, ∂kf1〉 de l’e´quation g ∂if1 = 0}
P 7→ zi P mod 〈f1, ∂jf1, ∂kf1〉
soit un isomorphisme d’espaces vectoriels.
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