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Abstract
We study the problem of moments and present two diverse applications that apply
both the hierarchy of moment relaxation and the moment duality theory. We then
propose a moment-based uncertainty model for stochastic optimization problems,
which addresses the ambiguity of probability distributions of random parameters with
a minimax decision rule. We establish the model tractability and are able to construct
explicitly the extremal distributions. The quality of minimax solutions is compared
with that of solutions obtained from other approaches such as data-driven and robust
optimization approach. Our approach shows that minimax solutions hedge against
worst-case distributions and usually provide low cost variability. We also extend the
moment-based framework for multi-stage stochastic optimization problems, which
yields a tractable model for exogenous random parameters and affine decision rules.
Finally, we investigate the application of data-driven approach with risk aversion and
robust optimization approach to solve staffing and routing problem for large-scale
call centers. Computational results with real data of a call center show that a simple
robust optimization approach can be more efficient than the data-driven approach
with risk aversion.
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Chapter 1
Introduction
Uncertainty plays an important role in the decision making process. We cannot pre-
dict the future exactly when we need to plan and make decisions at present. In many
applications, the only available information is historical data of random parameters.
An important question for decision makers is how to model data uncertainty and
select appropriate optimization criterion for a particular application. In this thesis,
we will develop a moment-based uncertainty model, which can be considered as an
application of the problem of moments. We also study other uncertainty models and
compare them with the proposed moment-based model in several applications.
Structure of the chapter. In Section 1.1, we present the motivation and philosophy
of the thesis. In Section 1.2, we discuss related research work in optimization under
uncertainty and the problem of moments. In Section 1.3, we outline the structure of
the thesis.
1.1 Motivations and Philosophy
Data uncertainty is inevitable in most of real-world applications. Examples include
uncertainty in asset prices in financial applications, customer demands in inventory
management applications, and uncertain parameters (due to measurement errors)
in nuclear reactor design. These examples show the importance of addressing data
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uncertainty in mathematical models of these real-world applications. In general,
mathematical models are formulated as optimization problems to optimize (minimize
or maximize) an objective function over a feasible set of decision variables. Formally, if
we know problem parameters w, the general optimization formulation can be written
as follows:
min f0(x,w)
s.t. fi(x,w) ≥ 0, ∀ i = 1, . . . , m,
(1.1)
where x is the vector of decision variables, f0(x,w) is the objective function, and the
feasible set is defined by m inequality constraints.
The optimization problem in (1.1) is well-defined only if the problem parameters
w are known. If w are uncertain, we have to make sure that data uncertainty is
appropriately incorporated into the decision process. This involves the selection of a
suitable uncertainty model for problem parameters and a well-defined optimization
criterion (objective principle). Uncertainty models are usually categorized either de-
terministic or probabilistic. The deterministic uncertainty models assume that the
problem parameters w belong to an uncertainty set W , which is deterministic. The
probabilistic models treat w as random variables with some knowledge of their prob-
ability distributions.
In terms of the objective function, f0(x,w) varies according to the uncertain
parameters w. One principle that can be used to establish a well-defined objective for
optimization problems under uncertainty is the average principle. With this principle,
the expected objective EP [f0(x,w)], where P is a probability distribution of random
parameters w, replaces the random objective function f0(x,w). Another objective
principle is the worst-case principle. This principle makes sure that the decision we
make is the best one when the worst scenario happens. Combining this principle with
the deterministic uncertainty model, we obtain the robust optimization approach,
with which the worst-case objective max
w∈W
f0(x,w) is used instead of the uncertain
objective f0(x,w) for minimization problems.
The selection of uncertainty models and objective principles clearly depends on
available information of a particular application that we need to consider and nor-
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mally the only available information is historical data. In this case, the design of
uncertainty sets, the probability assignment for all possible values of random pa-
rameters both rely on historical data. The underlying assumption is that the future
usually resembles what happened in the past and outliers can also be predicted with
appropriate uncertainty models.
Given these assumptions about historical data and future predictions, an impor-
tant question to ask is how we are going to select or design a suitable uncertainty
model for a particular application. In order to justify the usefulness of a particular
uncertainty model, we apply the following criteria:
(i) Tractability: The incorporation of data uncertainty into the original deter-
ministic optimization model has to maintain the tractability of the problem. It
is clear that in many real-world applications, the closer to reality the assump-
tions are, the more difficult to be solved the mathematical model is. This is
also true for the selection of data uncertainty models and we need to balance
between the degree of reality approximation of our uncertainty model and the
problem tractability.
(ii) Quality of Solutions: For any uncertainty model and objective principle se-
lected, the solution obtained from the final mathematical model has to be tested
against hypothetical or real-world testing data using a same set of performance
measures. Common measures could be the expectation of the random objective
value and its variability. With this approach, we can distinguish the values of
selected uncertainty model and objective principle among possible ones.
Given historical data, it is easier to estimate moment information of random pa-
rameters than to derive their probability distributions. This leads us to the idea
of using moment information in developing uncertainty models for random param-
eters. In addition, the problem of moments and its variations has been applied to
many optimization problems. This further motivates us to investigate moment-based
uncertainty models for random parameters. This thesis is written based on these mo-
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tivations of developing appropriate data uncertainty models and the ideas of applying
the useful moment-based framework for optimization problems under uncertainty.
1.2 Literature Review
Optimization under uncertainty has been studied extensively. Dantzig [22] investi-
gated linear optimization under uncertainty in the late fifties. Charnes and Cooper
[19] considered stochastic optimization with chance constraints. Van Slyke and Wets
[72] developed the L-shaped decomposition algorithm, which was based on an idea
first presented by Benders [7], to solve these problems under uncertainty in the case
of discrete (scenario-based) distributions. For continuous distributions, stochastic de-
composition methods with the use of sampling can be applied (see Higle and Sen [39]).
Sample average approximation method is another method for optimization problems
under uncertainty. Its convergence rate and the corresponding number of samples
have been studied by several researchers such as Kleywegt et al [46] and Swamy and
Shmoys [77].
Data uncertainty models mentioned above are probabilistic models with the com-
plete knowledge of probability distributions. Under this assumption, the optimization
problems under uncertainty could already result in mathematical models which are
difficult to solve. However, in reality, the assumption of complete knowledge of prob-
ability distributions of random parameters sometimes does not hold. In several real-
world applications, there is uncertainty about distributions. Zˇa´cˇkova´ [80] has studied
this distribution ambiguity in the late sixties and he used the minimax principle
to construct the well-defined objective function for minimax stochastic optimization
problems. Dupacˇova´ [28] suggested several choices of modeling the ambiguity of
distributions and solving methods depend on these modeling choices. For example,
Shapiro and Klewegt [69] proposed a sample average approximation method for a
class of finite number of distributions. Riis and Anderson [62], on the other hand,
applied a cutting plane method for a class of scenario-based (discrete) distributions.
In addition to probabilistic uncertainty models, the minimax or worst-case prin-
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ciple can also be applied with deterministic uncertainty models. This combination
results in the robust optimization approach. Soyster [74] studied robust linear op-
timization problems with some convex uncertainty sets in the early seventies. More
recently, Ben-Tal and Nemirovski [4] developed the robust optimization framework
with ellipsoidal uncertainty sets, which results in tractable mathematical models for
several classes of convex optimization problems. Bertsimas and Sim [11] investigated
the robust optimization framework with polyhedral uncertainty sets and introduced
the notion of degree of robustness to handle the conservative level of robust solutions.
Given all of these data uncertainty models, one question still remains to be an-
swered. It is how we select or design an appropriate uncertainty model for a particular
application. In this thesis, based on the motivations mentioned in the previous sec-
tion, we develop a tractable mathematical model for a moment-based probabilistic
model of data uncertainty. The problem of moments has been studied by Stieltjes
[75] in the nineteenth century. The problem is related to the characterization of a
feasible sequence of moments. Schmu¨dgen [66], Putinar [60], and Curto and Fialkow
[21] provided necessary and sufficient conditions sequences of moments with different
settings. The problem of moments is also closely related to optimization over polyno-
mials (in fact, the dual theory of moments). Lasserre [48], Parrilo [59] among others
proposed relaxation hierarchies for optimization over polynomials using moment (and
sum-of-squares) results.
The problem of moments has been applied to several fields. The derivation of
well-known bounds in probability theory such as Markov and Chebyshev bounds is
an example. Bertsimas and Popescu [10] studied further the optimal inequalities given
moment information. Moment problems in finance such as option pricing problems
have been investigated by several researchers such as Lo [52], Boyle and Lin [15], and
Bertsimas and Popescu [9] among others. In this thesis, we will discuss the problem of
moments and its applications and apply the moment-based framework in developing
an uncertainty model for random parameters.
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1.3 Structure of Thesis
The structure of the thesis is as follows:
• Chapter 1: Introduction. This chapter introduces the motivations and phi-
losophy of the thesis and reviews research results in the field of optimization
under uncertainty and the problem of moments.
• Chapter 2: The Problem of Moments and Its Applications. This chap-
ter focuses on the problem of moments and its dual problem of optimization
over polynomials with two applications of multivariate exponential integral ap-
proximation and option pricing. These two applications show the diverse range
of potential applications of the problem of moments.
• Chapter 3: Models for Minimax Stochastic Optimization Problems
with Risk Aversion. This chapter shows the development of a moment-based
uncertainty model for stochastic linear optimization problems and compare it
with other models such as data-driven and robust optimization models. This
uncertainty model addresses the ambiguity of the probability distribution of
random parameters and the minimax decision rule is used. We are able to show
the model tractability for two-stage stochastic optimization problems and the
explicit construction of extremal distributions within this moment-based frame-
work. An extended model for multi-stage stochastic optimization problems is
also presented.
• Chapter 4: Robust and Data-Driven Approaches to Call Centers.
This chapter compares different uncertainty models for a large-scale call center
application with the emphasis on model tractability and quality of solutions. It
shows that a simple robust optimization model could be more efficient than the
risk-averse data-driven approach for this challenging application.
• Chapter 5: Conclusion. This chapter contains the concluding remarks of
the thesis in terms of contributions and future research directions.
20
Chapter 2
The Problem of Moments and Its
Application
In this chapter, we discuss the problem of moments in detail. The problem of moments
is concerned with the characterization of sequences of moments. It is an interesting
but challenging problem, especially in the multivariate case. The dual theory of
moments links the problem of moments with optimization over polynomials. There
are several applications of the problem of moments and in this chapter, we present
two applications. The first application is about multivariate exponential integral
approximations, which shows the diversity of applications of the problem of moments.
The second application is about price estimation for options with non-convex payoffs.
This application motivates us to develop a moment-based data uncertainty model for
stochastic optimization problems, which will be discussed in later chapters.
Structure of the chapter. In Section 2.1, we introduce the problem of moments
with theoretical results on the characterization of the sequences of moments. We
also discuss the moment duality theory that links the problem of moments and opti-
mization over polynomials. In Section 2.2, we present the application of multivariate
exponential integration approximation, in which the hierachy of moment relaxations
is applied. We investigated the second application in option pricing in Section 2.3. We
focus on the moment duality theory as well as matrix copositivity in this application.
21
2.1 The Problem of Moments
The problem of moments is concerned with the characterization of the sequence of
moments of a measure. Consider a measure µ on Rn, the moment of order α is defined
as zα :=
∫
xαµ(dx) for α ∈ Zn+. The problem of moments deals with either the
infinite sequence (zα)α∈Zn
+
or a truncated one in which α is restricted by some index
sets. The classical problem of moments considers the nonnegative measures supported
by the whole Rn while the K-moment problem works on the characterization of the
sequences of moments of the measures supported only by a subset K ⊂ Rn.
The characterization of these sequences of moments is usually expressed in terms
of the positive semidefiniteness of some related moment matrices. The moment matrix
M(z) is an (infinite) matrix of which rows and columns are indexed in the canonical
basis {xα} of R[x]. The matrix elements are defined as M(z)(α,β) := zα+β for
α,β ∈ Zn+. For any nonnegative integer r, the r-moment matrix Mr(z) is the trun-
cated matrix with row and column bases restricted to bases of degree of at most r.
The size of r-moment matrices is then
(
n + r
r
)
. Given a polynomial θ ∈ R[x],
a localizing matrix is defined as M(θz), an infinite matrix with the elements of
M(θz)(α,β) :=
∑
γ
θγzα+β+γ , where θγ is the coefficient of x
γ in the polynomial
θ. Truncated localizing matrices are defined similarly as truncated moment matrices.
A necessary condition of a feasible sequence of moments (zα)α∈Zn
+
is M(z)  0. It
is important to find sufficient conditions for an (infinite) sequence to be a sequence
of moments. Curto and Fialkow [21] shows that M(z)  0 is indeed the sufficient
condition if it has finite rank:
Theorem 1 (Curto and Fialkow [21]) If M(z)  0 and M(z) has finite rank r,
then z has a unique r-atomic representing measure.
This theorem is very useful in developing the optimality certificate for semidefinite
relaxation hierachies with momemt matrices for polynomial optimization.
For K-moment problem, Schmu¨dgen [66] derived necessary and sufficient con-
ditions for sequences of moments for compact semialgebraic sets K, where K =
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{x ∈ Rn | hi(x) ≥ 0, ∀ i = 1, . . . , m} with hi ∈ R[x] for all i = 1, . . . , m. This result
involves 2m positive semidefiniteness conditions of related localizing matrices. Puti-
nar [60] reduced the number of these conditions to m+1 under an assumption on the
representation of the compact set K:
Theorem 2 (Putinar [60]) If M(z)  0 and M(hiz)  0 for all i = 1, . . . , m, then
z is the sequence of moments of a nonnegative measure supported on K.
These results are again important in developing semidefinite relaxation hierar-
chies with localizing matrices for polynomial optimization. However, one difficulty
of applying these results in applications that require numerical computations is that
they are involved with infinite sequences and matrices. One solution is to replace the
moment and localizing matrices by truncated matrices. This leads to a relaxation
hierarchy with respect to the moment degree. Lasserre [48] constructed such a re-
laxation hierarchy and proved the asymptotic convergence result for the optimization
problem over polynomials, inf
x∈K
p(x), where p ∈ R[x]. It can be formulated as an
optimization problem of the unknown infinite sequence z of moments of a probability
measure over K: inf
z:z0=1
∑
α
pαzα, where pα is the coefficient of x
α of the polynomial
p. And this reformulation indeed motivates the idea of relaxation hierarchies built
with truncated moment and localizing matrices.
With truncated sequences of moments, the uniqueness of representing measures
does not hold any more. An interesting but challenging problem is to characterize the
set of measures that have a same truncated sequence of moments. One approach is to
formulate optimization problems of the unknown nonnegative measure µ with respect
to an appropriate objective function. Consider the following optimization problem:
ZP = supµ
∫
f(x)µ(dx)
s.t.
∫
xαµ(dx) = zα, ∀α ∈ Zn+, |α| ≤ r.
(2.1)
The dual of this problem can be formulated as follows:
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ZD = infλ
∑
α:|α|≤r
λαzλ
s.t.
∑
α:|α|≤r
λαx
α ≥ f(x), ∀x ∈ Rn.
(2.2)
The weak duality can be simply established using the following inequalities for
arbitrary feasible nonnegative measure µ and the dual variables λ:
∫
f(x)µ(dx) ≤
∫ ∑
α:|α|≤r
λαx
αµ(dx) =
∑
α:|α|≤r
λαzλ.
Thus ZP ≤ ZD. The strong duality was first establish by Isii [41] for univariate case
and then by Smith [73] for multivariate case:
Theorem 3 (Smith [73]) If the moment vector (zα)|α|≤r is an interior point of the
set of feasible moment vectors, then the strong duality holds, ZP = ZD.
This strong duality result shows the equivalence between the primal and dual problem.
Given the structure of the dual problem, a cutting algorithm can be developed and
in many cases, this leads to an efficient algorithm to solve the dual problem. In the
next chapters, we will present some applications that use the results of the problem
of moments that are mentioned, including these results of moment duality.
2.2 Application in Multivariate Integral Approxi-
mation
Multivariate integrals arise in statistics, physics, engineering and finance applications
among other areas. For example, these integrals are needed to calculate probabilities
over compact sets for multivariate normal random variables. It is therefore important
to compute or approximate multivariate integrals. Usual methods include Monte
Carlo schemes (see Niederreiter [58] for details) and cubature formulae as shown in e.g.
de la Harpe and Pache [23]. Genz [34] presents very good algorithms for rectangular
probability computation of bivariate and trivariate normal distributions. However,
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there are still many open problems currently and research on general multivariate
integrals is very much active due to its importance as well as its difficulties. For
instance, most cubature formulas are restricted to special sets like boxes and simplices,
and even in this particular context, determination of orthogonal polynomials used
to construct a cubature, is not an easy task. In this section, we use the moment
approach to approximate a class of exponential integrals, which in particular can be
useful to calculate probabilities of multivariate normal random variables on compact
sets Ω ⊂ Rn more general than hyper rectangles boxes or simplices.
2.2.1 Integral Formulation
We consider the following class of multivariate exponential integrals:
ρ =
∫
Ω
g(x)eh(x)dx, (2.3)
where x ∈ Rn, g, h ∈ R[x], the ring of real polynomials, and Ω ⊂ Rn is a compact
set defined as
Ω = {x ∈ Rn : bl1 ≤ x1 ≤ bu1 , bli(x[i− 1]) ≤ xi ≤ bui (x[i− 1]), ∀i = 2, . . . , n} (2.4)
where x[i] ∈ Ri is the vector of first i elements of x for all i = 1, . . . , n, bli, bui ∈
R[x[i− 1]] for all i = 2, . . . , n, and bl1, bu1 ∈ R.
For clarity of exposition, we will only describe the approach for simple integrals
in two variables x and y on a box [a, b] × [c, d] in this thesis. The multivariate case
n ≥ 3 essentially uses the same machinery with more complicated notation and its
detailed exposition can be found in Bertsimas et al [8].
Now suppose that one wants to approximate:
ρ =
∫ b
a
∫ d
c
g(x, y)eh(x,y)dydx, (2.5)
where g, h are bivariate polynomials and where Ω := [a, b]× [c, d].
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Consider the measure µ on R2 defined by
µ(B) =
∫
Ω∩B
eh(x,y)dydx ∀B ∈ B(R2), (2.6)
and its sequence of moments z = {z(α, β)}:
z(α, β) =
∫
xαyβ dµ(x, y) =
∫
Ω
xαyβeh(x,y)dydx ∀ (α, β) ∈ N2. (2.7)
Clearly, ρ =
∑
(α,β)∈N2
g(α,β)z(α, β) = 〈g, z〉, where g = (g(α,β)) and g(α,β) is the coeffi-
cient of the monomial xαyβ. Therefore we can compute ρ once we have all necessary
moments z(α, β). Integration by parts yields:
z(α, β) =
1
β + 1
∫ b
a
xα
[
yβ+1eh(x,y)
]y=d
y=c
dx− 1
β + 1
∫ b
a
∫ d
c
xαyβ+1
∂h(x, y)
∂y
eh(x,y)dydx.
If {h(γ,δ)} is the finite sequence of coefficients of the polynomial h(x, y) then
z(α, β) =
dβ+1
β + 1
∫ b
a
xαeh(x,d)dx− c
β+1
β + 1
∫ b
a
xαeh(x,c)dx−
∑
(γ,δ)∈N2
δh(γ,δ)
β + 1
z(α+ γ, β + δ).
Define the following two measures dν = eh(x,d)dx and dξ := eh(x,c)dx on [a, b] with
their corresponding sequences of moments:
v(α) =
∫
xαdν(x) =
∫ b
a
xαeh(x,d)dx ; w(α) =
∫
xαdξ(x) =
∫ b
a
xαeh(x,c)dx,
(2.8)
for all α ∈ N. Then:
z(α, β) =
dβ+1
β + 1
v(α)− c
β+1
β + 1
w(α)−
∑
(γ,δ)∈N2
δh(γ,δ)
β + 1
z(α + γ, β + δ). (2.9)
Let k(x) := h(x, d) and l(x) := h(x, c). Clearly, x 7→ k(x) and x 7→ l(x) are univariate
polynomials in x. Integration by parts for v(α) in (2.8) yields:
v(α) =
1
α + 1
[
xα+1ek(x)
]x=b
x=a
− 1
α + 1
∫ b
a
xα+1
dk(x)
dx
ek(x)dx ∀α ∈ N,
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or
v(α) =
bα+1ek(b)
α + 1
− a
α+1ek(a)
α + 1
−
∑
ǫ∈N
ǫkǫ
α + 1
v(α+ ǫ) ∀α ∈ N, (2.10)
where {kǫ} is the finite sequence of coefficients of the polynomial x 7→ k(x) = Σǫkǫxǫ,
of degree kx.
Similarly, we have:
w(α) =
bα+1el(b)
α + 1
− a
α+1el(a)
α + 1
−
∑
ǫ∈N
ǫlǫ
α + 1
w(α+ ǫ) ∀α ∈ N, (2.11)
where {lǫ} is the finite sequence of coefficients of the polynomial x 7→ l(x) = Σǫlǫxǫ,
of degree lx.
In view of (2.10) and (2.11), all v(α) and w(α) are affine functions of v0, . . . , vkx−1,
and w0, . . . , wlx−1, respectively. In the next section, we introduce the moment relax-
ation framework based on necessary conditions of moment sequences to calculate the
given integral.
2.2.2 Moment Relaxation
Consider the measure µ and its corresponding sequence of moments z. For every r ∈
N, the r-moment matrix associated with µ (or equivalently, with z) Mr(µ) ≡ Mr(z)
is a matrix of size
(
r + 2
r
)
. Its rows and columns are indexed in the canonical basis{
xαyβ
}
of R[x, y], and
Mr(z)((α, β), (γ, δ)) := z(α + γ, β + δ), α + β, γ + δ ≤ r. (2.12)
Similarly, given θ ∈ R[x, y], the localizing matrix Mr(θz) associated with z and θ is
defined by
Mr(θz)((α, β), (γ, δ)) :=
∑
(ǫ,ζ)∈N2
θ(ǫ,ζ)z(α+γ+ ǫ, β+ δ+ ζ), α+β, γ+ δ ≤ r, (2.13)
where θ =
{
θ(α,β)
}
is the vector of coefficients of θ in the canonical basis
{
xαyβ
}
.
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If we define the matrix M
(ǫ,ζ)
r (z) for all (ǫ, ζ) ∈ N2 with elements
M (ǫ,ζ)r (z)((α, β), (γ, δ)) = z(α + γ + ǫ, β + δ + ζ), α + β, γ + δ ≤ r,
then the localizing matrix can be expressed as Mr(θz) =
∑
(ǫ,ζ)∈N2
θ(ǫ,ζ)M
(ǫ,ζ)
r (z).
Note that for every polynomial f ∈ R[x, y] of degree at most r with its vector of
coefficients denoted by f =
{
f(α,β)
}
, we have:
〈f ,Mr(z)f〉 =
∫
f 2dµ, 〈f ,Mr(θz)f〉 =
∫
θf 2dµ. (2.14)
Then necessarily, Mr(z)  0 and Mr(θz)  0 whenever µ has its support contained
in the level set {(x, y) ∈ R2 : θ(x, y) ≥ 0}. If the sequence of moments is restricted
to those moments used to construct the moment matrix Mr(z) (up to moments of
degree 2r), then the second necessary condition is reduced to Mr−⌈d/2⌉(θz)  0,
where d is the degree of the polynomial θ. For more details on moment matrices,
local matrices, and these necessary conditions, please refer to Lasserre[48], Laurent
[50] and references therein.
Define θ1(x, y) := (b − x)(x − a) and θ2(x, y) := (d − y)(y − c). Clearly, the
support of µ is the semiagebraic set Ω = {(x, y) ∈ R2 : θi(x, y) ≥ 0, i = 1, 2}. As
θ1, θ2 are both quadratic, the necessary conditions for moment and localizing matrices
associated with µ read:
Mr(z)  0, Mr−1(θiz)  0, i = 1, 2. (2.15)
For the one-dimensional sequences v and w associated with ν and ξ, one has
obvious analogue definitions of moment and localizing matrices. Both measures ν
and ξ are supported on the set Ψ = {x ∈ R : θ3(x) ≥ 0}, with θ3(x) := (b−x)(x−a),
and so, analogues of (2.15) can be derived for v and w.
Combining these necessary conditions and the linear relations for z, v, and w in
(2.9), (2.10), and (2.11), one obtains a lower bound for ρ by solving the following
semidefinite optimization problem P lr:
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Z(P lr) = inf
z,v,w
〈g, z〉
s.t. Mr(z)  0,Mr(θiz)  0, i = 1, 2, (2.16a)
Mr(v)  0,Mr(θ3v)  0, (2.16b)
Mr(w)  0,Mr(θ3w)  0, (2.16c)
z(α, β) =
dβ+1
β + 1
v(α)− c
β+1
β + 1
w(α)−
∑
(γ,δ)∈N2
δh(γ,δ)
β + 1
z(α + γ, β + δ),
∀(α, β) ∈ N2 : α + γ + β + δ ≤ 2r ∀(γ, δ) : h(γ,δ) 6= 0, (2.16d)
v(α) =
bα+1ek(b)
α + 1
− a
α+1ek(a)
α + 1
−
∑
ǫ∈N
ǫkǫ
α + 1
v(α + ǫ),
∀α ∈ N : α + ǫ ≤ 2r ∀ǫ : kǫ 6= 0, (2.16e)
w(α) =
bα+1el(b)
α + 1
− a
α+1el(a)
α + 1
−
∑
ǫ∈N
ǫlǫ
α + 1
w(α+ ǫ),
∀α ∈ N : α + ǫ ≤ 2r ∀ǫ : lǫ 6= 0. (2.16f)
Similarly, an upper bound of ρ is obtained by solving the problem Pur with same
feasible set as in P lr but with maximization objective Z(Pur ) = sup
z,v,w
〈g, z〉 instead.
Clearly, Z(P lr) ≤ ρ ≤ Z(Pur ) and we next prove that Z(P lr) ↑ ρ and Z(Pur ) ↓ ρ as
r →∞.
2.2.3 Convergence
In order to prove the convergence of Z(P lr) and Z(Pur ), we need to prove that the
linear relations in (2.9), (2.10), and (2.11) define moment sequences for all measures µ,
ν, and ξ. We start with one-dimensional moment sequences by the following lemma.
Lemma 1 Let v be the moment sequence of some Borel measure ν ′ on Ψ and assume
that v satisfies (2.10). Then ν ′ = ν.
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Proof. According to (2.10):
v(α) =
∫
xαdν ′(x) =
[
xα+1
α+ 1
ek(x)
]x=b
x=a
−
∫
xα+1
α + 1
k′(x)dν ′(x) ∀α ∈ N, (2.17)
but we also have:
∫
xαdν(x) =
[
xα+1
α + 1
ek(x)
]x=b
x=a
−
∫
xα+1
α + 1
k′(x)dν(x) ∀α ∈ N. (2.18)
Consider the signed measure φ := ν ′ − ν on Ψ. From (2.17) and (2.18):
∫
xαdφ(x) = −
∫
xα+1
α + 1
k′(x)dφ(x) ∀α ∈ N. (2.19)
Let x 7→ p(x) :=
d∑
j=1
fjx
j so that p′(x) =
d−1∑
j=0
fj+1(j + 1)x
j for all x. From Equation
(2.19), one obtains ∫
[p′(x) + p(x)k′(x)] dφ(x) = 0. (2.20)
We now prove that (2.20) also holds for all continuous function f = xg, where g
is continuously differentiable on Ψ. Recall that polynomials are dense in the space
of continuously differentiable functions on Ψ under the sup-norm, which is defined as
max{sup
x∈Ψ
|f(x)|, sup
x∈Ψ
|f ′(x)|} (see e.g. Coatme´lec [20] and Hirsch [40]). Therefore, for
every ǫ > 0, there exist pǫ ∈ R[x] such that sup
x∈Ψ
|g(x) − pǫ(x)| ≤ ǫ and sup
x∈Ψ
|g′(x) −
p′ǫ(x)| ≤ ǫ simultaneously. As (2.20) is true for the polynomial p = xpǫ,
∫
[f ′(x) + f(x)k′(x)] dφ(x) =
∫
[x(g(x)− pǫ(x))]′ dφ(x)+
+
∫
x [g(x)− pǫ(x)] k′(x)dφ(x).
(2.21)
Using [x(g(x)− pǫ(x))]′ = (g(x)− pǫ(x)) + x(g′(x)− p′ǫ(x)) yields
| [x(g(x)− pǫ(x))]′| ≤ (1 + sup
x∈Ψ
|x|) ǫ ∀x ∈ Ψ,
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and similarly,
|x [g(x)− pǫ(x)] k′(x)| ≤ sup
x∈Ψ
|xk′(x)| ǫ ∀x ∈ Ψ.
Therefore
|
∫
[f ′(x) + f(x)k′(x)] dφ(x)| ≤ ǫ(1 + sup
x∈Ψ
|x|+ sup
x∈Ψ
|xk′(x)|)
∫
d|φ|.
As M = (1 + sup
x∈Ψ
|x|+ sup
x∈Ψ
|xk′(x)|)
∫
d|φ| is finite and (2.21) holds for all ǫ > 0,
one obtains
∫
[f ′(x) + f(x)k′(x)] dφ(x) = 0, ∀ f := xg, g ∈ R[x]. (2.22)
Next, for an arbitrary polynomial x 7→ g(x) =
d∑
j=0
gjx
j, let G(x) :=
d∑
j=0
gj
j + 1
xj+1
so that G′ = g, and let f := Ge−k(x). Observe that
f(x)
x
is continuously and f ′(x) =
g(x)e−k(x) − f(x)k′(x) for all x. Using (2.22) yields
∫
g(x)e−k(x)dφ(x) = 0, ∀g ∈ R[x]. (2.23)
If we let dφ′ := e−k(x)dφ then
∫
fdφ′ = 0 for all continuous function f on Ψ because
polynomials are dense in the space of continuous functions on Ψ. This in tun implies
that φ′ is the zero measure. In addition, as e−k(x) > 0 for all x ∈ R, φ is also the zero
measure, and so ν ′ = ν, the desired result. 
Using Lemma 1, we can now prove similar results for the main moment sequences
in R2.
Lemma 2 Let v and w be the moment sequences of some Borel measures ν ′ and ξ′
on Ψ and assume v and w satisfy (2.10) and (2.11). Let z be the moment sequence
of some Borel measure µ′ on Ω and assume z satisfies (2.9). Then µ′ = µ.
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Proof. By Lemma 1, ν ′ = ν and ξ′ = ξ. Then, according to (2.9),
∫
xαyβ dµ′(x, y) =
dβ+1
β + 1
v(α)− c
β+1
β + 1
w(α)−−
∫
xαyβ+1
β + 1
∂h(x, y)
∂y
dµ′(x, y). (2.24)
Similarly,
∫
xαyβdµ(x, y) =
dβ+1
β + 1
v(α)− c
β+1
β + 1
w(α)−−
∫
xαyβ+1
β + 1
∂h(x, y)
∂y
dµ(x, y). (2.25)
Then if we consider the signed measure φ := µ′ − µ on Ω, one obtains:
∫
xαyβdφ(x, y) = −
∫
xαyβ+1
β + 1
∂h(x, y)
∂y
dφ(x, y). (2.26)
Using similar arguments as in the proof of Lemma 1, one obtains
∫ [
∂f(x, y)
∂y
+ f(x, y)
∂h(x, y)
∂y
]
dφ(x, y) = 0, (2.27)
for all functions f = yg, provided that g and
∂g(x, y)
∂y
are continuous.
For every polynomial g ∈ R[x, y] let G := yP , where P ∈ R[x, y] and ∂G(x, y)
∂y
=
g(x, y) for all x, y. Then with f := Ge−h(x,y), one obtains:
∫
g(x, y)e−h(x,y)dφ(x, y) = 0, ∀g ∈ R[x, y]. (2.28)
Again using similar arguments as in the proof of Lemma 1, one obtains the desired
result µ′ = µ. 
With Lemma 1 and 2, we can now prove the following convergence theorem:
Theorem 4 Consider the problems P lr and Pur defined in (2.16). Then
(i) Z(P lr) and Z(Pur ) are finite and in addition, both P lr and Pur are solvable for r
large enough.
(ii) As r →∞, Z(P lr) ↑ ρ and Z(Pur ) ↓ ρ.
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Proof. Clearly, the collection of truncated sequences of moments of µ, ν, and ξ
forms a feasible solution for both problems P lr and Pur . Moreover,
|z(α, β)| ≤
∫
Ω
|xαyβeh(x,y)|dxdy ≤ sup
(x,y)∈Ω
|xαyβeh(x,y)|vol(Ω).
Recall that Ω ⊂ R2 is compact. Therefore,
u(α, β) := sup
(x,y)∈Ω
|xαyβeh(x,y)| = max
(x,y)∈Ω
|xαyβeh(x,y)|
is finite. Similarly, upper bounds u1(α) and u2(α) are obtained for |v(α)| and |w(α)|
respectively.
Now consider P lr and Pur with the additional bound constraints |z(α, β)| ≤ u(α, β),
|u(α)| ≤ u1(α), and |w(α)| ≤ u2(α) for all α, β.
(i) The feasible sets of these two modified problems are bounded and closed. The
objective functions are linear and both problems are feasible. Therefore, they
are both solvable and their optimal values are finite.
(ii) Let {zr, vr,wr} be an optimal solution of P lr (with additional bound con-
straints) and complete these truncated sequences with zeros to make them
become infinite sequences. As |zr(α, β)|, |vr(α)| and |wr(α)| are bounded uni-
formly in r, by a standard diagonal argument, there is a subsequence {rm} and
infinite sequences {z∗, v∗,w∗} such that the pointwise convergences zrm(α, β)→
z∗(α, β), vrm(α)→ v∗(α) and wrm(α)→ w∗(α) hold. This in turn implies
Ms(z
∗)  0, Ms(θiz∗)  0, i = 1, 2; s = 0, 1, . . .
Similar conditions hold for v∗ and w∗. As Ω and Ψ are compact, by Putinar
[60], there exist measures µ′ on Ω and ν ′ and ξ′ on Ψ, such that z∗, v∗, and w∗
are their respective moment sequences. In addition, by pointwise convergence,
z∗, v∗, and w∗ satisfy the linear relations (2.9), (2.10), and (2.11). Therefore ,
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by Lemma 1 and 2, µ′ = µ, ν ′ = ν, and ξ′ = ξ. And so,
lim
m→∞
〈g, zrm〉 = 〈g, z∗〉 = ρ.
By definition of truncated moment and localizing matrices, every feasible so-
lution of P lr+1 generates a feasible solution of P lr with same value. Hence
〈g, zr〉 ≤ 〈g, zr+1〉 whenever r ≥ deg(g), and so 〈g, zr〉 ↑ ρ. Similar arguments
can be applied for the modified problem Pur .
So far, the results are obtained for problems P lr and Pur with additional bound con-
straints. In fact it is enough to use the bounds u(0, 0), u1(0) and u2(0), along with a
more subtle argument similar to the one used in the proof of Theorem 2 in Lasserre
[49]. In other words, with the only additional bounds z(0, 0) ≤ u(0, 0), v(0) ≤ u1(0)
and w(0) ≤ u2(0), P lr and Pur are solvable when r is large enough and Z(P lr) ↑ ρ as
well as Z(Pur ) ↓ ρ. 
2.2.4 Numerical Examples
To illustrate our moment approach, we compute order statistic probabilities of Gum-
bel’s bivariate exponential distribution, bivariate and trivariate normal distributions.
The required semidefinite optimization problems are coded in Matlab and solved using
SeDuMi package (Sturm [76]). All computations are done under a Linux environment
on a Pentium IV 2.40GHz with 1GB RAM.
As shown in Kotz et al [47], the density function of Gumbel’s bivariate exponential
distribution is:
f(x, y) = [(1 + θx)(1 + θy)− θ]e−x−y−θxy, x, y ≥ 0, (2.29)
where 0 ≤ θ ≤ 1. To show how the moment order r affects integral results, we
choose an arbitrary θ in [0, 1] and compute the probability over the set Ω = {0 ≤
x ≤ y ≤ 1} using different r. The results reported in Table 2.1 is for θ = 0.5.
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The value ρ¯ =
1
2
[
Z(Pur ) + Z(P lr)
]
is approximately 0.215448 while the error ∆ρ =
1
2
[
Z(Pur )− Z(P lr)
]
decreases to 10−9 when r = 5. If a very high accuracy is not
needed, we can approximate this integral with r = 3 or r = 4 in much less time as
reported in Table 2.1 (where the computational time is the total time for solve both
Pur and P lr).
Moment degree r = 2 r = 3 r = 4 r = 5
1
2
[
Z(Pur )− Z(P lr)
]
6.5288E-03 1.3016E-04 1.4933E-06 2.8974E-09
Time (seconds) 0.38 0.59 1.28 6.23
Table 2.1: Computational results for a Gumbel’s bivariate order statistic probability
The second distribution family that we consider is the normal family. The density
function of a multivariate normal distribution with mean µ and covariance matrix
Σ = AA′ is
f(x) =
1
(2π)n/2 det(Σ)1/2
e−
1
2
(x−µ)′Σ−1(x−µ). (2.30)
We have generated µ andA with random elements in [−1, 1]. Order statistic integrals
of these distributions are then computed with variables restricted in [−1, 1]. The
error tolerance is set to be 5 × 10−5 (4-digit accuracy) and the moment order r is
increased until this accuracy is achieved. For n = 2 (bivariate distribution), we have
computed integrals for 100 randomly-generated distributions. The average moment
order is r¯ = 3.64, which means that in most instances we only need to use r = 3 or
r = 4. Similar to Gumbel’s exponential distribution case, the average computational
time is around 1 second with r = 4 for the bivariate normal distributions. For
n = 3 (trivariate distributions), we again can solve the semidefinite optimization
problems with r = 4 or r = 5 to achieve the required accuracy. However, in this
case the computational time is large (around 250 and 4000 seconds for r = 4 and
r = 5 respectively). Clearly, in comparing with results obtained with algorithms
specially designed for rectangular normal probabilities by Genz [34], our method for
trivariate normal distributions is not competitive. However, recall that our framework
is designed to accommodate a more general class of exponential integrals with a novel
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approach which permits to compute other types of probabilities such as order statistic
probabilities. In addition, the framework we proposed could be further developed to
calculate integrations not only with polynomials but also rational functions, which
have been recently analyzed by Lasserre [49]. Computationally, one may further
analyze the structure of semidefinite optimization problems Pur and P lr to reduce the
computational time. For example, using linear relations presented in Section 2.2.1
to eliminate some moment variables could reduce substantially the problem size in
terms of number of variables.
2.3 Application in Option Pricing
2.3.1 European Options on Multiple Assets
Option valuation is important for a wide variety of hedging and investment purposes.
Black and Scholes [13] derive a pricing formula for a European call option on a
single asset with no-arbitrage arguments and the lognormal distribution assumption
of the underlying asset price. Merton [56] provides bounds on option prices with no
assumption on the distribution of the asset price. Given the mean and variance of
the asset price, Lo [52] obtains an upper bound for the European option price based
on this single asset. This result is generalized in Bertsimas and Popescu [9]. In the
case of options written on multiple underlying assets, Boyle and Lim [15] provides
upper bounds for European call options on the maximum of several assets. Zuluaga
and Pen˜a [82] obtain these bounds using moment duality and conic optimization.
The options considered in these papers have convex payoff functions. Given first
and second moments of underlying asset prices, a simple tight lower bound can be
calculated using Jensen’s inequality. In this section, we consider a class of European
options with a particular non-convex payoff, the call option written on the minimum
of several assets. Similarly, put options on the maximum of several assets are also
options with non-convex payoff functions. Let us consider the European call options
written on the minimum of n assets. At maturity, these assets have prices X1, . . . , Xn
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respectively. If the option strike price is K, the expected payoff is calculated as
follows:
P = E[( min
1≤k≤n
Xk −K)+]. (2.31)
The rational option price can be obtained by discounting this expectation at the
risk-free rate under the no-arbitrage assumption. We do not assume any distribution
models for the multivariate nonnegative random variable X = (X1, . . . , Xn). Given
that first and second moments of X, E[X] = µ and E[XXT ] = Q, we would like to
calculate the tight upper bound
Pmax = max
X∼(µ,Q)+
E[( min
1≤k≤n
Xk −K)+],
and lower bound
Pmin = min
X∼(µ,Q)+
E[( min
1≤k≤n
Xk −K)+].
2.3.2 Moment-Based Upper Bound
The upper bound Pmax is the optimal value of the following optimization problem:
Pmax = maxf
∫
Rn
+
( min
1≤k≤n
xk −K)+f(x)dx
s.t.
∫
Rn+
xkf(x)dx = µk, ∀ k = 1, . . . , n,∫
Rn
+
xkxlf(x)dx = Qkl, ∀ 1 ≤ k ≤ l ≤ n,∫
Rn
+
f(x)dx = 1,
f(x) ≥ 0, ∀x ∈ Rn+,
(2.32)
where f is a probability density function.
Now taking the dual (see Bertsimas and Popescu [10] for details), we obtain the
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following problem:
Pu = min
Y ,y,y0
Q · Y + µ′y + y0
s.t. x′Y x+ x′y + y0 ≥ ( min
1≤k≤n
xk −K)+, ∀x ∈ Rn+,
or equivalently,
Pu = min
Y ,y,y0
Q · Y + µ′y + y0
s.t. x′Y x+ x′y + y0 ≥ 0, ∀x ∈ Rn+,
x′Y x+ x′y + y0 ≥ min
1≤k≤n
xk −K, ∀x ∈ Rn+.
(2.33)
Weak duality shows that Pu ≥ Pmax, which means Pu is an upper bound for the
expected payoff P . Under a weak Slater condition on moments of X , strong duality
holds and Pu = Pmax, which becomes a tight upper bound (see Bertsimas and Popescu
[10] and references therein).
We now attempt to calculate the upper bound Pu. Let consider the optimization
problem in (2.33), the constraint x′Y x + x′y + y0 ≥ 0 for all x ∈ Rn+ is equivalent
to a copositive matrix constraint, which is shown in the following lemma:
Lemma 3 x′Y x+ x′y + y0 ≥ 0 for all x ∈ Rn+ if and only if Y¯ =

 Y 12y
1
2
y′ y0

 is
copositive.
Proof. We have:
x′Y x+ x′y + y0 =

 x
1


′
 Y 12y
1
2
y′ y0



 x
1

 .
If the matrix Y¯ is copositive, then clearly x′Y x + x′y + y0 ≥ 0 for all x ∈ Rn+ as
(x, 1) ∈ Rn+1+ for all x ∈ Rn+.
Conversely, if x′Y x + x′y + y0 ≥ 0 for all x ∈ Rn+, we prove that x′Y x also
nonnegative for all x ∈ Rn+. Assume that there exists x ∈ Rn+ such that x′Y x < 0
and consider the function f(k) = (kx)′Y (kx) + (kx)′y + y0.
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We have: f(k) = (x′Y x)k2 + (x′y)k + y0, which is a strictly concave quadratic
function. Therefore, lim
k→+∞
f(k) = −∞; thus there exists z = kx ∈ Rn+ such that
z′Y z+ z′y+ y0 < 0 (contradiction). So we have x
′Y x ≥ 0 for all x ∈ Rn+. It means
that z′Y¯ z ≥ 0 for all z ∈ Rn+1+ or Y¯ is copositive. 
The reformulation makes it clear that finding the (tight) upper bound Pu is a hard
problem. Murty [57] shows that even the problem of determining whether a matrix is
not copositive is NP-complete. In order to tractably compute an upper bound for the
expected payoff P , we relax this constraint using a well-known copositivity sufficient
condition (see Parrilo [59] and references therein):
Remark 1 (Copositivity) If Y¯ = P +N , where P  0 and N ≥ 0, then Y¯ is
copositive.
According to Diananda [25], this sufficient condition is also necessary if Y¯ ∈ Rm×m
with m ≤ 4.
Now consider the constraint x′Y x + x′y + y0 ≥ min
1≤k≤n
xk −K for all x ∈ Rn+ in
(2.33), we relax it using the following lemma:
Lemma 4 If there exists µ ∈ Rn+,
n∑
k=1
µk = 1, such that
Y µ =

 Y 12(y −∑nk=1 µkek)
1
2
(y −∑nk=1 µkek)′ y0 +K


is copositive, where ek is the k-th unit vector in R
n, k = 1, . . . , n, then
x′Y x+ x′y + y0 ≥ min
1≤k≤n
xk −K, ∀x ∈ Rn+.
Proof. The constraint x′Y x + x′y + y0 ≥ min
1≤k≤n
xk − K for all x ∈ Rn+ can be
written as follows:
min
x∈Rn
+
max
1≤k≤n
x′Y x+ x′y + y0 − xk +K ≥ 0.
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We have: max
1≤k≤n
−xk = max
z∈C
−z′x, where C is the convex hull of ek, k = 1, . . . , n.
If we define f(x, z) = x′Y x+ x′y + y0 − z′x+K, then the second constraint is
min
x∈Rn+
max
z∈C
f(x, z) ≥ 0.
Applying weak duality for the minimax problem min
x∈Rn+
max
z∈C
f(x, z), we have:
min
x∈Rn+
max
z∈C
f(x, z) ≥ max
z∈C
min
x∈Rn+
f(x, z).
Thus if max
z∈C
min
x∈Rn
+
f(x, z) ≥ 0 then the second constraint is satisfied. This relaxed
constraint can be written as follows:
∃z ∈ C : f(x, z) ≥ 0, ∀x ∈ Rn+.
We have: C =
{
n∑
k=1
µkek |µ ∈ Rn+,
n∑
k=1
µk = 1
}
, thus the constraint above is
equivalent to the following constraint:
∃µ ∈ Rn+,
n∑
k=1
µk = 1 : x
TY x+ xTy + y0 −
n∑
k=1
µkxk +K ≥ 0, ∀x ∈ Rn+.
Using Lemma 3, we obtain the equivalent constraint:
∃µ ∈ Rn+,
n∑
k=1
µk = 1 : Y µ =

 Y 12(y −∑nk=1 µkek)
1
2
(y −∑nk=1 µkek)′ y0 +K

 copositive.
Thus we have, x′Y x+x′y+ y0 ≥ min
1≤k≤n
xk−K for all x ∈ Rn+ if there exists µ ∈ Rn+,
n∑
k=1
µk = 1, such that Y µ is copositive. 
From Lemmas 3 and 4, and the copositivity sufficient condition in Remark 1, we
can calculate an upper bound for the expected payoff P using the following theorem:
40
Theorem 5 The optimal value of the following semidefinite optimization problem is
an upper bound for the expected payoff P :
P cu = min Q · Y + µ′y + y0
s.t.

 Y 12y
1
2
y′ y0

 = P 1 +N 1,
 Y 12(y −∑nk=1 µkek)
1
2
(y −∑nk=1 µkek)′ y0 +K

 = P 2 +N 2,
n∑
k=1
µk = 1,µ ≥ 0,
P i  0,N i ≥ 0, i = 1, 2.
(2.34)
Proof. Consider an optimal solution (Y ,y, y0,P 1,N 1,P 2,N 2,µ) of Problem
(2.34). According to Remark 1, Y¯ is a copositive matrix. Therefore, (Y ,y, y0)
satisfies the first constraint of Problem (2.33) following Lemma 3. Similarly, the
second constraint of Problem (2.33) is also satisfied by (Y ,y, y0) according to Lemma
4. Thus, (Y ,y, y0) is a feasible solution of Problem (2.33), which means P
c
u ≥ Pu.
We have Pu ≥ Pmax; therefore, P cu ≥ Pmax or P cu is an upper bound for the expected
payoff P . 
2.3.3 Moment-Based Lower Bound
The tight lower bound of the expected payoff P is
Pmin = min
X∼(µ,Q)+
E[( min
1≤k≤n
Xk −K)+].
Due to the non-convexity of the payoff function, it is difficult to evaluate Pmin. Ap-
plying Jensen’s inequality for the convex function f(x) = x+, we have:
max{0,E[ min
1≤k≤n
Xk −K]} ≤ E[( min
1≤k≤n
Xk −K)+].
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Define P¯min = min
X∼(µ,Q)+
E[ min
1≤k≤n
Xk − K], then clearly, max{0, P¯min} ≤ Pmin or
max{0, P¯min} is a lower bound for the expected payoff P . P¯min can be calculated as
follows:
Pmin = −maxf
∫
Rn
+
(K − min
1≤k≤n
xk)f(x)dx
s.t.
∫
Rn
+
xkf(x)dx = µk, ∀ k = 1, . . . , n,∫
Rn
+
xkxlf(x)dx = Qkl, ∀ 1 ≤ k ≤ l ≤ n,∫
Rn
+
f(x)dx = 1,
f(x) ≥ 0, ∀x ∈ Rn+,
(2.35)
where f is a probability density function.
Taking the dual, we obtain the following problem:
Pl = − min
Y ,y,y0
Q · Y + µ′y + y0
s.t. x′Y x+ x′y + y0 ≥ K − min
1≤k≤n
xk, ∀x ∈ Rn+,
or equivalently,
Pl = − min
Y ,y,y0
Q · Y + µ′y + y0
s.t. x′Y x+ x′y + y0 + xk −K ≥ 0, ∀x ∈ Rn+, k = 1, . . . , n.
(2.36)
Similarly, Pl ≤ P¯min according to weak duality and if the Slater condition is satisfied,
Pl = P¯min.
Using Lemma 3, each constraint of Problem (2.36) is equivalent to a copositive
matrix constraint:
x′Y x+x′y+y0+xk−K ≥ 0, ∀x ∈ Rn+ ⇔

 Y 12(y + ek)
1
2
(y + ek)
′ y0 −K

 copositive.
With Remark 1, we can then calculate a lower bound for the expected payoff P
as shown in the following theorem:
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Theorem 6 max{0, P cl } is a lower bound for the expected payoff P , where
P cl = −min Q · Y + µ′y + y0
s.t.

 Y 12(y + ek)
1
2
(y + ek)
′ y0 −K

 = P k +N k, ∀ k = 1, . . . , n
P k  0,Nk ≥ 0, k = 1, . . . , n.
(2.37)
Proof. Consider an optimal solution (Y ,y, y0,P k,N k) of Problem 2.37. Ac-
cording to Remark 1, the matrix

 Y 12(y + ek)
1
2
(y + ek)
′ y0 −K

 is copositive for all
k = 1, . . . , n. Lemma 3 shows that (Y ,y, y0) satisfies all constraints of Problem 2.36.
Thus (Y ,y, y0) is a feasible solution of Problem 2.36, which means P
c
l ≤ Pl. We have
P¯min ≥ Pl and max{0, P¯min} ≤ Pmin; therefore, max{0, P cl } ≤ Pmin or max{0, P cl } is a
lower bound for the expected payoff P . 
2.3.4 Numerical Examples
Call Options on the Minimum of Several Assets
We consider the call option on the minimum of n = 4 assets. In order to compare the
bounds with the exact option price, we assume that these assets follow a correlated
multivariate lognormal distribution. At time t, the price of asset k is calculated as
follows:
Sk(t) = Sk(0)e
(r−δ2
k
/2)t+δkWk(t),
where Sk(0) is the initial price at time 0, r is the risk-free rate, δk is the volatility
of asset k, and (Wk(t))
n
k=1 is the standard correlated multivariate Brownian motion.
We use similar parameter values as in Boyle and Lin [15]. The risk-free rate is
r = 10% and the maturity is T = 1. The initial prices are set to be Sk(0) = $40 for
all k = 1, . . . , n. For each asset k, the price volatility is δk = 30%. The correlation
parameters are set to be ρkl = 0.9 for all k 6= l (and obviously, we can define ρkk = 1.0
for all k = 1, . . . , n). These values are used to calculate first and second moments, µ
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and Q, of X = (Sk(T ))
n
k=1using the following formulae:
E[Xk] = e
rTSk(0), ∀ k = 1, . . . , n,
and
E[XkXl] = Sk(0)Sl(0)e
2rT eρklδkδjT , ∀ k, l = 1, . . . , n.
The rational option price is e−rTP , where P is the expected payoff. The exact price
is calculated by Monte Carlo simulations of correlated multivariate Brownian motion
described in Glasserman [35]. The upper and lower bounds are calculated by solving
semidefinite optimization problems formulated in Theorems 5 and 6.
In this report, we developed all codes using Matlab 7.4 and solved the semidefi-
nite optimization problems with SeduMi solver (Sturm [76]) using YALMIP interface
(Lo¨fberg [53]). We vary the strike price from K = $20 to K = $50 in this experiment
and the results are shown in Table 2.2 and Figure 2-1.
Strike price 20 25 30 35 40 45 50
Exact payoff 18.1299 13.7308 9.8097 6.6091 4.2340 2.5712 1.5011
Upper bound 23.3489 19.1889 15.1476 11.3819 8.0961 5.5452 3.8287
Lower bound 15.9625 11.4383 6.9142 2.3900 0.0000 0.0000 0.0000
Table 2.2: Call option prices with different strike prices and their upper and lower
bounds
In this example, we obtain valid positive lower bounds when the strike price is less
than $40. The lower and upper bounds are reasonably good in all cases. When the
strike price decreases, the lower bound tends to be better (closer to the exact value)
than the upper bound.
Put Options on the Maximum of Several Assets
European put options written on the maximum of several assets also have non-convex
payoffs. The payoff is calculated as P = E[(K − max
1≤k≤n
Xk)
+], where Xk is the price
of asset k at the maturity. Similar to call options on the minimum of multiple assets,
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Figure 2-1: Prices of call options on the minimum of multiple assets and their upper
and lower bounds
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upper and lower bounds of this payoff can be calculated by solving the following
semidefinite optimization problems:
min Q · Y + µ′y + y0
s.t.

 Y 12y
1
2
y′ y0

 = P 1 +N 1,
 Y 12(y +∑nk=1 µkek)
1
2
(y +
∑n
k=1 µkek)
′ y0 −K

 = P 2 +N 2,
n∑
k=1
µk = 1,µ ≥ 0,
P i  0,N i ≥ 0, i = 1, 2,
(2.38)
and
min Q · Y + µ′y + y0
s.t.

 Y 12(y − ek)
1
2
(y − ek)′ y0 +K

 = P k +N k, ∀ k = 1, . . . , n
P k  0,Nk ≥ 0, k = 1, . . . , n.
(2.39)
Solving these two problems using the same data as in the previous section and varying
the strike price from $40 to $70, we obtain the results for this put option, which are
shown in Table 2.3 and Figure 2-2.
Strike price 40 45 50 55 60 65 70
Exact payoff 1.7419 3.4669 5.8114 8.7931 12.1431 16.0553 20.0943
Upper bound 4.2896 6.2629 9.0706 12.5363 16.4070 20.5079 24.4722
Lower bound 0.0000 0.0000 0.0000 3.8253 8.3495 12.8737 17.3979
Table 2.3: Put option prices with different strike prices and their upper and lower
bounds
We also have valid positive lower bounds when the strike price is higher than $50.
The lower bound is closer to the exact value than the upper bound when the strike
price increases. In general, both upper and lower bounds are resonably good bounds
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Figure 2-2: Prices of put options on the maximum of multiple assets and their upper
and lower bounds
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for the option prices.
2.4 Conclusion
In this chapter, we have introduced the problem of moments with the hierachy of
moment relaxation and the moment duality theory that links to optimization over
polynomials. These two aspects of the problem of moments show a diverse range of
potential applications. The application in multivariate exponential integral approxi-
mation utilizes the hierachy of moment relaxation while the option pricing problem
applies the moment duality theory. In the next chapter, we will apply these results
in developing a moment-based uncertainty model for stochastic linear optimization
problems with the ambiguity in probability distributions of random parameters.
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Chapter 3
Models for Minimax Stochastic
Linear Optimization Problems
with Risk Aversion
In this chapter, we propose a new probabilistic uncertainty model for two-stage
stochastic linear optimization problems. The uncertainty model addresses the am-
biguity of the probability distribution of random parameters given historical data.
The minimax principle will be used to establish the final tractable mathematical
model of these stochastic linear optimization problems. The minimax formulation
was pioneered in the works of Zˇa´cˇkova´ [80] and Dupacˇova´ [27]. Algorithms to solve
minimax stochastic optimization problems include the sample-average approximation
method (see Shapiro and Kleywegt [69] and Shapiro and Ahmed [68]), subgradient-
based methods (see Breton and El Hachem [16]) and cutting plane algorithms (see
Riis and Anderson [62]). Give historical data, we specify the class of uncertain prob-
ability distributions by a set of known moments. We show the tractability of our
minimax optimization model by an equivalent semidefinite optimization formulation.
In addition to modeling ambiguity, we are also interested in incorporating risk consid-
erations into our stochastic optimization model. We propose a risk-averse model in
this chapter, using convex nondecreasing disutility functions. The minimax solution
is then compared with solutions from other approaches including data-driven and
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robust optimization approach, using stress tests proposed by Dupacˇova´ [29]. The re-
sults show that this probabilistic uncertainty model provides tractable solutions that
hedge against the worst-case scenarios and yield low variability in objective values.
Structure of the chapter. In Section 3.1, we introduce the minimax two-stage
stochastic linear optimization problem with the ambiguity in probability distribu-
tions of random parameters. In Section 3.2, we show that the minimax model is
tractable with uncertainty in objective parameters. We are able to explicitly con-
struct the extremal distribution that achieves the worst-case scenarios. The problem
with random right-hand side is studied in Section 3.3. Even though the problem is
NP-hard in general, there are some special cases in which the model is tractable and
the extremal distribution can be again explicitly constructed. In Section 3.4, data-
driven and robust optimization approaches are investigated as different uncertainty
models for stochastic linear optimization problems. Two applications, a production-
transportation problem and a minimax single facility location problem, are presented
in Section 3.5. They are used to compare the moment-based framework with data-
driven and robust optimization approaches in terms of the quality of solutions. Fi-
nally, we study an extension of this moment-based model to multi-stage stochastic
optimization problems in Section 3.6.
3.1 Introduction
Consider a minimax two-stage stochastic linear optimization problem with fixed re-
course:
min
x∈X
(
c′x+ sup
P∈P
EP
[
Q(ξ˜,x)
])
, (3.1)
where
Q(ξ˜,x) = minw q˜′w
s.t. Ww = h˜− Tx, w ≥ 0.
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The first-stage decision x is chosen from the set X := {x ∈ Rn : Ax = b,x ≥ 0}
before the exact value of the random parameters ξ˜ = (q˜, h˜) are known. After the
random parameters are realized as ξ = (q,h), the second-stage (or recourse) decision
w is chosen from the set X(x) := {x ∈ Rn : Ww = h − Tx,w ≥ 0} to minimize
q′w. The probability distribution P for the random parameters ξ˜ are rarely known
precisely. It is then prudent to hedge against ambiguity in probability distributions
by using the maximum expected second stage cost over a set P of possible probability
distributions. This leads to the minimax formulation in (3.1).
The set P of possible probability distributions is typically described by a set
of known moments. Useful bounds on the expected second-stage cost using first
moment information include the Jensen bound [44] and the Edmundson-Madansky
bound [30, 54]. For extensions to second moment bounds in stochastic optimization,
the reader is referred to Kall and Wallace [45] and Dokov and Morton [26]. In related
recent work, Delage and Ye [24] use an ellipsoidal algorithm to show that the minimax
stochastic optimization problem:
min
x∈X
sup
P∈P
EP
[
max
k=1,...,K
fk
(
ξ˜,x
)]
.
is polynomial time solvable under appropriate assumptions on the functions fk
(
ξ˜,x
)
and the set P.
Uncertainty implies risk and an approach to model the risk in our stochastic
optimization model is to use a convex nondecreasing disutility function U(·):
min
x∈X
(
c′x+ EP
[
U
(
Q(ξ˜,x)
)])
.
Special instances for this problem include:
(1) Using a weighted combination of the expected mean and expected excess beyond
a target T :
min
x∈X
(
c′x+ EP
[
Q(ξ˜,x)
]
+ αEP
[(
Q(ξ˜,x)− T
)+])
,
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where the weighting factor α ≥ 0. This formulation is convexity preserving in
the first-stage variables (see Ahmed [1] and Eichorn and Ro¨misch [31]).
(2) Using an optimized certainty equivalent (OCE) risk measure (see Ben-Tal and
Teboulle [5], [6]):
min
x∈X,v∈R
(
c′x+ v + EP
[
U
(
Q(ξ˜,x)− v
)])
,
where the formulation can be interpreted as optimally paying an uncertain debt
Q(ξ˜,x), by paying a sure amount v in the first-stage and and the remainder
Q(ξ˜,x) − v in the second-stage. The value v is itself a decision variable and
can be incorporated with the first-stage variables. Under appropriate choices of
utility functions, Ben-Tal and Teboulle [5], [6] show that the OCE risk measure
can be reduced to the mean-variance formulation and the mean-Conditional
Value-at-Risk formulation. Ahmed [1] shows that using the mean-variance cri-
terion in stochastic optimization leads to NP-hard problems. This arises from
the observation that the second-stage cost Q(ξ˜,x) is not linear (but convex)
in x while the variance operator is convex (but non-monotone). On the other
hand, the mean-Conditional Value-at-Risk formulation is convexity preserving.
In this chapter, we analyze two-stage minimax stochastic linear optimization prob-
lems where the class of probability distributions is described by first and second mo-
ments. We consider separate models to incorporate the randomness in the objective
and right-hand side respectively. The probability distribution P is assumed to be-
long to the class of distributions P specified by the known mean vector µ and second
moment matrix Q. In addition to ambiguity in distributions, we incorporate risk con-
siderations into the model by using a convex nondecreasing piecewise linear function
U on the second-stage costs. The central problem we will study is
Z = min
x∈X
(
c′x+ sup
P∈P
EP
[
U
(
Q(ξ˜,x)
)])
, (3.2)
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where the disutility function is defined as:
U
(
Q(ξ˜,x)
)
:= max
k=1,...,K
(
αkQ(ξ˜,x) + βk
)
, (3.3)
with the coefficients αk ≥ 0 for all k. For K = 1 with αK = 1 and βK = 0, problem
(3.2)-(3.3) reduces to the risk-neutral minimax stochastic optimization problem. A
related minimax problem based on the formulation in Rutenberg [65] is to incorporate
the first-stage costs into the disutility function
min
x∈X
sup
P∈P
EP
[
U
(
c′x+Q(ξ˜,x)
)]
.
This formulation can be easily handled in our model by defining βk(x) = αkc
′x+ βk
and solving
min
x∈X
sup
P∈P
EP
[
max
k=1,...,K
(
αkQ(ξ˜,x) + βk(x)
)]
.
Throughout the paper, we make the following assumptions:
(A1) The first-stage feasible region X := {x ∈ Rn : Ax = b,x ≥ 0} is bounded and
non-empty.
(A2) The recourse matrix W satisfies the complete fixed recourse condition {z :
Ww = z,w ≥ 0} = Rr.
(A3) The recourse matrixW together with q˜ satisfies the condition {p ∈ Rr :W ′p ≤
q} 6= ∅ for all q.
(A4) The first and second moments (µ,Q) of the random vector ξ˜ are finite and
satisfy Q ≻ µµ′.
Assumptions (A1)-(A4) guarantee that the expectation of the second-stage cost,
EP
[
U
(
Q(ξ˜,x)
)]
, is finite for all P ∈ P and the minimax risk-averse stochastic
optimization problem is thus well-defined.
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3.2 Uncertainty in Objective
Consider the minimax stochastic problem (3.2) with random objective q˜ and con-
stant right-hand side h. The distribution class P is specified by the first and second
moments:
P =
{
P : P[q˜ ∈ Rp] = 1, EP [q˜] = µ, EP [q˜q˜′] = Q
}
. (3.4)
Applying the disutility function to the second-stage cost, we have
U (Q(q˜,x)) := max
k=1,...,K
(αkQ(q˜,x) + βk) ,
where
Q(q˜,x) = minw q˜′w
s.t. Ww = h− Tx, w ≥ 0.
U (Q(q,x)) is quasi-concave in q and convex in x. This follows from observing that it
is the composition of a nondecreasing convex function U(·), and a function Q(·, ·) that
is concave in q and convex in x. A semidefinite formulation for identifying the optimal
first-stage decision is developed in Section 3.2.1 while the extremal distribution for
the second-stage problem is constructed in Section 3.2.2.
3.2.1 Semidefinite Optimization Formulation
The second-stage problem sup
P∈P
EP [U (Q(q˜,x))] is an infinite-dimensional linear opti-
mization problem with the probability distribution P or its corresponding probability
density function f as the decision variable:
Z(x) = supf
∫
Rp
U (Q(q,x)) f(q)dq
s.t.
∫
Rp
qiqjf(q)dq = Qij , ∀ i, j = 1, . . . , p,∫
Rp
qif(q)dq = µi, ∀ i = 1, . . . , p,∫
Rp
f(q)dq = 1,
f(q) ≥ 0, ∀ q ∈ Rp.
(3.5)
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Associating dual variables Y ∈ Sp×p where Sp×p is the set of symmetric matrices
of dimension p and vector y ∈ Rp, and scalar y0 ∈ R with the constraints of the
primal problem (3.5), we obtain the dual problem:
ZD(x) = min
Y ,y,y0
Q · Y + µ′y + y0
s.t. q′Y q + q′y + y0 ≥ U (Q(q,x)) , ∀ q ∈ Rp.
(3.6)
It is easy to verify that weak duality holds, namely Z(x) ≤ ZD(x). Furthermore,
if the moment vector lies in the interior of the set of feasible moment vectors, then
we have strong duality, namely Z(x) = ZD(x). The reader is referred to Isii [41]
for strong duality results in the moment problem. Assumption (A4) guarantees that
the covariance matrix Q − µµ′ is strictly positive definite and the strong duality
condition is satisfied. This result motivates us to replace the second-stage problem by
its corresponding dual. The risk-averse minimax stochastic optimization problem is
then reformulated as a polynomial-sized semidefinite optimization problem as shown
in the next theorem.
Theorem 7 The risk-averse minimax stochastic optimization problem (3.2) with ran-
dom objective q˜ and constant right-hand side h is equivalent to the polynomial-sized
semidefinite optimization problem:
ZSDP = min
x,Y ,y,y0,wk
c′x+Q · Y + µ′y + y0
s.t.

 Y 12(y − αkwk)
1
2
(y − αkwk)′ y0 − βk

  0, ∀ k = 1, . . . , K,
Wwk + Tx = h, ∀ k = 1, . . . , K,
wk ≥ 0, ∀ k = 1, . . . , K,
Ax = b, x ≥ 0.
(3.7)
Proof. We have U (Q(q˜,x)) = max
k=1,...,K
(αkQ(q˜,x) + βk). Thus, the constraints of
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the dual problem (3.6) can be written as follows:
(Ck) : q′Y q + q′y + y0 ≥ αkQ(q,x) + βk ∀ q ∈ Rp, k = 1, . . . , K.
We first claim that Y  0. Suppose Y 6 0. Consider the eigenvector q0 of Y
corresponding to the most negative eigenvalue λ0. Define Fk(q,x) := q
′Y q + q′y +
y0 − αkQ(q,x)− βk and let w0(x) ∈ arg min
w∈X(x)
q′0w. We then have:
Fk(tq0,x) = λ0q
′
0q0t
2 + (y − αkw0(x))′q0t + y0 − βk.
We have: λ0 < 0; therefore, there exists tk such that for all t ≥ tk, Fk(tq0,x) < 0.
The constraint (Ck) is then violated (contradiction). Thus Y  0.
Since we have Q(q,x) = min
w∈X(x)
q′w and αk ≥ 0, the constraint (Ck) is:
∀ q ∈ Rp, ∃wk ∈ X(x) : q′Y q + q′y + y0 − αkq′wk − βk ≥ 0,
or equivalently
inf
q∈Rp
max
wk∈X(x)
q′Y q + q′y + y0 − αkq′wk − βk ≥ 0.
Since Y  0, the continuous function q′Y q + q′y + y0 − αkq′wk − βk is convex
in q and affine (concave) in wk. In addition, the set X(x) is a bounded convex set;
then, according to Sion’s minimax theorem [71], we obtain the following result:
inf
q∈Rp
max
wk∈X(x)
q′Y q+q′y+y0−αkq′wk−βk = max
wk∈X(x)
inf
q∈Rp
q′Y q+q′y+y0−αkq′wk−βk.
Thus the constraint (Ck) is equivalent to the following constraint:
∃wk ∈ X(x), ∀ q ∈ Rp : q′Y q + q′y + y0 − αkq′wk − βk ≥ 0.
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The equivalent matrix linear inequality constraint is
∃wk ∈ X(x) :

 Y 12(y − αkwk)
1
2
(y − αkwk)′ y0 − βk

  0.
The dual problem of the minimax second-stage optimization problem can be re-
formulated as follows:
ZD(x) = min
Y ,y,y0,wk
Q · Y + µ′y + y0
s.t.

 Y 12(y − αkwk)
1
2
(y − αkwk)′ y0 − βk

  0, ∀ k = 1, . . . , K,
Wwk + Tx = h, ∀ k = 1, . . . , K,
wk ≥ 0, ∀ k = 1, . . . , K.
(3.8)
By optimizing over the first-stage variables, we obtain the semidefinite optimization
reformulation for our risk-averse minimax stochastic optimization problem. With the
strong duality assumption, ZD(x) = Z(x) for all x ∈ X . Thus Z = ZSDP and (3.7)
is the equivalent semidefinite optimization formulation of our risk-averse minimax
stochastic optimization problem (3.2) with random objective q˜ and constant right-
hand side h. 
Delage and Ye [24] recently used an ellipsoidal algorithm to show that a class of
minimax stochastic optimization problems of the form min
x∈X
sup
P∈Pˆ
EP
[
max
k=1,...,K
fk
(
ξ˜,x
)]
is polynomial time solvable under the assumptions:
(i) The set X is convex and equipped with an oracle that confirms the feasibility
of x or provides a separating hyperplane in polynomial time in the dimension
of the problem.
(ii) For each k, the function fk (ξ,x) is concave in ξ and convex in x. In addition,
one can find the value fk (ξ,x), a subgradient of fk (ξ,x) in x and a subgradient
of −fk (ξ,x) in ξ, in time polynomial in the input size of the problem.
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(iii) The class of distributions Pˆ is defined as
Pˆ =
{
P : P[ξ˜ ∈ S] = 1,
(
EP [ξ˜]− µ
)
Σ−1
(
EP [ξ˜]− µ
)
≤ γ1,
EP
[(
ξ˜ − µ
)(
ξ˜ − µ
)′]
 γ2Σ
}
,
where the constants γ1, γ2 ≥ 0, µ ∈ int(S), Σ ≻ 0 and support S is a convex
set for which there exists an oracle that can confirm feasibility or provide a
separating hyperplane in polynomial time.
Our risk-averse two-stage stochastic linear optimization problem with objective un-
certainty satisfies assumptions (i) and (ii). Furthermore, for S = Rp, γ1 = 0, γ2 = 1,
Σ = Q− µµ′ the distribution class P is a subset of Pˆ :
P ⊆ Pˆ =
{
P : P[q˜ ∈ Rp] = 1, EP [q˜] = µ, EP [q˜q˜′]  Q
}
.
While Delage and Ye’s result holds for a much larger class of functions using an ellip-
soidal algorithm, Theorem 7 reduces the minimax stochastic linear program to solving
a single semidefinite optimization problem. In the next section, we generate the ex-
tremal distribution for the second-stage problem and show an important connection
of the above results with Jensen’s bound.
3.2.2 Extremal Distribution
Taking the dual of the semidefinite optimization problem in (3.8), we obtain:
ZDD(x) = max
V k,vk,vk0,pk
K∑
k=1
(h− Tx)′pk + βkvk0
s.t.
K∑
k=1

 V k vk
v′k vk0

 =

 Q µ
µ′ 1

 ,

 V k vk
v′k vk0

  0, ∀ k = 1, . . . , K,
W ′pk ≤ αkvk, ∀ k = 1, . . . , K.
(3.9)
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The interpretation of these dual variables as a set of (scaled) conditional moments
allows us to construct extremal distributions that attain the second-stage optimal
value Z(x). To start with, we first argue that ZDD(x) is also an upper bound of
Z(x) = sup
P∈P
EP [U (Q(q˜,x))]:
Lemma 5 For an arbitrary x ∈ X, ZDD(x) ≥ Z(x).
Proof. Since Q(q,x) is a linear optimization problem; for each objective vector q˜,
we define the primal and dual optimal solutions as w(q˜) and p(q˜). For an arbitrary
distribution P ∈ P, we define
vk0 = P (k ∈ argmaxl (αlQ(q˜,x) + βl)) ,
vk = vk0EP
[
q˜
∣∣∣ k ∈ argmaxl (αlQ(q˜,x) + βl)] ,
V k = vk0EP
[
q˜q˜′
∣∣∣ k ∈ argmaxl (αlQ(q˜,x) + βl)] ,
pk = αkvk0EP
[
p(q˜)
∣∣∣ k ∈ argmaxl (αlQ(q˜,x) + βl)] .
From the definition of the variables, we have:
K∑
k=1

 V k vk
v′k vk0

 =

 Q µ
µ′ 1

 ,
with the moment feasibility conditions given as

 V k vk
v′k vk0

  0, ∀ k = 1, . . . , K.
For ease of exposition, we implicitly assume that at any value of q, there exists
an unique index k such that αkQ(q,x) + βk > max
l 6=k
αlQ(q,x) + βl. If two or more
indices attain the maximum, we arbitrarily break ties by picking any one index. The
continuity of the objective function at breakpoints implies that this will not affect
the objective value.
Since p(q˜) is the dual optimal solution of the second-stage linear optimization
problem, from dual feasibility we have W ′p(q˜) ≤ q˜. Taking expectations and multi-
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plying by αkvk0, we obtain the inequality
αkvk0W
′
EP
[
p(q˜)
∣∣∣ k ∈ argmaxl (αlQ(q˜,x) + βl)] ≤
αkvk0EP
[
q˜
∣∣∣ k ∈ argmaxl (αlQ(q˜,x) + βl)] ,
orW ′pk ≤ αkvk. Thus all the constraints are satisfied and we have a feasible solution
of the semidefinite optimization problem defined in (3.9). The objective function is
expressed as
EP [U(Q(q˜,x))] =
K∑
k=1
EP
[
(αkQ(q˜,x) + βk)
∣∣∣ k ∈ argmax
l
(αlQ(q˜,x) + βl)
]
vk0,
or equivalently
EP [U(Q(q˜,x))] =
K∑
k=1
(h− Tx)′pk + βkvk0,
since Q(q˜,x) = (h − Tx)′p(q˜). This implies that EP [U(Q(q˜,x))] ≤ ZDD(x) for all
P ∈ P. Thus
Z(x) = sup
P∈P
EP [U(Q(q˜,x))] ≤ ZDD(x).

We now construct a sequence of extremal distributions that attains the bound
asymptotically as shown in the following theorem:
Theorem 8 For an arbitrary x ∈ X, there exists a sequence of distributions in P
that asymptotically achieves the optimal value Z(x) = ZD(x) = ZDD(x).
Proof. Consider the dual problem defined in (3.9) and its optimal solution
(V k, vk, vk0,pk)k=1,...,K . We start by assuming that vk0 > 0 for all k = 1, . . . , K
(note vk0 ≥ 0 due to feasibility). This assumption can be relaxed as we will see later.
Consider the following random vectors:
q˜k :=
vk
vk0
+
b˜kr˜k√
ǫ
, ∀ k = 1, . . . , K,
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where b˜k are independent Bernoulli random variables with distribution
b˜k ∼

 0, with probability 1− ǫ,1, with probability ǫ,
and r˜k is a multivariate normal random vector, independent of b˜k with the following
mean and covariance matrix
r˜k ∼ N
(
0,
V kvk0 − vkv′k
v2k0
)
.
We construct the mixed distribution Pm(x) of q˜ as:
q˜ := q˜k with probability vk0, ∀ k = 1, . . . , K.
Under this mixed distribution, we have:
EPm(x) [q˜k] =
vk
vk0
+
EPm [b˜k]EPm [r˜k]√
ǫ
=
vk
vk0
,
and
EPm(x) [q˜kq˜
′
k] =
vkv
′
k
v2k0
+ 2
vkEPm(x)[b˜k]EPm(x) [r˜
′
k]
vk0
√
ǫ
+
EPm(x)[b˜
2
k]EPm(x) [r˜kr˜
′
k]
ǫ
=
V k
vk0
.
Thus EPm(x)[q˜] = µ and EPm(x)[q˜q˜
′] = Q from the feasibility conditions.
Considering the expected value ZPm(x)(x) = EPm(x) [U (Q(q˜,x))], we have:
ZPm(x)(x) ≥
K∑
k=1
vk0EPm(x) [αkQ(q˜k,x) + βk] .
Conditioning based on the value of b˜k, the inequality can be rewritten as follows:
ZPm(x)(x) ≥
K∑
k=1
vk0ǫEPm(x)
[
αkQ
(
vk
vk0
+
r˜k√
ǫ
,x
)
+ βk
]
+
K∑
k=1
vk0(1− ǫ)EPm(x)
[
αkQ
(
vk
vk0
,x
)
+ βk
]
.
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Since Q(q,x) is a minimization linear optimization problem with the objective coef-
ficient vector q; therefore, Q(tq,x) = tQ(q,x) for all t > 0 and
Q
(
vk
vk0
+
rk√
ǫ
,x
)
≥ Q
(
vk
vk0
,x
)
+Q
(
rk√
ǫ
,x
)
.
In addition, αk ≥ 0 and vk0 > 0 imply
ZPm(x)(x) ≥
K∑
k=1
vk0EPm(x)
[
αkQ
(
vk
vk0
,x
)
+ βk
]
+
√
ǫ
K∑
k=1
vk0αkEPm(x) [Q (r˜k,x)] ,
or
ZPm(x)(x) ≥
K∑
k=1
(αkQ (vk,x) + vk0βk) +
√
ǫ
K∑
k=1
vk0αkEPm(x) [Q (r˜k,x)] .
Since pk is a dual feasible solution to the problem Q (αkvk,x), thus αkQ (vk,x) ≥
(h− Tx)′pk. From Jensen’s inequality, we obtain
EPm(x) [Q (r˜k,x)] ≤ Q
(
EPm(x) [r˜k] ,x
)
= 0.
In addition, Assumptions (A1)-(A4) implies that EPm(x) [Q (r˜k,x)] > −∞. Therefore,
−∞ <∑Kk=1 ((h− Tx)′pk + βkvk0) +√ǫ∑Kk=1 vk0αkEPm(x) [Q (r˜k,x)] ≤
≤ ZPm(x)(x) ≤ Z(x).
Using Lemma 5, we then have:
−∞ < ZDD(x) +
√
ǫ
∑K
k=1 vk0αkEPm(x) [Q (r˜k,x)] ≤ ZPm(x)(x) ≤
≤ Z(x) = ZD(x) ≤ ZDD(x).
Taking limit as ǫ ↓ 0, we have limǫ↓0 ZPm(x)(x) = Z(x) = ZD(x) = ZDD(x).
We now consider the case where there exists a nonempty set L ⊂ {1, . . . , K} such
that vk0 = 0 for all k ∈ L. Due to feasibility of a positive semidefinite matrix, we have
vk = 0 for all k ∈ L (note that |Aij | ≤
√
AiiAjj ifA  0), which means Q(vk,x) = 0.
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We claim that there is an optimal solution of the dual problem formulated in (3.9)
such that ∑
k 6∈L

 V k vk
v′k vk0

 =

 Q µ
µ′ 1

 .
Indeed, if V L =
∑
k∈LV k 6= 0, construct another optimal solution with V k := 0 for
all k ∈ L and V k := V k + V L/(K − |L|) for all k 6∈ L. All feasibility constraints
are still satisfied as V L  0 and vk = 0, vk0 = 0 for all k ∈ L. The objective
value remains the same. Thus we obtain an optimal solution that satisfies the above
condition. Since (h − Tx)′pk + vk0βk = 0 for all k ∈ L; therefore, we can then
construct the sequence of extremal distributions as in the previous case. 
In the risk-neutral setting with U(x) = x, the dual problem (3.9) has trivial
solution V 1 = Q, v1 = µ, and v10 = 1. The second-stage bound then simplifies to
max
p:W ′p≤µ
(h− Tx)′ p,
or equivalently
min
w∈X(x)
µ′w.
The second-stage bound thus just reduces to Jensen’s bound where the uncertain
objective q˜ is replaced its mean µ. For the risk-averse case with K > 1, the second-
stage objective is no longer concave but quasi-concave in q˜. The second-stage bound
then reduces to a combination of Jensen bounds for appropriately chosen means and
probabilities:
max
V k ,vk,vk0
K∑
k=1
(
αk min
wk∈X(x)
v′kwk + βkvk0
)
s.t.
K∑
k=1

 V k vk
v′k vk0

 =

 Q µ
µ′ 1

 ,

 V k vk
v′k vk0

  0, ∀ k = 1, . . . , K.
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The variable wk can be then interpreted as the optimal second-stage solution in
the extremal distribution at which the kth piece of the utility function attains the
maximum.
3.3 Uncertainty in Right-Hand Side
Consider the minimax stochastic problem (3.2) with random right-hand side h˜ and
constant objective q. The distribution class P is specified by the first and second
moments:
P =
{
P : P[h˜ ∈ Rr] = 1, EP [h˜] = µ, EP [h˜h˜′] = Q
}
. (3.10)
Applying the disutility function to the second-stage cost,we have
U
(
Q(h˜,x)
)
:= max
k=1,...,K
(
αkQ(h˜,x) + βk
)
,
where
Q(h˜,x) = maxp (h˜− Tx)′p
s.t. W ′p ≤ q.
In this case, the second-stage cost U
(
Q(h˜,x)
)
is a convex function in h˜ and x.
We prove the NP-hardness of the general problem in Section 3.3.1, while proposing a
semidefinite optimization formulation for a special class in Section 3.3.2.
3.3.1 Complexity of the General Problem
The second-stage problem sup
P∈P
EP
[
U
(
Q(h˜,x)
)]
of the risk-averse minimax stochas-
tic optimization problem is an infinite-dimensional linear optimization problem with
the probability distribution P or its corresponding probability density function f as
the problem variable:
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Zˆ(x) = supf
∫
Rr
U (Q(h,x)) f(h)dh
s.t.
∫
Rp
hihjf(h)dh = Qij, ∀ i, j = 1, . . . , r,∫
Rp
hif(h)dh = µi, ∀ i = 1, . . . , r,∫
Rp
f(h)dh = 1,
f(h) ≥ 0, ∀h ∈ Rr.
(3.11)
Under the strong duality condition, the equivalent dual problem is:
ZˆD(x) = min
Y ,y,y0
Q · Y + µ′y + y0
s.t. h′Y h+ y′h+ y0 ≥ U (Q(h,x)) , ∀h ∈ Rr.
(3.12)
The minimax stochastic problem is equivalent to the following problem:
min
x∈X
(
c′x+ ZˆD(x)
)
.
The constraints of the dual problem defined in (3.12) can be rewritten as follows:
h′Y h+ y′h+ y0 ≥ αkQ(h,x) + βk ∀h ∈ Rr, k = 1, . . . , K.
As αk ≥ 0, these constraints are equivalent to:
h′Y h+(y−αkp)′h+y0+αkp′Tx−βk ≥ 0, ∀h ∈ Rr, ∀p :W ′p ≤ q, k = 1, . . . , K.
The dual matrix Y is positive semidefinite. Else, if Y 6 0, we can use a similar
argument as in Theorem 7 to scale h and find a violated constraint. Converting to a
minimization problem, the dual feasibility constraints can be expressed as:
min
h,p:W ′p≤q
h′Y h+ (y − αkp)′h+ y0 + αkp′Tx− βk ≥ 0, ∀ k = 1, . . . , K.
(3.13)
We will show that the separation version of this problem is NP-hard.
Separation problem (S): Given {αk, βk}k=1,...,K , Tx,W , q, Y  0, y and
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y0, check if the dual feasibility constraints in (3.13) are satisfied? If not,
find a k ∈ {1, . . . , K}, h ∈ Rr and p satisfying W ′p ≤ q such that:
h′Y h+ (y − αkp)′h+ y0 + αkp′Tx− βk < 0.
The equivalence of separation and optimization (see Gro¨tschel et. al. [36]) then im-
plies that dual feasibility problem and the minimax stochastic optimization problem
are NP-hard.
Theorem 9 The risk-averse minimax stochastic optimization problem (3.2) with ran-
dom right-hand side h˜ and constant objective q is NP-hard.
Proof. We provide a reduction from the decision version of the 2-norm maximization
problem over a bounded polyhedral set:
(S1): Given A, b with rational entries and a nonzero rational number s,
is there a vector p ∈ Rr such that:
Ap ≤ b,
√
p′p ≥ s ?
The 2-norm maximization problem and its related decision problem (S1) are shown
to be NP-complete in Mangasarian and Shiau [55]. Define the parameters of (S) as
K := 1, βK := −s2/4, W ′ := A and q := b,
Y := I, y := 0, y0 := 0, αK := 1 and Tx := 0,
where I is the identity matrix. The problem (S1) can then be answered by the
question:
Is max
p:W ′p≤q
p′p ≥ −4βK ?
or equivalently:
Is min
h,p:W ′p≤q
h′h− p′h− βK ≤ 0 ?
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since the optimal value of h is p/2. Thus (S1) reduces to an instance of (S):
Is min
h,p:W ′p≤q
h′Y h+ (y − αKp)′h+ y0 + αKp′Tx− βK ≤ 0 ?
Since (S1) is NP-complete, (S) and the corresponding minimax stochastic optimiza-
tion problem are NP-hard. 
3.3.2 Explicitly Known Dual Extreme Points
The NP-hardness result in the previous section is due to the non-convexity of the
feasible set in the joint variables (h,p). In this section, we first consider the case
where the extreme points of the dual problem of the second-stage linear optimization
problem are known. We make the following assumption:
(A5) The N extreme points {p1, . . . ,pN} of the dual feasible region of the second-
stage problem, {p ∈ Rr :W ′p ≤ q}, are explicitly known.
We provide the semidefinite optimization reformulation of our minimax problem
in the following theorem.
Theorem 10 Under Assumption (A5), the risk-averse minimax stochastic optimiza-
tion problem (3.2) with random right-hand side h˜ and constant objective q is equiva-
lent to the following semidefinite optimization problem:
ZˆSDP = min
x,Y ,y,y0
c′x+Q · Y + µ′y + y0
s.t.

 Y 12(y − αkpi)
1
2
(y − αkpi)′ y0 + αkp′iTx− βk

  0, ∀ k, i,
Ax = b, x ≥ 0.
(3.14)
Proof. Under the additional Assumption (A5), we have:
Q(h˜,x) = max
i=1,...,N
(h˜− Tx)′pi.
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The dual constraints can be explicitly written as follows:
h′Y h+(y−αkpi)′h+y0+αkp′iTx−βk ≥ 0, ∀h ∈ Rr, k = 1, . . . , K, i = 1, . . . , N.
These constraints can be formulated as the linear matrix inequalities:

 Y 12(y − αkpi)
1
2
(y − αkpi)′ y0 + αkp′iTx− βk

  0, ∀ k = 1, . . . , K, i = 1, . . . , N.
Thus the dual problem of the second-stage optimization problem is rewritten as fol-
lows:
ZˆD(x) = min
Y ,y,y0
Q · Y + µ′y + y0
s.t.

 Y 12(y − αkpi)
1
2
(y − αkpi)′ y0 + αkp′iTx− βk

  0, ∀ k, i, (3.15)
which provides the semidefinite formulation for the risk-averse minimax stochas-
tic optimization problem in (3.14). From the strong duality assumption, we have
ZˆD(x) = Zˆ(x). Thus Z = ZˆSDP and (3.14) is the equivalent semidefinite optimiza-
tion formulation of the minimax stochastic optimization problem (3.2) with random
right-hand side h˜ and constant objective q. 
To construct the extremal distribution, we again take dual of the problem defined
in (3.15),
ZˆDD(x) = max
K∑
k=1
N∑
i=1
(
αkp
′
iv
i
k + v
i
k0(βk − αkp′iTx)
)
s.t.
K∑
k=1
N∑
i=1

 V ik vik
(vik)
′ vik0

 =

 Q µ
µ′ 1

 ,

 V ik vik
(vik)
′ vik0

  0, ∀ k, i.
(3.16)
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We construct an extremal distribution for the second-stage problem using the
following theorem:
Theorem 11 For an arbitrary x ∈ X, there exists an extremal distribution in P that
achieves the optimal value Zˆ(x).
Proof. As αk ≥ 0, we have
U(Q(h˜,x)) = max
k=1,...,K
(
αkQ(h˜,x) + βk
)
= max
k=1,...,K,i=1,...,N
(αk(h− Tx)′pi + βk) .
Using weak duality for semidefinite optimization problems, we have ZˆDD(x) ≤ ZˆD(x).
We show next that ZˆDD(x) is an upper bound of Zˆ(x) = sup
P∈P
EP [U(Q(h˜,x))]. For
any distribution P ∈ P, we define:
vik0 = P
(
(k, i) ∈ argmaxl,j
(
αl(h˜− Tx)′pj + βl
))
,
vik = v
i
k0EP
[
h˜
∣∣∣ (k, i) ∈ argmaxl,j (αl(h˜− Tx)′pj + βl)] ,
V ik = v
i
k0EP
[
h˜h˜
′
∣∣∣ (k, i) ∈ argmaxl,j (αl(h˜− Tx)′pj + βl)] .
The vector (vik0, v
i
k,V
i
k)k=1,...,K,i=1,...,N is a feasible solution to the dual problem defined
in (3.16) and the value EP [U(Q(h˜,x))] is calculated as follows.
EP [U(Q(h˜,x))] =
K∑
k=1
N∑
i=1
vik0EP
[(
αk(h˜− Tx)′pi + βk
) ∣∣∣ (k, i) ∈ argmax
l,j
(
αl(h˜− Tx)′pj + βl
)]
,
or
EP [U(Q(h˜,x))] =
K∑
k=1
N∑
i=1
(
αkp
′
iv
i
k + v
i
k0(βk − αkp′iTx)
)
.
Therefore, we have: EP [U(Q(h˜,x))] ≤ ZˆDD(x) for all P ∈ P. Thus
Zˆ(x) = sup
P∈P
EP [U(Q(h˜,x))] ≤ ZˆDD(x).
We now construct the extremal distribution that achieves the optimal value Zˆ(x).
Consider the optimal solution (vik0, v
i
k,V
i
k)k=1,...,K,i=1,...,N of the dual problem defined
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in (3.16). Without loss of generality, we can again assume that vik0 > 0 for all
k = 1, . . . , K and i = 1, . . . , N (see Theorem 8). We then construct NK multivariate
normal random vectors h˜
i
k with mean and covariance matrix:
h˜
i
k ∼ N
(
vik
vik0
,
V ikvk0 − vik(vik)′
v2k0
)
.
We construct a mixed distribution Pm(x) of h˜:
h˜ := h˜
i
k with probability vk0, ∀ k = 1, . . . , K, i = 1, . . . , N.
Clearly, EPm(x)[h˜] = µ and EPm(x)[h˜h˜
′
] = Q. Thus
EPm(x)[U(Q(h˜,x))] =
K∑
k=1
N∑
i=1
vik0EPm(x)
[
max
k′,i′
(
αk′(h˜− Tx)′pi′ + βk′
) ∣∣∣ h˜ = h˜ik
]
.
We then have:
EPm(x)[U(Q(h˜,x))] ≥
K∑
k=1
N∑
i=1
vik0EPm(x)
[
αk(h˜
i
k − Tx)′pi + βk
]
.
By substituting the mean vectors, we obtain:
EPm(x)[U(Q(h˜,x))] ≥
K∑
k=1
N∑
i=1
vik0
[
αk
(
vik
vik0
− Tx
)′
pi + βk
]
.
Finally we have:
EPm(x)[U(Q(h˜,x))] ≥
K∑
k=1
N∑
i=1
(
αkp
′
iv
i
k + v
i
k0(βk − αkp′iTx)
)
= ZˆDD(x).
Thus ZˆDD(x) ≤ EPm(x)[U(Q(h˜,x))] ≤ Zˆ(x) ≤ ZˆDD(x) or EPm(x)[U(Q(h˜,x))] =
Zˆ(x) = ZˆDD(x). It means the constructed distribution Pm(x) is the extremal distri-
bution. 
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The formulation in Theorem 10 shows that we can solve the mimimax problem in
finite time by enumerating all the extreme points of the dual feasible region. However
the number of extreme points N can be very large. We outline a delayed constraint
generation algorithm to solve the general problem. Let ZˆSDP (S) be the optimal value
of the semidefinite optimization problem defined in (3.14) with constraints generated
for only extreme points in S where S ⊂ {p1, . . . ,pN}. Clearly, if S ′ ⊂ S, then
ZˆSDP (S
′) ≤ ZˆSDP (S) ≤ ZˆSDP , where ZˆSDP is the optimal value of the optimization
defined in (3.14). This suggests the following algorithm to solve the problem.
Algorithm
Iteration t:
1. Solve the problem in (3.14) with the subset St of the extreme points. Obtain the
optimal solution (xt,Y t,yt, yt0).
2. Find a dual extreme point p 6∈ St such that for some k ∈ {1, . . . , K}:

 Y t 12(yt − αkp)
1
2
(yt − αkp)′ yt0 + αkp′Txt − βk

 6 0.
(a) If such a p is found, update St+1 = St ∪ {p} and repeat Step 1.
(b) Else, stop the algorithm with the optimal solution (xt,Y t,yt, yt0).
Unfortunately, Step 2 in the algorithm is the NP-hard separation problem (S)
and is equivalent to the solving the following minimization problem for each k ∈
{1, . . . , K}
min
h,p:W ′p≤q
h′Y h+ (y − αKp)′h+ y0 + αKp′Tx− βK
This is a biconvex minimization problem that can be attempted using methods such
as the Alternate Convex Search (see Wendell and Hurter Jr. [81]) and the Global
Optimization Algorithm (see Floudas and Viswesaran [32]). For a recent survey article
on these methods, the reader is referred to Gorski et. al. [43].
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3.4 Data-Driven and Robust Approaches
The minimax model with the set P of possible probability distributions specified
by first and second moments is tractable with uncertainty in objective and some
special cases of uncertainty in right-hand side. We would like to compare the perfor-
mance of minimax solutions with solutions obtained from other uncertainty model-
ing approaches. In this section, we discuss two approaches, data-driven and robust
optimization, which could be applied to two-stage optimization problems under un-
certainty given historical data.
3.4.1 Data-Driven Approach
Data-driven or sample approach uses historical data as direct input data. The risk-
averse model that we need to consider is
min
x∈X
(
c′x+ EP
[
U
(
Q(ξ˜,x)
)])
,
where the expected second-stage cost can be estimated using N given samples ξt,
t = 1, . . . , N :
min
x∈X
(
c′x+
1
N
N∑
t=1
U (Q(ξt,x))
)
. (3.17)
This yields a large linear optimization formulation which can be written as follows:
min
x,zt,wt
c′x+
1
N
N∑
t=1
zt
s.t. zt ≥ αk (q′twt) + βk, ∀ t = 1, . . . , N, k = 1, . . . , K,
Wwt = ht − Tx, wt ≥ 0, ∀ t = 1, . . . , N,
Ax = b, x ≥ 0.
(3.18)
Data-driven solution xd can be obtained from solving this large linear optimization
problem. In order to compare the minimax solution xm obtained from our minimax
approach with this data-drive solution xd, we need to consider different probability
distributions that belong to the set P specified by first and second moments µ andQ.
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This can be explained by the fact that both approaches use probabilistic uncertainty
models for random parameters. We propose a general approach to stress-test the
quality of stochastic optimization solutions according to the idea of contaminated
distributions by Dupacˇova´ [29]:
(1) The most common probability distribution specified by first and second mo-
ments µ and Q is the normal distribution Pd ∼ (µ,Q − µµ′). We then draw
samples ξt, t = 1, . . . , N , from this normal distribution Pd and obtain the data-
driven solution xd.
(2) Use our proposed approach to obtain the minimax solution xm and in addition,
explicitly construct the extremal distribution Pm(xd) that provides the worst
expected second-stage cost for the data-driven solution xd.
(3) Contaminate the normal distribution Pd with the worst-case distribution Pm(xd)
by the parameter λ ∈ [0, 1], which results in contaminated distributions Pλ =
λPd + (1− λ)Pm(xd).
(4) Compare the solutions xd and xm using these contaminated distributions Pλ
with performance measures related to the random objective value.
3.4.2 Robust Optimization Approach
Both data-driven and minimax approaches assume probabilistic uncertainty models
for random parameters. In this section, we consider the robust optimization approach
with a deterministic uncertainty model for data. Robust optimization models assume
that random parameters belong to an uncertainty set, ξ ∈ Ξ. The risk-averse ro-
bust counterpart of two-stage stochastic optimization problems can be formulated as
follows:
min
x∈X
(
c′x+max
ξ˜∈Ξ
U
(
Q(ξ˜,x)
))
. (3.19)
There are many ways to construct the uncertainty set Ξ, which depend on the
available information. Given historical data and with the purpose of comparing our
minimax approach with the robust optimization approach, we consider the following
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ellipsoidal uncertainty set, which is constructed from the information of first and
second moments µ and Q:
Ξ =
{
ξ : (ξ − µ)′Σ−1(ξ − µ) ≤ Γ2} , (3.20)
where Γ ≥ 0 is the degree of uncertainty and Σ = Q− µµ′ ≻ 0.
Similar to our consideration of the minimax approach, we will study the robust
optimization model in two separate cases: uncertainty in objective and uncertainty
in right-hand side.
Uncertainty in Objective
Consider the problem with random objective q and constant right-hand side h. The
uncertainty set is specified by first and second moments of historical data:
Ξ =
{
q ∈ Rp : (q − µ)′Σ−1(q − µ) ≤ Γ2} . (3.21)
Consider Z(x) = max
q∈Ξ
U (Q(q,x)), we can rewrite Z(x) as
Z(x) = max
k=1,...,K
(Zk(x) + βk) ,
where Zk(x) = max
q∈Ξ
αkQ(q,x) for all k, by interchanging the order of decision vari-
ables q and indices k. Q(q,x) is the optimal value of the second-stage linear mini-
mization problem,
Q(q˜,x) = minw q˜′w
s.t. Ww = h− Tx, w ≥ 0.
Taking the dual of Q(q,x), we can then calculate Zk(x) by solving the following
maximization problem:
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Zk(x) = max
q,pk
(h− Tx)′pk
s.t. W ′pk − αkq ≤ 0,
 Σ q − µ
(q − µ)′ Γ2

  0,
where q ∈ Ξ is expressed by the last linear matrix inequality constraint.
Using semidefinite duality, we obtain the following problem:
Zk(x) = min
Y k,yk,y0k
Σ · Y k + αkµ′yk + Γ2y0k
s.t. Wyk = h− Tx,
 Y k −12αkyk
−1
2
αky
′
k y0k

  0.
The original problem Z = min
x∈X
(
c′x+ max
k=1,...,K
(Zk(x) + βk)
)
can now be written
as follows:
Z = minx,z c
′x+ z
s.t. z ≥ Zk(x) + βk, ∀ k = 1, . . . , K,
x ∈ X,
or
Z = min
x,z,Y k,yk,y0k
c′x+ z
s.t. z ≥ Σ · Y k + αkµ′yk + Γ2y0k + βk, ∀ k = 1, . . . , K,
Wyk = h− Tx, ∀ k = 1, . . . , K,
 Y k −12αkyk
−1
2
αky
′
k y0k

  0, ∀ k = 1, . . . , K,
Ax = b, x ≥ 0.
(3.22)
This result shows that the robust counterpart is also tractable with uncertainty
in the objective and is equivalent to a semidefinite optimization problem. We now
consider the second case with random right-hand sides.
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Uncertainty in Right-Hand Side
Consider the problem with random right-hand side h and constant objective q. The
uncertainty set specified by first and second moments of historical data is written as
follows:
Ξ =
{
h ∈ Rq : (h− µ)′Σ−1(h− µ) ≤ Γ2} . (3.23)
Consider Z(x) = max
h∈Ξ
U (Q(h,x)); by taking the dual of the second-stage opti-
mization problem, we can formulate Z(x) as follows:
Z(x) = max
h∈Ξ
max
k=1,...,K
(
αk
(
max
p:W ′p≤q
p′(h− Tx)
)
+ βk
)
=
= max
k=1,...,K
max
p:W ′p≤q
(αkZ(p,x) + βk) ,
where Z(p,x) = max
h∈Ξ
p′(h− Tx).
Ξ is an ellipsoidal feasible region and Z(p,x) is clearly a convex problem. We
can now use KKT conditions to find the optimal solution and analytically calculate
Z(p,x). The optimal solution is
h∗(p) =
ΓΣp√
p′Σp
+ µ,
and the optimal value is Z(p,x) = Γ
√
p′Σp+ p′(µ− Tx).
The original problem Z = min
x∈X
(
c′x+ max
k=1,...,K
max
p:W ′p≤q
(αkZ(p,x) + βk)
)
is then
written as follows:
Z = min
x,z
c′x+ z
s.t. z ≥ αkp′(µ− Tx) + αkΓ
√
p′Σp+ βk, ∀ k = 1, . . . , K, p :W ′p ≤ q,
x ∈ X.
There are infinitely many constraints in this formulation and the corresponding
separation problem is as follows:
(Sr): Given the solution x and z, are there any k and p satisfying W ′p
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such that
(z − βk)− αk(µ− Tx)′p ≥ Γ
√
p′Σp ≥ 0?
This problem is related to the decision version of a quadratic optimization prob-
lem with indefinite matrix Q in general (Q = (µ − Tx)(µ − Tx)′ − Γ2Σ), which
is NP-complete. Therefore, in general, this robust optimization counterpart is dif-
ficult to solve. Similar to the minimax model with random right-hand side, we use
Assumption (A5) about the knowledge of all extreme points of dual feasible region
of the second-stage linear optimization problem. Under this additional assumption,
Q(h,x) = max
i=1,...,N
p′i(h−Tx) and the original problem can be solved with the follow-
ing formulation:
Z = min
x,z
c′x+ z
s.t. z + αkp
′
iTx ≥ αk
(
p′iµ+ Γ
√
p′iΣpi
)
+ βk, ∀ k, i,
Ax = b, x ≥ 0.
(3.24)
Robust Solution versus Minimax Solution
The minimax approach assumes a probabilistic uncertainty model for random param-
eters while the robust optimization assumes a deterministic one. However, they both
use the same available information to construct the uncertainty models, which are
first and second moments µ and Q. In order to compare the minimax solution and
its counterpart, we propose the following performance test:
(1) Obtain the minimax solution xm and robust solutions x
Γ
r for Γ ≥ 0.
(2) Contaminate the normal distribution Pd ∼ (µ,Q − µµ′) and obtain the con-
taminated distributions Pλ = λPd + (1 − λ)Pm(xΓ0r ), where Γ0 is an arbitrary
value.
(3) Draw testing data from the contaminated distributions Pλ for some values of λ.
(4) Compare the robust solutions xΓr with xm with performance measures related
to the random objective value.
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3.5 Applications
We consider two following problems: the production-transportation problem with
random transportation costs and the single facility minimax distance problem with
random customer locations. These two problems fit into the proposed framework
with random objective and random right-hand side respectively.
3.5.1 Production and Transportation Problem
Suppose there are m facilities and n customer locations. Assume that each facility
has a normalized production capacity of 1. The production cost per unit at each
facility i is ci. The demand from each customer location j is hj and
∑
j hj < m.
The transportation cost between facility i and customer location j is qij . The goal
is to minimize the total production and transportation cost while satisfying all the
customer orders. Define xi ≥ 0 to be the amount produced at facility i and wij to
be the amount transported from i to j, the deterministic production-transportation
problem is formulated as follows:
min
m∑
i=1
cixi +
m∑
i=1
n∑
j=1
qijwij
s.t.
m∑
i=1
wij = hj , ∀ j,
n∑
j=1
wij = xi, ∀ i,
0 ≤ xi ≤ 1, wij ≥ 0, ∀ i, j.
Now assume the transportation costs q˜ij are random, the minimax stochastic
problem with risk aversion can then be formulated as follows
Z = min
(
c′x+ sup
P∈P
EP [U(Q(q˜,x))]
)
s.t. 0 ≤ xi ≤ 1, ∀ i,
(3.25)
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where the second-stage cost Q(q˜,x) is given as
Q(q˜,x) = min
m∑
i=1
n∑
j=1
q˜ijwij
s.t.
m∑
i=1
wij = hj , ∀ j,
n∑
j=1
wij = xi, ∀ i,
wij ≥ 0, ∀ i, j.
For transportation costs with known mean and second moment matrix, the risk-
averse minimax stochastic optimization problem is solved as:
ZSDP = min
x,Y ,y,y0,wk
c′x+Q · Y + µ′y + y0
s.t.

 Y 12(y − αkwk)
1
2
(y − αkwk)′ y0 − βk

  0, ∀ k,
m∑
i=1
wijk = hj , ∀ j, k,
n∑
j=1
wijk = xi, ∀ i, k,
0 ≤ xi ≤ 1, wijk ≥ 0, ∀ i, j, k.
(3.26)
The code for this problem is developed using Matlab 7.4 with SeDuMi solver (see
[76]) and YALMIP interface (Lo¨fberg [53]).
Numerical Example
We generate randomly m = 5 facilities and n = 20 customer locations within the
unit square. The distance q¯ij from facility i to customer location j is calculated.
The first and second moments µ and Q of the random distances q˜ are generated by
constructing 1, 000 uniform cost vectors qt from independent uniform distributions
on intervals
[
q¯ij
2
,
3q¯ij
2
]
for all i, j. The production cost ci is randomly generated from
a uniform distribution on the interval
[
c¯
2
,
3c¯
2
]
, where c¯ is the average transportation
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cost. Similarly, the demand hj is randomly generated from the uniform distribution
on the interval
[m
2n
,
m
n
]
so that the constraint
∑
j hj < m is satisfied. Customer
locations and warehouse sites for this instance are shown in Figure 3-1.
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Figure 3-1: Customer locations (circles) and facility locations (squares) in an instance
of the production and transportation problem
We consider two different disutility functions - the risk-neutral one, U(x) = x, and
the piecewise linear approximation of the exponential risk-averse disutility function
Ue(x) = γ(e
δx − 1), where γ, δ > 0. For this problem instance, we set γ = 0.25 and
δ = 2 and use an equidistant linear approximation with K = 5 for Ue(x), x ∈ [0, 1].
Both disutility functions are plotted in Figure 3-2.
Data-Driven Solution versus Minimax Solution
According to Section 3.4.1, the data-driven approach results in the following opti-
mization problem:
ZD = min
n∑
i=1
cixi +
1
N
N∑
t=1
U(Q(qt,x))
s.t. 0 ≤ xi ≤ 1, ∀ i,
(3.27)
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Figure 3-2: Piece-wise linear approximation of an exponential risk-averse disutility
function and the risk-neutral disutility function
where qt ∈ Rmn, t = 1, . . . , N are sample cost data from a given distribution. We can
rewrite this as a large linear optimization problem as follows:
ZS = min
n∑
i=1
cixi +
1
N
N∑
t=1
zt
s.t. zt ≥ αk
(
m∑
i=1
n∑
j=1
qijtwijt
)
+ βk, ∀ k, t,
m∑
i=1
wijt = hj , ∀ j, t,
n∑
j=1
wijt = xi, ∀ i, t,
0 ≤ xi ≤ 1, wijt ≥ 0, ∀ i, j, t.
The code for this data-driven model is developed in C with CPLEX 9.1 solver. The
model is then solved with 10, 000 samples qt generated from the normal distribution
Pd with the given first and second moment µ and Q. Optimal solutions and total
costs of this problem instance obtained from the two models are shown in Table 3.1
and 3.2. The total cost obtained from the minimax model is indeed higher than
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that from the data-driven model. This can be explained by the fact that the former
model hedges against the worst possible distributions. We also calculate production
costs and expected risk-averse transportation costs for these two models and the
results are reported in Table 3.2. The production costs are higher under risk-averse
consideration. This indeed justifies the change in optimal first-stage solutions, which
aims at reducing risk effects in the second-stage (with smaller transportation cost
in this case). Changes in the minimax solution are more significant than those in
the data-driven one with higher relative change in the production cost. This implies
that the change in conservative level of the minimax solution from risk-neutral to
risk-averse environment is more substantial than that of the data-driven one.
Disutility Function Model Optimal Solution
U(x) = x Minimax xm = (0.1347; 0.6700; 0.8491; 1.0000; 1.0000)
Data-Driven xd = (0.2239; 0.5808; 0.8491; 1.0000; 1.0000)
U(x) ≈ 0.25(e2x − 1) Minimax xm = (0.5938; 0.2109; 0.8491; 1.0000; 1.0000)
Data-Driven xd = (0.3606; 0.4409; 0.8523; 1.0000; 1.0000)
Table 3.1: Optimal solutions from the minimax and data-driven model under different
disutility functions
Disutility Function Model Production Transportation Total Cost
U(x) = x Minimax 0.9605 0.6484 1.6089
Data-Driven 0.9676 0.5992 1.5668
U(x) ≈ 0.25(e2x − 1) Minimax 0.9968 0.6340 1.6308
Data-Driven 0.9785 0.5747 1.5533
Table 3.2: Production and risk-averse transportation costs from the minimax and
data-driven model under different disutility functions
Using Theorem 8, the optimal dual variables are used to construct the limiting
extremal distribution Pm(xm) for the solution xm. For the risk-neutral problem,
this worst-case distribution simply reduces to a limiting one-point distribution. The
Jensen’s bound is obtained and with the mean transportation costs, the solution xm
performs better than the solution xd obtained from the data-driven approach. The
total cost increases from 1.6089 to 1.6101. For the risk-averse problem, the limiting
82
extremal distribution is a discrete distribution with two positive probabilities of 0.2689
and 0.7311 for two pieces of the approximating piecewise linear risk function, k = 3
and k = 4 respectively. The total cost of 1.6308 is obtained under this distribution
with the solution xm, which is indeed the maximal cost obtained from the minimax
model. We can also obtain the limiting extremal distribution Pm(xd) for the solution
xd, which is again a discrete distribution. Two pieces k = 3 and k = 4 have the
positive probability of 0.1939 and 0.8061 respectively while two additional pieces
k = 1 and k = 5 are assigned a very small positive probability of 3.4 × 10−5 and
2.1 × 10−5. Under this extremal distribution, the data-driven solution xd yields the
total cost of 1.6347, which is higher than the maximal cost obtained from the minimax
model.
We next compare the data-driven solution xd and the minimax solution xm using
the testing procedure described in Section 3.4.1. For a given solution x, let z1(x),
z2(x) denote the production cost and the random transportation cost with respect to
random cost vector q˜. The total cost is z(x) = z1(x)+z
r
2(x), where z
r
2(x) = U (z2(x))
is the risk-averse transportation cost. For each λ ∈ [0, 1], we compare the minimax
solution relative to the data-driven solution using the following three quantities
(1) Expectation of total cost (in %):
(
EPλ [z(xm)]
EPλ [z(xd)]
− 1
)
× 100%,
(2) Standard deviation of total cost (in %)


√
EPλ
[
z(xm)− EPλ [z(xm)]
]2
√
EPλ
[
z(xd)− EPλ [z(xd)]
]2 − 1

× 100%,
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(3) Quadratic semi-deviation of total cost (in %)


√
EPλ
[
max(0, z(xm)− EPλ [z(xm)])
]2
√
EPλ
[
max(0, z(xd)− EPλ [z(xd)])
]2 − 1

× 100%.
These measures are also applied for z2(x), the transportation cost without risk-averse
consideration. When these quantities are below 0, it indicates that the minimax
solution is outperforming the data-driven solution whereas when it is greater than
0, the data-driven is outperforming the minimax solution. The standard deviation
is symmetric about the mean, penalizing both the upside and the downside. On the
other hand, the quadratic semi-deviation penalizes only when the cost is larger than
the mean value.
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Figure 3-3: Relative difference in expectation of total cost of minimax and data-driven
solutions
Figure 3-3 shows that the minimax solution is better than the data-driven solution
in terms of total cost when λ is large enough (λ > 0.75 in this example). If we
only consider the second-stage transportation cost, the minimax solution results in
smaller expected costs for all λ and the relative differences are increased when λ
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Figure 3-4: Relative difference in expectation of transportation costs of minimax and
data-driven solutions
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Figure 3-5: Relative difference in standard deviation of transportation costs of mini-
max and data-driven solutions
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Figure 3-6: Relative difference in quadratic semi-deviation of transportation costs of
minimax and data-driven solutions
increases. This again shows that the minimax solution incurs higher production
cost while maintaining smaller transportation cost to reduce the risk effects in the
second-stage. Figure 3-4 also shows that the risk-averse cost changes faster than the
risk-neutral cost. The production cost z1(x) is fixed for each solution x; therefore,
the last two measures of total cost z(x) are exactly the same for those of risk-averse
transportation cost zr2(x). Figure 3-5 and 3-6 illustrates these two measures for risk-
averse transportation cost and i ts risk-neutral counterpart. The minimax solution
is clearly better than the data-driven solution in terms of standard deviation and
quadratic semi-deviation for all values of λ and the differences are more significant in
the case of risk-averse cost.
Robust Solution versus Minimax Solution
Applying the robust optimization formulation derived in Section 3.4.2 for the pro-
duction and transportation problem, we obtain the following robust counterpart:
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ZRO = min
x,z,Y k,wk,y0k
c′x+ z
s.t. z ≥ Σ · Y k + αkµ′wk + Γ2y0k + βk, ∀ k,
 Y k −12αkwk
−1
2
αkw
′
k y0k

  0, ∀ k,
m∑
i=1
wijk = hj , ∀ j, k,
n∑
j=1
wijk = xi, ∀ i, k,
0 ≤ xi ≤ 1, wijk ≥ 0, ∀ i, j, k.
(3.28)
We solve this robust counterpart with Γ from 0.0 to 5.0 to obtain robust solu-
tions xΓr . Interestingly, in this numerical example with the exponential risk-averse
disutility, the robust solutions for Γ = 0.0 and Γ = 0.5 are the same as the minimax
solution xm = (0.5938; 0.2109; 0.8491; 1.0000; 1.0000). When Γ increases, production
solutions of all five factory locations are gradually changed. Figure 3-7 shows produc-
tion solutions for factory location number 1 and 3 with respect to Γ. It is clear that
when the robust degree increases, the production level at factory location number 1
is decreased while that at factory location number 3 is increased.
In order to contaminate the normal distribution Pd, we obtain the worst-case dis-
tribution Pm(x
Γ0
r ) where Γ0 = 2.0. We will use three values of λ for the contaminated
distributions, λ = 0.0, λ = 0.5, and λ = 1.0. The performance measures are again the
quantities defined in terms of expectation, standard deviation, and quadratic semi-
deviation. Figure 3-8, 3-9, and 3-10 show the relative differences between the minimax
solution and robust solutions for different Γ. When samples are drawn from the nor-
mal distribution (λ = 0.0), the robust solutions are better than the minimax solution
both in expectation and cost variability (standard deviation and semi-deviation). In
this numerical example, Γ = 4.0 yields the best robust solution for normal distribu-
tion. Under the hybrid distribution with λ = 0.5, the robust solutions are slightly
better in terms of cost expectation when the robust degree is high enough. However,
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Figure 3-7: Robust production solutions for two factory locations with different de-
grees of robustness Γ
the minimax solution provides much lower cost variability as compared to robust
solutions. With samples from the worst-case distribution (λ = 1.0), the minimax
solution is now better in terms of cost expectation while provides approximately the
same cost variability as robust solutions. These numerical results show that under
normal distribution, with appropriate Γ, the robust solution is better, which is similar
to the case of data-driven solution. However, the minimax solution hedges against
the worst-case distribution and this could be advantageous if there is some ambiguity
in distribution.
3.5.2 Single Facility Minimax Distance Problem
Let (x1, y1), . . . , (xn, yn) denote n customer locations on a plane. The single facility
minimax distance problem is to identify a facility location (x, y) that minimizes the
maximum distance from the facility to the customers. Assuming a rectilinear or
Manhattan distance metric, the problem is formulated as:
min
x,y
(
max
i=1,...,n
|xi − x| + |yi − y|
)
.
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Figure 3-8: Relative difference in expectation of transportation costs of minimax and
robust solutions
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Figure 3-9: Relative difference in standard deviation of transportation costs of mini-
max and robust solutions
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Figure 3-10: Relative difference in quadratic semi-deviation of transportation costs
of minimax and robust solutions
This can be solved as a linear optimization problem:
min
x,y,z
z
s.t. z + x+ y ≥ xi + yi, ∀ i,
z − x− y ≥ −xi − yi, ∀ i,
z + x− y ≥ xi − yi, ∀ i,
z − x+ y ≥ −xi + yi, ∀ i.
Carbone and Mehrez [18] studied this problem under the following stochastic
model for customer locations:
The coordinates x˜1, y˜1, . . . , x˜n, y˜n are assumed to be identical, pairwise
independent and normally distributed random variables with mean 0 and
variance 1.
Under this distribution, the optimal solution to the stochastic problem:
min
x,y
E
(
max
i=1,...,n
|x˜i − x|+ |y˜i − y|
)
,
is just (x, y) = (0, 0).
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We now solve the minimax version of this problem under weaker distributional
assumptions using only first and second moment information. This fits the model
proposed in Section 3.3.2 with random right hand side. The stochastic problem for
the minimax single facility distance problem can be written as follows:
Z = min
x,y
sup
P∈P
EP
[
U
(
max
i=1,...,n
|x˜i − x|+ |y˜i − y|
)]
,
where the random vector (x˜, y˜) = (x˜1, y˜1, . . . , x˜n, y˜n) has mean µ and second moment
matrix Q and U is the disutility function defined in (3.3). The equivalent semidefinite
optimization problem is given as
ZSDP = min Q · Y + µ′y + y0
s.t.

 Y 12(y − αk(e2i−1 + e2i))
1
2
(y − αk(e2i−1 + e2i))′ y0 + αk(x+ y)− βk

  0, ∀ i, k,

 Y 12y + αk(e2i−1 + e2i))
1
2
(y + αk(e2i−1 + e2i))
′ y0 − αk(x+ y)− βk

  0, ∀ i, k,

 Y 12(y − αk(e2i−1 − e2i))
1
2
(y − αk(e2i−1 − e2i))′ y0 + αk(x− y)− βk

  0, ∀ i, k,

 Y 12(y + αk(e2i−1 − e2i))
1
2
(y + αk(e2i−1 − e2i))′ y0 − αk(x− y)− βk

  0, ∀ i, k,
(3.29)
where ei ∈ R2n denote the unit vector in R2n with the ith entry having a 1 and
all other entries having 0. This semidefinite optimization problem is obtained from
Theorem 10 and using the fact that the set of extreme points for the dual feasible
region consist of the 4n solutions:
{e2i−1 + e2i,−e2i−1 − e2i, e2i−1 − e2i,−e2i−1 + e2i}i=1,...,n .
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Numerical Example
In this example, we generate n = 20 customer locations by randomly generating
clusters within the unit square. Each customer location is perturbed from its original
position by a random distance in a random direction. The first and second moments
µ and Q are estimated by performing 1, 000 such random perturbations.
Data-Driven Solution versus Minimax Solution
The data-driven approach for this problem is solved using the formulation:
ZD = min
x,y
1
N
N∑
t=1
U
(
max
i=1,...,n
|xit − x|+ |yit − y|
)
,
where (x1t, y1t), . . . , (xnt, ynt) are location data for the samples t = 1, . . . , N . This
problem can be solved as the large scale linear optimization problem
ZD = min
x,y,zt
1
N
N∑
t=1
zt
s.t. zt + αk(x+ y) ≥ αk(xit + yit) + βk, ∀ i, k, t,
zt − αk(x+ y) ≥ −αk(xit + yit)− βk, ∀ i, k, t,
zt + αk(x− y) ≥ αk(xit − yit) + βk, ∀ i, k, t,
zt − αk(x− y) ≥ −αk(xit − yit) + βk, ∀ i, k, t.
We first solve both the minimax and data-driven model to find the optimal fa-
cility locations (xm, ym) and (xd, yd) respectively. The data-driven model is solved
using 10, 000 samples drawn from the normal distribution with given first and second
moments. In this example, we focus on the risk-neutral case with U(x) = x.
The optimal facility location and the expected costs are shown in Table 3.3. As
should be, the expected maximum distance between a customer and the optimal
facility is larger under the minimax model as compared to the data-driven approach.
The (expected) customer locations and the optimal facility locations are plotted in
Figure 3-11.
To compare the quality of the solutions, we plot the probability that a customer
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Model Optimal Solution Expected Maximum Distance
Minimax (xm, ym) = (0.5975, 0.6130) 0.9796
Data-Driven (xd, yd) = (0.6295, 0.5952) 0.6020
Table 3.3: Optimal solutions and total costs obtained from data-driven and minimax
model for the risk-neutral single minimax facility location problem
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Figure 3-11: Facility location solutions (square) and expected customer locations
(circles) for an instance of the single minimax facility location problem
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is furthest away from the optimal facility for the minimax and data-driven approach
(see Figure 3-12). For the minimax problem, these probabilities were obtained from
the optimal dual variables to the semidefinite optimization problem (3.29). For the
data-driven approach, the probabilities were obtained through an extensive simulation
using 100, 000 samples from the normal distribution. Qualitatively, these two plots
look fairly similar. In both solutions, the facilities 17, 20 and 1 (in decreasing order)
have the most significant probabilities of being furthest away from the optimal facility.
The worst case distribution tends to even out the probabilities that the different
customers are far away from the facilities as compared to the normal distribution.
For instance, the minimax solution predicts larger probabilities for facilities 5 to 16
as compared to the data-driven solution. The optimal minimax facility location thus
seems to be hedging against the possibility of each customer facility moving far away
from the center (extreme case). The optimal data-driven facility on the other hand
seems to be hedging more against the customers that are far away from the center
in an expected sense (average case). The probability distribution for the maximum
distance in the two cases are provided in Figures 3-13 and 3-14. The larger distances
and the discrete nature of the extremal distribution are evident as compared to the
smooth normal distribution.
We next stress test the quality of the stochastic optimization solution by contam-
inating the original probability distribution Pd used in the data-driven model. In our
experiment, we compare the data-driven solution (xd, yd) and the minimax solution
(xm, ym) on the contaminated distribution Pλ = (1− λ)Pd+ λPm(xd, yd). For a given
facility location (x, y), let z(x, y) denote the (random) maximum distance between
the facility and customer locations:
z(x, y) = max
i=1,...,n
|x˜i − x|+ |y˜i − y|.
For each λ ∈ [0, 1], we again compare the minimax solution relative to the data-driven
solution using the three quantities: expectation, standard deviation and quadratic
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Figure 3-12: Probability of customers being at the maximum distance from minimax
and data-driven solutions, (xm, ym) and (xd, yd)
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Figure 3-13: Distribution of maximum distances under the extremal distribution
Pm(x) for minimax solution (xm, ym)
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data-driven solution (xd, yd)
semi-deviation of max distance.
The results for different λ are displayed in Figures 3-15, 3-16 and 3-17. From
Figure 3-15, we see that for λ closer to 0, the minimax solution has larger expected
distances as compared to the data-driven solution. This should be expected, since
the data-driven solution is trying to optimize the exact distribution. However as
the contamination factor λ increases (in this case beyond 0.5), the minimax solution
performs better than the data-driven solution. This suggests that if there is significant
uncertainty in the knowledge of the exact distribution, the minimax solution would
be a better choice. The average maximum distance from the two solutions is within
2% of each other. Interestingly, again from Figures 3-16 and 3-17 it is clear that the
standard deviation and the quadratic semi-deviation from the minimax solution is
generally lesser than that for the data-driven solution. In our experiments this is true
for all λ ≥ 0.05. This is a significant benefit that the minimax solution provides as
compared to the data-driven solution under contamination.
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Figure 3-15: Relative difference in expectation of maximum distance obtained from
minimax and data-driven solution
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Figure 3-16: Relative difference in standard deviation of maximum distance obtained
from minimax and data-driven solution
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Figure 3-17: Relative difference in quadratic semi-deviation of maximum distance
obtained from minimax and data-driven solution
Robust Solution versus Minimax Solution
The robust counterpart of this single facility minimax distance problem with the
ellipsoidal uncertainty set defined in (3.23) can be written as follows:
ZRO = min
x,y,z
z
s.t. z + αk(x+ y) ≥ αk(µ2i−1 + µ2i) + βk + αkΓ
√
p′iΣpi, ∀ i, k,
z − αk(x+ y) ≥ −αk(µ2i−1 + µ2i)− βk + αkΓ
√
p′iΣpi, ∀ i, k,
z + αk(x− y) ≥ αk(µ2i−1 − µ2i) + βk + αkΓ
√
q′iΣqi, ∀ i, k,
z − αk(x− y) ≥ −αk(µ2i−1 − µ2i) + βk + αkΓ
√
q′iΣqi, ∀ i, k,
(3.30)
where pi = e2i−1 + e2i and qi = e2i−1 − e2i for all i = 1, . . . , n.
Applying the testing procedure mentioned in Section 3.4.2, we solve the above
robust model for Γ ranged from 0.0 to 5.0 to obtain robust solution. Figure 3-18
shows that facility locations for different Γ are different from the minimax solution
(xm, ym) = (0.5975, 0.6130). They are however quite clustered together with the
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location (0.6390, 0.5908) for λ = 0.0 and (0.6473, 0.5873) for Γ = 5.0. Figure 3-19
shows only robust solutions for different Γ.
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Figure 3-18: Robust facility locations (r) and the minimax solution (m) in the presence
of customer locations
We continue the testing procedure by testing these robust solutions with con-
taminated distributions. The worst-case distribution Pm(x
Γ0
r , y
Γ0
r ) is obtained with
Γ0 = 2.0 and three values of λ are used, λ = 0, λ = 0.5, and λ = 1.0. Figure 3-20,
3-21, and 3-22 show the relative differences between the minimax solution and robust
solutions in terms of expectation, standard deviation, and quadratic semi-deviation
of the maximum distances. In terms of the expectation of maximum distances, the
minimax solution is better than all robust solutions if λ = 0.5 and λ = 1.0. The
higher the robust degree Γ is, the larger the difference is. This trend is also true for
the case of normal distribution (λ = 0.0) even though in this case, it is the robust
solutions that perform better. In terms of variability of the maximum distances, the
minimax solution provides lower variability for λ = 0.5 while it is the reverse case
for λ = 0.0 and λ = 1.0. This shows similar observations to the case of data-driven
solution in which the minimax solution yields lower variability for most of values of λ
except values that are close to 0.0 or 1.0. All of these results again confirm the hedging
property of the minimax solution against the ambiguity in distribution. Even though
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Figure 3-19: Robust facility locations for different degrees of robustness Γ
the robust solutions are better under the normal distribution, we observe two different
trends for these two numerical examples, which means the selection of appropriate Γ
will be application-dependent in general.
3.6 Extension for Multi-Stage Stochastic Linear
Optimization Problems
We have considered the minimax model for two-stage stochastic optimization prob-
lems. In this section, we now attempt to extend the model for multi-stage stochastic
optimization problems. Consider the random multi-stage linear optimization problem
with random parameters {ξt}Tt=1:
min
x,yt
c′x+
T∑
t=1
qt(ξ[t])
′yt
s.t. Ax ≥ b,
Atx+
t∑
τ=1
Btτyτ ≥ ht(ξ[t]), ∀ t = 1, . . . , T,
(3.31)
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Figure 3-20: Relative difference in expectation of maximum distance obtained from
minimax and robust solutions
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Figure 3-21: Relative difference in standard deviation of maximum distance obtained
from minimax and robust solutions
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Figure 3-22: Relative difference in quadratic semi-deviation of maximum distance
obtained from minimax and robust solutions
where ξ[t] = {ξτ}tτ=1 is the historical data up to time t.
We would like to find the first-stage decision x for now (t = 0) and at each time
instant t ≥ 1, when the realization of ξ[t] is known, the decision yt will be made.
The stochastic optimization model of this problem is to minimize the expected cost
EP
[
c′x+
T∑
t=1
qt(ξ[t])
′yt
]
. Given the sequential realization of random parameters,
the decision variables are the first-stage decision variable x and the decision rules
yt = yt(ξ[t]) for all t = 1, . . . , T :
min
x,yt(.)
c′x+ EP
[
T∑
t=1
qt(ξ[t])
′yt(ξ[t])
]
s.t. Ax ≥ b,
Atx+
t∑
τ=1
Btτyτ (ξ[τ ]) ≥ ht(ξ[t]), a.s., ∀ t = 1, . . . , T.
(3.32)
Here we have implicitly assumed that the uncertainty is exogenous instead of
endogenously depends on the decision process. The problem in (3.32) is a problem
with fixed recourse where At and B
t
τ for all (τ, t) such that 1 ≤ τ ≤ t ≤ T are
assumed to be deterministic, independent of ξ[t]. We make an additional assumption
of complete recourse, which means for all past decisions up to time t−1, the problem
is feasible almost surely with respect to random parameters ξ at time t for all t ≥ 1.
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The multi-stage stochastic optimization problem is in general computationally
intractable (see Shapiro and Nemirovski [70] and references therein). Instead of con-
sidering the arbitrary decision rule yt(.), we consider the parametric decision rule
yt = yt(ξ[t];pt), for example, an affine or polynomial decision rule where pt is the
coefficient vector. This parametric form creates finitely many decision variables pt in
exchange for the functional decision variables yt(.). Let us consider the probabilistic
constraint at time t,
Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ ) ≥ ht(ξ[t]), a.s.,
or
P
(
Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ )− ht(ξ[t]) ≥ 0
)
= 1.
Clearly, a relaxation of this constraint can be written as
Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ )− ht(ξ[t]) ≥ 0, ∀ ξ ∈ Ξ,
where Ξ is the support of distribution P of ξ. If Atx +
t∑
τ=1
Btτyτ (ξ[τ ];pt) − ht(ξ[t])
is affine in ξ, these two constraint sets are equivalent (see Shapiro and Nemirovski
[70]). This implies that if we have an affine decision rule yt(.) and ht(.) is affine in ξ,
the probabilistic constraint can be replaced by a set of deterministic constraints. The
problem in (3.32) with parametric decision rules can then be written with relaxed (or
equivalent in the affine case) deterministic constraints:
min
x,pt
c′x+ EP
[
T∑
t=1
qt(ξ[t])
′yt(ξ[t];pt)
]
s.t. Ax ≥ b,
Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ ) ≥ ht(ξ[t]), ∀ ξ ∈ Ξ, ∀ t = 1, . . . , T.
(3.33)
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The first question is which parametric decision rule to be chosen. The´nie´ and Vial
[78] propose a step decision rule where yt(.) are step functions with finitely many
steps which can be constructed using scenario reduction and aggregation techniques.
Shapiro and Nemirovski [70] discuss the complexity of multi-stage stochastic opti-
mization problems with sample average approximation (SAA) method. They also
introduce the affine decision rule for multi-stage stochastic optimization problems,
which first appears in the context of optimal stochastic control and is recently ap-
plied to robust optimization framework by Ben-Tal et al. [3]. In this extension, we
will focus on the affine decision rule for our model.
The second question is how to formulate the cost expectation given the limited
knowledge of the probability distribution P of random parameters ξ. We again con-
sider P belongs to a class of distributions P and incorporate risk aversion into the
model by using a non-decreasing, convex disutility function U over the random ob-
jective
T∑
t=1
qt(ξ[t])
′yt(ξ[t];pt). The minimax model with risk aversion can be written
as follows:
min
x,pt
c′x+max
P∈P
EP
[
U
(
T∑
t=1
qt(ξ[t])
′yt(ξ[t];pt)
)]
s.t. Ax ≥ b,
Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ ) ≥ ht(ξ[t]), ∀ ξ ∈ Ξ, ∀ t = 1, . . . , T.
(3.34)
The ambiguity in distributions and risk consideration have been studied in the
context of multi-stage stochastic optimization. Shapiro [67] studied the risk averse
multi-stage stochastic programming with conditional coherent risk mappings (see
Ruszczyn´ski and Shapiro [64]). Similarly, Reidel [61] investigated dynamic coherent
risk measures, which allows us to formulate minimax multi-stage stochastic program-
ming problems using dynamic programming. Iyengar [42] developed robust dynamic
programming framework under the uncertainty of transition probabilities.
Given the sequential decision making process, it is indeed useful to construct
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the class of distributions P using conditional information of ξt+1 given ξ[t] for all
t. However, conditional information require nonlinear functions with respect to the
probability distribution P . In this extension, we will again focus only on the first and
second moments µ and Q with the additional information on the support Ξ of P .
Since the information we have for random parameters are first and second moments
µ and Q, we propose the feasible set Ξ as a parametric ellipsoid:
Ξ :=
{
ξ : (ξ − µ)′Σ−1(ξ − µ) ≤ Γ2} , (3.35)
where Σ = Q−µµ′ and Γ ≥ 0. This is similar to the setting of uncertainty sets for the
robust optimization model discussed in Section 3.4.2. In terms of risk consideration,
we again consider a piece-wise linear disutility function, U(t) = max
k=1,...,K
(αkt+ βk),
where αk ≥ 0 for all k = 1, . . . , K.
Under these settings, we are now ready to prove that the proposed model is
tractable if qt(ξ[t]) and ht(ξ[t]) are linear in ξ. To keep the exposition simple, we will
only consider the case when the random parameters are the objective coefficients qt
and the right-hand sides ht are constant for all t. The affine decision rule is now
yt(q[t];pt) = p
t
0 +
t∑
τ=1
P tτqτ , ∀ t = 1, . . . , T, (3.36)
where pt =
(
pt0,P
t
1, . . . ,P
t
t
)
.
Theorem 12 The multi-stage minimax stochastic linear optimization problem with
risk aversion defined in (3.34) is tractable under the affine decision rule if the class
of probability distributions P is specified by first and second moments µ and Q with
the ellipsoidal support Ξ in (3.35).
Proof. Applying moment duality for the inner problem
max
P∈P
EP
[
U
(
T∑
t=1
qt(ξ[t])
′yt(ξ[t];pt)
)]
,
we obtain the following reformulation of the problem in (3.34):
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min
x,pt,Z,z,z0
c′x+Q ·Z + µ′z + z0
s.t. ξ′Zξ + ξ′z + z0 ≥ αk
(
T∑
t=1
qt(ξ[t])
′yt(ξ[t];pt)
)
+ βk, ∀ ξ ∈ Ξ, ∀ k,
Ax ≥ b,
Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ ) ≥ ht(ξ[t]), ∀ ξ ∈ Ξ, ∀ t = 1, . . . , T.
(3.37)
Under the assumption that the random parameters are objective parameters q,
the constraints Atx+
t∑
τ=1
Btτyτ (ξ[τ ];pτ ) ≥ ht(ξ[t]) are rewritten as
Atx+
t∑
τ=1
Btτ
(
pτ0 +
τ∑
s=1
P τs qs
)
≥ ht, ∀ q ∈ Ξq,
where q = [q1; . . . ; qT ] and Ξq is the feasible region of q:
Ξq :=
{
q : (q − µ)′Σ−1(q − µ) ≤ Γ2} . (3.38)
We can then write the i-th constraint in the following form:
a′t,ix+
t∑
τ=1
b′τ,ip
τ
0 + ct,i(pt)
′q ≥ ht,i, ∀ q ∈ Ξq,
where ai,t is the i-th row of At, and bt,i and ht,i are defined similarly. In addition,
ct,i(pt) is constructed from B
t
τ and P
τ
s for 1 ≤ s ≤ τ ≤ t, and is clearly linear in pt.
This constraint can then be written as
a′t,ix+
t∑
τ=1
b′τ,ip
τ
0 + min
q∈Ξq
ct,i(pt)
′q ≥ ht,i. (3.39)
With the feasible set defined in (3.38), the minimization problem min
q∈Ξq
ct,i(pt)
′q
can be written as follows:
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min ct,i(pt)
′q
s.t.

 Σ q − µ
(q − µ)′ Γ2

  0.
Apply semidefinite duality, we obtain the dual problem
max Σ · V t,i + µ′ct,i(pt) + Γ2v0t,i
s.t.

 V t,i −12ct,i(pt)
−1
2
c′t,i(pt) v0t,i

  0.
The constraint in (3.39) is then equivalent to the following one:
∃V t,i, v0t,i :

 V t,i −12ct,i(pt)
−1
2
c′t,i(pt) v0t,i

  0 :
a′t,ix+
t∑
τ=1
b′τ,ip
τ
0 +Σ · V t,i + ct,i(pt)′µ+ Γ2v0t,i ≥ ht,i.
(3.40)
Now let us consider the dual constraint
ξ′Zξ + ξ′z + z0 ≥ αk
(
T∑
t=1
qt(ξ[t])
′yt(ξ[t];pt)
)
+ βk.
Given the affine decision rules defined in (3.36), we can rewrite it as follows:
q′Zq + q′z + z0 ≥ αk
[
T∑
i=1
q′t
(
pt0 +
t∑
τ=1
P tτqτ
)]
+ βk, ∀ q ∈ Ξq,
or
q′ [Z − αkZ(p)]q + q′ (z − αkp0) + z0 − βk ≥ 0, ∀ q ∈ Ξq, (3.41)
where p0 = [p
1
0; . . . ;p
T
0 ] and Z(p) is constructed from P
t
τ for 1 ≤ τ ≤ t ≤ T , and
clearly, is linear in p = {pt}Tt=1.
Given a solution (Z,p, z, z0), the decision problem of determining whether it
satisfies the above constraint is NP-hard in general if Ξq is a strict subset of R
|q|,
which means the proposed model with the constraint above is NP-hard in general.
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However, with the feasible set defined as in (3.38), we will show that the above
constraint is tractable. Let rewrite the constraint as follows:
min
q∈Ξq
q′ [Z − αkZ(p)]q + q′ (z − αkp0) + z0 − βk ≥ 0.
The above minimization problem is a quadratically constrained quadratic optimiza-
tion problem with a single constraint:
(q − µ)′Σ−1(q − µ) ≤ Γ2 ⇔ q′Σ−1q − 2q′Σ−1µ+ µ′Σ−1µ− Γ2 ≤ 0.
The corresponding dual problem is:
max
γk,λk
γk
s.t. λk ≥ 0,
 Z − αkZ(p) + λkΣ−1 12(z − αkp0 + 2λkΣ−1µ)
1
2
(z − αkp0 + 2λkΣ−1µ)′ z0 − βk + λk(µ′Σ−1µ− Γ2)− γk

  0.
Due to the convexity of the set W (A,B) := {(x′Ax,x′Bx) |x ∈ Rn} for all sym-
metric matrices A,B ∈ Sn, the strong duality holds for all Γ > 0 (see Boyd and
Vandenberghe [14] and reference therein). Thus the constraint (3.41) is equivalent to
the following one:
∃ γk, λk ≥ 0 :

 Z − αkZ(p) + λkΣ−1 12(z − αkp0 + 2λkΣ−1µ)
1
2
(z − αkp0 + 2λkΣ−1µ)′ z0 − βk + λk(µ′Σ−1µ− Γ2)− γk

  0.
(3.42)
Using the reformulation of constraints (3.39) and (3.41) as shown in (3.40) and
(3.42), we obtain the equivalent model for our minimax multi-stage stochastic linear
optimization problem:
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min c′x+Q ·Z + µ′z + z0
s.t.

 Z − αkZ(p) + λkΣ−1 12(z − αkp0 + 2λkΣ−1µ)
1
2
(z − αkp0 + 2λkΣ−1µ)′ z0 − βk + λk(µ′Σ−1µ− Γ2)− γk

  0, ∀ k,
γk ≥ 0, λk ≥ 0, ∀ k = 1, . . . , K,
Ax ≥ b,
a′t,ix+
∑t
τ=1 b
′
τ,ip
τ
0 +Σ · V t,i + ct,i(pt)′µ+ Γv0t,i ≥ ht,i, ∀ i t,
 V t,i −12ct,i(pt)
−1
2
c′t,i(pt) v0t,i

  0, ∀ i = 1, . . . , m, t = 1, . . . , T.
(3.43)
This formulation shows that under the affine decision rule and the moment-based
class of probability distributions with ellipsoidal supports, the multi-stage minimax
stochastic linear optimization problem is tractable. 
3.7 Conclusion
In this chapter, we have developed a moment-based uncertainty model to address
the ambiguity in the probability distribution of random parameters. We also incor-
porate risk into the model by using disutility functions. We have proved the model
tractability and explicitly constructed the extremal distributions. The quality of min-
imax solutions is compared with that of solutions obtained from other uncertainty
models such as data-driven and robust optimization approach. Numerical results
show that minimax solutions hedge against worst-case probability distributions.
We have also shown an extended model for multi-stage stochastic optimization
problems with affine decision rules. Even though the model presented is tractable,
we believe that additional information should be used in the construction of the
class of probability distributions besides first and second moments and the support,
especially conditional statistics given the sequential decision making process of multi-
stage problems.
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Chapter 4
Data-Driven and Robust
Optimization Approaches to Call
Centers
Moment-based uncertainty models with the minimax objective principle provide so-
lutions that hedge against worst-case scenarios. However, tractability is still an issue,
especially when there is uncertainty in the right-hand side of stochastic linear op-
timization problems. In this chapter, we study a large-scale optimization problem
under uncertainty that falls into this category. The problem involves the operations
of large call centers with uncertain customer arrival rates. Since we still need to
develop tractable uncertainty models for random parameters in this application, we
will examine two approaches: risk-averse data-driven and robust optimization in-
stead of moment-based approach, given historical data. Two criteria of tractability
and quality of solutions are used to compare these two approaches.
Structure of the chapter. In Section 4.1, we introduce two important problems
of mulit-class multi-pool call centers: staffing and routing problem. We propose a
discrete fluid model to solve both problems in Section 4.2. Section 4.3 shows the
development of the data-driven approach with risk aversion for our model of call
centers while Secion 4.4 focuses on the robust optimization approach. The quality of
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these data-driven and robust solutions are compared and tested with real call center
data and the computational results are reported in Section 4.5.
4.1 Introduction
Telephone call centers have become an important means for many organizations to
communicate effectively with their customers. From a management perspective, the
two main problems of these call centers are staffing and call routing. The staffing
problem addresses how to schedule agents in different working shifts. The call routing
problem addresses how incoming calls need to be routed to appropriate agents.
In general, these two problems are challenging to solve due to the high complexity
of modern call centers. Gans et al. [33] discuss in detail these issues of modeling
and analyzing call centers. Most of the studies of call centers focus on a single pool
of identical agents and the square-root safety staffing rule is generally recommended
(see Gans et al. [33], Section 4.1). For call centers with multiple customer classes and
multiple agent pools, the staffing problem is more difficult since the routing problem
has to be solved at the same time. Gurvich and Whitt [37] propose a fixed-queue-ratio
routing scheme for call centers with many agent pools.
In an actual call center environment, arrival rates are random and temporally
varying as opposed to the usual assumption of constant or known arrival rates (see
Brown et al. [17] and reference therein). Customer abandonment also needs to be
taken into account. Harrison and Zeevi [38] propose a staffing method for multi-
class/multi-pool call centers with uncertain arrival rates with a known probabilistic
structure of arrival rates and customer abandonment. Bassamboo and Zeevi [2] take a
data-driven approach using historical call arrival data to approximate the distribution
of the arrival rate process for the same call center model.
In this chapter, we develop a fluid model to solve both the staffing and routing
problem for large multi-class/multi-pool call centers with random arrival rates and
customer abandonment. Given historical data, we propose a data-driven and a robust
optimization approach for this call center problem.
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4.2 Discrete Fluid Model
We consider general call centers with multiple customer classes and multiple agent
pools. Let I be the set of customer classes, |I| = m, and J be the set of agent
pools, |J | = n. Let A ∈ Rm×n be the customer-agent connectivity matrix: aij = 1
if agents in pool j can serve customers from class i; otherwise, aij = 0. We consider
the discretized planning interval [0, T ], which is divided into T unit periods indexed
from 1 to T . At each time t, t = 0, . . . , T , let qi(t) ≥ 0 be the number of class-i
customers waiting in queue, i ∈ I, and sij(t) ≥ 0 be the number of class-i customers
being served in pool j, j ∈ J . In each period t, t = 1, . . . , T , we observe λ˜i(t) class-i
customers arrive, i ∈ I. There are a˜i(t) class-i customers who abandon the queue,
0 ≤ a˜i(t) ≤ qi(t − 1), while l˜ij(t), 0 ≤ l˜ij(t) ≤ sij(t − 1), is the number of class-i
customers leaving the system after being served in pool j, j ∈ J , in period t. Under
the fluid approximation scheme, we introduce the abandonment rate θi < 1 and the
service rate µij < 1 such that a˜i(t) = θiqi(t − 1) and l˜ij(t) = µijsij(t − 1) for all
t = 1, . . . , T . We need to allocate uij(t) ≥ 0 class-i customers who are in the queue
to each agent pool j, j ∈ J . The system dynamics are as follows:


qi(t) = (1− θi)qi(t− 1)−
∑
j∈J
uij(t) + λ˜i(t)
sij(t) = (1− µij)sij(t− 1) + uij(t)
. (4.1)
for all t = 1, . . . , T , i ∈ I, j ∈ J .
In this call center problem, we need to decide the agent pool capacity bj(s) for
all j ∈ J and s = 1, . . . , S, assuming there are S uniform shifts in the planning
interval. Given the uncertainty in arrival rates, we also want to predetermine the
portion dij(t) ≥ 0 of each agent pool j ∈ J reserved for class-i customers, i ∈ I,
in each period t, t = 1, . . . , T . The dynamic routing policy will be implemented to
maintain this customer-agent allocation throughout the planning interval. We then
have
∑
i∈I
dij(t) = bj
(⌈
tS
T
⌉)
and the capacity constraints become sij(t) ≤ dij(t) for
all t = 1, . . . , T , i ∈ I, j ∈ J .
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We would like to minimize the staffing cost, waiting and abandonment penalty.
The cost function can be written as follows:
S∑
s=1
∑
j∈J
cjbj(s) +
T∑
t=1
∑
i∈I
(kqi + k
a
i θi)qi(t), (4.2)
where cj, k
q
i , and k
a
i are the appropriate cost coefficients for all i ∈ I and j ∈ J .
Setting qi(0) = 0 and sij(0) = 0 for all i ∈ I, j ∈ J as initial conditions, we
obtain the final discrete fluid formulation for call centers as follows:
min
S∑
s=1
∑
j∈J
cjbj(s) +
T∑
t=1
∑
i∈I
(kqi + k
a
i θi)qi(t)
s.t. qi(t) = (1− θi)qi(t− 1)−
∑
j∈J
uij(t) + λ˜i(t), ∀ t, i ∈ I,
sij(t) = (1− µij)sij(t− 1) + uij(t), ∀ t, i ∈ I, j ∈ J ,∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
0 ≤ sij(t) ≤ dij(t), ∀ t, i ∈ I, j ∈ J ,
qi(t), uij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
qi(0) = 0, sij(0) = 0, ∀ i ∈ I, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.3)
We introduce some additional definitions which will be used later in the paper. Let
Q(D, Λ˜,M , θ) be the total waiting and abandonment penalty, which is the optimal
value of the following optimization problem:
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min
Q,S,U
T∑
t=1
∑
i∈I
(kqi + k
a
i θi)qi(t)
s.t. qi(t) = (1− θi)qi(t− 1)−
∑
j∈J
uij(t) + λ˜i(t), ∀ t, i ∈ I, j ∈ J ,
sij(t) = (1− µij)sij(t− 1) + uij(t), ∀ t, i ∈ I, j ∈ J ,
0 ≤ sij(t) ≤ dij(t), ∀ t, i ∈ I, j ∈ J ,
qi(t), uij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
qi(0) = 0, sij(0) = 0, ∀ i ∈ I, j ∈ J ,
(4.4)
where D ∈ Rm×n×T , Λ˜ ∈ Rm×T , M ∈ Rm×n, and θ ∈ Rm. The fluid model is then
rewritten as follows:
min
b,D
C(b,D, Λ˜,M , θ)
s.t.
∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J ,
(4.5)
where C(b,D, Λ˜,M , θ) =
S∑
s=1
∑
j∈J
cjbj(s) +Q(D, Λ˜,M , θ). We also notice that the
penalty Q(D, Λ˜,M , θ) is separable with respect to customer classes,
Q(D, Λ˜,M , θ) =
∑
i∈I
Qi(Di, λ˜i,µi, θi),
or
C(b,D, Λ˜,M , θ) =
S∑
s=1
∑
j∈J
cjbj(s) +
∑
i∈I
Qi(Di, λ˜i,µi, θi),
where Qi(Di, λ˜i,µi, θi) is the waiting and abandonment penalty due to class-i cus-
tomers, i ∈ I.
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4.3 Data-Driven Approach with Risk Aversion
Data for call centers include arrival data, service rates and abandonment rates. His-
torical arrival data λ˜i ∈ RT are collected from K planning intervals in the past,
λ1i , . . . ,λ
K
i , which show the uncertainty and time-varying character of arrival rates.
The service rates can be generated from historical call-by-call service time data. Ac-
cording to Gans et al. [33], many call centers use the grand historical averages for
service rates. For capacity-planning purposes, they are sometimes assumed to be ob-
jects of managerial control. In addition, time-varying service rates will significantly
affect the tractability of our model. Therefore, we assume that µij is set to be con-
stant for all planning periods in this paper. We use the abandonment model discussed
by Harrison and Zeevi [38], which is considered as a standard model in call center
modeling. In this model, we assume that there is an exponential distributed random
variable τ associated with each customer class i with mean 1/θi. A class-i customer
will abandon the queue if his/her waiting time in the queue exceeds τ units of time.
The abandonment rates can then be generated by historical call-by-call waiting times
of customers who abandon the queue. Similar to the service rates, we assume that
either the averages of all historical abandonment data are used or a managerial deci-
sion is made for the values of abandonment rates θi, i ∈ I for all planning intervals.
We also assume that the time discretization is fine enough for every customer to stay
in the system at least one unit period on average, which implies µij < 1 and θi < 1
for all i ∈ I, j ∈ J .
Given all historical data, the total cost can be calculated as C(b,D, Λ˜k,M , θ) for
each k, k = 1, . . . , K. Traditionally, we solve the problem of minimizing the expected
cost
E[C(b,D, Λ˜,M , θ)] = 1
K
K∑
k=1
C(b,D, Λ˜k,M , θ)
to find solutions for b andD. In this paper, we take risk into account and assume that
decision makers are risk averse. Consider the set U of non-decreasing convex disutility
functions for risk-averse costs, we would like to find solutions b and D that produce
reasonably low expected disutility value E[U(C(b,D, Λ˜,M , θ))] for some U ∈ U .
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Bertsimas and Thiele [12] have applied this approach for newsvendor problems.
Utility theory and stochastic dominance has been studied intensively in economics
and finance for expected returns instead of costs. To be simple, we consider the equiv-
alent problem of maximizing the value R(b,D, Λ˜,M , θ) = −C(b,D, Λ˜,M , θ) and
the set U¯ of non-decreasing concave utility functions for risk-averse returns. Con-
version between the set U for risk-averse costs and U¯ is straightforward with the
notion of negative returns. The main question then becomes finding solutions b and
D that produce reasonably high expected utility value E[U(R(b,D, Λ˜,M , θ))] for
some U ∈ U¯ .
The function set U¯ relates to the notion of second-order stochastic dominance.
The random variable X˜ dominates the random variable Y˜ by second-order stochastic
dominance if E[U(X˜)] ≥ E[U(Y˜ )] for all U ∈ U¯ (with at least one strict inequal-
ity). This means we should look for b and D such that the corresponding random
variable R(b,D, Λ˜,M , θ) likely dominates others by second-order stochastic domi-
nance. Levy [51] presents various stochastic dominance rules in terms of cumulative
distributions and also distribution quantiles. Let qα(X˜) be the (lower) α-quantile of
X˜ ,
qα(X˜) := inf{x |P(X˜ ≤ x) ≥ α}, α ∈ (0, 1),
then the second-order stochastic dominance can be characterized as follows:
Theorem 13 (Levy [51]) X˜ dominates Y˜ by second-order stochastic dominance if
and only if ∫ α
0
qa(X˜)da ≥
∫ α
0
qa(Y˜ )da, ∀α ∈ (0, 1)
with at least one strict inequality.
This quantile condition can also be expressed as ESα(X˜) ≤ ESα(Y˜ ) for all α ∈
(0, 1), where the expected shortfall ESα(X˜) is defined as follows:
ESα(X˜) := − 1
α
∫ α
0
qa(Y˜ )da, α ∈ (0, 1).
According to Theorem 13, if we choose to minimize the expected shortfall for a
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fixed value of α, we get a non-dominated solution. It means that no other solution can
improve the expected utility value of the return for all risk-averse decision makers.
We also have:
lim
α→0
ESα(X˜) = − inf X˜, lim
α→1
ESα(X˜) = −E[X˜ ].
This shows that if we vary α, the solution will vary form the most conservative (but
robust) solution to the solution of the risk-neutral problem.
Applying this approach to our problem, we obtain the following minimization
problem:
min
b,D
ESα(R(b,D, Λ˜,M , θ))
s.t.
∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.6)
Given the historical data, the expected shortfall can be estimated non-parametrically.
We order the values R(b,D, Λ˜k,M , θ) in an increasing order,
R(b,D, Λ˜(k),M , θ) ≤ R(b,D, Λ˜(k+1),M , θ), ∀k.
Define Kα = ⌊Kα + (1− α)⌋ for α ∈ [0, 1]. Kα takes all values from 1 to K when α
varies from 0 to 1 with K0 = 1 and K1 = K. The expected shortfall is then estimated
as follows:
ESα(R(b,D, Λ˜,M , θ)) ≈ − 1
Kα
Kα∑
k=1
R(b,D, Λ˜(k),M , θ).
If we again order C(b,D, Λ˜k,M , θ) in an increasing order, then the minimization
problem defined in (4.6) is equivalent to the following problem:
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min
b,D
1
Kα
K∑
k=K−Kα+1
C(b,D, Λ˜(k),M , θ)
s.t.
∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.7)
We next prove the following theorem:
Theorem 14 Problem (4.7) is equivalent to the following linear optimization prob-
lem:
min v +
1
Kα
K∑
k=1
wk
s.t. v + wk ≥
S∑
s=1
∑
j∈J
cjbj(s) +
T∑
t=1
∑
i∈I
(kqi + k
a
i θi)q
k
i (t), ∀ k,
qki (t) = (1− θi)qki (t− 1)−
∑
j∈J
ukij(t) + λ˜
k
i (t), ∀ k, t, i ∈ I,
skij(t) = (1− µij)skij(t− 1) + ukij(t), ∀ k, t, i ∈ I, j ∈ J ,∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
0 ≤ skij(t) ≤ dij(t), ∀ k, t, i ∈ I, j ∈ J ,
qki (t), u
k
ij(t) ≥ 0, ∀ k, t, i ∈ I, j ∈ J ,
qki (0) = 0, s
k
ij(0) = 0, ∀ k, i ∈ I, j ∈ J ,
wk ≥ 0, ∀ k,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.8)
Proof. We have, the sum
K∑
k=K−Kα+1
C(b,D, Λ˜(k),M , θ) can be calculated using the
following linear optimization problem:
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maxx
K∑
k=1
C(b,D, Λ˜k,M , θ)xk
s.t.
K∑
k=1
xk = Kα,
0 ≤ xk ≤ 1, ∀ k.
Applying strong duality, we can calculate the given sum using the dual problem:
min
v,w
Kαv +
K∑
k=1
wk
s.t. v + wk ≥ C(b,D, Λ˜k,M , θ), ∀ k,
wk ≥ 0, ∀ k.
Thus, we can rewrite Problem (4.7) as follows:
min v +
1
Kα
K∑
k=1
wk
s.t. v + wk ≥ C(b,D, Λ˜k,M , θ), ∀ k,
wk ≥ 0, ∀ k,∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
We have: C(b,D, Λ˜,M , θ) =
∑
j∈J
cjbj + Q(D, Λ˜,M , θ), where Q(D, Λ˜,M , θ)
is the optimal value of the minimization problem defined in (4.4). The constraint
v + wk ≥ C(b,D, Λ˜k,M , θ) will be unchanged if we replace the optimality for
Q(D, Λ˜,M , θ) by its corresponding feasibility due to the nature of the constraint.
Using these arguments, Problem (4.7) can then be reformulated as the optimization
formulation defined in (4.8). 
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4.4 Robust Optimization Approach
The robust optimization approach considers the worst-case scenarios regarding arrival
rates. If arrival rates belong to an uncertainty set Uλ, the robust formulation is:
min
b,D
S∑
s=1
∑
j∈J
cjbj(s) + max
Λ∈Uλ
Q(D,Λ,M , θ)
s.t.
∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.9)
Assume the separability of Uλ with respect to customer classes, Uλ =
∏
i∈I
Uλi where
Uλi ⊂ RT+ for all i ∈ I, we obtain the following formulation:
min
b,D
S∑
s=1
∑
j∈J
cjbj(s) +
∑
i∈I
max
λi∈Uλi
Qi(Di,λi,µi, θi)
s.t.
∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.10)
To analyze this robust formulation, we focus on properties of Qi(Di,λi,µi, θi),
which is the optimal value of the following optimization problem:
min
qi,Si,U i
T∑
t=1
(kqi + k
a
i θi)qi(t)
s.t. qi(t) = (1− θi)qi(t− 1)−
∑
j∈J
uij(t) + λi(t), ∀ t,
sij(t) = (1− µij)sij(t− 1) + uij(t), ∀ t, j ∈ J ,
0 ≤ sij(t) ≤ dij(t), ∀ t, j ∈ J ,
qi(t), uij(t) ≥ 0, ∀ t, j ∈ J ,
qi(0) = 0, sij(0) = 0, ∀ j ∈ J .
(4.11)
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We will consider Di such that the above optimization problem is feasible. The
following proposition shows that Qi(Di,λi,µi, θi) increases in λi(t):
Proposition 1 Let Qi(Di,λi,µi, θi) be the optimal objective of problem defined in
(4.11). For any t = 1, . . . , T and δ > 0,
Qi(Di,λi + δe(t),µi, θi) ≥ Qi(Di,λi,µi, θi),
where e(t) is the t-th unit vector in RT .
Proof. Consider the modified optimization problem
min
qi,Si,U i
T∑
t=1
(kqi + k
a
i θi)qi(t)
s.t. qi(t) ≥ (1− θi)qi(t− 1)−
∑
j∈J
uij(t) + λi(t), ∀ t,
sij(t) = (1− µij)sij(t− 1) + uij(t), ∀ t, j ∈ J ,
0 ≤ sij(t) ≤ dij(t), ∀ t, j ∈ J ,
qi(t), uij(t) ≥ 0, ∀ t, j ∈ J ,
qi(0) = 0, sij(0) = 0, ∀ j ∈ J .
(4.12)
We will prove that Qi(Di,λi,µi, θi) = Q′i(Di,λi,µi, θi), where Q′i(Di,λi,µi, θi)
is the optimal value of the modified problem. Let (q∗i (t), s
∗
ij(t), u
∗
ij(t)) be an optimal
solution of the problem defined in (4.11). Clearly, (q∗i (t), s
∗
ij(t), u
∗
ij(t)) is a feasible
solution for (4.12). Thus
Qi(Di,λi,µi, θi) ≥ Q′i(Di,λi,µi, θi).
Now consider an optimal solution (q′i(t), s
′
ij(t), u
′
ij(t)) of the problem defined in
(4.12). We will prove that if q′i(t + 1) > (1 − θi)q′i(t) −
∑
j∈J
u′ij(t + 1) + λi(t + 1)
for some t = 0, . . . , T − 1 then q′i(t + 1) = 0. Assume that there exists t such that
q′i(t+1) > (1−θi)q′i(t)−
∑
j∈J
u′ij(t+1)+λi(t+1) and q
′
i(t+1) > 0. Replacing q
′
i(t+1)
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by q′i(t+ 1)− ǫ for some 0 < ǫ < q′i(t+ 1) such that
q′i(t+ 1)− ǫ > (1− θi)q′i(t)−
∑
j∈J
u′ij(t+ 1) + λi(t + 1).
If t < T − 1, we have:
q′i(t+ 2) ≥ (1− θi)q′i(t + 1)−
∑
j∈J
u′ij(t+ 2) + λi(t+ 2)
> (1− θi)(q′i(t+ 1)− ǫ)−
∑
j∈J
u′ij(t + 2) + λi(t+ 2).
Thus the new solution is feasible with lower cost as kqi + θik
q
i > 0 (contradiction).
This implies that if q′i(t + 1) > (1 − θi)q′i(t) −
∑
j∈J
u′ij(t + 1) + λi(t + 1) for some
t = 0, . . . , T − 1 then q′i(t+ 1) = 0.
Now consider an optimal solution (q′i(t), s
′
ij(t), u
′
ij(t)) such that q
′
i(t + 1) > (1 −
θi)q
′
i(t) −
∑
j∈J
u′ij(t + 1) + λi(t + 1) and q
′
i(t + 1) = 0 for some t = 0, . . . , T − 1. We
will construct another optimal solution (q′′i (t), s
′′
ij(t), u
′′
ij(t)) in which the additional
equality q′′i (t + 1) = (1 − θi)q′′i (t) −
∑
j∈J
u′′ij(t + 1) + λi(t + 1) is obtained. We have:
(1−θi)q′i(t)−
∑
j∈J
u′ij(t+1)+λ(t+1) < 0, thus
∑
j∈J
u′ij(t+1) > (1−θi)q′i(t)+λi(t+1) ≥ 0.
Let ∆ =
∑
j∈J
u′ij(t+ 1)− [(1− θi)q′i(t) + λ(t + 1)] > 0 and define
u′′ij(t+ 1) = u
′
ij(t+ 1)−
u′ij(t+ 1)∑
k∈J
u′ik(t + 1)
∆, ∀ j ∈ J .
We have: 0 ≤ u′′ij(t + 1) ≤ u′ij(t + 1) for all j ∈ J and if we define s′′ij(t + 1) =
(1 − µij)s′ij(t) + u′′ij(t + 1), we then have 0 ≤ s′′ij(t + 1) ≤ s′ij(t + 1). Similarly, let
s′′ij(τ +1) = (1−µij)s′′ij(τ) + u′ij(τ +1) ≤ s′ij(τ +1) for all τ ≥ t+1, we maintain the
problem feasibility while keeping other solution values. We can repeat this procedure
for all t such that q′i(t+1) > (1−θi)q′i(t)−
∑
j∈J
u′ij(t+1)+λi(t+1). Thus there exists
an optimal solution (q′i(t), s
′
ij(t), u
′
ij(t)) such that q
′
i(t+1) = (1− θi)q′i(t)−
∑
j∈J
u′ij(t+
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1) + λi(t + 1) for all t = 0, . . . , T − 1. This implies that it is a feasible solution for
problem defined in (4.11). Therefore, we have:
Qi(Di,λi,µi, θi) ≤ Q′i(Di,λi,µi, θi).
From these two results, we obtain Qi(Di,λi,µi, θi) = Q′i(Di,λi,µi, θi).
We only consider Di such that (4.11) is feasible. In addition, k
q
i + θik
a
i > 0
and qi(t) ≥ 0 for all t = 1, . . . , T ; therefore, 0 ≤ Q′i(Di,λi,µi, θi) < +∞. This
implies that the dual problem is feasible and strong duality holds. Let πi(t) ≥ 0,
pij(t) ≤ 0, and rij(t), t = 1, . . . , T , j ∈ J , be the dual variables with respect to the
set of constraints qi(t) ≥ (1 − θi)qi(t − 1) −
∑
j∈J
uij(t) + λi(t), sij(t) ≤ dij(t), and
sij(t) = (1 − µij)sij(t − 1) + uij(t) respectively, the dual problem is formulated as
follows:
max
T∑
t=1
πi(t)λi(t) +
T∑
t=1
∑
j∈J
pij(t)dij(t)
s.t. πi(t)− (1− θi)πi(t+ 1) ≤ kqi + θikai , ∀ t,
πi(t)− rij(t) ≤ 0, ∀ t, j ∈ J ,
rij(t)− (1− µij)rij(t+ 1) + pij(t) ≤ 0, ∀ t, j ∈ J ,
πi(T + 1) = 0, pij(T + 1) = 0, ∀ j ∈ J ,
πi(t) ≥ 0, pij(t) ≤ 0, ∀ t, j ∈ J .
We have: rij(t) ≥ πi(t) ≥ 0 and pij(t) ≤ 0 for all j ∈ J , t = 1, . . . , T , thus the
dual problem has extreme points. Therefore, we have:
Qi(Di,λi,µi, θi) = max
k=1,...,K
T∑
t=1
πki (t)λi(t) +
T∑
t=1
∑
j∈J
pkij(t)dij(t),
where (πki (t), p
k
ij(t), r
k
ij(t)) are dual extreme points, k = 1, . . . , K.
Assume that Qi(Di,λi,µi, θi) =
T∑
t=1
πk¯i (t)λi(t) +
T∑
t=1
∑
j∈J
pk¯ij(t)dij(t) for some k¯,
we then have:
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Qi(Di,λi + δe(t),µi, θi) = max
k=1,...,K
T∑
τ=1
πki (τ)λi(τ) +
T∑
τ=1
∑
j∈J
pkij(τ)dij(τ) + δπ
k
i (t)
≥
T∑
τ=1
πk¯i (τ)λi(τ) +
T∑
τ=1
∑
j∈J
pk¯ij(τ)dij(τ) + δπ
k¯
i (t)
≥ Qi(Di,λi,µi, θi)
Thus we have: Qi(Di,λi + δe(t),µi, θi) ≥ Qi(Di,λi,µi, θi) for all δ > 0 and
t = 1, . . . , T . 
This property of Qi(Di,λi,µi, θi) shows if Uλi =
{
λi ∈ RT+ : λi(t) ≤ λ¯i(t), ∀ t
}
for
some λ¯i ∈ RT+, then
max
λi∈Uλi
Qi(Di,λi,µi, θi) = Qi(Di, λ¯i,µi, θi). (4.13)
Given historical data λki , k = 1, . . . , K, we can calculate the mean arrival rates
λ¯i(t) and its standard deviation σ
λ
i (t) for all t = 1, . . . , T . Define the uncertainty sets
with the parameter Γ ≥ 0 as follows:
Uλi (Γ) =
{
λi ∈ RT+ : λi(t) ≤ λ¯i(t) + Γσλi (t), ∀ t = 1, . . . , T
}
. (4.14)
The following theorem shows the robust formulation with these uncertainty sets:
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Theorem 15 The robust formulation (4.9) with uncertainty set Uλ(Γ) =
∏
i∈I
Uλi (Γ),
where Uλi (Γ) is defined in (4.14), is equivalent to the following linear optimization
problem:
min
S∑
s=1
∑
j∈J
cjbj(s) +
T∑
t=1
∑
i∈I
(kqi + k
a
i θi)qi(t)
s.t. qi(t) = (1− θi)qi(t− 1)−
∑
j∈J
uij(t) + λ¯i(t) + Γσ
λ
i (t), ∀ t, i ∈ I,
sij(t) = (1− µij)sij(t− 1) + uij(t), ∀ t, i ∈ I, j ∈ J ,∑
i∈I
dij(t) ≤ bj
(⌈
tS
T
⌉)
, ∀ t, j ∈ J ,
0 ≤ sij(t) ≤ dij(t), ∀ t, i ∈ I, j ∈ J ,
qi(t), uij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
qi(0) = 0, sij(0) = 0, ∀ i ∈ I, j ∈ J ,
dij(t) ≥ 0, ∀ t, i ∈ I, j ∈ J ,
bj(s) ≥ 0, ∀ s, j ∈ J .
(4.15)
Proof. We apply the result shown in (4.13) for the uncertainty set Uλi (Γ) for all
i ∈ I. 
4.5 Numerical Examples
4.5.1 Dynamic Routing Policy
The optimal off-line customer-agent allocation for the whole planning interval, dij(t),
t = 1, . . . , T , obtained from either data-driven or robust optimization approach, allows
us to generate a dynamic routing policy for the call center system. There are two
main cases in which a routing decision needs to be made. The first case is when a
customer arrives and there are more than one agent pool with available agents that
can serve that customer. The second case is when an agent finishes serving a customer
and there is more than one customer queue from which customers can be served by
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the agent.
At each time t, the number of class-i customers being served by agents in pool j,
sij(t), is known. If a class-i customer arrives at time t, consider the set of all possible
agent pools, Ji(t) =
{
j ∈ J : µij > 0, sij(t) ≤ bj
(⌈
tS
T
⌉)
− 1
}
. A routing decision
needs to be made when |Ji(t)| > 1. The selected agent pool belongs to the set
arg min
j∈Ji(t)


sij(t)− dij(t)∑
k∈Ji(t)
dik(t)
∑
k∈Ji(t)
sik(t)


,
where ties are broken by (faster) service rate and arbitrarily afterwards.
Similarly, if an agent in pool j finishes serving a customer, let Ij(t) = {i ∈ I :
µij > 0, qi(t) > 0}, where qi(t) is the number of class-i customers waiting in queue at
time t. A routing decision needs to be made when |Ij(t)| > 1. The selected customer
class belongs to the set
arg min
i∈Ij(t)


sij(t)− dij(t)∑
k∈Ij(t)
dkj(t)
∑
k∈Ij(t)
skj(t)


,
where ties are broken by (higher) staff cost and arbitrarily afterwards. This policy
clearly helps us to maintain the predefined off-line customer-agent allocation.
In addition, when additional agents are added at the beginning of a new shift,
a routing decision needs to be made if there are customers waiting in queue at that
time. The waiting customers are ranked according to their waiting penalty. One by
one, these ranked customers will be routed according to the policy set out in the first
case until there is no more possible customer-agent match.
4.5.2 System Simulation
In this research, we obtain historical arrival data from a US bank study using the
SEESTAT software, which is developed by the Technion Service Enterprise Engi-
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neering Center (see Trofimov et al. [79] for details). Given an arrival rate sample
path, the arrival process is assumed to be a non-homogeneous Poisson process, which
can be simulated by the thinning procedure described in Ross [63]. Service times
are exponentially distributed as usual. Each abandonment rate θ is associated with
maximum waiting time of customers before abandoning the call, which is exponen-
tially distributed with mean 1/θ as mentioned in Section 4.3. The call center system
with its staff capacity information and the off-line customer-agent allocation is then
simulated using a discrete event-based simulation. The dynamic routing policy is
implemented as described in the previous section. Simulation results are used to
measure the system performance for different staffing and customer-agent allocation
settings.
The two proposed models, either the data-driven or the robust optimization one,
are parameterized models. The data-driven approach is parameterized by α, the
quantile, while the robust optimization approach by Γ, the robust degree. We adopt
training, validation, and testing approach to both models by dividing the historical
data set into three subsets, namely training, validation, and testing subsets. We use
the training subset to construct optimal solutions with respect to different values of
the model parameter. The validation set is for selecting the best parameter value
via simulation and finally, we use the testing set to measure the performance of the
selected models.
Using the SEESTAT software, we can extract arrival data, service times, and
abandonment rates for different customer classes from a US bank study. There are
several customer classes and we focus on the six classes with highest arrival rates.
They are retailer (class 1), premium (retailer) (2), business (3), customer loans (4),
telesales (5), and online banking (6). We also consider only five agent pools, which
correspond to retailer (pool 1), business (2), customer loans (3), telesales (4), and
online banking (5) customers. We will use these customer classes and agent pools in
different network designs which are discussed in later sections.
There are approximately N = 300 weekdays which are recorded and we will use
all of these records to generate historical data. The planning interval is set to be
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from 6:00 to 18:00, which has 720 minutes (T = 720). There are 24 30-minute shifts
(S = 24) to be considered. The mean arrival rates of these six customer classes are
plotted in Figure 4-1. We also show an arrival rate sample of retailer customers,
the customer class with highest arrival rate, in the same figure. On the other hand,
average service times and abandonment rates are shown in Table 4.1. If a customer
is served by an agent from different pools, we will assume that the average service
time is increased but at most 10%.
Figure 4-1: Average arrival rates of six customer classes obtained from the US bank
study
Customer class Retailer Premium Business Loans Telesales Banking
Service time (secs) 225.86 283.43 224.70 256.14 379.32 389.19
Abandonment (%) 0.51 0.33 1.15 1.17 2.24 0.54
Table 4.1: Average service times and abandonment rates of six customer classes
In order to construct the training, validation, and testing sets, we generate a ran-
dom permutation and select 150 samples for the training set while each of validation
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and testing set has 75 samples. We code both data-driven and robust models in C
and solved with CPLEX 9.1 solver using a Unix machine of 4 × 3GHz and 4 × 2GB
RAM. Due to the sparse structure of the two linear optimization formulations, we
use the barrier method as the solving method for both models, which saves a very
significant amount of computation time over the default dual-simplex method. We
solve the data-driven model with values of the quantile α between 0.0 and 1.0 with
the increments of 0.1. The maximum robust degree Γ is set to be 3.0 and same
increments of 0.1 are applied.
4.5.3 Computational Results
We apply the two proposed models for some canonical network designs presented in
Gans et al. [33], starting with the simplest design I with one customer class and one
agent pool to more complicated designs, V, N, and W, which are shown in Figure 4-2.
We will also consider complicated designs which consist of up to six customer classes
and five agent pools mentioned in the previous section.
Network Design I
We choose the retailer customer class, which has the highest arrival rate, to work
with the simple network design I. Figure 4-3 shows one random path of arrival data
of this customer class. We set the staff cost to be 0.50 per agent per unit time while
waiting and abandonment penalty are set to be 1.00 per customer per unit time and
2.00 per customer respectively.
In order to compare computational results of two models, we plot mean-standard
deviation frontiers of total costs with respect to different parameters, quantiles and
robust degrees for data-driven and robust model respectively, using validation arrival
data in Figure 4-4. For both models, the average total costs increase when the
conservative level increases (decrease of the quantile or increase of the robust degree)
while the cost standard deviation decreases. The data-driven model yields the best
solutions with α between 0.7 and 1.0 with the average total cost of 96, 000.00 and the
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Figure 4-2: Simple network designs I, V, N, and W
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Figure 4-3: A random arrival sample path of retailer customer class used with the
network design I
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cost standard deviation of 2, 000.00 approximately. The optimal cost obtained from
the robust model is 89, 522.24 when Γ = 1.5. However, the cost standard deviation is
significantly higher, 10, 068.96. According to Figure 4-4, we can increase Γ to obtain
better solution than the one from data-driven model in terms of both average total
cost and the cost standard deviation. For example, if Γ = 1.8, we get about 5%
decrease in average cost while the cost standard deviation is the same as that of
the data-driven model. If we want solutions with smaller cost standard deviation,
clearly, the solutions obtained from robust model are also better than those from the
data-driven model (smaller average cost with smaller standard deviation).
Figure 4-4: Mean-standard deviation frontiers of two models for network design I
For this simple network design, the routing policy is simply first-in-first-out and
the staff capacity is the only factor that determines the system performance. We
plot here the numbers of agents obtained from the data-driven model with α = 0.9
and robust model with Γ = 1.8 in Figure 4-5. The graph shows that robust solution
requires more agents in the afternoon while the data-driven solution requires more
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agents around noon. Using these solutions with testing data, we get the average total
cost and the cost standard deviation of 95, 756.31 and 433.52 for data-driven solution
while those of robust solution are 91, 984.97 and 1, 353.62. The data-driven solution
obtains smaller standard deviation, which can be explained probably by the similarity
in the arrival trends between training and testing data sets. However, the robust
solution still has smaller average total cost as in the case with validation arrival data.
This means that arrival uncertainty can be captured well on average with this simple
robust model. Another advantage of the robust model is the computational time. We
record computational times for both data-driven and robust models and results are
shown in Table 4.2. Clearly, there are significant differences in computational times
between data-driven and robust model with this network design I.
Model I V N W C 1 C 2 C 3
DD 99.89 1139.02 3272.33 12, 896.35 26, 866.48 28, 692.35 44, 469.47
RO 0.08 0.22 0.46 0.68 1.51 2.93 3.45
Table 4.2: Average computational times (in seconds) for both models with different
network designs
Network Design V
We consider the premier retailer customer class as the second class in the network
design V. Due to the importance of this customer class, we set waiting and abandon-
ment penalty to 2.00 and 5.00 respectively. The training, validation, and testing sets
are again generated randomly. Similar to the case of the network design I, the mean-
standard deviation frontiers are plotted in Figure 4-6 to evaluate the performance of
the two models.
These computational results show that in terms of average total cost, the robust
solution is better than the data-driven one, 91, 176.95 with Γ = 1.6 versus 100, 780.79
with α = 1.0. However, the cost standard deviation obtained from this robust solution
is much higher (9, 789.45) than that of the data-driven solution (3, 245.26). Similar to
the previous case, if we increase the robust degree, we still get smaller average total
134
Figure 4-5: Number of agents in 24 shifts obtained from both models for the network
design I
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Figure 4-6: Mean-standard deviation frontiers of two models for the network design
V
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cost while the cost standard deviation is approximately that of the best data-driven
solution. According to Figure 4-6, if Γ = 1.9, the average total cost is 94, 558.04
and the cost standard deviation is 3, 443.73. Using this robust solution with testing
data, we again get smaller average cost (97, 781.88 as compared to 101, 250.17) but
higher standard deviation (27, 005.29 versus 4, 456.55). According to computational
results, total waiting and abandonment penalty is less than 30, 000.00 for all arrival
paths if the data-driven solution is used. On the other hand, the robust solution
results in significantly higher penalty for two arrival paths, approximately 45, 000.00
and 240, 000.00, which explains why the cost standard deviation is much higher. The
result shows that the data-driven solution is probably more tailored to the testing
data. This becomes more important as the routing policy is now more complicated
than just the simple first-in-first-out policy. Having said that, we still have smaller
average total cost when using the robust solution and the computational time is also
much smaller than that of the data-driven solution, 0.22 seconds as compared to
1136.02 seconds (see Table 4.2).
Network Design N
We now assume that premier retailer customers can be served by agents from another
agent pool, the business agent pool. The staff cost for this agent pool is 0.40 per agent
per unit time, which is lower than the cost of retailer agents. The mean-standard
deviation frontiers obtained from two solutions are plotted in Figure 4-7.
According to Figure 4-7, the data-driven model obtains the best average total
costs when α between 0.7 and 1.0 with reasonable cost standard deviation. The
robust model with Γ = 1.7 has the slightly higher average total cost but smaller cost
standard deviation. If we need solutions with smaller standard deviation, the robust
model again provides better solutions than the data-driven counterpart.
Using α = 0.8 and Γ = 1.7 as selected parameters for two models, we examine the
solutions by plotting numbers of agents of the second agent pool in Figure 4-8. The
graph shows that the second agent pool is used more under the robust model than
the data-driven one. The latter solution is more fluctuating, probably due to the fact
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Figure 4-7: Mean-standard deviation frontiers of two models for the network design
N
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that data-driven approach is more data-dependent than the robust one.
Figure 4-8: Number of agents in 24 shifts obtained from both models for the second
agent pool
We now test two solutions with the testing data set. The results of average total
cost and standard deviation are (103, 650.96; 71, 744.74) and (106, 705.80; 91, 980.43)
for the data-driven and robust solution respectively. As compared to results from
validation arrival data, the standard deviations for the testing data are much higher.
The reason is that there is a single arrival sample with significantly high arrival
rate (see Figure 4-9), which results in more than 600, 000.00 of waiting and aban-
donment penalty while the average total penalty is no more than 10, 000.00. If this
arrival sample is removed from the testing set, the cost and standard deviation results
are (95, 373.31; 2, 909.75) and (96, 087.75; 2, 176.06) respectively. The robust solution
yields higher average total cost but smaller cost standard deviation. The result also
shows that both models do not perform well if arrival data change significantly from
the past data. If more conservative solutions (higher average cost with smaller stan-
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dard deviation) are needed to encounter these exceptions, the robust model probably
can provide better solutions according the mean-standard deviation frontiers. The
computational time is again another advantage of the robust model over the data-
driven model (see Table 4.2).
Figure 4-9: The arrival sample path of retailer customer class which yields the highest
waiting and abandonment penalty
Network Design W
In order to build the network design W, we add the business customer class into the
existing system. The waiting and abandonment penalty are set to be 2.00 and 4.00
respectively for this customer class. The mean-standard deviation frontiers of two
models are plotted in Figure 4-10.
Under this network design, we again get the best data-driven solutions when α is
between 0.7 and 1.0. The best robust solution with similar cost standard deviation
is the solution with Γ = 1.9, which also yields similar average total cost. If we would
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Figure 4-10: Mean-standard deviation frontiers of two models for the network design
W
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like to consider more conservative solutions, we can select, for example, α = 0.7
and Γ = 2.1, with which the cost standard deviations decrease while the average
total costs slightly increase. Using these solutions with testing data, we obtain the
results of average total cost and cost standard deviation of (108, 572.07; 2, 236.25)
and (109, 053.97; 5, 353.57) for data-driven and robust model respectively. The results
show that the data-driven solution is slightly better than the robust counterpart with
this network design if we select model parameters as above. This is also due to the fact
that the routing policy is more complicated with this network design and it depends
greatly on actual arrival data, which gives the data-driven approach an advantage.
However, similar to other cases, the robust approach again has a significant advantage
with respect to computational time, especially when the network design is bigger (see
Table 4.2).
Complicated Network Designs
In this section, we work with three network designs which are more complicated. The
network designs C1, C2, and C3 are shown in Figure 4-11 and 4-12. The largest net-
work C3 consists of all six customer classes and five agent pools. The cost parameters
are written in Table 4.3.
Customer class Retailer Premium Business Loans Telesales Banking
Waiting 1.00 2.00 2.00 1.50 1.50 1.50
Abandonment 2.00 5.00 4.00 4.00 3.00 3.00
Agent pool Retailer Business Loans Telesales Banking -
Staff cost 0.50 0.60 0.60 0.50 0.60 -
Table 4.3: Customer waiting and abandonment penalties and agent personnel costs
The mean-standard deviation frontiers of both models for these three network
designs are plotted in Figure 4-13, 4-14, and 4-15 respectively. The results show that
the robust model performs as well as the data-drive model in most cases, especially
when conservative solutions are needed. The robust solution generates smaller vari-
ation in the total cost. In the case when the data-driven model is better in terms
of cost expectation, the relative difference is small (5% for C3) as compared to the
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Figure 4-11: Network design C1 and C2
difference in computational time. Table 4.2 shows this huge difference for all three
network designs. For the network design C3, the robust approach needs less than 4
seconds while the data-driven approach takes more than 12 hours on average.
We have presented computational results for different network design, from simple
canonical designs to complicated ones with data obtained from a US bank study using
the training, validation, and testing approach. In terms of average total cost, the data-
driven model obtains the best solution with reasonable cost standard deviation when
α between 0.8 and 1.0 with these data from the study. Similarly, the suitable value of Γ
for the robust model is around 2.0. The robust model outperforms or at least performs
as well as the data-driven counterpart for most of the network designs, especially if we
want more conservative solutions. In some cases, the data-driven approach is slightly
better with less than 5% improvement in total cost with the same cost variation as
compared to the robust approach. In terms of computational time, the robust model
can be solved significantly faster than the data-driven model in all cases. The more
complicated network design is, the more significant the time difference is. Our results
show that the proposed robust model produces better solutions than those obtained
from the risk-averse data-driven approach in most experiments with a huge difference
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Figure 4-12: Network design C3
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Figure 4-13: Mean-standard deviation frontiers of two models for the network design
C1
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Figure 4-14: Mean-standard deviation frontiers of two models for the network design
C2
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Figure 4-15: Mean-standard deviation frontiers of two models for the network design
C3
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in the computational time.
4.6 Conclusion
In this chapter, we have developed two uncertainty models, data-driven and robust
optimization, for the application of call centers to solve both staffing and routing
problem. Simulation results show that a simple robust optimization approach per-
forms better than the data-driven approach with risk aversion in terms of call center
performance as well as computational time.
The routing control of call centers developed in this chapter is based on the off-
line customer-agent allocation, which allows us to consider the problem as a two-stage
problem. It would be interesting to consider online routing control, with which the
multi-stage model has to be developed. Uncertainty models, either moment-based or
other models, need to be studied further for this dynamic setting.
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Chapter 5
Conclusion
In this thesis, we have developed a moment-based uncertainty model that addresses
the ambiguity of probability distributions of random parameters for minimax stochas-
tic optimization problems, which is one of diverse applications of the problem of mo-
ments. In the context of optimization under uncertainty, we study this uncertainty
model using two main criteria of model tractability and solution quality. We are
able to show the model tractability for several cases of two-stage stochastic linear
optimization problems. In addition, extremal distributions can be constructed ex-
plicitly. For the criterion of solution quality, minimax solutions are compared with
solutions obtained from other approaches such as data-driven and robust optimiza-
tion approach. The numerical results show that minimax solutions hedges against
worst-case distributions and usually yield lower cost variability. However, tractabil-
ity is more important in selecting the appropriate uncertainty model for a particular
application. For the problem of large-scale call centers investigated in this thesis, the
current moment-based framework is not tractable and we have to consider other ap-
proaches including data-driven and robust optimization approach. The study shows
that with a very simple uncertainty set, the robust optimization approach can out-
perform the data-driven approach with risk aversion in most testing cases.
Future Research. We have been able to develop some tractable uncertainty
models and compare them to help selecting the appropriate one for some particular
applications. However, it still remains to be very challenging to provide an answer
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for the following model selection question:
Given historical data of an arbitrary application, which model should be
selected among all available uncertainty models?
It requires us to be able to extract important statistical information from historical
data that affect the performance of each uncertainty model. This indeed a challenging
topic for future research.
Regarding the moment-based framework, we have been able to extend the result
for a limited class of multi-stage stochastic optimization problems with exogenous
random parameters and affine decision rules. This model is clearly not tractable for
other multi-stage problems such as the call center problem studied in this thesis.
Another research direction is to develop further the moment-based framework for
more general multi-stage stochastic optimization problems. It is also important to
be able to build the framework with statistical information obtained from historical
data that reflects the sequential decision making process of multi-stage problems. We
believe that this is a challenging but interesting research area to be explored.
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