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Re´sume´ – La de´convolution d’images est essentielle pour l’imagerie haute re´solution et est par conse´quent largement utilise´e en astronomie et
en microscopie. Alors qu’un flou invariant dans le champ est mode´lise´ par une convolution conduisant a` des algorithmes rapides a` base de FFT,
les flous variant dans le champ ne´cessitent des mode`les a` la fois pre´cis et suffisamment rapides. Lorsque la re´ponse impulsionnelle (RI) varie
continuˆment dans le champ, un compromis entre ces deux objectifs contradictoires peut eˆtre atteint en interpolant une grille de RI.
Plusieurs mode`les pour les RI variant continuˆment dans le champ co-existent dans la litte´rature. Nous montrons que l’un d’entre eux est a` la
fois bien fonde´ physiquement et rapide. De plus, nous montrons que la qualite´ d’approximation peut eˆtre ame´liore´e en ajustant les RI et les poids
d’interpolation par rapport a` un mode`le continu choisi. Cette ame´lioration ne modifie pas la complexite´ de l’application de l’ope´rateur de flou.
Nous illustrons le mode`le de´veloppe´ sur une application de de´convolution en astronomie et montrons qu’une reconstruction re´gularise´e avec
le mode`le propose´ ame´liore largement les re´sultats existants.
Abstract – Image deblurring is essential to high resolution imaging and is therefore widely used in astronomy, microscopy or computational
photography. While shift-invariant blur is modeled by convolution and leads to fast FFT-based algorithms, shift-variant blurring requires models
both accurate and fast. When the point spread function (PSF) varies smoothly across the field, these two opposite objectives can be reached by
interpolating from a grid of PSF samples.
Several models for smoothly varying PSF co-exist in the literature. We advocate that one of them is both physically-grounded and fast.
Moreover, we show that the approximation can be largely improved by tuning the PSF samples and interpolation weights with respect to a given
continuous model. This improvement comes without increasing the computational cost of the blurring operator.
We illustrate the developed blurring model on a deconvolution application in astronomy. Regularized reconstruction with our model leads to
large improvements over existing results.
1 Introduction
La de´convolution d’images est utilise´e dans de nombreux
domaines pour ame´liorer la re´solution, le rapport signal-bruit et
le contraste d’images floues. Le flou rencontre´ dans les images
varie parfois spatialement. Ces variations peuvent eˆtre abruptes
(flou de bouge´ d’objets en mouvement, de´faut de mise au point
de certaines parties de la sce`ne) ou continues (aberrations op-
tiques, de´fauts de correction en optique adaptative, effets d’in-
terfaces en microscopie 3D). Les variations abruptes du flou
ne´cessitent une segmentation du champ en re´gions a` l’inte´rieur
desquelles la RI ne varie pas. Toute la difficulte´ porte alors sur
l’obtention d’une bonne segmentation. Les variations contin-
ues de RI ne´cessitent quant a` elles un effort de mode´lisation. La
de´gradation ne correspondant plus a` une convolution calculable
rapidement par FFT, un compromis doit eˆtre recherche´ entre la
qualite´ de l’approximation des RI et la rapidite´ du mode`le pour
pouvoir utiliser en pratique les algorithmes ite´ratifs de recon-
struction.
Dans la litte´rature, deux approches ont e´te´ explore´es pour la
mode´lisation de RI variant continuˆment (Figure 2). La premie`re
re´alise une re´duction de la dimension de l’espace des RI par
analyse en composantes principales. Le flou est alors mode´lise´
par un banc de filtres (chaque e´tage re´alisant la convolution
par un mode des RI) dont les sorties sont combine´es selon des
poids variant dans le champ [2, 7, 6]. Chaque e´tage du banc de
filtres ne´cessitant une convolution de la totalite´ du champ, la
complexite´ algorithmique de ce mode`le croıˆt proportionnelle-
ment avec le nombre d’e´tages (i.e., avec le nombre de modes
de RI retenus dans l’ACP). La seconde approche consiste en
un de´coupage du champ en blocs (avec superpositions), puis
en la combinaison de la convolution de chacun des blocs par
une RI diffe´rente [1, 4, 5]. Les convolutions n’e´tant calcule´es
que sur des parties du champ (le support de chaque bloc), la
complexite´ ne de´pend que du taux de recouvrement des blocs
et de la porte´e des effets de bord (taille du support des RI).
FIGURE 1 – Qualite´ d’approximation de deux mode`les : (a) mode`le propose´ en section 2 (ope´rateur H) ; et (b) mode`le de Nagy
[1] (ope´rateurH†). [en bleu : RI vraie, en rouge : points d’e´chantillonnage des RI, en vert : erreur d’approximation]
Nous montrons dans la section 2 que l’approximation des RI
par interpolation de RI prises sur une grille conduit a` un mode`le
de ce type. Nous ge´ne´ralisons ensuite dans la section 3 cette
mode´lisation pour ame´liorer la qualite´ d’approximation. Une
illustration sur un proble`me de de´convolution en astronomie
est pre´sente´e en section 4.
2 Approximation par interpolation de
re´ponses impulsionnelles
La de´gradation d’une distribution f lors de la formation de
l’image g est ge´ne´ralement mode´lise´e par une transformation
line´aire :
g(r) =
∫
h(r, s) f(s) ds, (1)
ou` h repre´sente la re´ponse impulsionnelle (RI). Lorsque la RI
ne de´pend que de la diffe´rence r−s (invariante spatiallement),
l’e´quation (1) est une convolution.
Lorsque les RI varient continuement, elles peuvent eˆtre bien
approxime´es par interpolation de quelques RI prises aux posi-
tions si :
h(r, s) ≈
K∑
i=1
hi(r − s)ϕint(s− si), (2)
avec hi(u) ≡ h(si +u, si) la RI pour une source situe´e en si,
ϕint un noyau d’interpolation etK le nombre de RI conside´re´es.
Le mode`le de formation d’images s’e´crit alors :
g(r) ≈
K∑
i=1
∫
hi(r − s)ϕi(s) f(s) ds ≡ [H◦f ](r), (3)
ou` ϕi(s) = ϕint(s− si) et l’ope´rateur line´aire correspondant a`
notre mode`le approche´ est note´H. Cet ope´rateur et son adjoint
(ne´cessaire pour la reconstruction ite´rative d’image) peuvent
s’e´crire sous la forme :
H =
∑
i
Hi◦Wi et H
♯ =
∑
i
Wi◦H
♯
i , (4)
avecWi un ope´rateur de ponde´ration correspondant a` une mul-
tiplication terme a` terme avec ϕi, Hi et H
♯
i respectivement
une convolution et une corre´lation avec la ie`me RI. L’image
de´grade´e est donc obtenue par sommation du re´sultat de la con-
volution entre les RI et des versions ponde´re´es de la distribution
de de´part. Comme les noyaux d’interpolation ont ge´ne´ralement
un support re´duit, les convolutions doivent eˆtre calcule´es sur
de petites re´gions, ce qui peut eˆtre re´alise´ effacement par FFT.
Cette mode´lisation permet ainsi une approximation rapidement
calculable du mode`le line´aire ge´ne´ral de l’e´quation (1) (la com-
plexite´ est environ 4 fois celle d’une convolution de toute l’im-
age par FFT [5], inde´pendamment du nombre K de RI, si
le support des RI hi est petit devant celui des poids ϕi). La
recherche d’une approximation rapide a` appliquer a conduit
Nagy et O’Leary [1] a` un mode`le diffe´rent, de complexite´ simi-
laire (figure 2(a)) :H† =
∑
iWi◦Hi . Inde´pendamment, Gilad
et Hardenberg [4] ont propose´ les approximations H et H†, et
Hirsch et al. [5] l’utilisation de H. Bien que comparables sur
le plan de la rapidite´, ces approximations sont tre`s diffe´rentes
de`s lors que le support des RI n’est pas ne´gligeable devant la
distance si − sj entre deux e´chantillons de RI successifs hi et
hj . La figure 1 en pre´sente une illustration 1D. Contrairement
au mode`le H†, le mode`le H propose´ : (i) pre´serve la syme´trie
des RI, (ii) est exact a` la limite d’un e´chantillonnage continu
des RI, (iii) pre´serve la positivite´ et la normalisation des RI
lorsque des noyaux d’interpolation bi-line´aire sont utilise´s. Une
mode´lisation de type (4), mais dans laquelle lesWi ne sont pas
localise´s et les Hi correspondent a` des convolutions avec des
modes des RI est propose´e par Flicker et Rigaut [2] (le couˆt est
alors proportionnel a` K : figure 2(b)).
FIGURE 2 – Principe des diffe´rents mode`les de flou variable dans le champ : (a) Mode`le de Nagy [1] : l’image est de´compose´e en blocs se superposant, chaque
bloc est convolue´ par une RI diffe´rente, le re´sultat des convolutions est interpole´. Rapide, mais les RI effectives n’ont pas de bonnes proprie´te´s (cf. section 2). (b)
De´composition des RI sur les modes principaux obtenus par ACP [2]. Les convolutions sont re´alise´es sur l’image entie`re pour chacun des termes : lent. (c) Mode`le
correspondant a` une interpolation des RI ([5] et section 2). Rapide et pre´sentant de meilleurs proprie´te´s que (a). On peut remarquer que le re´sultat obtenu est tre`s proche
de (a) lorsque les blocs sont grands devant le support des RI. (d) Ge´ne´ralisation du mode`le (c) avec l’optimisation des poids et des RI de´crite en section 3.
FIGURE 3 – De´convolution avec une RI variant dans le champ : (a) simulation de l’observation d’un champ d’e´toiles par la came´ra
WFC non corrige´e ; (b) grille 5× 5 de RI fournie ; (c) e´toile correctement de´tecte´es par de´convolution parcimonieuse (gris : bonne
de´tection, bleu : non-de´tection (4.9%), rouge : fausse alarme (7.2%)
3 Ame´lioration de l’approximation
L’erreur d’approximation des RI peut eˆtre re´duite de
diffe´rentes manie`res : (i) en augmentant le nombre K de RI hi
(couˆteux quand le support des RI est grand) ; (ii) en changeant
l’ordre d’interpolation (couˆteux car le support du noyau d’in-
terpolation est proportionnel a` l’ordre d’interpolation) ; (iii) en
utilisant une interpolation ge´ne´ralise´e, c’est-a`-dire en raffinant
les poids d’interpolation ϕi (sans augmentation du support) et
les RI hi pour s’ajuster a` un mode`le donne´ de RI h. L’approche
(iii) est la plus inte´ressante puisqu’elle permet d’ame´liorer l’ap-
proximation sans augmentation du couˆt de l’ope´rateurH. Cela
peut eˆtre re´alise´ en minimisant l’e´cart quadratique entre les RI
cibles et leur approximation :
ǫ2 =
∫∫ [
h(r, s)−
∑
i
hi(r − s)ϕi(s)
]2
dr ds (5)
par rapport aux RI {hi}
K
i=1 et aux poids {ϕi}
K
i=1. En par-
tant des RI {hi}
K
i=1 aux points {si}
K
i=1 (i.e., le mode`le de la
section 2), l’e´cart ǫ2 est alternativement minimise´ par rapport
aux poids, puis par rapport aux RI. La minimisation de (5)
est un proble`me biline´aire. Bien que la proce´dure de minimi-
sation alterne´e re´duise a` chaque ite´ration l’erreur d’approxi-
mation ǫ2, la convergence vers le minimiseur global n’est pas
garantie. En pratique, nous re´alisons chaque e´tape de minimi-
sation et re´solvant les e´quations normales par SVD. Notons que
cette proce´dure d’optimisation des poids et des RI ne doit eˆtre
re´alise´e qu’une seule fois pour un syste`me donne´ (caracte´rise´
par son mode`le de RI h).
La figure 2 (d) illustre les poids d’interpolation et les RI
obtenues pour un mode`le de RI correspondant a` la correction
d’une optique adaptative sur le VLT du Chili [3].
4 Application a` la de´convolution
Nous illustrons sur la figure 3 la de´convolution obtenue
sur des donne´es simule´es (source : ftp.stsci.edu/
software/stsdas/testdata/restore/sims/
star_cluster) traite´es par Nagy et O’Leary [1]. La
simulation correspond a` l’observation d’un champ d’e´toiles
par le satellite Hubble. Nous avons reconstruit ce champ
d’e´toiles avec une approche de maximum a posteriori (attache
aux donne´es quadratique et re´gularisation ℓ1 avec contrainte
de positivite´). L’erreur RMS est de 3.6% en utilisant la grille
5 × 5 de RI, 6.2% en utilisant seulement la PSF moyenne, a`
comparer avec les 16% d’erreur RMS obtenus dans [1] avec
une reconstruction par gradients conjugue´s pre´conditionne´s
tronque´s.
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