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Abstract
In this paper we study the existence of periodic solutions for differential inclusions.
We prove existence theorems under various sets of hypotheses for both the nonconvex and
convex problems. Also we show the existence of extreme solutions. Some feedback control
systems are also considered.
 2002 Elsevier Science (USA). All rights reserved.
Keywords: Differential inclusions; Periodic solutions; Continuous selector; Compact operator; Fixed
point
1. Introduction
In [14,15], Hu and Papageorgiou proved the existence of periodic solutions
for nonconvex differential inclusions in RN . The approach [14] was based on
directionally continuous selectors for the orientor field and on a Nagumo type
tangential condition. In [15], their approach was based on degree theory argu-
ments. We wish to mention that for the periodic problems some existence results
have been recently established by De Blasi et al. [2]. The method was based on
the construction of the topological degree for the Poincaré maps and on a guiding
potential condition. Under invariance type assumptions, extremal solutions were
* Corresponding author. Sponsor fund code: HIT.MD.2000.24.
E-mail address: xyliguocheng@sohu.com (X. Xue).
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)0 03 97 -9
G. Li, X. Xue / J. Math. Anal. Appl. 276 (2002) 168–183 169
studied by De Blasi and Pianigiani [4]. All earlier works had assumed that the
orientor field (multivalued vector field) is convex valued. We refer to the works
of Cellina [7], Haddad and Lasry [11], Aubin and Cellina [1], Macki et al. [19]
and Plaskacz [21]. In this paper our approach is different and is based on Leray–
Schauder alternative theorem, whose multivalued analog is due is to Dugundji
and Granas [8], and on the Schauder fixed point theorem. So our hypotheses on
the orientor field are different. Also here we are concerned with the existence of
extreme solutions, i.e., trajectories of the multivalued system in which the original
orientor field is replaced by the set of its extreme points. An example of feedback
control systems is also presented. We benefit a lot from the valuable works of
Halidias and Papageorgiou [12] and Kravvaritis and Papageorgiou [16,18].
2. Preliminaries
In this section we fix our terminology and notation and briefly recall some
basic definitions and facts from multivalued analysis that we shall need in the
sequel.
Let RN (N  1) be an N -dimensional real Euclidean space, with inner
product (· , ·) and induced norm ‖ · ‖. By Pf (c)(RN) (respectively, Pk(c)(RN)),
we denote the collection of all nonempty, closed (and convex) (respectively,
nonempty, compact (and convex)) subsets of RN . A multifunction F :T =
[0, b]→ Pf (RN) is said to be measurable, if for all x ∈ RN , R+-valued function
t → d(x,F (t)) = inf{‖x − v‖: v ∈ F(t)} is measurable. This definition of
measurability is equivalent to saying that
GrF = {(t, v) ∈ T ×RN : v ∈ F(t)} ∈ L(T )×B(RN)
(graph measurability), where L(T ) is the Lebesgue σ -field of T , B(RN) is the
Borel σ -field of RN . In general, however, we can only say that measurability
implies graph measurability. A graph measurable multifunction F :T × RN →
Pk(R
N) has the property that if x :T → RN is measurable, then t → F(t, x(t)) is
graph measurable, i.e., GrF(· , x(·)) ∈ L(T )×B(RN). So by Aumann’s selection
theorem (see Wagner [23, Theorem 5.10]), we can find a measurable function
g :T →RN such that g(t) ∈ F(t, x(t)) a.e. on T .
Given F :T → Pf (RN), by SF we denote the set of all selectors of F(·)
which belong to the Lebesgue–Bochner space L1(T ,RN), i.e., SF = {f ∈
L1(T ,RN ): f (t) ∈ F(t) a.e. on T }. In general this set may be empty. However,
a straightforward application of Aumann’s selection theorem (see Wagner [23,
Theorem 5.10]) proves that SF is nonempty if and only if inf{‖v‖: v ∈ F(t)} ∈
L1(T )+. The SF is closed, and is also convex if and only if for almost all
t ∈ T , F(t) is convex. Moreover, SF is bounded provided the map t → |F(t)| =
sup{‖v‖: v ∈ F(t)} belongs to L1(T )+. Finally the set SF is decomposable in the
sense that if (f1, f2,A) ∈ SF ×SF ×L(T ), then f1χA+f2χAc ∈ SF . On Pf (RN)
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we can define a generalized metric, known in the literature as the Hausdorff
metric, by setting
h(A,B)=max
{
sup
a∈A
inf
b∈B ‖a − b‖, supb∈B infa∈A‖b− a‖
}
,
A,B ∈ Pf (RN). It is well-known that (Pf (RN),h) is a complete metric space
and that (Pk(RN),h) is a closed separable subspace of it. In addition Pf c(RN)
and Pkc(RN) are closed subspaces of (Pf (RN),h) and (Pk(RN),h), respectively.
A multifunction F :RN → Pf (RN) is said to be h-continuous if it is continuous
from RN to the metric space (Pf (RN),h). Let X,Z be Hausdorff topological
spaces and let G :Y → 2Z \ {∅}. We say that G(·) is upper semicontinuous (usc)
(respectively, lower semicontinuous (lsc)), if for all C ⊆ Z nonempty closed,
G−(C) = {y ∈ Y : G(y) ∩ C = ∅} (respectively, G+(C) = {y ∈ Y : G(y) ⊆
C = ∅}) is closed in Y . When Z is regular, for a closed valued G(·), upper
semicontinuity implies that the graph of G(·), i.e., GrG = {(y, z) ∈ Y × Z: z ∈
G(y)} is closed in Y × Z with the product topology. The converse is not true
in general. If Y,Z are both metric spaces, then the above definition of lower
semicontinuity is equivalent to saying that for all z ∈ Z, y → dZ(z,G(y)) =
inf{dZ(z, v): v ∈ G(y)} is upper semicontinuity as R+-valued function. Also,
lower semicontinuity is equivalent to saying that if yn → y in Y as n→∞, then
G(y) ⊆ limG(yn) = {z ∈ Z: limdZ(z,G(yn)) = 0} = {z ∈ Z: z = lim zn, zn ∈
G(yn), n  1}. For further details on these and related concepts, we refer to De
Blasi and Myjak [3], Klein and Thompson [17] and Frigon [9].
In the rest of this section, for the convenience of the reader, we state without
proof (although detailed references are given) some the theorems that we will
need in the sequel.
We start with the multivalued version of the Leray–Schauder alternative
theorem. A proof of this result can be found in Dugundji and Granas [8].
Theorem 2.1 (Dugundji and Granas [8]). If X is a Banach space, C ⊆ X is
nonempty, closed and convex with 0 ∈ C and G :C → Pkc(C) is an usc multi-
function which maps bounded sets into relatively compact sets, then one of the
following statements is true:
(a) the set Γ = {x ∈ C: x ∈ λG(x), λ ∈ (0,1)} is unbounded;
(b) the G(·) has a fixed point, i.e., there exists x ∈C such that x ∈G(x).
Let E be a Banach space and L1(T ,E) be the Banach space of all functions
u :T → E which are Bochner integrable. According to [13], a subset K ⊆
L1(T ,E) is decomposable, if for every measurable set A ∈ L(T ), uχA+vχT \A ∈
K for u,v ∈ K . The collection of nonempty decomposable subsets of L1(T ,E)
is denoted by D(L1(T ,E)). Now let us state the Bressan–Colombo continuous
selection theorem. The interested reader can find more details in [5].
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Theorem 2.2 (Bressan and Colombo [5]). Let X be a separable metric space,
and let F :X→ D(L1(T ,E)) be a lsc multifunction with closed decomposable
values. Then F has a continuous selection.
Let X be a separable Banach space and C(T ,X) be the Banach space of
all continuous function x :T → X with the norm ‖x‖C = maxt∈T ‖x(t)‖; then
C(T ,X) is separable Banach space. A multifunction F :T × X → Pwkc(X) is
called Caratheodory type if, for every x ∈ X, F(· , x) is measurable and, for
almost all t ∈ T , F(t, ·) is h-continuous, where Pwkc(X) is the collection of
all nonempty, weakly compact and convex subsets of X. Let M ⊂ C(T ,X).
A multifunctionF :T ×X→ Pwkc(X) is called integrably bounded on M if there
exists function λ :T →R+ such that for almost all t ∈ T
sup
{‖y‖: y ∈ F (t, x(t)), x(·) ∈M} λ(t).
A nonempty subset M0 ⊂ C(T ,X) is called σ -compact if there is a sequence
{Mk}k1 of compact subsets Mk such that M0 =⋃k1Mk . Let M0 ⊂M , such
that M0 is dense in M and σ -compact. The following continuous selection
theorem in the extreme point case is due to Tolstonogov [22].
Theorem 2.3 (Tolstonogov [22]). Let multifunction F :T × X → Pwkc(X) be
Caratheodory type and integrably bounded. Then there exists a continuous
function g :M → L1(T ,X) such that for almost all t ∈ T , if x(·) ∈ M0, then
g(x)(t) ∈ extF(t, x(t)), and if x(·) ∈M \M0, then g(x)(t) ∈ extF(t, x(t)).
3. Existence theorems
Let T = [0, b]. We consider the following multivalued periodic problem:{
x ′(t) ∈ F(t, x(t)) a.e. on T ,
x(0)= x(b), (1)
where F :T × RN → 2RN \ {∅}. We prove existence theorems for both the
nonconvex and convex problems.
We start with a nonconvex existence theorem. Using Leray–Schauder alterna-
tive theorem, we are able to establish the existence of solutions for problem (1).
For nonautonomous differential inclusion (1), the condition that F is continuous
and meet the growth condition is not sufficient to guarantee existence of solutions,
therefore, we need further assumptions to F . Our hypotheses on the multifunction
F are the following:
H(F)1 F :T ×RN → Pk(RN) is a multifunction such that
(i) (t, x)→ F(t, x) is graph measurable;
(ii) for almost all t ∈ T , x→ F(t, x) is lsc;
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(iii) there exists M > 0 such that if ‖x0‖>M , then we can find δ(x0) > 0,
c(x0) > 0, such that for almost all t ∈ T , we have
inf
{
(v, x): v ∈ F(t, x), ‖x − x0‖< δ(x0)
}
 c(x0);
(iv) |F(t, x)| = sup{‖v‖: v ∈ F(t, x)}  a(t) + d‖x‖ a.e. on T , a(·) ∈
L1(T )+ (d > 0).
Theorem 3.1. If hypotheses H(F)1 hold, then problem (1) has a solution x ∈
W 1,1(T ,RN).
Proof. Let W 1,1p (T ,RN)= {x ∈W 1,1(T ,RN): x(0)= x(b)} and L(x)= x ′ − x ,
for all x ∈W 1,1p (T ,RN); then L :W 1,1p (T ,RN)→L1(T ,RN ) is a linear operator.
Claim 1. L :W 1,1p (T ,RN)→ L1(T ,RN) is one-to-one.
Suppose L(x1)= L(x2). Then x ′1(t)− x1(t) = x ′2(t)− x2(t) a.e. on T and so
(x1−x2)′(t)= (x1−x2)(t) a.e. on T . We take the inner product with (x1−x2)(t).
Noting that
b∫
0
(
(x1 − x2)′(t), (x1 − x2)(t)
)
dt
= 1
2
[∥∥x1(0)− x2(0)∥∥2 − ∥∥x1(b)− x2(b)∥∥2],
we have
0 =
b∫
0
(
(x1 − x2)′(t), (x1 − x2)(t)
)
dt =
b∫
0
∥∥(x1 − x2)(t)∥∥2 dt.
Then ‖x1−x2‖2 = 0 (L2(T ,RN)-norm), and so x1 = x2, which proves the claim.
Claim 2. R(L)= L1(T ,RN ), i.e., L is surjective.
To prove this claim, we need to show for every u ∈ L1(T ,RN), the periodic
problem{
x ′(t)− x(t)= u(t) a.e. on T ,
x(0)= x(b) (2)
has a solution x ∈W 1,1(T ,RN ). The problem (2) is equivalent to saying that{
y ′(t)= e−tu(t) a.e. on T ,
y(0)= ety(b) (3)
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has a solution y ∈ W 1,1(T ,RN) (note that (e−t x(t))′ = e−t x ′(t) − e−t x(t)),
where y(t)= e−t x(t). Consider Cauchy problem{
y ′(t)= e−tu(t) a.e. on T ,
y(0)= ξ. (4)
Clearly we get a solution of problem (4), y(t)= y(0)+ ∫ t0 e−su(s) ds. Let us set
y(0)= eby(b); we have
y(0)= 1
e−b − 1
b∫
0
e−su(s) ds.
So problem (3) has a solution which is the solution of Cauchy problem (4) when
ξ = 1
e−b − 1
b∫
0
e−su(s) ds.
Therefore problem (2) has a solution. Then L(·) is surjective. Evidently the range
of L−1 is W 1,1p (T ,RN).
Claim 3. L−1 :L1(T ,RN) → L1(T ,RN ) is completely continuous (i.e., it is
continuous and maps bounded sets into relatively compact sets).
To this end let K ⊂ L1(T ,RN) be bounded. We shall show that L−1(K) is
relatively compact in L1(T ,RN). For this purpose let x ∈ L−1(K); then x =
L−1(u) with u ∈ K . Since ‖x‖1  c‖L(x)‖1 (see [15, Proof of Theorem 3.1]),
we have ‖x‖1  c‖L(x)‖1 = c‖u‖1  c|K| = c sup[‖u‖1: u ∈ K] < +∞ and
‖x ′‖1  ‖u‖1 + ‖x‖1  2c|K|. From these bounds we infer that L−1(K)
is bounded in W 1,1p (T ,RN). But W 1,1p (T ,RN) is compactly embedded in
L1(T ,RN ). Therefore L−1(K) is relatively compact in L1(T ,RN ). Also from
the fact that L−1 is a linear compact operator, L−1 :L1(T ,RN )→ L1(T ,RN) is
continuous.
Next let N :L1(T ,RN)→ 2L1(T ,RN) be the multivalued Nemitsky operator
corresponding to F and defined by N(x) = {v ∈ L1(T ,RN ): v(t) ∈ F(t, x(t))
a.e. on T }.
Claim 4. N(·) has nonempty, closed, decomposable values and is lsc.
The closedness and decomposability of the values of N(·) are easy to check.
For the nonemptiness, note that if x ∈ L1(T ,RN ), by virtue of hypothesis
H(F)1(i), then t → F(t, x(t)) is graph measurable, so we can apply Aumann’s
selection theorem and obtain a measurable map v :T → RN such that v(t) ∈
F(t, x(t)) a.e. on T . By virtue of hypothesis H(F)1(iv), v ∈ L1(T ,RN ). There-
fore for every x ∈ L1(T ,RN ), N(x) = ∅. To check the lower semicontinuity of
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N(·), we need to show that for every u ∈ L1(T ,RN), x→ d(u,N(x)) is an upper
semicontinuous R+-valued function defined on L1(T ,RN). To this end, we have
d
(
u,N(x)
)= inf{‖u− v‖1: v ∈N(x)}
= inf
{ b∫
0
∥∥u(t)− v(t)∥∥ dt: v ∈N(x)
}
=
b∫
0
inf
{∥∥u(t)− v∥∥: v ∈ F (t, x(t))}dt
=
b∫
0
d
(
u(t),F
(
t, x(t)
))
dt
(see Hiai and Umegaki [13, Theorem 2.2]). We shall show that for every λ 0, the
superlevel set Uλ = {x ∈ L1(T ,RN): d(u,N(x))  λ} is closed in L1(T ,RN).
For this purpose let {xn}n1 ⊆ Uλ and assume that xn → x in L1(T ,RN). By
passing to a subsequence if necessary, we may assume that xn(t)→ x(t) a.e. on T
as n→∞. By virtue of hypothesis H(F)1(ii), x→ d(u(t),F (t, x)) is an upper
semicontinuous R+-valued function. So via Fatou’s lemma, we have
λ limd
(
u,N(xn)
)= lim
b∫
0
d
(
u(t),F
(
t, xn(t)
))
dt

b∫
0
limd
(
u(t),F
(
t, xn(t)
))
dt

b∫
0
d
(
u(t),F
(
t, x(t)
))
dt = d(u,N(x)).
Therefore x ∈Uλ and this proves the lower semicontinuity ofN(·). This allows us
to apply Theorem 2.2 and obtain a continuous map g :L1(T ,RN)→ L1(T ,RN )
such that g(x) ∈N(x) for every x ∈L1(T ,RN). Let g1(x)= g(x)− x . Then it is
clear that to finish our proof, we need to solve the following fixed point problem:
x = L−1g1(x). (5)
Clearly a solution of (5) also solves problem (1). To produce x ∈W 1,1p (T ,RN)
which solves (5) we shall use Leray–Schauder’s alternative theorem. By virtue
of completely continuity of L−1 and the continuity of g1(·), L−1g1 is a compact
operator. Next we shall show that the set
Γ = {x ∈W 1,1p (T ,RN): x = λL−1g1(x), λ ∈ (0,1)}
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is bounded in L1(T ,RN ). To this end let x ∈ Γ for some λ ∈ (0,1); we have
L(x)= λg1(x)= λ
(
g(x)− x)
⇒ x ′(t)= λg(x)+ (1− λ)x(t) a.e. on T .
Claim 5. For all x ∈W 1,1p (T ,RN) such that x = λL−1g1(x) for some λ ∈ (0,1),
we have ‖x‖c M , where M is as in hypothesis H(F)1(iii).
Let ρ(t) = ‖x(t)‖2 and ρ(t0) = max0tb ρ(t). Since x(0) = x(b), we can
assume that 0  t < b. Suppose that ρ(t0) > M2; then by virtue of hypothesis
H(F)1(iii), there exists c(x0) > 0, δ(x0) > 0 such that for almost all t ∈ T
inf
{
(v, x): v ∈ F(t, x), ‖x0 − x‖< δ(x0)
}
 c(x0),
where x0 = x(t0). Since x ∈ C(T ,RN), we can find δ1(x0) > 0 such that if t ∈
(t0, t0 + δ1(x0)], then ‖x(t)− x0)‖< δ(x0). Also g(x)(t) ∈ F(t, x(t)) a.e. on T .
So for almost all t ∈ (t0, t0+ δ1(x0)], we have (g(x)(t), x(t)) c(x0). Integrating
over [t0, t], t ∈ (t0, t0 + δ1(x0)], we get
ρ(t)− ρ(t0)= 2
t∫
t0
(
x ′(s), x(s)
)
ds
= 2λ
t∫
t0
(
g(x)(s), x(s)
)
ds + 2(1− λ)
t∫
t0
∥∥x(s)∥∥2 ds
 2λc(x0)(t − t0) > 0,
which contradicts the choice of t0. So Γ is bounded in C(T ,RN), therefore Γ
is bounded in L1(T ,RN ). Invoking the Leray–Schauder’s alternative theorem,
we obtain x = L−1g1(x). Evidently x ∈ W 1,1p (T ,RN) is a solution of prob-
lem (1). ✷
Example 3.2. Consider the system
x ′ − ax ∈ e(t, x, y)yα + g(t, x, y),
y ′ − by ∈ f (t, x, y)xβ + h(t, x, y),
where e, f, g,h : [0, T ]×R×R→ Pk(R) are bounded multifunctions that are lsc
in (x, y) for almost all t ∈ [0, T ], and are measurable in t for every (x, y) ∈ R2,
a, b > 0, α,β ∈ [0,1). We can easily see that hypotheses (i), (ii), (iv) in H(F)1
hold. Set
F(t, x, y)=
(
ax + e(t, x, y)yα + g(t, x, y)
by + f (t, x, y)xβ + h(t, x, y)
)
;
then for every z= (x, y) ∈R2, we have
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inf
{
(v, z): v ∈ F(t, x, y)}= inf{ax2 + by2 + e(t, x, y)xyα + g(t, x, y)x
+ f (t, x, y)xβy + h(t, x, y)y}.
Since e, f, g,h are bounded and
lim‖z‖→∞
xyα
ax2 + by2 = lim‖z‖→∞
xβy
ax2 + by2 = 0,
then there exists M > 0, c > 0 such that if ‖z‖>M , then
inf
{
(v, z): v ∈ F(t, x, y)} c.
Therefore the condition (iii) in H(F)1 hold. From Theorem 3.1, periodic bound-
ary value problem of the system has at least one solution. If e, f, g,h are T -
periodic in t , then the system has a T -periodic solution.
Next we present the convex result. For this, we shall need the following
hypothesis on F :
H(F)2 F :T ×RN → Pkc(RN) is a multifunction such that
(i) for every x ∈RN , admits a measurable selector;
(ii) for almost all t ∈ T , t → F(t, x) has a closed graph;
(iii) there exists M > 0 such that if ‖x0‖ >M , then we can find δ(x0) > 0
and c(x0) > 0 such that for almost all t ∈ T , we have
inf
{
(v, x): v ∈ F(t, x), ‖x − x0‖< δ(x0)
}
 c(x0);
(iv) |F(t, x)| = sup{‖v‖: v ∈ F(t, x)}  a(t) + d‖x‖ a.e. on T , a(·) ∈
L1(T )+.
In this case, because of hypothesis H(F)2(ii), in general we cannot pass
to a single-valued problem via a continuous selector. Therefore we need the
multivalued version of the Leray–Schauder alternative theorem (see Dugundji and
Granas [8]).
Theorem 3.3. If hypotheses H(F)2 hold, then problem (1) has a solution set
which is nonempty and weakly compact in W 1,1(T ,RN).
Proof. The proof is as that of Theorem 3.1, so we present only those particular
point where the two proofs differ.
In this case the multivalued Nemitsky operator N :L1(T ,RN )→ 2L1(T ,RN)w
has nonempty closed, convex values in L1(T ,RN) and is usc from L1(T ,RN )
into L1(T ,RN) furnished with the weak topology (denoted by L1(T ,RN )w). The
closedness and convexity of the values of N(·) are clear. To see the nonemptiness,
we proceed as follows. Let x ∈ L1(T ,RN), and let {sn}n1 be a sequence of step
functions such that sn(t)→ x(t) and ‖sn(t)‖  ‖x(t)‖ a.e. on T . Then by virtue
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of hypothesis H(F)2(i), for every n  1, t → F(t, sn(t)) admits a measurable
selector fn(t). From hypothesis H(F)2(iv), it follows that {fn}n1 is uniformly
integrable. So by Dunford–Pettis theorem, and by passing to a subsequence
if necessary, we may assume that fn → f weakly in L1(T ,RN ). Then from
Theorem 3.1 in [20], we have
f (t) ∈ convlim{fn(t)}n1 ⊆ conv limF (t, sn(t))⊆ F (t, x(t)) a.e. on T ,
the last inclusion being a consequence of hypothesis H(F)2(ii). So f ∈N(x) and
this proves the nonemptiness of the values of N(·).
Next we shall show that N(·) is usc from L1(T ,RN) into L1(T ,RN)w . To this
end let C be a nonempty and weakly closed subset of L1(T ,RN ). We need to
show that the set
N−(C)= {x ∈ L1(T ,RN): N(x) ∩C = ∅}
is closed. To this end let {xn}n1 ⊆ N−(C) and assume xn → x in L1(T ,RN ).
Passing to a subsequence, we can get that xn(t) → x(t) a.e. on T . Let fn ∈
N(xn) ∩ C, n  1. Then by virtue of hypothesis H(F)2(iv) and Dunford–Pettis
theorem, we may assume that fn → f ∈ C in L1(T ,RN)w . As before we have
f (t) ∈ convlim{fn(t)}n1 ⊆ conv limF (t, xn(t))⊆ F (t, x(t)) a.e. on T ;
then f ∈ N(x) ∩ C, i.e., N−(C) is closed in L1(T ,RN ). This proves the upper
semicontinuity of form L1(T ,RN) into L1(T ,RN )w .
We consider the following fixed point problem, which is equivalent to prob-
lem (1):
x ∈ L−1N1(x), (6)
where N1(x) = N(x) − x . Recalling that L−1 :L1(T ,RN ) → L1(T ,RN ) is
completely continuous, we see that L−1N1 :L1(T ,RN) → Pkc(L1(T ,RN )) is
usc and maps bounded sets into relatively compact sets. We easily check that
L−1N1 has convex values. Let
Γ1 =
{
x ∈ L1(T ,RN): x ∈ λL−1N1(x), λ ∈ (0,1)
}
.
Then arguing as in the proof of Theorem 3.1, we can show that Γ1 is bounded.
Invoking Theorem 2.1, we infer that the fixed point problem (6) has a solution
x ∈W 1,1p (T ,RN). Evidently this is a solution of problem (1).
Let S denote the solution set of problem (1). Then S is a bonded set in
C(T ,RN) and |S| = sup{‖x‖c: x ∈ S} M, where M > 0 is as in hypothesis
H(F)2(iii) (as in the proof of Theorem 3.1). By virtue of hypothesis H(F)2(iv),
‖x ′(t)‖  a1(t) a.e. on T , where a1(t) = a(t) + dM for every x ∈ S . So by
Ascoli–Arzela theorem S is relatively compact subset in C(T ,RN). If {xn}n1 ⊆
S , without loss of generality, we may assume that xn→ x in C(T ,RN), x ′n→ x ′
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in L1(T ,RN)w (see Aubin and Cellina [1, p. 13, Theorem 4]), therefore xn → x
weakly in W 1,1(T ,RN ). From Theorem 3.1 in [20], we have
x ′(t) ∈ conv lim{x ′n(t)}n1 ⊆ convlimF (t, xn(t))⊆ F (t, x(t)) a.e. on T ,
and x(0) = x(b) is clear; then x ∈ S . Therefore we conclude that S is weakly
compact in W 1,1(T ,RN). ✷
Remark 3.4. Using Leray–Schauder alternative theorem, similarly, we can es-
tablish existence theorem of solutions of periodic boundary value problem for
differential equations. Let function f be of Caratheodory type. If conditions (iii)
and (iv) in H(F)2 on f hold, the periodic boundary value problem{
x ′(t)= f (t, x(t)) a.e. on T ,
x(0)= x(b)
has a solution x ∈W 1,1(T ,RN). The proof is similar to the proof of Theorem 3.1,
we need only to notice that the Nemitsky operator N : (LT ,RN)→ (LT ,RN),
Nx = f (t, x(t)) is continuous (see Guo [10, p. 9, Theorem 1.1]). In autonomous
case, if f is continuous, the condition (iii) is more clear: there exists M > 0 such
that if ‖x0‖ > M , then we can find δ(x0) > 0, such that (x, f (x)) > 0, for all
x ∈B(x0, δ(x0)).
Remark 3.5. For differential equations with discontinuous right-hand side, we
can regularize the right-hand side and turn the differential equations into the dif-
ferential inclusions in the discussion. Actually, control problem and implicit dif-
ferential equation are frequently turned into differential inclusion for discussion.
4. Extreme solutions
In this section we examine the following problem:{
x ′(t) ∈ extF(t, x(t)) a.e. on T ,
x(0)= x(b), (7)
where extF(t, x(t)) denotes the set of the extreme points of F(t, x(t)). In this
case the hypotheses on F are the following:
H(F)3 F :T ×RN → Pkc(RN) is a multifunction such that
(i) for every x ∈RN , t → F(t, x) is measurable;
(ii) for almost all t ∈ T , x→ F(t, x) is h-continuous;
(iii) there exists M > 0 such that if ‖x0‖ >M , then we can find δ(x0) > 0
and c(x0) > 0 such that for almost all t ∈ T , we have
inf
{
(v, x): v ∈ F(t, x), ‖x − x0‖< δ(x0)
}
 c(x0);
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(iv) |F(t, x)| = sup{‖v‖: v ∈ F(t, x)} ϕ(t) a.e. on T , ϕ(·) ∈L2(T )+.
Theorem 4.1. If hypotheses H(F)3 hold, then problem (7) has a solution x(·) ∈
W 1,2(T ,RN ).
Proof. Let S be the solution set of (7), when extF is replaced by F . From the
proof of Theorem 3.2, we know that S is relative compact in C(T ,RN) and
|S| = sup{‖x‖c: x ∈ S}M .
Let V = {u ∈L1(T ,RN): ‖u(t)‖M +ϕ(t) a.e. on T }; then Kˆ = L−1(V ) is
bounded in W 1,2(T ,RN). In fact, for every x ∈ L−1(V ), there exists u ∈ V such
that x ′(t)− x(t)= u(t) a.e. on T . If we take the inner product with x(t) and then
integrate over [0, b], we have
b∫
0
(
x ′(t), x(t)
)
dt −
b∫
0
∥∥x(t)∥∥2 dt =
b∫
0
(
u(t), x(t)
)
dt
⇒ ‖x‖22 
b∫
0
∥∥u(t)∥∥ · ∥∥x(t)∥∥dt  ‖u‖2 · ‖x‖2
⇒ ‖x‖2  ‖u‖2
(note that ∫ b0 (x ′(t), x(t)) dt = (1/2)(‖x(b)‖2 − ‖x(0)‖2)= 0). Since x ′(t) =
x(t) + u(t) a.e. on T , then ‖x ′‖2  ‖x‖2 + ‖u‖2  2‖u‖2. So Kˆ = L−1(V )
is bounded in W 1,2(T ,RN ). Since W 1,2(T ,RN) is compactly embedded in
C(T ,RN), Kˆ is also compact and convex subset of C(T ,RN). From Theo-
rem 2.3, we can find a continuous map g : Kˆ → L1(T ,RN) such that g(x)(t) ∈
extF(t, x(t)) a.e. on T for all x ∈ Kˆ . Let g1(x)= g(x)− rM(x), where rM(x) is
the M-radial retraction in RN , i.e.,
rM(x)=
{
x, if ‖x‖M,
Mx
‖x‖ , if ‖x‖M.
Then L−1g1 : Kˆ→ Kˆ is a compact operator. Apply Schauder fixed point theorem
to get x ∈ Kˆ , such that
x = L−1g1(x) ⇒ x ′ − x = g(x)− rM(x). (8)
Next we shall show that ‖x‖c M . Let ρ(t) = ‖x(t)‖2. Let t0 ∈ T be the point
where ρ(·) attains its maximum and suppose that ρ(t0) >M2. Since x(0)= x(b),
we can assume that 0  t0 < b. Then by virtue of hypothesis H(F)3(iii), there
exist c(x0) > 0, δ(x0) > 0 (x0 = x(t0)) such that for almost all t ∈ T , we have
inf
{
(v, x): v ∈ F(t, x), ∥∥x − x(t0)∥∥< δ(x0)} c(x0).
Since x ∈ C(T ,RN), we can find δ1(x0) > 0 such that if t ∈ (t0, t0 + δ1(x0)], we
have ‖x(t)− x0‖< δ(x0). Also g(x)(t) ∈ F(t, x(t)) a.e. on T . We take the inner
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product with x(t) and then integrate over [t0, t] for (8), where t ∈ (t0, t0 + δ1]. We
have
t∫
t0
(
x ′(s), x(s)
)
ds −
t∫
t0
∥∥x(s)∥∥2 ds =
t∫
t0
(
g(x)(s), x(s)
)
ds
−
t∫
t0
(
rM
(
x(s)
)
, x(s)
)
ds
⇒ ρ(t)− ρ(t0)= 2
t∫
t0
(
g(x)(s), x(s)
)
ds
+ 2
t∫
t0
{∥∥x(s)∥∥2 − (rM(x(s)), x(s))}ds
⇒ ρ(t)− ρ(t0) 2c(x0)(t − t0) > 0,
which contradicts the choice of t0. So ‖x(t)‖ M for all t ∈ T . Therefore from
(8), we get x ′(t) = g(x)(t) ∈ F(t, x(t)) a.e. on T , i.e., x(·) ∈W 1,2(T ,RN ) is a
solution of (7). ✷
5. Some applications
In this section we show how the results of this paper can be used to study
certain nonlinear periodic feedback control systems.
The system under consideration is the following:

x ′(t)= f (t, x(t), u(t)) a.e. on T = [0, b],
x(0)= x(b),
u(t) ∈ U(t, x(t)) a.e. on T = [0, b].
(9)
By an admissible state-control pair, we mean two functions x(·) and u(·) such
that (x,u) ∈ W 1,1(T ,RN ) × L1(T ,Rm) and which satisfy all the constraints
in (9). We show that under very mild hypotheses on the data, system (9) admits at
least one such admissible state-control pair. We need the following hypotheses:
H(U) U :T ×RN → Pk(Rm) is a multifunction such that
(1) (t, x)→U(t, x) is graph measurable;
(2) for all t ∈ T , x→ U(t, x) is lsc;
(3) |U(t, x)| = sup{‖u‖: u ∈ U(t, x)} c1.
H(f ) f :T ×RN ×Rm → RN is a function such that
(1) (t, x,u)→ f (t, x,u) is graph measurable;
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(2) for all t ∈ T , (x,u)→ f (t, x,u) is continuous;
(3) there exists M > 0 such that if ‖x0‖>M , then we can find δ(x0) > 0 and
c(x0) > 0, such that for almost all t ∈ T , we have
inf
{
(v, x): v ∈ f (t, x,U(t, x)), ‖x − x0‖< δ(x0)} c(x0);
(4) ‖f (t, x,u)‖ a(t)+ d‖x‖+ c(t)‖u‖ a.e. on T , a(·), c(·) ∈ L1(T )+.
Theorem 5.1. If hypotheses H(U) and H(f ) hold, then problem (9) has an
admissible state-control pair.
Proof. Let F :T ×RN → Pk(RN) be defined by
F(t, x)= f (t, x,U(t, x))=⋃{f (t, x,u): u ∈ U(t, x)}.
First by Novikov’s theorem (see Brown and Purves [6, Theorem 1]), (t, x)→
F(t, x) is graph measurable. Also, we show that x → F(t, x) is lsc. To this end
let C be a nonempty and closed subset of RN . We need to show that F+(C) =
{x ∈ RN : F(t, x) ⊆ C} is closed in RN . This sentence is not clear. Let every
{xn}n1 ⊆ F+(C), xn → x in RN and every v ∈ F(t, x), v = f (t, x,u) with
u ∈ U(t, x). By virtue of H(U)(2), U(t, ·) is lsc; we can find un ∈ U(t, xn) such
that un → u in Rm. Then if vn = f (t, xn,un) because of hypothesis H(f )(2),
we have that vn → v (vn ∈ F(t, xn)); then v ∈ C. Therefore F(t, x) ⊆ C; then
x ∈ F+(C), F+(C) is closed in RN . Finally, from hypotheses H(f )(3) and
H(U)(3), we have |F(t, x)| ϕ1(t) a.e. on T , ϕ1(·) ∈ L1(T )+.
Now consider the following multivalued periodic problem:{
x ′(t) ∈ F(t, x(t)) a.e. on T ,
x(0)= x(b). (10)
Then hypotheses H(F)1 in Theorem 3.1 hold. From Theorem 3.1, we know that
problem (10) has at least one solution x(·) ∈W 1,1(T ,RN). Let
Γ (t)= {u ∈ U(t, x(t)): x ′(t)= f (t, x(t), u)}.
We can easily see that this multifunction is graph measurable. Apply Aumann’s
selection theorem to get measurable function u :T → RN such that u(t) ∈ Γ (t)
a.e. on T . Then (x,u) is the desired admissible state-control pair for (9). ✷
Next we consider the control system

x ′(t)= g(t, x(t))u(t) a.e. on T = [0, b],
x(0)= x(b),
u(t) ∈U(t, x(t)) a.e. on T = [0, b].
(11)
An admissible state-control pair (x,u) ∈W 1,2(T ,RN)×L1(T ,RN) is called
extreme if u(t) ∈ extU(t, x(t)) a.e. on T .
We need the following hypotheses on the data of (11):
182 G. Li, X. Xue / J. Math. Anal. Appl. 276 (2002) 168–183
H(U)1 U :T ×RN → Pkc(Rm) is a multifunction such that
(1) t →U(t, x) is measurable;
(2) x→U(t, x) is h-continuous;
(3) |U(t, x)| = sup{‖u‖: u ∈ U(t, x)} c1, c1 > 0.
H(g) g :T ×RN →RN×m is a multifunction such that
(1) t → g(t, x) is measurable;
(2) x→ g(t, x) is continuous;
(3) there exist M > 0 such that if ‖x0‖>M , then we can find δ(x0) > 0 and
c(x0) > 0 such that for all t ∈ T , we have
inf
{
(v, x): v ∈ g(t, x)U(t, x), ‖x − x0‖< δ(x0)
}
 c(x0);
(4) ‖g(t, x)‖ ϕ(t) for all t ∈ T and x ∈ RN , ϕ(·) ∈L2(T )+.
We have the following existence result concerning extreme admissible state-
control pair.
Theorem 5.2. If hypotheses H(U)1 and H(g) hold, then system (11) admits an
extreme admissible state-control pair.
Proof. Let F(t, x) = g(t, x)U(t, x); then F(t, x) ∈ Pkc(RN). Clearly because
of hypotheses H(U)1 and H(g), t → F(t, x) is measurable and is h-continuous.
Also |F(t, x)| c1ϕ(t) a.e. on T ; then we can consider the following multivalued
periodic problem:{
x ′(t) ∈ extF(t, x(t)) a.e. on T ,
x(0)= x(b). (12)
By Theorem 4.1, we know that problem (12) has at least one solution x(·) ∈
W 1,2(T ,RN), i.e.,
x ′(t) ∈ extF (t, x(t))= extg(t, x(t))U(t, x(t))⊆ g(t, x(t))extU(t, x(t))
a.e. on T . Let Γ (t) = {u ∈ extU(t, x(t)): x ′(t) = g(t, x(t))u a.e. on T }. From
H(g)(1) and (2), we can easily see that Γ is graph measurable. Via Aumann’s
selection theorem, we can get a control u(·) such that u(t) ∈ extU(t, x(t)) a.e. on
T and (x,u) is the desired extreme admissible state-control pair. ✷
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