We study a variant of the quantum approximate optimization algorithm [ E. Farhi, J. Goldstone, and S. Gutmann, arXiv:1411.4028] with slightly different parametrization and different objective: rather than looking for a state which approximately solves an optimization problem, our goal is to find a quantum algorithm that, given an instance of MAX-2-SAT, will produce a state with high overlap with the optimal state. Using a machine learning approach, we chose a "training set" of instances and optimized the parameters to produce large overlap for the training set. We then tested these optimized parameters on a larger instance set. As a training set, we used a subset of the hard instances studied by E. Crosson, E. Farhi, C. Yen-Yu Lin, H.-H. Lin, and P. Shor (CFLLS) [arXiv:1401.7320]. When tested on the full set, the parameters that we find produce significantly larger overlap than the optimized annealing times of CFLLS. Testing on other random instances from 20 to 28 bits continues to show improvement over annealing, with the improvement being most notable on the hardest instances. Further tests on instances of MAX-3-SAT also showed improvement on the hardest instances. This algorithm may be a possible application for near-term quantum computers with limited coherence times.
I. INTRODUCTION
The quantum approximation optimization algorithm (QAOA) [1, 2] is a recently proposed quantum optimization algorithm, which itself is inspired by the quantum adiabatic algorithm (QAA) [3] . Consider a classical optimization problem. Typically, the optimization problem will optimize some objective over bit strings of length N . One encodes the objective function into a quantum Hamiltonian H Z which is diagonal in the computational basis, using N qubits to encode possible bit strings in the obvious way, with the optimal value of the objective function corresponding to the smallest value of H Z . Now define an additional Hamiltonian H X , which is typically selected to be a transverse magnetic field on each qubit (the subscripts X, Z on H indicate whether the corresponding Hamiltonian is diagonal in the Z basis or in the X basis)
The QAA consists of first preparing the system in the ground state of Hamiltonian H X (which can be done easily since H X does not couple the different qubits) and then adiabatically evolving from H X to H Z . The simplest adiabatic path chosen is H s = (1 − s)H X + sH Z , for s ∈ [0, 1], although other paths have been considered [4] . If the evolution time T is sufficiently long compared to the smallest inverse spectral gap along the path (we denote the minimum gap as ∆ min ), then with probability close to 1 the final state will be the ground state of H Z and hence will solve the given instance.
Unfortunately, there are theoretical arguments that ∆ min can be super-exponentially small [6] (scaling as N −cN for some constant c > 0) for some instances, and so for these instances the time required for this adiabatic condition to hold is even longer than the time 2 N required by an algorithm that iterates over spin configurations (other numerics suggests that the gap may not be quite as small as this for random instances [7] ). Some improvements have instead been found by looking at faster evolution times for which the adiabatic condition does not hold [8] and we review this in more detail below.
The QAOA is based on the observation that to implement the evolution under a time-dependent Hamiltonian on a quantum computer, the simplest method is to Trotterize: first, decompose the evolution for a total time T into many small increments dt, small enough that the Hamiltonian H s is roughly constant on time dT . Then, again for small enough dt, one may decompose exp(iH s dt) ≈ exp(i(1 − s)H X dt) exp(isH Z dt). Thus, the total evolution is decomposed into a product of rotations by H X , H Z with certain angles, and the final state at the end of the evolution has the form
exp(iθ
where θ X j , θ Z j are some parameters determined by the evolution path, where the "number of steps" p = T /dt, and Ψ I is the ground state of H X (for all j, θ X j , θ Z j are small, of order dt, but for small j, θ X j is larger than θ Z j but for larger j the reverse is true). The QAOA then instead restricts to a much smaller value of p (indeed, Refs. 1, 2 study p = 1) but allows the angles θ a j to be chosen arbitrarily as variational parameters. The parameters may then be adjusted to optimize some objective function; in Refs. 1, 2, this objective function was chosen to be the expectation value Ψ F |H Z |Ψ F .
In Ref. 5 , a similar ansatz was used for purposes of approximating ground states of interacting quantum Hamiltonians, such as the Hubbard model. For example, in this case one might select H X to be a free fermion hopping arXiv:1605.05370v1 [quant-ph] 17 May 2016 term (or other term whose ground state can be easily prepared) and H Z to contain the interactions. Some modifications to the ansatz of Eq. (1) were made, as described in detail below. A larger value of p was chosen and a numerical search over parameter values was performed.
In this paper, we again use the modified ansatz of Ref. 5 , but we apply it to the classical optimization problem of MAX-2-SAT. Instead of adjusting parameters to minimize Ψ F |H Z |Ψ F , our objective function was the overlap between Ψ F and the true ground state of the given instance. We refer to this as "targetting" the overlap. Our general approach is inspired by machine learning techniques; this differs from the worst-case analysis of Refs. 1, 2. We consider p > 1 and we choose a "training set" consisting of a small number of example instances. This training set is chosen from the remarkable paper [8] which searches for instances which are hard for the QAA and then investigates whether a fast anneal or other modifications outperforms the original algorithm. After "learning" a set of parameter values which optimize the average overlap on this training set, we consider various test sets including many instances not in the training set. We refer to a given sequence of parameters as a "schedule". An "annealing schedule" is a particular choice of parameters which approximates a linear anneal, so that the θ X j decrease linearly in j while the θ Z j increase linearly in j, while a "learned schedule" is a particular schedule obtained by optimizing parameters on a training set.
What we find is that the schedules we have learned give results on various random test sets which outperform annealing schedules, including both slow and fast anneals (a sufficiently slow anneal will always find the ground state but for many of the test cases, the time required for such an anneal would be enormous, and if one restricts to anneals of modest time then a fast anneal outperforms a slow one).
Choosing a test set much larger than the training set is an essential step in showing the possible usefulness of this algorithm. Learning a schedule is very costly as it is done by a numerical search which itself consists of many steps and in each step we must evaluate the objective function, while testing the schedule requires a single evaluation of the objective function on each instance.
Further, we trained on sizes N = 20 but tested on sizes up to N = 28 where they continued to perform well and we also tested on some MAX-3-SAT instances. All the simulations in this paper were performed on classical computers, taking a time exponential in N and limiting the possible values of N . However, if in the future a quantum computer becomes available, the algorithm could be run with larger values of N . By training on a small size and testing on larger sizes, we raise the possibility that one might do training runs on a classical computer at smaller values of N and then testing runs on a quantum computer at larger values of N (one could also train on the quantum computer, of course, but time on the quantum computer may be more expensive than time on the classical computer; also, one might use the schedule found on the classical computer at small values of N as a starting point for further optimization of the schedule at larger values of N on the quantum computer).
II. PROBLEM DEFINITION AND ANSATZ
The MAX-2-SAT problem is defined as follows. One has N different Boolean variables, denoted x i . Clauses are made up from the Boolean OR of two terms, each term being a variable or its negation. Thus, possible clauses are all of one of the four forms
where x i denotes the negation of a variable. The problem is to find a choice of variables x i that maximizes the number of satisfied clauses.
This problem can be cast into the form of an Ising model as follows. Consider a system of N qubits. Let σ 
Indeed, each of the four possible types of clauses above can be encoded into a term
which is 0 if the clause is true and 1 if the clause is false, with the sign ± being chosen based on whether the clause contains a variable or its negation. Following CFLLS [8] which did an annealing study of the MAX-2-SAT problem, we define H Z to be the sum of these terms
) over all clauses in the instance. Similarly following the notation of CFLLS, we define
where σ x i is the Pauli X operator on spin i. With these choices of H X , H Z , the ground state energy of H X is equal to 0 and the ground state energy of H Z is equal to the number of violated clauses. Both H X and H Z have integer eigenvalues.
As mentioned, Ref. 5 used a modification of the ansatz (1). This "modified ansatz" is
exp[i(θ
The difference is that each exponential contains a sum of two non-commuting terms, both H X and H Z . We note that in the case of the ansatz of Eq. (1), the quantities θ a j indeed are angles in that Ψ F is periodic in these quantities mod 2π if H X , H Z have integer eigenvalues, but for the modified ansatz of Eq. (3) the quantities θ a j are generally not periodic mod 2π. The modified ansatz was chosen because we found that choosing the modified ansatz lead to a significantly easier numerical optimization in practice. In the gate model of quantum computation, the simplest way to implement the modified ansatz is to approximate each exponential exp[i(θ
using a Trotterization, which thus corresponds to a particular choice of parameters in the "original ansatz" of Eq. (1), albeit with a larger p. In this paper we continue to use this ansatz.
III. TRAINING AND COMPARISON TO CFLLS

A. Problem Instances
Our training sets are taken from examples in CFLLS [8] . We briefly review the construction of the instances there. These are randomly constructed instances with N = 20 variables and 60 clauses. For each clause, the variables i, j are chosen uniformly at random, and also each variable is equally likely to be negated or not negated, subject to the constraints that i = j and that no clause appears twice, though the same pair of variables may appear in more than one clause. Thus, it is permitted to have clauses x i ∨ x j and x i ∨ x j but it is not permitted to have x i ∨ x j appear twice in the list of clauses. From these random instances, further one retains only those instances that have a unique ground state. In this way, 202, 078 instances were generated. From these instances, a subset of hard instances are determined. These are instances for which an implementation of the QAA using a linear annealing path H s = (1 − s)H X + sH Z and an evolution time T = 100 has a small success probability of less than 10 −4 of finding the ground state. In that paper, the Schrödinger equation was numerically integrated in continuous time. This left a total of 137 hard instances. In the rest of the section, we simply call these "instances", without specifying that they are the hard instances.
For each instance, CFLLS then determined whether a faster anneal would lead to a higher probability of overlap with the ground state than the slow anneal of time 100 (other strategies were considered as well in that paper, which we do not discuss here; we also remark that other authors have also considered the possibility of faster paths [9, 10] ). The annealing time was optimized individually for each instance (keeping the annealing time smaller than 100), to maximize the squared overlap with the ground state [11] . Below, when comparing learned schedules to annealing, we are comparing the ratio of the squared overlap for a learned schedule with that from this optimized anneal. Our main result is that we are able to learn schedules for which this ratio is significantly larger than 1. If one instead made a comparison to a QAA with a fixed annealing time for all instances of CFLLS, this would lead to a further slight improvement in the ratio.
B. Training Methods
Rather than training on the full set of 137 instances, we chose training sets consisting of 13 randomly chosen instances from this set. This was done partly to speed up the simulation, as then evaluating the average success probability could be done more rapidly on the smaller set, but it was primarily done so that then testing on the set of all instances would give a test set much larger than the training set; this is needed to determine whether the learned parameters generalize to other instances beyond the training set.
Given a training set, our objective function is the average, over the training set, of the squared overlap between the state Ψ F and the ground state of H Z . To compute the objective function, we compute the state Ψ F ; we do this by approximating the exponentials exp[i(θ
where we chose n = 4. This value of n was chosen as the smallest value of n that gives results for an annealing schedule on the CFLLS data set which are consistent with the continuous time limit; larger values of n will likely lead to slight changes in the optimal parameters of the learned schedule.
We treat this objective function as a black box, and optimize the parameters in the schedule using the same algorithm as in Ref. 5 , except for modification of how we choose the starting point for the search (also, we do not use the annealed variational method of Ref. 5 to do the search). Briefly, the optimization algorithm is: given an "initial schedule" (i.e., a schedule chosen as the starting point for the optiization), we use a greedy noisy search, slightly perturbing the values of each θ a j at random, accepting the perturbation if it improves the objective function for a total of 150 evaluations of the objective function. The step size for the greedy search is determined in a simple way: every fifty trials, we count the number of acceptances. If the number is large, the step size is increased and if the number is small the step size is reduced [12] . After the noisy search, we then use Powell's conjugate direction [13] method until it converges. We alternate Powell's method and the noisy search until no further improvement is obtained.
We did this numerical optimization for 5 different randomly chosen training sets of 13 instances (10% of the data for each). For each training set, we did 5 different runs of the optimization for a variety of initial schedules, thus giving 25 runs for each initial schedule. While different choices of initial schedule led to very different performances of the final schedule found at the end of the optimization, for any given choice of initial schedule the results were roughly consistent across different choices of the training set and different optimization runs. Certain training sets tended to do slightly better (schedules Best 4 Sets ofThetas X , for a schedule started using initial schedule 6; the 21 indicate the particular training set and run (these numbers are not important, as they are just keys to a random number generator but they differentiate the three different curves that use initial schedule 3); the 3.64 indicates the average improvement for that schedule. The Xavg, Zavg curves show the parameters averaged over those four schedules.
trained on them tended to perform better when tested on the full set as described in the next section) but in general for an appropriate choice of initial schedules we found that all choices of training sets and all runs of the optimization with that initial schedule and training set led to good performance on the full set.
C. Results
The learned schedules that performed well had a form quite different from an annealing schedule. Instead, the form of many of the good schedules was similar to that in Fig. 1 . The schedule begins with θ X large and fairly flat but θ Z oscillating near zero. Then, at the end of the schedule, the values are more reminiscent of an anneal, with θ Z increasing (albeit with some oscillations) and θ X decreasing fairly linearly.
To find the schedules shown in Fig. 1 required an appropriate choice of initial schedule (described further below). Instead, if we chose an initial schedule that was an annealing schedule, the search over schedules would become stuck in local optima that did not perform as well.
After discovering this form after some experimentation, we studied a variety of schedules which had this form. These schedules were labelled by a key ranging from 2 to 14 (key values of 0, 1 corresponded to schedules with a different form that did not perform well and are not reported here). These schedules are shown in Table I . The details of the schedules are not that important. We simply report the variety of the schedules considered for completeness and to show that all such choices led to some improvement but that certain choices consistently led to more improvement. Some of the schedules are described as "Frozen"; in this case, the θ Z variables were not allowed to change during the learning process and only the θ X variables were allowed to change. Thus, the final learned schedule had the same θ Z variables as the initial and this was chosen to be θ Z j changing linearly as a function of j. These schedules may be simpler to implement in hardware due to less need for complicated control of θ Z . They showed some improvement but not quite as much as others.
The improvement is shown in Table II . The data in this table includes all 137 instances, so it includes instances which are in the training set; however, these instances represent less than 10% of the test set. We report in this table a "ratio of averages". That is, we compute the squared overlap of Ψ F with the ground state for each intance and average over instances. Then, we compute the ratio of this average to the same average using the optimized annealing times of CFLLS. The parameters for certain schedules which performed well are shown in the Appendix.
Another option to reporting the "ratio of averages" is to report an "average of ratios". This means computing, for each instance, the ratio of the squared overlap of Ψ F with the ground state for a given learned schedule to the same overlap for an optimized anneal. Then, averaging this ratio over intances. The result would be different and would lead to a larger improvement because the learned schedules do better on the harder instances as shown in Fig. 2 . 
TABLE II: Improvement compared to optimized annealing times. The entries report the ratio of averages (see text). First column "Initial" labels the initial schedule from table I. Columns 0, 1, 2, 3, 4 label different training sets. Column "Avg" is average of that row over training sets. Row "Avg" is average of that training set over choices of Initial. One can see that there is some variance from one training set to another, but the performance is roughly consistent. The best rows are 14, 11 and 8. In addition to testing against the instances of CFLLS, to determine whether the learned schedules generalize to larger sizes and other ensembles, we constructed further problem instances for N = 20, 24 and 28. We repeated the case N = 20, since the ensemble that we constructed differs from that in CFLLS as we explain.
We took 60, 72 and 84 clauses, respectively, so that the clause-to-variable ratio was maintained. We used the same ensemble as in CFLLS, so that clauses are chosen at random subject to the constraint that no clause appears twice and that the instance has a unique ground state. However, rather than finding hard instances based on a continuous time anneal at time T = 100, we used a slightly different method . This was partly done to speed up our search for hard instances; in CFLLS, fewer than 1/1000 of the instances were hard by that standard. However, it was primarily done to test the learned schedules in a more general setting and to consider a range of hardnesses to demonstrate that the learned schedules perform relatively better on the harder instances.
In testing hardness, we used annealing schedules. Since we will compare to a variety of annealing schedules, we introduce some notation. Let L(p, x, z) denote the schedule with p steps and θ Z j = zj/(p + 1) and θ
We used L(10, 1, 1) to determine hardness, constructing 3346 random instances and sampling from 6.8% of the instances which had the smallest squared overlap with L(10, 1, 1), yielding 170 instances (for N = 28, we generated a smaller number of instances so that only 72 were retained). The reason for choosing 6.8% is that the resulting ensemble had a difficulty for L(10, 1, 1) which was roughly comparable to that of the CFLLS instances (however, the actual distribution of instance difficulty is different from CFLLS and so the value 6.8% is fairly arbitrary). On these instances, a comparison of various algorithms is shown in Tables III and IV. We also include in these tables results for the instances of CFLLS, as now the tables compare the performance of various learned schedules to L(10, 1, 1) rather than to an optimized anneal. For the instances described in this section, we only compared to schedules of the form L(p, x, z) which give a discrete approximation to an anneal, rather than comparing to anneal. This was done to simplify the numerics. The results for the instances of CFLLS is that such schedules give performance similar to that of a continuous time QAA.
In these tables, the learned schedules are identified by a pair such as 31 (9) . In this case, the number 31 is an arbitrary key labelling the schedule. The number in parenthesis, 9 in this case, indicates that schedule 31 was obtained by starting from initial schedule 9 in Table I . We only give the keys here because we also later refer to certain schedules by key; in particular, number 154 which is one of the best performing by several measures.
Note that while the learned schedules, in particular 154, improve over L(10, 1, 1), we find that slower anneals such as L(80, 1, 1) outperform the learned schedules on the N = 20, 24 and 28 instances. However, on instances from CFLLS, the slower annealing schedules do significantly worse, with L(80, 1, 1) much worse than L (10, 1, 1) .
The reason for this can be seen by further dividing the instances based on their hardness for L (80, 1, 1) . We binned the instances into 8 different groups depending upon the squared overlap for L (80, 1, 1 ). Fig. 3 shows the performance compared to L(10, 1, 1) of various schedules for each bin. We find that learned schedule 154 (chosen simply as it was the best example, we expect similar performance from other learned schedules) outperform L (10, 1, 1) (14) 1, 1 ). This fits with the observed performance of the learned schedule on the instances of CFLLS as those instances were chosen to be difficult for a slow anneal. Importantly, the data shows that as N increases the ratio between the learned schedules and L(10, 1, 1) is increasing. This may partly be due to the fact that the overlap for all schedules is decreasing with increasing N .
A. MAX-3-SAT
As a final example, we tested the performance of the algorithm on MAX-3-SAT. Clauses were of the form x i ∨ x j ∨ x k (or similar, with some variables negated). Each variable in the clause was chosen independently and uniformly and was equally likely to be negated or not negated (so in this case it is possible to have a clause such as x i ∨ x i ∨ x j which is just a 2-SAT clause or a clause such as x i ∨ x i ∨ x j which is always true). We took N = 20 variables and 120 clauses (clauses were chosen independently and we allowed the same clause to occur more than once). The clause to variable ratio was taken 6 to ensure that we are above the satisfiability phase transition [17] . We then selected for intances which had unique ground states. Finally we chose the hardest 6.8% of instances based on overlap for L (10, 1, 1) . The results are shown in Fig. 4 . We emphasize that we use the schedules trained on MAX-2-SAT instances from CFLLS here, even though this is a different problem.
V. TOY MODEL AND THEORETICAL ANALYSIS A. Toy Model
To better understand why the learned schedules perform well, we have constructed a toy model. We write the model directly as an Ising model (it does not exactly correspond to a MAX-2-SAT instance since some of the terms involve only a single variable). The model is related to a model studied in Refs. 14, 15 but with one crucial modification; in those papers, a model was studied which has a large number of classical ground states. All but one of those ground states form a cluster of solutions which are connected by single spin flips, while the remaining ground state is isolated from the others and can only be reached by flipping a large number of spins. It was shown that a quantum annealer will be very likely to end at one of the ground states in the cluster, while a classical annealer in contrast will have a much higher probability of ending at the isolated ground state. We modify this model so that it has only a single unique ground state (the isolated state of the original model), moving the others to higher energy. In this way, it becomes very difficult for a quantum annealer to locate the ground state. This is a model with N = 2K spins. As shown in Fig.  5 , K of the spins form what is called the "inner ring", and are arranged in a ring with ferromagnetic couplings of strength 1/4. The 1/4 is chosen to correspond to the factor of 1/4 that arises when translating from a MAX-2-SAT model to an Ising model; we chose to keep the magnitudes of terms similar to the magnitudes of the terms on the training set. Each of the other spins form what is called the "outer ring". The outer ring spins are not coupled to each other; instead, each outer ring spin is coupled to one inner ring spin (every outer ring spin is coupled to a different inner ring spin), again with ferromagnetic couplings of strength 1/4. Finally, on every outer ring spin there is a magnetic field in the Z direction with strength −1/4 while on all but one of the the inner ring spins, there is a Z direction magnetic field with strength +1/4. Thus, labelling the spins by i = 0, . . . , N − 1 with 0 ≤ i < K corresponding to the inner ring, we have
To better understand this model, suppose that instead we added the Z direction magnetic field with strength +1/4 to all spins on the inner ring, so that the last term of H Z became
. This model, which is the model studied in Refs. 14, 15, has 2 K + 1 degenerate ground states. The isolated ground state is the state with S z i = +1 for all i. The cluster of 2 K ground states has S z = −1 for all spins on the inner ring while the spins on the outer ring are arbitrary. By removing the Z direction field from one of the spins on the inner ring, the model (4) has a unique unique ground state with S z i = +1 for all i while the cluster of states with S z = −1 on the inner ring is now an excited state with energy 1/2 above the ground state. Now consider the effect of a small transverse magnetic field as occurs near the end of an annealing path. The energy of the unique ground state does not change to linear order in the transverse field strength. However, the energy of the cluster of states does change to linear order, by an amount proportional to the number of spins. Thus such a low order perturbation analysis suggests a level crossing occuring at a transverse magnetic field strength proportional to 1/N , i.e., a level crossing in H s for (1 − s) ∼ 1/N . Of course, since H s always has a unique ground state this level crossing must become an avoided crossing. However, K ∼ N spins must flip to move from the cluster to the core, so one may expect that the gap will be small, proportional to the transverse magnetic field strength raised to a power proportional to K. Thus, the gap will be of order N −const×N for some positive constant.
This argument for the small gap above is closely related to the argument of Ref. 6 , and so this toy model may K 154 L (10,1,1) L(80,1,1 provide an interesting example. It would be interesting if a super-exponentially small gap could be proven in this particular case.
The performance of various schedules in this model is shown in table V A. For K = 2, the slow annealing schedule L(80, 1, 1) outperforms the others, but already its success probability is noticeably less than 1. For K = 3, the slow anneal L(80, 1, 1) and the fast anneal L(10, 1, 1) have comparable performance, and for increasing values of K, the slow anneal becomes dramatically worse. This is due to the spectrum of the model which has a single avoided crossing with very small gap. Comparing L(10, 1, 1) to 154, we find that 154 is consistently better and becomes relatively better as K increases. Both L(10, 1, 1) and 154 show a roughly exponential decay of the squared overlap with increasing K, but the decay is slightly faster for L (10, 1, 1) .
We remark that we removed the Z field from one of the inner spins to break the ground state degeneracy. Another way to do this is to vary the field strengths, keeping the same field on all inner spins but making it slightly weaker. The results are shown in Table V A, where we took the inner field strength to be (1/4)(N − 1)/N on all spins (so that the total field is the same as above). It is interesting that this does not hurt the performance of the learned schedule (see discussion of weighted MAX-2-SAT later).
We also studied another toy model. This model has N states (not N qubits, but rather an N dimensional Hilbert space), divided into 3 subspaces of dimensions N 1 , N 2 , 1 respectively, with N = N 1 +N 2 +1. The Hamiltonian H X was chosen to be a sum of two terms; the first term was proportional to the projector onto the uniform superposition of all states, while the second term was proportional to the uniform projector onto the superposition of states in the second subspace (the subspace with dimension N 2 ). The Hamiltonian H Z was proportional to the identity in each eigenspace, with the ground state being the third subspace (of dimension 1) and the subspace of first excited states being the subspace of dimension N 2 . If we take N 2 = 0, then this model is simply K 154 L (10,1,1) L(80,1,1 (10, 1, 1) and L(80, 1, 1) . All inner fields have same strength but are reduced compared to outer fields. Total strength of inner fields is same as in Table V A. an instance of database search (and Grover's algorithm is optimal [16] ); likely there are algorithms similar to Grover which are equally optimal for this model. However, our goal was instead to test various schedules. We found that if the second term in H X was chosen sufficiently strong, then this would create a small gap: at intermediate values of s the ground state was concentrated on the second subspace while at s = 1 the ground state was the third subspace. It was in this case that the learned schedules outperformed the annealing schedules.
B. Creating Excited States
These toy models suggest the following explanation for the success of the learned schedules. Small gaps can create difficulties for an annealing algorithm. These small gaps can occur especially if one "basin of local minima" has slightly higher energy than the true minimum of H Z but is able to reduce its energy by more in the presence of a transverse field. Suppose there is a single small gap at some s c , with the gap sufficiently small that a very slow anneal will be required to stay in the ground state. In this case, it might be desirable to be in an excited state at an intermediate value of s (s < s c ) and then to anneal more rapidly so that one ends close to the ground state for s > s c .
There are a variety of possible ways to produce this excited state. In Ref. 18 , thermal excitation was suggested as one possible mechanism. The optimized anneals of CFLLS give another mechanism. Let us say that T slow is some characteristic timescale to stay in the ground state for s near s c , while T int is some intermediate timescale required to stay in the ground state for other values of s. Thus, a fast anneal (faster than T int ) may lead to a transition to an excited state at some small s, leaving one in the appropriate excited state at s slightly smaller than s c .
Another strategy also tried in CFLLS was to deliberately prepare the system in a randomly chosen first ex-cited state at s = 0 and then run an anneal (the time of this anneal might be longer than T int but still faster than T slow ) so that one is hopefully in the first excited state at s slightly smaller than s c . Note that there are N degenerate first excited states at s = 0 so the probability of success of this method is at most 1/N . It was found [8] that in fact the probability of success was close to 1/N .
However, the learned schedules in this paper give a higher probability of success than this (significantly higher than 1/N for most of the instances). Thus, we conjecture that the success of the learned schedules is that the behavior in the first steps (with an oscillating Z term, and a large X) serve to drive the system into the correct first excited state and then schedules conclude by approximately following an anneal so that they end in the ground state.
VI. DISCUSSION
We have applied a numerical search to find schedules for a modification of the QAOA algorithm. These schedules were trained on a small subset of instances with 20 bits, but were found to perform well on the full set of such instances as well as related but slightly different ensembles with 20, 24 and 28 bits. The performance of these schedules raises the hope that they may outperform annealing on larger sizes and may be a useful application for an early quantum computer.
As a caveat, we have only studied SAT problems. We began a study of weighted SAT, where each clause comes with some arbitrary energy cost for violating that clause. As a first step to such a study, we simply tried giving all clauses the same weight; this does not change the ground state of H Z but simply scales H Z by some factor. However, the learned schedules did not perform well even with this simple rescaling. By training the schedules instead on a range of such weighted instances (for example, training on a set of 10 random instances as well as those instances rescaled by various factors) we were able to slightly improve the ability to deal with this rescaling, but the ratios were much worse than the results reported here. It may be the case that other initial schedules or training methods would better deal with this case.
For hardware implementation, we have studied some schedules where θ Z simply does a linear ramp, which may be easier to implement. Further, any schedule where θ Z has a fixed sign can be implemented by taking a time-varying θ X and a time-constant θ Z . That is, suppose one has the abiility to time-evolve under the Hamiltonian g X H X + g Z H Z for arbitrary g X and some given g Z ; then, to implement a unitary transformation exp[i(θ X H X + θ Z H Z )] one should evolve under the Hamiltonian g X H X + g Z H Z for g X = g Z θ X /θ Z and do the evolution for time θ Z /g Z . We have found that it is very important to have an appropriate initial schedule as otherwise the learning gets trapped in local optima. Thus, while it may be the case that one can learn a schedule on a classical computer using a modest number of qubits and then apply it on a quantum computer with a larger number of qubits, the learned schedule might also be a good starting point for further optimization of schedules on the quantum computer.
