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It is generally agreed that the publication of Cartan{Eilenberg’s Homological
Algebra in 1956 was a milestone in the history of algebra. I remember buying the
book at its appearance and working through it during the following year. Its knowl-
edge gave me some lead, was one of the three pillars on which I constructed my career
and was of considerable help in erecting my second pillar, Commutative Algebra in
the style of Serre.
Strangely enough, my third pillar was to be Bourbaki’s out of date Algebres et
Modules semi-simples, whose scantiness forced me to look into Japanese and Russian
periodicals thus leading me to the Representation-Theory of Finite-Dimensional
Algebras.
Whereas Commutative Algebra had been stued with ‘Homology’ by Serre and
Auslander{Buchsbaum, Representation-Theory of the early 1960s did not go beyond
describing projectives and injectives by paraphrasing properties of idempotents. Deeper
achievements were attained without Homological Algebra. Since there is no obvious
relation between the homological dimension of a nite-dimensional algebra and its
representation type, Homological Algebra seemed extraneous to Representation-Theory.
Needless to say that our perception is quite dierent by now. On the one hand,
the description of new phenomena would not have been possible without the per-
vasion of Representation-Theory by the language of categories. On the other hand,
Auslander and Reiten based their work on the observation that, though modules over
nite-dimensional algebras may behave badly, functors over such modules have nice
homological properties.
Our objective is to demonstrate the increasing role of Homological Algebra in
Representation-Theory through examples. There, k will denote an algebraically closed
eld.
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Fig. 1.
1. Modules and residue-algebras
Let us call aggregate an additive category A, equipped with a ring-homomorphism
from k to the center of A, which satises the following two conditions:
(a) dimkA(x; y)  1; 8x; y 2A.
(b) For each idempotent endomorphism e : x ! x of A , there is a y 2 A and
morphisms p : x ! y; i : y ! x such that e = ip and pi = Iy.
The conditions imply that each object x of A is a nite direct sum of objects,
‘uniquely’ determined by x, whose rings of endomorphisms are local. They are satised
by the category mod of nite-dimensional (left) modules over a nite-dimensional
k-algebra , but also by non-abelian categories such as proj, which consists of the
projective objects of mod. Furthermore, A=I is an aggregate if A is an aggregate
and I an ideal of A. This stability property of aggregates is used in the following
procedure, which is illustrated with an example:
Let  be the algebra of the quiver with relations described in Fig. 1.
A module M over  is given by two vector spaces M (s) and M (t) and two lin-
ear maps M () :M (s) ! M (t) and M () : M (t) ! M (t) such that M ()5 = 0 =
M ()2M (). The classication of these modules is well known [5]. We propose to re-
discover it with the following procedure: Considered as an element of ;  generates
a minimal (two-sided) ideal I in the radical of  . As a left module, I is isomorphic
to the simple module T located at t (T (t) = k and T (s) = 0). As a right module, I is
the dual S> := Homk(S; k) of the simple left module S located at s.
The residue-algebra  = =I is dened by the quiver of Fig. 1 and the relations 5 =
0 = . The classication of its modules is quite elementary. The indecomposables are
isomorphic to [pq], where p 2 f0; 1g; q 2 f0; 1; 2; 3; 4; 5g; (p; q) 6= (0; 0); [pq](s) = kp
and [pq](t) = kq. The non-zero entries of the ‘matrices’ [pq]() 2 kqp and [pq]() 2
kqq are [pq]()j+1;j = 1 (1  j < q) and [1q]()q = 1 (q 6= 0).
As an aggregate, mod  is determined up to equivalence by the full subcategory
ind  described in Fig. 2 and consisting of the indecomposables [pq]. In Fig. 2 we
identify vertices bearing the same name and corresponding arrows. We subject the
‘cylindrical’ quiver thus obtained to the relations $ = 0 =  and to all commutativity
relations produced by ‘squares’. The path-category of this quiver with relations is
identied with ind .
Our objective is to try and relate mod to A := mod . For this sake we attach to
each M 2 mod the exact sequence
0! M incl−!M proj−!M=M ! 0; (z)
where M denotes the largest submodule of M annihilated by I .
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The residue-module M=M −!Hom(S;M=M) ⊗k S is a semi-simple -module of
type S. Accordingly, Ext1(M=M;M) is identied with Homk(V;Ext
1
(S;M)) where
V = Hom(S;M=M), and (z) induces a linear map M 2 Homk(V;Ext1(S;M)).
In the particular case of the injective hull H of T we get H=H −! S. The resulting
sequence
0! H ! H ! S ! 0
induces long exact sequences
Hom(H;M)! Ext1(S;M)! Ext1(H;M)! Ext1(H;M)
and composed maps
M : V
M−!Ext1(S;M)
proj−!M(M);
where M is a ‘module’ over A = mod  such that
M(M) = Coker
(
Hom(H;M)
−! Ext1(S;M)
−!Ker (Ext1(H;M)! Ext1(H;M)

:
In the following statement, we denote by MA the category of all spaces over M:
These ‘spaces’ are the triples (V; f; X ) formed by a vector space V, an object X 2A
and a k-linear map f : V !M(X ).
Theorem (Gabriel et al: [6]). The functor mod ! MA; M 7! (V; M ;M) dened
above ‘induces’ a bijection fisoclasses of indecomposable -modulesg −! fisoclasses
of indecomposable spaces over Mg.
The induced bijection maps H to (0; 0; H). In general, if M is an indecomposable
-module not isomorphic to H , (V; M ;M) is the direct sum of some (0; 0; H)n and
of some indecomposable M-space not isomorphic to (0; 0; H). The isoclass of this
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indecomposable is the image of the isoclass of M under the ‘induced’ bijection (see
the example produced in the next section).
Of course, our theorem remains valid in a broader context. The conditions required
are that I is a minimal ideal in the radical of a nite-dimensional algebra  . As a
simple -bimodule, I then is isomorphic to T ⊗k S>, where S and T are some simple
-modules.
The proof of the theorem uses the residue-aggregate A :=A=H, where H denotes
the ideal of A generated by the identical morphism of H . The module M factors
through A, thus inducing a module M on A. It can be shown that the aggregate
M A of spaces over A is equivalent to a residue-category of mod.
The theorem allows an investigation of mod by induction on dim. The induction
step consists of a ‘matrix problem’.
2. Representations of posets
‘Space-aggregates’ MA have been thoroughly investigated by Nazarova{Roiter and
their pupils when M is nitely spaced, i.e. when MA admits only nitely many
isomorphism classes of indecomposables [13, 14, 10, 8]. We shall illustrate their tech-
nique in the simple case of the example given above. In this case, M is described by
Fig. 3. There the letters denote basis vectors of the vector spaces M([pq]). For in-
stance, a and a form a basis of M([02]), h a basis of M([01]), whereas M([11])
has dimension 0 (cf. with Fig. 2). The arrows denote morphisms of ind ; they map
basis vectors to basis vectors or to 0.
The module M vanishes on three indecomposables of ind , namely [11], [15] ,[10].
These indecomposables give rise to three indecomposable spaces over M : (0,0,[11]),
(0,0,[15]) and (0,0,[10]). The ‘remaining’ indecomposable M-spaces have the form
(V; f; X ), where X has no direct summand isomorphic to [11], [15] or [10]. The
classication of these triples is equivalent to the following ‘matrix problem’: consider
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Fig. 5. Represents a module over : the ‘bullets’ represent basis vectors of M (s) over k, the ‘circles’ basis
vectors of M (t). Under M () the tail of a vertical arrow is mapped to the head; circles where no arrow
starts are mapped to 0. Under M () a bullet  is mapped to the sum of the heads of the arrows with tail .
matrices R with entries in k which are subdivided in horizontal stripes A; B; C; : : : ;
H; A; B associated with the basis vectors a; b; c; : : : ; h; a; b (Fig. 4). We assume that
A (resp. B) has the same number of rows as A (resp. as B).
Consider for instance the -module M represented by Fig. 5. The -module M is
obtained from this gure by deleting the six bullets not located at the lowest level. The
central connected component of the reduced gure then represents a module isomorphic
to [05]  [15]; the remaining components represent [03]; [02]; [14]; [02]; [03] and
[05]. Thus, we have
M −![03] [02] [14] [05] [15] [02] [03] [05]:
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Proceeding as in the rst section, deleting the summand [15] −!H and identifying the
values M(X ) of M with
Coker((Hom(P; X ) Hom([15]; X ) nat−!Hom([02]; X ))
−!Ker X ()−2=(Im X () + (Im X ()3 \ X ()−1(Im X ()));
where P denotes the projective cover of [10] in mod, we reduce the investigation
of M to the reduction of the ‘subdivided’ matrix-problem of Fig. 6. (We order the
summands of M from right to left.)
In the language of Nazarova and Roiter, such ‘subdivided’ matrices are representa-
tions of the dyadic set S formed by the letters and arrows of Fig. 3. We subject them
to permissible transformations which convert a given representation into an equivalent
one. Permissible are:
(a) The multiplication of a column or a row of R by a non-zero scalar. The multi-
plication of a row of A (resp. of B, A, B) by some  must thereby be coupled
with the multiplication of the corresponding row of A (resp. of B, A, B) by the
same .
(b) The addition of a column of R to another column.
(c) The addition of a row of a stripe X , associated with the basis vector x, to a
(dierent) row of a stripe Y , associated with y, provided x  y (for the or-
der relation induced by the arrows of Fig. 3). In the case (x; y) = (a; a) (resp.
(a; b); (b; b); (a; a); (a; b); (b; b)), the addition must be coupled with the addi-
tion of the corresponding row of A (resp. of A; B; A; A; B) to the appropiate
row of A (resp. of B; B; A; B; B).
The problem is to reduce each subdivided matrix to a suitable normal form (in fact,
a direct sum of indecomposable representations). The general reduction procedure is
quite involved. In the particular case considered here it simply works as follows: Using
permissible transformations, we rst reduce R to a subdivided matrix R0 which has the
form of Fig. 7, where the empty blocks are supposed to be 0. The representation R0
P. Gabriel / Journal of Pure and Applied Algebra 154 (2000) 177{191 183
Fig. 7.
Fig. 8.
of S is completely determined by the subdivided matrix R00, which we regard as a
representation of the poset S 0 of Fig. 8.
In the example of Fig. 6, R0 and R00 are the matrices of Fig. 9.
In the case of S0 and R00, the permissible transformations are:
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Fig. 9.
Fig. 10.
(a) The multiplication of a column or a row of R00 by a non-zero scalar.
(b) The addition of a column of R to another column.
(c) The addition of a row of a stripe X , associated with the point x of S0, to a
(dierent) row of a stripe Y , associated with y, provided x  y (for the order
relation induced by the arrows of Fig. 8).
It is easy to prove that the map R00 7! R0 induces a bijection between the sets of
equivalence classes of representations of S0 and of S. In fact, the representations of
S and of S0 are the objects of two aggregates, the second aggregate being equivalent
to the residue of the rst by some radical-ideal.
As we see, there is no ‘coupled’ transformation in the case of representations of
posets. This makes their investigation much simpler. Actually, Nazarova and Roiter
have produced an eective algorithm which, in the case of ‘nitely spaced posets’,
reduces all representations to direct sums of indecomposables. For instance, the repre-
sentation R00 of Fig. 9 is equivalent to the direct sum R000 produced in Fig. 10. The
-modules M1; M2; M3 associated with the three summands of R000 are described in
Fig. 11.
When the objective is not to construct actual decompositions, but to classify the
indecomposable representations, one usually resorts to the lists of Kleiner (Figs. 12
and 13): In our case, the poset S0 contains no subposet which is full (i.e. equipped
with the order relation induced by S0) and isomorphic to a poset of Kleiner’s rst
list. This means that S0 is nitely spaced [11]. As a consequence, we can describe the
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Fig. 12. Kleiner’s rst list.
Fig. 13. Kleiner’s second list.
indecomposable representations with Kleiner’s second list: for this sake, we call support
of a representation T the full subposet of S0 formed by the points associated with
non-empty blocks of T . According to Kleiner [12], the supports of the indecomposable
representations are isomorphic to the posets of the second list. In our case, S0 contains
1, 12, 20, 6 and 6 full subposets isomorphic to the posets number 1, 2, 3, 4 and 5
of Kleiner’s second list, respectively. There are therefore 63 = 1  1 + 2  12 + 1 
20 + 1  6 + 6  6 equivalence classes of indecomposable representations of S0 and
66 isomorphism classes of indecomposable -modules.
For instance, the poset fd; a1; b0g is the support of the indecomposable representation
S 00 of S0 produced below. This representation is associated with an indecomposable
representation S of S (Fig. 14). The associated -module N is described in Fig. 15.
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Fig. 14.
Fig. 15.
The number attached to a poset P of the list is the number of equivalence classes of
indecomposable representations with support P.
3. Almost split sequences
The language of categories seems to be indispensable in the algorithm expounded
above. But Homological Algebra could easily be paraphrased: Combinatorial techniques
stand to the fore.
The order of precedence seems to be reversed in the technics initiated by Auslander
and Reiten, which yield a classication of indecomposables without actually providing
an algorithm of decomposition into indecomposables [1, 7, 16]. The starting observation
of Auslander{Reiten is that, even though mod may have bad homological properties,
functors from mod to abelian groups ‘behave well’. More precisely, let us denote by
Coh the abelian category of coherent (contravariant additive) functors from mod
to the category Ab of abelian groups, i.e. of functors admitting nite presentations
through representable functors. Then Coh has global homological dimension  2. It
contains the simple functors, which have the form SN =HN =RHN , where N 2 mod
is indecomposable,HN stands for Hom(?; N ) and RF denotes the radical of a functor
F. If N is projective, the minimal projective resolution of SN is
0!HRN incl−!HN can−!SN ! 0;
where RN is the radical of N . Otherwise, SN has a minimal projective resolution of
the form
0!HL H−!HM H−!HN −!SN ! 0;
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where L is indecomposable (L;M 2 mod). This resolution is associated with an exact
sequence
0! L −!M −!N ! 0; ()
of mod which is almost split in the sense of Auslander{Reiten: This means that L; N
are indecomposable and that each non-invertible morphism J ! N with indecompos-
able domain J factors through , though  itself admits no section.
In Fig. 5 for instance, the part on the left of the dotted arrow describes an indecom-
posable submodule L of M , the part on the right an indecomposable residue-module
N (Fig. 15). The associated exact sequence
0! L incl−!M can−!N ! 0
is almost split.
In the general case of the almost split sequence ();  induces an isomorphism
HM=RHM
−!RHN =R2HN :
Equivalently, we have
M −!XmN (X );
where X runs through a set of representatives of the indecomposable (nite-dimensional)
-modules and
mN (X ) = dimk R(X; N )=R2(X; N )
(R denotes the radical of the category mod.) In particular, dimk R(X; N )=R2(X; N )
vanishes for almost all X . In fact, it can be shown that mN (X )  1 for all X if  is
nitely represented, i.e. if  admits only nitely many representatives X .
Almost split sequences are ‘self-dual’ in the sense that each non-invertible morphism
L! Y with indecomposable range Y factors through  (notations as above). It follows
that we also have
mN (X ) = dimk R(L; X )=R2(L; X )=:mL(X ):
Replacing L by X and X by N , we infer that, if X is not injective, N occurs mN (X ) =
mX (N ) times as a direct summand of the middle term of an almost split sequence
starting at X . Accordingly, the representation-quiver   is a union of ‘meshes’ where
M1; M2; : : : ; Mn run through the X such that mN (X ) > 0. (The representation-quiver
  of  is the ‘ordinary’ quiver of mod: its vertices are the representatives X ; two
representatives are connected by an arrow X ! Y if R(X; Y )=R2(X; Y ) 6= 0.) We
produce   in Fig. 16 (together with the mesh stopping at the module N of Fig. 15)
when  is the algebra of the quiver with relations of Fig. 1. There we have deleted the
heads of the arrows which are supposed to be directed to the right. Vertices marked
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Fig. 16.
Fig. 17.
Fig. 18.
with the same letter should be identied so that   lies on a Moebius band. These
vertices are described in Fig. 17. The computation of   uses ‘covering techniques’
and is based on the fact that
dimk Hom(P; L) + dimk Hom(P; N ) =
i=nX
i=1
dimk Hom(P;Mi)
for each mesh (notations of Fig. 18) and each projective P [5].
In the case of Fig. 1, the full subcategory ind of mod, which is formed by
the chosen representatives X of the indecomposable modules, is isomorphic to the
(k-linear) category which is dened by the quiver   and Riedtmann’s ‘mesh-relations’P
i ii=0. The ‘same’ result holds whenever  is nitely represented and
char k 6= 2!
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Fig. 19.
Fig. 20.
4. Simply connected algebras
As we have seen, nitely represented algebras behave worse than their module cat-
egories. As a consequence, module categories are often constructed directly without
the knowledge of the ‘dening’ algebras. An example is given by the so-called simply
connected algebras:
Let us start from a nite (tree-)quiver T and construct an innite quiver NT as
follows (Fig. 19): To each vertex t 2 T we attach a sequence of vertices (n; t) 2 NT
where n 2 N, to each arrow s ! t of T two sequences of arrows (n; s) (n;)−!(n; t) and
(n; t)
(n;)−!(n + 1; s) of NT . The quiver thus obtained is subjected to the translation
 : (n; t) 7! (n+ 1; t).
Next, we consider a pattern P of NT , i.e. a set of vertices containing at least one
vertex of the form (0; t) and exactly one pair (n; s) for each s 2 T (see Fig. 20,
where the vertices of P are marked with a circle). On the vertices of NT we dene a
dimension-function dP = d with values in N so that:
(a) d(x) = 1+
P
y!x d(y) if x 2 P (y ranges over the tails of the arrows with head x).
(b) d(x) =
P
y!x d(y)− d(z) , if x = z and
P
y!x d(y)> d(z)> 0:
(c) d(x) = 0 in all other cases.
Finally, we denote by RP the full subquiver of NT formed by the vertices x such
that d(x)> 0 (Fig. 20), by kRP(x; y) the vector space over k which is freely generated
by the paths from x to y in RP . With each x 2 RP we then associate the mesh-sum
x =
P
 (), where  ranges over all arrows of RP with tail x and ((n; )) stands
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for (n + 1; ). By k(RP)(x; y) we denote the residue-space of kRP(x; y) modulo all
vectors of the form wzv, where z 2 RP , v 2 kRP(x; z) and w 2 kRP(z; y). The vector
spaces k(RP)(x; y) are the morphism-spaces of the mesh-category of Riedtmann [15],
whose objects are the vertices of RP , whose composition is induced by the formal
juxtaposition of paths.
The multiplication-rule of matrices yields a basic algebra AP =
L
p;q2P k(RP)(q; p),
where p is considered as the ‘row-index’ and q as the ‘column-index’. Furthermore,
each x 2 RP denes a module M (x) =
L
p2P(p; x) over A
op
P , whose elements are
interpreted as ‘rows’. The following statements rest on the properties of almost split
sequences [5, 7]:
(a) For each x 2 RP , M (x) is indecomposable and has dimension dP(x).
(b) M (x) is projective (resp. injective) i x 2 P (resp. x =2 RP).
(c) The functor x 7! M (x) is fully faithful.
(d) If RP is nite, the map x 7! M (x) induces a bijection between the vertices of RP
and the isomorphism classes of indecomposable AopP -modules.
In these examples, the category mod AopP (or at least some part of it, when RP is
innite) is constructed directly, whereas AP is obtained indirectly as an algebra of
endomorphisms of a suitable projective module. The class of such AP embraces two
important subclasses which assume in the context of algebras a role similar to the role
played by Kleiner’s list in the context of posets [3, 4, 9, 2].
The access to algebras thus provided by categories strengthens the precedence of
categories over Bourbaki’s fundamental structures. By now this precedence seems to be
accepted in mathematical circles concerned with Algebra. In the 1960s, the acceptance
was restricted to the few who handled categories as mathematical objects, not merely as
fashionable terms of the mathematical language. Some of these few met in Oberwolfach
on the occasion of the Heidelberg{Strasbourg seminar. There I rst met Bill Lawvere.
Our discussions were of algebraic categories and categories of fractions. Sailing under
various ags, we then developed Category Theory in dierent directions. I hope that
he might be taken to the rocky shores to which I felt blown by compelling external
winds.
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