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Abstract
In this paper we investigate the global convergence of solutions of non-autonomous Hopfield
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1 Introduction
In the last decades, retarded functional differential equations have attracted the attention of an
increasing number of scientists due to their potential application in different sciences. Differential
equations with delays have served as models in population dynamics, ecology, epidemiology, disease
evolution, neural networks. Neural network models possess good potential applications in areas
such as pattern recognition, signal and image processing, and optimization (see [2, 17, 18], and the
references therein). Thus, in order to describe their dynamics, it is highly desirable to establish
criteria for boundedness, existence of invariant sets, global convergence, and asymptotic behavior of
solutions of neural network models in several settings (see [3, 4, 12, 13, 17, 19, 20, 21, 22, 23, 24] and
the references therein).
In a classic study of neural network dynamics, Hopfield [11] proposed, in 1984, the following
neural network model
x′i(t) = −bi(xi(t)) +
n∑
j=1
aijfj(xj(t)) + Ii, t ≥ 0, i = 1, . . . , n, (1.1)
where n ∈ N is the number of neurons, xi(t) is the state of the ith neuron at time t, bi(·) is the
charging function for the ith neuron, fj(·) are the activation functions, aij denotes the strengths of
connectivity between neurons j and i, and Ii is the input to the ith neuron.
In order to be more realistic, differential equations describing neural networks should incorporate
time delays to take into account the synaptic transmission time among neurons, or, in artificial
neural networks, the communication time among amplifiers. In 1989, Marcus and Westervelt [14]
introduced for the first time a discrete delay in the Hopfield model (1.1), and they observed that
the delay can destabilize the system. In fact, the delays can affect the dynamic behavior of neural
network models [1] and, for this reason, stability of delayed neural networks has been investigated
extensively ([2, 4, 5, 12, 15, 17, 18, 19, 20, 21, 22, 23, 24], and the references therein). Another
relevant fact to take into account is that the neuron charging time, the interconnection weights, and
the external inputs often change as time proceeds. Thus, the neural network models with temporal
structure of neural activities should be introduced and investigated (see [3, 4, 18]). In this paper, we
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consider non-autonomous Hopfield neural network models with unbounded discrete and distributed
delays.
In [6, 19, 20, 21, 23], the definition of asymptotic system (see Definition 2.1) of a non-autonomous
system was introduced and the authors remarked that, in general, dynamic behavior of an asymptotic
system is not available to characterize the dynamic behavior of the original system. For example, it
easy to verify that the following equation, presented in [21],
x′(t) = −x(t) + 2 + t
(t+ 1)2
x2(t), t ≥ 0, (1.2)
has an unbounded solution, x(t) = t+ 1, however, the zero solution of the linear equation
x′(t) = −x(t), t ≥ 0, (1.3)
is globally asymptotically stable and (1.3) is an asymptotic equation of (1.2). But, if we identify
situations where the dynamic behavior of a system is characterized by the dynamic of one of its
asymptotic systems, then it is extremely relevant to study the dynamic of asymptotic system because,
in these cases, it is possible to obtain behavior properties of the original system from known properties
of one of its asymptotic systems. In fact, an asymptotic system may be autonomous, periodic, almost
periodic or other special non-autonomous system, i.e. easier to study than the original system, and by
exploring the intrinsic features of the asymptotic system, we can obtain significant properties of the
original system. The purpose of this paper is to present some sufficient conditions for boundedness
and global convergence of solutions of non-autonomous Hopfield neural network systems and its
asymptotic systems with both bounded and unbounded coefficient functions.
Moreover, the models studied here have infinite delays and, when we are dealing with functional
differential equations with infinite delays, the choice of an admissible Banach phase space requires
special attention in order to have well-posedness of the initial value problem and standard results
on existence, uniqueness, and continuation of solutions (see [7, 9, 10]). We note that, many papers,
dealing with neural networks with unbounded delays, do not provide an explicit phase space.
After the introduction, the present paper is divided into four sections. In Section 2, the models
and its phase space are presented. In Section 3, we consider models with bounded coefficient functions
and a criterion for boundedness of solutions and a criterion for global convergence of the models are
derived. In Section 4, we consider neural network models with unbounded coefficient functions and
similar results are given. Finally, in last section, illustrative numerical simulations are presented to
show the effectiveness of the theoretical results.
2 Notations and model description
We denote by BC = BC((−∞, 0];Rn) the space of bounded and continuous functions, φ : (−∞, 0]→
Rn, equipped with the norm ||φ|| = sup
s≤0
|φ(s)|, where | · | is the maximum norm in Rn, i.e. |x| =
max{|xi| : i = 1, . . . , n} for x = (x1, . . . , xn) ∈ Rn. For a ∈ Rn, we also use a to denote the constant
function ϕ(s) = a in BC. A vector c = (c1, . . . , cn) ∈ Rn is said to be positive if ci > 0 for all
i ∈ {1, . . . , n} and in this case we write c > 0. A function ξ : [a,+∞) → R, a ∈ R, is said to
be eventually monotone if there exists t∗ > a such that ξ is non-decreasing (or non-increasing) on
[t∗,+∞). For a real sequence (un)n∈N, we write un ↗ +∞ to say that (un)n∈N is an increasing
sequence such that lim
n→+∞un = +∞.
Given a continuous function f : [0,+∞)→ R, we say that:
1. f is periodic if the exists ω > 0 such that
f(t+ ω) = f(t), ∀t ≥ 0;
2. f is almost periodic if, for any ε > 0 there exists ω = ω(ε) > 0 such that every interval
[a, a+ ω] ⊆ [0,+∞) contains at least one point of α such that
|f(t+ α)− f(t)| < ε, ∀t ≥ 0;
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3. f is pseudo almost periodic if it can be expressed as
f = f1 + ϕ
where f1 is an almost periodic function and ϕ : [0,+∞)→ R is a bounded continuous function
such that
lim
t→+∞
1
t
∫ t
0
|ϕ(s)|ds = 0.
It is well-known that a periodic, an almost periodic, or a pseudo almost periodic function f is bounded
and we denote f := sup
t≥0
|f(t)| and f := inf
t≥0
|f(t)|.
For an open set D ⊆ BC and f : [0,+∞)×D → Rn a continuous function, consider the functional
differential equation (FDE) given in general setting by
x′(t) = f(t, xt), t ≥ 0, (2.1)
where, as usual, xt denotes the function xt : (−∞, 0]→ Rn defined by xt(s) = x(t+ s) for s ≤ 0. By
a solution of (2.1) on an interval I ⊆ R, we mean a function x : (−∞, sup I)→ Rn such that xt ∈ D,
x(t) is continuous differentiable, and (2.1) holds for all t ∈ I (see [9]).
It is well-known that the Banach space BC is not an admissible phase space for (2.1), in the sense
of [7], thus the standard existence, uniqueness, continuous dependence type results are not available.
Instead of BC, we consider the admissible Banach space
UCg =
{
φ ∈ C((−∞, 0];Rn) : sup
s≤0
|φ(s)|
g(s)
<∞, φ(s)
g(s)
is uniformly continuous on (−∞, 0]
}
,
equipped with the norm ||φ||g = sup
s≤0
|φ(s)|
g(s)
, where g : (−∞, 0]→ [1,∞) is a function satisfying:
(g1) g is a non-increasing continuous function and g(0) = 1;
(g2) lim
u→0−
g(s+ u)
g(s)
= 1 uniformly on (−∞, 0];
(g3) g(s)→ +∞ as s→ −∞.
See [9] for more details.
As BC ⊆ UCg, then BC is a subspace of UCg, and we denote by BCg the space BC with the
norm || · ||g.
As UCg is an admissible Banach space, we consider the FDE (2.1) in the phase space UCg, for a
convenient function g, and we assume that f has enough smooth properties to ensure the existence
and uniqueness of solution for the initial value problem (see [9]). The solution of (2.1) with initial
condition xt0 = ϕ, for t0 ≥ 0 and ϕ ∈ UCg, is denoted by x(t, t0, ϕ). Moreover, from [9] again, if f
takes closed bounded subsets of its domain into bounded sets of Rn, then the solution x(t, t0, ϕ) is
extensible to (−∞, a], with a > t0, whenever it is bounded. It is relevant to emphasize that, from
[9], the solution x(t, t0, ϕ) is differentiable, once the differentiability of solutions plays an important
role in the proof of main results.
In this paper, we consider the generalized Hopfield neural network model with both discrete
time-varying and continuous distributed infinite delays given by
x′i(t) = −bi(t, xi(t)) +
n∑
j=1
P∑
p=1
(
aijp(t)hijp(xj(t− τijp(t)))
+cijp(t)fijp
(∫ 0
−∞
gijp(xj(t+ s))dηijp(s)
))
+ Ii(t), t ≥ 0, (2.2)
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i = 1, . . . , n, where bi : [0,+∞) × R → R, aijp, cijp, Ii : [0,+∞) → R, hijp, fijp, gijp : R → R, and
τijp : [0,∞) → [0,∞) are continuous functions, and ηijp : (−∞, 0] → R are non-decreasing bounded
functions, normalized so that ηijp(0) − ηijp(−∞) = 1, for all i, j ∈ {1, . . . , n}, p ∈ {1, . . . , P}. We
remark that the model (2.2) is general enough to include, as particular situations, the Hopfield
neural network models studied in [19, 21, 22, 23] (see systems (3.6), (3.10), and (3.15) below). In [5],
a function g : (−∞, 0]→ [1,+∞) was defined by
(i) g(s) = 1 on [−r1, 0];
(ii) g(−rn) = n, n ∈ N;
(iii) g is continuous and piecewise linear (linear on intervals [−rn+1,−rn]),
where rn ↗ +∞ is a suitable sequence of positive numbers, in such a way that conditions (g1), (g2),
and (g3) hold, and ∫ 0
−∞
g(s)dηijp(s) < +∞, i, j = 1, . . . , n, p = 1, . . . , P.
See more details in [5, Lemma 4.1]. Thus, we may consider the differential system (2.2) in the phase
space UCg. As we are dealing with neural network systems, we restrict our attention to initial
bounded conditions, i.e.,
xt0 = ϕ, with ϕ ∈ BC, (2.3)
for some t0 ≥ 0.
In the sequel, for (2.2) the following hypotheses will be considered:
(A1) for each i ∈ {1, . . . , n}, there exists a function βi : [0,+∞)→ [0,+∞) such that
bi(t, u)− bi(t, v)
u− v ≥ βi(t), ∀t ≥ 0, ∀u, v ∈ R, u 6= v;
(A2) For each i, j ∈ {1, . . . , n} and p ∈ {1, . . . , P}, hijp, fijp, gijp : R → R are Lipschitz functions
with Lipschitz constants γijp, µijp, and σijp, respectively;
(A3) For each i, j ∈ {1, . . . , n} and p ∈ {1, . . . , P}, t− τijp(t)→∞ as t→∞;
(A4) There exists d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n},
lim sup
t→+∞
−diβi(t) + n∑
j=1
P∑
p=1
dj(γijp|aijp(t)|+ µijpσijp|cijp(t)|)
 < 0.
We note that the hypothesis set (A1)-(A4) does not imply the boundedness of solutions of (2.2),
as it is demonstrated by the next simple example.
Example 2.1. It is easy to verify that the delay scalar equation
x′(t) = −tx(t) + t
4 + 2 sin t
sinx(t− 1) + t
2 + sin t
+ t2 +
t
2
+ 1, t ≥ 0, (2.4)
has an unbounded solution x(t) = t + 1 and the hypotheses (A1)-(A4) hold. We remark that the
coefficient functions are unbounded.
As we shall see in Theorem 3.1, if all coefficient functions are bounded then all solutions of (2.2)
are bounded. Without assuming bounded coefficient functions in (2.2), we shall conclude, from
Theorem 4.1, that either all solutions are bounded or all solutions are unbounded. Consequently, we
can conclude that all solutions of (2.4) are unbounded.
In this paper, we study the relationship between the solutions of system (2.2) and the solutions
of its asymptotic systems. Here, we use the usual concept of asymptotic system in the literature
[19, 20, 21, 23].
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Definition 2.1. The system
x′i(t) = −bˆi(t, xi(t)) +
n∑
j=1
P∑
p=1
(
aˆijp(t)hijp(xj(t− τˆijp(t)))+
+cˆijp(t)fijp
(∫ 0
−∞
gijp(xj(t+ s))dηijp(s)
))
+ Iˆi(t), t ≥ 0, (2.5)
i = 1, . . . , n, is said to be an asymptotic system of system (2.2) if bˆi(t, u), aˆijp(t), cˆijp(t), τˆijp(t), and
Iˆi(t) are continuous real functions such that bˆi satisfies (A1) for some non-negative function βˆi and
lim
t→+∞(βi(t)− βˆi(t)) = limt→+∞(bi(t, u(t))− bˆi(t, u(t))) = limt→+∞(aijp(t)− aˆijp(t))
= lim
t→+∞(cijp(t)− cˆijp(t)) = limt→+∞(τijp(t)− τˆijp(t))
= lim
t→+∞(Ii(t)− Iˆi(t)) = 0,
(2.6)
for every bounded continuous function u : R→ R.
From (2.6), it is obvious that hypothesis (A4) is equivalent to
lim sup
t→+∞
−βˆi(t) + n∑
j=1
P∑
p=1
dj
di
(γijp|aˆijp(t)|+ µijpσijp|cˆijp(t)|)
 < 0, 1, . . . , n. (2.7)
Before we consider the global convergence of the models, we need to show that all solutions of
(2.2), with bounded initial condition, are defined on R.
Lemma 2.1. Assume (A1) and (A2) hold.
Then, each solution x(t) = x(t, t0, ϕ) (with t0 ≥ 0 and ϕ ∈ BC) of (2.2) is defined on R.
Proof. Let x(t) = (x1(t), . . . , xn(t)) be the maximal solution of the initial value problem (2.2)-(2.3)
and define z(t) = (z1(t), . . . , zn(t)) := (|x1(t)|, . . . , |xn(t)|). For each i ∈ {1, . . . , n}, we have
z′i(t) = sign(xi(t))x
′
i(t)
= sign(xi(t))
−bi(t, xi(t)) + n∑
j=1
P∑
p=1
(
aijp(t)hijp(xj(t− τijp(t)))
+cijp(t)fijp
(∫ 0
−∞
gijp(xj(t+ s))dηijp(s)
))
+ Ii(t)
]
,
by integration, we obtain
zi(t) ≤ zi(t0)−
∫ t
t0
sign(xi(u))
(
bi(u, xi(u))− bi(u, 0)
)
du+
∫ t
t0
|bi(u, 0)|du+
∫ t
t0
|Ii(u)|du
+
n∑
j=1
P∑
p=1
[∫ t
t0
∣∣∣∣aijp(u)(hijp(xj(u− τijp(u)))− hijp(0))+ aijp(u)hijp(0)∣∣∣∣du
+
∫ t
t0
∣∣∣∣cijp(u)(fijp(∫ 0−∞ gijp(xj(u+ s))dηijp(s)
)
− fijp(gijp(0))
)
+ cijp(u)fijp(gijp(0))
∣∣∣∣ du]
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and, from hypotheses (A1)-(A2), we conclude that
zi(t) ≤ ‖ϕ‖ −
∫ t
t0
βi(u)zi(u)du+
∫ t
t0
b(u)du+
∫ t
t0
I(u)du
+
∫ t
t0
n∑
j=1
P∑
p=1
(
a(u)γ‖xu‖+ a(u)|hijp(0)|+ c(u)µσ‖xu‖+ c(u)|fijp(gijp(0))|
)
du
≤ ‖ϕ‖+
∫ t
t0
b(u) + I(u) + nP (a(u)h(0) + c(u)F (0))du+
∫ t
t0
nP (a(u)γ + c(u)µσ)‖xu‖du,
where h(0) = max
i,j,p
|hijp(0)|, F (0) = max
i,j,p
|fijp(gijp(0))|, γ = max
i,j,p
γijp, µ = max
i,j,p
µijp, σ = max
i,j,p
σijp,
a(u) = max
i,j,p
|aijp(u)|, b(u) = max
i
|bi(u, 0)|, c(u) = max
i,j,p
|cijp(u)|, and I(u) = max
i
|Ii(u)|. Defining the
continuous functions υ, ν : [t0,+∞)→ [0,+∞) by
υ(t) = ‖ϕ‖+
∫ t
t0
b(u) + I(u) + nP (a(u)h(0) + c(u)F (0))du and ν(t) = nP (a(t)γ + c(t)µσ)
respectively, we get, for t ≥ t0,
‖zt‖ ≤ υ(t) +
∫ t
t0
ν(u)‖zu‖du
and, by the generalized Gronwall’s inequality, see [8], we have
‖zt‖ ≤ υ(t) +
∫ t
t0
ν(u)υ(u)e
∫ t
u
ν(v)dvdu,
and the conclusion follows from the Continuation Theorem (see [9]).
3 Bounded coefficient functions
In this section, we address the boundedness and global convergence of solutions of (2.2) and of its
asymptotic systems, assuming that all coefficient functions are bounded, that is
(B) for each i, j ∈ {1, . . . , n} and p ∈ {1, . . . , P}, the functions aijp, cijp, Ii : [0,+∞) → R and
bi(·, u) : [0,+∞)→ R are continuously bounded for all u ∈ R.
In the first theorem we establish sufficient conditions ensuring the boundedness of solutions.
Theorem 3.1. Assume (A1), (A2), (A4), and (B) hold.
Then all solutions of (2.2) with initial bounded condition are bounded.
Proof. As bi(t, 0), aijp(t), cijp(t), and Ii(t) are bounded, there exists M > 0 such that
M ≥ |bi(t, 0)|+ |Ii(t)|+
n∑
j=1
P∑
p=1
(
|aijp(t)| |hijp(0)|+ |cijp(t)| |fijp(gijp(0))|
)
,
for all t ≥ 0 and i ∈ {1, . . . , n}.
From (A4), there exist T > 0 and l < 0 such that
−βi(t) +
n∑
j=1
P∑
p=1
dj
di
(
γijp|aijp(t)|+ µijpσijp|cijp(t)|
)
< l, ∀t ≥ T. (3.1)
Let x(t, t0, ϕ) = x(t) = (x1(t), . . . , xn(t)) be a maximal solution of (2.2), for some t0 ≥ 0 and ϕ ∈ BC,
and define z(t) = (d−11 |x1(t)|, . . . , d−1n |xn(t)|). By contradiction, assume that x(t) is unbounded.
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From Lemma 2.1 x(t) is defined on R and consequently there exist i ∈ {1, . . . , n} and a positive
sequence (tk)k∈N such that T < tk ↗ +∞, 0 < zi(tk)↗ +∞,
zi(tk) = ‖ztk‖ ≥ ‖zt‖, and z′i(tk) ≥ 0, ∀k ∈ N, ∀t ≤ tk. (3.2)
For each k ∈ N, we have
z′i(tk) = sign(xi(tk))d
−1
i x
′
i(tk)
= −d−1i sign(xi(tk))
(
bi(tk, xi(tk))− bi(tk, 0)
)
+ sign(xi(tk))d
−1
i
(
− bi(tk, 0) + Ii(tk)
)
+sign(xi(tk))d
−1
i
n∑
j=1
P∑
p=1
(
aijp(tk)hijp(xj(tk − τijp(tk)))− aijp(tk)hijp(0)+
+cijp(tk)fijp
(∫ 0
−∞
gijp(xj(tk + s))dηijp(s)
)
− cijp(tk)fijp(gijp(0))
)
+
+sign(xi(tk))d
−1
i
n∑
j=1
P∑
p=1
(
aijp(tk)hijp(0) + cijp(tk)fijp(gijp(0))
)
,
and from (A1)-(A2) we obtain
z′i(tk) ≤ −βi(tk)zi(tk) +
n∑
j=1
P∑
p=1
dj
di
(
|aijp(tk)|γijpzj(tk − τijp(tk)) + |cijp(tk)|µijpσijp‖zj,tk‖
)
+ d−1i M
≤ −βi(tk)zi(tk) +
n∑
j=1
P∑
p=1
dj
di
(
|aijp(tk)|γijp + |cijp(tk)|µijpσijp
)
‖ztk‖+ d−1i M,
and (3.2) implies
z′i(tk) ≤
−βi(tk) + n∑
j=1
P∑
p=1
dj
di
(
|aijp(tk)|γijp + |cijp(tk)|µijpσijp
) zi(tk) + d−1i M, ∀k ∈ N.
From (3.1) and (3.2) we conclude that z′i(tk) ≤ lzi(tk) + d−1i M → −∞, as k → +∞, which is a
contradiction.
Now, we state sufficient conditions ensuring the global attractivity of solutions of system (2.2)
and of its asymptotic systems (2.5).
Theorem 3.2. Assume (A1)-(A4) and (B) hold.
Then
lim
t→+∞ |xi(t)− xˆi(t)| = 0, i = 1, . . . , n,
for all x(t) = (x1(t), . . . , xn(t)) and xˆ(t) = (xˆ1(t), . . . , xˆn(t)) solutions of systems (2.2) and (2.5)
respectively, with bounded initial conditions.
Proof. Let x(t) and xˆ(t) solutions of (2.2) and (2.5) respectively, with bounded initial conditions,
and define y(t) = (d−11 |x1(t)− xˆ1(t)|, . . . , d−1n |xn(t)− xˆn(t)|).
From Lemma 2.1 and Theorem 3.1, we know that x(t) and xˆ(t) are bounded on R. It follows that
y(t) is a non-negative bounded function on R and it is possible to define Y0 := sup
t∈R
|y(t)|, the limits
ui := lim sup
t→+∞
yi(t), i = 1, . . . , n,
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and
u := max
i
{ui} ∈ [0,+∞).
It remains to prove that u = 0.
Let i ∈ {1, . . . , n} be such that ui = u. It is easy to prove that there is a positive sequence (tk)k∈N
such that
tk ↗ +∞, yi(tk)→ u, and y′i(tk)→ 0, as k → +∞, (3.3)
in fact:
Case 1. If yi(t) is eventually monotone, then lim
t→+∞ yi(t) = u and, for large t, yi(t) is a differentiable,
monotone and bounded real function. Hence there is a positive sequence (tk)k∈N such that
tk ↗ +∞ and y′i(tk)→ 0, as k → +∞;
Case 2. If yi(t) is not eventually monotone, then there is a positive sequence (tk)k∈N such that
tk ↗ +∞, y′i(tk) = 0, and yi(tk)→ u, as k → +∞. Thus (3.3) holds.
For the sake of contradiction, assume that u > 0.
Fix δ > 0 and let T = T (δ) > 0 be such that δ < u, |y(t)| < uδ := u+ δ for t ≥ T and∫ −T
−∞
dηijp(s) <
δ
Y0
, ∀j ∈ {1, . . . , n}, p ∈ {1, . . . , P}.
Since t− τijp(t)→∞ and τijp(t)− τˆijp(t)→ 0 as t→∞, and yi(tk)→ u as k → +∞, then there is
k0 ∈ N such that, for k ≥ k0, tk − τˆijp(tk) > T , tk > 2T , and yi(tk) > u−δ := u − δ > 0. From the
hypotheses, we conclude that, for all k > k0,
y′i(tk) = sign(xi(tk)− xˆi(tk))d−1i (x′i(tk)− xˆ′i(tk))
= sign(xi(tk)− xˆi(tk))d−1i
(
− (bi(tk, xi(tk))− bˆi(tk, xi(tk)))− (bˆi(tk, xi(tk))− bˆi(tk, xˆi(tk)))
)
+sign(xi(tk)− xˆi(tk))
n∑
j=1
P∑
p=1
d−1i
[
(aijp(tk)− aˆijp(tk))hijp(xj(tk − τijp(tk)))
+aˆijp(tk)
(
hijp(xj(tk − τijp(tk)))− hijp(xj(tk − τˆijp(tk)))
)
+aˆijp(tk)
(
hijp(xj(tk − τˆijp(tk)))− hijp(xˆj(tk − τˆijp(tk)))
)
+(cijp(tk)− cˆijp(tk))fijp
(∫ 0
−∞
gijp(xj(tk + s))dηijp(s)
)
+cˆijp(tk)
(
fijp
(∫ 0
−∞
gijp(xj(tk + s))dηijp(s)
)
− fijp
(∫ 0
−∞
gijp(xˆj(tk + s))dηijp(s)
))]
+sign(xi(tk)− xˆi(tk))(Ii(tk)− Iˆi(tk))d−1i
≤ −βˆi(tk)yi(tk) +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(tk)|γijpyj(tk − τˆijp(tk))
+|cˆijp(tk)|µijpσijp
∫ 0
−∞
yj(tk + s)dηijp(s)
]
+ εi1(tk), (3.4)
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where
εi1(t) := d
−1
i |bi(t, xi(t))− bˆi(t, xi(t))|+
n∑
j=1
P∑
p=1
d−1i
[
|aijp(t)− aˆijp(t)| |hijp(xj(t− τijp(t)))|+
+|aˆijp(t)|γijp|xj(t− τijp(t))− xj(t− τˆijp(t))|+
+|cijp(t)− cˆijp(t)|
∣∣∣∣fijp(∫ 0−∞ gijp(xj(t+ s))dηijp(s)
)∣∣∣∣ ]+ d−1i |Ii(t)− Iˆi(t)|.
As t 7→ bi(t, w) and xi(t) are bounded on [0,+∞), for all w ∈ R, and, from (A1), w 7→ bi(t, w) is non-
decreasing for all t ≥ 0, then t 7→ bi(t, xi(t)) is a bounded function on [0,+∞). As aijp(t), cijp(t), Ii(t),
and xj(t) are also bounded on [0,+∞) for all i, j, p, it follows from (2.2) that x′j(t) are bounded on
(0 +∞). Thus xj(t) are uniformly continuous and consequently, from (2.6),
lim
t→+∞ εi1(t) = 0. (3.5)
It follows from (3.4) that, for all k ≥ k0,
y′i(tk) ≤ −βˆi(tk)yi(tk) +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(tk)|γijpyj(tk − τˆijp(tk))
+|cˆijp(tk)|µijpσijp
∫ 0
−∞
yj(tk + s)dηijp(s)
]
+ εi1(tk)
≤ −βˆi(tk)u−δ +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(tk)|γijpuδ
+|cˆijp(tk)|µijpσijp
(∫ −T
−∞
yj(tk + s)dηijp(s) +
∫ 0
−T
yj(tk + s)dηijp(s)
)]
+ εi1(tk)
≤ −βˆi(tk)u−δ +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(tk)|γijpuδ + |cˆijp(tk)|µijpσijp
(
δ + uδ
∫ 0
−T
dηijp(s)
)]
+εi1(tk)
≤ −βˆi(tk)u−δ +
n∑
j=1
P∑
p=1
dj
di
(
|aˆijp(tk)|γijp + |cˆijp(tk)|µijpσijp
)
u2δ + εi1(tk).
Since y′i(tk)→ 0 as k → +∞, then letting δ → 0 and k → +∞ it follows from (2.7) and (3.5) that
0 ≤
lim sup
k→+∞
[
− βˆi(tk) +
n∑
j=1
P∑
p=1
dj
di
(
|aˆijp(tk)|γijp + |cˆijp(tk)|µijpσijp
)]u < 0,
which is a contradiction. Consequently, u = 0 and the proof is concluded.
Obviously, system (2.2) can be regarded as an asymptotic system of itself, thus we have the
following corollary.
Corollary 3.3. Assume (A1)-(A4) and (B) hold.
If x(t) = (x1(t), . . . , xn(t)) and x
∗(t) = (x∗1(t), . . . , x
∗
n(t)) are solutions of (2.2) with bounded
initial conditions, then
lim
t→+∞ |xi(t)− x
∗
i (t)| = 0, i = 1, . . . , n.
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With the following examples, we show the effectiveness of presented results and a comparison
with some stability criteria in the literature is given.
Example 3.1. For systems (2.2) and (2.5) with the restrictions fijp(x) = 0, P = 2, hij1 = hij2 = hj ,
γij1 = γij2 = γj , τij1(t) = 0, τij2(t) = τij(t), bi(t, u) = βi(t)u, and bˆi(t, u) = βˆi(t)u, i.e., for the models
x′i(t) = −βi(t)xi(t) +
n∑
j=1
aij1(t)hj(xj(t)) +
n∑
j=1
aij2(t)hj(xj(t− τij(t))) + Ii(t), t ≥ 0, (3.6)
and
x′i(t) = −βˆi(t)xi(t) +
n∑
j=1
aˆij1(t)hj(xj(t)) +
n∑
j=1
aˆij2(t)hj(xj(t− τij(t))) + Iˆi(t), t ≥ 0, (3.7)
where
lim
t→+∞(βi(t)− βˆi(t)) = limt→+∞(aij1(t)− aˆij1(t)) = limt→+∞(aij2(t)− aˆij2(t))
= lim
t→+∞(Ii(t)− Iˆi(t)) = 0, (3.8)
the global convergence of the models was already studied in [19, 20, 21]. In [23], the slight general
situation bi(t, x) = βi(t)gi(x), with gi : R → R satisfying (A1), was considered. Clearly, (3.6) is a
special case of model (2.2) and its asymptotic system (3.7) is a special case of model (2.5), thus from
Theorem 3.2 we obtain the following result:
Corollary 3.4. Assume that hj : R → R are Lipschitz functions with Lipschitz constant γj, the
functions τij : [0,+∞) → [0,+∞) are continuous such that t − τij(t) → +∞ as t → +∞, and
βi, βˆi : [0,+∞)→ [0,+∞), aij1, aˆij1, aij2, aˆij2, Ii, Iˆi : [0,+∞)→ R are continuous bounded functions
such that (3.8) holds.
If there exists d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n},
lim sup
t→+∞
−diβi(t) + n∑
j=1
djγj(|aij1(t)|+ |aij2(t)|)
 < 0, (3.9)
then
lim
t→+∞ |xi(t)− xˆi(t)| = 0, i = 1, . . . , n,
for all x(t) = (x1(t), . . . , xn(t)) and xˆ(t) = (xˆ1(t), . . . , xˆn(t)) solutions of systems (3.6) and (3.7)
respectively, with bounded initial conditions.
Remark 3.1. Note that Corollary 3.4 improves [19, Theorem 2.1] and [23, Theorem 2.1] because the
authors assume that system (3.6) has a periodic asymptotic system, i.e., (3.7) is a periodic system,
and they also assume the stronger condition
∃d = (d1, . . . , dn) > 0, ∃η > 0 : −diβi(t) +
n∑
j=1
djγj(|aij1(t)|+ |aij2(t)|) < −η, ∀t ≥ 0, i ∈ {1, . . . , n},
instead of (3.9).
In [21], instead of condition (3.9), the hypothesis
(H) There exists d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n}
lim sup
t→+∞
 n∑
j=1
djγi(|aji1(t)|+ |aji2(t)|)
diβj(t)
 < 1,
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with lim inf
t→+∞ βi(t) > 0, is assumed and, as it is illustrated in Section 5 with the model (5.1), the condi-
tions (3.9) and (H) are different. Consequently Theorem 3.2 gives a new global convergence criterion.
Example 3.2. Consider the following Hopfield neural network model
x′i(t) = −βi(t)xi(t) +
n∑
j=1
aij(t)hj(xj(t)) +
n∑
j=1
cij(t)fj
(
σj
∫ 0
−∞
Gij(−s)xj(t+ s)ds
)
+ Ii(t), (3.10)
for t ≥ 0 and i = 1, . . . , n, where σj ≥ 0, hj , fj : R → R are Lipschitz functions with Lipschitz
constants γj and µj respectively, the delay kernel functions Gij : [0,+∞) → [0,+∞) are piecewise
continuous and integrable such that ∫ +∞
0
Gij(u)du = 1, (3.11)
and βi, aij , cij , Ii : [0,+∞)→ R are continuous functions such that
lim
t→+∞(βi(t)− βˆi(t)) = limt→+∞(aij(t)− aˆij(t)) = limt→+∞(cij(t)− cˆij(t))
= lim
t→+∞(Ii(t)− Iˆi(t)) = 0, (3.12)
for some almost periodic continuous functions βˆi, aˆij , cˆij , Iˆi : [0,+∞)→ R, i, j = 1, . . . , n. Thus the
following system is an asymptotic system of (3.10)
x′i(t) = −βˆi(t)xi(t) +
n∑
j=1
aˆij(t)hj(xj(t)) +
n∑
j=1
cˆij(t)fj
(
σj
∫ 0
−∞
Gij(−s)xj(t+ s)ds
)
+ Iˆi(t). (3.13)
System (3.10) arises as another special case of model (2.2), when we consider P = 1, bi(t, u) =
βi(t)u, aij1(t) = aij(t), hij1(u) = hj(u), τij1(t) = 0, cij1(t) = cij(t), fij1(u) = fj(u), gij1(u) = σu for
all t ≥ 0, u ∈ R, i, j = 1, . . . , n, and the functions ηij1 are defined by
ηij1(s) =
∫ s
−∞
Gij(−u)du, s ∈ (−∞, 0], i, j = 1, . . . , n.
In [22], the following result for the existence of an almost periodic solution of (3.13) was estab-
lished.
Theorem 3.5. [22] Assume that, for each i, j = 1, . . . , n,
(i) the functions βˆi, aˆij , cˆij , Iˆi : [0,+∞)→ R are continuous almost periodic such that
βˆi = inf
t≥0
βˆi(t) > 0;
(ii) the functions hj , fj : R → R are Lipschitz functions with Lipschitz constants γj and µj respec-
tively;
(iii) the delay kernel function Gij : [0,+∞) → [0,+∞) is piecewise continuous and integrable such
that (3.11) holds.
If there exists d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n},
(
βˆidi
)−1  n∑
j=1
dj
(
γj aˆij + µjσj cˆij
) < 1, (3.14)
where aˆij = sup
t≥0
|aˆij(t)| and cˆij = sup
t≥0
|cˆij(t)|, then the system (3.13) has an almost periodic solution.
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As an almost periodic function is bounded and condition (3.14) implies
lim sup
t→+∞
−diβi(t) + n∑
j=1
dj (γj |aij(t)|+ µjσj |cij(t)|)
 < 0, ∀i = 1, . . . , n,
from Theorems 3.2 and 3.5, we conclude the following stability criterion.
Corollary 3.6. Assume that conditions (i)-(iii) in Theorem 3.5 and (3.14) hold.
If βi, aij , cij , Ii : [0,+∞)→ R, are continuous functions such that (3.12) holds, then every solution
x(t) of (3.10), with bounded initial condition, satisfies
lim
t→+∞ |x(t)− xˆ(t)| = 0,
where xˆ(t) is the almost periodic solution of (3.13).
Remark 3.2. Since the Hopfield neural network model (3.10) is not an almost periodic system, the
stability result in [22] can not be applied to prove that all solutions converge to an almost periodic
function. In Section 5, we present numerical simulations of the model (5.3) to illustrate the effective-
ness of Corollary 3.6.
Example 3.3. At last, we consider the following neural network model
x′i(t) = −bi(xi(t)) +
n∑
j=1
aij1(t)hj1(xj(t)) +
n∑
j=1
aij2(t)hj2(xj(t− τij(t)))
+
n∑
j=1
cij(t)
∫ 0
−∞
Gij(−s)gj(xj(t+ s))ds+ Ii(t), t ≥ 0, i = 1, . . . , n, (3.15)
where bi : R→ R are continuous functions, hj1, hj2, gj : R→ R are Lipschitz functions with Lipschitz
constants γj1, γj2, and σj respectively, aij1, aij2, cij , Ii : [0,+∞) → R, τij : [0,+∞) → [0,+∞) are
continuous pseudo almost periodic functions, and the delay kernel functions Gij : [0,+∞)→ [0,+∞)
are piecewise continuous and integrable such that (3.11) and∫ +∞
0
uGij(u)ds < +∞ (3.16)
hold. As in the above examples, it is easy to see that (3.15) is also a special case of model (2.2).
We remark that a system, which has an asymptotic pseudo almost periodic system, is itself a
pseudo almost periodic system. For model (3.15), Corollary 3.3 allows us to improve a stability
criterion in [24].
In [24], the following result for the existence of a pseudo almost periodic solution of (3.15) was
established.
Theorem 3.7. [24] Assume that, for each i, j = 1, . . . , n,
(i) the functions aij1, aij2, cij , Ii : [0,+∞)→ R, τij : [0,+∞)→ [0,+∞) are pseudo almost periodic
continuous;
(ii) the function bi : R→ R is continuous and there exists βi > 0 such that
bi(u)− bi(v)
u− v ≥ βi, ∀u, v ∈ R, u 6= v;
(iii) the functions hj1, hj2, gj : R → R are Lipschitz functions with Lipschitz constants γj1, γj2, σj
respectively;
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(iv) the delay kernel function Gij : [0,+∞) → [0,+∞) is piecewise continuous and integrable such
that (3.11) and (3.16) hold.
If
−βi +
n∑
j=1
(γj1aij1 + γj2aij2 + σjcij) < 0, ∀i = 1, . . . , n, (3.17)
where cij = sup
t≥0
|cij(t)| and aijp = sup
t≥0
|aijp(t)| for p = 1, 2, then the system (3.15) has at least one
pseudo almost periodic solution.
As a pseudo almost periodic function is bounded and condition (3.17) implies
lim sup
t→+∞
−βi + n∑
j=1
(γj1|aij1(t)|+ γj2|aij2(t)|+ σj |cij(t)|)
 < 0, ∀i = 1, . . . , n,
from Theorem 3.7 and Corollary 3.3, we obtain the following stability result.
Corollary 3.8. Assume that conditions (i)-(iv) in Theorem 3.7 and (3.17) hold.
Then the system (3.15) has a unique pseudo almost periodic solution x∗(t) such that
lim
t→+∞ |x(t)− x
∗(t)| = 0,
for all x(t) solution with bounded initial condition.
Remark 3.3. In [24], the global asymptotic stability of the pseudo almost periodic solution x∗(t) of
system (3.15) was proved assuming the following additional conditions:
1. the delays functions τij(t) are differentiable such that, for some τ > 0,
τ ′ij(t) ≤ τ < 1, ∀t ≥ 0, ∀i, j = 1, . . . , n;
2. for each i ∈ {1, . . . , n},
−βi +
n∑
j=1
(
γj1aij1 +
γj2aij2
1− τ + σjcij
)
< 0.
With the model (5.5) in Section 5, we illustrate the effectiveness of Corollary 3.8.
4 Unbounded coefficient functions
In this section, we shall address the boundedness and global convergence of solution of system (2.2)
and of its asymptotic systems (2.5) without assuming bounded coefficient functions.
Theorem 4.1. Assume (A1), (A2), and (A4) hold and τijp(t) = τˆijp(t) for all t ≥ 0.
If (2.2) has a bounded solution, then all solutions of (2.2) and (2.5), with initial bounded condi-
tions, are bounded.
Proof. First, we show that all solutions of (2.5) are bounded. Let x(t) a bounded solution of (2.2)
and xˆ(t) a solution of (2.5) with initial bounded condition. From Lemma 2.1, x(t) and xˆ(t) are
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defined on R and, defining y(t) = (d−11 |x1(t)− xˆ1(t)|, . . . , d−1n |xn(t)− xˆn(t)|), we have, for t > 0 and
i ∈ {1, . . . , n},
y′i(t) = sign(xi(t)− xˆi(t))d−1i (x′i(t)− xˆ′i(t))
= sign(xi(t)− xˆi(t))d−1i
(
− (bi(t, xi(t))− bˆi(t, xi(t)))− (bˆi(t, xi(t))− bˆi(t, xˆi(t))))
+sign(xi(t)− xˆi(t))
n∑
j=1
P∑
p=1
d−1i
[
(aijp(t)− aˆijp(t))hijp(xj(t− τijp(t)))
+aˆijp(t)
(
hijp(xj(t− τijp(t)))− hijp(xˆj(t− τijp(t)))
)
+(cijp(t)− cˆijp(t))fijp
(∫ 0
−∞
gijp(xj(t+ s))dηijp(s)
)
+cˆijp(t)
(
fijp
(∫ 0
−∞
gijp(xj(t+ s))dηijp(s)
)
− fijp
(∫ 0
−∞
gijp(xˆj(t+ s))dηijp(s)
))]
+sign(xi(t)− xˆi(t))(Ii(t)− Iˆi(t))d−1i
and, from the hypotheses, we obtain
y′i(t) ≤ −βˆi(t)yi(t) +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(t)|γijpyj(t− τijp(t)) + |cˆijp(t)|µijpσijp‖yt‖
]
+d−1i |bi(t, xi(t))− bˆi(t, xi(t))|+
n∑
j=1
P∑
p=1
d−1i
[
|aijp(t)− aˆijp(t)| |hijp(xj(t− τijp(t)))|
+|cijp(t)− cˆijp(t)|
∣∣∣∣fijp(∫ 0−∞ gijp(xj(t+ s))dηijp(s)
)∣∣∣∣ ]+ |Ii(t)− Iˆi(t)|d−1i
= −βˆi(t)yi(t) +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(t)|γijpyj(t− τijp(t)) + |cˆijp(t)|µijpσijp‖yt‖
]
+ εi2(t)
≤ −βˆi(t)yi(t) +
n∑
j=1
P∑
p=1
dj
di
[
|aˆijp(t)|γijp + |cˆijp(t)|µijpσijp
]
‖yt‖+ εi2(t), (4.1)
where
εi2(t) = d
−1
i |bi(t, xi(t))− bˆi(t, xi(t))|+
n∑
j=1
P∑
p=1
d−1i
[
|aijp(t)− aˆijp(t)| |hijp(xj(t− τijp(t)))|
+|cijp(t)− cˆijp(t)|
∣∣∣∣fijp(∫ 0−∞ gijp(xj(t+ s))dηijp(s)
)∣∣∣∣ ]+ |Ii(t)− Iˆi(t)|d−1i .
The solution x(t) is bounded continuous, hijp, fijp, gijp are continuous,
∫ 0
−∞
dηijp(s) = 1, and (2.6)
holds, then lim
t→+∞ εi2(t) = 0.
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Suppose that y(t) is not a bounded function. Consequently there exist i ∈ {1, . . . , n} and a
positive real sequence (tk)k∈N such that tk ↗ +∞, 0 < yi(tk)↗ +∞,
yi(tk) = ‖ytk‖ ≥ ‖yt‖, and y′i(tk) ≥ 0, ∀k ∈ N, ∀t ≤ tk. (4.2)
From (4.1) and (4.2), we have
y′i(tk) ≤
−βˆi(tk) + n∑
j=1
P∑
p=1
dj
di
(
|aˆijp(tk)|γijp + |cˆijp(tk)|µijpσijp
)
+
εi2(tk)
yi(tk)
 yi(tk), ∀k ∈ N,
with lim
k
εi2(tk)
yi(tk)
= 0. Hypotheses (A4) and (2.6) imply (2.7) and y′i(tk) < 0, for large k, which is a
contradiction. Thus y(t) is bounded and we conclude that xˆ(t) is also bounded.
As we remark above, the system (2.2) can be regarded as an asymptotic system of itself, thus all
solutions of (2.2) are also bounded.
By Example 2.1, we know that there exist models satisfying (A1)-(A4) for which all solutions are
unbounded. The following simple example shows that there exist models, with unbounded coefficient
functions, satisfying (A1)-(A4) such that all solutions are bounded.
Example 4.1. It is easy to verify that the scalar equation
x′(t) = − t+ 4
2 + cos t
x(t) + x
(
t− 3pi
2
)
+ t+ 2, t ≥ 0, (4.3)
has a bounded solution x(t) = cos t+2. As the hypotheses (A1)-(A4) hold, then, from Theorem 4.1,
all solutions of (4.3) are bounded. We remark that, for each u 6= 0, the function t 7→ b(t, u) = t+42+cos tu
is unbounded and the input function I(t) = t+ 2 is also unbounded.
The following theorem is proved using the same arguments in the proof of Theorem 3.2 and
details are omitted. In fact, Lemma 2.1 and Theorem 4.1 imply that all solutions of (2.2) and
(2.5), with bounded initial conditions, are defined and bounded on R. Moreover, as we assume that
τijp(t) = τˆijp(t), in this situation we do not need to show that the solutions of (2.2) are uniformly
continuous.
Theorem 4.2. Assume (A1)-(A4) hold and τijp(t) = τˆijp(t) for all t ≥ 0.
If (2.2) has a bounded solution, then
lim
t→+∞ |xi(t)− xˆi(t)| = 0, i = 1, . . . , n,
for all x(t) = (x1(t), . . . , xn(t)) and xˆ(t) = (xˆ1(t), . . . , xˆn(t)) solutions of systems (2.2) and (2.5)
respectively, with bounded initial conditions.
As the system (2.2) can be regarded as an asymptotic system of itself, the following corollary
holds.
Corollary 4.3. Assume (A1)-(A4) hold.
If x∗(t) is a bounded solution of (2.2), then
lim
t→+∞ |xi(t)− x
∗
i (t)| = 0, i = 1, . . . , n,
for any solution, x(t) = (x1(t), . . . , xn(t)), of (2.2) with bounded initial condition.
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5 Numerical simulations
Example 5.1. First, we consider the one-dimensional equation (4.3) again. As we remark above,
the function x∗(t) = cos t + 2 is a periodic solution and now, from Corollary 4.3, we can conclude
that all solutions x(t) converge to x∗(t) as t → +∞. We note that the coefficient functions are not
periodic functions.
We used the Matlab software, [16], to plot a numerical simulation of the behavior of the solution
x(t) of model (4.3) with initial condition ϕ(s) = 1, s ≤ 0 (see Figure 1(a)).
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(a) Solution x(t) of (4.3) with initial condition ϕ(s) =
1, s ≤ 0.
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(b) Solution (x1(t), x2(t)) of system (5.1) with initial
condition ϕ(s) = (sin s, 2), s ≤ 0.
Figure 1: Behavior of the solutions of systems (4.3) and (5.1).
Example 5.2. Consider the following system x
′
1(t) = −(2 + e−t)x1(t) + (cos et)x1(t− 1) + (sin et)x2(t− 2) + e−t
x′2(t) = −3x2(t) + (cos et)x1(t− 1) + 2(sin et)x2(t− 2) + e−t
. (5.1)
It is straightforward to check that the system
 x
′
1(t) = −2x1(t) + (cos et)x1(t− 1) + (sin et)x2(t− 2)
x′2(t) = −3x2(t) + (cos et)x1(t− 1) + 2(sin et)x2(t− 2)
(5.2)
is an asymptotic system of (5.1). It is easy to see that the hypotheses (A1), (A2), and (A4)
hold with d = (1, 1) and from Theorem 3.2 we conclude that any two solutions, x(t) solution of
(5.1) and xˆ(t) solution of (5.2), satisfy lim
t→+∞ |x(t)− xˆ(t)| = 0. Consequently, the equilibrium point,
(x1(t), x2(t)) = (0, 0), of (5.2) attracts every solution of system (5.1) (look at the numerical simula-
tion in Figure 1(b)), but system (5.1) has not equilibrium points.
Remark 5.1. We note that hypothesis (H) does not hold for system (5.2). In fact, if (H) holds
then there exists d = (d1, d2) > 0 such that
lim sup
t→+∞
2∑
j=1
dj |aj11(t)|
d1cj(t)
= lim sup
t→+∞
(
d1| cos et|
2d1
+
d2| cos et|
3d1
)
=
1
2
+
d2
3d1
< 1,
and
lim sup
t→+∞
2∑
j=1
dj |aj21(t)|
d2cj(t)
= lim sup
t→+∞
(
d1| sin et|
2d2
+
2d2| sin et|
3d2
)
=
d1
2d2
+
2
3
< 1,
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since n = 2, γi = 1, and aij2(t) = 0. Thus we have
3
2d1 < d2 <
3
2d1 which is a contradiction.
Consequently, [21, Theorem 3.2] cannot be applied to get the same conclusion. Moreover, we remark
that system (5.1) has not a periodic asymptotic system, thus the main results in [19, 20, 23] also
cannot be applied. This example illustrates that our Theorem 3.2 presents a new stability criterion.
Example 5.3. The following neural network model
x′1(t) = −
(
3 +
1
t+ 1
)
x1(t) + (cos t)x1(t) + (sin(pit) + e
−t) tanh(x2(t− 1)) + 1
t+ 2
x′2(t) = −4x2(t) + cos(2t)x2(t) +
1
t+ 1
tanh(x1(t− 1)) + cos(
√
5t+ e−t) tanh(x2(t− 1)) + sin(pit)
(5.3)
is not an almost periodic system but, from Corollary 3.6, we conclude that the almost periodic
solution of its asymptotic system
x′1(t) = −3x1(t) + (cos t)x1(t) + sin(pit) tanh(x2(t− 1))
x′2(t) = −4x2(t) + cos(2t)x2(t) + cos
(√
5t
)
tanh(x2(t− 1)) + sin(pit)
(5.4)
attracts globally all solutions of (5.3) (see the numerical simulation in Figure 2(a)).
Example 5.4. At last, we consider the neural network model
x′1(t) = −3x1(t) +
(
cos(pit) + e−t
2 cos2 t
)
tanh(x1(t− 2| sin t|)) + sin t
2
x2(t− 1) + cos t
x′2(t) = −4x2(t) +
(
cos t+ e−t
2 sin2 t
)
tanh(x1(t− 2| sin t|)) + sin
(√
5t
)
x2(t− 1) + e−|t|
(5.5)
with pseudo almost periodic coefficients. From Corollary 3.8, we conclude that there exists a pseudo
almost periodic solution which attracts all solutions (see the numerical simulation in Figure 2(b)).
We remark that condition 1. in Remark 3.3 does not hold, thus the stability result in [24] can not
be used, in model (5.5), to get the same conclusion.
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(a) Solution (x1(t), x2(t)) of system (5.3) with initial
condition ϕ(s) = (sin s, 2), s ≤ 0.
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(b) Solution (x1(t), x2(t)) of system (5.5) with initial
condition ϕ(s) = (−2, 1 + cos s), s ≤ 0.
Figure 2: Behavior of the solutions of systems (5.3) and (5.5).
6 Conclusion
We have presented criteria for the global convergence of solutions of non-autonomous Hopfield neural
network models, theorems 3.2 and 4.2. These theorems are quite general because in neural network
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models (2.2) and (2.5) it is possible to have time-varying delays, unbounded distributed delays, and
it is not necessary to assume that the coefficients and delays are constants, periodic, almost periodic
or pseudo almost periodic functions. Moreover, in Theorem 4.2 it is not necessary to assume that
the coefficient functions are bounded.
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