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Abstract 
Graphene has attracted tremendous attention in the last decade owing to its 
potential applications in broad fields, such as integrated circuits, energy storage and 
nanocomposites. Especially, graphene can be incorporated into polymers to make 
various polymeric nanocomposites. Due to the unique two-dimensional lattice 
structure of graphene, strong structure-property relationships are expected in both 
graphene and graphene-based materials. Recently, a large number of experimental 
studies have been conducted to characterize the properties of graphene and graphene-
based materials, but some fundamental problems have not been well understood. For 
instance, synthesis of graphene using chemical vapour deposition and oxide 
reduction methods can introduce atomistic defects. However, experiments still 
cannot precisely characterize the effect of atomistic defects on the fracture strength 
and morphology of graphene. As for graphene-polymer nanocomposites, some 
controversial results have been observed in the experiments of interfacial shear stress 
and interfacial thermal conductance. The underlying mechanisms of interfacial load 
transfer and thermal transport are still unclear. Moreover, due to the extremely small 
sample size and impurities, the accurate manipulation and measurement of graphene 
remains a technical challenge. Increasingly, atomistic simulation method (such as 
molecular dynamics) has been used to characterize the properties of graphene and 
graphene-based materials. 
Therefore, the main focus of this thesis is to investigate the strong structure-
property relations in graphene and graphene-polymer nanocomposites through 
molecular dynamics simulations. The effects of atomistic defects, free edges and 
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surface functionalization on the structural, mechanical and thermal properties of 
graphene and graphene-polymer interfaces have been investigated. 
Firstly, the mechanical performance of pristine and defective graphene has 
been explored. It is found that pristine graphene shows typical features of brittle 
materials. When atomistic defects, such as Stone-Wales and vacancy defects, are 
introduced into graphene, they can dramatically deteriorate its fracture strength. It is 
interesting to note the fracture strength can be predicted by atomistic-based 
theoretical models. On the other hand, the healing of Stone-Wales defects can 
increase the fracture strength at elevated temperatures. Energetic analysis indicates 
that temperature, loading level and loading direction significantly influence the 
formation of Stone-Wales defects via bond rotation. Generally, mechanical strain can 
lower the energy barrier and promote defect initiation. 
Then, the geometrical morphology of graphene has been investigated. It is 
found that free edges can create both non-zero edge energy and edge stress. For 
instance, regular and hydrogen-terminated edges possess compressive stress, while 
armchair-reconstructed edges have tensile stress. Edge stress plays a significant role 
in governing the energy state of initial configurations of graphene nanoribbons. It is 
also confirmed that external strain can be applied to graphene nanoribbons from 
possible shape transition. In other words, external perturbation is critical in 
controlling the morphology of graphene.  
As for graphene-polymer nanocomposites, their interfacial and thermal 
properties have been extensively investigated in this work. In contrast to 
conventional reinforcements, interfacial shear force shows three typical stages during 
a pull-out test. Surface functionalization can result in larger interfacial shear force, 
consequently better interfacial load transfer between graphene and polymer matrix. A 
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theoretical model has been also established to explain the underlying mechanisms of 
load transfer. For interfacial thermal transport, grafting graphene surface with 
polymer chains can effectively enhance interfacial thermal conductance, which is 
mainly attributed to increased vibration coupling between graphene and polymer 
matrix at low frequencies. With effective medium theory, we have found that 
graphene volume fraction also plays an important role in dominating the overall 
thermal conductivity of nanocomposites. 
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Chapter 1: Introduction 
This chapter briefly outlines the background (section 1.1) and research 
problems (section 1.2) of the research. Section 1.3 describes the aims and objectives 
of the research. Finally, section 1.4 includes an outline of the remaining chapters of 
the thesis. 
1.1 BACKGROUND 
Dimensionality is one of the most significant material parameters, which 
enables to define various types of materials. Even the same chemical elements can 
exhibit dramatically different physical properties depending on whether it belongs to 
0-dimensional (0D) (e.g. buckyballs), 1D (e.g. nanotubes) or 3D crystal structures. 
Even though 3D materials have been well documented for a long time, there is still 
lack of understanding of 2D crystal structures. Recently, increased efforts have been 
devoted to the experimental and theoretical investigation of 2D materials. 
More than 70 years ago, scientists Landau and Peierls indicated that strictly 2D 
materials were thermodynamically unstable and hence could not exist.1, 2 According 
to the standard harmonic approximation, they showed that thermal fluctuations 
should destroy long-range order, resulting in the melting of a 2D lattice at any finite 
temperature. Later, this argument was extended by Mermin3 and strongly supported 
by various experimental observations, which pointed out that thin films become 
thermodynamically unstable below a certain thickness unless they are parts of 3D 
material systems.4, 5 Until recently, further theoretical analysis demonstrated that 2D 
crystal may exist when beyond the harmonic approximation.6-8 Such theory led to the 
conclusion that the interaction between bending and stretching long-wavelength 
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phonons can stabilize thin membranes through their deformation in the thickness 
dimensions.  
2D materials were still not experimentally proved to exist, until 2004, when 
graphene, a monolayer of honeycomb lattice of sp2-hybridized carbon atoms as 
shown in Figure 1, was firstly discovered by Andre Geim and Konstantin 
Novoselov.9 The Nobel Prize in Physics 2010 was awarded to them for their ground 
breaking experiments on the 2D graphene.10 Owing to its special atomistic structure, 
graphene possesses outstanding physical properties, which have attracted a lot of 
interest of several scientific communities since the observation of graphene in 2004. 
For instance, graphene has very peculiar electrical properties such as an anomalous 
quantum Hall effect, the absence of localization11 and high electron mobility at room 
temperature (250,000 cm2/Vs).9 Graphene is also one of the stiffest (Young’s 
modulus ~1 TPa) and strongest (fracture strength ~100 GPa) materials,12 as well as 
exceptional thermal conductivity (~5000 W/mK).13 On the basis of these superior 
properties, graphene has promising applications in various fields such as field effect 
devices,14, 15 sensors,16-19 electrodes,18, 20 solar cells,21-23 energy storage devices24-26 
and nanocomposites.27-29 Especially in the graphene-polymer nanocomposites, only 
adding 1 volume per cent graphene into polymer (e.g. polystyrene), such 
nanocomposite has a conductivity of ~0.1 Sm-1,29 which is largely sufficient for 
many electrical applications. Significant improvement in strength, fracture toughness 
and fatigue strength has also been observed in these nanocomposites.27, 28, 30 
Therefore, graphene-based nanocomposites represent one of the most technologically 
promising applications of graphene. 
For practical applications, it is necessary to produce large-area and high-quality 
graphene. However, synthesis techniques, such as CVD and graphene oxide 
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reduction methods, can introduce some inevitable atomistic defects (e.g. Stone-
Wales, vacancy and grain boundary defects), which may deteriorate physical 
properties of graphene. However, there is still lack of studies of physical properties 
of graphene with atomistic defects. As for graphene-polymer nanocomposites, 
interfacial zone plays a key role in the overall performance of nanocomposites. 
Unfortunately, there is limited investigation on graphene-polymer interfacial 
properties. 
 
Figure 1.1 (a) HRTEM image of monolayer graphene (reproduced with permission from the 
reference,31 copyright 2012, IOP Publishing Ltd) and (b) atomistic model of graphene with C-C bond 
rC-C=1.42 Å. 
Experimental analysis is a powerful approach to characterize physical 
properties of graphene and graphene-polymer nanocomposites. Until now, a vast 
array of nanoscale experimental techniques, such as TEM, SEM, AFM, Raman 
spectroscopy and nanoindentation has been widely utilized to explore physical 
properties32, 33 of monolayer graphene. Nevertheless, due to the extremely small scale 
of thickness dimension (<1 nm) and other two dimensions, the manipulation of 
graphene samples at nanoscale has encountered some disadvantages and difficulties. 
First of all, nanoscale experiments are quite costly. It is highly expensive to purchase 
graphene samples34 and maintain the high-precision equipment, and time-consuming 
to manipulate experimental tests at nanoscale. Further, experimental results suffer 
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from a combination of uncertainty and operation errors. For example, some unaware 
atomistic defects in graphene or environmental conditions can hinder experiments 
from measuring reasonable and believable properties of target samples. Most 
importantly, experimental study cannot profoundly uncover defect formations and 
deformation mechanisms in graphene, as well as interfacial behaviour of graphene-
polymer nanocomposites. 
In such context, atomistic simulation serve as an alternative approach to 
explore the overall performance of graphene (such as deformation and failure 
mechanisms) and graphene-polymer nanocomposites (such as interfacial load 
transfer between graphene and polymer matrix) at nanoscale. Specifically, MD 
simulation is a popular computer simulation method, which can analyse physical 
movements of atoms and molecules based on classical mechanics. The information 
obtained by MD simulations sometimes is quite hard to obtain by experimental 
methods, either because of the lack of experimental techniques or working models. 
Such advantage makes MD simulation to attract increasing attention from different 
research communities to explore physical properties of nanoscale materials and 
structures. For graphene, MD simulation has also confirmed some results reported by 
experimental studies or discovered some new phenomena and mechanisms, for 
example, strong stiffness and strength,35 brittle behaviour,36 ballistic thermal 
conductivity,37 defect-weakening mechanism,38 and structure-property.39 Therefore, 
MD simulation is an indispensable tool in the current flourishing area of graphene 
and its applications, which will be utilized to investigate performance of graphene 
and graphene-polymer nanocomposites. 
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1.2 RESEARCH PROBLEMS 
Generally, the mechanical performance of material systems acts as a significant 
foundation for their functional performance. Hence, it is urgent to study the 
mechanical performance of graphene for future applications. Like in any other real 
materials, atomistic defects do exist in graphene and can dramatically alter its 
mechanical properties. Even though defects in bulk crystals have been studied 
extensively for many decades, defects in 2D graphene have been investigated only 
recently. In addition, graphene remains very unique as it can host lattice defects in 
reconstructed atom arrangement that do not occur in any other material.40 It was 
shown that atom rearrangement in graphene can lead to significant change of the 
overall structural41 and mechanical42 performance of graphene-based materials. Up to 
now, such strong structure-property relation in graphene has not been fully 
understood. When graphene is incorporated into polymer to make nanocomposites, 
its strong structure-property relation may also greatly influence the overall 
performance of nanocomposites. In particular, interfacial behaviour between 
graphene and polymer plays a critical role in dictating their overall performance. 
However, there is less investigation on interfacial behaviour (such as interfacial load 
transfer and thermal transport) in nanocomposites. Furthermore, very limited 
research has been conducted on the strengthening and toughening mechanisms in 
graphene-polymer nanocomposites. Based on above discussion, some research 
problems should be intensively investigated in this thesis, which are listed as follow: 
• What is the role of strong structure-property relations in dictating the 
structural and mechanical properties of graphene? 
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• What is the interfacial behaviour between graphene and polymer, and its 
influence on the overall mechanical and thermal properties of graphene-
polymer nanocomposites? 
1.3 AIMS AND OBJECTIVES 
The main aim of this thesis firstly focuses on exploring the effect of strong 
structure-property relations in graphene, namely the effects of atomistic defects or 
geometrical morphology on the structural and mechanical properties of graphene. 
Different types of atomistic defects such as Stone-Wales defect, free edge, surface 
functionalization and their formation process are taken into account. Then, this thesis 
investigates the influence of such structure-property relations on the overall 
performance of graphene-polymer nanocomposites. Both load transfer and thermal 
transport at graphene-polymer interfaces are taken into consideration, as well as their 
effects on mechanical and thermal properties of nanocomposites. Some specific 
objectives in this thesis are listed as follows: 
• Atomistic modelling and MD simulations of graphene with atomistic 
defects (e.g. S-W defects and cracks) under uniaxial loading. The effect of 
atomistic defects on mechanical properties, deformation and failure 
process will be investigated separately. The formation of atomistic defects 
will be considered as well. 
• Atomistic modelling and MD simulations of graphene with atomistic 
defects (e.g. free edges and edge functionalization) during shape transition. 
The effect of different types of free edges and strain loading on 
geometrical morphology of graphene will be investigated separately. 
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• Atomistic modelling and MD simulations of graphene-polymer 
nanocomposites under pull-out loading. The effect of layer number and 
surface functionalization of graphene nanofiller on interfacial load transfer 
will be investigated separately. 
• Atomistic modelling and MD simulation of graphene-polymer 
nanocomposites during thermal transfer. The effect of grafted hydrocarbon 
chains and their configurations on interfacial thermal conductance and 
overall thermal conductivity will be investigated separately. 
1.4 THESIS OUTLINE 
This section shows a brief outline of the remaining chapters of this thesis. 
There are totally 8 chapters involved to systematically complete the key topic of this 
thesis. 
In Chapter 2, a comprehensive literature review of structure-property relations 
in both graphene and graphene-polymer nanocomposites will be presented. This 
chapter begins with an overview of atomistic defects in graphene, and their 
influences on physical properties of graphene. Then, the effect of microstructure and 
interfacial behaviour on the physical properties of graphene-polymer nanocomposites 
was reviewed separately. 
In Chapter 3, a basic review of numerical methodologies in this thesis will be 
presented. This chapter firstly gives a brief description of MD technique, including 
fundamental formulation, interatomic potentials, integration algorithm and initial 
conditions. Then, nudged elastic band method will be concisely introduced. 
In Chapter 4, both theoretical and numerical investigation on the mechanical 
properties of defective graphene will be conducted. In section 4.1, the effect of both 
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Stone-Wales and multi-vacancy defects on the fracture strength of graphene are 
taken into consideration. The formation process of Stone-Wales defect is investigated 
as well. As in section 4.2, the mechanical performance of perfect graphene is 
discussed firstly. Then, the recovery of fracture strength of graphene with Stone-
Wales defect is further studied. 
In Chapter 5, both theoretical and numerical investigation on the morphology 
of defective graphene will be conducted. This chapter includes calculations of pre-
existing edge energy and stress in graphene nanoribbons in section 5.1, and studies of 
effects of free edges and strain loading on the shape transition of graphene 
nanoribbons in section 5.2. 
In Chapter 6, both theoretical and numerical investigation on the interfacial 
behaviours of graphene-polymer nanocomposites will be conducted. Section 6.1 
firstly evaluates interfacial properties of graphene-polymer nanocomposites, 
including interfacial shear force and interfacial shear stress during pull-out process. 
Then section 6.2 studies their dependence on surface functionalization and 
underlying toughening mechanisms. The comparison between MD and theoretical 
results is discussed as well. 
In Chapter 7, both theoretical and numerical investigation on the thermal 
transport of graphene-polymer nanocomposites will be conducted. This chapter 
includes studies of graphene-PE interfacial thermal conductance and overall thermal 
conductivity of nanocomposites. Section 7.1 discussed the effect of grafting with 
polymer chains on thermal conductivity of graphene. Moreover, the effect of grafting 
with polymer chains on interfacial thermal transport is considered in section 7.2 as 
well. 
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In Chapter 8, conclusions, limitations and future work of this thesis will be 
summarized. 
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2.1 STRUCTURE-PROPERTY RELATIONS IN GRAPHENE 
The literature review section encompasses recent studies about characterization 
and properties of graphene, and graphene-polymer nanocomposites in the research 
communities. In the light of different types of atomistic defects and morphologies in 
graphene, the structure-property relation in graphene is systematically reviewed. In 
addition, latest experimental and theoretical studies on interfacial and thermal 
properties of graphene-polymer nanocomposites are discussed as well. 
2.1.1 Atomistic Defects 
Owing to the promising applications of graphene, different synthesis methods 
have been developed to produce high quality graphene such as CVD1-3 and epitaxial 
growth4, 5 on metal or SiC substrates. However, it is almost inevitable to introduce 
various structural defects into graphene during the processing. These crystal 
impurities can also alter physical properties of graphene. Therefore, it is necessary to 
understand the underlying formation mechanisms of various defects. 
a) Stone-Wales Defect 
One of the unique features of graphene is its ability of reconstruction by 
forming non-hexagonal rings. The simplest example of this is the Stone-Wales (S-W) 
defect6 where there are no removed or added atoms. Four hexagons can be 
transformed into two pentagons and two heptagons by rotating one C-C bond by 90°, 
as shown in Figure 2.1(a-b). Density functional theory (DFT) method has been used 
to evaluate the formation energy (Ef) of S-W defect. Li et al.7 determined the Ef of 
9.2 eV within generalized gradient approximation. The larger energy barrier is due to 
the broad atom rearrangements needed, including the breaking of two C-C bonds at 
the transition state and in-plane bond rotation. Ma et al.8 conducted DFT calculations 
within local-density approximation and found that S-W defect in graphene is in fact 
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not a local energy minimum on the energy landscape. It is a saddle point that 
separates two lower-energy buckled defect structures. Since the kinetic rate of defect 
initiation for a short time scale is quite small at low temperatures, S-W defects are 
inaccessible by direct molecular dynamics simulations, which need further 
investigations in this thesis. 
 
Figure 2.1 Atomistic structures of (a) S-W1 defect, (b) S-W2 defect, (c) Single vacancy (SV 5-9), (d) 
Double vacancy (DV 5-8-5), (e) Double vacancy (DV 555-777) and (f) Double vacancy (DV 555-6-
777). 
b) Single/Multiple Vacancies 
Another simple defect in material is the missing lattice atom, i.e., vacancy.9 
Experimental observations by TEM10, 11 and STM12 have confirmed the single 
vacancies (SV) in graphene lattice. As shown in Figure 2.1(c), there is one dangling 
bond in the SV, leading to the formation of pentagon-nonagon (SV(5-9)) defect. The 
formation energy was estimated as 7.5 eV,13 much higher than that in many other 
material (e.g. 4.0 eV in Si14). The high formation energy can be attributed to the 
presence of an under-coordinated carbon atom. 
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In addition to single vacancies, double vacancies (DV) are also common 
defects in graphene, which can be formed by the combination of two SVs or by 
removing two neighbour atoms. As shown in Figure 2.1(d), there is no dangling 
bond in a DV defect and two heptagons and one octagon (DV(5-8-5)) appears instead 
of regular four hexagons in graphene lattice. Calculations13 showed that the 
formation energy of a DV (about 8 eV) is of the same order as for a SV. There are 
also other possibilities for a graphene lattice to be arranged with two missing atoms. 
For example, one C-C bond in the octagon of DV(5-8-5) defect transforms it into 
three pentagons and three heptagons (DV(555-777) defect) (Figure 2.1(e)). After 
rotating another C-C bond, DV (555-777) defect can be transformed into DV(5555-
6-7777) defect (Figure 2.1(f)).15 
More complex defect configurations, such as multiple vacancies (MV), can be 
created by removing more than 2 atoms, as shown in Figure 2.2(a, d). Generally, 
MV with even number of missing atoms are energetically favoured than that with 
odd number of missing atoms, where a dangling bond exists in the vicinity of the 
defect.16 When a larger number of atoms are removed from a small area, lattice 
arrangement may lead to bending, warping or formation of holes. Another possibility 
is the formation of dislocation like defect with two 5-7 pairs (Figure 2.2(b, e)) or 
local haeckelite structure composed of collective 555-777 defect (Figure 2.2(c, f)). 
The total-energy calculation by Jeong et al.17 demonstrated that the local haeckelite 
structure is preferred to the dislocation defect until the number of missing atoms 
increases to 10, as shown in Figure 2.2(g). Furthermore, it was found that the type of 
the dislocation with a missing zigzag carbon chain (Figure 2.2(a, d)) is energetically 
more stable than other types of dislocation defects including the type with a missing 
armchair carbon chain. 
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Figure 2.2 The initial geometries [(a), (d)] and the relaxed geometries of dislocation structures [(b), 
(e)] and local haeckelite structures containing six [(a), (b), (c)], eight [(d), (e), (f)] vacancy units. (g) 
Formation energy per one carbon atom in case of local haeckelite structures (solid line) and 
dislocation structures (dotted line) versus the number of vacancy units. (Reproduced with permission 
from the reference,17 copyright 2008, The American Physical Society) 
c) Grain Boundaries 
Among all the methods for fabricating graphene thin films, CVD growth is 
probably the most promising since it enables one to produce high-quality and large-
area graphene lattice. However, dislocation and grain boundaries (GBs) are quite 
likely to be introduced into graphene during CVD growth process, owing to 
polycrystalline Cu or Ni substrates used. Recent research reported that these defects 
might change the physical properties of graphene. Simonis et al.18 has proposed an 
atomistic model of the graphite GB, consisting of a regular array of edge-sharing 
pentagon-heptagon (5-7) pairs. Burgers vector b

 is a proper translational vector of 
graphene lattice, i.e., 
1 2b na ma= +
  
, ( )1,2 0 03 2, 3 2a r r= ±

                             (2.2) 
where r0=1.42 Å is the C-C bond length. The pair of integers (n, m) can be defined as 
a descriptor of dislocation in graphene. For example, the core of the shortest Burgers 
vector dislocation (1,0) ( ( )1,0 03b r=

) contains one edge-sharing 5-7 pair19 as shown 
in Figure 2.3(a). Another two simple dislocation cores (1,1) (Figure 2.3(b)) and 
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(1,1)+(0,1) (Figure 2.3(c)) has larger Burgers vectors ( )1,1 03b r=

 and ( ) ( )1,0 0,1 03b r+ =

. 
Complex dislocations with larger Burgers vectors can be formed with higher density 
of simple dislocation cores. 
 
Figure 2.3 Atomic structures of (a) (1,0) and (b) (1,1) dislocations, and a (c) (1,0)+(1,1) dislocation 
pair, respectively. Non-six-membered rings are shaded. (Reproduced with permission from the 
reference,19 copyright 2010, The American Physical Society) 
As reported in recent work,19-22 different densities and position distributions of 
5-7 pairs govern the misorientation angles in different directions. Figure 2.4(a1-a4) 
shows the tilt GBs in graphene with different misorientation angles in the zigzag 
direction. It was found that the misorientation angle θzigzag becomes larger with the 
increase of dislocation density. The smallest θzigzag=6.01° appears in the graphene 
with only one 5-7 pair (Figure 2.4(a1)), in comparison with the largest one 
θzigzag=21.79° in graphene with a cluster of 5-7 pairs separated by one hexagon 
(Figure 2.4(a4)). As shown in Figure 2.4(b1-b4), the armchair-orientated tilt GBs 
are formed by a regular array of defects with two 5-7 pairs. Similar to zigzag-
orientated GBs, the misorientation angle rises with the increase of the density of 
armchair-orientated GBs.21 There is also a relationship between the misorientation 
angles of zigzag-orientated and armchair-orientated GBs through an equation, 
θarmchair=60°-θzigzag. By deposition processes, the GB defects can also migrate to other 
positions in graphene. Generally, one heptagon transforms to a neighbour one by two 
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carbon adatoms, forming two new hexagons. The transformation processes can also 
be reserved by evaporating carbon adatoms from graphene surface. In terms of 
formation energy analysis, Carlsson et al.23 demonstrated that the 5-7 pairs attract 
each other, which leads to smaller curvature of graphene sheets and, consequently, 
less strain energy. 
 
Figure 2.4 Symmetric tilt grain boundary (GB) structures of zigzag-orientated graphene with different 
misorientation angles θzigzag. (a1) 6.01° GB; (a2) 13.17° GB; (a3) 16.43° GB; (a4) 21.79° GB, and 
armchair-orientated graphene with different misorientation angles θarmchair. (b1) 13.18° GB; (b2) 
15.18° GB; (b3) 21.78° GB; (b4) 27.79° GB. (Reproduced with permission from the reference,21 
copyright 2011, Elsevier Ltd.) 
2.1.2 Geometrical Morphology 
2D atomistic crystals have been widely investigated by theoretical and 
numerical analysis. Generally, it is believed that long-range order does not exist 
according to Mermin-Wagner theorem.24 Thus, dislocation should appear in 2D 
crystals at any finite temperature. However, in the past two decades, researchers have 
demonstrated that long-range order can be realized by anharmonic coupling between 
bending and stretching modes.25, 26 As a result, 2D membranes can exist but should 
be rippled. The typical height of roughness fluctuations scales with sample size L as 
Lξ, with ξ≈0.6. Indeed, ripples in freestanding graphene have been observed in recent 
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experimental research.27, 28 This kind of geometrical feature is categorized as 
intrinsic morphology, which is mainly attributed to the strong structure-property 
relation of graphene. In addition to intrinsic morphology, substrate-supported 
graphene can be regulated by graphene-substrate interaction, leading to extrinsic 
morphology. In this section, both intrinsic and extrinsic morphology of graphene are 
reviewed in detail. 
a) Intrinsic Morphology 
The shape of 2D graphene is significantly influenced by its random intrinsic 
corrugations, which has been demonstrated by some recent experimental analysis and 
numerical simulation (Figure 2.5).28, 29 The out-of-plane corrugations result in 
increased strain energy but stabilize the random thermal fluctuation. By atomistic 
Monte Carlo simulations based on an accurate many-body interatomic potential for 
carbon, Fasolino et al.30 found that ripples spontaneously generate due to thermal 
fluctuations with a size distribution with peaks around 80 Å, which is consistent with 
experimental analysis.27 According to the continuum mechanics theories of flexible 
membranes,25, 26 the elastic energy of the graphene membrane is given by 
( )2 22 22gE dx h uαβ
κ µ ≈ ∇ +  ∫  , 
1
2
uu h hu
x x x x
βα
αβ
β α α β
 ∂∂ ∂ ∂
= + +  ∂ ∂ ∂ ∂ 
                 (2.3) 
where κ is the bending rigidity; μ is Lame parameters; uαβ  is the deformation tensor. 
In harmonic approximation, the bending (h) and stretching (u) modes are decoupled. 
In this approximation, the mean-square displacement ( 2h ) in the direction normal 
to the layer becomes 2 2Th L
κ
∝ , where L is a typical linear sample size. When 
L→∞, the harmonic behaviour of graphene membranes tends to crumpling due to 
thermally excited harmonic phonons. Deviations from this harmonic behaviour due 
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to anharmonic coupling between bending and stretching modes can stabilize the flat 
phase by suppressing the long-wavelength fluctuations. As a result of such 
anharmonic coupling, the typical height of the fluctuations scales with the sample 
size as Lξ with ξ≈0.6. For graphene at room temperature, the estimated sample size 
need to satisfy L*≈200 Å so that only the samples larger than L* could possibly 
access to the anharmonic regime. The larger value of L* results from the smaller ratio 
κ/T owing to the strong chemical bond in graphene. MD simulations of 3936 atoms 
(100.8 Å×102.2 Å) gave results of h=0.576 and h/Lξ=0.036,31 in good agreement 
with previous theoretical prediction, i.e., h/Lξ=0.035.32 
 
Figure 2.5 (a) Graphene membrane with intrinsic out-of-plane ripples. (Reproduced with permission 
from the reference,29 copyright 2010, American Chemical Society) (b) AFM topographic image of the 
graphene after annealing. The height of the single-layer is 1 nm. The height of the connecting few-
layer is about 2.5 nm. Scale bar is 5 μm. (Reproduced with permission from the reference,28 copyright 
2009, American Chemical Society) 
Besides the effect of thermal fluctuation, sample size, aspect ratio, free edges 
and structural defects can also significantly affect the intrinsic morphologies of 
graphene.29, 33 The constraint condition at the edge (e.g. periodic boundary or open 
edge) also affects the out-of-plane displacement. As the aspect ratio (n) increases, its 
morphology changes from planar membrane, worm-like nanoribbons, and after 
critical value ncr=50, the nanoribbons self-fold into nanoscrolls, forming another 
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structural phase, as shown in Figure 2.6(a).29 The membrane phase of graphene at 
low aspect ratios are sensitive to the boundary conditions, which can be characterized 
as with or without constraints on their open edges. The out-of-plane fluctuation of a 
graphene sheet is highly restricted when the periodic boundary condition is applied. 
Instead, the fluctuating amplitude of open-edge sheet continues to rise with the 
increase of the size of the graphene sheet (Figure 2.6(b)).29 As the aspect ratio is 
larger than 1, the morphology of graphene changes from the membrane phase to the 
ribbon one. When 2D membrane is bent along one dimension (x) with a sinusoidal 
function ( )sin 2h A xπ λ= , where A is fluctuation amplitude and λ is wave length, 
the graphene sheet is difficult to bend on the other dimension (y), The bending 
moment along y dimension can be written as34    
3 2
2
012 2y y y
t A tI h dS I Iλ λ= = + = + ∆∫                                 (2.4) 
where t is the thickness of graphene sheet; Iy0 is the moment of inertia for the flat 
sheet. Enhancement factor ( )20 6y yf I I A t= ∆ =  shows that even amplitude A=0.1 
nm can result in a high enhancement factor f=13.77. As a result, initial fluctuation 
along the length direction controls ribbon phase with negligible deformation along its 
width direction, but notable bending and twisting along its length direction.35 When 
aspect ratio reaching to ncr=50, on segment of the graphene becomes able to contact 
with others within the same ribbon, giving rise to another structural phase, namely 
nanoscroll. MD simulations show that the scroll phase starts from a large amplitude 
bending motion from one end of the nanoribbon when aspect ratio reaches to the 
critical value ncr=lp/W=D/kBT, where lp=DW/kBT is persistence length; W is 
nanoribbon width; D is bending rigidity; kB is Boltzmann’s constant. Then, surface 
tension drives the contacted parts to slide with respect to each other and create more 
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contact areas. At the final stage of folding process, multiple folds form in the 
graphene ribbon. This implies that low aspect ratio in graphene nanoribbons is 
preferred for electronic applications as self-folding can be prevented. 
 
Figure 2.6 (a) Dependence of graphene sheet conformation on aspect ratio n=L/W. (b) Averaged out-
of-plane displacement amplitude <h> of both graphene sheets with periodic boundary condition 
(square point) and open edges (circle point). (Reproduced with permission from the reference,29 
copyright 2010, American Chemical Society) 
b) Extrinsic Morphology 
Graphene is also found to appear corrugations when fabricated on a substrate, 
which is often related to the intrinsic morphology of graphene. Recent experiments 
indicate that unwanted photo-resist residue under the graphene can lead to such 
random corrugations. After removal of the resist residue, atomic-resolution images 
confirmed that the graphene corrugations stem from its partial conformation to its 
substrate.36 It has been further demonstrated that graphene and few-layer graphene 
partially follow the surface morphology of the substrates.37-39 These experimental 
studies suggest that the regulated extrinsic morphology of substrate-supported 
graphene is essentially different from that of free-standing graphene.  
In terms of energy, the extrinsic morphology of graphene regulated by 
underlying substrate is governed by the interplay among three types of energetics: (1) 
graphene strain energy, (2) graphene-substrate interaction energy and (3) substrate 
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strain energy.30 As graphene conforms to a substrate, the strain energy in the 
graphene and substrate increases but the graphene-substrate interaction energy 
decreases. By minimizing the total energy of the system, the equilibrium extrinsic 
morphology can be determined. In practice, the underlying substrate can be patterned 
with different features such as nanowires (1D), nanotubes (1D) or nanoparticles 
(0D). Graphene on a patterned substrate will conform to a regular extrinsic 
morphology. For the substrate with 1D periodic sinusoidal surface, the regulated 
graphene is expected to have a similar morphology that can be described by 
( ) 2cosg g
xw x A π
λ
= , ( ) 2coss s
xw x A hπ
λ
= −                                 (2.5) 
where λ is the wavelength; h is the distance between the middle planes of the 
graphene and the substrate surface; Ag and As are the amplitudes of the graphene 
morphology and the substrate surface, respectively. The graphene-substrate 
interaction energy is given by summing up all interaction energies between carbon 
and the substrate atoms via van der Waals force, i.e.,40 
              ( )
s
s s s cS V
E V r dV dSρ ρ= ∫ ∫                                            (2.6) 
where ρc=4/(3 203r ) is the homogenized carbon atom area density of graphene; ρs is 
the volume density of substrate atoms. When graphene sheet conforms to the 
substrate, the strain energy in the graphene mainly results from in-plane stretching of 
graphene and out-of-plane bending of graphene (bending modulus D). Here, in-plane 
stretching to the strain energy of graphene is negligible. Hence, the strain energy of 
graphene sheet per unit area over a half period is given by 
22 4 2
2
2 40
41
2 2
g g
g
w DADE dx
x
λ π
λ λ
 ∂
= =  ∂ 
∫                                 (2.7) 
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Figure 2.7 (a) Schematic of a graphene sheet on the corrugated substrate. (b and d) The normalized 
equilibrium amplitude of the graphene corrugation Ag/As as a function of D/ε for various λ/As. (c) The 
normalized total energy as a function of Ag/As for various D/ε. (Reproduced with permission from the 
reference,40 copyright 2010, IOP Publishing Ltd.) 
In terms of the minimum potential energy, there exists a minimum value of (Eg 
+ Es) where Ag and h define the equilibrium morphology of the graphene on the 
substrate. Figure 2.7 illustrates the normalized equilibrium amplitude of the 
graphene corrugation Ag/As as a function of D/ε for various λ/As. By analysing given 
substrate surface roughness (λ/As) and graphene-substrate interfacial bonding (D/ε) 
respectively, it was found that40 there is a sharp transition in the normalized 
equilibrium amplitude of the graphene corrugation. Such snap-through instability of 
the extrinsic morphology of graphene on the substrate can be understood by the 
energetic understanding shown in Figure 2.7(c). Besides the interfacial bonding 
energy, the substrate surface roughness can also influence the extrinsic morphology 
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graphene, as shown in Figure 2.7(d). Furthermore, Aitken et al.41 established an 
analytical approach that explicitly relates the graphene-substrate interaction energy to 
the underlying substrate. This analytical approach was utilized to predict mismatch 
strain induced instability of graphene morphology. This compressive mismatch strain 
can cause a supported graphene sheet to corrugate even on a flat substrate surface. 
2.1.3 Electrical Properties 
Pristine graphene is a zero gap semiconductor. One of the most interesting 
aspects of the graphene is its highly unusual nature of charge carriers, which behave 
as massless relativistic particles (Dirac fermions). Dirac fermions behaviour is very 
abnormal compared to electrons when subjected to magnetic fields for example, the 
anomalous integer quantum Hall Effect (QHE).42 This effect was even observed at 
room temperature.43 Graphene has distinctive nature of its charge carriers, which 
mimic relativistic particles, considered as electrons that have lost their rest mass, can 
be better described with (2+1) dimensional Dirac equation.44 The band structure of 
single layer graphene exhibits two bands intersecting at two in equivalent point K 
and K0 in the reciprocal space. Near these points electronic dispersion resembles that 
of the relativistic Dirac electrons. K and K0 are referred as Dirac points where 
valence and conduction bands are degenerated, making graphene a zero band gap 
semiconductor. 
Another important characteristic of single-layer graphene is its ambipolar 
electric field effect at room temperature, in that is charge carriers can be tuned 
between electrons and holes by applying a required gate voltage.44, 45 In positive gate 
bias the Fermi level rise above the Dirac point which promote electrons populating 
into conduction band, whereas, in negative gate bias the Fermi level drop below the 
Dirac point promoting the holes in valence band in concentrations of n=αVg (where α 
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is coefficient depending on the SiO2 layer used as a dielectric in the field effect 
devices; Vg is gate voltage). 
For existing atomistic defects, they alter the bond-length distribution in 
graphene, and consequently result in a local rehybridization of σ- and π-orbitals, 
which can change the electronic structure of graphene. Recently, the effect of 
atomistic defects on electronic structure of graphene has been widely investigated. 
For instance, STM experiments reveal the presence of a sharp electronic resonance at 
the Fermi energy around point defect (single vacancy), implying a dramatic 
reduction of charge carrier’s mobility.12 Some vacancy defects46 and S-W defects47 
can open a local bandgap in graphene, serving as a promising approach of electronic-
structure engineering. Besides, line defects (free edges) in graphene give rise to the 
variation of its electronic structure. For example, armchair-edged graphene 
nanoribbons demonstrate either metallic or semiconducting properties depending on 
the width of the nanoribbon.48, 49 For real systems of large-area graphene, Yazyev et 
al.50 demonstrated that grain boundaries remarkably alter the electronic transport in 
graphene, including two distinct behaviours, either high transparency, or perfect 
reflection of charge carriers. This sheds light on the design of graphene 
nanoelectronics with novel electrical properties. 
2.1.4 Mechanical Properties 
Graphene possesses stiffer and stronger properties than its carbon counterpart 
CNT. By nanoindentation on a free-standing monolayer graphene, AFM measures 
Young’s modulus of E=1.0 TPa, intrinsic strength of σint=130 GPa at a strain of 
εint=0.25 of pristine graphene, which are based on an assumption of isotropic elastic 
response.51, 52 Zhao et al.53 suggested that Young’s modulus does not vary 
significantly with temperature until about 1200 K, beyond which the material 
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becomes softer. For the fracture strength and fracture strain, they just decrease 
significantly with the increase of temperature.53 Similar temperature dependence also 
appears in the shear properties of graphene. 
Another excellent mechanical feature of graphene is its strong adhesive 
strength. Generally, the interaction between graphene and other material is attributed 
to the non-bonded van der Waals force. The graphene-SiO2 adhesion energy is 
estimated about 0.45±0.02 Jm-2 for monolayer graphene and 0.31±0.03 Jm-2 for two 
to five layer graphene sheets by pressurized blister tests.54 These values are larger 
than the adhesion energies measured in typical micromechanical structures and are 
comparable to solid-liquid adhesion energies. This can be attributed to the extreme 
flexibility of graphene, which allows it to conform to the topography of even the 
smoothest substrates, thus making its interaction with the substrate more liquid-like 
than solid-like. 
As for the influence of atomistic defects on mechanical properties of graphene, 
it has been widely investigated, experimentally and theoretically. For example, 2D 
elastic modulus of graphene is maintained even at a high density of sp3-type 
defects.55 Moreover, the fracture strength of graphene with sp3-type defects is only 
~14% smaller than its pristine counterpart. In contrast, a significant drop in the 
mechanical properties of graphene with vacancy-type defects was found.55 Vacancy 
defects give rise to the reduction of fracture strength of graphene, following a 
proposed quantized fracture mechanics theory.56 Furthermore, surface 
functionalization of graphene with chemical group leads to the largest drop of elastic 
modulus and fracture strength by 43% and 47%, respectively. Hence, vacancy-type 
defects and chemical functionalization can significantly deteriorate mechanical 
properties of graphene.  
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For the influence of grain boundaries, it shows complicated impact on 
graphene. Both experimental57 and theoretical20, 22 analysis indicated that graphene 
sheets with large-angle tilt boundaries, which have a high density of 5-7 defects, are 
as strong as pristine graphene, as shown in Figure 2.8(a-b). Such surprising trend 
violates classical fracture mechanics theory that the more crack defects the lower 
fracture strength. In order to explain such abnormal trend of fracture strength, by 
using disclination dipole theory,58 Wei et al.22 demonstrated that fracture strength 
gets enhanced in the case of evenly-spaced 5-7 defects (Figure 2.8(c)), while such 
trend breaks down in other cases. Moreover, it was proved that mechanical failure 
always starts from the bond shared by 5-7 defects.20, 22 The understanding of 
structure-property relations in defective graphene is significant for using high-
strength and stretchable graphene for biological and electronic applications. 
 
Figure 2.8 (a) MD simulation of fracture strength as a function of tilt angle. (Reproduced with 
permission from the reference,22 copyright 2012, Macmillan Publishers Limited) (b) AFM measured 
fracture force as a function of tilt angle. (Reproduced with permission from the reference,57 copyright 
2013, Macmillan Publishers Limited) (c) Armchair tilt grain boundaries with tilt angle θ=16.4° and 
θ=17.9° formed by evenly displaced 5-7 defects. (Reproduced with permission from the reference,22 
copyright 2012, Macmillan Publishers Limited) 
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2.2 STRUCTURE-PROPERTY RELATIONS IN GRAPHENE-POLYMER 
NANOCOMPOSITES 
Polymer matrix nanocomposites with graphene and its derivatives as 
nanofillers have shown a great potential for various important applications, such as 
electronics, green energy, aerospace and automotive industries. As mentioned before, 
2D graphene possesses better electrical, mechanical and thermal properties as well as 
other unique features, including higher aspect ratio and larger specific surface area as 
compared to other reinforcements such as CNTs, carbon and Kevlar fibres. It is 
reasonable to expect some significant improvement in a range of properties in the 
composites with graphene as nanofillers. Similar to graphene, there also exist notable 
structure-property relations in graphene-polymer nanocomposites, which can 
influence their overall electrical, mechanical and thermal performance. 
2.2.1 Micro-structure Effect 
Two common techniques, TEM and wide-angle X-ray scattering (WAXS), are 
often utilized to examine the dispersion of graphene fillers in composites. 
Sometimes, the morphological features of dispersed fillers can be missed out due to 
the tiny platelet thickness and scattering intensity. Recently, small-angle X-ray 
scattering (SAXS) and ultra-small-angle X-ray scattering (USAXS) have been 
increasingly adopted to examine the aggregation of filler at large length scale. 
 
Figure 2.9 Filler dispersion in graphene-based nanocomposites: (a) separated, (b) intercalated, and (c) 
exfoliated phases. 
  
Chapter 2: Literature Review 37 
In GNP-polymer nanocomposites, the fillers can exist in different forms such 
as stacked, intercalated or exfoliated, as shown in Figure 2.8. As compared with the 
separated phase, increased interlayer spacing (on the order of few nanometres) can be 
achieved in the intercalated structures. In the exfoliated structure, exfoliated platelets 
have the largest interfacial contact with the polymer matrix, generally ideal for 
improvement of various properties of the composites. Due to increased interaction 
with the polymer matrix, exfoliated phase normally has a curved shape when 
embedded into a polymer matrix. The rumpled shape of filler then can result in 
mechanical interlocking, which is one of the possible strengthening mechanisms. 
However, low modulus was also observed in the composite with wrinkled platelets.59 
The material processing methods can also influence the microstructure in 
nanocomposites. Randomly oriented exfoliated platelets can be achieved using 
solution blending or in situ polymerization.60 Platelet restacking or incomplete 
exfoliation can also result in lower modulus due to decreased aspect ratio. 
2.2.2 Interfacial Behaviour 
Although graphene-polymer nanocomposites exhibit excellent mechanical 
properties, the underlying strengthening and toughening mechanisms have not been 
well understood. Generally, it is believed that interfacial adhesion plays a key role in 
determining the improvements in mechanical properties of graphene-polymer 
nanocomposites. Low interfacial adhesion may lead to lower load transfer between 
the filler and matrix. Both AFM and Raman spectroscopy61, 62 can be utilized to 
measure the graphene-polymer interfacial adhesion. Raman spectra and their Raman 
bands were found to shift with stress, which enables stress-transfer to be monitored 
between the matrix and reinforcing phase. Moreover, a universal calibration has been 
established between the rate of shift of the G’ band with strain.63 Recently, interfacial 
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shear stress61 and effective Young’s modulus64 were successfully determined using 
Raman spectroscopy, as shown in Figure 2.9(a). The relationship between matrix 
strain εm and strain in the graphene flake εf can be described by 
( )
( )
cosh
1
cosh 2f m
nsx l
ns
ε ε
 
= − 
 
                                              (2.8) 
2 m fn G E=                                                       (2.9) 
where n and Gm is the matrix shear modulus, Ef is the Young’s modulus of the 
graphene filler. The variation of shear stress τf, at the graphene-polymer interface is 
given by     
( )
( )
sinh
cosh 2f f m
nsl x
nE
ns
τ ε=                                               (2.10) 
Figure 2.9(b) shows the shift of G’ band with strain loading in graphene-
polymer thin film. Corresponding to εm=0.4%, there is high agreement between the 
measured and predicted (Equation 2.8) variation of fibre strain with position on the 
monolayer, validating the use of the shear-lag model. At εm=0.6%, however, the 
interface between the filler and polymer has failed and stress transfer is taking place 
through interfacial friction. The interfacial shear stress (ISS) between graphene and 
polymer is determined in the range of ~0.3-0.8 MPa, much lower than that between 
CNTs and polymer (~20-40 MPa). The low ISS was attributed to the poor interface 
adhesion.  
Raman spectroscopy analysis61, 65 confirmed the reinforcement effect of 
graphene and its dependence with crystallographic orientations and the layer number 
of graphene. It is demonstrated that monolayer or bilayer graphene has better load 
transfer than tri-layer or multi-layer.66 Without compromising an even dispersion, 
higher filler loading is easy to achieve with multilayer graphene. There is therefore a 
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balance in design of graphene-polymer nanocomposites between a higher filler 
loading and decreased load transfer as the number of layers in graphene filler 
increases. Raman G-band analysis suggested that load transfer at the GPL-PDMS 
interface is more effective in comparison to that along single wall carbon 
nanotube/PDMS interface.67 In terms of loading mode, it is interesting to note that 
the GPL fillers went into compression under tensile loading and vice versa. Up to 
now, interface load transfer, mechanical interlocking caused by wrinkled surface and 
defects in graphene are main factor in controlling the reinforcement mechanisms. 
Due to the complex interactions between graphene, functional groups attached and 
the polymer, controversial results are often observed in the load transfer analysis. 
Further theoretical and numerical analysis is much needed. 
 
Figure 2.10 (a) Schematics of Raman spectroscopy technique during load transfer. (b) The shift of G’ 
band with strain loading. (Reproduced with permission from the reference,61 copyright 2010, Wiley) 
2.2.3 Electrical Properties 
One of the most fascinating properties of graphene is its excellent electrical 
conductivity. When used as fillers in an insulating polymer matrix, conductive 
graphene may greatly improve the electrical conductivity of the composite. When the 
added graphene loading exceeds the electrical percolation threshold, a conductive 
network is expected in the polymer matrix. The conductivity σc as a function of filler 
loading can be described using a simple power-law expression, i.e.,  
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where Φ is the filler volume fraction; Φc is the percolation threshold; σf is the filler 
conductivity, and t is a scaling exponent. The overall electrical performance is 
dependent on the processing and dispersion, aggregation and alignment of the filler. 
The intrinsic characteristics of the filler such as aspect ratio and morphology also 
play a role in dictating the conductivity. The inter-sheet junction formed may affect 
the conductivity as well.  
A high level of dispersion may not necessarily promote the onset of electrical 
percolation.68 The reason is a thin layer of polymer may coat on the well-dispersed 
fillers and prevent the formation of a conductive network. In fact, the lowest 
electrical percolation threshold for graphene-polymer nanocomposites was reported 
for the nanocomposite with heterogeneously dispersed graphene (about 0.15 wt%).69 
For example, Compression moulded polycarbonate and GO-polyester 
nanocomposites with aligned platelets showed an increased percolation threshold that 
is about twice as high as the annealed samples with randomly oriented platelets.70, 71 
Therefore, slight aggregation of the filler may lower the percolation threshold and 
improve the electrical conductivity of these nanocomposites.72 Both theoretical 
analysis73, 74 and experiments demonstrated that the electrical conductivity of the 
nanocomposites correlates strongly with the aspect ratio of the platelets and higher 
aspect ratio leads to a higher conductivity. On the other hand, wrinkled, folded, or 
other non-flat morphologies may increase the electrical percolation threshold.75 
2.2.4 Mechanical Properties 
Higher mechanical properties of graphene sheets have attracted increasing 
attention worldwide. Similar to other composites, the mechanical properties depend 
on the concentration, aspect ratio and distribution of the nanofiller in the host matrix 
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and the interface bonding. For example, at a nanofiller weight fraction of 
0.1±0.002%, graphene-epoxy nanocomposites show noticeable enhancement in their 
mechanical properties.76-78 As shown in Figure 2.10, the Young’s modulus, fracture 
strength and fracture toughness of the nanocomposites are about ~31%, ~40% and 
~53% greater than the pristine epoxy, more efficient than the composites reinforced 
by multi-walled CNTs. The increase in fracture strength of the nanocomposites 
(graphene-PS) with 0.9 wt% graphene sheets is attributed to effective load transfer 
between the graphene layers and polymer matrix.79 
Besides simple reinforcing effects (Young’s modulus and fracture strength), 
improvements in fracture toughness, fatigue strength and buckling resistance have 
also been reported in graphene-polymer nanocomposites.76, 78, 80-82 For example, in 
situ polymerized graphene-epoxy nanocomposites show much higher buckling 
strength, fracture energy and fatigue strength than single- or multi-walled carbon 
nanotube-epoxy nanocomposites. However, the underlying strengthening and 
toughening mechanisms are still not well understood. Several factors, such as 
interfacial adhesion, spatial distribution and alignment of graphene nanofiller are 
considered to be crucial for effective reinforcement in the nanocomposites. 
Benefiting  from improved interfacial adhesion, 76% and 62% increase in elastic 
modulus and strength were achieved in the 0.7 wt% GO-PVA nanocomposite, 
respectively.83 It was reported that the elastic modulus and fracture strength of 
Nylon-6 can be greatly improved by adding only 0.1 wt% GO.84 The covalent 
bonding formed between the filler and matrix is attributed to the improved 
mechanical properties in the epoxy and polyurethane with GO-derived fillers.60, 85, 86 
Polymer nanocomposites with low loadings of functionalized graphene sheets (FGS) 
were reported to have a large shift in the glass transition temperature Tg.87 In FGS-
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poly (acrylonitrile) nanocomposite, the shift in Tg is over 40°C when adding 1 wt% 
FGS filler loading. This behaviour can be attributed to the altered mobility of 
polymer chains at the filler-matrix interfaces.88, 89 Generally, a weak filler-matrix 
interface can constrain the chain mobility and thus increase the Tg. 
 
Figure 2.11 In comparison of (a) Young’s modulus, (b) fracture strength and (c) fracture toughness of 
pristine epoxy, graphene-epoxy, SWNT-epoxy and MWNT-epoxy nanocomposites. (Reproduced with 
permission from the reference,76 copyright 2009, American Chemical Society) 
2.2.5 Thermal Properties 
The exceptional thermal properties of graphene have been used to improve the 
thermal stability and conductivity in nanocomposites. The 2D geometry of graphene-
base materials may offer lower interfacial thermal resistance and thus provide larger 
thermal conductivity in the nanocomposites. The 2D geometry of graphene also 
introduces anisotropy into the thermal conductivity of graphene-polymer 
nanocomposites. For instance, the measured in-plane thermal conductivity is as much 
as ten times higher than the cross-plane conductivity.90 Generally, thermal 
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conductivity in nanocomposites can be analysed by percolation theory. Since 
phonons are the major mode of thermal conduction in amorphous polymers, covalent 
bonding between the filler and matrix can reduce phonon scattering at the filler-
matrix interface, and subsequently enhance the thermal conductivity of 
nanocomposites.91 In recent research, significant enhancements in thermal 
conductivity have been achieved in graphene-epoxy nanocomposites, with 
conductivities increasing to 3~6 W/mK from 0.2 W/mK for neat epoxy. However, 
such significant improvement often needs high filler loadings, generally about 20 
wt% and even higher. Some research has also reported enhancements in thermal 
stability of graphene-polymer nanocomposites.92, 93 Furthermore, the negative 
coefficient of thermal expansion (CTE)94 and high surface of graphene can lower the 
CTE of polymer matrix.95 For instance, the CTE of a GO-epoxy nanocomposite 
decreased by nearly 32% for temperature below the Tg of the matrix, at 5 wt% filler 
loading.96 
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Chapter 3: Numerical Methodology 
Numerical simulation has been increasingly utilized to explore the physical 
behaviour and structure-property relations in graphene and graphene-based materials. 
Generally, there are three main approaches for modelling of graphene, i.e., (1) 
atomistic, (2) hybrid atomistic-continuum mechanics and (3) continuum mechanics 
modelling. 
Atomistic modelling includes various techniques such as classical MD, tight-
binding molecular dynamics (TBMD) and density functional theory (DFT). Classical 
MD simulation is the most popular method for modelling of carbon-based materials. 
It adopts interatomic potential or force field to as accurately as possible describe the 
effect of the electrons on the atomistic interactions and estimate the energy landscape 
of a large particle system (up to 1 million atoms). Some common interatomic 
potentials and force fields including Adaptive Intermolecular Reactive Empirical 
Bond Order (AIREBO) potential, Long-range Carbon Bond-order Potential 
(LCBOP) potential, Reactive Force Field (ReaxFF) potential and Polymer Consistent 
Force Field (PCFF) force field have been successfully utilized to predict structural, 
mechanical and thermal properties of carbon materials, demonstrating good 
agreement with experimental results. Furthermore, quantum mechanics-based DFT 
method can accurately describe the electronic structure of many-body systems and 
determine their physical properties. It can also capture the quantum feature at 
nanoscale. However, the complexity and accuracy of DFT calculation makes it quite 
time-consuming and need more computing resources even within 1000 atoms.  
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Hybrid atomistic-continuum mechanics allows one to directly incorporate 
interatomic potential into the continuum analysis. This can be accomplished by 
equating the molecular potential energy of carbon-based material with the 
mechanical strain energy of the representative volume element of a continuum 
model. Continuum mechanics includes classical beam, plate and shell theories that 
are practical for analysing nanostructures in large-scale systems. Continuum 
mechanics approach is less computationally expensive as compared to atomistic 
approaches and their formulations are relatively simple. However, since continuum 
mechanics theory is based on the continuous assumption in modelling, it cannot fully 
capture atomistic feature of materials at nanoscale. The verification of continuum-
modelling results via MD and DFT calculation or experiment is necessary while 
studying nanomaterials. 
In this chapter, the numerical methodology of MD simulation and other 
theoretical methods mentioned in the following chapters will be briefly described, 
separately. Section 3.1 gives a brief description of MD technique, including 
fundamental formulation (Section 3.1.1), interatomic potentials (Section 3.1.2), 
integration algorithm (Section 3.1.3) and initial conditions (Section 3.1.4). Section 
3.2 concisely introduces the nudged elastic band method. 
3.1 MD SIMULATION 
3.1.1 Fundamental Formulation 
In MD simulations, the goal is to predict the motion trajectory of each atom in 
the material system, including the atomic positions ( )ir t  , velocities ( )ir t  and 
accelerations ( )ir t . An arbitrary system of N atoms can be described by the 
Lagrange equations of motion 
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is the Lagrange function or Lagrangian of a system of interacting particles. 
Specifically, T is the kinetic energy of the entire system and U the potential energy. 
They can be written as 
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U r U r
=
=∑                                     (3.3) 
where mi is the mass of atom i; Ui(r) is the potential energy of atom i, and satisfies 
the relation 
( )
i
i
dU r
f
dr
− =                                                        (3.4) 
where fi is the corresponding force component on atom i. It is noted that depends on 
the position of itself and all other atoms in the system. By substituting Equation 3.2-
3.3 into Equation 3.1, it becomes to Newtonian form 
( )
i i i
i
U r
m r f
r
∂
= − =
∂
                                                 (3.5) 
The middle part corresponds to the gradient of the potential energy, which equals to 
the force. Equation 3.5 represents a system of coupled second-order partial 
differential equations, corresponding to a coupled system N-body problems for which 
no exact solution exists when N>2. However, the equation system can be solved by 
discretising the equations in time. Two popular integration algorithms will be 
presented in the following section. 
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3.1.2 Interatomic Potentials 
The goal of interatomic potentials or force fields is to give numerical or 
analytical expressions that estimate the energy landscape of a large atom system. In 
terms of Equation 3.5, the interacting force of certain atom from other atoms can be 
derived as well. Until now, a variety of interatomic potentials or force fields have 
been developed, ranging through different levels of accuracy and complexity. 
a) Pair Potentials 
The simplest atom-atom interaction is pair potential, the potential energy of 
which only depends on the distance between two particles. The total energy of the 
system is given by summing the energy of all atomic bonds over all N particles in the 
system. The total potential energy is given by 
( )
1 1
1
2
N N
total ij
i j j
U rφ
≠ = =
= ∑ ∑                                              (3.6) 
where rij is the distance between particles i and j; ϕ(rij) is the potential energy 
between particles i and j. The most popular pair potential is the Lennard-Jones (LJ) 
potential, including LJ 12:6 and LJ 9:6 potentials. For LJ 12:6 potential, it can be 
expressed as1 
( )
12 12
04ij
ij ij
r
r r
σ σφ ε
    
 = −           
                                         (3.7) 
where ε0 is the depth of the potential well; σ is finite distance at which the potential is 
zero. The term with power 12 represents atomic repulsion, and the term with power 6 
represents attractive interactions. LJ potential is often used to describe the properties 
of gas, and to model dispersion and overlap interactions in molecular models. 
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b) Multibody Potentials 
The great simplification of pair potentials leads to great challenges. For 
instance, at a surface of a crystal, the atomistic bonds may have different properties 
than in the bulk. Pair potentials are not capable of capturing this effect. Multibody 
potentials include the effect of atoms in the environment, which can capture possible 
edge or surface effects. One of the most popular multibody potentials is Embedded 
Atom Method (EAM) potential, which can describe the atomistic interactions in 
metals (such as copper and nickel). An EAM potential for metals is typically given as 
( ) ( )
1
iN
i ij i
j
U r fφ ρ
=
= +∑                                              (3.8) 
where ρi is the local electron density and f is the embedding function. The electron 
density ρi depends on the local environment of the atom i, and the embedding 
function f describes how the energy of an atom depends on the local energy density. 
The electron density itself is typically calculated based on a simple pair potential. 
EAM potential features a contribution by a two-body term ϕ to capture the basic 
repulsion and attraction of atoms, in conjunction with a multibody term f that 
accounts for the local electronic environment of the atom. 
c) Bond Order and Reactive Potentials 
Based on the concept of bond orders, a new class of multibody potentials is 
developed to describe the atomistic interactions in covalently-bonded materials, such 
as carbon-based materials (fullerene, CNT and graphene). The key concept is that the 
bond strength between two atoms is not constant, but depends on the local 
environment. Moreover, specific terms are included to specify the directional 
dependence of the bonding. One of this class of potentials is reactive empirical bond 
order (REBO) potential,2 which can be expressed as 
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>
 = − ∑∑                                     (3.9) 
where VR(rij) and VA(rij) is pair-additive interactions that represent all interatomic 
repulsions (core-core, etc) and attraction from valence electrons, respectively; bij is a 
bond order between atom i and j that is derived from Huckel or similar level 
electronic structure theory. 
d) Force Fields for Polymers 
The simulations of polymers depend on the force fields that describe the 
various chemical interactions based on a combination of energy terms. One of the 
most popular force fields for polymers is ab initio force filed polymer consistent 
force field (PCFF).3, 4 In general, the total potential energy of a simulation system 
contains the following terms: 
total bond over val tors vdW CoulombE E E E E E E= + + + + +                       (3.10) 
where Ebond, Eover, Eval, Etors, EvdW and ECoulomb are the energies corresponding to 
bond, over coordination, angle, torsion, Van der Waals (vdW) and Coulomb 
interactions, respectively. The detailed expression for each component of the total 
potential energy can be found anywhere else.5, 6 The parameters in such force fields 
are often determined from quantum chemical simulation models by using the concept 
of force field training.  
3.1.3 Integration Algorithm 
For the solutions of the equations, a numerical scheme can be constructed by 
considering the Taylor expansion of the position vector: 
( ) ( ) ( ) ( ) ( )2 30 0 0 012i i i ir t t r t v t t a t t O t+ ∆ = + ∆ + ∆ + ∆
                          (3.11) 
and 
 54 Chapter 3: Numerical Methodology 
( ) ( ) ( ) ( ) ( )2 30 0 0 012i i i ir t t r t v t t a t t O t−∆ = − ∆ + ∆ + ∆
                          (3.12) 
Adding these two equations together yields 
 ( ) ( ) ( ) ( ) ( )2 40 0 0 02i i i ir t t r t t r t a t t O t+ ∆ = − −∆ + + ∆ + ∆                      (3.13)  
where Δt is time step; ( )0iv t
  is velocity vector; ( )0ia t
  is acceleration vector. The 
truncation error is of order O(Δt4) because the Δt4 term cancels. Equation 3.13 
provides a direct link between new positions (at t0+Δt) and the old positions and 
accelerations (at t0). The accelerations can be calculated according to the equation 
(3.5). This updating scheme is referred to as the Verlet central difference methods.7 
There are also two other popular integration schemes introduced as follow. 
a) Leap-Frog Algorithm 
Even though Verlet algorithm is easy to implement, it is hard to measure the 
velocity before the next position is arrived. In order to avoid such numerical 
problem, Hockney8 proposed a half-step algorithm (also called Leap-Frog algorithm) 
based on Verlet algorithm, as shown below   
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  
  
                              (314) 
Here, Equation 3.14 is the integration equations for Leap-Frog scheme. 
b) Velocity Verlet Algorithm 
In Leap-Frog algorithm, the position and velocity vectors are not known 
simultaneously, making the calculation of motion trajectories much complicated. In 
order to cover such limitation, Swope et al.9 developed a half-step velocity algorithm 
(also called Velocity Verlet algorithm), which is given as 
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Here, Equation 3.15 is the integration equations for Velocity Verlet algorithm. 
3.1.4 Initial Conditions 
Before integrating the motion equations of a particle system, certain 
restrictions should be applied to such system, in order to represent its desired initial 
state. Generally, the restrictions include both boundary and initial conditions. 
For boundary conditions, there are periodic boundary conditions (PBCs) and 
non-periodic boundary conditions (non-PBCs). PBC is a widely used concept in MD. 
It allows one to study to bulk properties (that means, there are no free surfaces) with 
small number of particles. When PBCs are used, all particles are “connected”, and do 
not sense the existence of a free surface. The original cell is surrounded by their 
image cells. The image particles in image cells move in exactly the same way as 
original particles, and newly-formed interatomic force between original and image 
particles should be calculated. As for other phenomena, such as inhomogeneous 
stress and deformation fields, non-PBCs should be applied to get useful results. 
The basic initial conditions include thermodynamical ensemble and initial 
velocity. In MD simulations, there are four popular thermodynamical ensembles, 
including NVE, NVT, NPT and μVT, where N is the particle number; V is the system 
volume; E is the total energy of the system; T is the average temperature of the 
system; P is the average pressure of the system; μ is the chemical potential. 
Microcanonical (also called NVE ensemble) is associated with isolated systems, 
maintained at constant external parameters, which do not exchange energy or matter 
with the surrounding media. Canonical ensemble (also called NVT ensemble) is 
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associated with closed isothermal systems, maintained at constant temperature, 
which can exchange energy with the surrounding media but cannot exchange mass. 
Isothermal-isobaric ensemble (also called NPT ensemble) is associated with closed 
isothermal-isobaric systems, maintained at both constant temperature and pressure, 
which can exchange energy with the surrounding media but cannot exchange mass. 
Grand canonical ensemble (also called μVT ensemble) is associated with closed 
isothermal-isochemical systems, maintained at both constant chemical energy and 
temperature, which can exchange both energy and mass. As for initial velocity, 
Maxwell-Boltzmann distribution is normally used to generate initial velocities of the 
system at certain temperature. 
3.2 NUDGED ELASTIC BAND METHOD 
The nudged elastic band (NEB) method is a chain-of-states approach of finding 
the minimum-energy path (MEP) on the potential energy surface (PES).10 In 
configuration space, each point represents one configuration of atoms in the system. 
This configuration has a 0 K potential energy, which can be evaluated based on 
interatomic potentials as mentioned above. The PES is the surface of the potential 
energy of each point in configuration space. In general, there are basins, ridges, local 
minima and saddle points on the PES. The MEP is the lowest energy path for a 
rearrangement of a group of atoms from one stable configuration to another. NEB 
method can determine the activation energy barrier Q in the equation 
( )
0
,T
exp
B
Q
k T
σ
υ υ
 
= − 
 
                                             (3.16) 
where ν0 is the trial frequency; kB is the Boltzmann constant; σ is the local stress; T is 
the temperature. Equation 3.16 can predict the rate of a thermally activated process. 
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In the NEB calculation, the initial and final configurations are firstly 
determined by using energy minimization. Then, a discrete band of a finite number 
of replicas the system is constructed. These replicas can be generated by linear 
interpolation between the two end states. Every two adjacent replicas are connected 
by a spring. To solve the problems of corner cutting and sliding down, a force 
projection is needed, which is referred to as the nudging operation. The force on each 
replica contains the parallel component of the spring force and perpendicular 
component of the potential force:10 
( ) ( )Si i i i iF E R F t t
⊥
= −∇ +
  
 
                                         (3.17) 
where iR

 is the atomic coordinates in the system at replica i; it

 is the unit tangent to 
the path at each replica; ( )iE R
⊥
∇

 is the gradient of the potential energy in the 
system at replica i perpendicular to it

, and it can be obtained by subtracting out the 
parallel component: 
( ) ( ) ( )i i i i iE R E R E R t t
⊥
 ∇ = ∇ − ∇ 
  
 
                                 (3.18) 
In Equation 3.17, SiF

 is the spring force acting on replica i and it can be determined 
according to  
( )1 1Si i i i i iF k R R R R t+ −= − − −
    

                                 (3.19) 
where k is the spring constant.  
The converged MEP is usually plotted as the energy, relative to the initial state, 
versus reaction coordinate. Each replica on the MEP is a specific configuration in a 
3N configurational hyperspace, where N is the number of movable atoms in the 
simulation. For each replica, one can calculate the hyperspace arc 
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between the initial state 30
NR

 and the state of the replica 3NiR

. The normalized 
reaction coordinate s can be calculated according to s=l/l0, where l0 is the hyperspace 
arc length between the initial and final states. 
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SYNOPSIS 
Structural defects play a dominant role in governing the mechanical properties 
of graphene sheets. In this section, the effects of Stone-Wales and vacancy defect on 
fracture strength of graphene sheet were investigated by using MD simulations. The 
results indicated that the defects and vacancies can cause significant strength loss in 
graphene. For multi-vacancy defects, quantized fracture mechanics could predict 
corresponding fracture strength, which is in agreement with MD results. Moreover, 
the initiation of Stone-Wales defects was taken into account as well. Energy 
calculations demonstrated that strain loadings enable the forming process of Stone-
Wales defects by decreasing the energy barriers. 
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4.1.1 Introduction 
Graphene is attracting increasing research effort since its discovery,1 largely 
due to its exceptional mechanical and electrical properties. With a hexagonal 
monolayer network of carbon atoms, graphene shows high electron mobility at room 
temperature (250,000 2 /cm Vs ),1 anomalous quantum Hall effect,2 and extremely 
high Young’s modulus (about 1TPa ) and fracture strength (130 GPa ). The potential 
applications include electrodes, chemical sensors, and graphene-based 
nanocomposites.3-8 Graphene can be produced via chemical vapour deposition 
(CVD),9 mechanical exfoliation,10 chemical reduction of graphene oxide sheets,11 
etc. It has been confirmed the properties of graphene can be modified by chemical 
functionalization.12-14 However, both material production processes and chemical 
treatment may introduce structural defects in graphene, such as Stone-Wales (S-W) 
type defects (nonhexagonal rings generated by reconstruction of graphenic lattice),15 
single and multiply vacancies, dislocation like defects, carbon adatoms, or accessory 
chemical groups. Recently, Gorjizadeh et al.16 demonstrated that the conductance 
decreases in defective graphene sheets. Pei et al.17, 18 studied the influence of 
functionalized groups on mechanical properties of graphene. Banhart et al.19 
reviewed possible structural defects in graphene and their effects and potential 
applications. Unfortunately, there are very few studies of the effects of defects on 
mechanical properties of graphene and therefore further work is much needed. 
 In this paper, we present a molecular dynamics investigation on the initiation 
of S-W defect, and the influence of different defects on mechanical strength of 
graphene sheets. The fracture strength predicted from the numerical simulation was 
compared with the so-called quantized fracture mechanics (QFM) theory. 
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4.1.2 Molecular Dynamics Simulation 
To simulate a monolayer graphene sheet, a molecular dynamics (MD) model 
was built that consists of 800 carbon atoms with geometric dimensions of A=42.6 Å 
and B=49.2 Å as shown in Figure 4.1. As confirmed by Zhao et al.,20 the possible 
model size effect can be largely neglected when the diagonal length is over 5 nm. 
Therefore, the diagonal length of our model (Figure 4.1) was chosen as 6.51 nm. 
The tensile load was applied to the graphene sheet along both armchair and zigzag 
directions. The simulation was conducted at a strain rate of 0.005 ps-1 and a time step 
of 0.001 ps. The model was firstly relaxed to a minimum energy state using the 
conjugate gradient energy minimization. Then, Nose-Hoover thermostat21, 22 was 
employed to equilibrate the graphene sheet at a certain temperature with periodic 
boundary conditions. The adaptive intermolecular reactive bond order (AIREBO) 
potential23 implemented in the software package LAMMPS,24 was used to simulate 
covalent bond formation and bond breaking.  
The S-W defects are inaccessible by direct molecular dynamics simulations, in 
that the kinetic rate of defect initiation for a short time scale is quite small at low 
temperatures. To overcome the time-scale constraint25 in simulating the S-W defects, 
we employed nudged elastic band (NEB) method26 to evaluate the minimum energy 
path (MEP) for defect initiation. The MEP is a continuous path in a 3Natom-
dimensional configuration space (Natom is the number of free atoms). The atomic 
forces are zero at any point in the (3Natom-1)-dimensional hyperplane perpendicular 
to the MEP. The energy barrier against S-W defect can be determined by the saddle 
points on the MEP. In our NEB calculations, two-dimensional geometry was 
considered. The MEPs in 2Natom-dimensional configuration space were determined 
by 20 equally spaced replicas connected by elastic springs. The calculations 
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converged when the force on each replica was less than 0.03 eV/Å. A continuous 
MEP was then obtained by polynomial fitting of the discrete MEP.27 
 
Figure 4.1 Simulation models of graphene sheet: uniaxial tension along (a) zigzag direction (y axis) 
and (b) armchair direction (x axis). 
4.1.3 Results and Discussion 
a) Validation of MD Model 
To validate the numerical approach, the fracture strength of a perfect graphene 
sheet was firstly evaluated. The nominal strain-stress curve at 300 K, under tension 
load along both armchair and zigzag directions is shown in Figure 4.2. The fracture 
strength (engineering stress) along the armchair and zigzag directions is 90 and 105 
GPa, respectively. In terms of true (Cauchy) stress, the fracture strength is 100 and 
126 GPa, and the fracture strain is 0.13 and 0.22, respectively. These values are in 
agreement with the experimental investigation, i.e., σf ≈130 GPa, and εf ≈0.2528 as 
well as previous numerical simulation,20 proving the validity and accuracy of our 
numerical model. 
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Figure 4.2 Nominal stress-strain curves of pristine graphene sheet under uniaxial tension along zigzag 
direction (solid line) and armchair direction (dash-dot line). 
b) Simulation of Stone-Wales Defects 
In this study, we simulated two types of S-W defects, namely S-W1 and S-W2, 
which are caused by 90° rotation of C-C bonds in different directions, as shown in 
Figure 4.3. With the MEP analysis, it is possible to evaluate the generation of S-W 
defects from a pristine graphene sheet.  
 
Figure 4.3 Two types of Stone-Wales defects: (a) Blue C-C bond rotates by 90° to the S-W1 defect; 
(b) Red C-C bond rotates by 90° to the S-W2 defect. 
As shown in Figure 4.4(a) and Figure 4.4(b), corresponding to tension strain 
ε=0.0125, the energy barrier for S-W1 defect is 53.9 eV, which is slightly lower than 
that for S-W2 defect 61.1 eV. Figure 4.5 shows the variation of energy barriers for 
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generation of S-W1 and S-W2 defects with the increase of mechanical strain. The 
energy barrier for S-W1 defect is constantly lower than that for S-W2, regardless of 
the strain level. This indicates that S-W1 defect is more kinetically favourable than S-
W2. It is clear that the energy required decreases with increase of strain. 
Corresponding to the failure strain, the energy barriers for generation of S-W1 and S-
W2 are 16.8 eV and 28.9 eV, respectively. This means that mechanical strain alone 
cannot help to achieve the athermal limit (energy barrier equals zero) for generation 
of S-W defects via C-C bond rotation. Therefore, S-W defects are kinetically 
unfavourable when thermal activation energy is lower than the energy barrier at low 
temperatures.  
 
Figure 4.4 The minimum energy path (MEP) of (a) S-W1 defect initiation and (b) S-W2 defect 
initiation at tension strain ε=0.0125. 
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The kinetic rate of S-W defect initiation (ν) can be estimated by the energy 
barrier Eab, i.e.  
  0 exp eb
E Taf κυ −=                                                    (4.1) 
where f0 is attempt frequency (about1013/s); κ is Boltzmann’s constant and a is the 
lattice spacing 03a r= , where r0=1.42 Å is the C-C bond length. It can be seen in 
Equation 4.1 that the kinetic rate decreases with increase of energy barrier and 
decrease of temperature. In contrast, our simulation and previous work29 all confirm 
that the mechanical load can trigger bond breaking and promote crack propagation in 
graphene sheets. As compared to S-W defects, vacancy type defects created via bond 
breaking is easier to be generated by mechanical loading, in particular at low 
temperatures. This is similar to the analysis of S-W defect initiation in carbon 
nanotubes.30  
 
Figure 4.5 Energy barriers for S-W1 defect initiation (square point) and S-W2 defect initiation 
(triangle point) versus tension strain. 
In this study, the temperature effect on the fracture strength of graphene sheets 
with S-W defects was evaluated. It can be found in Figure 4.6 that the fracture 
strength decreases with increasing temperature. Clearly, S-W defects significantly 
deteriorate the fracture strength of graphene, estimated 21.7% and 45.3% by the S-
W1 and S-W2 defects, respectively. The strength loss caused by S-W2 is greater than 
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S-W1 although the initiation of S-W1 is relatively easier due to the lower energy 
barrier. 
 
Figure 4.6 Fracture strength of pristine graphene (dotted line), S-W1 defected graphene (solid line) 
and S-W2 defected graphene (dash-dot line) versus temperature. 
c) Effect of Vacancy on Fracture Strength of Graphene 
 
Figure 4.7 Graphene sheet with an n-vacancy defect blunt crack: (a) In this figure, a is the 
characteristic fracture quantum; ρ is the tip radius of the crack; 2L=na is the crack length. (b) 3 types 
of vacancy defect. 
In the temperature range of 500~900 K, the fracture strength of graphene sheet 
with vacancy was evaluated under tension along the armchair direction. The 
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simulation model with 1, 2, and 3 vacancies is shown in Figure 4.7(b). Figure 4.8 
shows the fracture strength σf for the graphene sheets with different vacancy number 
at temperatures 300 K, 500 K, and 900 K. It can be seen that fracture strength 
decreases with increasing temperature as well as the number of vacancy. For the 
sheet with 3 vacancies, the fracture strength loss is 37.3%, 40.2% and 42.4%, 
corresponding to 300, 500 and 900 K, respectively. Therefore, atomic scale defect 
such as vacancy does play a critical role in dictating the mechanical performance of 
graphene.  
In linear elastic fracture mechanics (LEFM), the well-known Griffith’s 
criterion was established through an energy analysis during crack propagation, i.e., 
the release of  potential energy associated with crack propagation being equal to the 
energy required  to create the new crack surfaces (Gc=2γc). It is still arguable if this 
continuum-based fracture criterion can be applied to failure analysis in a discrete 
material structure, such as graphene. Recently, an energy-based quantized fracture 
mechanics (QFM) theory was proposed by substituting the differentials in Griffith’s 
energy balance equation with finite differences.31 For a nanostructure with n 
vacancies, the crack length (2L) can be estimated as na, in Figure 4.7(a). Here, the 
lattice spacing a is also called fracture quantum. Under mode I loading, the fracture 
strength σf can be expressed as  
( ) ( ) 1 21 1
2f c
n n
a
ρσ σ −= + +   ( )0n >                                 (4.2) 
where σc is the strength of ideal material at certain temperature, and ρ is the crack tip 
radius. In general, when the crack length 2L is much smaller than the sample size, for 
example, 2L/B<1/10 (B is the height of the graphene sheet, Figure 4.1(a)), the 
sample size effect can be neglected. Otherwise, the sample size should be taken into 
account and Equation 4.2 can be rewritten as,32 
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1 2 21 1 tan
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As mentioned before, our model satisfies the condition 2L/B<1/10 and 
therefore the fracture can be estimated using Equation 4.2. With n=1, 2 and 3, and 
ρ=0.8a, the fracture strength is 0.836σc (n=1), 0.683σc (n=2), 0.591σc (n=3), as 
shown in Figure 4.8. There is a good agreement between the QFM prediction and 
the MD simulation. Hence we can approximately predict the fracture strength of 
graphene sheets with vacancies at different temperatures using the QFM. In Figure 
4.8, it can be seen that even few atomic defects such as vacancies can significantly 
reduce the theoretical fracture strength. Also, the fracture strength is dependent on 
the temperature. A higher strength is observed at low temperatures. In anticipation of 
broad application of graphene in a range of nano systems, increasing attention should 
be paid to minimize its defects at atomic level to maintain desirable mechanical 
performance and structure integrity. In addition, further work is required to 
investigate on the effect of functional groups introduced via chemical treatment on 
the fracture strength of graphene. 
 
Figure 4.8 Fracture strength of defected graphene sheet versus the number of vacancy defect. Solid 
lines are the results of quantized fracture mechanics (QFM); Points are the results of MD simulations. 
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4.1.4 Conclusions 
In this work, defect initiation and its effect on fracture strength of graphene 
sheets were investigated using MD simulation. The results indicate that increase of 
temperature and mechanical strain can promote the formation of S-W type defects 
via bond rotation, particularly S-W1 defect. At low temperatures, mechanical strain 
can only lead to brittle fracture via bond breaking. Both S-W defects and vacancies 
can cause significant strength loss in graphene. The fracture strength of graphene is 
also affected by temperature and chirality. The simulation of fracture strength is in 
good agreement with the predicted by the energy-based quantized fracture 
mechanics. 
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SYNOPSIS 
Since the significant influence of structural defects, it is necessary to 
quantitatively predict the fracture strength of defective graphene sheets. In this 
section, a theoretical model was proposed to predict the fracture strength of graphene 
with Stone-Wales defects, showing good agreement with MD simulation results. Our 
simulation results also indicated that the fracture strength of graphene is dependent 
on defects and environmental temperature. However, pre-existing defects may be 
healed, resulting in strength recovery. Moreover, the dependence of morphology on 
atomistic defect was considered. It was shown that free edges can give rise to 
different graphene morphologies, depending on the types of free edges. 
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4.2.1  Introduction 
Graphene has attracted increasing research effort since its discovery,1 largely 
due to its exceptional electrical, mechanical and thermal properties. For example, 
graphene has high electron mobility (25000 cm2/Vs) at room temperature,1 
anomalous quantum Hall effect,2 extremely high Young’s modulus (~1TPa) and 
fracture strength (~130 GPa)3 and superior thermal conductivity (5000 Wm-1K-1).4 
All these excellent properties can be attributed to its two-dimensional (2D) 
honeycomb lattice of sp2-hybridized carbon atoms. 
Structural defect such as Stone-Wales (S-W) defect, single or multiple 
vacancies, reconstructed rings, accessory chemical groups etc., plays a significant 
role in the structure-property relationship of graphene. Gorjizadeh et al.5 
demonstrated that the conductance decreases in defective graphene sheets. Pei et al. 
investigated the effect of functionalized groups on mechanical properties of 
graphene. Liu et al.6, 7 reported structure, energy and transformations of graphene 
grain boundaries and their effect on failure strength. In addition, the morphology of 
graphene is also governing the structure-property relationship. Researchers have 
demonstrated that long-range order of graphene can present due to anharmonic 
coupling between bending and stretching modes.8, 9 As a result, the 2D membranes 
can exist but tend to be rippled at finite temperature. Indeed, ripples in freestanding 
graphene were observed in recent experiments.10, 11 Some intrinsic or extrinsic 
factors, including chirality, structural defects, geometry sizes and substrate-
interaction can greatly influence the morphology of graphene. Recent research also 
reported that the curvature of graphene sheets can induce the change of the low 
energy electronic structure of graphene.12, 13 However, the formation of structural 
defects and the effect of defects on the morphology have not been well understood. 
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Further study is much required. Due to the nano-scale dimensions, it is difficult to 
accurately evaluate the properties of graphene sheets via experiment. Alternatively, 
molecular dynamics (MD) simulation has been widely utilized to investigate carbon-
based nanomaterials.14-18 In this work, we presented a MD investigation on the 
influence of structural defects (Stone-Wales defect, edge functionalization and 
reconstruction) on the fracture strength and morphology of graphene sheets and 
nanoribbons. The initiation of S-W defect and the competition between the initiation 
of S-W defect and bond-breaking were also investigated. 
4.2.2 MD Simulation 
To simulate a monolayer graphene sheet, a MD model (42.6 Å × 49.2 Å) was 
built that consists of 800 carbon atoms. As confirmed by Zhao et al.,19 the possible 
model size effect on mechanical properties can be largely neglected when the 
diagonal length is over 5 nm. Therefore, the diagonal length of our model was 
chosen as 6.51 nm. The uniaxial tensile load was applied to the graphene sheet along 
both armchair and zigzag directions (Figure 4.9(a)), at a strain rate of 0.005 ps-1 and 
a time step of 0.001 ps. The model was firstly relaxed to a minimum energy state 
with the conjugate gradient energy minimization. Then, Nose-Hoover thermostat20, 21 
was employed to equilibrate the graphene sheet at a certain temperature with periodic 
boundary conditions (PBCs). The adaptive intermolecular reactive bond order 
(AIREBO) potential22 implemented in the software package LAMMPS,23 was used 
to simulate covalent bond formation and bond breaking. Such AIREBO potential has 
successfully simulated and predicted mechanical properties of carbon-based 
materials, i.e. fullerene, carbon nanotube and graphene. 
Figure 4.9(b) shows corresponding stress-strain curves at different 
temperatures (300 K~900 K). In terms of true (Cauchy) stress, fracture strengths 
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along armchair and zigzag directions at 300 K are 104 and 127 GPa, respectively. 
These values are in good agreement with experiment results σf ≈130 GPa,3 as well as 
previous atomistic simulation results.19, 24 Therefore, accuracy of our MD models can 
be confirmed. 
 
Figure 4.9 (a) Uniaxial tension along the armchair (left) and zigzag (right) directions, and (b) stress-
strain curves of pristine graphene sheet under uniaxial tension along armchair and zigzag directions at 
different temperatures (300~900 K). 
4.2.3 Fracture Strength of Defective Graphene 
a) Formation of S-W Defects 
Due to the short-ranged covalent bonding between carbon atoms, bond rotation 
and bond breaking are two basic deformation mechanisms in graphene. They can 
subsequently induce either the formation of S-W defect (bond rotation by 90°) or 
bond-breaking, as shown in Figure 4.10(a). However, S-W defects are inaccessible 
by direct molecular dynamics simulations, in that the kinetic rate of defect initiation 
for a short time scale is quite small at low temperature. In order to overcome the 
time-scale constraint in simulating S-W defects, nudged elastic band (NEB) method25 
was employed to evaluate the minimum energy path (MEP). The energy barrier for 
defect initiation under different strain loading can be determined by the saddle points 
in the MEP. 
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Figure 4.10 (a) Four types of possible defects caused by one C-C bond: S-W1 defect (a1→c1), S-W2 
defect (a2→c2), and bond-breaking defect (a1→b1 or a2→b2). (b) A schematic description of the 
variation of energy landscape for S-W defects under mechanical strain. 
In Figure 4.10, energy barrier against transition from State A to State B 
represents the energy barrier for defect initiation. Energy barrier against transition 
from State B to State A represents the energy barrier for defect healing. Without 
mechanical loading, the energy barriers ebE+  for the generation of S-W1 (shown in c1, 
Figure 4.10) and S-W2 (shown in c2, Figure 4.10) defects are relatively high (about 
60 eV and 80 eV). The defect formation rate is expected to be very low if the thermal 
activation energy is low at low temperatures. Our MEP analysis demonstrated that 
both mechanical strain and loading direction can greatly influence the energy barrier 
ebE
+  for the initiation of S-W defects and energy barrier ebE−  for healing of S-W 
defects 24, as shown in Figure 4.10(b). Under zigzag loading, mechanical strain can 
lower ebE+  for the formation of both S-W1 and S-W2 defects. ebE+  for S-W1 initiation 
is constantly lower than that for S-W2, regardless of strain level. This suggests that S-
W1 defect is more kinetically favourable than S-W2. Under armchair loading, ebE+  for 
S-W2 initiation is lowered by increasing mechanical strain. However, ebE+  for S-W1 
initiation is significantly increased by mechanical strain. Corresponding to the failure 
strain, non-zero ebE
+  is observed, which implies that mechanical strain alone is 
insufficient to achieve the athermal limit for generation of S-W defects. While for 
 82 Chapter 4: Effect of Atomistic Defects on the Mechanical Performance of Graphene 
bond-breaking (shown in b1 and b2, Figure 4.10), they are in a meta-state, and little 
thermal activation can heal such defects. This can be attributed to the dangling bonds 
with higher energy. The MD simulation shows graphene exhibits typical feature of 
brittle material under 1000 K, as brittle rupture can be initiated by the initial bond 
breaking. 
b) Effect of S-W Defect on Fracture Strength 
In addition, both S-W defects and temperature can significant deteriorate the 
fracture strength of graphene. Figure 4.11 shows the fracture strength of graphene 
with S-W defects at different temperatures (300 ~ 900 K). Under zigzag loading, the 
average strength loss caused by S-W1 and S-W2 is 16.26% and 41.30%, respectively. 
Under armchair loading, the average loss of facture strength by S-W2 defect is about 
15.75%. For S-W1, however, fracture strength increases when temperature is above 
600 K (C point in Figure 4.11(a)). This is attributed to the healing of S-W1 defect 
with increasing temperature. As shown in Figure 4.11(b), at 600 K, the S-W1 defect 
is stable. At 700 K, however, the S-W1 defect is healed by 90° rotation of C-C bond. 
As mentioned above, mechanical strain can lower the healing energy barrier ebE
− . 
Therefore, according to the kinetic rate of the healing of S-W defects (ν),  
0 exp eb
E kTafν
−−=                                                 (4.4) 
where 0f  is attempt frequency (about10
13/s); k is the Boltzmann’s constant and a is 
the lattice spacing 03a r= , where 0 1.42r Å=  is the C-C bond length. From Equation 
4.4, the healing of S-W1 defect becomes easier with increase of mechanical strain 
and temperature, consistent with the MD simulation. 
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Figure 4.11 (a) Fracture strength of pristine, S-W1 and S-W2 defected graphene versus temperature 
under armchair and zigzag loading conditions, and (b) configuration change in the pre-existing S-W1 
defect from point B (at 600 K) to point C (at 700 K) highlighted in (a). 
Furthermore, the MD results of fracture strength of pristine graphene match 
well with the non-linear elastic (NLE) model,26 which builds the relationship 
between fracture strength σf, strain rate ε  and temperature T. It can be given as 
( ) 0 0, ln 1
s
U bakT aT
a kT kT n kT
ετ γ
σ ε
γ
    = + +   +     

                              (4.5) 
where τ0=10-13 s is the average vibration period of atoms in solid; k is the Boltzmann 
constant; T is the temperature; γ=qV, where V is the activation volume and q is the 
coefficient of local overstress; U0 is the interatomic bond dissociation energy; ns is 
the number of sites available for the state transition; a and b are the material constant 
for NLE behaviour of graphene. To fit the data in Figure 4.11 using Equation 4.5, 
a=111 GPa and b=9.69. 
c) Morphology of Graphene with Edge Functionalization and Reconstruction 
For graphene nanoribbon (GNR), both edge functionalization and 
reconstruction affect its electrical properties.27-29 Meanwhile, they may also influence 
the morphology of GNR. Previous research demonstrated that edge termination can 
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result in the variation of the bonding configuration of atoms located at the edges of 
GNRs, and induce the intrinsic edge stress.30, 31 To study the effect of edge 
termination (hydrogen functionalization (r-H) and pentagon-hexagon reconstruction 
(r-5-6)) on the morphology of GNRs, we neglected the temperature effect and 
evaluated the resulting morphologies by out-of-plane perturbation and energy 
minimization. 
 
Figure 4.12 The morphologies of hydrogen functionalised graphene nanoribbons (GNRs) with a 
width of (a) 15.62 Å and (b) 71.00 Å. The yellow circles highlight the rippled edge areas. 
 
Figure 4.13 The morphologies of pentagon-hexagon reconstructed (r-5-6) graphene nanoribbons 
(GNRs) with a width of (a) 15.62 Å and (b) 71.00 Å. The yellow circles highlight tapered ends of 
GNRs. 
Different from r-H edges, r-5-6 edges are subject to tensile stress along the 
edge direction. The MD result of such stress is 3.495 eV/Å, much higher than the 
magnitude of that in r-H edges. Under the action of the tensile stress, GNRs 
spontaneously curl along the width direction with tapered ends, as shown in Fig. 5. In 
energy analysis, the free edges need shorten to lower the total potential energy. The 
tensile stress here serves as driving force to form the curvature of GNRs, 
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subsequently triggering their ends arching inward. In fact, this formation process is 
similar to the formation of other graphene-based structures, such as fullerene and 
carbon cone. The existing pentagon rings in graphene cause the change of curvatures 
of graphene and generate those novel nano-structures. A theoretical study also 
reported that the formation of defects at the edge of graphene is the crucial step in the 
process of transformation of a graphene sheet into a fullerene.32 
4.2.4 Conclusions 
In this work, the effect of structural defects (S-W defects, edge 
functionalization and reconstruction) on the fracture strength and morphology of 
graphene was investigated using MD simulation. The results indicate that both 
loading level and loading direction can significantly influence the formation of 
Stone-Wales defects. Generally, mechanical strain can lower the energy barrier for 
the formation of S-W defects, except S-W1 formation under armchair loading where 
mechanical strain increases energy barrier for defect initiation. This is attributed to 
the healing of S-W1. The fracture strength of graphene is dependent on S-W defects 
and temperature. The MD simulations also show that both edge functionalization and 
reconstruction can significantly influence the stress state at free edges as well as final 
morphologies of GNRs. Edge functionalization can induce compressive stress which 
promotes the formation of ripples in the edge areas. On the other hand, edge 
reconstruction produces tensile stress and curved shape in the GNRs. 
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SYNOPSIS 
Free edges in graphene nanoribbons can significantly govern their 
morphologies. To further explore such remarkable free-edge effect, in this section, 
the pre-existing edge energy and edge stress in graphene nanoribbons were studied 
by conducting MD simulations, respectively. Numerical results showed that 
compressive stress exists in the regular and hydrogen-terminated edges along the 
edge direction. In contrast, the reconstructed armchair edge is generally subject to 
tension. Furthermore, we also investigated shape transition between flat and rippled 
configurations of GNRs with different free edges. It was found that the pre-existing 
stress at free edges can greatly influence the initial energy state and the shape 
transition. 
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5.1.1 Introduction 
Graphene, a stable monolayer of honeycomb lattice of sp2-hybridized carbon 
atoms, possesses intriguing electrical, mechanical and thermal properties.1-4 
Recently, graphene nanoribbons (GNRs) with free edges are attracting increasing 
research effort, due to their great potential for applications in next generation 
nanoelectronics. It was found that the local edge state in GNRs with zigzag edge is 
featured by non-bonding molecular σ-orbitals near the Fermi energy,5 resulting in a 
characteristic of metallic materials. On the other hand, armchair GNRs demonstrates 
either metallic or semiconducting properties depending on the width of the 
nanoribbon.6, 7 In addition, a range of functional groups can be introduced to the free 
edges of GNR to tailor its electronic properties.8-10 For GNRs, the free edges of these 
2D nano-structures are similar to the free surfaces of a 3D nano-structure where non-
zero surface stresses often exist. The carbon atoms located at free edges of GNRs are 
obviously different from those at the centre. Therefore, the C-C bonds at GNR edges 
are longer or shorter than the normal bonds with a length rC-C=1.42 Å, inducing 
tensile or compressive stress at these edges.11-15 Edge-stress states in GNRs can also 
been varied by several types of edge functionalization. Subsequently, such non-zero 
stress states make GNR deviated from its flat configuration and create rippled or 
curled shapes.12, 15 Although edge stresses in GNRs have been widely investigated 
using continuum mechanics and density functional theory (DFT), the edge effect and 
shape transition in GNRs have not been well understood and further work is much 
required.  
Recently, it has been confirmed molecular dynamics (MD) is a powerful tool to 
simulate the structure-property relationships in carbon based materials such as 
carbon nanotube16-18 and graphene.19 In this work, MD simulations were conducted 
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to evaluate the energies and stresses at regular (armchair and zigzag) edges, armchair 
edge terminated with hydrogen and reconstructed armchair edge in GNRs. In 
addition, edge-stress-induced morphologies of GNRs and energy barriers for shape 
transition were investigated as well. 
5.1.2 MD Simulation 
To calculate edge energies and edge stresses in GNRs, atomistic models of 
GNRs with regular edges (armchair and zigzag edges), hydrogen-terminated 
armchair edges (r-H edges) and reconstructed pentagons-hexagons-ring edges (r-5-6 
edges) were built, as shown in Figure 5.1. Periodic boundary conditions (PBCs) 
were applied along the length direction of all GNRs. The models were firstly relaxed 
to a minimum energy state using the conjugate gradient energy minimization. Then, 
Nose-Hoover thermostat20, 21 was employed to equilibrate the GNRs with different 
edge types at a certain temperature. In the MD simulations, the adaptive 
intermolecular reactive bond order (AIREBO) potential22 implemented in the 
software package LAMMPS,23 was utilized to simulate covalent bond formation, 
breaking and rotation, as given in Equation 5.1 
, , ,
1
2
REBO LJ TORSION
ij ij kijl
i j i k i j l i j k
E E E E
≠ ≠ ≠
 
= + + 
 
∑∑ ∑ ∑                              (5.1) 
where REBOijE  term is the REBO interaction, which is based on the form proposed by 
Tersoff;24 LJijE  is the Lennard-Jones (LJ) 12-6 potential; 
TORSION
kijlE  is the explicit 4-
body potential that describes various dihedral angle preferences in the hydrocarbon 
systems. To avoid  overestimation of the force to break a C-C covalent bond, we 
have increased the cut-off distance for the covalent interaction from 1.7 to 1.95 Å.25 
To evaluate energy barriers for shape transition in GNRs, nudged elastic band 
(NEB) method26 was employed to determine the minimum energy path (MEP) for 
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shape transition. The MEP is a continuous path in a 3Natom-dimensional configuration 
space (Natom is the number of free atoms). The atomic forces are zero at any point in 
the (3Natom-1)-dimensional hyperplane perpendicular to the MEP. The energy barrier 
for shape transition of GNRs can be determined by the saddle points on the MEP. In 
our NEB calculations, the MEPs were determined by 20 equally spaced replicas 
connected by elastic springs. The calculations converged when the force on each 
replica was less than 0.03 eV/Å. A continuous MEP was then obtained by 
polynomial fitting of the discrete MEP.27 
 
Figure 5.1 Models of GNR with four types of edges: (a) zigzag, (b) armchair, (c) hydrogen-
terminated armchair (r-H), and (d) pentagons-hexagons-ring (r-5-6) edges. 
5.1.3 Results and Discussion 
a) Validation of MD Model 
In order to validate the MD simulation approach, the model was simulated at 
300 K under tensile loading along both armchair and zigzag directions. The nominal 
fracture strengths along armchair and zigzag directions are 91 and 105 GPa. In terms 
of true (Cauchy) stress, the corresponding fracture strengths are 104 and 127 GPa, 
and true fracture strains are 0.14 and 0.21, respectively. These values are in good 
agreement with experimental results, i.e. σf ≈130 GPa and εf ≈0.254 as well as 
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previous MD simulation results,28 which proves the validity and accuracy of our 
simulation model. 
 
Figure 5.2 Edge energy γ for zigzag edge (blue line) and armchair edge (red line) with respect to 
GNR widths. 
b) Evaluation of Edge Stress of GNRs 
The edge energy and edge stress of 2D crystalline material such as GNRs can 
be defined in a similar way to 3D crystalline material.29 For GNRs, edge energy γ is 
referred to as the energy required to creating unit length new edge. Edge stress τ is 
defined as the energy to deform a pre-existing edge. Represented by Taylor 
expansion of edge energy within the elastic range of strain (ε≤1), the relationship 
between edge energy and edge stress is given as30 
( ) 0γ ε γ τε= +                                                      (5.2) 
where γ0 is the edge energy of undeformed GNR edges.  
For the regular edges (armchair and zigzag), the edge energy can be calculated 
from the total-energy difference between a GNR with free edges and a periodic 
graphene sheet (GS) with the same dimensions, i.e., ( )1
2 GNR GS
E E
L
γ = − , where 
EGNR is the total energy of GNR; EGS is the total energy of GS; L is the total length of 
free edges. The edge energy with regard to the width of GNR is shown in Figure 5.2. 
  
Chapter 5: Shape Transition in Graphene Nanoribbons 95 
The maximal variation of edge energies for zigzag edge and armchair edge are by 
2.8% and 5.7%, respectively. Such negligible difference indicates that the edge 
energy is almost independent on GNR width. The average values of edge energy are 
0.992 eV/Å for zigzag edge and 1.076 eV/Å for armchair edge. Hence, armchair 
edge energy is 0.084 eV/Å higher than zigzag edge energy. This result is different 
from the DFT calculation,11, 14, 31 which reported a lower energy in the armchair 
edge. 
 
Figure 5.3 Edge stress τ for zigzag edge (cyan line) and armchair edge (pink line) with respect to 
GNR widths. 
To estimate the edge stresses, a range of strains (-0.6% to +0.6% with an 
increment of 0.2%), were applied to both the zigzag and armchair edges. According 
to Equation 5.2, edge stress can be determined by ( )( )0τ γ ε γ ε= − . Figure 5.3 
shows variation of edge stress with GNR width. The average values of edge stress 
are -3.643 eV/Å for zigzag edge and -2.9211 eV/Å for armchair edge. Both edge 
stresses are negative, indicating that both zigzag and armchair edges are under 
compression along the edge direction. The zigzag edge stress is larger than armchair 
edge stress (Figure 5.3), in contrast to DFT calculation.11 It was found that the 
magnitude of edge stress increases with the GNR width. 
 96 Chapter 5: Shape Transition in Graphene Nanoribbons 
 
Figure 5.4 Linear fitting of total length change (∆L) vs. total edge energy change (∆γ). The slope of 
fitted linear curve is edge stress τ. 
For the r-H and r-5-6 edges, the edge energy between GNR and periodic GS 
cannot be directly estimated due to the existence of hydrogen atoms. Here, we 
employed the method being used to evaluate the surface stress of Cu with adatoms.30 
In this case, edge stress can be determined by 
2U L W eτ ε∆ = + ∆                                                  (5.3) 
where ∆U is the energy required to strain the system under given strain ε; W is GNR 
width; ∆e is the elastic energy stored per unit GNR width. When W approaches to 
zero, U γ∆ = ∆ (∆γ is the total change of surface energy). By plotting ∆U vs. GNR 
width and extrapolating the curve to W=0, we can obtain ∆γ for a given strain ε. 
Then, we plot ∆γ against length change L Lε∆ = , and use the curve slope as the edge 
stress. As shown in Figure 5.4, the edge stress for r-H is only -0.05 eV/Å and 
negligible as compared with regular edges. However, the edge stress for r-5-6 edge is 
3.495 eV/Å in tension along the edge direction. Such positive edge stress is 
consistent with positive edge energy change ∆γ according to Equation 5.3. This 
positive edge stress was also confirmed by continuum mechanics method.15 
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Figure 5.5 The minimum energy path (MEP) for shape transition in GNRs with a width of 15.62Å 
(width 1) and 71.00Å (width 2) and regular and r-H edges. Inset shows energy landscape of shape 
transition subject to perturbation. 
c) Shape Transition in GNRs   
The pre-existing edge stresses can result in structural instability of GNRs. To 
investigate rippled configurations of GNRs caused by edge stresses, we applied out-
of-plane perturbation ( ) ( ) 21 2 1, sin x lw x x A kx e−=  to GNR with regular and r-H edges 
and ( ) ( )1 1sinw x A kx=  for that with r-5-6 edges, where x1, x2 are coordinates in the 
direction of model length and width, respectively. k is the wave number, A is 
perturbation amplitude, l≈0.23λ is the length scale penetrating into the sheet, and λ is 
the wave length. Here, we apply k=1.0 and A=2.0Å to the GNRs with regular, r-H 
and r-5-6 edges (width is ~15.62Å and ~71.00Å). PBCs were applied to the GNRs 
with armchair and r-H edges, while non-PBCs were applied to the GNRs with r-5-6 
edges in order to investigate the change of the configurations. Through NEB 
calculations, MEPs for shape transition of GNRs with three types of edges were 
investigated. 
For regular (armchair and zigzag) and r-H edges, as shown in the insert in 
Figure 5.5, the initial flat configuration (state A) stays at the peak point of the energy 
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landscape, with energy barrier 0ebE
+ =  ( ebE
+  stands for energy against shape 
transition from state A to B), which indicates that such state A is meta-state. Under a 
perturbation, the initial configuration translates into rippled configuration (state B). 
The energy barriers ebE
−  (energy against shape transition from state B to state A) is 
nearly independent of GNR width, and is about 0.3 eV for zigzag edge, 1.5 eV for 
armchair edge and 6.0 eV for r-H edge, separately. The width-independent energy 
barrier is due to the fact that the ripples are generally confined in the edge areas. 
 
Figure 5.6 The minimum energy path (MEP) for shape transition in GNRs with a width of 15.62Å 
(width 1) and 71.00Å (width 2) and r-5-6 edges. Inset shows energy landscape of shape transition 
subject to perturbation. 
For the r-5-6 edge, however, the energy landscape for shape transition is 
different. The initial flat configuration stays in a local-energy-minimum state (state 
A) in Figure 5.6(inset). The energy barrier ebE
+  has to be overcome to translate the 
initial configuration (state A) into rippled configuration (state B). The energy barrier 
ebE
+  is 7.05 eV for width 15.62Å, higher than 0.59 eV for the width 71.00Å. For wide 
GNR, even small perturbation can trigger structural instability, generating obvious 
curling configuration, as shown in Figure 5.7(a). With the decrease of GNR width, 
the influence of perturbation on the morphologies of GNR turns out weak (Figure 
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5.7(b)). While after large out-of-plane perturbation, both narrow and wide GNRs 
show obvious curling configurations with tapered ends, and the corresponding 
energy barriers ebE
+  rises to about 100 eV. The tensile edge-stress here serves as 
driving force for the shape transition of GNRs. 
 
Figure 5.7 The perturbated configurations of GNRs with a width of (a) 15.62Å (width 1) and (b) 
71.00Å (width 2) and r-5-6 edges. 
5.1.4 Conclusions 
The free-edge effect on mechanical properties (edge energy and edge stress) 
and structural properties (shape transition) of GNRs was investigated using MD 
simulations. The results showed that compressive stress exists in the regular and r-H 
edges but r-5-6 edge is subject to tension along the edge direction. In addition, we 
demonstrated that edge stress plays a role in dictating the energy state of initial 
configuration of GNRs and the shape transition under external perturbation. The 
initial flat configuration of GNRs with regular and r-H edges is meta-stable and can 
be translated into a rippled shape under external perturbation, attributed to the 
compressive stress along the edges and high potential energy. In contrast, tensile 
stress at r-5-6 edge results in a lower potential energy and high (non-zero) energy 
barrier for shape transition. These results provide a useful way to control the 
configuration of GNRs and tailor their electrical properties. 
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5.2 NUMERICAL ANALYSIS OF SHAPE TRANSITION IN GRAPHENE 
NANORIBBONS 
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SYNOPSIS 
Owing to the strong effect of morphologies of graphene nanoribbons on their 
physical properties, it is urgent to restrain undesired morphology types. In this 
section, using molecular dynamics (MD) simulations, we investigate the free-edge 
effect on the shape transition in GNRs with different edge types, including regular 
(armchair and zigzag), armchair terminated with hydrogen and reconstructed 
armchair. The results show that initial edge stress and energy are dependent on the 
edge configurations. It is confirmed that pre-strain on the free edges is a possible way 
to limit the random shape transition of GNRs. In addition, the influence of surface 
attachment on the shape transition is also investigated in this work. It is found that 
surface attachment can lead to periodic ripples in GNRs, dependent on the initial 
edge configurations. 
 
 
 
  
Chapter 5: Shape Transition in Graphene Nanoribbons 105 
5.2.1 Introduction 
Graphene, a monolayer of honeycomb lattice of sp2-hybridized carbon atoms, 
has intriguing properties.1-4 Recently, increasing research effort has been directed to 
finite-sized graphene structure, namely graphene nanoribbon (GNR). GNR has 
demonstrated novel electrical properties such as half-metallic conduction5 and band-
gap opening6 owing to the existence of free edges. Such free-edge effect can also 
result in non-zero edge stresses, which may affect the morphology of GNRs, in 
agreement with experiments7, 8 and theoretical analysis of thermodynamic stability of 
2D membranes.9 Importantly, there is strong correlation between morphology of 
GNRs and their electrical properties.10-13 Consequently, random shape of GNRs 
caused by structural instability can change the electrical properties and lead to 
functional failure. Therefore, characterization of morphologies of GNRs is of 
essential importance for maintaining their electrical performance. For regular 
(armchair and zigzag) edges and hydrogen-terminated (r-H) edge in GNRs, 
compression stress along the length direction was observed,14, 15 resulting in ripples 
and warping in GNRs.16 While for reconstructed edges terminated with pentagons-
hexagons ring (r-5-6 edge) and pentagons-heptagons ring (r-5-7 edge),17 they are 
subject to tension along the length direction, which triggers spontaneous curling of 
GNRs with tapered ends.18 In principle, shape transition between all possible 
morphologies is promoted by external stimuli such as temperature or mechanical 
loading. Up to date, the free edge effect on shape transition of GNRs has not been 
well understood.  
In the present work, we demonstrate from classical molecular dynamics (MD) 
simulations that the type of edge termination has critical influence on the shape 
transition in GNRs. Extensive energetics analysis is conducted to investigated the 
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shape transition in GNRs with regular, hydrogen-terminated and reconstructed edges. 
The possible ways to control the morphology of GNR is discussed. Given the strong 
relationship between morphology and functionalities in GNR, our results are useful 
for the development of GNRs-based devices. 
5.2.2 Model and Methodology 
To study shape transition of GNRs and its dependence with edge 
configurations, atomistic models with regular (armchair and zigzag), r-H and 
reconstructed edges were built, as shown in Figure 5.8. For reconstructed edge, r-5-6 
type edge was investigated as previous research showed negligible edge stress in r-5-
7 edge configuration.17 Both periodic boundary conditions (PBCs) and non-PBCs 
were adopted in the models. For each GNR model, its initial and final configurations 
were relaxed to a minimum energy state by using conjugate gradient energy 
minimisation. Then, Nose-Hoover thermostat19, 20 was employed to equilibrate the 
system at 0.1 K. In the MD simulations, the adaptive intermolecular reactive bond 
order (AIREBO) potential21 implemented in the software package LAMMPS22 was 
used to simulate the formation, separation and rotation of C-C covalent bonds and it 
can be expressed in terms of 
, , ,
1
2
REBO LJ TORSION
ij ij kijl
i j i k i j l i j k
E E E E
≠ ≠ ≠
 
= + + 
 
∑∑ ∑ ∑                              (5.4) 
where REBOijE  is the REBO interaction, based on the form proposed by Tersoff;
23 LJijE  
is the Lennard-Jones (LJ) 12-6 potential; TORSIONkijlE  is the explicit 4-body potential that 
describes various dihedral angle preferences in the hydrocarbon systems. 
From atomistic-simulation perspective, all possible shapes of GNRs are hardly 
accessible by direct MD simulations due to time-scale constraint.24, 25 To overcome 
this limitation, nudged elastic band (NEB) method26 was employed to evaluate the 
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minimum energy path (MEP) for shape transition in GNRs, which has been utilized 
in our previous work.27, 28 MEP is a continuous path in a 3Natom-dimensional 
configuration space (Natom is the number of free atoms). The atomic forces are zero at 
any point in the (3Natom-1)-dimensional hyper-plane perpendicular to the MEP. The 
energy barriers for shape transitions can be determined by the saddle points on the 
MEP. In our calculation, the MEPs in 3Natom-dimensional configuration space are 
determined by 40 equally spaced replicas connected by elastic springs. The 
calculations converge when the force on each replica is less than 0.03 eV/Å. A 
continuous MEP is then obtained by polynomial fitting of the discrete MEP.26 
 
Figure 5.8 Atomistic structures of GNRs with four different types of free edges: (a) armchair edge, 
(b) zigzag edge, (c) hydrogen-terminated (r-H) edge and (d) pentagons-hexagons ring (r-5-6) edge. 
5.2.3 Results and Discussion 
a) Shape Transition of GNRs with Regular and r-H Edges 
In the cases of regular and r-H free edges, two GNR models with widths of 
15.62 Å (width 1) and 71.00 Å (width 2) are used, with both PBCs and non-PBCs 
along the edge directions. To investigate structural instability of GNRs, we apply the 
out-of-plane perturbation in the same form as reference,16 i.e., 
( ) ( ) 21 2 1, sin x lw x x A kx e−=                                           (5.5) 
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where x1, x2 are coordinates in the direction of model length and width, respectively; 
k is the wave number; A is perturbation amplitude; 0.23l λ=  is the length scale 
penetrating into the sheet, and λ  is the wave length. Here, we take k=1~5 and A=2.0-
5.0 Å. By NEB calculations, it can be found that the variation of A has no influence 
on the final configuration of GNR after energy minimization. Hence only is used in 
the following analysis.  
 
Figure 5.9 The minimum energy paths (MEPs) for shape transition of GNRs with armchair edge (red 
color), zigzag edge (red color) and r-H edge (green color). The inset shows the schematic description 
of energy landscape for shape transition. 
In the MEPs (Figure 5.9), the energy barrier ebE
+  for shape transition from 
State A to State B equals zero. Here, State A represents the initial configuration of 
GNR and State B represents the final configuration of GNR. This indicates that the 
initial state of GNR configuration is energetically meta-stable. In other words, it 
corresponds to a saddle point in the energy landscape (Figure 5.9 inset). Subject to 
even a small perturbation, it falls into a local-minimum energy state nearby and 
ripples appear in the edge area. From energetic point of view, elongation caused by 
the perturbation can reduce the pre-existing compressive stress along the free edges 
and leads to the decrease of total energy, making GNR stay in an thermodynamically 
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(the total energy of final state smaller than that of initial state)29 and kinetically (zero 
value of ebE
+ ) favourable state (State B). 
 
Figure 5.10 The energy barrier ebE
+  for shape transition of GNRs with different free edges (armchair, 
zigzag and r-H) and widths with respect to the wave number k of out-of-plane perturbation. 
As shown in Figure 5.10, the energy barrier ebE
−  required to come back to the 
saddle point, i.e., from State B to State A, is approximately independent on the wave 
number k of perturbation and GNR width. This may be attributed to the fact that the 
edge effect is confined within the edge area. The ebE
−  for armchair, zigzag and r-H 
edges is estimated as 0.3 eV, 1.5 eV and 6.0 eV, respectively. This suggests that 
GNR becomes more energetically stable after hydrogen functionalization. Obviously, 
when the energy barrier ebE
−  is overcome by external thermal or mechanical stimuli, 
shape transformation among all possible configurations is expected to occur in 
GNRs.  
In order to prevent GNR from transferring into a random corrugated 
configuration, elastic strain engineering of graphene is expected to play a significant 
role. Here, small tensile strain was applied to the initial configuration of GNR before 
introducing the perturbation. We then evaluated the MEPs for shape transition of 
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GNRs at strain ε=1% and ε=3%, respectively. Interestingly, the initial strained 
configuration of GNR is no longer in a meta-stable state. At ε=1% (Figure 5.11), the 
energy barrier ebE
+  becomes non-zero. For regular edge, ebE
+  (about 0.5 eV) is larger 
than ebE
−  (0.3 eV) and therefore the shape transition from State A to State B does not 
happen. Similarly, as shown in the insert of Figure 5.11, the GNR with r-H edge has 
the minimum initial energy state and tends to maintain a flat configuration.  
 
Figure 5.11 The minimum energy paths (MEPs) for shape transition of GNRs with different free 
edges (armchair, zigzag and r-H) and the wave number of out-of-plane perturbation (k=1.0, 2.0) at 
strain ε=1%. 
 
Figure 5.12 The minimum energy paths (MEPs) for shape transition of GNRs with different free 
edges (armchair, zigzag and r-H) and the wave number of out-of-plane perturbation (k=1.0, 2.0) at 
strain ε=3%. 
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At a higher ε=3% the GNRs with both regular and r-H edges possess the 
minimum initial energy and therefore are energetically stable (Figure 5.12). 
Therefore, pre-strain in tension is considered to be an effective way to prevent 
random shape transition in the GNRs with compressive-stressed edges. In addition, a 
smaller strain is required for the GNRs with hydrogen-termination edge (ε=1%). 
Taking into account the negative thermal expansion coefficient of graphene, tensile 
strain can be achieved by lowering the temperature.30 
b) Shape Transition of GNRs with Reconstructed Edges 
As for r-5-6 edges, we only consider GNR models with non-PBCs, to which 
small out-of-plane perturbation ( ) ( )1 1sinw x A kx=  is applied. Upon minimization, 
GNR curls about an axis perpendicular to the edge direction with tapered ends. 
Different from regular and r-H edges, the initial configuration of GNR with r-5-6 
edges is in a local-energy-minimum state (State A) as shown in the inset of Figure 
5.13. Based on the NEB calculations (Figure 5.13), ebE
+  increases with the wave 
number k as well as amplitude A (not shown in the figure). In addition, ebE
+  for the 
formation of curling in GNR (Figure 5.14) is above 100.0 eV, making such large 
out-of-plane deformation possible only at extremely high temperatures. Such high 
ebE
+  is governed by the energetic interplay between C-C potential energy Eint and 
elastic strain energy Estrain. 
The tensile stress at edges serves as driving force to lower Eint against the 
increase of Estrain, so as to minimize the total energy (Eint+ Estrain). After equilibration, 
the resulting curling can span the entire size of GNR. Specifically, recent quantum 
chemical modelling demonstrated that the formation of pentagon rings at edges is 
one of four critical steps in fullerene formation.31 Therefore, the study of shape 
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transition for r-5-6 edges provides the fundamental understanding of the formation of 
some graphene-based nano-structures, such as fullerenes, carbon nanotubes32 and 
graphene-coated nanoparticles.33 
 
Figure 5.13 The minimum energy paths (MEPs) for shape transition of GNRs with r-5-6 edge, 
different widths and wave number of out-of-plane perturbation. The inset shows the schematic 
description of energy landscape for shape transition. 
 
Figure 5.14 Atomistic morphology of GNRs with r-5-6 edges and different widths (a) 15.62 Å, (b) 
71.00 Å. 
c) Shape Transition of GNRs with Surface Attachment 
During material processing and practical application, the surface of GNRs can 
interact with other atoms to form surface attachment. However, it is not clear 
whether or not the surface attachment can play a role in dictating the morphology of 
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GNRs. In this work, the shape transition in GNRs with H atom attachment on the 
surface is investigated. Both armchair and r-5-6 edges are modelled with non-PBCs. 
 
Figure 5.15 Distribution of atom stress energy in GNRs with (a) armchair edge and (b) r-5-6 edge. 
Insets show the corresponding morphologies of both cases, respectively. 
As illustrated in Figure 5.15, even two hydrogen atoms can greatly influence 
the final configurations of GNRs. For the GNR with armchair edge as shown in 
Figure 5.15(a), the C-H bonds can be formed through sp2-to-sp3 bonding transition. 
Consequently, ripples appear but are confined within the edge areas. For the GNR 
with r-5-6 edges (Figure 5.15(b)), the sp2-to-sp3 bond transition also changes the 
morphology of GNR. Interestingly, periodic ripples are observed and hydrogen 
atoms are located on the ridges. In other words, the shape of the GNR is dependent 
on the locations of H atoms. For GNRs with reconstructed edges, the calculated edge 
stress in the GNR with H atoms attached on the surface (Figure 5.15(b)) is 1.327 
eV/Å, lower than that in GNR without H atom attachment (2.44 eV/Å). Therefore, H 
atom attachment can stabilize the GNRs. Even though only hydrogen atom is studied 
here, we expect other atoms or functional groups may have similar effect on the 
morphology of GNR. Surface attachment can provide an alternative approach for 
controlling the morphology of GNRs or graphene flakes. 
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5.2.4 Conclusions 
The free-edge effect on the shape transition of GNRs has been investigated 
using MD simulations. The analysis results reveal that intrinsic edge stress plays a 
critical role in the shape transition of GNR. For the regular and r-H edges with 
compressive edge stresses, initial configuration stays in a meta-state, which will 
randomly fall into nearby local energy minimum state under a perturbation. Pre-
strain in tension can offset the compressive edge stresses and inhabit possible shape 
transition of GNR. While for the reconstructed (r-5-6) edge with tensile edge stress, 
initial configuration stays in a local energy minimum (LEM) state. Consequently, 
external perturbation is required to overcome the energy barrier for transition to other 
morphologies (e.g. curling). It was found that surface attachment could significantly 
influence the morphology of GNRs, especially for those with reconstructed edges. 
These results can shed some light on the way to control the shape transition in GNRs. 
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SYNOPSIS 
Graphene–polymer nanocomposites have promising properties as new 
structural and functional materials. The remarkable mechanical property 
enhancement in these nanocomposites is generally attributed to exceptional 
mechanical property of graphene and possible load transfer between graphene and 
polymer matrix. However, the underlying strengthening and toughening mechanisms 
have not been well understood. In this section, the interfacial behaviour of graphene-
polyethylene (PE) was investigated using molecular dynamics (MD) method. The 
interfacial shear force (ISF) and interfacial shear stress (ISS) between graphene and 
PE matrix were evaluated, taking into account graphene size, the number of graphene 
layers and the structural defects in graphene. MD results show that the ISS at 
graphene-PE interface mainly distributes at each end of the graphene nanofiller 
within the range of 1 nm, and much larger than that at carbon nanotube (CNT)-PE 
interface. Moreover, it was found that the ISS at graphene-PE interface is sensitive to 
the layer number. 
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6.1.1 Introduction 
Graphene possesses exceptional electrical, mechanical and thermal properties,1-
3 making it an ideal candidate as reinforcement in functional and structural polymer 
composites. In comparison with carbon nanotube (CNT), graphene exhibits higher 
enhancement in the properties of polymer composites. For example, graphene-
polymer composite has an electrical conductivity of ~0.1 Sm-1 when adding only 1 
v% graphene.4 Poly(acrylonitrile) with 1 wt% functionalized graphene obtains a 
remarkable shift in glass transition temperature of over 40 °C.5 More significantly, 
the composites show notable improvement in fracture strength and toughness, 
buckling and fatigue resistance.6-11 Since the mechanical performance of graphene-
polymer nanocomposites plays a critical role in their practical applications, the 
underlying strengthening and toughening mechanisms deserves further investigation.  
Generally, the excellent mechanical performance of polymer composites not 
only depends on the inherent properties of the nanofiller but more on the dispersion 
of the nanofiller and interfacial behaviour between the nanofiller and polymer 
matrix.12, 13 Extensive research has been conducted to explore the interfacial 
behaviour of composites and adhesive joints,14, 15 but the interaction between 
graphene sheets and polymer matrix has not been well understood. Therefore, a 
noteworthy issue for the optimal design of nanocomposites is the efficiency of load 
transfer from graphene to polymer matrix at material interface. Recently, both 
numerical and experimental analysis has been conducted to study the load transfer in 
graphene-polymer nanocomposites. Atomistic simulations indicated that chemical 
groups attached on the graphene surface can improve the load transfer at graphene-
polymer interface.16 By using Raman spectroscopy, Gong et al.17-19 monitored 
interfacial stress transfer in a graphene-polymethyl methacrylate (PMMA) 
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composite. They demonstrated that relatively large graphene filler (>30 μm) are 
needed for efficient load transfer. Moreover, the interfacial shear stress (ISS) at the 
graphene-polymer interface ~6 MPa is much lower than that at CNT-polymer 
interface ~50 MPa.20 In contrast, Srivastava et al.11 utilized Raman spectroscopy and 
reported that graphene in polydimethyl-siloxane (PDMS) shows much better load-
transfer effectiveness than carbon nanotube in PDMS. Therefore, more research 
effort should be devoted to understanding of such contradiction. 
As we know, pull-out experiment is a useful approach which can be used to 
evaluate the interfacial properties of short-fiber reinforced composites. However, the 
manipulation of graphene-polymer nanocomposite at nanoscale makes pull-out 
experiment a technical challenge. Alternatively, molecular dynamics (MD) method 
has been widely utilized to investigate the interfacial behaviour of double-walled 
CNT (DWNT) and CNT-polymer nanocomposite.21-23 In this work, the load transfer 
at graphene-polymer interface was explored using MD simulations of the pull-out 
test. The effects of graphene size, layer number and structural defects on the load 
transfer were studied. The interfacial shear force (ISF) and ISS were also discussed. 
We believe the results are helpful for a better understanding of the underlying 
reinforcement mechanisms. 
6.1.2 Methods and Methodology 
In order to prepare the atomistic structures of graphene-polymer 
nanocomposite for simulation, a two-dimensional (2D) periodic model of 
polyethylene (PE) layer independent of graphene nanofiller was established. The 
polymer system consists of 25 PE molecules, with each molecule (CH3-(CH2-CH2)59-
CH3) composed of about 60 monomers. All the PE chains were prepared by 
commercial software Material Studio developed by Accelrys Inc. Then, four types of 
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graphene-PE unit cells were constructed by stacking two PE layers with single 
graphene sheet (Case 1), AA-stacking double graphene sheets (Case 2), AB-stacking 
double graphene sheets (Case 2) and single defective graphene sheet (Case 4). 
To investigate the interfacial characteristics of graphene-PE nanocomposite, an 
ab initio force filed polymer consistent force field (PCFF)24, 25 was employed with 
the effective open-source code LAMMPS.26 The interfacial interaction has been 
widely investigated in carbon-based materials and polymer-matrix 
nanocomposites.27-33 In general, the total potential energy of a simulation system 
contains the following terms: 
total valence cross term non bondE E E E− −= + +                                         (6.1) 
valence bond angle torsion oopE E E E E= + + +                                        (6.2) 
cross term bond bond angle angle bond angle end bond torsion
middle bond torsion angle torsion angle angle torsion
E E E E E
E E E
− − − − − −
− − − − −
= + + +
+ + +
                   (6.3) 
  non bond vdW columbE E E− = +                                                  (6.4) 
The valence energy Evalence includes a bond stretching term Ebond, a two-bond angle 
term Eangle, a dihedral bond-torsion term Etorsion, and an inversion (out-of-plane 
interaction) term Eoop. The cross-term interacting potential Ecross-term includes 
stretching-stretching term Ebond-bond, bending-bending term Eangle-angle, stretching-
bending term Ebond-angle, stretching-torsion interactions between a dihedral angle and 
one of its end bonds Eend-bond-torsion, stretching-torsion interactions between a dihedral 
angle and its middle bond Eend-bond-torsion, bending-torsion term Eangle-torsion and 
bending-bending-torsion term Eangle-angle-torsion. The non-bond interacting energy Enon-
bond includes the van de Waals energy EvdW and the Coulomb electrostatic energy 
Ecolumb. The detailed expressions for various components of the total potential energy 
can be found in literature.33 
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To obtain the equilibrated structure of such unit cell, the model was first put 
into a constant-temperature, constant-pressure (NPT) ensemble for 250 ps by fixing 
the graphene with temperature of T=100 K, pressure of P=1 atm and time step of 
Δt=1 fs after initial energy minimization (stage 1). Then, the unit cell model was 
further equilibrated for 250 ps with the same NPT ensemble and time step (stage 2). 
For the pull-out simulation of graphene from PE matrix, the displacement increment 
along the x axis of Δx=0.001 Å was applied. During such process, graphene 
nanofiller were fixed while PE matrix was relaxed to equilibrate the whole dynamic 
system. 
6.1.3 Results and Discussion 
a) Model Validation 
After 500 ps dynamic equilibration at 100 K and under 1 atm, the graphene-PE 
unit cell model was fully relaxed. Figure 6.1 shows the total potential energy of 
model during dynamic equilibration. It was found that the value of total potential 
energy just keeps constant after 100 ps relaxation, indicating the model stay in the 
equilibration state. Since total potential energy also keeps constant in stage 2, there is 
minor difference between fixing and unfixing graphene nanofiller.  
Figure 6.2 exhibited the equilibrated structure of case A, two PE layers with 
single graphene sheet (the other cases were not given in the figure). The MD results 
of equilibrium distance hMD between graphene nanofiller and PE matrix was given in 
Table 6.1. According to the equation ( )1 62 5theoh σ=  given in Jiang’s work,34 where 
σ=3.825 Å is the equilibrium value between carbon atoms of graphene and CH2 
groups of PE, the theoretical result htheo=3.28 Å in Case 1 was higher than the MD 
result hMD=2.81 Å. Such difference can be attributed to the fact that the amorphous 
structure of PE matrix in MD simulation leads to weaker interaction with graphene 
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and thus smaller σ, compared with uniform assumption of PE matrix in theoretical 
analysis. Moreover, the equilibrium distance hMD also depends on the layer number 
and structural defect of graphene nanofiller, and it becomes smaller in Case 2, Case 3 
and Case 4. 
 
Figure 6.1 Total potential energy versus relaxation time. Four cases: single layer (Case 1), AA-
stacking double layers (Case 2), AB-stacking double layers (Case 3) and defective single layer (Case 
4) are discussed. 
 
Figure 6.2 Equilibrated atomistic structures of graphene-PE nanocomposites (Case 1). h stands for 
equilibrium distance between graphene and PE matrix. 
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b) Pull-out Simulation 
Variation of Interaction Energy during Pull-out Test 
To pull out the graphene nanofiller from PE matrix, the non-periodic boundary 
conditions (non-PBCs) were applied along the sliding direction by adding hydrogen 
atoms at both ends of graphene structures, which can eliminate unsaturated boundary 
effect. In general, without considering any cross-link between graphene and PE 
matrix, van der Waals (vdW) interaction plays a critical role in the interfacial 
behaviour of graphene-PE nanocomposite. Hence, the interaction energy (Eint) was 
evaluated during the pull-out process.  
Figure 6.3 gave the variation of Eint and snap shots of atomistic structures of 
graphene-PE nanocomposite during pull-out process. As shown in Figure 6.3(a), the 
value of Eint rises with the increase of pull-out displacement (X). At first, the slope of 
Eint-X curve continuously increases (Stage I), then keeps at a constant value for a 
long pull-out displacement (Stage II), followed by decrease until complete pull-out. 
Although the Eint-X curve in all four cases are similar, the different values of slope at 
Stage II can result in different ISF and ISS, which will be further discussed in the 
following section. 
 
Figure 6.3 (a) Interaction energy Eint versus pull-out displacement X in all four cases. (b-e) Snap shots 
of graphene pull-out from PE matrix in Case 1. 
Variation of ISF and ISS during Pull-out Test 
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Interfacial shear force (ISF) and Interfacial shear stress (ISS) can govern the 
effectiveness of load transfer during pull-out process. On the basis of the 
expressions intISFf E X= −∂ ∂ , fISF can be calculated in terms of the given Eint-X curve 
in Figure 6.3(a). As shown in Figure 6.4, fISF-X curve can also be divided into three 
stages. It can be found that the Stage I and Stage III have approximately the same 
range of XI=XIII=1.0 nm, which is close to the cut-off distance of vdW interaction. At 
Stage I, the magnitude of fISF rises quickly in all cases. The increase of fISF can be 
attributed to the newly formed surface of graphene (outside part). Then, fISF goes 
through a long and approximate platform at Stage II. This is because that the length 
of the effective newly formed surface keeps at 1 nm from the pull-out end, thus 
leading to constant fISF. Finally, it decreases to the value similar to that at first 
beginning until complete pull-out.  
 
Figure 6.4 Interfacial shear force fISF versus pull-out displacement X in all four cases. 
At all three stages, the values of fISF vary periodically with the variation of X, 
largely due to the inhomogeneous distribution of PE structures in the interfacial area. 
fISF can also be influenced by layer number and structural defects. The double layer 
graphene enhances fISF by about 33% (Case 2) and 24% (Case 3), respectively. 
However, the effect of structural defects on fISF is unobvious. Moreover, fISF is nearly 
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independent of graphene size. The ranges of XI and XIII keep at 1nm with the 
variation of graphene size. 
 
Figure 6.5 Two types of σISS distribution at Stage I and III. (a) Average distribution aveISS ISSσ σ=  and 
(b) Sinusoidal distribution ( )max sin 2ISS ISS IX Xσ σ π= . 
According to the equation ( )( )1ISS ISFL f Xσ = ∂ ∂  and fISF-X curve, where L=5 
nm is the width of graphene, σISS can be evaluated and also change periodically. Such 
periodic variation reveals that lattice registry effect exist at interface, similar to that 
in the pull-out process of DWNT.35 However, lattice registry effect does not exist in 
Jiang’s work34 owing to the assumption of uniform distribution of both graphene and 
PE matrix. For simplicity, the values of fISF at Stage 2 are considered as constant 
value, thus σISS equals zero at Stage 2. σISS distributes only at each end of graphene 
nanofiller within the range of XI=XIII=1.0 nm. In order to estimate the average σISS 
and maximum σISS at Stage I and Stage III, we assumed two types of ISS distribution 
with the expressions of aveISS ISSσ σ=  and ( )max sin 2ISS ISS IX Xσ σ π= , as shown in 
Figure 6.5. Table 6.1 provides the average ISS aveISSσ  and maximum ISS 
max
ISSσ  in all 
cases, which can be calculated by aveISS ISF If X Lσ =  and 
max 2ISS ISF If X Lσ π= . All 
these results are much larger than the aveISSσ ~140 MPa in CNT-PE nanocomposite. 
Therefore, the load transfer at graphene-PE interface is much better than that at 
CNT-PE interface. Similar to fISF, σISS is independent of graphene size. This trend is 
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in contrast with Gong’s recent work,17 in which relatively large graphene flakes can 
provide efficient reinforcement in the nanocomposite. 
Table 6.1 Equilibrium distance, average ISS and maximum ISS in all four cases. 
 Equilibrium 
distance hMD 
(Å) 
Average ISS 
ave
ISSσ (MPa) 
Maximum 
ISS 
max
ISSσ (MPa) 
Case 1 2.81 298 469 
Case 2 2.42 398 625 
Case 3 2.42 369 579 
Case 4 2.65 300 470 
6.1.4 Conclusions 
The interfacial behaviour of graphene-PE nanocomposite was investigated 
using MD simulation. Calculation results show that both ISF and ISS have three 
different stages during pull-out test. The values of ISF and ISS vary at each end of 
the graphene nanofiller within the range of 1 nm, while keep approximately constant 
(ISF) and zero (ISS) at middle stage. Specifically, it can be found that they vary 
periodically with respect to pull-out displacement, which can be attributed to the 
existence of lattice registry effect. The values of ISS in all four cases are also much 
larger than that at CNT-PE interface, indicating better load transfer at graphene-PE 
interface. Moreover, MD results show that both ISF and ISS are nearly independent 
of graphene size and structural defects in graphene, while they are highly improved 
by the increase of graphene layer. The study of the interfacial characterization of 
graphene-polymer nanocomposite sheds light on the better understanding of the 
underlying reinforcement mechanisms in it. 
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SYNOPSIS 
Graphene has been increasingly used as nano sized fillers to create a broad 
range of nanocomposites with exceptional properties. The interfaces between fillers 
and matrix play a critical role in dictating the overall performance of a composite. 
However, the load transfer mechanism along graphene-polymer interface has not 
been well understood. In this section, we conducted molecular dynamics simulations 
to investigate the influence of surface functionalization and layer length on the 
interfacial load transfer in graphene-polymer nanocomposites. The simulation results 
show that oxygen-functionalized graphene leads to larger interfacial shear force than 
hydrogen-functionalized and pristine ones during pull-out process. The increase of 
oxygen coverage and layer length enhances interfacial shear force. Further increase 
of oxygen coverage to about 7% leads to a saturated interfacial shear force. A model 
was also established to demonstrate that the mechanism of interfacial load transfer 
consists of two contributing parts, including the formation of new surface and 
relative sliding along the interface. These results are believed to be useful in 
development of new graphene-based nanocomposites with better interfacial 
properties.
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6.2.1 Introduction 
The reinforcement-matrix interface plays a critical role in dictating the 
mechanical performance of composites as it affects the effectiveness of interfacial 
load transfer while loading.1-4 To explore the interfacial behaviour, direct pull-out 
experiment has been applied to short-fiber and carbon nanotube reinforced 
composites.5-8 For graphene-polymer composites, however, the unique shape and 
dimensions of graphene make the direct pull-out test a technical challenge. Raman 
spectroscopy and atomistic simulation are considered to be possible alternatives. 
Using stress-sensitive graphene G’ band, load transfer along the graphene-polymer 
interface was evaluated using Raman spectroscopy.9-12 In combination with shear-lag 
theory,13, 14 Gong et al.9 reported a relatively low level of interfacial shear stress 
(~5MPa) between graphene and polymer, which is an order of magnitude lower than 
that between carbon nanotube (CNT) and polymer (~40 MPa).15 In contrast, 
Srivastava et al.12 showed that graphene may provide higher load-transfer 
effectiveness than CNT. Up to now, the interfacial behaviour and the underlying 
reinforcement mechanisms in graphene-polymer nanocomposites have not been well 
understood. On the other hand, atomistic simulation of interfacial behaviour in 
graphene-polymer composites is lacking although it has been used in CNT-polymer 
nanocomposites.16-19 Experimentally, it has been confirmed that a strong graphene-
polymer interface enables excellent mechanical properties of graphene-polymer 
nanocomposites, and can be obtained by introducing covalent bonding between 
graphene and polymer.20 Rafiee et al.21 and Zaman et al.22 reported enhanced fracture 
and fatigue properties of nanocomposites by functionalized graphene sheets. 
Ramanathan et al.23 found functionalized graphene sheet has a strong interfacial 
interaction with the polymer matrix, confirmed also by the observation of Yang et 
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al.24 However, the reinforcing mechanism of functionalized groups on load transfer 
along graphene-polymer interface has not been investigated. 
In this work, we conducted molecular dynamics (MD) simulations to simulate 
the pull-out of graphene from polymer and effects of surface functionalization on the 
interfacial load transfer. Both influences of coverage degree of surface 
functionalization and graphene layer length on interfacial shear force and interfacial 
shear stress during pull-out were investigated. A theoretical model was established to 
understand the reinforcing mechanism of surface functionalization (e.g. doping 
hydrogen and oxygen atoms to graphene) on interfacial load transfer. 
6.2.2 Materials and Methods 
a) Molecular Dynamics Models 
The pull-out of graphene from polymer matrix was simulated using MD 
method. Polyethylene (PE) was chosen due to its structural simplicity, which can 
effectively reduce the computational cost. To set up the atomistic structures, three-
dimensional (3D) periodic models of PE layer were firstly established using Material 
Studio (Accelrys, Inc) with the dimensions of L (length) × W (width) × T (thickness) 
=5-30 nm × 5 nm × 3 nm. The PE layers consist of 25-150 molecules and each 
molecule (CH3-(CH2-CH2)59-CH3) is composed of 60 monomers. As shown in 
Figure 6.6(a), the simulation cells were constructed by sandwiching monolayer 
graphene (Model 1), bi-layer graphene (Model 2), hydrogen-functionalized 
monolayer graphene (Model 3) and oxygen-functionalized graphene (Model 4) 
between two PE layers. h represents the equilibrium distance between graphene and 
PE matrix. In Model 3 and Model 4, 3% hydrogen and 1-10% oxygen were regularly 
patterned on both sides of graphene monolayers, as shown in Figure 6.6(b-e). 
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Figure 6.6 (a) Equilibrated atomistic model of monolayer graphene-PE nanocomposite, (b) monolayer 
graphene (Model 1), (c) bi-layer graphene (Model 2), (d) monolayer graphene functionalized by 
hydrogen atoms (Model 3), and (e) monolayer graphene functionalized by oxygen atoms (Model 4). 
An ab initio polymer consistent force field (PCFF)25, 26 was employed to 
calculate the atomistic interactions between graphene and PE. Open-source code 
LAMMPS27 was used for the MD simulations as it has been broadly adopted for 
modelling graphene28-30 and carbon-based polymer nanocomposites.31-37 In general, 
the total potential energy of a simulation system can be expressed as 
total bond over val tors vdW CoulombE E E E E E E= + + + + +                          (6.5) 
where Ebond, Eover, Eval, Etors, EvdW and ECoulomb are the energy components 
corresponding to bond, overcoordination, angle, torsion, Van der Waals (vdW) and 
Coulomb interactions, respectively. The detailed expression for each component can 
be found elsewhere.36 The cut-off distances of both vdW and Coulomb interactions 
were chosen as 1 nm in the simulations.36 
To obtain an equilibrated structure, each unconstrained model was placed into 
a constant-temperature, constant-pressure (NPT) ensemble for 20 ps and then a 
constant-temperature, constant-volume (NVT) ensemble for another 500 ps at the 
temperature T=100 K, pressure P=1 atm and time step Δt=1 fs after the initial energy 
minimization. After 500 ps calculation at T=100 K, the unit-cell models are expected 
to be fully equilibrated. The equilibrium distance between the graphene and PE layer 
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(h) can be estimated numerically or theoretically. In the Model 1, the equilibrium 
distance is numerically estimated as 2.81 Å. 
b) Pull-out Simulation 
For the simulation of pull-out process, non-periodic boundary conditions (non-
PBCs) were firstly introduced at each end of the graphene layers along x axis by 
adding hydrogen atoms to eliminate unsaturated boundary effect. Then, the graphene 
layers in all four models were pulled out from the PE matrix via displacement 
increment (Δx=0.1 Å) along x axis while keeping PE layers relaxed. The pull-out 
process of Model 1 is shown in Figure 6.7. 
 
Figure 6.7 (a-d) Snap shots of pull out of monolayer graphene from PE matrix. Red dash lines shown 
in (b-d) highlight the recovery of deformed polymer layers after graphene being pulled out. 
Assuming no cross-link between graphene and PE, vdW interaction is expected 
to dominate the interfacial bonding. To understand the load transfer along a 
graphene-polymer interface, the interfacial shear force (FGP) and interfacial shear 
stress (τGP) need to be evaluated. In the pull-out simulations, FGP was estimated by 
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the change of vdW interaction along the interface, i.e., intGPF E X= −∂ ∂ , where Eint 
is vdW interaction energy; X is pull-out displacement of graphene. For a given FGP-X 
curve, the interfacial shear stress can be calculated by using ( )1GP GPW F Xτ = ∂ ∂ , 
where W is the width of graphene nanofiller along y axis. 
Due to the discrete arrangement of atoms at graphene-PE interfaces, relative 
sliding between graphene and PE may influence the interfacial shear force during 
pull-out. To investigate the relative sliding between graphene and PE matrix, 
periodic boundary conditions (PBCs) were introduced to both ends of model cells 
along x axis (Figure 6.6). 
6.2.3 Results and Discussion 
a) Theoretical Analysis of Pull-out Process 
During pull-out, interfacial shear force is generated by two physical 
mechanisms.38 One is the relative sliding between the carbon atoms of graphene and 
the polymer chains. The magnitude of interfacial shear force is largely dependent on 
the local arrangement of the atoms along the interface. For example, Chen et al.39 
reported a non-zero interfacial shear stress (~1.0 MPa) between the walls of double-
walled CNT during pull-out. The second mechanism is due to the formation of new 
surface when graphene layer is pulled out from the polymer.40 By investigating the 
relative sliding along the interface, our MD simulation confirmed the presence of 
non-zero interfacial shear stress τGM, as shown in Figure 6.8. The amplitude of τGM 
fluctuates during relative sliding. This is caused by the discrete arrangement of 
molecular chains in PE. Based on Figure 6.8, it is reasonable to assume a sinusoidal 
distribution of τGM and then we have  
( ) ( )( )0 0sin 2GM GMx u x lτ τ π= ∆                                         (6.6) 
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where 0GMτ  is the average amplitude of τGM. Δu(x)=uG(x)-uPE(x) is the relative sliding 
displacement between graphene uG(x) and PE uPE(x); l0≈4.3 Å is the corresponding 
periodic length between two sinusoidal peaks. As both graphene and PE are assumed 
to be rigid during relative sliding, the displacement of PE can be regarded as zero 
and Equation 6.6 can be rewritten as  
( ) ( )( ) ( )0 00 0sin 2 sin 2GM GM G GMx u x l X lτ τ π τ π= =                         (6.7) 
 
Figure 6.8 Interfacial shear stress τGM induced by the relative sliding between graphene and PE 
matrix. 
If the PE matrix is subjected to a tension load, the axial force is expected to 
transferred to graphene via the graphene-PE interfaces. As graphene is much stiffer 
than PE matrix, the axial force will be mainly borne by graphene layers. In 
equilibrium, the interfacial shear force per unit width FGP can be expressed as 
  
0
2
L
GP GMF F W dxγ τ= + ∫                                             (6.8) 
where Fγ is the interfacial shear force caused by the formation of new surface; 
0
2
L
GMW dxτ∫  is the interfacial shear force caused by the relative sliding between 
graphene and PE. From Equation 6.7-6.8, FGP can be integrated and rewritten as 
 ( )0 02 sin 2GP GMF F W X l Lγ τ π= +                                   (6.9) 
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According to Equation 6.9, FGP varies as a function of both X and L. Since the 
maximum value of 0sin( 2 )X lπ  equals 1, the maximum value of FGP can be 
estimated as  
max 02GP GMF F W Lγ τ= +                                                (6.10) 
b) Interfacial Shear Force and Shear Stress 
 
Figure 6.9 (a-d) Normalized interfacial shear force FGP/W as a function of pull-out displacement 
(L=10 nm), and (e) averaged FGP/W as a function of pull-out displacement X. 
We evaluated the total interfacial shear force and shear stress during pull-out 
using MD simulation. For reasonable comparison of interfacial shear stress between 
different cases, interfacial shear force FGP is normalized by W in the following 
discussions. Figure 6.9(a-d) shows the variation of FGP/W in Models 1-4 at L=10 
nm. Notably, the value of FGP/W varies periodically with the pull-out displacement X, 
consistent with the Equation 6.9. This feature can be also observed in the (FGP/W)-X 
curves for the graphene layers with different lengths (L=15-30 nm). Taking the 
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average values of FGP/W in Figure 6.9(a-d), the (FGP/W)-X curves for Models 1-4 
are redrawn and shown in Figure 6.9(e). Obviously, there are three different stages 
in the (FGP/W)-X curves for models 1 and 2 (monolayer and bi-layer graphene). The 
length of both stages I and III is approximately 1 nm, which is close to the cut-off 
distance of vdW interaction selected in the simulations. At stage I, FGP/W increases 
quickly with X, due to newly formed surface of graphene after pull-out from the 
polymer matrix. Then, FGP/W stays almost constant at stage II, due to the fact that the 
length of newly formed surface interacts with the polymer at a constant cut off 
distance, i.e.1 nm from the pull-out end. The deformed polymer layers behind 
graphene are recovered when the graphene layer is pulled out, as shown in Figure 
6.7.   
For model 4, it is interesting to note FGP/W at Stage II reduces with the pull-out 
displacement X. The possible reason is due to the change of atomistic configurations 
subjected to interfacial shear force. As shown in Figure 6.10, some PE molecular 
chains are attached to graphene layer after being pulled out from the PE matrix, 
which may result in lower intE X−∂ ∂  and lower FGP. Recent experimental 
investigation has confirmed that functionalized graphene can improve interfacial 
adhesion on polymer surfaces.23 According to Figure 6.9, it is more efficient to 
adopt oxygen functional groups rather than hydrogen to enhance the interfacial 
strength. 
Table 6.2 Interfacial shear stress, τGP (MPa). 
Length Model 1 Model 2 Model 3 Model 4 
(nm) Stages I & III 
 
 
Stages I & III 
 
Stages I & III 
 
Stage I  Stage III 
10 140 
 
191 
 
208 
 
396 190 
15 152 
 
209 
 
250 
 
451 210 
20 166 
 
215 
 
278 
 
521 220 
25 173 
 
229 
 
320 
 
605 240 
30 194 
 
235 
 
375 
 
760 260 
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Figure 6.10 Snap shots of complete pull out of monolayer graphene with oxygen coverage of 3% 
(Model 4). Dotted lines highlight the PE chains attached on the graphene layer. 
The total interfacial shear stress, i.e., ( )1GP GPW F Xτ = ∂ ∂  only presents at the 
ends of the embedded graphene, where (FGP/W)-X curves have non-zero slopes, 
Figure 6.9(e). Assuming a linear distribution of FGP at both stages I and III, a 
constant value of τGP can be obtained. By solving the integral equation 
max
0
2 I
X
GP GPF W dxτ= ∫ , the value of τGP can be obtained as 
  ( )max 2GP GP IF W Xτ =                                            (6.11) 
where XI is the distance corresponding to the ( )maxGPF W  at the stage I. Figure 6.11 
shows the distributions of interfacial shear stress τGP. Table 6.2 lists the estimated 
τGP using Equation 6.11, corresponding to different graphene lengths. It is clear that 
the shear stress increases with the length. The estimated τGP for monolayer graphene 
with a length of 10 nm is 140 MPa, larger than that between CNT and PE matrix 
around 100 MPa.17 This indicates the interface strength between the graphene layer 
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and PE may be higher than that between CNT and PE, implying higher 
reinforcement efficiency in graphene-PE composites. 
 
Figure 6.11 (a) Schematics of pull-out of monolayer graphene from PE, (b) distribution of τGP in 
Model 1-3, (c) distribution of τGP in Model 4. 
c) Effect of Graphene Length and Chemical Functionalization on Interfacial 
Shear Force 
As shown in Figure 6.12(a), maxGPF W  increases with graphene length L. 
Therefore, increase of L is an effective way to improve interfacial load transfer. 
According to Equation 6.10, the value of 02 GMτ  is the slope of ( )maxGPF W L−  curves. 
By curve fitting in Figure 6.12(a), 0GMτ  in model 1-4 were estimated to be 4.34 MPa 
(Model 1), 5.16 MPa (Model 2), 16.16 MPa (Model 3) and 35.28 MPa (Model 4). 
These values of 0GMτ  are very close to those directly extracted from Figure 6.8, e.g. 
3.77 MPa (Model 1) and 5.42 MPa (Model 2). 
It can be observed that 0GMτ  in Model 4 is much higher than those in Model 1-
3. For the normalized interfacial shear force Fγ/W due to the formation of new 
surface, the value of iF Wγ  in Model i (i=1-4) is in the order of 
4 2 3 1F W F W F W F Wγ γ γ γ> > ≈ . Both bi-layer and oxygen functionalization can 
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significantly increase Fγ. Therefore, higher 0GMτ  and Fγ lead to a stronger interfacial 
interaction between O atoms and PE matrix during pull-out. Corresponding to 
graphene length L=10 nm, maxGPF W  in the bi-layer graphene and monolayer 
graphene with H atoms and O atoms is increased by 36.4%, 48.6% and 183%, 
respectively. The highest maxGPF W  is associated with oxygen-functionalized 
graphene. Chemical functionalization with O atoms (or maybe other functional 
groups) suggests another efficient method of reinforcing interfacial load transfer. It 
can be concluded that the improved interfacial load transfer by chemical 
functionalization lies in the stronger vdW interaction. 
 
Figure 6.12 Normalized maximum value of interfacial shear force maxGPF W  as a function of (a) 
graphene length L (Model 3 and 4 have hydrogen and oxygen coverage of 3%), and (b) oxygen 
coverage. 
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The effect of oxygen coverage on graphene layer on maxGPF W  is shown in 
Figure 6.12(b). It can be seen that maxGPF W  increases approximately linearly with O 
coverage up to 7% and then becomes saturated, implying the ineffectiveness of load 
transfer at higher oxygen loading. The possible reason is considered to be the 
excessive oxygen causing the reduction of the period of relative sliding between 
oxygen and PE atoms during pull-out, which leads to reduced fluctuation of vdW 
energy and therefore reduced shear force. 
6.2.4 Conclusions 
To understand interfacial load transfer and reinforcement mechanism of 
surface functionalization in graphene-polymer nanocomposites, we systematically 
simulated the pull-out of graphene from polymer. The effects of coverage degree of 
surface functionalization and graphene layer length on interfacial load transfer were 
investigated. Both theoretical and numerical analyses confirmed that the interfacial 
shear force is caused by the formation of new surfaces and the relative slides 
between graphene and polymer atoms along the interfaces. The interfacial shear 
force and stress get enhanced with the increase of coverage degree and length of 
graphene layer, indicating that surface functionalization is an effective way to 
increase the interfacial shear force during pull-out. As compared to monolayer 
graphene, about 48% and 183% increase of interfacial shear force were observed in 
the graphene layer with hydrogen and oxygen fictionalization of 3%. Further 
increase of oxygen coverage to about 7% led to a saturated interfacial shear force. 
6.2.5 References 
[1] M. A. Rafiee, J. Rafiee, Z. Z. Yu and N. Koratkar, Applied Physics Letters, 2009, 95, 
223103. 
[2] M. A. Rafiee, J. Rafiee, Z. Wang, H. Song, Z.-Z. Yu and N. Koratkar, ACS Nano, 
2009, 3, 3884-90. 
 146 Chapter 6: Interfacial Behaviour of Graphene-Polymer Nanocomposite 
[3] M. A. Rafiee, W. Lu, A. V. Thomas, A. Zandiatashbar, J. Rafiee, J. M. Tour and N. 
A. Koratkar, ACS Nano, 2010, 4, 7415-20. 
[4] C. Yan, K. Xiao, L. Ye and Y.-W. Mai, Journal of Materials Science, 2002, 37, 921-
7. 
[5] V. C. Li, Y. Wang and S. Backer, Composites, 1990, 21, 132-40. 
[6] C. K. Y. Leung and V. C. Li, Journal of the Mechanics and Physics of Solids, 1992, 
40, 1333-62. 
[7] L. S. Schadler, S. C. Giannaris and P. M. Ajayan, Applied Physics Letters, 1998, 73, 
3842-4. 
[8] Alamusi, N. Hu, B. Jia, M. Arai, C. Yan, J. Li, Y. Liu, S. Atobe and H. Fukunaga, 
Computational Materials Science, 2012, 54, 249-54. 
[9] L. Gong, I. A. Kinloch, R. J. Young, I. Riaz, R. Jalil and K. S. Novoselov, Advanced 
Materials, 2010, 22, 2694-7. 
[10] R. J. Young, L. Gong, I. A. Kinloch, I. Riaz, R. Jalil and K. S. Novoselov, ACS 
Nano, 2011, 5, 3079-84. 
[11] L. Gong, R. J. Young, I. A. Kinloch, I. Riaz, R. Jalil and K. S. Novoselov, ACS 
Nano, 2012, 6, 2086-95. 
[12] I. Srivastava, R. J. Mehta, Z.-Z. Yu, L. Schadler and N. Koratkar, Applied Physics 
Letters, 2011, 98, 063102. 
[13] H. L. Cox, Br J Appl Phys, 1952, 3, 72-9. 
[14] J. A. Nairn, Mechanics of Materials, 1992, 13, 131-54. 
[15] A. H. Barber, S. R. Cohen, S. Kenig and H. D. Wagner, Composites Science and 
Technology, 2004, 64, 2283-9. 
[16] Y. A. Li, N. Hu, G. Yamamoto, Z. C. Wang, T. Hashida, H. Asanuma, C. S. Dong, 
T. Okabe, M. Arai and H. Fukunaga, Carbon, 2010, 48, 2934-40. 
[17] Y. Li, Y. Liu, X. Peng, C. Yan, S. Liu and N. Hu, Computational Materials Science, 
2011, 50, 1854-60. 
[18] G. Yamamoto, S. Liu, N. Hu, T. Hashida, Y. Liu, C. Yan, Y. Li, H. Cui, H. Ning and 
L. Wu, Computational Materials Science, 2012, 60, 7-12. 
[19] C. Lv, Q. Xue, D. Xia and M. Ma, Applied Surface Science, 2012, 258, 2077-82. 
[20] M. Fang, K. Wang, H. Lu, Y. Yang and S. Nutt, Journal of Materials Chemistry, 
2009, 19, 7098-105. 
[21] M. A. Rafiee, J. Rafiee, I. Srivastava, Z. Wang, H. H. Song, Z. Z. Yu and N. 
Koratkar, Small, 2010, 6, 179-83. 
[22] I. Zaman, T. T. Phan, H. C. Kuan, Q. S. Meng, L. T. B. La, L. Luong, O. Youssf and 
J. Ma, Polymer, 2011, 52, 1603-11. 
  
Chapter 6: Interfacial Behaviour of Graphene-Polymer Nanocomposite 147 
[23] T. Ramanathan, A. A. Abdala, S. Stankovich, D. A. Dikin, M. Herrera-Alonso, R. D. 
Piner, D. H. Adamson, H. C. Schniepp, X. Chen, R. S. Ruoff, S. T. Nguyen, I. A. 
Aksay, R. K. Prud'Homme and L. C. Brinson, Nat Nano, 2008, 3, 327-31. 
[24] H. Yang, F. Li, C. Shan, D. Han, Q. Zhang, L. Niu and A. Ivaska, Journal of 
Materials Chemistry, 2009, 19, 4632-8. 
[25] H. Sun, Macromolecules, 1993, 26, 5924-36. 
[26] H. Sun, S. J. Mumby, J. R. Maple and A. T. Hagler, Journal of the American 
Chemical Society, 1994, 116, 2978-87. 
[27] S. Plimpton, Journal of Computational Physics, 1995, 117, 1-19. 
[28] M. C. Wang, C. Yan, L. Ma, N. Hu and M. W. Chen, Computational Materials 
Science, 2012, 54, 236-9. 
[29] M. Wang, C. Yan, L. Ma, N. Hu and G. Zhang, Computational Materials Science, 
2013, 75, 69-72. 
[30] M. C. Wang, C. Yan, L. Ma and N. Hu, Computational Materials Science, 2013, 68, 
138-41. 
[31] I. Yarovsky and E. Evans, Polymer, 2002, 43, 963-9. 
[32] T. C. Clancy and T. S. Gates, Polymer, 2006, 47, 5990-6. 
[33] M. Naito, K. Nobusawa, H. Onouchi, M. Nakamura, K.-i. Yasui, A. Ikeda and M. 
Fujiki, Journal of the American Chemical Society, 2008, 130, 16697-703. 
[34] L. Hu, T. Desai and P. Keblinski, Physical Review B, 2011, 83, 195423. 
[35] S. Yang, S. Yu, W. Kyoung, D.-S. Han and M. Cho, Polymer, 2012, 53, 623-33. 
[36] E. Zaminpayma and K. Mirabbaszadeh, Computational Materials Science, 2012, 58, 
7-11. 
[37] M. C. Wang and C. Yan, Science of Advanced Materials, 2014, 6, 1-5. 
[38] D. Qian, W. K. Liu and R. S. Ruoff, Composites Science and Technology, 2003, 63, 
1561-9. 
[39] Y. L. Chen, B. Liu, K. C. Hwang and Y. Huang, Carbon, 2011, 49, 193-7. 
[40] W. B. Lu, J. Wu, L. Y. Jiang, Y. Huang, K. C. Hwang and B. Liu, Philosophical 
Magazine, 2007, 87, 2221-32. 
 
 Chapter 7: Interfacial Thermal Conductance of Graphene-Polymer Nanocomposites 148 
Chapter 7: Interfacial Thermal 
Conductance of Graphene-
Polymer Nanocomposites 
7.1 THERMAL TRANSPORT IN GRAPHENE-POLYMER 
NANOCOMPOSITES  
 
Reproduced with permission from: M.C. Wang, D. Galpaya, Z.B. Lai, Y.N. Xu and  C. Yan, 
International Journal of Smart and Nano Materials, 2014, 5, 123-132. 
Copyright 2014 Taylor & Francis 
 
STATEMENT OF CONTRIBUTION 
The authors listed below have certified that: 
1. They meet the criteria for authorship in that they have participated in the 
conception, execution, or interpretation, of at least that part of the 
publication in their field of expertise; 
2. They take public responsibility for their part of the publication, except for 
the responsible author who accepts overall responsibility for the 
publication; 
3. They are no other authors of the publication according to these criteria; 
4. Potential conflicts of interest have been disclosed to (a) granting bodies, 
(b) the editor or publisher of journals or other publications, and (c) the 
head of the responsible academic unit, and 
5. They agree to the use of the publication in the student’s thesis and its 
publication on the Australian Thesis Database consistent with any 
limitation set by publisher requirements. 
In the case of this chapter: 

 150 Chapter 7: Interfacial Thermal Conductance of Graphene-Polymer Nanocomposites 
 
 
 
Reproduced with permission from: M.C. Wang, D. Galpaya, Z.B. Lai, Y.N. Xu and  C. Yan, 
Proceedings of SPIE 8793, 2014, 1-6. 
 
 
 
STATEMENT OF CONTRIBUTION 
The authors listed below have certified that: 
1. They meet the criteria for authorship in that they have participated in the 
conception, execution, or interpretation, of at least that part of the 
publication in their field of expertise; 
2. They take public responsibility for their part of the publication, except for 
the responsible author who accepts overall responsibility for the 
publication; 
3. They are no other authors of the publication according to these criteria; 
4. Potential conflicts of interest have been disclosed to (a) granting bodies, 
(b) the editor or publisher of journals or other publications, and (c) the 
head of the responsible academic unit, and 
5. They agree to the use of the publication in the student’s thesis and its 
publication on the Australian Thesis Database consistent with any 
limitation set by publisher requirements. 
In the case of this chapter: 
Thermal transport in graphene-polymer nanocomposites 
M.C. Wang, D. Galpaya, Z. B. Lai, Y.N. Xu and C. Yan, Proceedings of SPIE 8793, 
2014, 1-6. 
 

 152 Chapter 7: Interfacial Thermal Conductance of Graphene-Polymer Nanocomposites 
SYNOPSIS 
Exploring thermal transport in graphene-polymer nanocomposite is significant 
to its applications with better thermal properties. Interfacial thermal conductance 
between graphene and polymer matrix plays a critical role in the improvement of 
thermal conductivity of graphene-polymer nanocomposite. Unfortunately, it is still 
challenging to understand the interfacial thermal transport between graphene 
nanofiller and polymer matrix at small material length scale. In this section, using 
non-equilibrium molecular dynamics simulations, we investigate the interfacial 
thermal conductance of graphene-polyethylene (PE) nanocomposite. The influence 
of functionalization with hydrocarbon chains on the interfacial thermal conductance 
of graphene-polymer nanocomposites was studied, taking into account of the effects 
of model size and thermal conductivity of graphene. An analytical model is also used 
to calculate the thermal conductivity of nanocomposite. The results are considered to 
contribute to development of new graphene-polymer nanocomposites with tailored 
thermal properties. 
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7.1.1 Introduction 
Graphene possesses exceptional electrical, mechanical and thermal properties,1-
3 which make it an ideal candidate as filler for making composite materials. For 
instance, the reported value of thermal conductivity of graphene is about 3000 
W/mK,3-5 while most of the polymers have thermal conductivity less than 0.5 W/mK. 
Adding a small percentage of graphene to the polymer matrix can greatly enhance its 
thermal conductivity. Recent studies have indicated that significant improvements in 
thermal conductivity have been achieved in these nanocomposite systems (3~6 
Wm/K).6-10  
It has been found that interfacial thermal conductance between fillers and 
polymer matrix is crucial to the thermal transport in composites. Recently, Huxtable 
et al.11 reported that the exceptionally small interfacial thermal conductance (~12 
MW/m2K) restricts the heat transport in a carbon nanotube composite. For graphene-
polymer nanocomposites, Hu et al.12 has reported an effective interfacial thermal 
conductance of 30 MW/m2K between graphene and phenolic resin. Chemical 
functionalization serves as an effective routine to enhance the thermal conductivity 
of carbon nanotube (CNT)/graphene-polymer nanocomposites.13-15 Theoretical 
analysis16 reported that chemical functionalization of CNT can surprisingly increase 
by two orders of composite conductivity. Since vibrations are the primary mode of 
thermal transport in polymers, covalent bond between the matrix and filler can 
reduce phonon scattering at graphene-polymer interface, leading to better coupling 
between the modes and increases the conductance.16, 17 However, the influence of 
chemical functionalization on interfacial thermal conductance in graphene-polymer 
nanocomposites has not been well understood. Due to the nano-sized structure, it is 
still a technical challenge to conduct experiment across the graphene polymer 
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interface. Numerical simulation such as molecular dynamics (MD) modelling 
provides an alternative approach to study the interfacial thermal transport. In this 
study, we have conducted non-equilibrium molecular dynamics (NEMD) simulations 
to study the thermal transport across graphene-polymer interface. The effect of 
functionalization, i.e., grafting hydrocarbon chains to graphene layer with covalent 
bonds, on the interfacial thermal conductance was also investigated. The effect of 
model size and thermal conductivity of graphene was taken into account. We then 
predicted the thermal conductivity of nanocomposite based on a theoretical model. 
7.1.2 Method and Methodology 
Due to structural simplicity, polyethylene (PE) was selected in the simulation, 
whose molecule (CH3-(CH2-CH2)29-CH3) is composed of 30 monomers. Two models 
were built using Material Studio (Accelrys Inc) to simulate PE and graphene-PE 
nanocomposite. The PE model was prepared with the dimensions of 30 Å × 30 Å × 
77 Å, with an initial density of 0.8 g/cc. To build the graphene-PE nanocomposite 
model, a sandwich structure with graphene placed in the middle of PE matrix was 
prepared firstly, with dimensions of 25 Å × 25 Å × 200 Å. Then, the model was 
duplicated along the stacking direction for later simulations, as shown in Figure 7.1. 
Graphene layers grafted with short linear hydrocarbon chains (-CnH2n+1, n=15) were 
established in order to explore the effect of functionalization on interfacial thermal 
conductance, Figure 7.2. Such covalent end-grafting with a range of grafting 
densities σ=0.0032, 0.0064, 0.0096, 0.0144 Å-2 corresponds to 2, 4, 6, 9 linear 
hydrocarbon chains grafted on graphene layers. The interatomic interactions were 
described by an ab initio force field (polymer consistent force field, PCFF).18 All 
MD simulations were performed with the large-scale atomic/molecular massively 
parallel simulator (LAMMPS) package.19 In general, the total potential energy of a 
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simulation system contains the following terms: 
 total bond over val tors vdW CoulombE E E E E E E= + + + + +                                (7.1) 
where Ebond, Eover, Eval, Etors, EvdW and ECoulomb are the energies corresponding to 
bond, over coordination, angle, torsion, Van der Waals (vdW) and Coulomb 
interactions, respectively. The detailed expression for each component of the total 
potential energy can be found anywhere else.20, 21 
 
Figure 7.1 The model of graphene-polymer nanocomposite for non-equilibrium molecular dynamics 
simulations. The heat source is placed in the centre and heat sink placed in each end to generate the 
heat flux JQ. 
For all simulations, systems were firstly equilibrated at constant volume and 
constant temperature of 300 K for 0.25 ns with a time step of 0.25 fs. Then, they 
were equilibrated at constant temperature of 300 K and constant pressure of 1 atm for 
0.5 ns with the same time step. The thermal conductivity is calculated on the basis of 
Fourier’s law, 
( )QJ T zκ= − ∆ ∆                                                 (7.2)  
where JQ is the heat flux; κ is the thermal conductivity; ΔT/Δz is the temperature 
gradient. As for the interfacial thermal conductance, it is calculated using the 
expression 
QJ G Tκ= − ∆                                                   (7.3) 
where JQ is the heat flux across the interface; Gκ is the interfacial thermal 
conductance; ΔT is the temperature variation across the interface. To calculate 
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thermal conductivity of pure PE and interfacial thermal conductance of 
nanocomposite, NEMD method is applied to both models of pure PE and graphene-
PE nanocomposite in constant volume and constant energy ensemble. According to 
Muller-Plathe algorithm,22 heat source and sink are placed on the center and each end 
of simulation cells to generate constant heat flux. When simulation systems reach 
steady state after 2.5 ns simulation, the heat flux can be calculated as 2QJ E A t= ∆ ∆ , 
where ΔE is the energy added into heat source; A is the cross-sectional area of 
simulation cell; Δt is the time step. 
 
Figure 7.2 Monolayer graphene grafted with (a) 2, (b) 4, (c) 6 and (d) 9 linear hydrocarbon chains. 
7.1.3 Results and Discussion 
a) Model Validation 
In order to validate the PCFF potential for thermal transport simulation in 
graphene-PE nanocomposite, the thermal conductivity of the PE was calculated using 
NEMD method. Figure 7.3 shows the heat flux and the temperature profile. The 
temperature gradient is linear, indicating the regime of linear response in heat 
source/sink simulation. The thermal conductivity of the PE model is calculated as 
κPE=0.3599 W/mK. This value is in agreement with the previous simulations,23, 24 
validated the model and methodology used in this work. 
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Figure 7.3 Heat energy in PE system versus time. (b) Steady-state temperature profile along the entire 
length of the PE model.  
b) Effect of Length and Functionalization on Thermal Conductivity of Graphene  
In NEMD simulations, the model size is finite and can influence the calculated 
interfacial thermal conductance. Recent research has demonstrated that there is no 
obvious dependence of matrix thickness (block size L along the stacking direction) 
on the interfacial thermal conductivity of graphene-polymer nanocomposite.24 
Therefore, only one value of matrix thickness (L=35 Å) is chosen in this work.24  
Such matrix-size independence might be owing to the fact that the propagating 
vibration modes in polymer matrix have the propagation lengths on the order of a 
few bond lengths, and the block size of 35 Å is large enough to involve all the 
significant vibration modes in PE matrix. However, the length of graphene is crucial 
to its thermal conductivity. Small model size can omit some significant modes of 
long wavelengths. We thus discuss the effect of the length and functionalization on 
the thermal conductivity of graphene. As shown in Figure 7.4(a), the thermal 
conductivity of monolayer graphene κ is deteriorated by functionalization with 
grafted hydrocarbon chains. Functionalization at a very small grafting density of 
0.0032 surprisingly leads to the drop of κ around 69%. With the increase of grafting 
density, the drop of κ becomes slower and gets saturated at a value of 80%. The 
reduction trend of κ caused by hydrocarbon chains is similar to that caused by methyl 
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and phenyl groups.25 The falling thermal conductivity of graphene lies in the 
formation of sp3 bonds between graphene and hydrocarbon chains, which can soften 
the high-frequency phonon modes and weaken the in-plane energy transfer. 
Moreover, κ also enhances with the increase of simulation cell in Figure 7.4(b). This 
can be attributed to the ballistic nature of thermal transport, which is also observed in 
pure graphene. 
 
Figure 7.4 Normalized thermal conductivity of functionalized graphene κ/κ0 versus grafting density σ. 
κ0 represents the thermal conductivity of pure graphene. (b) Thermal conductivity of functionalized 
graphene versus graphene length L. 
c) Interfacial Thermal Conductance of Graphene-PE Nanocomposite 
Both heat flux and temperature profile in graphene-polymer nanocomposite are 
determined using NEMD method. Then, the corresponding interfacial thermal 
conductance can be calculated in terms of Equation (7.3). Figure 7.5(a) shows 
obvious temperature drop at graphene-PE interface, which dominates the overall 
temperature across whole model. This temperature drop leads to the value of 
interfacial thermal conductance to be Gκ=76.5 MW/m2K, which is close to the value 
obtained in previous work.24 Figure 7.5(b) shows a plot of Gκ as a function of 
grafting density for linear hydrocarbon chains. It is observed that after grafting linear 
hydrocarbon chains to monolayer graphene, the interfacial thermal conductance are 
surprisingly enhanced. Grafting only two chains (σ=0.0032 Å-2) on each side of 
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graphene raises Gκ by 33.3%. When grafting up to 6 chains (σ=0.0096 Å-2), Gκ is 
remarkably enhanced by 196%, which is higher than the enhancement by increasing 
layer number of graphene. At higher grafting density, the increase of Gκ becomes 
much smaller, showing a saturation trend of interfacial thermal conductance. We 
then refer to the effect of chain length on Gκ. At σ=0.0096 Å-2, Gκ gets enlarged with 
the increase of chain length. According to Chen’s work, thermal conductivity of 
single PE chain enhances with the chain length until 1 μm. Therefore, the larger 
thermal conductivity of longer chains enables the larger interfacial thermal 
conductance at graphene-PE interfaces. As for the influence of graphene length on 
Gκ, previous work24 indicated that increasing graphene length can enhance Gκ. 
However, such enhancement will be saturated when graphene size is larger than 
about 79 Å. 
 
Figure 7.5 Steady-state temperature profile in the case of monolayer graphene without 
functionalization. (b) Interfacial thermal conductance Gκ versus grafting density σ. 
In order to explore the underlying mechanism of improvement of Gκ, Hu et 
al.26 demonstrated that the heat transport between graphene and polymer matrix is 
dominated by their low-frequency vibration modes. Grafted hydrocarbon chains can 
widen the overlap in low-frequency vibration modes and consequently enhance the 
interfacial thermal conductance. Our results are also consistent with previous study 
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of interfacial thermal conductance of CNT-polymer nanocomposite.27 Therefore, 
functionalization of graphene by grafting hydrocarbon chains is an effective 
approach to improve the interfacial thermal conductance of graphene-polymer 
nanocomposite. 
d) Thermal Conductivity of Graphene-PE Nanocomposite 
Using the interfacial thermal conductance Gκ evaluated by NEMD simulations, 
we can evaluate the thermal conductivity of graphene-PE nanocomposite. Generally, 
graphene fillers are randomly oriented in the polymer matrix. The thermal 
conductivity of the nanocomposite with randomly oriented fillers can be calculated 
by an analytical formula based on the effective medium approach.28 In this 
theoretical model, the condition of well-dispersed fillers in matrix is assumed. 
Hence, the effects of exfoliation and aggregation of fillers are not considered in this 
work. According to Nan’s work, the analytical formula can be written as  
( ) ( )
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where K* is isotropic thermal conductivity of nanocomposite; Km is the thermal 
conductivity of the matrix;  f is filler volume fraction and equal to 0.017 for our 
models; 3 1p a a=  is the aspect ratio of graphene given by the ratio of shortest to 
longest radii of the filler; ( )1 2 pγ α= + , where 3a aκα =  and ma K Gκ κ= ; Gκ is 
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the interfacial thermal conductance.  
 
Figure 7.6 Thermal conductivity of nanocomposite K* with different types of graphene fillers 
(σ=0.0032~0.0144 Å-2) as a function of filler length L. 
According to Equation (7.4-7.7), we can calculate the thermal conductivity of 
nanocomposites with different length and grafting densities of graphene nanofiller. 
We use material parameters Kp=1000 W/mK and Gκ=76.5 MW/m2K for 
nanocomposite with pure graphene, and Kp=400 W/mK and Gκ=102~252 MW/m2K 
for nanocomposite with functionalized graphene. Figure 7.6 shows K* of graphene-
polymer nanocomposite as a function of filler length. When filler length L below 
5000 nm, K* in all cases rise rapidly with increasing filler length L. Grafting linear 
hydrocarbon chains to monolayer graphene enhances K* of nanocomposite. Within 
such range of L, larger grafting density contributes to higher interfacial thermal 
conductance, and leads to higher K* than pure graphene. However, there is no 
obvious enhancement of K* induced by further increase of grafting density (σ≥
0.0096 Å-2). When L is larger than 5000 nm, K* reaches a value of plateau, except in 
the case of pure graphene. This is in that K* for pure graphene has larger limit value 
than that for functionalized graphene. Hence, K* for pure graphene becomes larger 
than that for functionalized graphene within this range. Such failure of K* 
enhancement can be attributed to the decrease of thermal conductivity of 
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functionalized graphene. Therefore, increase of interfacial thermal conductance 
cannot enhance the overall thermal conductivity of nanocomposite all the time.  
 
Figure 7.7 Thermal conductivity of nanocomposite K* with different nanofiller volume fractions f and 
filler length L. 
We then focus on the effect of nanofiller volume fraction f on the overall 
thermal conductivity of nanocomposites. Gκ=252 MW/m2K is considered and f varies 
from 1% to 10%. As shown in Figure 7.7, K* gets surprisingly enhanced with 
increasing f. Moreover, larger filler length contributes to higher enhancement of K*. 
For instance, at L=5000 nm, K* at f=10% is 800% higher than that at f=1%. Such 
increase by filler volume fraction is much larger than filler length, which acts as a 
more efficient parameter improving thermal conductivity of nanocomposites. The 
theoretical analysis results here are also in agreement with recent experimental 
results, such as Shahil and Balandin’s work,6 which reported that nanocomposites 
with graphene f=10% has a thermal conductivity of 23 M/mK. However, 
experimental results reported by Song et al.29 are much lower than our simulation 
results. This may be attributed to some possible factors, such as aggregation of 
nanofillers, wrinkles and bad graphene-polymer interfaces.  
7.1.4 Conclusions 
In this work, we have conducted MD simulations to investigate the thermal 
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transport in graphene-polymer nanocomposite. The effects of functionalization on 
both thermal conductivity of graphene and interfacial thermal conductance of 
graphene-polymer nanocomposite were systematically investigated. Our simulation 
results indicate that functionalization with grafted hydrocarbon chains can reduce the 
thermal conductivity of graphene. On the other hand, it can strengthen the coupling 
between graphene and polymer, and increase the corresponding interfacial thermal 
conductance. An analytical model was also utilized to predict the thermal 
conductivity of nanocomposite. It was found that there is a critical value of filler 
length, beyond which functionalization fails to enhance the overall thermal 
conductivity of nanocomposite. Furthermore, filler volume fraction of graphene 
fillers plays a governing role in dictating the overall thermal conductivity of 
graphene-polymer nanocomposites.  Our studies provide an effective approach to 
enhance the thermal transport in graphene-polymer nanocomposite. 
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7.2 EFFECT OF GRAFTING POLYMER CHAINS ON THERMAL 
TRANSPORT IN GRAPHENE-POLYMER NANOCOMPOSITES 
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SYNOPSIS 
Thermal transport in graphene-polymer nanocomposite is complicated and has 
not been well understood. The interfacial thermal transport between graphene 
nanofiller and polymer matrix is expected to be the key in controlling the overall 
thermal performance of graphene-polymer nanocomposite. In this section, we 
investigated the thermal transport across graphene-polymer interfaces functionalized 
with end-grafted polymer chains using molecular dynamics simulations. The effects 
of grafting density, chain length and initial morphology on the interfacial thermal 
transport were studied. It was found that end-grafted polymer chains could 
significantly enhance interfacial thermal transport. The underlying mechanism was 
considered to be the enhanced vibration coupling between graphene and polymer. In 
addition, a theoretical model based on effective medium theory was established to 
predict the thermal conductivity of graphene-polymer nanocomposites. It was 
confirmed that filler volume fraction plays a dominating role in dictating the overall 
thermal conductivity. 
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7.2.1 Introduction 
Due to its supreme thermal conductivity (~3000 W/mK),1-4 graphene5 has 
become promising candidate as filler in polymeric nanocomposites to enhance 
thermal transport for applications as thermal interface materials.6-8 Polymers 
normally have very low thermal conductivity (TC) of 0.1-1 W/mK at room 
temperature. However, the increase of TC in graphene-polymer nanocomposites is 
only within one order of magnitude. Interfacial thermal resistance (or Kapitza 
resistance9) is found to be a major bottleneck for the heat transport in 
nanocomposites, as reported in carbon nanotube (CNT)-polymer nanocomposites.10 
In terms of the diffusive mismatch model,11 such thermal energy barrier is a 
consequence of mismatches between the phonon vibrational spectra of nanofillers 
and polymer matrix. And it will finally lead to the overall TC reduction of polymeric 
nanocomposites. Hence, there is urgent need to improve the interfacial thermal 
conductance (ITC) of graphene-polymer nanocomposites. 
Recent studies have proposed different strategies to enhance the ITC of a 
variety of material systems. For instance, nano molecular monolayer (NML) 
significantly increase the ITC of metal/dielectric heterointerfaces.12 Phonon coupling 
strengthened by strong NML-metal and NML-dielectric bonds contributes to the 
effective heat transfer through the NML. Across solid-water interfaces, ITC is 
tunable by chemically functionalizing solid surfaces with self-assembled monolayers 
(SAMs).13-15 It was found that SAMs with hydrophobic surfaces get higher ITC than 
that with hydrophilic surfaces.13, 14 Moreover, non-covalent functionalization with 
organic linkers results in higher ITC across graphene-organic interfaces.16 This is in 
that organic linkers broaden the overlap of phonon spectra between graphene and 
organic. Covalent functionalization also serves as an effective approach to promote 
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the interfacial thermal transport in CNT-polymer systems.17, 18 Similar to SAM 
functionalization, attaching of polymer chains to fillers has been demonstrated to 
facilitate better heat transfer across fullerene-water interfaces19 and CNT-organic 
interfaces.20 
In graphene-based polymeric nanocomposites, both covalent21 and non-
covalent22 functionalization methods enable graphene-polymer interfaces to get 
better thermal energy transport, which will consequently obtain higher overall TC. 
Recently, the TC of graphene-based polymeric nanocomposites has been widely 
studied by experiments.21-25 However, there are still limited theoretical investigations 
into the effect of covalent or non-covalent functionalization on the graphene-polymer 
ITC, as well as the overall TC of graphene-polymer nanocomposites. 
In present paper, using the classic non-equilibrium molecular dynamics 
(NEMD), we calculate the ITC across the interfaces between graphene grafted with 
polymer chains and polymer matrix. The effects of grafting density, chain length and 
initial morphology of end-grafted polymer chains on ITC are taken into account as 
well. It is found that such interfacial modification can remarkably enhance interfacial 
thermal transport between graphene and polymer matrix. Stronger graphene-polymer 
interactions promoted by end-grafted polymer chains contribute to the significant 
enhancement of graphene-polymer ITC. Moreover, analytical model is applied to 
predict the overall TC of graphene-polymer nanocomposite, and consider the 
influence of several material parameters (e.g. filler length, ITC and filler volume 
fraction) on it. 
7.2.2 Model and Methodology 
In our material system, Polyethylene (PE) is selected as polymer matrix, with 
each molecule composed of 40-(CH2)-monomers. Graphene monolayer is grafted 
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with different lengths (-CnH2n+1, n=8, 12, 16) of PE chains on each surface. Three 
grafting densities (σ=0.0032, 0.0064, 0.0144 Å-2) are taken into account as well. Two 
types of initial morphologies of end-grafted PE chains are considered, including 
aligned one and random one. Aligned morphology shown in Figure 7.8(a) represents 
straight end-grafted PE chains vertical to graphene monolayer. Random morphology 
shown in Figure 7.8(b) represents fully relaxed end-grafted PE chains near to 
graphene monolayer. To construct graphene-PE nanocomposite model, graphene 
with end-grafted PE chains is placed in the middle of unit cell, with dimensions of 30 
Å × 30Å × 100 Å. By utilizing Materials Studio (Accelrys Inc.) software, the unit 
cell is filled with PE chains with an initial density of 0.8 g/cc. Periodic boundary 
conditions are applied to all three directions. Then, the unit cell is duplicated along 
the stacking direction for later NEMD simulations. 
 
Figure 7.8 Atomistic models of end-grafted PE chains (n=16) with initially (a) aligned and (b) 
random morphologies. 
NEMD simulations of ITC across graphene-PE interfaces are conducted in 
LAMMPS package.26 An ab initio force field, polymer consistent force field 
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(PCFF)27 is chosen to describe all the interatomic interactions of nanocomposite 
model. All nanocomposite models are firstly relaxed in iso-thermal-isobaric (NPT) 
ensemble at temperature T=300 K and pressure P=1 atm for 1 ns. After system 
relaxation, based on Muller-Plathe algorithm,28 we apply heat source and heat sink at 
each end of models, as shown in Figure 7.9 It can generate constant heat flux across 
graphene-PE interfaces. The thermal conductivity is calculated on the basis of 
Fourier’s law, 
QJ T zκ= − ∆ ∆                                                    (7.8) 
where JQ is the heat flux; κ is the thermal conductivity; T z∆ ∆  is the temperature 
gradient. In terms of an extension of Equation (7.8), ITC Gκ across graphene-PE 
interfaces can be calculated using the expression 
QJ G Tκ= − ∆                                                       (7.9) 
where ΔT is the temperature variation across the interface. The heat flux can be 
calculated as QJ E A t= ∆ ∆ , where ΔE is the energy added into heat source; A is 
cross-sectional area; Δt is the time step. When simulation models run in micro-
canonical (NVE) ensemble for 2.5 ns, the temperature profiles of simulation models 
reach steady state. 
 
Figure 7.9 Atomistic model of graphene-polymer nanocomposite for NEMD simulations. The heat 
source is placed in the center and heat sink placed in each end to generate heat flux JQ. 
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7.2.3 Results and Discussion 
a) Effect of End-grafted PE Chains on the Graphene-PE Interfacial Thermal 
Conductance 
In our simulations, an average heat flux of 3.57×109 W/m2 is applied to 
maintain a temperature gradient over the simulation domain. The steady-state 
temperature profile in Figure 7.10 can be used to calculate the TC of PE matrix and 
ITC across graphene-PE interface with and without end-grafted PE chains at 300 K. 
In terms of Equation 7.8, the value of TC of PE matrix is simulated as κPE=0.3599 
W/mK, close to previous experimental and simulation results.29, 30 According to 
Equation 7.9, the simulated ITC without end-grafted PE chains is Gκ=56±4 
MW/m2K, consistent with other simulation results of ~ 50 MW/m2K for various 
graphene-polymer interfaces.16, 31, 32 Hence, the reasonable simulation results of κPE 
and Gκ validate the atomistic model, PCFF potential and NEMD simulations in this 
work. 
 
Figure 7.10 An illustration of steady-state temperature profile of graphene-PE nanocomposite without 
grafting functionalization at 300 K. 
Figure 7.11 gives calculated ITC without and with end-grafted PE chains of 
different initial morphologies, grafting densities and lengths. It is obvious that 
grafting graphene with PE chains can enhance ITC across graphene-PE interfaces. 
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Remarkably, larger grafting density enables better enhancement of Gκ. In the case of 
initially aligned morphology of end-grafted PE chains, the grafting density of 
0.0144Å-2 results in the rise of Gκ by about 156%, reaching to 144±15 MW/m2K. 
This is higher than any of other for various graphene-polymer interfaces.16, 31, 32 
 
Figure 7.11 Interfacial thermal conductance Gκ across graphene-PE interfaces as a function of grafting 
density of end-grafted PE chains with (a) initially aligned and (b) initially random morphologies. 
We then consider the influence of different factors of end-grafted PE chains, 
including initial morphologies, chain length and grafting density, on ITC across 
graphene-PE interfaces. In previous study of thermal conductivity of PE 
nanofibers,33, 34 it has been found that chain morphology is critical to the thermal 
transport in PE structures. Aligned crystalline PE structure at 300 K has remarkable 
enhancement of thermal conductivity, which is as high as 50 W/mK.33 Hence, initial 
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morphology of end-grafted PE chains may have similar influence on ITC across 
graphene-PE interfaces. As shown in Figure 7.11, with short chain length (n=8, 12), 
there is unobvious difference of ITC between two types of initial morphologies. This 
can be attributed to the fact that these end-grafted PE chains has fewer chain 
fragments placed in PE matrix, which lead to less chain interactions, thus worse heat 
transport. When chain length reaching to n=16, end-grafted PE chains with initially 
aligned morphology give rise to higher ITC than those with initially random 
morphology, which is enhanced by about 17%. This is because that initially aligned 
end-grafted PE chains can effectively interact with PE matrix, enhancing the heat 
transport along the chains. As for the effect of grafting density on ITC, it is obvious 
in Figure 7.11 that increasing grafting density enables better heat transport, thus 
larger values of ITC. 
b) Vibration Power Spectrum Analysis 
As we know, the energy of atom vibrations governs the thermal transport 
across contact interfaces. In order to understand the underlying reason of 
enhancement of Gκ by end-grafted PE chains, the vibration power spectrum (VPS) in 
frequency domain serves as a useful tool to characterize the thermal energy transfer 
across graphene-PE interfaces. It can be calculated by taking the discrete Fourier 
transform (DFT) of the velocity autocorrelation functions (VAF) of carbon atoms in 
an equilibrium system held at 300 K, which can be written as 
( ) ( ) ( )
0
cosD t t dt
τ
ω ω= Γ∫                                               (7.10)  
where ω is frequency; D(ω) is the VPS at frequency ω; Γ(t) is the VAF of atoms, and 
is defined as 
( ) ( ) ( )0t v t vΓ =                                                 (7.11) 
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where v(t) is the velocity of atoms at time t; v(0) is the velocity of atoms at time 0. 
Owing to the high anisotropy of monolayer graphene, its overall VPS is decomposed 
into in-plane and out-of-plane contributions by taking the DFT of VAF for velocity 
components in these corresponding directions separately. The calculated VPS of 
carbon atoms in both graphene and PE matrix are presented in Figure 7.12. The 
whole frequency domain (0−60 THz) is divided into three parts, including low 
frequency (LF) modes (0−20 THz), intermediate frequency (IF) modes (20−45 THz) 
and high frequency (HF) modes (45−60 THz). 
From Figure 7.12(a), it can be seen that the VPS of pristine graphene are 
distributed in all three frequency modes, which is in agreement with previous VPS 
calculations of pristine graphene. For PE matrix, the VPS of its carbon atoms are 
mainly distributed in IF modes. After grafting with PE chains, the VPS of graphene 
are significantly redistributed, and mainly located in the range of IF modes. Such 
redistribution of VPS of functionalized graphene leads to more overlap with that of 
pristine graphene in IF modes. Since the energy of atom vibrations in nanocomposite 
governs the thermal transport across interfaces, the better VPS matching (more VPS 
overlap) in IF modes contributes to the larger value of graphene-PE ITC. We then 
explore the role of in-plane and out-of-plane VPS of graphene in interfacial thermal 
transport. As shown in Figure 7.12(c-d), end-grafted PE chains give rise to the 
redistribution of out-of-plane VPS of graphene, which are now mainly in the range of 
IF modes. Finally, graphene-PE ITC is highly improved by the strong coupling 
between out-of-plane VPS of graphene and the VPS of polymer in IF modes. This is 
also consistent with Hu’s work,31 which demonstrated that the matching between 
out-of-plane vibration of graphene and vibration of graphene dominates interfacial 
thermal transport. 
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Figure 7.12 Vibration power spectra (VPS) of graphene and PE carbon atoms in nanocomposite (a) 
without functionalization and (b) with end-grafted PE chains (n=16). In-plane and out-of-plane VPS 
of graphene (c) without functionalization and (d) with end-grafted PE chains (n=16). 
c) Thermal Conductivity of Graphene-PE Nanocomposites 
In order to relate the interfacial thermal transport across graphene-PE interfaces 
with overall thermal transport in nanocomposite, the effective medium theory serves 
as a powerful approach,35 which builds the relation between Gκ and κ. Generally, 
graphene nanofillers are randomly oriented in the polymer matrix. The analytical 
formula based on the homogenization treatment by Nan35 can be written as 
( ) ( )
[ ]
11 11 33 33
11 11 33 33
3 2 1 1
3 2m
f L L
f L L
β β
κ κ
β β
∗ + − + −  =
− +
                                    (7.12) 
with 
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, 33 111 2L L= −                             (7.15) 
where κ* is isotropic thermal conductivity of nanocomposite; κm is the thermal 
conductivity of the matrix; κf is the thermal conductivity of the filler; f is filler 
volume fraction; p=a3/a1is the aspect ratio of graphene given by the ratio of shortest 
to longest radii of the filler; γ=(1+2p)α, where α=aκ/a3 and aκ=κm/Gκ; Gκ is the 
interfacial thermal conductance.  
 
Figure 7.13 Thermal conductivity of graphene-PE nanocomposite κ* as a function of the filler length 
of graphene L at different interfacial thermal conductance Gκ.    
The TC of graphene-PE nanocomposite with different grafting densities and 
chain lengths of end-grafted PE chains can be evaluated according to Equation 7.12-
7.15. In our models, we use the material parameters including κm=0.3599 W/mK for 
PE matrix, κf=1000 W/mK and Gκ=56.33 MW/m2K for nanocomposite with perfect 
graphene. The effect of end-grafting PE chains on the TC of graphene is neglected. 
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Furthermore, only initially aligned morphology of end-grafted PE chains with n=16 
is considered. 
 
Figure 7.14 Thermal conductivity of graphene-PE nanocomposite κ* as a function of the filler length 
of graphene L at different filler volume fraction f. 
The effects of filler length, filler volume fraction and interfacial thermal 
conductance on the thermal conductivity of nanocomposite are analyzed separately. 
Figure 7.13 shows that for smaller Gκ (≤144 MW/m2K) κ* increases rapidly with the 
length of graphene L (along the direction of x axis), and at L≈80 μm reaches to an 
upper limit value, which is surprisingly enhanced by about 400%. For larger Gκ 
(≥1000 MW/m2K), better interfacial thermal conductance contributes to the 
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convergence of κ* starts at much smaller L≈20 μm. However, the enhancement of 
upper limit value of κ* is only about 50%. Figure 7.14 gives similar variation trend 
of κ* at different volume fraction f. This figure also indicates that larger f leads to the 
convergence of κ* at higher L. Meanwhile, larger f results in higher enhancement of 
upper limit value of κ*. Here, the length dependence of TC of graphene-PE 
nanocomposite at rising stage is similar to that of graphene, which has been studied 
in recent work.36, 37 Since the value of κ* converges at certain filler length, we choose 
the filler length of 100 µm for further investigation. 
 
Figure 7.15 Thermal conductivity of graphene-PE nanocomposite κ* as a function of interfacial 
thermal conductance Gκ at different filer volume fraction f. 
We then consider the influence of ITC and volume fraction on the TC of 
graphene-PE nanocomposite. As shown in Figure 7.15, when f below 4%, there is 
unobvious enhancement of κ* with increasing Gκ even to 10000 MW/m2K. When f 
above 4%, κ* can be enhanced by ~50% at extremely large Gκ. Figure 7.16 indicates 
that increasing f can effectively enhance the thermal transport in nanocomposite, 
giving rise to high κ*. For example, at f=5%, even κ* of nanocomposite without any 
grafting PE chains can get 300% enhancement. Therefore, among the three 
parameters including filler length, filler volume fraction and ITC, filler volume 
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fraction serves as the most dominant factors in governing the κ* of nanocomposite. In 
fact, our theoretical analysis is in agreement with experimental investigations of 
graphene/graphene oxide-polymer nanocomposites,21-24 the κ* of which can be 
improved by the increase of filler volume fraction. However, the measured κ* of 
these nanocomposites is still very low ~2 W/mK even at f=15%. Such inefficient 
enhancement of κ* may be attributed to the aggregation of graphene fillers,38 or 
warping morphology of graphene fillers.39 
 
Figure 7.16 Thermal conductivity of graphene-PE nanocomposite κ* as a function of filler volume 
fraction at different interfacial thermal conductance Gκ. 
According to above theoretical analysis, we can conclude that the TC of 
graphene-PE nanocomposites rises with increasing filler length, and then converges 
at ~100 µm. Even though grafting PE chains can highly improve the ITC across 
graphene-PE interfaces, the enhancement of TC of graphene-PE nanocomposites 
with functionalization is still on the same order to that without functionalization, 
which is far from expectation. Furthermore, filler volume fraction plays a governing 
role in the TC of graphene-PE nanocomposites. 
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7.2.4 Conclusions 
In summary, we conducted NEMD simulations to investigate the thermal 
transport across graphene-PE interfaces with end-grafted PE chains. The effects of 
grafting density, chain length and initial morphology on graphene-PE ITC are taken 
into consideration separately. We found that end-grafted PE chains can significantly 
enhance interfacial thermal transport when increasing grafting density and chain 
length. Specifically, chains with initially aligned morphology result in larger ITC 
than those with initially random morphology do. The underlying reinforcing 
mechanism lies in the fact that end-grafted PE chains leads to the redistribution of 
out-of-plane VPS of graphene mainly in IF modes, which have large overlap with 
VPS of PE matrix in IF modes. The stronger coupling between VPS in IF modes 
contributes to the larger energy of atom vibrations and thus better interfacial thermal 
transport. Furthermore, a theoretical model based on effective medium theory is 
utilized to predict the TC of graphene-PE nanocomposites. Among three influential 
factors, including filler length, ITC and filler volume fraction, filler volume fraction 
plays as a dominating role in the overall TC of nanocomposite, which can be highly 
increased by one order with small filler volume fraction. Our studies provide an 
effective approach for the design of graphene-polymer nanocomposite with excellent 
thermal conductivity. 
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8.1 SUMMARY AND CONCLUDING REMARKS 
Overall, this PhD thesis investigates the significant structure-property relations 
in both graphene and graphene-polymer nanocomposites using MD simulations and 
theoretical analysis. For graphene, the effect of atomistic defects, including Stone-
Wales and vacancy defects, on its mechanical properties has been investigated. From 
an energetic point of view, the initiation of Stone-Wales defects and their 
dependence on strain load, loading direction and temperature has been investigated. 
Theoretical models are also adapted to predict the fracture strength of defective 
graphene, and compare with corresponding MD simulation results. Then, the 
influence of free, reconstructed and functionalized edges, and surface 
functionalization of graphene nanoribbons on their morphologies are discussed. By 
energetic analysis, it is demonstrated that both pre-existing edge stress and strain 
load play significant role in dictating the shape transition of graphene nanoribbons. 
In addition, for graphene-polymer nanocomposites, the effect of graphene-polymer 
interfaces on the load transfer and thermal transport of nanocomposites has been 
studied. A theoretical model has been established to explain the improved interfacial 
strength through surface functionalization. Then, thermal transport across graphene-
polymer interfaces is explored, taking into account the effect of grafted hydrocarbon 
chains on the interfacial thermal conductance is taken into consideration. Based on 
effective medium theory, the influence of material parameters (such as interfacial 
thermal conductance, filler length and filler volume fraction) on the overall thermal 
conductivity of graphene-polymer nanocomposites has been investigated. These MD 
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simulations provide not only a better understanding of the structure-property 
relations in graphene and graphene-polymer nanocomposites, but also the possible 
ways to development of new graphene-based materials. Detailed conclusions are 
summarized as follows. 
1. Mechanical behaviour of pristine graphene 
• It is shown that pristine graphene possesses typical characteristics of brittle 
materials, independent of sample size, chirality, and loading rate and 
direction. It sustains non-linear elastic deformation before final brittle 
failure, which is firstly initiated by single bond breaking and then 
completed by multi-vacancy propagation (Section 4.2). 
2. Effect of atomistic defects on mechanical behaviour of graphene 
• It is found that both Stone-Wales (S-W) and vacancy defects can 
deteriorate the strength of graphene. Two different atomistic-based models 
can reasonably predict the fracture strength of defective graphene, showing 
good agreement with MD simulation results (Section 4.1).  
• The initiation of S-W defect in graphene is investigated. MD simulation 
results demonstrate that temperature, loading level and loading direction 
can significantly influence the formation of S-W defects via bond rotation. 
Generally, mechanical strain can lower the energy barrier for defect 
initiation (Section 4.1). 
• In certain case, however, the healing of Stone-Wales defects can give rise 
to recovery of fracture strength at elevated temperature. This is attributed 
to the fact that the corresponding energy barrier for defect healing gets 
lowered under mechanical loading (Section 4.2). 
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3. Morphology of graphene nanoribbons 
• It is shown that compressive stress exists in the regular and hydrogen-
terminated edges. In contrast, tensile stress exists in the reconstructed 
armchair edges. Moreover, edge stress plays a significant role in governing 
the energy state of initial configurations of GNRs (Section 5.1). 
• It is found that compressive edge stress make their initial configuration 
staying in a meta-state, which will result in random final configuration 
under perturbation. Pre-strain in tension can offset the compressive edge 
stress and inhabit possible shape transition. While tensile edge stress 
makes their initial configuration staying in a local energy minimum state. 
Consequently, external perturbation is required to overcome the energy 
barrier for transition to other morphologies (e.g. curling) (Section 5.2). 
4. Interfacial behaviour of graphene-polymer nanocomposites 
• The interfacial properties of graphene-polymer nanocomposites, including 
interfacial shear force (ISF) and shear stress (ISS) are evaluated. 
Calculation results show that different from those of conventional fibers 
(macro-scale), both ISF and ISS have three typical stages during pull-out 
test. Their values vary at each end of the graphene nanofiller within the 
range of 1 nm, while keep approximately constant (ISF) and zero (ISS) at 
middle stage (Section 6.1). 
• It is shown that both surface functionalization (especially oxygen 
coverage) and layer number of graphene can enhance ISF. The increase of 
oxygen coverage and layer length can also increase the values of ISF. 
Moreover, a theoretical model is established to demonstrate that the 
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mechanism of interfacial load transfer consists of two contributing parts, 
including the formation of new surface and relative sliding along the 
interface (Section 6.2).  
5. Interfacial thermal transport of graphene-polymer nanocomposites 
• It is shown that grafting polymer chains deteriorate the thermal 
conductivity of graphene monolayer. At higher grafting density, the 
reduced thermal conductivity reaches to a constant value which is about 
20% of that of pristine graphene (Section 7.1). 
• Simulation results indicate that low-frequency modes dominate the thermal 
transport across interfaces. The simulation results also show that grafting 
polymer chains can effectively enhance interfacial thermal conductance 
(ITC) by enlarging low-frequency mode coupling between graphene and 
polymer (Section 7.2).  
• The influence of ITC, filler length and filler volume fraction on overall 
thermal conductivity (TC) of nanocomposites is considered. It is found 
that filler volume fraction plays as a dominating role in the overall TC of 
nanocomposite, which can be highly increased by one order with small 
filler volume fraction (Section 7.2). 
8.2 FUTURE WORK 
Both graphene and graphene-polymer nanocomposites are emerging fields that 
are full of challenges and opportunities. A comprehensive understanding of strong 
structure-property relations is necessary for development of novel graphene-based 
materials and graphene-polymer nanocomposites. However, there still exists some 
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knowledge gaps in this filed, and more works need to be done to clarify the 
underlying mechanisms of the strong structure-property relations in future work. 
• In this work, some popular atomistic defects in graphene, such as Stone-
Wales defect, vacancy defect, free edge and surface functionalization are 
taken into consideration. However, there are still some other atomistic 
defects, such as grain boundary and defects caused by reduction of 
graphene oxide, which is crucial for practical applications. Therefore, their 
effect on physical properties of graphene should be investigated in future. 
• MD simulations of investigating the interfacial load transfer and thermal 
transport of nanocomposites are conducted. However, there is still lack of 
experimental studies of realistic nanocomposites. Therefore, some 
advanced experimental techniques, such as nanoindentation, Raman 
spectroscopy and time-domain thermo-reflectance, are needed to measure 
the interfacial properties and thermal conductance of nanocomposites. 
• To evaluate overall physical (i.e. mechanical and thermal) properties of 
graphene-polymer nanocomposites, simulations of large-scale 
nanocomposite models with real filler volume fraction is quite necessary. 
However, due to the large number of atoms and computation resource, it is 
difficult to simulate these full-atom models. In future work, coarse-
grained models can be developed for efficient and accurate simulations of 
graphene-polymer nanocomposites. 
 
 
 
