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Kemiskinan bagi pemerintah Indonesia termasuk masalah yang sulit untuk diselesaikan. Upaya yang dilakukan 
pemerintah dalam mengatasi kemiskinan di Indonesia yaitudengan  program bantuan sosial meliputiBLT 
(Bantuan Langsung Tunai), PKH (Program Keluarga Harapan), Raskin (Beras Miskin), dan lain lain. Dalam 
Pelaksanaan program bantuan sosial saat masih sangat terbatas sehingga dalam penerimaan program bantuan 
tidak tepat sasaran. Data mining membantu untuk menentukan keputusan dalam memprediksi data di masa yang 
akan datang. Gradient Boosted Trees dan K-NN merupakan salah satu metode data mining untuk klasifikasi 
data. Masing-masing metode tersebut memiliki kelemahan. Gradient Boosted Trees menghasilkan nilai 
persentase akurasi lebih rendah dibanding metode K-NN. Dari permasalahan tersebut maka diusulkan metode 
kombinasi K-NN dan Gradient Boosted Trees untuk meningkatkan akurasi pada pelaksanaan program bantuan 
sosial agar tepat sasaran. Metode K-NN, Gradient Boosted Trees, K-NN-Gradient Boosted Treesdilakukan 
pengujian pada data yang sama untuk mendapatkan hasil perbandingan nilai akurasi. Hasil pengujian 
membuktikan bahwa kombinasi tersebut menghasilkan nilai persentase yang tinggi dibanding metode K-NN atau 
Gradient Boosted Trees yaitu 98.17%. 
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COMBINATIONS OF K-NN AND GRADIENT BOOSTED TREES FOR 




Poverty for the Indonesian government is a problem that is difficult to solve. The efforts made by the government 
in overcoming poverty in Indonesia are through social assistance programs including BLT (Bantuan Langsung 
Tunai), PKH (Program Keluarga Harapan), Raskin (Beras Miskin), and others. In the implementation of the 
social assistance program when it was still very limited, the acceptance of the aid program was not on target. 
Data mining helps to determine decisions in predicting data in the future. Gradient Boosted Trees and K-NN are 
data mining methods for data classification. Each of these methods has weaknesses. Gradient Boosted Trees 
produce lower accuracy percentage values than the K-NN method. From these problems, a proposed method of 
combination of K-NN and Gradient Boosted Trees is used to improve the accuracy of the implementation of 
social assistance programs so that it is right on target. The K-NN, Gradient Boosted Trees, and K-NN-Gradient 
Boosted Trees methods are tested on the same data to get a comparison of the accuracy values. The test results 
prove that the combination produced a high percentage value compared to the K-NN or Gradient Boosted Trees 
method that is 98.17%. 
 





Menurut Badan Pusat Statistik, pada bulan 
September 2018 angka kemiskinan di Indonesia 
sebesar  9,66% dimana presentase ini lebih kecil dari 
bulan  Maret 2018 yang menunjukkan angka sebesar 
9,82% dan September 2017 yang mencapai 10,12%. 
Meskipun data menunjukkan penurunan tingkat 
kemiskinan di Indonesia tetapi hal tersebut belum 
memenuhi target yang tertuang dalam RPJM yaitu 7-
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8% pada akhir tahun 2019, sedangkan realita di 
lapangan tingkat kemiskinan di Indonesia tahun 
2018 masih di angka 9,66%. Kemiskinan bagi 
pemerintah Indonesia termasuk masalah yang sulit 
untuk diselesaikan karena kurangnya pemahaman 
berbagai pihak tentang penyebab kemiskinan itu 
sendiri, sehingga program penanggulangan 
kemiskinan tidak didasarkan pada penyebabnya 
yang berbeda-beda secara lokal.  
Upaya yang dilakukan pemerintah dalam 
mengatasi kemiskinan di Indonesia yaitudengan  
program bantuan sosial meliputiBLT (Bantuan 
Langsung Tunai), PKH (Program Keluarga 
Harapan), Raskin (Beras Miskin), dan sebagainya. 
Berdasarkan Data dari Bappenas 2014, masalah 
kemiskinan saat ini disebabkan oleh beberapa faktor, 
antara lain: ketidaktepatan sasaran dalam penentuan 
penerimaan program, mekanisme pendampingan  
program belum optimal, koordinasi dan pelaksanaan 
program belum terintegrasi dan prioritas pendanaan 
untuk program perlindungan sosial yang masih 
terbatas . 
Untuk menentukan klasifikasi tingkat 
penduduk miskin terdapat banyak metode yang 
dapat digunakan. Salah satunya yaitu K-NN dan 
Gradient Boosted Trees. Berdasarkan penelitian 
sebelumnya yang dilakukan oleh Yunus, dkk (2019) 
tentang Data Mining untuk Memprediksi Hasil 
Produksi Buah Sawit pada PT Bumi Sawit Sukses 
menggunakan Metode K-Nearest Neighbor (K-NN) 
menghasilkan output dari Rapidminer dengan 
akurasi 85,15% (Yunus, Akbar, & Andri, 2019). 
Menurut penelitian sebelumnya yang 
dilakukan oleh saikin dan kusrini mengenai 
Karakteristik Data Traveller didapatkan hasil 
kualifikasi metode K-NN dengan pengujian 
confusion matrixdidapatkan nilai akurasi sebesar 
84% (Saikin & Kusrini, 2019). 
Sedangkan penelitian yang dilakukan oleh 
Pertiwi, dkk mengenai Komparasi 5 Metode Data 
Mining yaitu menggunakan metode C4.5, KNN, 
Naïve Bayes, Rule Induction, dan Gradient Boosted 
Tree. Dari hasil perhitungan diperoleh akurasi C4.5 
87,50%, K-NN 67,50%, Naïve Bayes 25,83%, RI 
79,17% dan Gradient Boosted Tree 25,83% (Pertiwi, 
Adiwisastra, & Supriadi, 2019). 
Berdasarkan penelitian terdahulu dari 
masing-masing metode yang digunakan 
menghasilkan akurasi yang rendah. Kombinasi 
antara K-NN dan Gradient Boosted Trees diperlukan 
untuk memperoleh nilai akurasi yang lebih tinggi 
dan telah dibuktikan bahwa hasil akurasi yang 
diperoleh meningkat. 
 
2. METODE PENELITIAN 
 
Penelitian ini menggunakan penggabungan dua 
metode yaitu metode K-NN dan Gradient Boosted 
Tree. Pada Seleksi Fitur digunakan untuk 
menyeleksi data yang rusak/tidak lengkap 
menggunakan fitur "Input Missing Value" dan 
"Rename Unused Value" dengan menggunakan 
metode K-NN dengan jarak k=3 sehingga 
didapatkan data set murni. Mentranformasikan data 
dari numerik ke nominal dan lakukan normaisasi 
menentukan bentuk data yang paling tepat. 
Selanjutnya membagi data training dan data testing 
dengan perbandingan 80%:20% sehingga dihasilkan 
data taining 288 dan data testing 73.Pemrosesan data 
dilakukan dengan menggabungkan metode Gradient 
Boosted Tree dalam proses validasi sehingga 
diperoleh akurasi yang lebih tinggi dari pengolahan 
masing-masing metode. Penelitian ini dilakukan 
untuk pengembangan evaluasi dan pemecahan 
masalah yaitu meningkatkan akurasi pada 
pelaksanaan program bantuan sosial agar tepat 






Bagi data set menjadi data 
training dan testing















Gambar 1. Metode Penelitian 
 
3. PENELITIAN TERDAHULU 
 
Kombinasi metode dilakukan pada beberapa 
penelitian terdahulu menggunakan berbagai 
algoritma yang berbeda-beda. Kombinasi metode 
dilakukan karena perhitungan dengan satu metode 
masih menghasilkan akurasi yang rendah. Berikut 
merupakan beberapa penelitian terdahulu mengenai 
perhitungan dengan satu metode dan kombinasi 
metode: 
Prediksi Hasil Produksi Buah Sawit dengan 
metode K-NN berdasarkan penelitian dari 
Yunus,dkk (2019) dalam perhitungannya 
menghasilkan akurasi 85,15% (Yunus et al., 2019). 
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Komparasi metode C4.5, KNN, Naïve Bayes, 
Rule Induction, dan Gradient Boosted Tree dari 
penelitian yang dilakukan oleh Pertiwi, dkk (2019) 
mengenai Persentase Wanita Sudah Menikah di Usia 
15-49 yang Memakai Alat KB menghasilkan akurasi 
C4.5 87,50%, K-NN 67,50%, Naïve Bayes 25,83%, 
RI 79,17% dan Gradient Boosted Tree 25,83% 
(Pertiwi et al., 2019). 
Kombinasi metode Naïve bayes dan K-NN 
untuk Klasifikasi Data dari penelitian sebelumnya 
yang dilakukan oleh Sari, dkk (2015) dalam 
perhitungannya dapat mengatasi kelemahan metode 
naïve bayes dan K-NN. Persentase keakuratan 
menggunakan metode K-NN-Naïve Bayes 
memperoleh hasil yang lebih tingi dibandingkan 
pengolahan data dengan masing-masing metode 
(Sari, Ernawati, & Pranowo, 2015). 
Kombinasi metode Logistic Regresion dan 
Gradient Boosted Tree telah dilakukan pada 
penelitian terdahulu oleh Arfah Anggraina dkk 
(2019). Kombinasi metode ini digunakan untuk 
mendeteksi spam e-mail. Hasil akurasi dari 
kombinasi metode ini terbukti lebih tinggi daripada 
hasil akurasi dari perhitungan masing-masing 
metode (Anggraina, Primartha, & Wijaya, 2019). 
Analisis Komparatif K-Nearest Neighbor 
danAlgoritma Neighbor K-Nearest yang 
Dimodifikasi untuk Klasifikasi Data dari penelitian 
sebelumnya yang dilakukan oleh  Okfalisa, dkk 
menghasilkan Akurasi teritinggi pada k=1 yaitu 
94,95% sedangkan pada metode MKNN 
menghasilkan akurasi k=1 sebesar 99,51% (Okfalisa, 
Gazalba, Mustakim, & Reza, 2018) 
Penambangan opini Roman Urdu dengan 
menggunakan klasifikasi K-NN yang telah 
dilakukan oleh Muhammad Bilal, dkk pada tahun 
2015 menghasilkan akurasi 95,00. (Bilal, Israr, 
Shahid, & Khan, 2015) 
Prediksi Kinerja Siswa Menggunakan K-NN, 
penelitian yang dilakukan Ihsan A. Abu Amra dan 
Ashraf YA Maghariv menghasilkan akurasi 63,4%. 
(Amra& Ashraf, 2017) 
Penelitian yang dilakukan oleh Xiaohui Li, Sibo 
Yang, Rongwei Fan, Xin Yu dan Deying Chen 
tentang Diskriminasi Jaringan lunak menggunakan 
kerusakan akibat laser spektroskopi dalam 
kombinasi dengan k tetangga terdekat (K-NN) 
menghasilkan akurasi sebesar 74,75 dengan k=3. 
(Li, Yang, Fan, Yu, & Chen, 2018) 
Pendekatan lokalisasi pupil mata yang akurat 
berdasarkan Gradient Boosted tree tahun 2016  
Penelitian yang dilakukan oleh Dong Tian, 
Guanghui He, Jiangxia Wu, Hongtai Chen, dan 
Yong Jiang menghasilkan akurasi 92,39% (Tian, He, 
Wu, Chen, & Jiang, 2016) 
Identifikasi Sumber Gaangguan Kualitas daya 
Menggunakan Gradient Boosted Decision Tree 
penelitian yang dilakukan oleh Cheng Pan, Jie Tan 
dan Dandan Feng tahun 2018 menghasilkan akurasi 
yang cukup tinggi dibanding klasifikasi dengan 
metode SVM dan KNN sebesar 98,68% (Pan, Tan, 
& Feng, 2018) 
Kasus mengenai metode KNN telah dilakukan 
oleh Devika R, Sai Vaishnavi Avilala, dan V. 
Subramaniyaswamy pada tahun 2019 (Devika, 
Avilala, & Subramaniyaswamy, 2019), bahkan pada 
tahun 2018 untuk penelitian menggunakan metode 
Gradient Boosted Tree juga pernah dilakukan oleh 
Peng Sheng, Li Chen, Jing Tian (Sheng, Chen, & 
Tian, 2018). Dari kedua penelitian tersebut memiliki 
kelemahan pada bagian hasil yaitu tingkat akurasi 
yang masih rendah. Penelitian yang dilakukan oleh 
Devika R, Sai Vaishnavi Avilala, dan V. 
Subramaniyaswamy pada metode KNN 
menghasilkan akurasi 87.78%, sedangkan penelitian 
pada metode Gradient Boosted Tree yang dilakukan 
oleh Peng Sheng, Li Chen, Jing Tian menghasilkan 
akurasi 86.42%. Sehingga kami melakukan 
perbaikan dan usulan terbaru dengan 
mengkombinasikan algoritma KNN dan Gradient 
Boosted Tree untuk menghasilkan tingkat akurasi 
yang tinggi. 
 
4. HASIL DAN PEMBAHASAN 
 
Pada penelitian ini menggunakan data 
penduduk desa yang diperoleh dari kantor 
kelurahan, sebagai berikut: 
a. Pendidikan: Tidak SD, SD, SLTP, SLTA, 
S1 
b. Luas Lantai: Kurang dari 13m2, Sama 
13m2, Lebih dari 13 m2 
c. Jenis Lantai: Keramik, Semen, Tanah 
d. Jenis Dinding: Bambu, Tembok 
e. Jenis Penerangan: Non PLN, PLN 
f. Bahan Bakar Masak: Kayu, Gas 
g. Sumber Air Minum : Sumur, Ledeng 
h. Jenis Jamban: Umum, Bersama, Sendiri 
i. Pendapatan: 0 sampai 1,5 juta, 1,5 sampai 3 
juta, lebih dari 3 juta 
j. Pekerjaan: Tidak Bekerja/Buruh, Petani, 
Pedagang, Wiraswasta, Pegawai 
k. Kemampuyan Membel Obat : Ya, Tidak 
l. Pakaian: Ya, Tidak 
m. Konsumsi: Ya, Tidak 
 
Hasil yang diperoleh dari perhitungan masing-
masing metode adalah sebagai berikut: 











41 8 83.67% 
Pred. Miskin 0 24 100% 
Class Recall 100% 75%   
 
Perhitungan dengan metode KNN diperoleh hasil 
akurasi sebesar 89.04%,  




Gambar 2. Hasil Perhitungan K-NN 










Pred. Tidak Miskin 41 5 89.13% 
Pred. Miskin 0 27 100% 
Class Recall 100% 84.38%   
 
Perhitungan dengan metode Gradient Boosted 
Trees diperoleh hasil akurasi sebesar 93.15%,  
 











Miskin 81 1 98.78% 
Pred. Miskin 1 26 96.30% 
Class Recall 98.78% 96.30%   
 
Perhitungan dengan kombinasi metode KNN dan 
Gradient Boosted Trees menghasilkan akurasi 
sebesar 98.17% 
 
Perbandingan persentase keakuratan dari metode K-
NN dan Gradient Boosted Trees dan metode 















x 100 = 89.04 % 
GBT =
41 + 27





x 100 = 93.15 % 
 
KNN + GBT =
81 + 26





x 100 = 98.17 % 
 
Tabel 4.Perbandingan Akurasi  
No Metode Akurasi 
1. K-NN 89.04% 
2.  Gradient Boosted Trees 93.15% 
3.  Kombinasi 






Berdasarkan dari hasil penelitian yang telah 
dilakukan dapat disimpulkan bahwa: 
1. Penelitian Kombinasi metode K-NN dan 
Gradient Boosted Trees dapat memperoleh 
hasil persentase akurasi yang lebih tinggi. 
Hasil perhitungan kombinasi K-NN dan 
Gradient Boosted Trees menunjukkan 
persentase akurasi yang lebih tinggi 
dibandingkan dengan perhitungan masing-
masing metode. Kombinasi ini 
menghasilkan akurasi sebesar 98.17%. 
2. Akurasi 98.17% menunjukkan bahwa 
kombinasi metode ini tepat digunakan 
dalam penentuan penerima bantuan sosial 
secara tepat sasaran. 
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