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Cold gas dynamic spray (CGDS) is a technique for the fast production of coating for solid-state 
material deposition. The CGDS particle deposition was numerically simulated by modelling the 
high-speed spherical particles impacts under various processing conditions on a flat substrate. The 
CGDS has processed several materials which have viable deposition capacities, such as metals, 
composite materials, polymers and ceramics, providing several possibilities for the processing of 
different properties. CGDS is a revolutionary method of cold spraying in rapidly developing 
industrial and scientific applications in the automotive, aerospace, biotechnology and fuel 
reforming (hydrogen separation) over the past years.  
A comprehensive review of current literature found that cold gas dynamic spray supplies 
deposition dynamics which traditional spraying techniques, such as high-velocity oxygen-fuel 
(HVOF), wire flame, plasma spraying and wire arc having high temperatures and phase properties 
changes, cannot achieve. The newly developed techniques of cold spray coating technology can 
easily solve these related limitations. Compared with other existing techniques, it is possible to 
deposit coatings at low temperatures, and by controlling various processing parameters. 
To investigate a cold gas dynamic spray (CGDS) deposition scheme, we propose four 
cardinal numerical analysis methods: Lagrangian, Smoothed Particles Hydrodynamic (SPH), 
Arbitrary Lagrangian-Eulerian (ALE), and Eulerian-Lagrangian Couplings (CEL). In some 
aspects of analysis procedure, model definition and description, boundary conditions, material 
model, mesh refinement and contact algorithm, the specifics are clarified for these four numerical 
approaches by simulating and analyzing the contact/impact problem at deformation zone using 
ductile materials. The study suggested that all the numerical methods tested could be used to 
analyze impact problems at deformation zones in CGDS deposition processes. The higher 
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computational efficiency of the Lagrangian approach and its ability to incorporate a complex 
material model into the simulation, nevertheless, makes it one of the most suitable numerical 
methods. However, the severe distortion of the mesh structure in the deformed area could result in 
non-convergence of simulation and inaccuracy of the calculated result, due to the numerical 
backslide effects. 
The CGDS deposition process simulation by the Lagrangian numerical method was 
evaluated using a systematic analysis of parameters such as preheating temperature, initial particle 
impact velocity, variation of coating/substrate combinations and friction coefficient. The findings 
of the simulation are coherent with the literature's experimental results using the numerical 
approach of the Lagrangian model. We also expanded our analysis to simulating multiple impact 
effects besides simulating a single particle impact problem. The restitution coefficient and 
compressive residual stress of deposited particles under different operating conditions were studied 
in an FCC-like model of particle arrangement inspired by the crystal structure. During different 
procedures, not only the deformed 3D models were studied, but also their distribution and 
evolution. Higher initial temperature and higher impact velocity of the particles are of great benefit 
to producing a denser CGDS coating. The broad and fast plastic deformation is the key explanation 
for the interfacial compressive residual stress between the particle and the substrate. For simulating 
surface erosion another simplified model was developed for multiple impacts. Severe surface 
erosion results from a high impact speed, high friction coefficient and a low particle impact angle. 
Additionally, Molecular dynamics (MD) simulation (with the emphasis on nanoparticle 
coating techniques) were used to study the interfacial plastic deformation mechanism, bonding 
mechanism, microstructural and topographical inter-relationships between processing parameters 
of the palladium-copper composite metal membrane (CMM). Pd and Cu were chosen for their 
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possible hydrogen separation technology applications.  The nanoparticles were deposited to the 
substrate surface with impact velocity ranging from 500 to 1500 m/s. The particle radius was 1 to 
5 nm and an angle of impact of 90 ° at room temperature of 300 K, to evaluate changes in 
deformation caused by effects of size. The deformation mechanisms study revealed that the 
particle and substrate interface is subject to the interfacial jet formation and adiabatic softening 
resulting in a uniform layering. However, shear instabilities at high impact speeds were confirmed 
by the evolution of von Mises shear strain, temperature evolution and plastic strain.  
The variation in the concentration of Pd and that of Cu caused the Pd front to migrate with much 
faster velocity than the Cu front, and the interfacial zone between Pd and Cu experiences 
asymmetric deformation. During the CGDS process, the region of the interface was subjected to 
complex and high stress, turning the perfect FCC-structures of Cu into a chaotic configuration, 
increasing the non-FCC-structures number over time. The particle/substrate deformation is an 
unsteady and dynamic process. The deformation during this process at the interfacial region is 
mainly due to preeminent shear strain rate and shear plastic deformation. It was also discovered 
that primary deformation mechanism related to initial force drop event in force-displacement 
curves of palladium cluster has been shown not to be a result of broken bonds. For this initial 
plastic deformation to occur, energetically stable and permanent, another deformation mechanism 
must be considered. Therefore, the hydrodynamic behaviour between the bonded atoms at this 
initial plastic deformation event resulted from the interaction of surface roughness at the interfacial 
zone, strong pressure effect from high-velocity impact, and the combination of locking due to 
Kelvin-Helmholtz instability and thermal effect (local fusion). In the Pd-Cu CMM interface, the 
increased interface bonding energy and interface shearing energy conveyed the compatibility and 
the connecting strength of Pd-Cu composite. The surface structure of the substrate material has 
viii 
 
also demonstrated a significant effect on the impacting cluster’s deposition and deformation phase. 
The binding process entails substantial plastic deformation of the interface with increasing 
temperature, which results in the contact pair complete interaction and removal of interstices. The 
interface of Pd-Cu CMM obtained from this study has excellent mechanical properties of about 
0.70, 0.87, 0.96, 1.06 GPa tensile strength at 300K, 450K, 550K and 650 K respectively, which is 
close to those from experiments.  
Nano-indentation test was also performed using the molecular dynamic (MD) approach on 
the cold gas dynamic sprayed thin film of palladium, vanadium, copper and niobium deposited on 
the vanadium substrate. The thermosetting control is applied with temperature variance from 300 
K to 700 K to study the mechanical characteristics of the selected CGDS thin films. The results 
showed that as the temperature decreases, the indentation load increases for loading and unloading 
processes. Also, the results demonstrate that the modulus of elasticity and thin-film hardness 
decreases in the order of Niobium, vanadium, copper and palladium as the temperature increases.  
We use computations of molecular dynamics to measure many molecular trajectories of H2 
and CH4 through dense nanoporous palladium membrane and thereby collect low statistical 
uncertainty projections of the gas transport rates using initial gas flux approximation method. Our 
simulations demonstrate that high porosity palladium membranes are permeable to both gasses (H2 
and CH4).  As the porosity decreases, the permeability of larger molecules greatly reduced, which 
contributes to an exclusion effect of molecular size for a range of porosity that can permit smaller 
molecules. We also found that external driving force greatly affects the hydrogen permeation 
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GLOSSARY OF TERMS 
Adatoms:    Surface atoms; atoms lying on the surface of crystals usually 
dislodged during coating. 
Adhesion: The tendency of dissimilar surfaces or particles or surfaces to 
attach to each other. 
Adiabatic shearing: Failure mechanisms which occur in materials especially metals 
which are highly deformed at a high loading rate 
Cohesion: The tendency of identical or similar surfaces/particles to attach 
to each other 
Cold spray deposition:  A process in which powder (material) are ejected from a target 
(metal or non-metal) through bombardment by high-velocity 
propellant gas within a De Laval nozzle. The ejected 
materials/particles are then deformed plastically on the surface 
of a solid (substrate). Cold spray occurs at supersonic velocity.   
Fragmentation: The method or operation of breaking into small pieces 
Interfacial vortices  The propagation of wave or a whirling mass or rotary motion in 
gas at the interfacial region during particle/ substrate impact. 
Fractals: These are complex structures, whose building units have the 
same statistical characteristics as the whole structure. A single 
dimension can be used to describe such structures.   
xviii 
 
Physical vapour deposition: Processes involving vaporisation/atomisation of a target 
material, and then deposition and condensation of the vaporised 
material onto the substrate in a vacuum.   
Chemical vapour deposition: Processes in which reactants in a gaseous state (precursors) react 
at high temperatures in a vacuum to form new species deposited 
onto a substrate as thin films. 
Permeability The mechanism of diffusion through a membrane or interface 
of molecules called the permeant. Many materials, including 
metals, ceramics and polymers can be used as a membrane for 
separating gases. 
Plastic deformation The irreversible distortion arising when a material is exposed 
to stresses that exceed its strength of yield that are 
compressive, tensile, bending or stretching 
Power spectral density:  A method of surface analysis, based on the strength/power of 
the roughness signals. It describes the lateral distribution of 
surface roughness.  
Residual stress: Are stresses that persist in a durable material following removal 
of the initial source of stress. This can be wanted or unwanted. 
It can be triggered by various mechanisms, including inelastic 
(plastic) deformations, phase changes (structural change) or 
thermal gradients. 
Substrate: The surface upon which the sputtered/ejected atoms condense to 
form a thin film/coating. 
xix 
 
Substrate temperature: This is the temperature at which the substrate material is 
maintained. The substrate holder of sputtering is usually 
connected to heating elements, through which the substrate can 
be heated.  
Surface roughness: A measurement for the distribution and growth of surface 
structures during a film’s deposition.  
Target: The source of the atoms or coating material 
Thin-film: A coating/layer of material less than 1 μm.  
Thick film: A coating/layer of material more than 1 μm.  
Topography: The arrangement (random) or occurrence of features on the 
surface of films. 
Topology:  Involves the study of geometrical properties and spatial 
interactions of surfaces features. These properties are not 
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CHAPTER 1: INTRODUCTION 
1.1  BACKGROUND 
 Cold gas dynamic spraying (CGDS) is a modern additive manufacturing approach and a 
promising technique in the field of materials processing which recently has been implemented for 
several industrial applications. The CGDS is mainly a powder deposition process, which uses the 
ability to self-consolidate the solid particles which bond together at their solid-state. Such strong 
bonding self-consolidation ability resulted from a high-velocity (supersonic-velocity) impact. 
Thurston developed this technique at the beginning of the twentieth century [1]. Afterwards, a 
pressurized or a blast gas was used to accelerate the metal powders up to a maximum speed 
approximately 300 m/s and then create a deposit via a high-velocity collision with a substrate. In 
the 1950s, the modern Rocheville technology with the gas flow across the De-Laval nozzle has 
been an important breakthrough which, at that time, allowed the speeds to be higher than those of 
methodologies at that time and created a consistent thin coating. The cold gas dynamic spray 
process phenomenological behaviour was studied by the Russian Academy, Institute of Applied 
and Theoretical Mechanics further in the eighties [1,2]. Their discoveries resulted in the 
development of novel patents of cold gas-dynamic spraying devices and experimental processes 
for the production of cold gas dynamic sprays which eventually resulted in reliable additive 
manufacturing processes. While several viability studies show the feasibility of cold gas dynamic 
spray, deposit development and bonding mechanisms are continuously being studied to extend the 
materials concerned. 
Two phases, including particle/substrate adhesion and the deposit growth, rules the deposition 
process during the CGDS. The distinct phenomena of bonding mechanisms characterized every 
phase. Interparticle cohesion is recommended for ductile materials e.g. metals in terms of deposit 
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growth due to plastic deformation. The cohesive effect of interfaces is considered to occur through 
atomic interactions, because of intimate metallurgical interaction during the transformation of the 
phase, while the interfacial zone is subjected to high impact collision and experiences an extreme 
plastic deformation rate [3–5]. By comparison, it was also possible to recognize the self-
compaction, fragmentation and the final deposit consolidation due to the interlocking and stacking 
of fragments, particularly for non-ductile materials e.g. ceramics. The buildup of coating for 
various oxides has been successfully obtained [6–9]. 
Researchers have demonstrated numerical analysis and experimental findings of the 
bonding mechanisms, which primarily occur by mechanical anchoring, metallurgical bonding, 
interfacial mixing or mechanical locking, in literature for CGDS. Metallurgical bonding is possible 
because of a dynamic recrystallization phenomenon [10], a hyper-quenching phenomenon caused 
by a substantially large plastic strain (adiabatic shearing) in the interface of interfacial confinement 
and the formation of an amorphous middle layer covering intermetallic region [11]. Mechanical 
anchoring is instigated by the slight indentation on the substrate by the particles, which ensures 
that the particles are anchored, and which is primarily seen in combinations of the metallic 
component with the substrates made of ceramic [12–14]. Mechanical interlocking means 
particle/substrate integration as a result of in-depth penetration of particle into the substrates 
combinations as follow: metal/metal [15], ceramic/metal [16], oxide/polymer [17] and 
metal/polymer [18]. In the case of mechanical particle deformation within a geometrical 
imperfection of the substrate surface, the concept of inter-locking can also be applied [19,20]. This 
is also an understanding of the material consistency through the surface, produced during the soft 
particle deposition on a hard substrate. Instances of these occurrences are soft polymer/metal 
[21,22], metal/ceramic [14] and metal/polymer [19,20,23,24]. The adhesion mechanism also 
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regulates the production of interfacial vortices during interfacial mixing which permits the 
intermix of particles and substrate across the interface  [20,25,26]  
Since a broad range of new and progressive materials can be deposited with CGDS, 
academics and industry are increasingly interested in CGDS technology. The CGDS approach 
provides different functional features for several obtainable industrial applications and significant 
progress is also anticipated in the coming decades. Several deposits of material can now be 
achieved [27,28]. They can be categorized according to their deposition technique and materials 
type. This comprises three distinct categories, i.e. (1) single material deposits, (2) a mixture of 
different particles, composite-based deposits and (3) a nanomaterials deposit (i.e. a deposit creating 
nanosized characteristics). Also, the adhesion mechanisms versatility of the CGDS method 
suggests an additional category of the deposit as material hybridization among particles and 
substrates. The specific form of deposit also takes into account the possibility of hybridization and 
is called "hybrid particle/substrate assembly." Until now, the later cases contain the following: 
cermet/metal [29–33], ceramic/metal  [16,34,35], metal/ceramic [12–14], polymer/metal [22,36], 
metal/PMCs [19,20,24], metal/polymer [19][21,37], oxide/polymer [17,34] and oxide/ceramic 
[38]. 
 
 Composite-based deposits  
Today, cold gas dynamic spray technology covers the development of composites which 
allows a wider functionalization of the surfaces. The material-combination versatility of CGDS 
provides substantial multifunctional performance options including improved thermal 
conductivity and good creep resistance, augmented fatigue strength and suitable wear behaviour, 
high electrical and mechanical conductivity, resistance to corrosion at elevated temperature etc. 
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uniting several performances of mechanical, magnetic, thermal, electrical and chemical properties 
contingent on particular applications. These efficiencies are primarily realized with composite 
metal matrix (CMMs) for coating and surface technology. The CGDS approach encourages 
material stability in-contradiction of other coating methods. The low-temperature deposition 
increases the potential to combine numerous materials without thermal effects (residual stress), 
because of incompatibilities in thermal expansion coefficient (CTE). 
A lot of metal alloys are available as suitable matrix materials due to the good processing 
of metals with cold gas dynamic spraying. Moreover, metals cover a broad range of functional 
properties for the CMMs conferring the particular composite property to be used as the constitutive 
step (Table 1.1). Silver, aluminium and copper coatings typically are used to produce highly 
effective conducting devices, which are an example of the typical developments in the electrical 
conduction and thermal dissipation (Figure 1.1). CMMs cold gas dynamic sprayed complex 
deposits can also offer various anti-corrosive characteristics. For instance, to avoid a deterioration 
of the chemically relevant surface of ferrous alloys such as magnesium alloys and aluminium 
alloys in the standard environment, oxide-based coating, stainless steel, aluminium and zinc are 
used (Figure 1.2). Another important example of an extremely valuable anti-corrosive property is 
the resistance to deterioration and oxidation under harsh environments (high temperatures and 
highly violent media). The ability to provide greater longevity due to their elevated mechanical 
strength combined with their outstanding creep at high temperatures, super-alloy-based coatings 
are suited for this functionality. Aircraft, automobile and power engineering applications (Figure 
1.3 and Figure 1.4) are functional where these compounds can be used to cover diesel engines, 
aircraft engines, turbine engines in the combustion chamber. The efficient multifunctional coating 
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for that purpose is represented by cold gas dynamic sprayed nickel or titanium alloys deposits 
(Figure 1.5). 
For many material combinations, the CGDS process has been explored. The cold gas 
dynamic sprayed CMMs include several mixture potentials through metal/metal, metal/ceramic, 
metal/nitride, metal/carbide, metal/oxide and metal/polymer. The hard material reinforcement that 
promotes wear resistance is typically the ceramic, nitride, oxide and carbide form. These can also 
be ideal to meet the longest reliability demand for different applications (combustion chamber, 
turbine blades of high temperature, spacecraft shielding, grinding tools and cutting tools) with high 
hardness and good resistance at high temperature. For such applications, composite coatings 
through CGDS ceramic/metal (cermets) are developed. 
Throughout recent technical advances, light-weighting and sustainability have gained 
significance. It is important to establish optimized efficiency. Weight lightness combined with 
structural longevity in thermomechanical loading is a typical innovation. A good combination of 
low thermal sensitivity, low density and high strength or both low coefficient of expansion and 
high thermal conductivity is needed for many different applications. A miracle work shows 
possible material combinations and reinforcements of CMMs [39]. The example demonstrates the 
selectivity of light and sustainable structures. The Ti, Mg, Be and Al alloys will comply with the 
previous functionality between metals (Figure 1.4).  
In comparison with widely used ceramics (SiC and Al2O3), Diamond has the highest levels 
of performance. However, notice that mainly SiC is reinforced in the reported CMMs (Al-CMMs, 
Mg-CMMs and Ti-CMMs). The production of cold gas dynamic spray covers such CMMs and 




Application to the manufacture of Hydroxyapatite (HA)-based composite coating used for 
medical applications was recently applied to CGDS. The literature includes a variety of instances 
such as HA/PEEK and HA/Ti, which have been suggested as an effective bio-compatibility feature 
for implants. They permit bioactivity to be improved and implant consolidated in bones [41,42]. 
Becoming a very desirable production method, since harm is caused by the high-temperature 
processing to the development of titanium oxide and deteriorates the bioactivity of hydroxyapatite. 
 








Functional properties of 
CGDS deposits 
 


















































































































































Energetic materials   
√ 




    
√ 
Energetic, Energy generation 
industry 
Photocatalytic performance √          √     √ Energy generation industry 





      
√ 








 √ Electronic, electric contact, 
energetic, aerospace 





        
√ 
     
√ 
Biomedical (orthopaedic implants 
and dental) 
Bulk material √  √             √ Variety of industrial sectors 
Restoration              √  √ Defence, petrochemical, aerospace 
7 
 
Specific bonding layer      √ √         √ Variety of industrial sectors 
Anti-friction (sliding 
components) 
     
√ 
        
√ 
   
√ 
Automobile, civil engineering, naval, 
aerospace 
Abrasive √    √    √       √ Variety of industrial sectors 
Wear-resistant  
√ 














 √ Automobile, machining, decoration, 
aerospace 
High specific strength √         √  √  √ √ √ Variety of industrial sectors 
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Electric contact applications, 
aerospace, naval 














√ Aerospace, defence, oil industry, 
energy, automobile, petrochemical, 
electronics (Figure 1.6) Corrosion-resistant  
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 (a)      (b) 
Figure 1.1. CGDS coating of (a) electronic heat sinks [43,44] (b) a food processor machine 












(a)            (b) 




(a)             (b) 
Figure 3.3. The automotive industry CGDS of (a) printing rolls copper coating (b) specifically 





 Figure 4.4. A repair of damaged body-in-white by a surface embossment using CGDS [44] 
 
 
(a)              (b) 
Figure 5.5. (a): Cold forming of coil components (in-house product) for high magnet field 










(a)                (b) 
Figure 6.6. Application of CGDS for the development of (a) DBC substrate (b) heat dissipators 
of electronic devices in power electronics technology [43,44] 
 
 Nanomaterial CMM-based deposits 
The cold gas dynamic spray has been modernized by advances in nanomaterial deposits. 
There has been a tremendous effort. The current state has already included the CGDS approach in 
three main categories (Table 1.2), namely, nanostructured coatings, which use increased properties 
with nanocrystalline powders, highly effective nano-sized CMMs and nanoporous coatings. 
Nanocrystalline metals are known to have improved mechanical properties due to their ultra-fine 
grains in the nanometer range. Deposition of cold sprays encourages the preservation of primary 
properties of powder from the nanocrystalline structure, resulting in better wear resistance, fatigue 
and hardness of coatings [29,47–52] compared to the structure in microcrystalline. Also, 
energetically enhanced reactivity or stable resistance to oxidation in high temperatures are other 
advantages of nanocrystalline deposits [53–55]. 
Nanosized materials have been especially involved in producing very effective CMMs or 
special nanoporous structured functions [40,53,56]. Nanosized materials are particularly 
11 
 
significant. Reinforced CMMs carbon nanotubes (CNT) allow better durability and a substantial 
thermal conductivity increase, through a three-fold high efficiency of the CNTs, that is, the 
uncommonly high thermal conductivity of 3000 Wm−1 K−1, stiffness (approximately 1 TPa) and 
tensile strength (approximately 63 Gpa), and low thermal expansion at low temperatures (below 
500 K, approximately 0.5 10−6 K−1), as for the higher ones (at 1600 K,  approximately 4 10−6 K−1) 
[57–59]. CNTs-based CMMs are produced as possible materials for suitable thermal management 
in components of electronic equipment. A usually anticipated change is a significant decrease in 
thermomechanical residual stresses that create better mechanical behaviour. CNTs are thought to 
facilitate a combined effect with excellent mechanical characteristics and thermal stability for 
tribological applications. Such accomplishments were accomplished by Cold gas dynamic sprayed 
CNT/Al CMMs and CNT/Cu [57–59]. The nanodiamond (ND) process is the most difficult in 
CGDS literature compared with CNTs [40]. However, a hardness increase is obtained with 
Nanosized WC Particles for Cold gas dynamic sprayed WC-Co deposits [60], Sn, TiO2/PET, SS 
[9], PMMA, Al, Cu, TiO2/SS, PET [34], TiO2/Si, Al2O3, Sn, Al2O3 [38], Al2O3/Al2O3 [9], 
have been found effective for coating various thin layer (micrometric or nanometric) of the 
substrates. Notice that such deposition under some conditions is performed at moderate pressure. 
Cold gas dynamic spraying is also a promising way to develop nanoporous architecture. 
This goal is to create a new theme that emphasizes productivity and tangible outcomes. There are 
industrial applications in the nanoporous architectures. Due to their capacity to produce High 
efficiency of energy production and effectiveness of high treatment purification, it is 
proposed that photocatalytic and photovoltaic performance be increased [56,61,62]. Nanoporous 
architecture is also explored in further applications for improving electrical resistivity [63] or 
improving osteointegration of the operating implants, where transparent nanopores coatings 
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improve significantly the interactions between biological fluids, implant surfaces, tissues and cells 
[64]. 
 
Table 1.2: Nanomaterial deposits developed by CGDS deposition. 
Deposits Material Improved properties Reference 
Nanoporous 
architecture 
TiO2 Electrical resistivity development [63] 
TiN Effectiveness of high treatment purification [56] 




WC-Co Effective improvement in hardness [60] 
ND/Al Strong light-weighting and highest hardness 
increase 
[40] 







WC-Co Effective improvement in hardness [29] 
NiCrAlY Stable high-temperature oxidation resistance [55] 
Ni Effective improvement in hardness [52] 
Cu Wear resistance improvement [51] 
AlxNiy Faster and higher reactivity [53] 
Al-Mg Effective improvement in hardness [66] 
Al Effective improvement in hardness [48] 








 Palladium CMM-based membrane 
Since the early days of research in the field of specific applications such as 
dehydrogenation reactions and methane Steam Reforming, the production of composite 
membranes for hydrogen separations has received tremendous attention [67–69]. In the last 
decade, in line with the increasing demand of industries on carbon capture and hydrogen economy 
at power generation plants, focus in composite membrane production grew. A significant example 
is the CO2 Capture Project (CCP), funded by seven major power companies [70]. More relevant 
research projects are now co-funded as carbon-capture R&D initiatives in both the US (Department 
of Energy/National Energy Development Laboratory [71] and Europe [72]. 
Most of these projects include creating a dense layer of composite membranes that are 
coated on less expensive porous support materials with various methods for extracting/separating 
hydrogen. 
However, the production of composites membranes presents difficult problems, such as the 
minimization of defects in the deposited substrate and the preservation of mechanical and chemical 
stability under operating conditions. To prevent the support and deposited layer inter-diffusion and 
reduce poisoning and surface fouling, chemical stability is important. The mechanical stability of 
the deposited layer and the support is also important to reduce the stresses caused by the various 
thermal expansion coefficients. Finally, their target stability and efficiency should also be 
measured based on the particular application when assessing the possible advantages of composite 
membranes. H2 purity, for example, should be projected to reach 99.999% for fuel cells, whereas 
less pure hydrogen around 93.5% is appropriate for other applications, such as gas turbines and/or 




Table 1.3: Hydrogen separation main membrane typology 
Type of membrane Temperature (°C)  
 
 
Increasing H2 permeability 
 
Composite metallics 
(FCC/BCC/FCC- sandwich structure) 
300–400 
Pd–Au, Pd–Cu, Pd–Ag (Pd and Pd alloys) 300–600 
Mixed conductors 
(cermets, dual-phase ceramics, ceramics) 
750–950 
 
Palladium membranes and composite palladium have been studied widely over the last 20 
years in applications of hydrogen separation/purification in membrane reactors [74–77][78]. Study 
efforts were aimed at collecting thin film deposits, using many techniques, of cheaper materials, 
such as Metals and Ceramics [79], electroplating [80], electroless plating [81,82], chemical vapour 
deposition [83,84] and sputtering [85,86]. However, the importance of magnetron sputtering and 
electroless plating has steadily increased as a result of manufacturing processes scaling up and 
many projects are currently running for prototype applications  [71]. 
 
1.2 THE PROBLEM STATEMENT  
  Hydrogen is considered an excellent energy carrier because of its high enthalpy of 
combustion with less environmental impact. Hydrogen fuel can be directly used in cars, ships, 
aircraft, spacecraft engines and other transportation equipment. Although there are many problems 
to be resolved for implementation of hydrogen technology, it is generally believed that hydrogen 
will become a key energy carrier in this century as part of Fourth Industrial Revolution (4IR) [87]. 
Until sufficient quantities of hydrogen can be derived from renewable energy sources, it will have 
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to come from hydrogen separation using existing fuels [88] (e.g. gasoline, diesel, natural gas, and 
other synthetic fuels) as the feedstock. Hydrogen separation units can generate highly purified 
(99.99%) hydrogen from the feedstock of gas mixtures; however, a certain amount of CO and other 
chemicals will make it into the hydrogen stream and cause catalyst failure on the fuel cell electrode. 
This significantly deteriorates the activity of the catalyst layer (in particular, for proton exchange 
membrane fuel cell (PEMFC). This deterioration greatly reduces the efficiency of power 
generation and the life cycle of the fuel cells. Overcoming this obstacle is necessary for the wider 
use of highly efficient fuel cells [89]. 
The goal of this research is to develop an innovative Composite Metal Membrane (CMM) 
that cannot only achieve extremely high flux and selectivity of hydrogen separation but achieve a 
long service life goal set by the U.S Department of Energy (DOE) [90]. The new deposition 
technology called Cold Gas Dynamic Spray (CGDS) will be used to develop this new type of 
membrane. The proposed new membrane will not only eliminate the hydrogen embrittlement but 
also avoid the difficulty of forming a durable defect-free, ultra-thin palladium film on the substrate 
surface. The layer on the surface of the proposed CMM is a unique three-dimensional (3D) 
structure of palladium (Pd) nanoparticles that are particularly embedded in the low-cost copper 
substrate by using Cold Gas Dynamic Spray (CGDS) technique. The proposed CMM design (Pd 
nanoparticles deposited as hydrogen transport channels) will exhibit superior reliability and can 
be produced with low-cost, scalable processes than the conventional ultrathin film membrane. This 
can have a significant impact on the development of hydrogen separation technology, particularly 
for low-cost fuel cell power generation applications. A new theoretical analysis of hydrogen 
exchange mechanism in CMM will be developed by using Abaqus/Explicit and Molecular 





To improve the pureness of hydrogen, consideration is given to the separation membrane as 
the ultimate and effective technologies. This includes dense metal membranes, ion conductive 
membranes, and microfiltration membranes [91]. Of these options, dense metal membranes 
produce the purest stream of hydrogen [92,93]. Among pure metal membranes, palladium is the 
best candidate since it has excellent hydrogen dissociation capabilities and sufficiently highly 
hydrogen diffusivity [94–96]. The membranes from palladium and palladium alloys were the 
subjects of past research [92,97–100]. Particularly, Palladium (Pd)-based membrane has been 
chosen for its potential use in the hydrogen separation technology due to almost complete 
hydrogen selection (ideally 100%)[101], strong mechanical resistance and high thermal stability. 
Also, these membranes can be used in a multifunctional membrane reactor [102–104], which allow 
both the chemical reaction for the production of hydrogen and the purification phase to be 
combined in one device. To achieve better properties of palladium thin films for various 
applications, we adopted a promising and novel process: The cold gas dynamic spray (CGDS) 
technique under low deposition temperatures.    
This thesis will provide new manufacturing approach through numerical simulation of 
hydrogen separation Composite Metal Membrane, using the micron size of catalytic particle 
embedded on the substrate. Those catalytic particles could act as a diffusion channel passing 
through oxidation layer and let hydrogen atom diffuse into the substrate. The advantages of this 
type of membrane are (1) high combined strength for the substrate and the metal catalytic particle 
since the particles are embedded in the substrate and (2) metal catalytic particles scattered on the 
surface of substrate, which eliminate the effect of different thermal expansion coefficient for 
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different materials. The finite element analysis (FEA) will be conducted for catalytic particle 
impact and modelling of coating build-up of metal membrane composite. The atomic-level 
mechanism by which hydrogen flows in and out of the membrane with the scattered Pd particles 
on its surface remains unclear. In order to have a better understanding of this mechanism, extensive 
Molecular Dynamics (MD) simulations will be performed to gain detailed information of the 
atomic level dynamics during hydrogen adsorption, dissociation, diffusion, association, and 
desorption processes across the membrane. Molecular dynamics numerical modelling and 
simulation of nanoparticle coating and bonding mechanism on the substrate in the cold gas 
dynamic spray process will also be examined. 
 
1.4 HYPOTHESIS  
The quality of palladium thin films can be improved if the deposition conditions are controlled. 
Palladium nanoparticles deposited as hydrogen transport channels and manufacturing method 
(CGDS) will be a viable technology for producing a more robust hydrogen separation membrane 
with superior performance and reliability than the conventional ultrathin film membrane. This can 
have a significant impact on the development of hydrogen separation technology, particularly for 
low-cost fuel cell power generation applications. This work aims to study the deposition of 
palladium films on metallic substrates at various cold gas dynamic spray process parameters (i.e. 
temperature, friction coefficient, surface geometries, materials combination, particle orientation 
and size) through numerical simulation, and to characterise their properties with the objective of 
understanding and improving the membrane film-growth for hydrogen separation. 
By metal lattice structure theory, a new theoretical analysis of hydrogen exchange mechanisms 
in the composite metal membrane will be developed and further validated using molecular 
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dynamics simulation (MD). MD analysis will be used to simulate the hydrogen molecules transport 
in the three-dimensional micro- and nano-structure of the CMM surface. Also, the decomposition 
of hydrogen atoms through the catalytic material and their transport into the substrate material will 
be simulated. This will lead to a greater understanding of the fundamental hydrogen atom transfer 
process on hydrogen separation membranes and the governing parameters for optimization. It is 
expected that cold gas dynamic spray at the low-temperature range will produce higher quality and 
defect-free palladium films. It is also expected that the molecular dynamics analyses deployed will 
provide a comprehensive understanding of the deformation, bonding mechanism and growth of 
palladium thin films during CGDS, as well as their evolution with different processing parameters.   
 
1.5 SCOPE AND OBJECTIVES OF THE STUDY 
1.5.1 Scope of work  
This cold gas dynamic spray project is based on a very close collaboration between the 
University of Johannesburg (UJ), Council for Scientific and Industrial Research (CSIR) and 
Hydrogen South Africa (HySA). This project focuses on the development of an innovative 
composite metal membrane through cold gas spray coating process and its numerical simulation, 
combining experimental and modelling competences. This project is still ongoing. The primary 
work of the UJ side is numerical simulation of cold gas dynamic spray particle deposition process, 
which is the work I performed in this thesis. 
1.5.2 Objectives 
This research work aimed to model, investigate and understand the deformation behaviours of 
particles coatings deposited on various substrates during normal and oblique impacts for single 
and multiple depositions through Cold Gas Dynamic Spray (CGDS) technique using finite element 
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analysis (FEA) and molecular dynamics (MD) approach. The research aim will be achieved 
through the following objectives:  
i. To review the present knowledge of the properties, processes and technologies of cold gas 
dynamic spray. 
ii. To simulate particle impact and modelling of coating build-up of metal membrane 
composite using Abaqus/Explicit simulation 
iii. To examine the effects of key process parameters (i.e., temperature, friction coefficient, 
surface geometries, materials combination, particle orientation and size) on the impact 
velocity and bonding strength of the cold gas dynamic sprayed coating 
iv. To carry out molecular dynamics numerical modelling and simulation of nanoparticle 
coating and bonding mechanism on the substrate in the CGDS process 
v. To develop molecular dynamics modelling and simulation of hydrogen transport and 
separation process through the membrane 
 
1.6  THESIS OUTLINE 
This thesis is presented in an article format with four chapters. Chapter 1 consists of the 
introduction, in which the general introduction to the research has been presented. The background 
information on the process and materials, in addition to cold gas dynamic spray, are logically 
described. The problem statement, motivation, aim, and objectives of this research are captured in 
this chapter.  
Chapter 2 presents all the peer-reviewed published articles and submitted manuscripts to 
ISI/Scopus-indexed and DHE-accredited journals. There were Eight journal manuscripts prepared 
and submitted for journal review from this research. Article I, presented in section 2.2, provides a 
20 
 
comparative review of the present knowledge of the properties, processes and technologies of cold 
gas dynamic spray. An extensive exploit of the literature data on the latest development of cold 
gas dynamic spray system, process parameter and principles description, coating formation and 
deposit development, industrial prospective and applications of CGDS in future research are 
presented. In article II, we simulate the process of cold spraying deposition using four numerical 
methods to model the effect of the spherical particle on the substrate. In this paper, the purpose of 
each numerical method is to explore the feasibility and efficiency of its high-speed effect problem-
solving. In the last section of Article II, the potential of each numerical approach is summarized 
The principal purpose of Article III, IV and V are to understand the mechanism of deformation 
and bonding between particles and substrate. Successful bonding is focused on many main 
parameters and their effects on the interaction of particles and substrates are studied using single 
and multiple impact models. The multi-particle impact is simulated by computational approaches 
of molecular dynamics (MD) based on the simulation findings for single-particle effects. This is 
the first move to simulate the phase of coating formation. The other three articles present the results 
of the molecular dynamics simulation of palladium membrane impact on a copper substrate, 
mechanical properties of the CGDS thin films and gas separation through nanoporous palladium 
membrane. In each article, the respective methods, data analyses and discussions of the numerical 
simulation results are detailed.       
In Chapter 3, the articles submitted, presented and published/submitted in peer-reviewed/and 
Scopus-indexed conferences are presented. From this research, three conference articles were 
prepared, presented and published; and are presented in sections 3.2 to 3.4. These articles contain 
the literature, simulations, data and analyses, and present useful conclusions to the overall 
objectives of this thesis.  
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CHAPTER 2: ISI-LISTED PUBLISHED JOURNAL ARTICLES AND 
SUBMITTED MANUSCRIPTS 
 
2.1. INTRODUCTION  
In this chapter, all the published and submitted manuscripts to ISI-listed and DHET-accredited 
journals have been appended. Each of the articles conforms to the specific journal formatting and 
requirements; and they are presented here, as published, or as submitted in the respective journals. 
A summary is provided at the beginning of each article.  
 The author of this thesis is the first and main contributor of all the articles attached in this 
section. The author undertook the entire literature survey, the simulations, the analyses; and he 















2.2. ARTICLE I 
 
A Comparative Review on Cold Gas Dynamic Spraying Processes and 
Technologies 
Published in Manufacturing Review, Volume 6, 25 November 2019, Pages 1-20  
DOI: https://doi.org/10.1051/mfreview/2019023  
 
In this article, a detailed review of the latest advances in the numerical and experimental 
deposition analysis of cold gas dynamic spray processes was presented. The system of CGDS, the 
formation of coating and growth development, the process parameters description and principle 
are discussed in detail. The future perspective of cold gas dynamic spray and a wide collection of 
industrial applications are extensively presented. The CGDS concept was described in terms of 
low-pressure cold spray, high-pressure cold spray and cold spray technology variants (kinetic 
metallization, Pulsed gas dynamic Spraying, Vacuum cold spraying, Aerosol deposition method) 
to aid its capabilities. The microstructure of the coatings (on which all the other properties depend) 
were found to be influenced by various factors, including the method of deposition, the process 
parameters, the substrate type and the post-deposition treatments.  
              Based on the published results, the mechanism among the CGDS system, coating 
formation mechanism and the development of coating deposit were discussed. Additionally, the 
data on particles’ properties, morphology, topology, particle critical velocity and impact velocity, 
propellant gas characteristics in term of type, pressure and temperature, porosity, texture and the 
textural effects were reviewed and synthesized; and a schematic understanding was also presented.  
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By providing a detailed review of the properties and characteristics of the particle deposited via 
physical deposition methods, including CGDS, new research questions and gaps for future 
directions were identified. The article also gave insights into the range of parameters for the cold 
gas dynamic spray of micro and nanoparticle deposition. The substrate surface roughness, 
substrate preheating temperature and the type of substrate were identified as the most influential 
parameters for the preparation of coatings via cold gas dynamic spray. It was established that cold 
gas dynamic spray applications efficiency solely depends on the particle thermal kinetics, impact 
process parameters, deposition efficiency optimization and structural changes prediction that 
determine the deposit final properties. These were the reasons which informed the objectives of 
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Abstract. Cold gas dynamic spraying (CGDS) is a relatively new technology of cold spraying techniques that 
uses converging-diverging (De Laval) nozzle to accelerate different solid powders at a supersonic velocity towards 
a substrate where it plastically deforms on the substrate. This deformation results in adhesion to the surface. 
Several materials with viable deposition capability have been processed through cold spraying, including 
metals, ceramics, composite materials, and polymers, thereby creating a wide range of opportunities towards 
harnessing various properties. CGDS is one of the innovative cold spraying processes with fast-growing 
scientific interests and industrial applications in the field of aerospace, automotive and biotechnology, over the 
past years. Cold gas spraying with a wide range of materials offers corrosion protection and results in increases 
in mechanical durability and wear resistance. It creates components with different thermal and electrical 
conductivities than that substrates would yield, or produces coatings on the substrate components as thermal 
insulators and high fatigue-strength coatings, and for clearance control, restoration and repairing, or prostheses 
with improved wear, and produces components with attractive appearances. This review extensively exploits 
the latest developments in the experimental analysis of CGDS processes. Cold gas dynamic spraying system, 
coating formation and deposit development, description of process parameter and principles, are summarized. 
Industrial applications and prospectives of CGDS in future research are also commented.
Keywords: Cold gas dynamic spraying / spraying parameters / deformatiom mechanism / CGDS applications1 Introduction
Cold gas dynamic spraying (CGDS), is one of the
embracing powder deposition spraying processes. This
technology was introduced in Russia by the institute for
theoretical and applied Mechanics in 1980s [1]. They
discovered experimentally that the cold gas spraying
process could be termed ‘additive manufacturing’ techni-
ques. Before this time, Thurston patented on August 12,
1902, a method for gas under high pressure at a velocity of
300m/s to accelerate metallic powder and subsequently,
the deposit was achieved by a high-speed collision on the
base material. Major innovative development began In the
1950s by Rochevill, using a gas flow at a velocity higher
than those obtained with the existingmethods at that time.
The flow of gas through a nozzle called the De Laval Nozzle
produces a uniform thin coating [1–3].
Several materials like metals, metallic alloys, composite
materials and polymer were successfully deposited onto a
substrate material by the Russians, and they attained aoyinbo@uj.ac.za
penAccess article distributed under the terms of the CreativeCom
which permits unrestricted use, distribution, and reproductionvery high coating deposition rate by the cold gas process.
The number of industrial applications for cold spraying has
been growing worldwide in the field of aerospace, energy,
automobile, biotechnology and military. CGDS is a cold
spraying technique for obtaining solid-state surface
coating. The deposition during CGDS can be summarised
into themolecular attraction between the surface deposit of
the particles and the substrates and in-built deposit
growth. A high speed ranging from 500 to 1500 ms1 [4]
carrier gas accelerates finely divided powder particles
(1–50mm) through converging-diverging De Laval Nozzle.
At a supersonic velocity, particles impact and plastically
deform on the substrate. The deformation process results in
adhesion to the surface [5–10].
Studying of relevant literature has shown that CGDS
provides the deposition dynamics that could not be
achieved literally by conventional spraying techniques
such as plasma spray, wire arc, high-velocity oxy-fuel
(HVOF) and wire flame which associate with phase
properties changes and high temperatures. These associat-
ed limitations can easily be overcome by newly developed
technology namely cold spraying coating technology
[1,11–13]. Cold spraying processes offers several advantagesmonsAttribution License (https://creativecommons.org/licenses/by/4.0),
in any medium, provided the original work is properly cited.
Fig. 1. Fundamental concept of low-pressure pressure cold
spraying (LPCS) [19].
2 S.T. Oyinbo and T.-C. Jen: Manufacturing Rev. Vol, No (2019)both in the processing itself and in the deposition
result. Such advantages are: ability to protect materials
against corrosion, increase wear resistance and mechanical
durability, create components with different thermal and
electrical conductivities than substrate would yield, or
producing coatings on the substrate components as
thermal insulators, high fatigue strength coating, prohibit-
ing creep in an environment with high temperature,
clearance control, restoration and repair, prostheses with
improved wear, and produce components with attractive
appearance [14–17]. These make cold spraying processes
industrially commercialized because of its wide range of
applications in aerospace- repair of solid rocket boosters
space shuttle, aircraft industry, gas turbine, petrochemicals,
electronics, bioengineering, casting, oil and gas, automotive
industry, etc. [17].
Several deposition parameters have been investigated
to obtain a wide range of deposits of powder particles.
Therefore, it is necessary to gather a comprehensive
database with the overall processing conditions. This study
focuses on the review of those existing numerical and
experimental deposition processes. It includes in the next
section the concept of cold spraying (Sect. 2), and then
Section 3 addresses the technology involved in the CGDS
system, coating formation and deposit development.
Afterwards, Section 4 addresses thoroughly the various
process parameters of CGDS. Recent CGDS applications
are also reported in Section 5. Conclusion and prospective
future advancement are outlined in Section 6.2 Conceptualization of cold spraying
Presently, cold spraying is categorized into two types based
on the method of powder injection into the nozzle throat
namely low-pressure cold spraying (LPCS) and high-
pressure cold spraying (HPCS). Low-pressure cold spray-
ing injected powder particles by the help of accelerated
propellant gas at low pressure. LPCS system uses relatively
low pressure ranging from 5 to 10 bars and pre-heated
temperature of up to 50 °C of nitrogen, helium or free
available air as a propellant gas, then forced through a
nozzle. The pre-heated gas accelerates at a speed between
300m/s and 60m/s. Figure 1 shows the LPCS system in
which the solid powder particles radially introduced fromthe system powder feeder downward and accelerated
through the nozzle toward the base material (substrate) by
venture effect [13,19,26,]. The pressure is kept constant
below the atmospheric pressure within the nozzle. This can
only be achieved if the equation Ai/At≥ 1.3P0+ 0.8 [18] is
satisfied, where Ai (m
2) is the c nozzle cross-sectional area
at the entrance, At (m
2), nozzle throat cross-sectional area
andP0 (MPa) is the nozzle inlet gas pressure. LPCS is more
flexible, portable and experience a significant reduction in
spraying cost than HPCS system which uses a high-
pressure delivery system. on the contrary, LPCS method
can only attain deposition efficiency below 50%. The
Service life of the LPCS nozzle is longer because powder
particles only pass through the supersonic area of the
nozzle thereby reducing the wear of the wall of the nozzle.
The high-pressure cold spraying (HPCS) forced powder
particles with either air, nitrogen (N2) or helium (He) as
propellant gas through a De-Lavar nozzle at high pressure
25 to 30 bar and pre-heating temperature as high as
1000 °C. The heated gas accelerates to a supersonic region
of about 1200m/s at the same time reducing its
temperature. As shown in Figure 2, at the pre-chamber
zone, the propellant gas mixes with the powder particles
and forces into the gas stream axially. The powder particles
accelerate at 600 to 1200m/s strikes the surface of the
substrate with enough energy (kinetic) to induce metallur-
gical and/or mechanical adhesion. The HPCS system
efficiency is more than that of LPCS and is up to 90% [18].
LPCS system and HPCS system discussed above have
some limitations. LPCS with simpler equipment has
relatively low exit Mach number (usually >3) due to the
restriction in the design of the nozzle. Through down-
stream feeding techniques, only low particle velocities can
be achieved because 1MPa inlet pressure is allowed. The
high-pressure particle feeders are large in size and very
expensive. Nozzle clogging is another limitation especially
when there is an increase in the velocity and particle
temperature. This problem can be overcome by mixing a
high yield strength particle or particle with a larger average
diameter with the first powder particles. Another HPCS
limitation is the particle erosion that occurs at the bonding
interface which causes wear of the nozzle supersonic nozzle
throat. This can be more severe when hard powders as
feedstock are being sprayed. The basic cold spraying
components are particle powders ranging from 1 to 50mm
in diameter, compressed gas source, gas heater, De Laval
nozzle, spraying chamber and control system [18].
Recent research works were carried out on the
development of Cold spraying (CS) process which includes
the processes, technology and the principles it involves as
well as the potential applications [20–22]. CS technology
has some variations which have been introduced to aid its
capabilities. Kinetic metallization (KM), a solid-state
process is the first method introduced. This method uses
a converging nozzle under a choked flow condition to
achieve an exit gas velocity of Mach 1 by making the nozzle
slightly divergent to minimize friction [22]. Other cold
spraying methods used a De Laval nozzle to attain a
supersonic speed of the propellant gas. Pulsed gas dynamic
spraying (PGDS) is the second variation set up to CS [23].
The powder particles in this process are heated to a
Fig. 2. Fundamental concept of High-pressure cold spraying
(HPCS) [19].
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the CS process but below the melting temperature. This
method has high technological value by increasing the
temperature to decrease the critical velocity. Impact
velocity can also be maintained to yield a higher level of
plastic deformation. This process makes use of moving
pressure wave as a discontinuous nature to generate higher
temperature and pressure at the same time than in CS
process which makes use of continuous, stationary flow
[24,25]. Vacuum cold spraying (VCS) is another CS
variant. VCS operates at a pressure lower than the
atmospheric pressure. At low pressure, the particles are fed
into a vacuum tank. The vacuum tank provides an
environment with low pressure in conjunction with the
vacuum pump. Gas recovery and collection of waste
powder particles are possible in the vacuum tank [1,25].
Aerosol deposition method (ADM) [27–29] is another
variation technique similar to VCS. Nanoparticles are
propelled by helium or air as a flowing gas in a vacuum
chamber. The propellant gas in this process is at a pressure
lower than atmospheric pressure and low velocity while
comparing to CS. Deposition of small particle powder is
possible because the shock wave or substrate bow shock
effect is significantly reduced in this process. Different
techniques of CS process is shown in Figure 3.
3 The technology of cold gas dynamic
spraying (CGDS) process
3.1 Mechanism of CGDS system
Cold gas dynamic spraying (CGDS) can be used to produce
both the bulk coating and thin-film coating. The coating is
produced by a solid-state molecular attraction of particle/
substrate impact at several hundred m/s high impact
velocity. The basic components of CGDS systems shown in
Figure 3, are the gas supply at high pressure, control
module with gas heater, main gas (the propellant gas) from
a gas control, the secondary gas (the particle feed gas)
connected to a powder feedstock, substrate support system
and the spraying component (workstation). Using different
gases are possible by this configuration. The main gas
supply source is connected to the De Laval nozzle at the
pre-chamber gas spraying interface. Temperature and
pressure are the propellant gas major input parameterswhich are the basic limit control of the system. These input
parameters are regulated at the gas heater and the module
regulator in the control system. The movement of the
substrate support and the spraying component build and
shape the powder deposition. This movement of the
spraying component is controlled by a robot arm. The
motion of the substrate support component can be
restricted for curved or flat surface deposition. The
component can also be allowed to move for the deposition
on revolve surfaces. The revolve surfaces can either be
asymmetric surfaces where the spraying componentmotion
can be combined with the robot movement to produce 3D
complex shapes or axisymmetric surfaces.
3.2 Mechanism of coating formation process
The formation process of the deposit is divided into two
phases; the first layer formation which is the adhesion of
the deposit onto the substrate and the build-up of the
coating i.e. the growth of the deposit itself.
In the literature, several coating mechanisms that
have been identified will be addressed in this section. The
atomic bonding concept as evident in cold spraying and
high impact welding is often used as a tool to explain
bonding at solid-state but its behaviours during the
high stain impact are yet to be known. Metallurgical
bonding is most appropriate to describe the bonding
nature since the impact enables transformation or
structural changes at the region of the interface where
there is emergent of a new interface and bonded zone
features are characterized. Therefore, there is a relation-
ship between the interface metallurgical response and the
formation at the joint. In the CGDS literature, the fine
characterization of the deposit/substrate interface has
generally led to this statement and various metallurgical
bonding phenomena have been suggested, including
dynamic recrystallization and intermetallic formation,
particularly for combinations of metals particle/metallic
substrate [29].
A bonded zone recrystallization was showed in [31–33].
At the high strain rate impact, features of primary grain
disappeared during the interface evolution. According to
Zou et al. [32] analysis, a recrystallized joint formed at the
interfacial zone produced nano-sized (new ultrafine grains)
at the interface zone. The phenomenon described as
“dynamic recrystallization” was used to describe the
twining of the grain while strong hardening occurred at
the interface due to high plastic deformation. The
credibility of producing bond through this recrystallization
phenomenon is unclear. Although at the interface, there
was a distinct zone occurrence. The study carried out on
combining titanium and aluminium as particle and
substrate respectively by Rajafa et al. [33] revealed another
recrystallization phenomenon. The evolution of heat
confined during the impact of the deformation zone gave
rise to this thermal phenomenon that was activated. Also,
the conformity of structure lattice condition at the
interface of titanium/corundum may be a prevalence of
a hetero-epitaxy which are favourable to an impact
enhancement. Experimental findings are in agreement
with this verdict [33].
Fig. 4. Intermixing of complex material at Cu powder particles and Al substrate interface during (a) Cold spraying of Cu/Al surface
[37], and (b) embedment of Cu/Al surface [32].
Fig. 3. Schematic of cold gas dynamic spraying set-up [30].
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role in the metallurgical nature of the bonded zone. Within
the share region, interfacial sharing which is newly
developed produces an adiabatic condition by high strain
rate plasticity. This share region may be melted under
severe plastic deformation thereby forming at solidification
stage an intermediate layer. The intermediate phase
changes the joint nature into a metallurgical bond via
the intermetallic layer. The heat diffusion from the
thermally confined zone towards the thermally non-
affected large media decides the structural features of
the intermetallic. The solidification can unexpectedly
happen when the dissipation of heat at the confined heat
zone passes through a cold conductive media. Contrary to
the slow solid-state formation that yields rearrangement
andmigration of atoms during equilibrium transformation,
this solidification that abruptly occurred produces anamorphous-like structure at the melted layer confined zone
since at the initial position the atoms are frozen disorderly.
Across the interface, the adiabatic shear band is observed
to correspond to an amorphous structure/layer produced
[35–37]. The collision that involved high strain problem like
this metallurgical bonding case can be solved numerically.
During the collision, the interfacial deformation was
responsible for the bonding of the particle and the
substrate. The degree of deformation can be used as a
tool to classify the bonding mechanism into three natures.
In general, the mechanical bonding can be an interfacial
mixing [38–40], an embedment in the substrate [12,41–43],
or anchoring of particles on the substrate surface [34,44,45].
Complex deformation makes the interfacial mixing possi-
ble. Within the Interfacial affected zone, the intermixing of
the powder particles and the substrate occur at the vertices
as shown in Figure 4a. The generation of bulk deposit/
Fig. 5. Schematic diagram illustrating metallic particles deposit formation during CGDS [59].
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kind of specific morphology. Deposition of Cu/Al as
particle/substrate is evidence of interface material mixing
techniques and limited researches have been carried out on
this subject as revealed in the CGDS literature. To produce
interfacial mixing, substrate condition specification was
presented by Champagne et al. [38] before the particle
deposition can occur. The interfacial complex kinematics
was not accounted for directly using this approach.
However, the distinction from the contribution of an
interlocking by embedment becomes tricky since a
penetration of the particle in the substrate would create
such a mechanical bonding. This mechanism of adhesion
(mechanical embedment) has played a vital role in
combinations of several materials as particle/substrate
such asmetallic/metallic [42], ceramic/metallic [41], oxide/
polymer [45], aswell asmetallic/polymer [41,46,47].Anopen
surface that produces a metallic bonding through metallic
powders partial embedment in the case of a non-similar
combination of materials generates Metallic coating forma-
tion Figure 4b.
Weak penetration at the bonding interface is enough to
generate an interlocking between the substrate and the
particle without significant penetration. Metallic/glass
combination is a typical example of this phenomenon
[34,44]. It has been discovered that metal powders can
impact and adhere to the roughened or smooth surface of a
glass substrate. This had made angular particles such as
copper powders to be mechanically onto a smooth glass
surface or silicon rough substrate surface [43]. Some
investigations on this bonding phenomenon covered in
the literature described the adhesion of metallic powders
and non-metallic particles (ceramics) [34,44,48,49]. It is
worth noting that the apparent adhesion at the interfacial
bonding zone of particle/ substrate experiences a variation
of mechanical anchoring. At the bonding interface, it can
be depicted that continuity in the material structure is
observed suggesting a mechanical anchoring of the deposit
within the imperfect surface structure of the substrate
[12,39]. This deposit/substrate mechanical accommoda-
tion was perfect for combining polymer particle and
metallic substrate [50,51], metallic/ceramic [48], and
metallic/polymer [12,38,47,52]. In the case of polymer/
metal combination, complete adhesion can be achieved
when the deposition is heat treated. The build-up coating
on the metal substrate was facilitated by the layer of the
melted polymer [51].3.3 Mechanism of coating deposit development
Coating deposit development is the second phase after the
first layer adhesion, and this depends on the capacity of
the deposits to be formed on the substrate. The behaviour
of the mechanical structure of a particle/substrate during
the impact determines the deposit cohesiveness. Presently,
two consolidated natures have been predicted and this
depends on whether or not the powders deformed
plastically on the substrate [52]. The metallic bonding
is achieved through ductile deformation while at the
interfacial zone during deposition, the plastic deformation
yields high impact. As stated earlier, the transformation of
material structure activation is due to the serious plastic
deformation while metallurgical bonding can be used to
produce inter-particle cohesion. Van Steenkiste et al. [8]
used this metallurgical bonding phenomenon to charac-
terize ductile metals in coating deposit development. To
enhance deposit consolidation after the formation of the
first layer, the following stages were identified. The
growth of the deposit starts by both particles rotational
motion and deformation. This combination of the
kinematics improves the density of the deposit. The
second stage is where the inter-particle bonding occurs
when the deposit plastically deformed onto the substrate.
In this case, there is a decrease in the porosity. The last
stage as observed by Van Steenkiste et al. [8], during
characterization was the deposit densification that
continues to increase the particle hardness. These
mechanisms as shown in Figure 5 give a detail explanation
of how ductile particles can be manufactured during cold
gas dynamic spraying.
An alternative mechanism for coating build-up of non-
ductile metals has been proposed [53]. Particles compact-
ness governs the growth of ceramic deposit onto the
substrate according to the investigation that was per-
formed. The fragmentation of brittle particles occurs as the
particles collide the substrate surface. Self-compaction
deposits are achieved as the broken fragments pile up
together by the impact. The deposit cohesion is observed.
The deposit cohesion and densification are reinforced
layer by layer by additive manufacturing. The deposit
cohesion can also be enhanced by the angular geometry
and fine small-sized features of the fragments [44]. By
chemical bonding, interlocking at the interface may occur.
This mechanism of stacking interlocking of non-metallic
materials yielded final packed deposit. Nano-meter
Fig. 6. The typical range of powder diameters used for various materials in CGDS experiments [68].
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were produced, as well as up to 100mm coatings of TiO2
[54,57–59,62].
4 Process parameters of cold gas dynamic
spraying (CGDS) process
There are several process parameters involved in cold spay
technology since the deposit is determined by particles’
size, morphology, and property, particle velocity and
critical velocity, characteristics of the propellant gas,
substrate surface roughening, preheating and texturing
and as well as nozzle design. It becomes a difficult task for
the experimental selection of major working /processing
parameter as these parameters depend on one another.
CGDS process is generally distinguished by the traditional
thermal spray due to the practice of low temperature and
pressure. This review provides a comprehensive and
reliable baseline for the choice of process parameters used
during CGDS.
4.1 Powder particles’ size, morphologies and property
Powder particle’s size is a major factor that contributed to
the successful cold spraying deposition as well as the choice
of typical particle size in practice. Generally, it is easier to
accelerate and deposit a particle with sizes ranging from
100mm and below while particles above this range always
have difficulty to accelerate. It is therefore very paramount
to be careful in the choice of particles’ sizes. In general, the
velocity of the particles (Vp) and the deposition efficiency
(DE) can be reduced and optimized in order to obtain an
optimum particle’s size range. In the literature, the
maximum particle size varies between 20 and 60mm for
several materials, except that aluminium (known as a light
metal) and zinc (known as a soft metal) have been used
with up to 100mm and 90mm, respectively as shown in
Figure 6. The granule structure of particles is a factor upon
which the deposition efficiency optimization depends. Thedistribution of powder particle size indicated by f(dp) as
suggested by Assadi et al. can be used to express the







Particle size optimization information can be used as a
tool for obtaining the structure of the perfect granules of
particles. Several formulae have been developed in the
literature that can be used to predict the upper limit of the
particles’ size, but the challenge is, it cannot be used for the
lower limit of particles’ size. This is because smaller
particles’ size diameter responds sharply to the heat
generated at the throat zone of the nozzle, bow shock effect
and the thermo-mechanical adhesion of the particles on the
internal wall of the nozzle. Chun et al. proposed a special
design for the nozzle to curb the aforementioned
limitations. The nozzle they developed was used for the
deposition of copper particles of 5mm size at normal
propellant gas operating condition of pressure and
temperature [61]. The result of their experiment revealed
an appreciable increase in the deposition efficiency,
increase in bond strength of the deposit and thickness of
the coating. When using a conventional nozzle and fine
powder particles, the poor deposition was achieved [61].
Furthermore, the interaction between the gas flow and the
fine particles can cause particle self-agglomeration. There-
by, complex evaluation of deposit formation limiting
behaviour is necessary for determining the minimum value
of particle size. Several collections of particles’ sizes from
experimental work find in the literature are provided in
Figure 6. The deposition of finely powder particles (sub-
micronized) has also been investigated in the literature
[59,63–68]. Particles’ size ranging from 20mm to 1.0mm in
the investigation makes use of very low temperature and
low pressure for the deposit to be successfully deposited.
These submicron particles flow through the nozzle by the
acceleration of non-heated propellant gas in the process
called vacuum deposition. Coating of materials with high
Fig. 7. Schematic diagram illustrating time vs. the mean impact
velocity of Al particles on a polished Cu substrate [17].
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porosity can be manufactured through this cold spraying
variant.4.2 Particle velocity and critical velocity
One of the important cold spraying parameters that
generally influenced the deposition capability is the
particle velocity (Vp) before impact. Vp also determines
the state of plastic deformation at the particle/substrate
bonding interface as well as substrate surface erosion.
Critical velocity (Vc) is the minimum particle velocity for a
given material that is enough to accomplish particle/
substrate adhesion. Coating of deposited particles can only
be achieved provided that the particle velocity exceeded
the critical velocity [17,37–40]. Many researchers have
proven that Vc changes with different powder particles.
Materials such as Al, Ni, Fe, and Cu have respectively
critical velocity of 680–700, 620–640, 620–6400 and 560–
580m/s [17,37–40]. This variation is however noticed when
Cu particles were used as deposit materials at a critical
velocity of 500m/s Champagne et al. [38] and Vc ranging
from 298 to 356m/s was reported by Li et al. [73]. Figure 7
shows the induction time versus the mean impact velocity
of Al particles on a polished Cu substrate with three
distinct zones (i.e., zone-I, zone-II, and zone III) in the
account of two different particle velocities, Vcr1 and Vcr2.
It can be deduced that many factors are responsible for
this variation. Such factors are summarized in Table 1.– particle/substrate thermo-mechanical properties;
– particle/substrate thermal properties;
– particle/substrate oxidation state.
Particle velocity Vp also is influenced by spraying
conditions such as property and nature of propellant gas,
particles’ initial pressure and temperature, the geometry
shape of the nozzle and several other properties (the
diameter, size,morphologydensityetc.)of thematerialused.4.3 Characteristic of propellant gas: type, temperature
and pressure
Either air, nitrogen or helium is used as a major
propellant gas in the cold gas dynamic spraying process.
Helium (He) possesses a specific characteristic which
makes it more efficient than Air and Nitrogen (N2). Low
molecular weight and higher gas constant (Rs) property
of Helium makes it more preferable as shown in Table 2.
The following expressions can be used to compute the
Mach number (M) as a dependant of nozzle cross-
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Specific gas constant (Rs) and specific heat ratio (g) are
related by equation (5). From equations (4)–(6), g is
influenced partially by Mach number (M) and f (g) for its
value ranging from 1.4 to 1.66, an obvious velocity change
can be found in RsT0 or Rs in the case of the three gases.
The prediction of gas velocity based on the expansion ratio
of the nozzle and RsT0 was revealed using non-heated
propellant gas. Rs ranges from 200 J/kgK to 2000 J/kgK
and the value of T0 is 293K.
High velocity is produced when He is used to propelling
the gas with better efficiency when compared to N2 and Air
whose velocity is low resulting from a low value of Rs. As
stated earlier, particle velocity depends on a factor of
propellant gas density and its velocity. The propellant gas
density has a very weak effect of g between 1.4 and 1.66. It
can be deduced that one important parameter that
determines the propellant gas and particle’s velocity
efficiency is the specific gas constant Rs. This means that
with the use of Helium gas, critical velocity can be attained
by the particles.
For metal required to attain very high critical velocities
and for expensive materials, Helium is recommended [74].
Furthermore, Helium is not economically viable, and not
freely gotten in comparison to Nitrogen and Air, although
it has several merits such as deposit densification
improvement, high productivity and working temperature
increase [97–99]. Nitrogen and Air used more in managing
the cost of manufacturing. Air oxidizes, unlike Nitrogen
which prevents sample oxidation.
Table 1. CGDS coating build-up stages and its Vp and Vc relationship.
Initial stage /first stage Second stage Third stage
Delay time or induction time.
This is the time interval at the
start of surface treatment when
the particle flows and at the
commencement of particle/
substrate adhesion [17].
First thin layer coating occurs at
this stage. Plastic deformation
and adhesion of particles onto the
substrate occur
Surface interaction occurs at this
stage. The deposition formed in
the previous stage interact with
the current particles. This stage
is characterized by the build-up
coating layers [17],
If Vp<Vc, the particles jump off
the substrate surface [69].
If Vp=Vc, erosion occurs at the
substrate surface without any
evidence of deposition
Vc depends on the particle/
substrate combinations [70].
Vc at this stage involves the
combination of particle/ substrate
impact where both the powder
materials and the substrate are of
the same composition.
As shown in Figure 7, three
velocity regions are evident: Vcr1,
Vcr2 and Vp [17].
If Vp<Vcr1, multiple particles
impact the substrate before
adhesion can occur.
If Vcr1<Vp<Vcr2, then adhesion
occurs after some time. Vp>Vcr2
(850m/s), particles adhesion
rapidly occurs.
Higher erosion occurs due to up-
limit velocity at this stage.
If up-limit velocity is greater than
Vp, build-up coating is achieved.
The up-limit velocity of most
powder particles is greater than
1000m/s [70].
Table 2. Air, nitrogen and helium specific gas constant (Rs) and the specific heat ratio (g).
Helium (He) Nitrogen (N2) Air
Specific heat ratio, g 1.66 1.4 1.4
Specific gas constant, Rs(J kg
1 K1) 2077 297 287
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pressure antemperature of their propellant gas. Gases
usually need to be pre-heated between 20 °C and 800 °C
temperature. In Table 3 are the details of materials pre-
heated temperatures. For example, the deposition of
cermet compound (e.g. Nickel-based alloy and MCrAlY
compound) required a very high temperature ranging from
500 °C to 800 °C. Low pressure and temperature conditions
are required for oxides and ceramic to be deposited,
basically greater than 2MPa and 300 °C. Deposition
pressure of about 4MPa is required for Nickel. Soft metals
such as Zn and Sn require low pressure and temperature,
while relatively hard metallic materials such as Al, Cu and
Ti can be deposited at the same working conditions using
Helium as propellant gas, only that higher pressure and
temperature are needed for air or nitrogen gas. High
pressure and temperature are required for titanium-based
alloy and stainless steel for successful adhesion. The
propellant gas’ inlet pressure and the temperature
influences the particle’s kinematics during the cold
spraying processes. Particles in the nozzles are to be
injected by the propellant gas, that’s its main function, and
as such injection, pressure and temperature are required to
below as the propellant gas inlet temperature and pressure.
There would be a resulting increase in the temperature and
pressure within the convergent zone of the nozzle if there is
an increase in the pressure and/or temperature of thepropellant gas, subsequently, particles attain a high
velocity and temperature resulting in the efficiency in
deposition and adhesion deposit strength [77]. Further
increase in pressure of propellant gas can have a negative
effect on the gas flow kinematics especially at a higher
temperature of the propellant gas. At the nozzle throat
upstream, there would be a significant decrease in gas
temperature when combining the gases with such temper-
ature difference thereby resulting in temperature drop by
limiting the gas kinematic capability. The deposition of
particles is now less efficient and lesser when the mixing of
temperature is promoted by the carrier gas injection
pressure [78].
4.4 Substrate surface roughness effects on particle/
substrate adhesion
The adhesion of cold spraying particles is greatly
dependant by the condition of the substrate surface,
considering the temperature and its topology. Presently,
three major areas have been identified in the publications
to categorize this subject into the effect of substrate
thermo-property, surface roughness and surface texture.
Good bonding is believed to be attained with a well-
prepared surface, free of oxidation and contaminants
during cold spraying. Invariably, earlier deposition and
preparation of substrate surface are advised. For glass and














Ag SS347(grit blasted) Air 15–50 250–450 1–2 – – [92]
Al Al(pickled) He 20 20 1.5–2 – – [93]
Al Al – 2–20 – – – – [94]
Al Al2024 T351(grit blasted) N2 5–50 230 3.45 2 168 [95]
Al1100 Al1100 He + N2 1–30 227–527 2.1 – – [96]
Al2618 Al(grit blasted) He <25 20 1.7 – – [97]
Al2618 Al6061(grit blasted) He 25–38 20 1.4 – – [98]
Al7075 Al5052(grit blasted) N2 – 500 1.6 2 – [99]
Al AZ91 Mg He 15 200 0.62 – – [100]
Al AZ91D(sand blasted) Air 1–40 230 1.6 2  4 – [101]
Al101 AZ91D(grit blasted) He 6–174 300 0.98 – – [102]
Al Brass(sand blasted) Air 40; 60; 80 204–371 2 3 80 [103]
Al Ni Air ∼80 280 0.7–2.5 1 – [104]
Al Sn He 15–75 20 2.5 – – [47]
Al Cu ✓ ✓ ✓ ✓ – – [47]
Al Al6063 ✓ ✓ ✓ ✓ – – [47]
Al Brass ✓ ✓ ✓ ✓ – – [47]
Al Bs B01 ✓ ✓ ✓ ✓ – – [47]
Al SS1040 ✓ ✓ ✓ ✓ – – [47]
Al Al2O3 ✓ ✓ ✓ ✓ – – [47]
Cu Al6061(polished) N2 – 300 1.5 – – [82]
Cu Al6082(polished) He 5–25 20 3 1.35 [105]
Cu Cu(grit blasted) Air 75 500 2.5 – – [106]
Cu Cu(grit blasted) He 1.32 – – – – [107]
Cu Cast iron N2 1–50 600 2.7 – – [108]
Cu SS400(grit blasted, polished) Air 5–50 300 3 2 50 [109]
Cu SS AlSI304(polished) Air 5; 10; 15 250–650 0.4–1 2 130 [110]
Cu Al6063(polished) Air 5; 10; 15 250–650 0.4–1 2 130 [110]
Cu SS AISI 304 (4000C-Polished) He 5; 15 20; 400 0.2–1 2 130 [110]
Inconel 625 SS 304(grit blasted) N2 38–15 500 3.2–3.3 – – [111]
Inconel 718 Mild steel(grit blasted) N2 33 800 3.5 – – [112]
Ni Steel(grit blasted) N2 5–22 600 3 – – [32]
SS 304 Steel(Interstitial free) N2 52 450–550 3 – – [113]
SS 316L Al N2 18–25 500 4 – – [114]
SS 316L Al N2 28–45 600 4 – – [114]
SS 316L Al N2 36–53 720 4 – – [114]
SS 316L Al7075 T6(pickled) N2 20–40 600–800 2–4 – – [115]
Ta Al(cleaned) N2 10–30 800 3.8 – – [116]
Ta Steel(grit blasted) N2 10–30 800 3.8 – – [116]
Ti Al(grit blasted) N2 – 370–480 2.7 – – [117]
Ti Al6063 TS He 22 600 1.5 – – [118]
Ti Al2O3 N2 25 450 2.5 2.7 – [33]
Ti Mild steel(sandblasted) N2 38–44 155–263 2 2 100 [71]
Ti Mild steel(polished) He 38–44 255 1 2 100 [71]
Ti Iron(polished) He <25 20 2.9 1.35 100 [80]
Ti Mild steel(polished) He <25 20 2.9 1..35 100 [80]
Ti SS 304(polished) He <25 20 2.9 1.35 100 [80]
Ti Martenstitial free (sandblasted) N2 44 450 2 2 100 [119]















Ti Ti N2 29 300–800 3; 4 – – [119]
Ti Ti N2 16; 22 600 2.4 – – [120]
Ti Ti He 16 600 1.5 – – [120]
Ti Ti6Al4V He 5–29 260 1.6 3.8 90 [121]
Zn Al6061(grit blasted) He 17; 45 260 2 – – [122]
Zn Zn(polished) N2 5.2–26.4 320 2 2 100 [123]
Zn Mild steel(grit blasted) He 5.2–26.4 140 0.5 2 100 [123]
Zn Mild steel(grit blasted) N2 5.2–26.4 165–410 2 2 100 [123]
Al2319 Mild steel(sand blasted) Air <63.8 250 2.8 2.7 170 [124]
Ti Mild steel(sand blasted) Air <38.9 250 2.8 2.7 170 [124]
Cu Mild steel(sand blasted) Air <98.5 250 2.8 2.7 170 [124]
Al Steel(33-3300C grit blasted) N2 36 33–500 0.6 – – [125]
Zn Steel(33-2450C grit blasted) N2 13 33–500 0.6 – – [125]
Sn Steel(33-800C grit blasted) N2 10 33–80 0.6 – – [125]
Al Al Air 53–75 315 2 2.8 – [126]
Zn Al Air 45– 315 2 2.8 – [126]
Al Al Air 90 290–340 1.5–2 2.8 – [127]
Al Bronze Air 9–40 290–340 1.5–2 2.8 – [127]
Fe Al Air 45 480–590 1.5–2 2.8 – [127]
Fe Bronze Air 445 480–590 1.5–2 2.8 – [127]
Cu Al Air 445 480–590 1.5–2 2.8 – [127]
Cu Bronze Air 445 480–590 1.5–2 2.8 – [127]
Cu Cu N2 10–33 150 1 2.6 – [128]
Cu 316L SS N2 10–33 150 1 2.6 – [128]
Ni Cu N2 10–33 150 1 2.6 – [128]
Cu SS(sand blasted) N2 15–37 220 2 2 100 [129]
Ti SS(polished) N2 37–44 240 2 2 100 [129]
SS 316L SS 304(grit blasted) He 16–44 150–300 1.5–3 – – [130]
Iron 101 SS 304(grit blasted) N2 15–44 200–300 1–3 – – [130]
Ti Mild steel(grit blasted) air 5–45 250 2.8 2.7 170 [131]
Ti Mild steel(grit blasted) N2 5–45 263 2 2 100 [131]
Ti6Al4V Mild steel(grit blasted) Air 5–90 520 2.8 2.7 170 [131]
Al Mild steel(grit blasted) Air 5–63 520 2.8 2.7 170 [131]
Al-12Siat 1500C Al6061 T6(grit blasted) He 5–65 500 3 – – [132]
Al-5Sn Steel(grit blasted) He; N2 20 300 0.7 – – [133]
Al-5Sn Al6061 N2 20 500 3 – – [133]
Al-10Sn Mild steel(grit blasted) He; N2 15 300 0.7 – – [133]
Al-10Sn Cu (pickled)
Al6061((pickled)
He; N2 15.2 300 0.7 – – [134]
Al-20Sn SUS304 (pickled) He; N2 13.8 300 0.7 – – [134]
Al-13Co-26Ce Al(grit blasted) He 23 200–370 1.7 2 – [135]
Cu-2Ag-0.5Zr AlSl 4130(grit blasted) He 27 500 1.6–2.6 2.7 – [136]
CuCrAl GRCop-84 He 10–25 300–500 1.5–2.5 – – [137]
Cu-Sn SS(sandblasted) He 48 520 2 2 100 [138]
Cu—6Sn Mild steel Air 28 500 3 6 170 [139]
Cu-8Sn Mild steel Air 17 500 3 6 170 [139]
Diamalloy Mild steel(polished) N2 <50 800 – – [140,141]
Ti2AlC Al6061 N2 25–40 500–800 3.8 – – [142]















Ti2AlC Steel(grit blasted) N2 25–40 600–800 3.4–3.9 – – [142]
Al2O3 Al2O3 Air 0.5 20 0.4 1  1 5 [143]
SiC Inconel 625Cleaned Air 6–33 280 0.6–0.8 – [41]
WO3 Si He 30–50 300 0.7 4  6 – [44]
PPA HDPE Air 150–250 20 0.075 5.2 200 [51]
CoNiCrAlY Al6061(grit blasted) He 5–37 550 2 2 270 [144]
MCrAiY-Re Ni(cleaned) N2 10–40 800 4 – – [145]
WC-12Co SS(sand blasted) N2 9; 13; 17 750 2.4 2 100 [146]
WC-12Co WC-12Co N2 9; 13; 17 750 2.4 2 100 [146]
WC-12Co Al7075 T6(polished) N2 10–30 800 3 – – [146]
WC-17Co Al7075 T6(polished) N2 10–30 800 4.4 – – [146]
WC-12Co SS SUS 304(grit blasted) N2 15–45 700 3.4 – – [147]
WC-17Co SS SUS 304(grit blasted) He 15–45 600 1.2–1.5 – – [147]
WC-17Co SS(cleaned) He ∼30 600 3–4 – – [148]
WC_25Co Al7075 T6(polished) N2 32 800 3–4 – – [149]
WC_25Co Steel(polished) N2 32 800 3.4 – – [149]
WC_CoCr Al(grit blasted) He 34±17 550 1.7 – – [150]
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mostly used. Grinding or polishing, grit blasting and
sandblasting are the typical practices used for metals. To
achieve an oxide-free surface, sand and grit blasting can be
used also in attaining a roughened fresh surface also known
as an activated surface. An activated surface ensuring that
the particles can freely attach itself to the surface
conveniently while non-activated surface aids particles
rebound. The term was majorly used for the metallic
substrate and its activation factor correlates with the
roughness of the surface. Some positive effects of surface
roughening were discovered in the literature on the
bonding formation [6,73–75] while others say the exert
opposite [75,76]. This leads to an analytical discussion on
the effect of roughness on adhesion. Various combinations
of particle/substrate have different surface preparations
that are best for them. For example, Wayne et al. carried
out a study on the impact of titanium particles onto a
sapphire substrate to check for the effects of roughness on
the adhesion [83]. The polished substrate that had a
roughness of less than 3 nm was improved to having an
adhesion coating thickness of 250m when compared to
another substrate which produced a non-uniform coating of
150mm. This tendency is also favourable for various other
metals combination [6,73–75]. Although, polished and
ground surface produced a comparatively bonding strength
of the deposit as well as the mitigation of the strength by
surface grit blasting (Fig. 8). The discontinuous contact at
the bonding interface as recorded by Yin et al. resulted in
about 24% decrease in bonding strength for grit-blasted
surface [79]. It is observed that this imperfect bonding is
seen only for particles with a size close to cavities sizes that
grit blasting produced whereas larger powder particles are
required as feedstock powders than that of the cavities.Hussain et al. in their investigation discovered a reduction
of the bonding strength of 0.05mm. for polished surface
and 3.9mm. for rough surface [80]. The oxides removal is
being prevented during the impact and this is because
interfacial jetting is hindered by the roughness according
to their experimental observations. Hence, metallurgical
bond formation is obstructed by disturbing the process of
automatic surface cleaning [80]. Hence, the automatic
surface cleaning during the process is disturbed and it
eventually obstructs the formation of a metallurgical
bond. Although the negative effect on the strength of the
bond caused by the roughness is not a model as agreed by
some studies (Fig. 9). Contrarily, there are suggestions
from many authors that adhesion can benefit from this
surface roughness [73–75]. Richer et al. in their investiga-
tion discovered that coarse grit blasting of Al-Mg particles
impact with an improvement in the deposition efficiency
on Mg substrate [82]. Substrate roughness favourable
conditions have been identified by Wu et al. They
discovered that at low deposition velocities, Al-Si particles
show a flawless deposition when impacted a grit-blasted
mild steel while under the spraying conditions it was
difficult to achieve coating on a polished substrate [81]. In
both cases, a comparison was drawn on the bonding
strength for the onset deposit to be successful. The
bonding strength decreases due to a range of roughness as
a result of an increase in impact velocity which causes an
incomplete compact between particle/substrate interface.
When high impact velocity is attained enough to cause
deformation of particles onto the substrate with rough-
ened surface, roughness negative effect decreases, and it
can disappear completely and thus improving mechanical
interlocking to enhanced continuous bonding at the
interface.
Fig. 8. Surface roughening and bonding strength effect in CS for Cu/Al [80], Ni/Al [79] and Ti/Ti6Al4V [6].
Fig. 9. SEM micrographs of weakly and highly surface texture of the Al surface pattern during the lesser texturing procedure:
(a) Texture A and (b) Texture B [85,86].
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substrate adhesion
The focus of some researchers is on the substrate pre-
heating influence on the deposition. The deposition of soft,
medium and hard particles as feedstocks was investigated
by Legoux et al. using Sn, Zn, and Al. The pre-heating of
carbon steel (grit blasted) was carried out at a temperature
of 350 °C. During the deposition, the surface temperature
was measured by Therma-CAM SC3000 (an infrared high-
speed camera). It was discovered that the deposition
efficiency (DE) decreases for Zn, increases for Al and
remains constant for Sn. When performing a microstruc-
tural investigation on the sample deposit, Zn particles
experienced an elongation and high impact adhesion.
Although it suffered from oxidation while Al Particles
experienced high impact deformation. Pre-heating effect
for the Sn was not conclusive due to erosion at the substrate
bonding zone with an unfavourable gas condition. Cu was
deposited onto the pre-heated substrate of stainless steel
and aluminium by Fukumoto et al. their result gives0.3mm. roughness in both cases. To avoid the propellant
gas additional thermal effects, the gas was not preheated in
their finding. They obtained an improved deposition
efficiency in their experiment as a result of increased
substrate temperature. Under the same processing con-
ditions of 5mm. particle mean size, the gas pressure of
5 bars, and temperature of 600 °C, they achieved a
deposition efficiency of up to 80% while a deposition
efficiency of lower than 20% at room temperature was
observed [87]. Although substrate pre-heating yields a low
crater formation number, there is no further clarification on
the deposition improvement mechanism. Numerical simu-
lation was carried out by Yin et al. to understudy the
particle/substrate impact behaviours to suggest some
improvement on the deposition of the pre-heated substrate
[79]. The interlocking mechanism is introduced to further
embed the particles into the substrate by thermos-
mechanical softening phenomenal. For pre-heating tem-
perature between 100 °C and 600 °C of Cu/Cu combina-
tion, it was revealed that there was no significant change in
the contact area. The mechanical interlocking role is
Fig. 10. Adhesion bond strength of Al/Al combination: Laser texturing effects [85,86].
Fig. 11. Effect of nozzle exit diameter on the velocity of particles
with different sizes using N2 at a pressure of 2 MPa and a
temperature of 300 °C [151].
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However, it can be inferred from the literature that
substrate preheating plays a vital role in the thermos-
mechanical softening during the cold spraying processes to
promote adhesion [74–77]. Activation effect can be enabled
by substrate preheating most especially when soft Cu
particles are deposited onto a hard substrate such as Al2O3
[71]. The decomposition and evaporation at the interface of
Al2O3 free surface occur when increasing the substrate pre-
heating temperature leading to Cu/Al2O3 adhesion as
metallic/ceramic deposition during cold spraying [84].
4.6 Substrate surface texturing effects on the
particle/substrate adhesion
Surface texturing is a special novelty from the laser
technology for surface preparation. Laser impulse high
energy can produce on the substrate surface a high-
fidelity pattern. To obtain various pattern on the surface,
an automated canning method is used by the specific
laser ablation procedure. The characteristic of texture
surface generated by the laser treatment varies with hole
orientation, the inter-hole distance and the hole depth
and diameter by the laser impulse. An optimized shape
and size pattern with a regular surface topography can be
achieved by laser surface texturing. Kromer et al. use a
laser texturing method to improve the adhesive behav-
iour of deposit [74]. Texture A and texture B are shown in
Figure 10 for weak surface texture and a high surface
texture respectively. The result generated from using the
two textured surfaces during cold spraying is compared
with 2.7mm roughness of the grit-blasted surface. When
those textured surfaces are used, the bonding strength
increases by two or more (Fig. 10). The particle/
substrate mechanical anchoring is improved by the
texturing method. The holes of the pattern are filled by
the deposit. Laser texturing method has proven an
excellent bonding strength improvement of cold spraying
coatings.4.7 Effects of nozzle unit design
The use of the dynamic model to improve the design of the
nozzle has increased its capacity and performance. Hence,
higher deposition efficiency and a denser coating are
achieved. The nozzle design has a lot of influence on the
particle velocity. The nozzle throat diameter, the exit
diameter or expansion ratio inlet diameter influences the
particle velocity. Nozzle’s length has material and
fabrication constraints that limit its application in
practice. Therefore, new materials need to be tried to
improve powder flow through the nozzle and optimization
in design is required to minimize the gas flow through the
nozzle [151]. Optimised nozzle design using tungsten
carbide was used by Karthikeyan et al. [152] to coat
GRCop-84 special alloy. The thermoplastic nozzle was
designed by Champagne et al. [153,154,161] to deposit
aluminium powder in order to correct the clogging effect of
the steel nozzle. As shown in Figure 11, nitrogen gas was
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2MPa and 300 °C respectively with optimum 5mm nozzle
exit diameter [151]. A special internal diameter spray gun
was introduced by Li et al. and came up with 6.25
expansion ratio and 30mm standoff distance for divergent
nozzle 40mm length. Helium and nitrogen gas was used as
propellant gas. Their discovery shows that a deposit of
dense coating can be achieved [72].5 Applications of cold gas dynamic spraying
(CGDS)
Cold gas dynamic spraying (CGDS) technology is a
supplement to other known thermal sprays and so it is
not a replacement either for any of them [155]. In the field of
automotive, electronics, aerospace, medical and petro-
chemical industries, its applications help a great deal [13].
The CGDS applications remove any defects easily without
extra cost on the production quality. For instance, the
applications could help in repairing of cast or machine
defects and so on saving the production. This process
makes mould casting become easy.
CGDS is also widely used as a mechanics for restoration
to promotes the renewal of antique objects both technical
such as cars, aeroplanes, and art such as metal sculptures
[156]. It is worth noting that in aerospace industries, Al and
Al alloy coatings for space shuttle boosters are carried out
by this spray technique for repair/refurbishment. It also
acts as corrosion reducing agent in anti-skid coating [69],
asides, it also offers corrosion protection coatings in
petrochemical and in the gas turbine cast part. In-vehicle
repair platforms [156] and automotive workshops, CGDS
coating helps to eliminate associated defects, shape
restoration and sealing of leakages [8]. It is also useful in
coating solid surfaces and copper alloys such as bed rails,
faucets, light switches, doorknobs, food preparation areas,
and other hardware which are in contact with human
frequently [157]. This coating technique also finds its
application in the manufacturing of titanium pipes
(seamless).
CGDS acts as an anti-seizure coating when treating
welding lines, propeller shaft in the marine ship, and in oil-
well tubing. It is also useful in the production of optical
glasses elements [156]. With the help of this coating
process, it is easy to service old equipment, expensive,
scarce and worn out parts as well as removing defects
without considering the cost of restoration in paper roll
industries [156].
Vehicles air conditioning equipment and Al-tube heat
exchanger can be fabricated by cold gas dynamic spraying.
This process can also be used to produce high thermal
insulators as well as high corrosion resistance components
with less cost of manufacturing [158].
In the shipbuilding and automobile industry, sliding
bearing materials make use of Al-Sn alloys. Sn provides a
shear surface and suitable friction properties in the
aluminium matrix due to its soft phase during sliding and
its coarsening effects helps in the high-temperature
environment. Al-10Sn and Al-5Sn coatings were success-
fully obtained by Ning et al. [133] through CGDS processwith well-bonded structures and low porosity. Al-5Sn
friction phase is consistent with cold spraying high-
pressure process using nitrogen as propellant gas
whereas, with helium as propellant gas, the deposition
of Al-10Sn can only be achieved by low-pressure cold
spraying [105].
CGDS can be used to improve component surface
performance in power generation, especially in solar cells
by fabricating complex conductive patterns. The Metallic
or ceramic substrate can have aesthetic effects aids by this
process [13].
Hydroxyapatite, HAP (Ca10(PO4)6(OH)2 in medicine
can be used to coat several substrates [13]. The
Crystallographic and chemical property of HAP similar
to bone minerals makes it suitable for orthopaedic and
dental implants. The absence of cytotoxic effects also
makes HAP bonds directly to the bone. For surgical
implants mechanically, strong metals are combined with
bioactive HAP coating and this is due to its weak
mechanical strength. Plasma sprayed technique is normal-
ly used for bio-ceramic coating but because of its high-
temperature deleterious effects, cold spraying coating at
low temperature can be used to eliminate these harmful
effects. ASB industries successfully deposited Ti-HAP
composite coating using ‘CGT Kinetics 4000 cold spraying
system’. The bonding strength is far better compared with
plasma coating and hence, deposition of up to 30% HAP
composition of dense composite coatings can be obtained
by this technique. CGDS has grown for selected applica-
tions as viable alternative cold spraying methods to that of
thermal spray [80,158,159].
CGDS technology can also coat GRCop-84 substrate
successfully using NiCrAlY and CuCrAl particles with a
tungsten carbide nozzle specially designed for this deposi-
tion. At NASA Glenn Research Center (GRC), Cu-8CR-
4Nb and GRCop-84 were developed to produce fatigue and
high-temperature creep capabilities in liner application of
rocket engine. Bleaching is prevented by additional
oxidation protection for their maximum life [160].
CGDS application extends its usefulness in the
production of fixed-wing aircraft and helicopters transmis-
sion gearbox using aluminium barrier coatings to restore
dimensional tolerances of heat-sensitive materials such as
Mg alloys ZE41A-T5. MH-60S Seahawk and UH-60
Seahawk are a typical example. Structural metals like
Mg are very influenced by galvanic corrosion due to its
most active electrochemical nature when another metal is
in contact with it. And also this alloy can be damaged
when subjected to excess heat if thermal spray method is
used to coat the alloys, then molten metal can react with
Mg [93,94,160]
CGDS coating can be applied to power generation
station. The coatings offer cavitation wear resistance in the
case of wear rings, impeller seal section, impeller fins, water
pump housing, turbine blade and protect the boiler tubes
from high-temperature corrosion. Ni–Cr, chromium oxide
and tungsten carbide CS coating are the preferred CS
coating on these parts. Cold spraying at low temperature
can be used to reconditioned wear rings by bronze coating.
Coal crusher journal can also be coated with chromium
carbide [162].
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copper powder to protect transformer copper components
by removing the electrochemical oxidation of the elements
using this coating method. This technique can also be
applied to automotive batteries with copper and alumini-
um wire terminals [162].
6 Conclusions and prospective future
advancement
The cold dynamic spraying (CGDS) method, apart from
evolving as one of the embracing powder deposition
spraying processeses with a notable research finding
including the basic evolutions introduced in Russia by
the institute for theoretical and applied mechanics in
1980s, has significantly grown over the years and with the
integration of De Laval nozzle as an innovative contriv-
ance. Many researchers have characterized various phe-
nomena involved during the coating formation process and
coating deposit development.
The CGDS’ enormous capabilities were revealed and
identified through the collection of available data in the
literature from the numerical, experimental and several
distinct mechanisms. Based on the capability of CGDS to
deposit and to use several materials combinations, the
method is systematically classified to form a comparative
review of the concepts and mechanisms of cold dynamic
spraying systems, coating formations, building up develop-
ments, computational simulation approaches to CGDS,
process parameters, including powder particle types, size
and morphology, particle and critical velocity, propellant
gas characteristics, substrate surface roughness and
material properties.
CGDS experimental processing conditions such as
approximately 800 °C and 5MPa for temperature and
pressure respectively have led to the deposition of metals
of micron sizes powders. Themostly used propellant gases is
the air, N2 and He for the deposition. Due to low molecular
weightandhighspecificgasconstant, themostefficientone is
He. At sub-atmospheric pressure without preheating the
propellant gas in the vacuum chamber, the deposition of
small size particles is possible. From 20nm to 5mm fine
powder particles depositions are best done under those
conditions.
Powders specific features in the literature concerning
CGDSarecarefully reviewed.Such featuresare theparticles’
size, morphology and properties. Powder particles’ size is a
major factor that contributed to the successful cold spraying
deposition as well as the choice of typical particle size in
practice. Particles pre-heating also play a significant role
during deposition to facilitate the bonding bymodifying the
powders mechanical properties. It can be inferred that
particles’ pre-heating decreases the critical velocity thereby
aids adhesion. A comparative study was also performed on
the particles’ morphology. Angular or dendritic particles’
morphology increases the coating harness, decreases the
deposit porosity, as well as deposition efficiency improve-
ment. Conclusively, the high drag coefficient in porous
powders enables it to attain the highest impact velocity and
high deposition efficiency possible for good adhesion.Based on the contribution of the substrate in the
deposition process, substrate surface treatments are
categorized into three categories, namely: surface texture,
substrate temperature and surface roughening. Polishing
for metals or grinding or grit blasting and /or sandblasting
are the major surface preparation. In CGDS, substrate
roughness prorogued the general on the effects it has on the
bonding strength and adhesion. Grit blasting or sand-
blasting is more preferred during typical surface prepara-
tion to remove from metal surfaces the oxides. Surface
texturing is a special novelty from the laser technology for
surface preparation to provide substrate surface with micro
holes a high-fidelity pattern which contains particles when
impacting the substrate surface preceding deposition. The
Bonding strength is improved using this method by
creating a regular bond between particle/substrate
interfaces. Substrate heating is another surface treatment
during deposition. The literature has revealed that
adhesion can be promoted by substrate heating as a result
of thermo-mechanical softening.
The efficiency of cold gas dynamic spraying applica-
tions depends solely on: (A). impact behaviour of process
parameters during deposition as well as particle thermal
kinetics; (B). deposition efficiency optimization; and (C)
structural changes prediction that determine the deposit
final properties, even though numerous benefits have been
derived to date through experimental and numerical
analysis of the CGDS process. In a nutshell, through the
exponential growth of this new emerging technology, this
decade will see a drastical improvement of the technology
through the development of further coatings for specific
applications.References
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This article exploits the basic assumptions for modelling the CGDS particle impact onto 
the substrate. Four numerical approaches namely: Lagrangian, Smoothed Particles 
Hydrodynamics (SPH), Arbitrary Lagrangian-Eulerian (ALE), and Coupled Eulerian-Lagrangian 
(CEL) was used to examine the cold gas dynamic spray (CGDS) deposition system by simulating 
and analyzing the contact/impact problem at deformation zone using ductile materials. The study 
suggested that all the numerical methods tested could be used to analyze the contact/impact 
problems at the deformation zones in cold gas dynamic spray processes. The higher computational 
efficiency of the Lagrangian approach and its ability to incorporate a complex material model into 
the simulation, nevertheless, makes it one of the most suitable numerical methods.  
A parametric analysis including impact velocity, preheating temperatures and materials 
confirmed the ability of Lagrangian numerical approach in modelling the CGDS deposition 
process. The results of the simulation are consistent with the experimental findings of the literature 
using the Lagrangian numerical method. CELL approach is usually more precisive and stable in 
higher deformation regimes in comparison with other numerical approaches. The mesh does not 
result in distortions even in the material jetting field, where the material is subjected to extremely 
high strain rate plastic deformation. The downside is the extra computational processing time.  
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Abstract.The techniques of cold gas dynamic spray (CGDS) coating involve the deposition of solid, high speed
micron to nano particles onto a substrate. In contrast to a thermal spray, CGDS does not melt particles to retain
their physico-chemical properties. There have been many advantages in developing microscopic analysis of
deformation mechanisms with numerical simulation methods. Therefore, this study focuses on four cardinal
numerical methods of analysis which are: Lagrangian, Smoothed Particles Hydrodynamics (SPH), Arbitrary
Lagrangian-Eulerian (ALE), and Coupled Eulerian-Lagrangian (CEL) to examine the Cold Gas Dynamic Spray
(CGDS) deposition system by simulating and analyzing the contact/impact problem at deformation zone using
ductile materials. The details of these four numerical approaches are explained with some aspects of analysis
procedure, model description, material model, boundary conditions, contact algorithm and mesh refinement.
It can be observed that thematerial of the particle greatly influences the deposition and the deformation than the
material of the substrate. Concerning the particle, a higher-density material such as Cu has a higher initial
kinetic energy, which leads to a larger contact area, a longer contact time and, therefore, better bonding between
the particle and the substrate. All the numerical methods studied, however, can be used to analyze the contact/
impact problem at deformation zone during cold gas dynamic spray process.
Keywords: Numerical models / deformation / plastic strain / CGDS1 Introduction
The cold gas dynamic spray (CGDS) mechanism is based
on the solid-state deposition technique. CGDS is suitable
for various engineering applications, which include com-
posites, ceramics, metals and polymers. The gradual shear
and plastic deformation generated by impact velocity of the
accelerated particle is accomplished by the expansion of
pressurized gases through a nozzle thus, the metallurgical
coalescence is produced between the particle and the
substrate [1,2]. Plastic deformation of particles occurs as it
impacts on the target surface to form a uniform layer. Only
when the velocity of the sprayed material reaches a pre-
defined velocity called critical velocity under given
operating conditions can the particles/substrate bonding
occur [1,3]. Nanoscale cold spraying is a potential
technology for depositing or coating nanostructured
materials on the surface of the substrate without affecting
its properties or structure significantly [3–5,38]. The
technology finds enormous applications including metal
matrix composite (MMC), metallic, ceramic, and plasticjen@uj.ac.za
penAccess article distributed under the terms of the CreativeCom
which permits unrestricted use, distribution, and reproductioncoatings in vital engineering fields [3,5–7]. The suitability of
thematerial forCGDSdependsonitsphysicalandmechanical
properties, including density, melting temperature, melting
hardness and material hardness [4,5,8]. Relatively low yield
material such as zinc, aluminium and copper are considered
desirable because they display comparatively greater soften-
ing at high temperature [5,9,10], whereas high resistance
materials are not perfect for CGDS, because of the lack of
adequate energy available for deformation.
The technique of finite element analysis has been the
focus of many researchers among several models of material
impact phenomena developed to investigate the deforma-
tion mechanism due to its modelling capacity of material
models, complex geometries and contact algorithms.
In cold gas dynamic spraying, the particle/substrate impact
can be termed a high-velocity impact process which can be
handled by the Lagrangian method [11]. The Lagrangian
numerical algorithm has been the focus ofmany researchers.
3D and axisymmetric models for particle and substrate
impact was first used by Assadi et al. [12], to establish the
impact phenomenon by using ABAQUS/Explicit version
6.2–1. Yin et al. [13], Li et al. [14], andGrujicic et al. [15] also
investigated the behaviour of particles and substrate during
impact with the application of Lagrangian analysis model.monsAttribution License (https://creativecommons.org/licenses/by/4.0),
in any medium, provided the original work is properly cited.
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incorporated material damage mechanisms in the model as
well as Lagrangian adaptive mesh domains (Lagrangian-
Eulerianmethod) to control the excessive element distortion
andmeshsize control respectively.Xieetal. [16],provides the
basic understanding of particle/substrate impact during
cold spray by explicitly examined the different numerical
model by modeling high-velocity impacts of spherical
particles onto a flat substrate under various conditions.
For the first time, they proposed the coupled Eulerian–
Lagrangian (CEL) numerical approach as ameans of solving
the high-strain rate deformation problem.
Research to study the particles and substrate impact
behaviour was carried out with Cu as the particle material
using Eulerian Formulation, another ABAQUS/Explicit
model [17]. At about 290m/s minimum velocity, a jet was
discovered to have formed and had maximum reached
plastic strain (PEEQ). Therefore, at a velocity below
290m/s, no jet could occur. This velocity was assumed to
be a critical velocity. Jet formation discontinued and the
material splashed at a speed greater than 290–400m/s.
A critical velocity could, therefore, be predicted in
accordance with the theoretical analysis of jet morphology
as a prediction tool by the Eulerian model [18–20].
Yildirim et al. [21] use several model reference domains
in ABAQUS/Explicit package to systematically study the
impact of a single particle on the semi-infinite substrate at
an initial velocity of 100–700m/s. The 2-dimensional
axisymmetric structure was used in the case of Lagrangian
and Arbitrary Lagrangian-Eulerian (ALE) model for the
impact process, and one-quarter symmetry 3D model was
used to study the material failure mechanism. The
temperature was initiated at 293K (room temperature).
The fictional formulation with surface-to-surface interac-
tion was also incorporated in the 2D model and general
contact algorithm for the 3D model with the friction
coefficient of 0.3 at the particle and substrate interface.
It was discovered that interpolation error occurs in the
ALE adaptive remeshing technique with a significant
decrease in equivalent plastic strain.
Another numerical approach in investigating the
impact behaviour of cold spray particles is Smoothed
Particle Hydrodynamics (SPH) [22]. Manap et al. [23] and
Yildirim et al. [21] used the SPH approach for critical
velocity prediction during the CS deposition process.
Furthermore, the SPH method is appropriate for the
multiple-particles impact process due to the appropriate
solution techniques regarding the interface contact
problem and its unique meshless feature [24]. However,
the problem of tensile instability in SPH approach and the
lack of interaction between the particles can lead to large
tensile deformation which is a significant numerical
problem.
With the introduction of a modern numerical system
and complex representations of finite elements, the damage
was induced to aeronautical structures by Smojver and
Ivančevic [25] to predict the damages induced of a bird
strike. Coupled Eulerian-Lagrangian (CEL), a modern
finite element technique was however used to model and
solved the soft body impacts. For modelled bird
replacement material hydrodynamic reactions, materialvolumetric force and pressure-density ratio by the
material equation of state (EOS)were used. The lagrangian
bird model and experimental results are used to verify
observations from the bird model with the CEL
approach.
Gang et al. [26] explored the potential of the CEL
numerical method to address geotechnical problems. Their
studies have shown that CEL is capable of resolving
difficult problems which FEM considers difficult to solve.
In order to further explore the capacity of the CEL, a pile
installation was simulated by a CEL approach and it was
discovered that the CEL is better suitable for studying the
pile influence on the soil-preceding structure’s relationship,
namely that the friction values are high when the
simulation results and measuring data are considered.
Therefore, they believe that due to the quality of
parallelization, the CEL method achieves successful
results.
This study presents four cardinal numerical methods of
analysis which are: Lagrangian, Smoothed Particles
Hydrodynamics (SPH), Arbitrary Lagrangian-Eulerian
(ALE), and Coupled Eulerian-Lagrangian (CEL) to
examine the Cold Gas Dynamic Spray (CGDS) deposition
system by simulating and analyzing the contact/impact
problem at deformation zone using ductile materials. This
was done with the aim of accomplishing a qualitative
understanding of when the particle deforms plastically
during the cold gas dynamic spray process and find a way of
addressing high-strain-rate dynamic problems of cold
sprayed particles and substrate.2 Problem description
This study investigates the feasibility of four numerical
analysis models to simulate both the single and multiple
particle impact on a deformable substrate during the
CGDS process. Based on Abaqus Analysis User’s Manual
[27], an explicit-finite element analysis program was
adopted for the analysis. A 3D model was established for
deformable Copper (Cu) particle and deformable Alumi-
num (Al) substrate. The 500m/s initial impact velocity
used for this simulation of Cu/Al impact is below the
critical velocity of copper/aluminum system. Note that
507m/s is the approximated critical velocity for Cu/Al by
using shear localization analysis [15]. Because of SEM
observation, the morphology of copper particle was taken
to be spherical for the numerical model (Fig. 1) and its
corresponding mean particle size was taken to be 10mm in
the CGDS process. The penalty formulation and general
contact explicit available in ABAQUS/Explicit FEA
program were used to describe the relative motion between
the particle and substrate surface during cold gas dynamic
spray process. The coefficient of friction was taken to be 0.3
for all the analyses [10,21]. The initial temperature is set to
be 25°C in all the cases of Cu/Al impacts [28] with a fixed
simulation time of 60 ns which is enough to study the
contact process [10,16,29,30]. The cylindrical model was
used for the substrate, the height and the radius were 8R
and 16R respectively, where R is the diameter of the
particle.
Table 1. Material model for the numerical analysis.
Properties Unit Copper Aluminum
Density (s) kg/m3 8.9 103 2.7 103
Shear modulus (G) GPa 44.7 25.5
Thermal conductivity
(l)
W/m ·K 386.5 237.2
Specific heat (c) J/kg ·K 383 898.2
Sound velocity(C0) m/s 3940 5386




A MPa 90.0 148.4




Tm K 1356 916
T0 K 298 298
Fig. 1. Schematic diagram illustrating 3D model used is this 
study for (a) Lagrangian, SPH and ALE method (b) CEL 
approach (c) Boundary conditions for the 3D model.
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The thermal reaction study is carried out using the
thermal conductivity properties and specific heat. Table 1
shows the properties of the materials used for the analysis
[21,31,32]
3 Computational procedure
3.1 Lagrangian model description
Abaqus/explicit program [27], was used tomodel the impact
behaviour of Cu particle upon Al substrate in the
The Johnson-Cook plasticity model offers a definition 
of material movement for both the particles and substrate 
[29]. The flow stress (s) functions as illustrated in equation 
(1) are the strain hardening, strain hardening rate and 
temperature softening where the work hardening 
exponent (n) and plastic strain is denoted by _e, the 
dimensionless plastic strain rate is the ratio of _e=_e0, _e0 = 
1.0 s1 and the substance constants A, B, C and m are 
shown in Table 1. T, Tm and T0 are the measured, melting 
and reference temperature respectivelyLagrangiansimulation.Thepenalty formulationandgeneral
contact explicit available in ABAQUS/Explicit FEA
program were used to describe the relative motion between
the particle and substrate surface during cold gas dynamic
spray process. The following analysis was also used for the
Lagrangian domain; an 8-node thermally coupled brick
(C3D8RT), reduced integration, hourglass control, trilinear
displacement and temperature [27]. The mesh size of
0.0003mm was used, i.e. the resolution of 1/100 particle
diameter.Hexahedralmeshingelementshavebeenused.The
application of boundary conditions with respect to the x–z
plane involves symmetry, the bottom of the substrate with
zero displacements, and the boundary conditions Lagrang-
ian parts are shown in Figure 1c. Where particle initial
velocity (v=500m/s), nodal rotation (r) and nodal
displacement (u) are defined with the coordinates x, y z.
The particle and substrate initial temperature of 25°C was
used for all the calculations.
The conservative equations outlined in equations (4)–(7)
represent the equation of mass, energy and momentum
derived by the spatial time derivative approach [33]. Where
r, s, u, E and e are the density, Cauchy stress, material
velocity, total energyperunitvolumeandthe internal energy
respectively. The addition of the internal energy (e) and
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description
Another numerical model used in this study is Smoothed
particle hydrodynamics (SPH). These methods belong to
the meshless (or mesh-free)- family in which elements and
nodes are not defined in the domain against the normal
practice in the analysis of the finite element method;
instead, the given body is represented by a collection of
points. These nodes are generally called pseudo-particles or
particles in smoothed particle hydrodynamics. Smoothed
particle hydrodynamics is a modelling scheme in a fully
Lagrangian domain in which continuum equations of
a prescribed set are discretized by directly interpolating the
properties over the solution region at a discrete set of points
without necessarily define a spatial mesh. All the theory of
energy conservation such as conservation of momentum,
conservation of mass and conservation of energy are all
defined with the Lagrangian domain. The interaction that
occurs between the neighbouring pseudo-particles and
current pseudo-particle over time causes the material to
change and the field approximation at each step is done on
the basis of locally distributed neighbouring particles.
As the word ‘particle’ might suggest, the discrete particles
(spheres) collide in compression with each other or in
tension exhibiting cohesive-like behaviour. The SPH
method at its core does not base on such phenomenon,
rather, a method of discretization of continuum partial
differential equations. In this analysis, the SPH reference
frame was used only to model the particle because its
deformation is much more than that of the substrate,
whereas the substrate was modelled using the Lagrangian
reference frame. The Explicit dynamic stress-displacement
analysis was used in this method because the coupled
mechanical thermal procedure in Lagrangian domain
does not support the PC3D element type SPH approach.
The element type for the substrate is an 8-node thermally
coupled brick (C3D8RT), reduced integration, hourglass
control, trilinear displacement and temperature, while the
PC3D unique ABAQUS/Explicit element type was used
for the particle in the SPH analysis.
The interpolation theory is the foundation of the
smoothed particle hydrodynamics (SPH) numerical
approach. The interpolation theory transforms the
continuum fluid dynamics conservation laws into an
integral equation. Smoothing kernels (W) can be used at a
certain position to obtain the kernel approximation of a
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where weighting function isWwith respect to support scale
(h). Equation (10) is the Delta-function property when the
limit of smoothing length is tending to zero. Kernel
functions have many possible choices. The third-order
B-spline function was selected for this analysis to reduce
the code frequency and the number of interactions of the
particles. If the relative displacement (R) is defined
between points Rnd R0, r= |RR0|/h then equation (11)
gives the B-spine function. The function of normalization
N (d) is given to be {3/2, 7/10p, p, 31/5p2 } ; d=1, ..., 5.





















were the particle velocity, viscosity, density and pressure
are respectively represented by va, ma, ra, and pa for
particle, a. For particle b, the velocity, viscosity, density,
mass and pressure are represented by vb, mb, rb, mb and pb
respectively. The position vector and interpolation kernel
are denoted by Rab=RaRb form particle a to b and
Wab=W (Rab, h) respectively. Gravity vector and viscous
term factor are denoted by g and j. AtRab=0, smoothing of
singularity is h.
3D SPH model was employed in this analysis. There is
no special treatment for contact boundary condition in the
SPH approach. The bottom surface of substrate is
constrained by the PINNED boundary condition (the
substrate is constraint in both x, y and z- direction).
The condition of SPH particles geometric proximity is
detected automatically to calculate the contact process of
particle/substrate interface. The SPH interact with each
other by meeting this condition following the requirement
of boundary compatibility.
3.3 Arbitrary Lagrangian-Eulerian (ALE) model
description
The Arbitrary Lagrangian-Eulerian (ALE) analysis is used
to study large deformations of the transient problem by
using Lagrangian adaptive mesh domains. In Figure 1a, the
domain of Lagrangian adaptive mesh is created by the blue
line region so that the orientation of the material present in
this domain will follow the material flow path, which
validates the most structural analyses of physical interpre-
tation. The computational cost will be reduced by defining
the domains of adaptive mesh as a fraction of the entire
domain. The material direction is always proportional to
the mesh and normal to the boundary on the Lagrangian
domain boundary so that at all times the material domain
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adaptive meshing increase by iteratively sweeping over the 
domain of the adaptive mesh. Element distortion is reduced 
as each mesh sweep in the domain by relocating the nodes 
based on the current location of the neighbouring nodes as 
well as the elements. In each increment of adaptive 
meshing, the adaptive meshing intensity increases when 
the number of sweeps increases. The sole objective of the 
mesh smoothing method in the adaptive mesh domain is to 
improve element aspect ratios by minimizing mesh 
distortion expense of diffusing initial mesh gradation. 
Adaptive meshing robustness in ABAQUS/Explicit is 
achieved by adopting an enhanced algorithm based on the 
geometry of the evolving element.
2D axisymmetric ALE model was employed in this 
analysis. CAX4RT: a 4-node bilinear displacement, 
viscoelastic hourglass control, axisymmetric quadrilateral, 
reduced integration, thermally coupled and the tempera-
ture was used for the ALE domain. Here, 0.0001 mm was 
used as the mesh size. Quadrilateral elements were used for 
the meshing. The number of mesh sweeps and frequency for 
this analysis is 5 and 15 respectively.
3.4 Coupled Eulerian-Lagrangian model description
Another numerical model used in this study is the Coupled 
Eulerian-Lagrangian approach. This method is also used to 
study large deformations of transient problems. Coupled 
temperature-displacement elements for the Eulerian 
domain (EC3D8RT) and fully coupled thermal-stress 
analysis for the Lagrangian domain (C3D8RT) are used 
in this analysis. The volume-of-fluid method is the 
foundation of Coupled Eulerian-Lagrangian model for 
the implementation of the Eulerian part in ABAQUS/
Explicit. Within each element, this method computes the 
Eulerian Volume-Fraction (EVF) as the material flows and 
tracked in the mesh. Generally, one is the volume fraction 
of an element if it is completely filled with material and if 
the element contains no material, its volume fraction is 
zero. More than one material can be present in a Eulerian 
element simultaneously. If all the volume fractions of the 
material in an element are sum together and is less than 
one, automatically, the remaining elements will be 
occupied by ‘void’ material. There is no mass and weight 
for void material. The 3D model is implemented for this 
numerical approach. The geometry, boundary conditions, 
analysis procedure, mesh and interaction are the same as 
that of the pure Lagrangian method. In the case of Eulerian 
frame, prescribed velocity along x, y and z-direction are 
constraint.
4 Results and discussion
4.1 Lagrangian numerical approach for single-particle 
impact model
At 500 m/s initial impact velocity, the equivalent 
plastic strain evolution (PEEQ) for Cu/Al impact 
after the simulation time of 30ns is shown in Figure 2. 
The peak value of PEEQ during the calculation is 
found to be at the interfacial zone between the particle 
and substrate.As predicted by the Lagrangian method, the single 
spherical particle impacts the flat substrate, becomes 
flattens, and generate a crater at the edge of the contact 
region. At the outer interfacial region, there is an 
observation of an intensive plastic deformation between 
the Cu particle and Al substrate, where the value of PEEQ 
exceeds 2.0.
The temperature (TEMP) distribution at 500 m/s 
initial impact velocity for Cu/Al impact after the 
simulation time of 30 ns is shown in Figure 3. The process 
of deformation in cold gas dynamic spray is purely 
adiabatic [35]. Temperature distribution of material is 
dependent on the plastic deformation, and since the 
deformation of the particle is largely observed with a 
maximum plastic strain close to the interfacial region, the 
maximumTEMPis also found to be located near the interface. 
The particle and substrate materials formed jet at the 
interfacial region as the deformation of the particle and 
substrate proceeds. The appearance of the deformed particle is 
now lens-like shape. As the material of the particle and the 
substrate deform further, then, more jet builds up.
Figures 2a–d and 3a–d shows the evolution of the jet 
impact time histories of 30 ns, and Figure 4a and b displays 
the TEMP and PEEQ distribution for the corresponding 
single-particle The material true time history impact at the 
impact time of 60 ns. The shear strain and temperature 
evolution is not enough to clearly predict adiabatic shear 
instability compared with [16,36] from these figures. 
As shown in Figure 4, the substrate equivalent plastic 
strain evolution is higher than that of the particle, thus 
higher temperature is obtained.
4.2 Smoothed particle hydrodynamics (SPH) 
numerical approach for single-particle impact model
SPH deformation pattern for Cu/Al impact is different 
from Lagrangian and ALE deformation pattern of particle/
substrate impact. At the edge of the interfacial zone, there 
is no material jet of a particle, and the particle penetration 
in the substrate is deeper.
At 500 m/s initial impact velocity, the evolution of 
equivalent plastic strain (PEEQ) for Cu/Al impact after 
the simulation time of 30 ns is shown in Figure 5. In these 
figures, the particle aspect ratio is decreased, with an 
increase in the collision time of the contact process, and the 
width and depth of the substrate increase. The plastic 
strain observed in the substrate increases greatly after 5 ns, 
whereas, the maximum equivalent plastic strain continues 
to approach a horizontal asymptote. A viscous-like resistance 
created by the excessive deformation can hinder the further 
deformation process under high strain rate and high impact 
velocity. This effect can be attributed to the second term 
Johnson-cook of the stress-strain law which describes the 
strain hardening rate. Figure 6b shows the stress evolution at 
25 ns impact time which is however different from the PEEQ 
curve in Figure 6a. When the substrate temperature 
increases, there is low resistance of the material to shear flow 
when thermal softening is considered. This means that if any 
amount of shear stress is applied as the material approaching 
melting temperature, the shear strength of the material will be 
lost, and it will experience excessive deformation. However,
Fig. 2. Equivalent plastic strain time-evolution at 500m/s Cu/Al impact of (a) 5 ns (b) 10 ns (c) 20 ns (d) 30 ns by using the
Lagrangian numerical modelling.
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of the whole system at 25°C. Moreover, material damage
model is not employed in thematerial. TheDynamic-Explicit
procedure used in this analysis produces much higher PEEQ
as clearly observed in Figure 6. The conduction of heat is
obvious in the case of Dynamic-Temperature Displacement-
Explicit procedure from the impact zone and conducted
into the inner part of the particle and substrate. Although for
large models’ analysis with extremely discontinuous events
and relatively short times response, Dynamic-Explicit
procedure is recommended because of its computational
efficiency.
4.3 Arbitrary Lagrangian-Eulerian (ALE) numerical
approach for single-particle impact model
The ALE numerical approach is also used to solve the
single-impact problem.The equivalent plastic strain (PEEQ)
evolution and temperature distribution at 500m/sinitial impactvelocity forCu/Al impactduring the simulation
time of 30ns are shown in Figures 7 and 8 respectively.
Excessive distortion of mesh does not occur by using this
numerical method. The material jet formed in this analysis is
smoother at the interfacial region instead of acute and thin.
The value of frequency applied in the analysis is 15 and
remeshing sweeps per increment are 5. The absence of
adhesionmodelmakestheparticlereboundtooccurafter30ns
of the impact time. It is observed that the temperature at the
outer regionof theparticleandsubstrate impact ishigher than
what the inner part experiences because of the locally formed
plastic deformation around the region surrounding the
interface.
The evolution of the particle and substrate equivalent
plastic strain (PEEQ) are shown in Figure 9b at 60 ns
impact time. The plastic strain observed in the substrate
increases unreasonably after 10 ns, whereas, the maximum
equivalent plastic strain continues to approach a horizontal
asymptote. However, the monotonical increase in the
Fig. 3. The temperature evolution at 500m/s Cu/Al impact of (a) 5 ns (b) 10 ns (c) 20 ns (d) 30 ns by using the Lagrangian numerical
modelling.
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feature in a pure Lagrangian approach. The sudden
decrease of the PEEQ after reaching the peak value is
an unrealistic behaviour and can be attributed to errors of
interpolation caused in the remapping point and surround-
ing interface of high strain gradients by the adaptive
meshing algorithm [16,37]. The deviation of material points
and integration points is due to the usage of adaptive
meshing with some features similar to CEL approach.
Therefore, the adaptive meshing and material motion
composite effect is represented by themotion of the interior
mesh of an adaptive mesh domain.
Figure 9a shows the temperature (TEMP) distribution
at 60 ns after impact. Before 10 ns, the TEMP slowly
increases, but because of the high strain rate, it increases
sharply between 10 and 20 ns, thereafter, there is a gradual
decrease as the calculation continues. Because the
substrate experiences larger plastic deformation, itstemperature is higher than that of the particle. Adaptive
meshing frequency and intensity are the key factors that
affect the computational cost and simulation results in this
analysis.
4.4 Coupled Eulerian-Lagrangian (CEL) numerical
approach for single-particle impact model
The problem of mesh excessive distortion and abnormal
deformation can be avoided using the Coupled Eulerian-
Lagrangian numerical approach. CEL particle model
enhances the modelling of the fluid-like particle as shown
in Figure 10. Although there is still an occurrence of the
material jet in this analysis and it has no effect on the
completion of the analysis. The interpretation of the results
from CEL should be different from that of a Lagrangian
method (Figs. 10 and 11). Since the Eulerian part in CEL
analysis is rigid and fixed, any nodal displacements result is
Fig. 5. The distribution of PEEQ of various impact time at 500m/s Cu/Al impact (a) 5 ns (b) 10 ns (c) 20 ns (d) 30 ns by using the
SPH numerical modelling.
Fig. 4. The time distribution of (a) temperature (b) PEEQ of Cu/Al impact using the Lagrangian numerical modelling at 500m/s
impact velocity.
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Fig. 6. The evolution of (a) PEEQ (b) stress distribution of Cu/Al impact at 500m/s impact velocity using the SPH numerical
modelling.
Fig. 7. Equivalent plastic strain evolution (PEEQ) at 500m/s Cu/Al impact at different impacting times of (a) 5 ns (b) 10 ns (c) 20 ns
(d) 30 ns by using the ALE numerical modelling.
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Fig. 8. The time evolution of temperature at 500m/s Cu/Al impact of (a) 5 ns (b) 10 ns (c) 20 ns (d) 30 ns by using the ALE numerical
modelling.
Fig. 9. The time distribution of (a) The temperature (b) The PEEQ of Cu/Al impact at 500m/s impact velocity using the ALE
numerical modelling.
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Fig. 10. Evolution of PEEQ and volume average equivalent plastic strain (PEEQVAVG) 500m/s Cu/Al impact by using the CEL
numerical modelling.
Fig. 11. Evolution of temperature (TEMP) and mass average temperature (TEMPMAVG) at 500m/s Cu/Al impact by using the
CEL numerical modelling.
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materials within the element is based on volume fraction
weighted average (PEEQVAVG). The value of this volume
average is significantly lower whether the adaptive
remeshing is used or not than that of the Lagrangian
analysis. The same explanation can as well be applied to
the particle temperature (TEMPMAVG) distribution as
shown in Figure 11.
The equivalent plastic strain (PEEQ) evolution and
temperature distribution at 500m/s initial impact velocity
for Cu/Al impact during the simulation time of 20 ns for
particle and substrate are shown in Figure 12. The PEEQ
evolution in the substrate increases rapidly until it reaches
the peak value of 5. The PEEQAVG for the substrate is
significantly higher than that of the particle. One of the
CEL analysis shortcomings is the inability to trace the
materials history behaviour.
4.5 Comparison of four numerical methods
At 500m/s initial impact velocity, the evolution of
equivalent plastic strain (PEEQ) for Cu/Al impact after
the simulation time of 60 ns is shown in Figure 13
calculated by Lagrangian, SPH, ALE, and CEL numerical
model. As predicted by the Lagrangian method (Fig. 13a),the single spherical particle impacts the flat substrate and
becomes flattens and generate a crater at the edge of the
contact region. The particle and substrate materials
formed jet at the interfacial region as the deformation of
the particle and substrate proceeds. The appearance of the
deformed particle is now lens-like shape. As the material of
the particle and the substrate deform further, then, more
jet builds up. For the SPH numerical method, as indicated
in Figure 13b, there is no material jet of the particle at the
interfacial region edge. The PEEQ distribution in this
analysis, when compared to the Lagrangian result, was
similar. Excessive distortion of mesh does not occur by
using ALE numerical method. The material jet formed in
this analysis is smoother at the interfacial region instead of
acute and thin (Fig. 13c). CEL particle model enhances the
modelling of the fluid-like particle (Fig. 13d). Although the
occurrence of the material jet in this analysis has no effect
on the completion of the analysis, and the particle
penetration in the substrate is deeper than other numerical
methods.
Figure 14a shows the normalised kinetic energy over
the period of 60 ns impact time using Cu/Al impact for the
four numerical approaches under consideration. In the
deposition of Cold Spray process, energy from initial
kinetic energy (ALLKE) is converted into energy saved in
Fig. 13. Effective plastic strain evolution of (a) Lagrangian model (b) SPH model (c) ALE model (d) CEL model of a Cu/Al single
particle impact at 500m/s.
Fig. 12. The evolution of (a) temperature (b) plastic strain of Cu/Al impact at 500m/s impact velocity using the CEL numerical
modelling.
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Fig. 14. Impact time (a) kinetic energy (b) artificial strain energy for Cu/Al impact for the four numerical approaches at 500m/s.




















Lagrangian C3D8RT 33800 C3D8RT 1123412 283973 4.10
SPH PC3D 15200 C3D8R 572432 125028 4.70
ALE C3D8RT 4630 C3D8RT 80000 9319.6 9.08
CEL C3D8RT 33800 C3D8RT 1123412 330975 6.52
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the material plastically (ALLPD) and energy that
propagates the stress wave. After plastic deformation of
the material, the process is irreversible, and the kinetic
energy stored, is the energy which can be recovered during
the restitution. This energy is known as rebound kinetic
energy. The initial kinetic energy is much higher than the
rebound kinetic energy. That means over 98% of the kinetic
energy is converted into internal energy and 2% is
converted into rebound kinetic energy. The kinetic energy
which is then produced by rebounded particles has not been
monotonous, because, after 20 ns, the kinetic energy
damped periodically. The recoverable elastic energy
matches this energy. The pattern of the normalized kinetic
energy in all cases of numerical approaches agrees well
except for the CEL approach. The deviation is due to the
different approach used in the analysis.
The removal of hourglass control (singular modes) is
usually done by the associated ‘artificial’ strain energy.
The strain energy that will control hourglass deformation
will be too much if there is excessive artificial strain energy
during the process. Figure 14b shows how to determine
whether the artificial strain energy is excessive or not by
comparing the internal energy (ALLIE) with that of
artificial strain energy (ALLAE). Generally, the proportion
of when ALLAE divides ALLIE should not be up to 5%.The initial ratios close to 0.0 s can be neglected because it is
basically noise produced when a very small number is
divided by another, all four numerical approaches have
a ratio of less than 4%. The problem of the hourglass can be
sufficiently prevented by intrinsic hourglass control. The
fine mesh size used in this analysis is enough to stop zero-
energy modes propagation which potentially yields inac-
curate results.
Table 2 presents a comparison between the four
numerical approaches in term of computational costs.
The most efficient approach among the four is the pure
Lagrangian approach, and the SPH consumes more time.5 Conclusion
The Finite Element analysis has been carried out using four
different numerical approaches - Lagrangian, Smoothed
Particles Hydrodynamics (SPH), Arbitrary Lagrangian-
Eulerian (ALE), and Coupled Eulerian-Lagrangian (CEL),
to examine the Cold Gas Dynamic Spray (CGDS)
deposition system, through simulating and analyzing the
contacts/impacts at the deformation zones. It can be
observed that the particle material has greater influences
on the deposition process and the deformations than the
substrate material does. Regarding the particle, a material
14 S.T. Oyinbo and T.-C. Jen: Manufacturing Rev. 7, 24 (2020)with higher densitysuch as Cu has a higher initial kinetic
energy, leading to a larger deformation area and a longer
contacttime, and hence, suggesting a better bonding
between the particle and the substrate. The study
suggested that all the numerical methods tested could be
used to analyze the contact/impact problems at the
deformation zones in cold gas dynamic spray processes.
The higher computational efficiency of the Lagrangian
approach and its ability to incorporate a complex material
model into the simulation, nevertheless, makes it one of the
most suitable numerical methods. However, the severe
distortion of the mesh structure in the deformed area could
result in non-convergence of simulation and inaccuracy of
the calculated result, due to the numerical backslide
effects.
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The simulation results for normal multiple impacts are presented in this article. A 
systematic parametric analysis, including particle initial impact velocity, preheating temperature, 
materials combination and coefficient of friction, verifies the Lagrangian numerical method of 
modelling CGDS deposition process. The findings of the simulation are contrasted with the 
findings published in the literature using Lagrangian's numerical method. The analyzes of the 
equivalent plastic stress and temperature in the different circumstances allow us to comprehend in 
detail the phenomenon of high-velocity phenomenon s. The restitution coefficient is also discussed 
in this article to analyze the relationship between deposition and kinetic energy. 
The restitution coefficient and compressive residual stress of the deposited particles under 
different operating conditions was studied in an FCC-like model of particle arrangement inspired 
by the crystal structure. During different procedures, we have studied not only the deformed 3D 
models but also their distribution and evolution. Higher initial temperature and higher impact 
velocity of the particles are of great benefit to producing a denser CGDS coating. The broad and 
fast plastic deformation is the key explanation for the compressive residual stress at the interfacial 
26 
 
region between the particle and the substrate. In summary, Table 2.4 describes schematically the 
parametric effects on this study’s result. 
 
Table 2.4: Parametric effects on PEEQ and TEMP 
Variables                        ΔTEMP                     PEEQ 
      Velocity 
 
      Pre-heating 
      Temperature 
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A B S T R A C T
Cold gas dynamic spray is a cold spray technique for obtaining solid-state surface coating. Several materials such
as metal, metal alloys, composite materials, and polymer have been deposited successfully through cold spray
onto a substrate material. A number of industrial applications for cold spray have been developed worldwide in
the field of aerospace, energy, automobile, biotechnology, and military applications. In the current study, effects
of various processing parameter such as impact velocity, substrate preheating temperature, a combination of
different materials and coefficient of friction were used to describe the impact behaviour of ductile materials
(copper, Cu, and aluminium, Al) after deposition to find a way of addressing high-strain-rate dynamic problems.
The parameters were also used to verify the deposition process for the modelling of cold gas dynamic spray
(CGDS) by the Lagrangian approach of finite element analysis. The results of the analysis (simulation) and that of
the published experimental results in the literature correlated well. The understanding of the impact behaviour
using different parameters was evident by the analysis of temperature and equivalent plastic strain (PEEQ). It
was discovered that the deposition process and deformation are largely affected by particle material as compared
to the substrate. A lower restitution coefficient was obtained when different materials of varying properties were
combined compared to the combination of the same material. Also, the parameters under investigation do not
affect the CGDS process individually, as their effects are interrelated.
1. Introduction
Cold gas dynamic spray (CGDS) is a cold spray technique for ob-
taining solid-state surface coating for fast-growing scientific and in-
dustrial applications in the aerospace- repair of solid rocket boosters
space shuttle, aircraft industry, gas turbine, petrochemicals, electronics,
bioengineering, casting, oil and gas, and automotive industry [1] over
the past years. The processing and the deposition resulting from cold
gas spraying processes with a wide range of materials have the fol-
lowing advantages: corrosion protection, increase in mechanical dur-
ability and wear resistance. It also creates components with different
thermal and electrical conductivities than would be yielded by sub-
strate or producing coatings on the substrate components as thermal
insulators, high fatigue strength coating, prohibiting creep in an en-
vironment with high temperature, clearance control, restoration and
repair, prostheses with improved wear, and produce components with
attractive appearance [2–4].
CGDS is one of the embracing powder deposition spray processes.
This technology was introduced in Russia by the Institute for
Theoretical and Applied Mechanics in the 1980s [5]. Through experi-
mentation, they discovered cold gas spray processes as ‘additive man-
ufacturing’ techniques. Before this time, on August 12, 1902, Thurston
patented a method for gas under high pressure at a velocity of 300 m/s
to accelerate metallic powder and subsequently, the deposit was
achieved by a high-speed collision on the base material. Major in-
novative development was initiated in the 1950s by Rochevill, using a
gas flow at a velocity higher than those obtained with the methods that
were commonly used at that time. The flow of gas through a nozzle
known as a De Laval Nozzle produced a uniform thin coating [5–7].
Several materials such as metals, metal alloys, composite materials,
and polymers were successfully deposited on-to a substrate material by
the Russians. Thereby, the high coating deposition rate was attained by
the cold gas process. The number of industrial applications for cold
spray has increased worldwide in the field of aerospace, energy, auto-
mobile, biotechnology, and military. CGDS is a cold spray technique for
obtaining solid-state surface coating. The deposition that occurs during
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CGDS can be summarised into the molecular attraction between the
surface deposit of the particles and the substrates and in-build deposit
growth [62]. A high-speed ranging from 500 to 1500 ms−1 [8] accel-
erates finely distributed powder particles (ranging from 1 to 50 μm) in a
De Laval Nozzle. At supersonic velocity, particles impact and plastically
deform on the substrate. The deformation process results in adhesion to
the surface [9–15].
Several types of research as mentioned in the literature have been
carried out to describe the bonding mechanism and increase the un-
derstanding of this phenomenon in the past years [14,16–20,62]. Cur-
rently, adiabatic shear instability that occurs at the interfacial zone can
be viewed as a widely accepted bonding mechanism as it results from
exhaustive localized deformation and high strain rate during the pro-
cess of deposition. Thermal softening is more dominant in the area
where adiabatic shear instability occurs due to adiabatic heating-in-
duction at the interface. This makes it easy at the interface for metals to
be extruded because of its viscous nature, which forms outwardly at the
rim metal jet [14,21]. On the particle surface, a crack native oxide film
exists that can be removed by the help of such a viscous-like metal jet.
Hence, metal bonding occurs at the interfacial zone when metal-to-
metal contact is initiated [22].
1.1. Numerical approach to cold gas dynamic spray (CGDS) process
The experiment has proven that cold spray deposition processes are
difficult to analyse because of their particles and substrate contents
[23,24]. Their non-linear nature is responsible for this. Since they have
a complex nature that has defied structural and analytical experi-
mentation, the only solution is to introduce computational simulations
as a mechanism to study the interactions between particle and substrate
for elucidating the bonding mechanism accompanying cold gas dy-
namic spray.
1.2. CGDS computation simulation
To study the impact behaviour of particle adhesion onto the sub-
strate, numerical simulation using ABAQUS/Explicit was used to pre-
dict the deformation process. The use of double impact 3D models with
various considerations in the choice of contact interaction, adaptive
meshing, element type, and other areas was performed [25,26]. Since at
the contact surfaces large deformation always occurs, adaptive meshing
was introduced at the beginning of the simulation as a means of coping
with the deformation. This was carried out with the sole objective of the
preservation of the initial meshing. The ABAQUS/Explicit advection
methods were also combined with the mesh grading so as to achieve the
desired result. At every 50 increments, the remeshing frequency was
kept low in most cases. Adiabatic shear instability causes bonding of
particles at the particle and substrate interface as observed by the
modelling results at high velocities. It was also observed that the de-
velopment of non-uniform temperature and strain at the interfacial
zone resulted from the confinement of the surface fraction of the
bonding.
Li et al. [27] carried out an investigation on oxygen-free high
thermal conductivity (OFHC) copper using cold spray particle de-
formation with the Lagrangian formulation in ABAQUS/Explicit soft-
ware. To cater for the axisymmetric features that were noticed in their
observation, they took the substrate to be a cylinder while using a 2-
dimensional symmetrical model. In this model, the particle diameter
(dp) was taken to be one-fifth of the height and radius of the substrate.
The contact formulation between particle and substrate used was Ex-
plicit (surface-to-surface contact). Other considerations in their analysis
are solution procedure, meshing size, interfacial friction, adaptive
meshing, element distortion control, hourglass control, and material
damage. This numerical analysis was performed in order to investigate
the effect of process parameters on the particle impact behaviour, the
capacity and feasibility of finite element method (FEM) to analyse the
process by using the ABAQUS/Explicit program. With the correct input
parameters and settings, this is a viable method for yielding a sa-
tisfactory output. Several other investigations were carried out and
published by different authors, which provides more modelling detail
techniques on the cold gas dynamic spray deposition process [28–32].
A study was carried out to study the impact behaviour of particles
and substrate using another ABAQUS/Explicit model (known as
Eulerian Formulation) with Cu as the particle material [33]. It was
discovered that a jet was formed at a minimum velocity of about 290
m/s and a maximally attained equivalent plastic strain (PEEQ) was
found. This, therefore means that no jet could be formed at a velocity
below 290 m/s. This speed was thought to be a critical velocity. At a
velocity higher than the range of 290−400 m/s, jet formation dis-
continued and splashing of material occurred. Therefore, a critical ve-
locity could be predicted through the Eulerian model, as compared to
the jet morphology theoretical analysis as a prediction method [34].
By using the following 3D reference frames: Langrangian reference
frame (material failure); Arbitrary Lagrangian-Eulerian (ALE) reference
frame; Lagrangian reference frame, impact on the semi-infinite sub-
strate by single Cu particles was systematically studied by Yildirim et al.
at 100–700 m/s velocities [35]. To demonstrate the process of nu-
merical simulation involving ALE and Lagrangian methods, a 2D ax-
isymmetric model was used, and in furthering this process material
failure and Lagrangian simulation approach was carried out using a
one-quarter symmetry 3D model. Prior to the initial impact, the particle
and substrate were both at 293 K (which was the room temperature). A
friction coefficient of 0.3 was used in all cases at a particle substrate
interface. The contact formulation used was the penalty and surface-to-
surface interaction for axisymmetric 2D simulation. For the 3D simu-
lation of material failure and the Lagrangian model, the use of a general
contact algorithm was preferred. Under high deformations, material
impact behaviour could be described best using material failure with
the Lagrangian approach according to the results of the analysis per-
formed. Furthermore, mesh size was discovered to be responsible for
the maximum plastic strain and maximum temperature at the inter-
facial output. There was a decrease in the plastic strain as interpolation
errors occurred when ALE adaptive remeshing techniques were used.
In order to calculate critical velocity during the deposition process,
the 3D numerical model was created [36]. The interaction model used
in the investigation is general contact without friction at the particle
and substrate interface. However, the particle and substrate predictive
deformation correlates with the real process. Sobolev space and wavelet
transformation were applied by using the second derivative of the
physical parameters to solve the problem associated with determining
critical velocity as compared to the numerical simulation output ob-
servation.
Bae et al. [37] categorized particle and substrate materials ac-
cording to the metallurgical and physical properties of those materials
into four different impact cases namely hard-hard, soft-soft, hard-soft
and soft-hard. They use ABAQUS/Explicit software with CAX4R ‘four-
node bilinear axisymmetric quadrilateral element mesh’ hourglass
control and reduced integration for their simulation from element li-
brary. The contact algorithm of the surface to surface particle/substrate
interface was used with contact pair formulation. Numerical analysis
was performed to study the impact behaviour of 25 μm particle size for
all the cases under consideration and characterization was performed
by thermos-mechanical modeling. Theoretical and numerical analysis
of the thermal boost-up zone (TBZ) was suggested as a result of their
analysis. At critical velocities, the TBZ result is inversely proportional to
the plastic dissipation energy and the recoverable strain-energy for soft-
soft and hard-hard cases. At the soft impact interfacial zone, there is
adiabatic shear instability for soft-hard and hard-soft cases. This, of
course, is expected as a result of the opposite reaction.
A series of articles have been published focusing on the Smoothed
Particle Hydrodynamics (SPH) model, which is another simulation
model of cold spray particle deposition process [34,35]. In their
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investigations, the Karmel estimate was obtained by using the inter-
polation of Karmel functions (cubic B-spline) in SPH. First and foremost
at the bonding interfacial zone, they made some assumptions that the
secondary inter-molecular force is responsible for the bonding strength
between the contacting surfaces when the adhesion model was in-
troduced between them. The cohesive zone model introduced by Dug-
dale-Barenblatt drives the interfacial reaction model by inter-surface
traction model, and from the two bodies in contact, the interaction was
limited to SPH particles. Meanwhile, the surface contact formation
between the two surfaces was mutually confirmed by the activation of
this adhesion model. The result generated from this SPH numerical si-
mulation when compared to that of the Eulerian approach yielded si-
milar results in modelling the particle behaviour in cold spraying. This
is an indication that particle and substrate impact behaviour can be
feasibly simulated by SPH. Particle and substrate interaction could be
described by using the cohesive zone model [40].
SPH was used to examine Cu particles impact behaviour using
various geometrical impacts of the single, oblique and multiple in cold
dynamic spray compared to the Eulerian, Adaptive meshing and
Lagrangian approaches [41,42]. According to their investigation, the
element type and meshing size greatly affect the output result. More-
over, there is a correlation between the experimental result and the
Eulerian formulation than the Langrangian formulation. The eulerian
approach also provides a better result than that of the Lagrangian ap-
proach when further study was performed on the multi-particle impact
process. Furthermore, SPH numerical approach reveals that the impact
behaviour of the particle during deformation relatively yields better
output since limited effects of SPH particles independent weight was
achieved on the output result.
Another modern numerical method and complex finite element
models were used to induce damage in aeronautical structures by
Smojver et al. [43] so as to predict induced damage of bird strike.
However, the impacts experienced by the soft body were solved by
using the finite element technique called Coupled Eulerian-Lagrangian
(CEL) approach. Pressure-density ratio and material volumetric
strength by materials equation of state (EOS) were used to model the
bird replacement material hydrodynamic response. Experimental re-
sults and the Lagrangian bird model were used to validate the result
obtained from the bird model using the CEL approach.
CEL bird model exhibits stability in carrying out the analysis due to
the fact that significant mesh distortion does not occur in this approach.
The higher computational time involved in the CEL approach makes it
more disadvantageous to the Lagrangian bird model because, in the CEL
approach, more time is required to obtain Eulerian elements fine mesh
to accurately carry out simulation of contact between the Eulerian
elements and the Lagrangian mesh.
On solving the geotechnical problems, Qiu et al. [44] investigated
the capability of the CEL numerical approach. Their result revealed that
CEL has the capacity to solve complicated problems that are difficult for
FEM to solve. Pile installation was simulated by CEL approach to fur-
ther examine its capability and it was discovered that CEL is more
appropriate to study the installation of pile influence on the relation-
ship between the soil and immediately preceding structure that the
values of friction are high if the summation by simulation results and
measurements data is anything to go by. In addition, their conclusion is
that the CEL approach gives a satisfactory result due to the quality of
the parallelization.
Another challenging situation of CGDS process is the nozzle’s design
which has a great influence on the deposition process. A new simulation
model was developed by creating a unified mathematical model to
study various processing parameter. They used MATLAB to plot the
nozzle contour in 2D form and later simulated the gas flow using
computational fluid dynamics (CFD) software i.e. ANSYS Fluent. Their
result correlates with the date found in the literature [45,46]. Com-
mercial software FLUENT (Ver 6.1) was used to numerically model the
flow field of propellant gas [47,48]. It was discovered that optimized
expansion ratio of nozzle exit diameter is greatly influenced by throat
diameter, nozzle divergent cross-sectional length, particles’ length and
gas conditions. As the nozzle length and gas pressure increase, the
optimal expansion ratio increases. It decreases with an increase in
nozzle throat diameter, particles’ size and gas temperature. When using
Helium as the propellant gas, the expansion ratio is higher than that of
Nitrogen at the same operating conditions. Several articles that show a
modelling technique details publishthe ed in the literature on the de-
position of process by simulation are revealed [45]
1.3. Research objective
To analyse the impact behaviour of a particle on the substrate,
several codes of commercial finite element method (FEM) can be uti-
lized, such as ANSYS/LS-DYNA, CHT code and ABAQUS/Explicit. In the
coating process, the deposition efficiency can be influenced by some
factors such as material combinations and its properties, particle initial
impact velocity, frictional coefficient and substrate preheating tem-
perature among others. The experiment has proven that cold spray
deposition processes are difficult to analyse because of their non- linear
nature [23,24]. Since they have a complex nature that has defied
structural and analytical experimentation, the only solution is to in-
troduce computational simulations as a mechanism to study the inter-
actions between particle and substrate for elucidating the bonding
mechanism accompanying cold gas dynamic spray. Hence, this study
presents multiple particles and substrate impact using ductile materials
(copper, Cu and aluminium, Al) to simulate and analyze contact/impact
problem of cold gas dynamic spray deposition process and restitution
coefficient analysis at the interfacial zone. This was done in order to
accomplish a qualitative understanding of cold gas dynamic spray de-
position mechanism and find a way of addressing high-strain-rate dy-
namic problems of cold sprayed particles and substrate. Lagrangian
approach in ABAQUS/Explicit was used at controlled contact angle (100
-900), impact velocity (300−600 m/s), substrate preheating tempera-
ture (200-6000C), friction coefficient (0.2-0.5) and four different com-
binations of materials namely: Copper/Copper, Copper/Aluminium,
Aluminium/Copper and Aluminium/Aluminium.
2. Solid model description
ABAQUS/Explicit version 6.14-1, an explicit finite element analysis
program, was used to investigate the effects of processing parameters
and impact behaviour of ductile materials such as Copper (Cu) and
Aluminum (Al) using the Lagrangian approach available in Version
6.14-1. A 3D model was established for the analysis.
In Fig. 1, the Lagrangian domain with particles and substrate as-
sembly is presented with basic dimensions (Fig. (1a)). The height and
radius are denoted by the letters H and R while particle and substrate
are differentiated by the subscripts p and s respectively. The spherical
morphology of the copper particles was used for the numerical model
because of the SEM observation (Fig. (1b)). For proper observation, the
temperature and plastic strain evolution were studied through two
paths, namely the x-direction path and y-direction path. For the La-
grangian numerical analysis approach used in this study, C3D8RT: an 8-
node thermally coupled brick, trilinear displacement, and temperature,
hourglass control, reduced integration were used for the domain [49].
0.0003 mm was used as the mesh size i.e., 1/66 Dp resolution. Hex-
ahedral elements were used to carry out the meshing. The penalty
formulation, general contact (explicit) was implemented as contact
processes available in ABAQUS/Explicit FEA program.
2.1. Material
The description of thermal response is conducted by using the
properties of thermal conductivity and specific heat. The properties of
the material used in this simulation are entered into the software.
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Table 1 shows the materials used in the simulations and their properties
at room temperature [35,37,50]. The material elastic response is on the
assumption of the Mie-Grüneisen Equation of State (EOS), in which the
linear elasticity model was used.
In ABAQUS/Explicit program [49], the internal energy per unit
mass (E) and the density (ρ) are used to determine the pressure P as
illustrated in Eqs. (1)–(7). Here Em, c0, S, Γ0, ρ, and ρ0 are the internal
energy with reference to a specific volume, sound bulk speed, linear
Hugoniot slope coefficient, the material constant known as Gruneisen’s
gamma, current density and initial density respectively. Also, the
nominal volumetric compressive strain is indicated by the following:
= −η 1 .ρρ0
− = −P P Γρ E E( )H m H (1)
The Hugoniot specific energy E( )H and pressure (P )H are only the
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The nominal volumetric compressive strain is indicated by the
following: = −η 1 .ρρ0 The above equation yields Eq. (4) by eliminating









The energy equation and equation of state are used as coupled
equations for internal energy and pressure. These equations are solved










Where Us, the linear shock velocity and Up, the particle velocity is de-
fined by the linear relationship between c0 and s as follows:
= +U c sUs p0 (6)





















Where ρ c0 0
2 is equivalent to the elastic bulk modulus at small nominal
strains.
The description of material flow for both the particle and the sub-
strate is given by the Johnson-Cook plasticity model [28]. The Strain
rate hardening, the strain hardening, and temperature softening are the
three basic functions of flow stress, σ as illustrated in Eq. (8) where the
equivalent plastic strain denoted by , working hardening exponent n,





material constants A, B, C, and m have their values given in Table 1. T,
Tm, and T0 are the measured temperature, melting temperature and re-
ference temperature respectively.
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2.2. Parametric outline of the simulation
To better understand the formation of a coating mechanism, the
particle/substrate impact must be investigated for a greater under-
standing of the phenomenon. This work presents the interaction be-
tween four particles with the surface of the substrate. The deformation
Fig. 1. Schematic diagram illustrating (a) 3-D Lagrangian model (b) Cu particles SEM morphology.
Table 1
Copper and Aluminum material properties used in the numerical analysis
[35,37,50].
Properties, Unit, Symbol Copper Aluminum
Density, (kgm−3), σ 8.9×10−3 2.7× 10−3
Shear modulus, (GPa), G 44.7 27
Thermal conductivity, (W/m.K), λ 386.5 237.2
Specific heat, (J/kg ·K), c 383 898.2
Sound velocity, (m/s), C0 3940 5386
Us versus Up, (-), s 1.489 1.339
Grüneisen coefficient, (-), Γ0 2.02 1.97
Yield stress, (MPa), A 90 148.4
Hardening constant, (MPa), B 292 345.5
Hardening exponent, (-), n 0.310 0.183
Strain rate constant, (-), C 0.0250 0.001
Thermal softening, (-), m 1.090 0.895
Melting temperature, (K), Tm 1356 916
The reference temperature, (K), T0 298 293
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behaviour of particle/substrate during impact is basically dependent on
the makeup of the contacting solid bodies i.e. visco-plastic, visco-
elastic, work hardening elastic-plastic, elastic-perfectly plastic and
elastic solids. This research only considers the isotropic work hardening
of elastic-plastic materials impact. Table 2 shows the parametric study
outline, in which attention was given to various processing parameters
such as impact velocity, particles initial temperature, combination of
different materials and coefficient of friction to describe the impact
behaviour of ductile materials after deposition to find a way of dealing
with deformation problem of high strain rate using the Lagrangian
approach.
2.3. Boundary conditions
The Lagrangian model developed for this work consists of Copper
(Cu) particle and Cu substrate. The substrate base was fixed completely.
The adiabatic process was assumed for the process of particle and
substrate impact according to Assadi et al. [14]. The initial temperature
for both the particle and the substrate was assumed to be at room
temperature of 250C for all calculations. Finally, the monitoring of the
outputs generated from the simulation was done by Python script code
during impact for the element that experienced the maximum equiva-
lent plastic strain (PEEQ).
3. Results and discussion
3.1. The profile of the deformed
The deformation of the materials in the whole process changes from
one phase to another when they are in contact as a common phenom-
enon to engineering materials. The deformation is fully plastic from a
region of elastic-plastic. However, in the beginning, it was purely
elastic. In thermal sprayed coating, there are usually three stress com-
ponents: peening stress, thermal stress, and stress-induced by
quenching [51]. Here, it is observed that the dominant stress is the
peening stress as indicated by the compressive stress. The generation of
peening stress during the deposition, in a high-velocity impact cold
spray process is because of substrate plastic deformation and/or coating
material previously deposited. At an initial velocity of 500 m/s, Cu/Cu
impact consists of the deformation section (compression) followed by
the rebound section. Fig. 2 shows the deformation of Cu/Cu after im-
pact from the typical 3D-numerical simulation results with four-parti-
cles plastically deformed on the substrate Fig. 2(c) and the typical ex-
perimental observation (Fig. 2(a,b,d)) [52], and after the particle/
substrate impact, Fig.3 and Fig. 4 shows the shape evolution at different
impact times of 60 ns for equivalent plastic strain (PEEQ) and TEMP
respectively. In these figures, one can see that there is a reduction in the
particle aspect ratio (height-to-width) with an increase in the contact
time collision process, while the width and the depth of the substrate
create upsurge.
In addition, at 15 ns impact time (Fig. 4(a)), near the contact area
region, well-built compressive stress has already been induced and in-
creased by the impact of supersonic velocity and the interfacial tem-
perature accordingly. The temperature (TEMP) and maximum
equivalent plastic strain (PEEQ) region are localised at the interfacial
zone edge and not at the centre where the initial impact occurs. A jet is
created at the interfacial zone by particle and substrate materials as the
particle and substrate deformation continues and the deformed particle
now has a lens-like shape. Then, more jet is formed as the particle and
substrate materials deform further. Figs. 3(c)-(f) and 4(a)-(f) show the
impact time history of the jet evolution for the PEEQ and the Tem-
perature (TEMP) distribution with an impact time history of 60 ns. It
can be seen from these figures when compared with the literature [53],
the shear change occurrence of PEEQ and TEMP evolution is not suf-
ficient to clearly detect adiabatic shear instability.
Fig. 5 (a)-(f) show the Von Mises Stress evolution at the time in-
terval of 60 ns. For Cu material, the work hardening, and plastic de-
formation increases the flow stress. As shown in Fig. 5(a)-(f), the stress
wave spreads from the interfacial zone to the substrate boundary as the
deformation progresses because the induced Von Mises Stress increases.
It was an indication from the stress distribution that particle rebound
has occurred in Fig. 5(d) even though the particles and the substrate are
still in contact. The detachment of the particles from the substrate at 40
ns causes the particles to have a small region of tensile stress which
occurs locally inside the particles (Fig. 5(e)).
At the end of the calculation, a visible boundary was created be-
tween the particles and the substrate (Fig. 6(f)), and after removing the
impact loading, the residual stresses are permanently induced in the
particles and the substrate.
3.2. Impact velocity
The focus of many researchers in the literature is often based on the
interface or the particle but not on the substrate [22,53,55]. But the
substrate is also sensitive to the change in impact velocity. At various
times, Fig. 6 shows the evolutions of temperature (TEMP) and equiva-
lent plastic strain (PEEQ) of the Cu/Cu contact surface in the radial
direction over the contact zone. It can be clearly observed that from the
centre of the contact region, both the TEMP and the PEEQ increase
significantly as the deformation progresses with time along the hor-
izontal direction which implies that the Cu material at the contact re-
gion becomes softer and plastically deforms than the Cu substrate
material at the other region and thus the particles move relatively with
substrate surface. When particle rebounding occurs, the TEMP and
PEEQ increase with time after 20 ns.
Fig. 7 shows the evolution of the temperature (TEMP) and the
equivalent plastic strain (PEEQ) within the substrate at the time history
of 60 ns after impact. It can be noticed that after 5 ns, the PEEQ in-
creases. This is due to the change that occurs at high impact velocities
from plasticity to viscous flow in the deformation region. This effect
accounts for the thermal softening in this present analysis and is at-
tributed to the third term of strain-stress law in the Johnson-Cook
model.
The temperature increases sharply between the period of 5 ns and
40 ns due to the high strain rates ( − −s10 10 )5 7 1 . Subsequently, the
surface of the substrate is slowly cool down. Generally, as the impact
velocity increases, equivalent plastic strain, substrate’s temperature,
and plastic strain rate also increase.
Table 2
Schematic calculation plan used in the simulation to study the effects of parameters.
CASE CASE 1 CASE 2 CASE 3 CASE 4
Parameter Velocity Temperature Coefficient of Friction Material
Size (μm) 20 20 20 20
Material Copper/Copper Copper/Copper Copper/Copper Copper/Copper, Copper/Aluminum, Aluminum/Copper, Aluminum/Aluminum
Velocity (ms−1) 300,400,500,600 500 500 500
Temperature (K) 25 25,200,400,600 25 25
Contact angle (0) 90 90 90 90
Friction 0.2 0.2 0.2, 0.3, 0.5 0.2
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The resultant computed distributions of the substrate’s surface
TEMP and the PEEQ along the radial direction are shown in Fig. 8 at
varying impact velocities. These distributions are clearly seen to be
essentially identical. The influence of the impact velocity on the sub-
strate surface is much larger than at the depth of the substrate. Evi-
dently, higher impact velocities during impact generate greater max-
imum PEEQ and higher maximum TEMP. The contact area increases
with increasing impact velocity because the value of the maximum
resultant area spreads to the right. Quantitatively, the maximum tem-
perature and the maximum equivalent plastic strain increase respec-
tively, 36.7 % and 12.83 %, when the impact velocity increases from
300 m/s to 600 m/s.
3.3. Substrate pre-heating temperature
Fig. 9 shows the effect of different pre-heating temperatures at the
impact time history of 60 ns of 500 m/s on the PEEQ and the TEMP in
the Cu substrate when multiple Cu particles are deposited. It can be
observed in each case that a deep crater is formed by the Cu particles
cold sprayed on the surface of the substrate at high-velocity impact. At
the interfacial zone, plastic deformation locally occurs as plastic work
dissipation in this region increases the adiabatic temperature in the
region. At the increase of preheating temperature, the deformation
experienced by the substrate increases.
Thermal softening enhances the level of deformation in the pre-
heated substrate by enabling the material to deform easily and elim-
inate the effect of work hardening (Fig. 9(a)). Thermal softening is
responsible for the increase in the plastic strain after 2 ns of contact
Fig. 2. The deformation of Cu/Cu after impact at an initial velocity of 500 ms−1. (a) SEM Overview (b) SEM close-up image [54] (c) typical 3-D simulation results (d)
SEM close-up image [52].
Fig. 3. The Equivalent plastic strain evolution (PEEQ) at 500 −ms 1 Cu/Cu impact at different impacting times of (a) 15 ns (b) 20 ns (c) 30 ns (d) 40 ns (e) 50 ns (f) 60
ns.
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time (Fig. 9(b)). As the melting temperature of the material approaches,
the shear flow material resistance is generally small due to the thermal
softening effect. This is the reason that a lower TEMP ratio and higher
PEEQ are attained at higher pre-heating temperature (Fig. 10). There-
fore, as the substrate pre-heating temperature increases the material jet
formed at the edge of the interfacial region is more and more notice-
able. The crater depth created within the substrate shows that as the
pre-heating temperature increases, the crater depth also increases
(Fig. 11 (a)-(d)).
The temperature of heated gas in the commercial cold spray process
is up to 5270C-8270C depending on the technology used. The in-
vestigation carried out by some researchers revealed that high impact
energy like the one experienced during explosion welding gives rise to
local particle melting at the interfacial region during particle and
substrate impact [19,38]. On the contrary, these premises have been
rejected by other authors on the bases that adhesion at the interface is
solely by extremely localized pressure which generates local plastic
deformation in this region [39,41].
Fig. 11 (a)-(d) also illustrates the temperature distribution of the
impact for pre-heating temperature varying from 25 °C–600 °C. The
Fig. 4. The TEMP at 500 −ms 1 Cu/Cu impact at different impacting times of (a) 15 ns (b) 20 ns (c) 30 ns (d) 40 ns (e) 50 ns (f) 60 ns.
Fig. 5. The mean stress evolution at 500ms−1 Cu/Cu impact at different impacting times (a) 15 ns (b) 20 ns (c) 30 ns (d) 40 ns (e) 50 ns (f) 60 ns.
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maximum temperature attained with 6000C pre-heating temperature of
Cu particles is 996.40C. This temperature is below the Cu melting
temperature of 10830C. There is no melting at the interfacial region
when the preheating temperature is 2000C and 4000C because the
temperature at the interface throughout the process is less than the
melting temperature. The interfacial region where the actual impact
occurs can experience higher temperatures than the melting tempera-
ture of spray materials because of adiabatic shear instability which
produces a thin melted coating. But in the case of Cu/Cu, no thin melted
layer or localized region is found.
3.4. Friction coefficient
Fig. 12 shows the effect of friction coefficient at the impact time
history of 60 ns on the PEEQ and the TEMP in the substrate at the
impact velocity of 500 m/s. In the beginning, the increase rate of the
TEMP and the PEEQ was rapid between 2 ns and 10 ns, and subse-
quently, become slow until the calculation was concluded. The ‘two-
step behaviour’ displayed in Fig. 12 (a) and (b) is due to the impact of
the fourth particle between 10 ns and 25 ns.
As the coefficient of friction increases, the PEEQ increases at the
substrate surface. However, the influence of frictional energy is very
little with increasing substrate temperature. The difference is very little
between the maximum TEMP and the maximum PEEQ obtained with a
0.2 and 0.5 coefficient of friction. In all cases of the coefficient of
friction, the friction energy only constitutes at most 1.2 % of the in-
ternal energy, as shown in Fig. 13. The friction influence is not pro-
nounced when the particle/substrate impact is less than 15 ns and its
effect on the internal energy is less than 0.24 % but increases thereafter.
An increase in the coefficient of friction reduces the friction energy due
to the fact that the sliding distance will be shorter and consequently, the
distance reduces friction energy. The resultant distribution of PEEQ and
TEMP are shown in Fig. 14 for the various coefficient of friction of the
surface of the Cu substrate along the radial direction. When the effect of
the coefficient of friction is compared to the effect of other parameters
outlined in this research, it is relatively small.
3.5. The material combination of different ductile metals
Fig. 15 shows the effect of the combination of different ductile
materials (copper, Cu, and aluminium, Al) at the impact time history of
60 ns on the PEEQ and the TEMP in the substrate at an impact velocity
Fig. 6. The distribution at the interfacial zone of (a) TEMP and (b) PEEQ along the radial direction of the Cu/Cu contact surface with the initial impact velocity of
500ms−1.
Fig. 7. The evolution of (a) The TEMP (b) The PEEQ of Cu/Cu impact at 300ms−1, 400ms−1, 500ms−1 and 600ms−1 impact velocity using the Lagrangian
approach.
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of 500 m/s. Since the density of Copper is higher than Aluminium, the
initial kinetic energy of copper particles is higher with equal impact
velocity and radius and more plastic deformation is significant in the Cu
particles (Fig. 15(b) and higher temperatures are attained (Fig. 15(a)).
The particle and substrate and the deposition process are influenced in
a greater way by the particle material than by the substrate material.
The deposition process and the deformation are predominantly affected
by the particle material, rather than by that of the substrate. The de-
velopment of PEEQ in all cases of Cu impact (Cu/Al and Cu/Cu) are
similar despite the substrate material being different, hence the Al
Fig. 8. The resultant computed distributions of (a) The TEMP and (b) the PEEQ along the radial direction at 300ms−1, 400ms−1, 500ms−1 and 600ms−1 impact
velocity using the Lagrangian approach.
Fig. 9. The impact time of (a) The TEMP (b) PEEQ with pre-heating temperature of 2000C, 4000C and 6000C of Cu/Cu by using the Lagrangian approach at 500 m/s.
Fig. 10. The distribution of temperature (TEMP) (a) along the horizontal path and (b) impact time histories with pre-heating temperature of 2000C, 4000C and 6000C
of Cu/Cu by using the Lagrangian approach at 500 m/s.
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impact.
Fig. 16 shows the kinetic energy developed for 60 ns impact time of
different materials combined at 500 ms−1. Both the contact time of Al/
Cu as well as the plastic deformation are considerably smaller when
compared to the other three combinations. Contact time, as indicated in
Fig. 16 (a), for Al/Cu is 30 ns, Al/Al is 35 ns, Cu/Al is 40 ns and Cu/Cu
is 45. At [21], 634 ms−1 and 766 ms−1 are the approximated critical
velocities for Al/Cu and Al/Al respectively. The 500 ms−1 impact ve-
locity selected for this simulation falls below its critical velocity, and
the contact time is very short for the rebound of Al particles. 571 ms−1
and 507 ms−1 are the approximate critical velocities for Cu/Cu and Cu/
Al respectively [21]. Cu particles deform plastically with enough con-
tact time because the critical velocity is close to the impact velocity.
Fig. 16 (b) shows that the kinetic energy developed after the particle
has rebounded is not monotone. In fact, the kinetic energy was dam-
pened periodically, and if the impact time is longer than the impacts of
the second particle, the particle vibration may eventually stop.
Fig. 17 shows the effect of combinations of different ductile mate-
rials at the impact velocity of 500 ms−1 on the calculated PEEQ and the
temperature distribution along the radial direction. The contact area
projected by Cu/Al and Cu/Cu due to the extended contact impact time
and higher kinetic energy of Cu particles is higher than the contact area
projected by Al particles. Moreover, the value of PEEQ approaches zero
when the substrate depth and the radii are two times and four times the
particle radius respectively. It can be noted that a thin surface layer of
the substrate is affected by temperature increase. Therefore, the effi-
ciency and accuracy of this model dimension are suitable to study the
multiple-impact process.
3.6. Energy dissipation and restitution coefficient
The post-impact motion of the particle can be predicted by the
Fig. 11. The evolution of TEMP at 500 −ms 1 Cu/Cu impact at different pre-heating temperature of (a) 250C (b) 2000C (c) 4000C and (d) 6000C showing different
crater depth.
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restitution coefficient which is one of the important parameters used
during the impact to describe the variation in kinetic energy. STRONG,
POISSON and NEWTON [56] proposed several definitions for the res-
titution coefficient. According to Newton, the restitution coefficient e
relates the relative velocities before and after the impact [57] as:
− = − −V V e V V( )r r i i1 2 1 2 (20)
The subscripts i and r represent the initial impact and rebound state
respectively while 1 and 2 stand for the particle and substrate respec-
tively.
During the deposition process of Cold Spray, there is a transfor-
mation of energy from initial kinetic energy (ALLKE) to the energy
stored in the particle and substrate in other word the elastic-stain en-
ergy (ALLSE), the energy to plastically deform the material: the plastic
strain energy (ALLPD) and the stress wave propagation energy. Once
the material has been plastically deformed, the process is irreversible
and the energy that can be recuperated during the restitution is the
stored kinetic energy. This energy is called the rebound kinetic energy.
Within the particle, Fig. 18 shows the dissipation of initial kinetic
energy and how it is transmitted into plastic strain energy in the sub-
strate, thereby producing plastic deformations, of which ALLPD (plastic
strain energy) is 91 % of ALLIE (internal energy). The loss of initial
kinetic energy only amounts to 9 % due to stress wave propagation.
Therefore, rebound velocity can be alternatively calculated from the







Where m and Er represent the mass of the particle and rebound kinetic
energy, respectively. Hence, the restitution coefficient is outlined in Eq.
(22) where the initial kinetic energy is represented by Ei and Er re-
presents the rebound kinetic energy. Fig. 19 shows the restitution





Fig. 19 (d) shows that material is the factor that significantly affects
or influences the restitution coefficient.
A similar material combination has a higher restitution coefficient
as compared with a dissimilar material combination. The parameter
that least affects the restitution coefficient is the coefficient of friction
as shown in Fig. 19 (c). As the impact velocity increases, the restitution
coefficient also increases slightly, and this may be because of the ma-
terial strain hardening. It is worth noting that when critical velocity is
far above impact velocity, then the increase in impact velocity increases
linearly with the restitution coefficient. If the critical velocity is lower
than the impact velocity, the restitution coefficient will decrease as the
ability for the material to store elastic energy is lost due to the fast rate
of deformations, or in some instances damage the material [58,59]
(Fig. 19(a)).
The decrease in the restitution coefficient also results from
Fig. 12. The impact time of (a) the temperature (TEMP) (b) the equivalent plastic strain (PEEQ) with coefficients of friction 0.2, 0.3, and 0.5 of Cu/Cu by using the
Lagrangian approach.
Fig. 13. The impact time histories of the ratio of ALLFD/ALLIE with coefficients of friction 0.2, 0.3, and 0.5 of Cu/Cu impact using the Lagrangian method. ALLFD-
Friction Energy; ALLIE- Internal Energy.
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decreasing the particle initial temperature as shown as Fig. 19 (b).
Temperature is a determining factor of the material mechanical prop-
erty. Therefore, the deformation of a particle requires less kinetic en-
ergy. When the particle has a higher initial temperature, extra re-
coverable strain energy is stored in the process. From this analysis, the
zero value of restitution coefficients is not recorded because when the
particle impact velocity is significantly higher than the rebound velo-
city, the value for the restitution coefficient is zero. This implies that at
impact, the particle remains at the substrate surface because its motion
has stopped, and the particle has bounded with the substrate [38,60].
3.7. Discussion
This study considered four parameters such as impact velocity,
substrate preheating temperature, a combination of different materials
and coefficient of friction used to describe the impact behaviour of
ductile materials such as (copper and aluminium) after deposition.
The deposition process is greatly affected by the choice of materials.
It cannot be emphatically stated that the same material combination is
better than using different combinations of materials, or when the
substrate is hard is better than when it is soft. The material choice is a
factor of the machine costs, the service life, the coating application,
and, even ecological effects. The optimisation of the substrate pre-
heating temperature and the impact velocity follows the selection of the
materials.
In summary, the parametric effects on the output generated in this
study are schematically presented in Table 3, including PEEQ and
TEMP increments. The temperature increments here are precisely
matched to the substrate pre-heating temperature. However, it can be
recalled that the particle velocity and the geometry of the nozzle in the
cold spray process depend largely on each other as well as on the
pressure of the gas that flows through the nozzle. Particle and substrate
metallic bonding are greatly favoured at higher interfacial temperature.
Consequently, if any of these process parameters (temperature or
pressure of the carrier gas, nozzle geometry) changes, it affects both the
particle velocity and the temperature of the substrate.
In addition, if the substrate is preheated prior to impact, it is ex-
pected that the value of the critical velocity (velocity below which
particle rebound occurs) will be lower. This agrees with Lee et al. [61]
experimental results, which state that at 100 K increase of propellant
gas temperature, the critical velocity decreases by 50 ms−1. A lower
restitution coefficient was obtained when different materials of varying
properties are combined compared to the combination of the same
material.
Fig. 14. The distribution of (a) the temperature (TEMP) and (b) the equivalent plastic strain (PEEQ) with coefficients of friction 0.2, 0.3, and 0.5 of Cu/Cu by using
the Lagrangian approach.
Fig. 15. The impact time of (a) the temperature (TEMP) (b) the equivalent plastic strain (PEEQ) with different materials combination at 50 ms−1 using the
Lagrangian Numerical approach.
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In subsequent research, attention will be given to how process
parameters affect the quality of the coats rather than the geometry of
the particle, impact velocity, temperature and material combination for
a given combination of particle/substrate.
4. Conclusion
In the present study, the effects of various processing parameters
such as impact velocity, substrate preheating temperature, combina-
tions of different materials and coefficients of friction were used to
describe the impact behaviour of ductile materials such as copper and
aluminium after deposition. The particle and substrate deformation
process occur at supersonic velocity. Therefore, the simulation of ma-
terial behaviour during impact at high-strain rates and under a large
strain must first be addressed. A Lagrangian approach was used to as-
sess the parametric effects on the deposition process of the cold spray
model.
At 500 ms−1 impact velocity, the impact of four 10 μm spherical Cu
particles on spherical Cu substrate was studied to analyse the impact
behaviour of the typical cold-sprayed process at room temperature. In
general, as the impact velocity increases, the initial kinetic energy in-
creases and results in a significant increase in the substrate temperature
and plastic strains.
The substrate pre-heating temperature greatly influences the
equivalent plastic strain (PEEQ) and the temperature (TEMP) therefore
rises within the substrate. Increasing the substrate preheating tem-
perature also increases the maximum temperature which is held below
the copper melting point. Therefore, particle and substrate metal
Fig. 16. Normalized kinetic energy for (a) 60 ns; (b) 30 ns–55 ns impact time of different materials combination at 50 ms−1 by using the Lagrangian approach.
Fig. 17. The Developments of (a) temperature (TEMP) and (b) equivalent plastic strain (PEEQ) along the radial direction of different materials combination at 500
ms−1 using the Lagrangian Numerical approach.
Fig. 18. Normalized kinetic energy of Cu/Cu at a time history of 60 ns at 50
ms−1 using the Lagrangian Numerical approach.
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cohesion at the interfacial zone occurs without melting, this means that
bonding occurs when 60 % of copper melting temperature is attained
this is called the bonding temperature. The effect of the coefficient of
friction at a distance below the substrate surface on the increase of local
temperature is very little, and the PEEQ slightly increases as the friction
coefficient increases. This paper reports four different combinations of
materials namely: Copper/Copper, Copper/Aluminium, Aluminium/
Copper and Aluminium/Aluminium. The influence of particle material
is greater than the material of the substrate on the deformation and the
deposition process. The Cu particle has initial kinetic energy that is
higher because of its higher material density, and this results in higher
contact time and larger contact area, and therefore, better particle and
substrate bonding. Cold-spray coating for all the combinations of ma-
terials considered in this study is possible provided that the spray is
done experimentally with optimised parameters. A lower restitution
coefficient was obtained when different materials of varying properties
were combined compared to the combination of the same material.
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Molecular dynamics (MD) simulation (with the emphasis on nanoparticle coating 
techniques) were used to study the interfacial plastic deformation mechanism, bonding 
mechanism, microstructural and topographical inter-relationships between the processing 
parameters of the palladium-copper composite metal membrane (CMM). Pd and Cu were chosen 
for their possible hydrogen separation technology applications.  The nanoparticles were deposited 
to the substrate surface with an initial velocity ranging from 500 to 1500 m/s. The particle radius 
was 1 to 5 nm and an angle of impact of 90 ° at room temperature of 300 K, to evaluate changes 
in the conduct of deformation caused by effects of size.  
The topography of the splat obtained depends heavily on impact velocity. With a 500 m/s 
velocity and at 500 K initial temperature, the topography is significantly hemispheric, pyramidal 
at 1000 m/s, and flat over the surface of the substrate like a mushroom at 1500 m/s. Also, the splat 
diameter decreases with an increase in the velocity of impact, and so does the degree of splat 
dissemination in the sub-surface. Impact velocity has been discovered for optimal dense and 
uniform coating within a medium-range in this analysis as 500 to 1100 m/s. To ascertain a 
deposition of good quality during the CGDS process, it is important to maintain impact velocity 
28 
 
within an optimum range. As the velocity of impact increases, the kinetic energy decreases, the 
temperature of the particle decreases, and the plastic strains increase considerably. Analysis of the 
effect of particle size revealed that the height of the particle deposited increases as the particle size 
increased to 2 nm. Above 2 nm particle size, no significant differences are observed in the 
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https://mfr.edp-open.orgRESEARCH ARTICLEDevelopment of palladium nanoparticles deposition on a copper
substrate using a molecular dynamic (MD) simulation: a cold gas
dynamic spray process
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Abstract. The objective of this study is to create an ultra-thin palladium foil with a molecular dynamic (MD)
simulation technique on a copper substrate surface. The layer formed onto the surface consists of a singular 3D
palladium (Pd) nanoparticle structure which, by the cold gas dynamic spray (CGDS) technique, is especially
incorporated into the low-cost copper substrate. Pd and Cu have been chosen for their possible hydrogen
separation technology applications. The nanoparticles were deposited to the substrate surface with an initial
velocity ranging from 500 to 1500m/s. The particle radius was 1 to 4 nm and an angle of impact of 90° at room
temperature of 300K, in order to evaluate changes in the conduct of deformation caused by effects of size.
The deformationmechanisms study revealed that the particle and substrate interface is subject to the interfacial
jet formation and adiabatic softening resulting in a uniform layering. However, shear instabilities at high impact
speeds were confirmed by the evolution of von Mises shear strain, temperature evolution and plastic strain.
The results of this study can be used to further our existing knowledge in the complex spraying processes of cold
gas dynamic spray technology.
Keywords: Nanoparticle / molecular dynamics / CGDS / plastic deformation1 Introduction
Hydrogen is an ideal energy carrier due to its low
environmental impact combustion enthalpy. Hydrogen
fuel can be used in aircraft, vehicles, ships, or other
machinery directly. Although many issues are to be
overcome in the use of hydrogen technology, hydrogen is
generally believed to become the main energy carrier in this
century as part of the Fourth Industrial Revolution (4IR)
[1]. To improve the pureness of hydrogen, consideration is
given to the separation membrane as the ultimate and
effective technologies. This includes dense metal mem-
branes, ion conductive membranes, and microfiltration
membranes [2]. Of these options, dense metal membranes
produce the purest stream of hydrogen [3]. Among pure
metal membranes, palladium is the best candidate since it
has excellent hydrogen dissociation capabilities and
sufficiently highly hydrogen diffusivity [4–6]. The mem-
branes from palladium and palladium alloys were the
subjects of past research [3,7–9]. Except for chemical
vapour deposition and sputtering deposition [10–12], whichjen@uj.ac.za
penAccess article distributed under the terms of the CreativeCom
which permits unrestricted use, distribution, and reproductionare normally used as separation technique, a new surface
treatment technique, the cold gas dynamic spraying
(CGDS), can also be used to produce the Pd membrane.
CGDS is preferable because this advanced technology
ensures the generation of layers without unnecessary
particle heating which preserves the original physical and
chemical features. The velocity of the particles is increased
to supersonic velocity by a high-speed gas stream through
CGDS. Nevertheless, the characteristic interaction of the
deposited particle with factors that influences the deposi-
tion process has difficulties, including the elimination of
defects in the deposited substrate, as well as the
preservation of chemical and mechanical stability in
working conditions. Chemical stability is required to
reduce surface fouling and poisoning to avoid inter
distributions of elements between the deposited layer
and substrate. In order to reduce stresses caused by the
different heat expansion factor of the deposited layer and
the substrate, mechanical stability is also required [13–17].
The performance of the membrane produced by cold gas
dynamic can be enhanced by studying the process of Pd
nanoparticles deposition on a metal substrate.
The computational modelling can be an alternative
means of analysing the deposition process compared to themonsAttribution License (https://creativecommons.org/licenses/by/4.0),
in any medium, provided the original work is properly cited.
Fig. 1. Schematic model for Molecular dynamics simulation.
2 S.T. Oyinbo et al.: Manufacturing Rev. 7, 29 (2020)larger experimental studies. Typically, the molecular
dynamics (MD) approach was used to examine the
transient phenomena occurring the process of impact
and to investigate the microscopic development of
substrate film growth [18–22]. Some studies also docu-
mented single particle impact simulation using MD.
The impact behaviour of ductile materials such as copper
and aluminium after deposition was investigated by
Oyinbo and Jen [23] using the effects of various processing
variables such as preheating temperature, initial impact
velocity, coefficients of friction, and different material
combinations. They discovered that the increase in initial
kinetic energy increases with increasing substrate temper-
ature and equivalent plastic strain. Au and Cu particles
were modelled by Gao et al. [24,25] with a couple of
hundred atoms to study the influence of particle deposition
variables in cold spray, they found that higher tempera-
ture, initial impact velocity, and larger particle size
increased the particle/substrate overall bonding strength.
Malama et al. [26] modelled the Ti and Ni impact on a Ti
substrate, they discovered that higher bond strength is
achieved by increasing particle size. Their study examined
about 2000 atoms for the analysis. The effects of spray
parameters on small clusters of up to 400 atoms as model
systems were studied by Joshi and James and it was
demonstrated that particles seemed to rebound out of the
substrate at impact angles exceeding 90 degrees [24,27,28].
Daneshian and Assadi [29] modelled on the interatomic
impact of constitutively ductile nanomaterials and identified
the particle size effect and speed of impact in the fragmenta-
tion, deformation, and rebounding of ductile particles.
Experimental and numerical investigations were con-
ducted by Del Popolo et al. [30,31] with Pd clusters and Au
substrate. The orientation of the substrate crystal was
taken to be in [111] direction. They discovered that layer by
layer dissolution of the clusters does not occur but rather at
the Pd cluster edges. Another investigation was carried out
by Guo et al. [32] on the Pd islands growth on the surface of
Nickel substrate with orientation [111] direction. They
found out that with 0.4 monolayers or less of the Pd
coverage, 2-dimensional mechanism of the growth
appeared while 3-dimensional islands occur at the higher
monolayer. The stability and structure of Pd particles
were also studied by Rojas et al. [33] on the Pt [h k l ] and
Au [h k l ] surfaces at different degrees and discovered that
along the crystallographic orientation of the substrate, the
Pd adlayers grew pseudo morphically and epitaxially.
Therefore, this study tailors the effect of many variables
to describe the atomistic interaction between Pd nano-
particles and Cu substrate using molecular dynamics. Our
research focuses on the fundamental systems of plasticity
and metal hardening for the characterization of Pd
nanoparticle deformation behaviour at a fundamental
level. The particle/substrate interface is also taken into
account, which leads to a further deformation mechanism
due to the high localized temperature.
2 Molecular dynamic simulation
In order to carry out a series of MD simulations
in this study, the CGDS method is simulated using a“Large-scale atomic/molecular massively parallel simula-
tor” (LAMMPS) [34]. For visualizing and analysing
atomistic simulation data, open visualization tool
(OVITO) [35] together with the algorithm of dislocation
extraction (DXA) [36–38] were adopted. The research
considers the effect of nanoparticles on a three-dimensional
(3D) metal substrate surface. The simulation system
includes both palladium nanoparticles (Pd) and copper
(Cu) atoms as the substrate. The Pd nanoparticles consist
of 2,310 atoms while the Cu substrate with fcc lattice
structure consists of 77,326 atoms. The substrate is
considered rectangular, single-crystal block with dimen-
sions of 15 nm 15 nm 4.0 nm and lattice spacing of
0.361 nm. The Pd nanoparticles are spherical with a lattice
spacing of 0.389 nm arranged in fcc lattice structure.
Figure 1 shows the simulation model used for the CGDS
deposition process and the simulation conditions for the
analysis are presented in Table 1. The model atomic
interaction is described by the Embedded Atom Method
















Here, the atoms in the model are labelled i and j where
(j≠ i). rij and rb are the distance and electron density
respectively between the atom i and j in the solid.
The density, ri is the summation of individual atomic
densities, f (rij)with respect to atom i. The potential
function is denoted by Fab, and the embedding function,
F is the energy that is needed to move atom i into the
electron cloud of type a.
Periodic boundary conditions were used in the x and y
directions and non-periodic boundary conditions in the
z-direction. The Newton motion equation was integrated
with the Verlet algorithm for each atom [41,42]. 1fs
integration time-step was adopted. To prevent interaction
between the nanoparticle and substrate, the particle was
Table 1. Schematic calculation plan used in the MD simulation.
Materials Nanoparticle spherical Pd cluster (diameter 1, 2, 3 and 4 nm),
43–2,310 atoms
Substrate rectangular Cu (15 nm  15 nm  4.0 nm)
approx. 77,326 atoms
Operating conditions Duration of simulation 20 picoseconds
Time-step 1 fs (0.001 ps)
Particle diameter 1–4 nm
Impact velocity 500–1500m/s
Angle of impact 900
Initial Stand-off distance 1.5 nm
Boundary condition p p s
Potential used Embedded-atom-method (EAM) [37,38]
Initial temperature 300–1000 K
Substrate crystal orientation [100] [010] [001] for x, y and z-axis
Fig. 2. A cross-sections of the Pd nanoparticle’s deposition
morphology impacting the Cu substrate at 900m/s at (a) 0 ps
(b) 2 ps (c) 4 ps (d) 8 ps (e) 10 ps (f) 12 ps (g) 14 ps (h) 16 ps
(i) 18 ps (j) 20 ps.
S.T. Oyinbo et al.: Manufacturing Rev. 7, 29 (2020) 3positioned 1.5 nm over the substrate surface. Nosé-Hoover
thermostat [43] were used before the actual deposition of
the particle, to both equilibrate the substrate and the
particle for 10 ps with NVT ensemble at 300K. The initial
particle velocity of 900m/s was set after equilibration in
the z-direction. For adhesion to occur, this initial velocity
should be greater than the critical velocity of copper and
below particle erosion velocity [44]. The study carried out
by Goel et al. [45] with varying initial temperature revealed
that the velocity used in this analysis is less than the
velocity of which particle melting is anticipated to occur.
This CGDS deposition process takes place in the NVE
ensemble. The thermal coupling was removed, and the
entire system was assumed to be thermally insulated for
20 ps. The MD simulation of particle impact was assumed
to be an adiabatic process in this study.
3 Results and discussion
3.1 Palladium nanoparticle’s deposition morphology
on the substrate at different time periods
First, the morphology of the deposited powder was
carefully studied and the Pallaidum nanoparticle morpho-
logical evolution deposited at 900m/s initial impact
velocity on the Cu substrate were shown in Figure 2 small
cross-sections of the system were shown in the figures and
the Pd nanoparticle atoms are showed in red balls and the
blue atoms are the Cu substrate atoms. The entire process
of deposition is of three phases: absorption, impact and
relaxation according to the evolution of the morphology.
At absorption, the Pd nanoparticle with an initial velocity
accelerate towards the surface of the substrate from its
original location slowly and retained almost the same
spherical structure. At impact, the nanoparticle/substrate
collision occurs at the interfacial zone. The Pd atoms
structure changes as some of the atoms spread on the
surface of the substrate and some penetrated into the
substrate. Meanwhile, some atoms of the substrate were
forced to form jet on the interface and buildup around theparticle. The interpenetration of the nanoparticle/
substrate atoms on the surface occurs at this stage. Both
the nanoparticle and substrate at the interfacial zone
deform plastically. Some atoms at the impacted region of
the substrate rebound and the nanoparticle were rear-
ranged. Full expansion of the system was then achieved,
and the stage of relaxation came. The energy minimization
was performed to aid the atoms structural rearrangement.
As shown in Figure 3, the substrate lattice arrangement
was followed by the reconstruction of the particle structure
after 10 ps. The kinetic energy of the system assumed to
approach a minimum stable value. The kinetic energy of
the system first increased to a maximum value at around
2 ps then decreased and later experienced a stable
minimum value. At the initial stage, the nanoparticle
retained the initial crystal structure, then the atoms at the
lower part of the particle restructure after impact follow
the arrangement of the substrate atoms, and eventually,
the whole particle reconstructed from the lower part to the
upper part. The degree of reconstruction depends on the
incident energy of the nanoparticle. The rearrangement of
the deposited Pd coating lattice structure and the atoms of
the substrate is advantageous for the hydrogen separation
membrane to increase the membrane efficiency by
Fig. 3. Energy and structural evolution of the Pd nanoparticle deposited at 900m/s on the Cu substrate.
Fig. 4. The (a) Pd-Pd nanoparticle (b) Cu-Cu radial distribution functions at the various instants.
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diffusion path inside the membrane because of the lattice
mismatch.
After the deposition, the entire system tended towards
a balanced state in the course of the deposition.
The nanoparticle morphological evolution was accompa-
nied by the structural development observed at certain
points by the nanoparticle RDF (radial distributionfunctions) as shown in Figure 4. During the first phase
of deposition, there were small projections in the RDFs,
showing the short-ranged and long-ranged order of the
crystal-structural properties. The cluster crystallinity
subsequently weakened significantly, and characteristics
liquid-like nature emerged. The fluctuation of RDFs which
tended to 1 showed the characteristics of the long-ranged
disorder and short-ranged order. On the relaxation point,
Fig. 5. Post-impact particle meshed topography at 500K with (a) 500m/s (b) 700m/s (c) 1000m/s (d) 1500m/s velocity from the
simulation of MD.
Table 2. Maximum splat diameter and height above the substrate of various velocities and at indicated impact
temperature.













500 4.79 4.65 4.60 2.79 2.85 2.80
700 5.66 5.67 5.45 2.74 2.53 2.42
1000 6.28 6.08 5.87 2.52 2.36 2.33
1500 6.98 6.82 6.56 2.40 2.01 2.04
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structure again emerged. Therefore, the nanoparticle
transforms to liquid-like state from the crystal structure
state then evolved back into its crystal form after the
impact.
Figure 5 shows cross-sections of the splat after it has
solidified at the end of the simulation. The splats
topography is specifically illustrated by the figures.
The dark line in the cross-sections reflects the substrate’s
top surface, and below that line reflect splat propagation in
the substrate. To this extent, the cross-section shows,
therefore, the depth of penetration, flattening, and sub-
surface penetration dimensions simulated at different
temperatures and velocities, and the maximum splat
diameter and height are presented in Table 2.
For clarification of measurements, slicing the x–x section
of the coated surface and disengage substrate atoms was
used to obtain cross-sections of the splats. The x–x section
was named for all particles.
The influence of impact velocity is a determining factor
for the splat topography as shown in Figure 5. With a
500m/s velocity and at 500K initial temperature, the
topography is significantly hemispheric, pyramidal at
1000m/s, and flat over the surface of the substrate like
a mushroom at 1500m/s. In addition, the splat diameter
decreases with an increase in the velocity of impact, and so
does the degree of splat dissemination in the sub-surface.
The flattening diameter of the nanoparticles was lower at
preheating temperature of 700K compared with 500K at
500m/s initial velocity. The liquidity behaviour in relation
to temperature is therefore nonlinear. The liquidity hasimproved considerably at higher velocities: the diameter of
the splat is gradually flattened at higher velocities (1000m/s
1500m/s). The propagation of subsurface also appears to
be decreasing with increasing particle temperature.
The height ratio of splat below and above the impact
surface is 83.2%, 73.6%, and 63.4% for 300, 500, and 700K
preheating temperatures respectively at 1500m/s impact
velocity.
According to the investigation carried out by Escure
et al. [46], at temperature of 300K, the diameter of
aluminium splats was less than the splats obtained at
1000K. This phenomenon has only occurred at higher
impact velocities in this current study, i.e. splat diameter
increased at 1000m/s to1500m/s higher impact velocities
but was reduced at relatively lower velocity of 500m/s
when the preheating temperature increases. There is a need
for an appropriate and higher initial impact velocity to
overcome the inertial forces that obstruct the spreading of
the nanoparticle on the substrate. The particle kinetic
energy is converted into three components of work- surface
energy, viscous deformation and substrate in-depth
propagation. The strength of the intermediate contact is
also dependent on the pressure of the impact, which
depends greatly on the surface of contact, and therefore the
quality of the splat.
3.2 Flattening ratios
In this work, flattening aspect ratio and flattening diameter
ratio [47] were utilised as a quantitative indicator and
their variation with impact velocities and preheating
Fig. 6. Variation in (a) flattening diameter ratio (b) flattening aspect ratio with respect to particle impact velocity at preheating
temperatures of 500K, 700K and 1000K.
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is defined as the ratio of post-impact particle maximum
diameter to the splat total height after impact. Whereas,
flattening diameter ratio is the ratio of the post-impact
maximum particle diameter to the original diameter of the
particle. In the earlier stages of thermal coating work, a
theoretical analysis of the flattening mechanism was
conducted in order to quantitatively understand the
process of flattening. Nevertheless, the degree of sub-
surface substrate penetration due to the impacting
nanoparticle is not considered. Thus, in this study,
flattening aspect ratio is implemented as a better
parameter for measuring both horizontal and vertical
deformations. From Figure 6, it is clear from that flattening
aspect ratio is consistent at temperatures up to 500K in
comparison to the flattening diameter ratio and at
velocities below 1000m/s. Well, that is because the overall
deformation of the system is considered in flattening aspect
ratio, and the effect of the vertical deformation is not
discarded unlike the flattening diameter ratio. Since the
degree of the splat subsurface propagation has a greater
influence on the overall flatness, the measurements of splat
topography are in line with the explanation above. It is
recommended therefore that a more appropriate measure
of the flattening aspect ratio can be used to assess the
overall deformation mechanisms than the flattening
diameter ratio. This parameter changed quickly over
and above 1000m/s to 1500m/s impact velocity.
3.3 Evolution of von Mises shear strain
To examine the recrystallization behaviour and to describe
the extent of deviatoric deformation, it is important toevaluate the value of a single characteristic strain, von
Mises shear strain was used to calculate this value.
The atoms plastic deformation was quantify using Shimizu
et al. [48] proposed algorithms. A comparison of two atomic
configurations (start configuration and during impact)
using OVITO was carried out for each atom i to calculate
the atomic local shear strain (von Mises strain). The first
approach was to calculate the local lagrangian strain
matrix, hi ¼ 1 2 JJTi  I
 
using a local deformationmatrix
Ji, von Mises shear strain was then computed for each
atoms i. The vonMises shear strain hmisesi is a goodmeasure











Using this algorithm at different initial impact
velocities, the von Mises shear strains is shown in Figure 7
at 500K initial temperature. Figure 9 indicates that the
highest shear strain is centred directly below the sub-
surface with higher impact velocities while the average
strain is apparent at lower velocities at the interface or at
peripheral atoms. This illustrates how the material’s
recrystallization patterns are affected by different im-
pacting velocities. This also explains why the residual
strains are located on the subsurface of the substrate
resulting from cold spray systems at higher spray rates.
Residual strain caused by such phenomena was shown to
cause an orthopaedic implant to fail. The non-destructive
neutron diffraction method was also proposed [49] to
Fig. 7. Local atomic strain evolution at (a) 500m/s (b) 700m/s (c) 1000m/s (d) 1500m/s after impact with preheating temperature
of 500K.
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useful for studying these sub-surface phenomena that
require complex experimental setups otherwise in order to
examine these details.
3.4 Effect of the velocity of impact on palladium
nanoparticle deposition
In accordance with the morphological evolution, the Pd
nanoparticle temperature evolution after impacted on Cu
substrate at a different initial velocity of the incident was
shown in Figure 8a. As nanoparticles were adsorbed on
the surface of the substrate, the rise in the binding energy
led to increasing the temperature of the nanoparticles.
The particle kinetic energy was converted to thermody-
namic energy of the substrate during the collision process
and thus the temperature of the particle dropped
rapidly and continuing approximately for about 2–6 ps.
The particle temperature with high impacted kinetic
energy decreases rapidly than the lower cases. During
relaxation, the temperature of the particle declined in the
form of a damping oscillation and approached the thermal
temperature of the substrate-temperature-control layer.
The nanoparticle with high initial impact velocity at each
point of the deposition cycle took less time and held higher
temperature until equilibrium because of the higher initial
energy than the low initial impact velocity.Figure 8b indicates a transition in particle-equivalent
plastic strain over time for initial impact velocities of
500m/s, 700m/s, 900m/s and 1100m/s. The strain values
for impact velocity are steadily increasing and latter attain
equilibrium. This change in equivalent plastic strain values
from approximately 4–7 ps suggests softening of the
material because of increases in plastic shear strain
deformation rate and a decrease in von Mises stress.
3.5 Particle size effect on palladium nanoparticle
deposition
Another important parameter for optimal cold gas
dynamic spray (CGDS) coatings for separation membrane
is the size of the deposited particle. Figure 9 demonstrates
the result obtained by varying particle sizes with an initial
velocity of 500m/s at an impact angle of 90°. The result
obtained from this analysis shows that the particle size
should be no less than 1 nm in radius, as the substrate
cannot be coated uniformly. At 2 nm, thick and uniform
coatings were observed. The deposition height increases as
the particle size increase to 2 nm, as shown in Figure 9b.
Above 2 nm particle size, no significant differences are
observed in the deposition indicating that optimal coating
for conditions used in this analysis is obtained with particle
sizes varying in the range of 1 nm to 2 nm. Figure 10
indicates the changes in the temperature and plastic strain
Fig. 9. Cross-section view of particle/substrate impact at particle size of (a) 1 nm, (b) 2 nm, (c) 3 nm, (d) 4 nm diameter at initial
temperature of 300K.
Fig. 8. Variation in (a) temperature (b) equivalent plastic strain with respect to time at 500m/s, 700m/s, 900m/s and 1100m/s
impact velocity.
8 S.T. Oyinbo et al.: Manufacturing Rev. 7, 29 (2020)of the nanoparticle with respect to time after impact at the
interfacial zone. The nanoparticle with higher particle size
at each point of the deposition cycle held a higher
temperature until equilibrium because of the higher initial
energy and larger contact particle/substrate surface area
than the particle with a small radius. Also, the plasticstrain increases by increasing the particle size as the
deformation progress overtime in the interfacial zone,
leading to the softer and plastic deformation of the Pd
nanoparticle in the contact region because of wide contact
areas between the particle and the substrate material,
varying from plastic nature to viscous flow at deformation
Fig. 10. Variation in (a) Temperature, (b) equivalent plastic strain with respect to time for the different particle size of 1 nm, 2 nm,
3 nm and 4 nm diameter at an initial temperature of 300K.
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this analysis and can be attributed to the parameters in the
Johnson-Cook model [50].
3.6 Comparison with previous experimental
and numerical results
The results of this study of molecular dynamic (MD)
simulation comply with previously published experimental
and numerical results [14,51–54]. In the MD report, the
flattening increases with the increase in impact speed. The
flattening ratio increases and then starts to decrease,
indicating an optimal initial velocity for high-quality
deposition. There is a similarity with Assadi et al. [14]
experimental observations, where particles of copper are
deposited with the cold spray process on the copper
substrate. In addition, the outcome of theMD simulation is
consistent with previously reported experimental results on
von Mises shear strain variations [14]. Jodoin et al. [52]
experimental study show that the effect of particle
morphology on particle velocities is more pronounced for
the larger range of particle size. According to Goldbaum
et al. [53], the adhesive force of splats varies in the
deposition pass with their particle size and particle
location. The particles deposited at the centre of the
deposition pass displayed a greater adhesion relative to the
particles on the boundary of the deposition pass. These
results are in agreement with the present MD simulation
analysis. Also, there is a similarity between the results of
the MD simulation and the findings of Ghelichi et al. on the
numerical analysis for the cold spray Cu/Cu coating
process [55]. The estimates of MD simulation of the time
variance of the plastic strain during the cold spray process
are consistent with the results of the Grujicic et al. [56] andJoshi et al. [27] FE simulation research. In both analyses,
the strains for initial velocities greater than critical velocity
are unexpectedly subjected to high shear strain-rate
deformation and material softening. The variance in the
strains values in relation to the approaching distance in this
study showed similar trends in the MD simulation and
findings of thermo-mechanical finite element simulation of
the cold gas dynamic spray process [57].4 Conclusions
A detailed analysis of the deposition, morphology, energy,
and surface characteristics of the Pd nanoparticle at the
specific initial velocity of 900m/s was performed at room
temperature by MD simulations. The flattening ratio, the
local maximum substrate temperature, the amount of the
particle embedded, and the reconstructed structure were
examined in detail. There are three steps in the entire
deposition process: absorption, collision and relaxation.
The deposition method revealed at each point strikingly
distinct morphological properties and processes of energy
transformation.
The topography and splats measurement were studied
explicitly using an automatic dislocation extraction (DXA)
algorithm including penetration depth calculation, overall
shape following sub-surface penetration and flattening
measures at different temperatures and impact velocities.
The topography of the splat depends heavily on impact
velocity. With a 500m/s velocity and at 500K initial
temperature, the topography is significantly hemispheric,
pyramidal at 1000m/s, and flat over the surface of the
substrate like a mushroom at 1500m/s. In addition, the
splat diameter decreases with an increase in the velocity of
10 S.T. Oyinbo et al.: Manufacturing Rev. 7, 29 (2020)impact, and so does the degree of splat dissemination in the
sub-surface.
Impact velocity has been discovered for optimal dense
and uniform coating within amedium-range in this analysis
as 500 to 1100m/s. In order to ascertain a deposition of
good quality during the cold gas dynamic spray process, it
is important to maintain impact velocity within an
optimum range. As the velocity of impact increases, the
kinetic energy decreases, the temperature of the particle
decreases, and the plastic strains increase considerably.
Analysis of the effect of particle size revealed that the
height of the particle deposited increases as the particle size
increased to 2 nm. Above 2 nm particle size, no significant
differences are observed in the deposition indicating that
optimal coating conditions used in this analysis are
obtained with particle sizes varying in the range of 1 nm
to 2 nm.
The analysis of von Mises shear strain, temperature
distribution and plastic strain at higher initial velocities
established shear instabilities of the system.The results of this
study of molecular dynamic (MD) simulation comply with
previouslypublishedexperimental andnumerical results.Our
current knowledge of cold gas dynamic spray processes can
also be enhanced with the results of this study.
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Cold gas dynamic spray (CGDS) coating techniques involves the deposition of solid 
micron-to-nano particles with high-speed effects on a substrate surface. CGDS doesn't melt 
particles to retain their Physico-chemical properties, as opposed to a thermal spray. There are a 
range of advantages for molecular dynamic simulations in designing atomic-scale structures and 
microscopic deformation analyzes. 
This article focuses on a molecular dynamics (MD) model of cold gas dynamic spray 
(CGDS) between Pd-Cu metal membrane composite (MMC). Deformation behaviours at the 
impact zone and the interface bonding mechanism were examined, and the prevalent determinants 
of the deformation process discussed. The findings suggest that the deformation process is induced 
by the high shear strain rate and shear plastic deformation at the interfacial zone. The 
hydrodynamic behaviour between bonded atoms at this initial plastic deformation event resulted 
from the interaction of surface roughness at the interfacial zone, strong pressure effect from high-
velocity impact, and the combination of locking due to Kelvin-Helmholtz instability and local 
fusion (thermal effect). This MD model allows to quantify and tailor the effect of physical variables 
over the final bonding mechanism. This article provided an interest to a broad readership including 
those interested in high-velocity spraying, control of process variables (feed-rate, raster speed, 
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forced cooling, etc.), optimization of deposition efficiency in composite metals membranes, MD 
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Shear plastic-deformation: bond mechanism 
A B S T R A C T   
The creation of atomic structures and the study of the deformation processes through molecular dynamics 
simulations have shown many advantages. However, gaps associated with the development and evolution of 
microstructure in the coating zone and dynamic processes that take place during cold gas dynamic sprayed 
materials still exist. The focus of this study was to investigate the interfacial deformation behaviours and the 
mechanism of bonding between atoms of palladium (Pd) and copper (Cu) composite metal membrane (CMM) 
using molecular dynamic simulations. The results confirmed that asymmetric deformation occurred during cold 
gas dynamic spray at the Pd-Cu interfacial region. As the impact time increases, the layer thickness at the 
interface also increases. The concentrations of Pd-Cu CMM at the interfacial zone showed the presence of phase 
transitions at relatively long impact time. Furthermore, CGDS deformation was found to be an unsteady and 
dynamic process. Explicit bond analysis in this study also has shown that breaking of atomic bonds is not the key 
mechanism for the initial Pd-Cu plastic deformation occurrence. The higher interfacial bonding energy and 
interfacial shearing strength at the Pd-Cu CMM interface expressed the bonding strength and compatibility of Pd 
and Cu.   
1. Introduction 
The mechanism of cold gas dynamic spray (CGDS) is due to the 
technique of solid-state deposition. This feature makes CGDS perfect for 
various applications in engineering involving composites, ceramic, 
polymers and metals. The incremental plastic deformation produces by 
the effect of impact velocity of the accelerating powder through the 
converging-diverging nozzle is achieved by the pressure gas expansion 
through the nozzle. Thereby, creating metallurgical coalescence be-
tween the substrate and the particle [1–4]. Particles plastically deform 
and form a uniform layer when they impact the target surface (sub-
strate). The particle/substrate bonding will occur only when the speed of 
the sprayed particles approaches a level called critical velocity under 
some operating conditions [2,5]. Nanoscale cold gas dynamic spraying 
is a possible technology to deposit or coat nanostructured materials on a 
substrate surface without any noticeable effect on their properties or 
structure [5–8]. The technology has major applications in the critical 
fields of engineering including composite metal matrix (CMM), plastic, 
ceramic and metallic coatings [5,7,9,10]. The bonding of materials 
during the process of cold gas dynamic spray deposition occurs at the 
atomic level [11–13]. The material’s suitability for CGDS depends on 
their mechanical and physical properties, including the strength of the 
material, density, melting hardness and melting temperature [6,7, 
14–16]. Materials such as copper aluminium with relatively low yield 
capacity are considered desirable for CGDS because they exhibit rela-
tively greater softening at elevated temperatures [6,14], whereas the 
CGDS has not been ideal with high resistance materials because of the 
lack of enough deformation capacity. 
Research at the atomistic level has drawn increasing attention with 
the rapid advances in computer technology and the molecular dynamics 
(MD) [17–20]. The MD method clearly shows several benefits to 
demonstrate the evolution of atomic structures and analysis at the 
microscopic level of deformation mechanisms. It has therefore been used 
during coating processes to study phenomena related to plastic 
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deformation. The fact that the complex mechanisms in the CGDS process 
take place at the atomistic level within a relatively short time (nano-
seconds) can be explained using MD. In such cases, simulation tech-
niques such as approaches with numerical methods and finite element 
analysis (FEA) were also used as an alternative. During the CGDS process 
and thermal spray techniques, FEA was widely employed to understand 
the influence of process parameters at the macroscale level [21–23]. The 
CGDS process was investigated using ABAQUS/Explicit program, to 
study the impact dynamics, critical velocities and bonding mechanism 
[24]. The study concluded that the critical velocity of sprayed material 
depends on the preheating temperature, type of sprayed particle, par-
ticle size, particle quality and friction coefficient [24]. Thermal process 
splat formation was studied using a numerical modelling technique 
which confirmed that changes in the temperature of the substrate 
minimize splat formation [25]. ABAQUS/Explicit, an FEA tool used for 
CGDS simulation, has shown that the production of the shear localiza-
tion requires minimal initial particle velocity [3,26,27]. It is widely 
recognized that when solid powder deforms and plastically deform on 
the substrate during CGDS, the actual bonding mechanism is still unclear 
[26]. According to Assadi et al. [28], particles adhere solely to the 
substrate after impact due to their kinetic energy. Their analysis showed 
that bonding can be attributed to adiabatic shear instability occurring on 
or above the critical velocity of the particle surface. Xie et al. [29] 
suggested a new theory that would explain the coating mechanism and 
interfacial bonding between hard Ni and soft Al substrates experimen-
tally. They found that metal to metal deformation and interfacial 
bonding results from the breaking of cracked oxides reimaging at the 
interfacial zone of particle/substrate by particle peening effects into 
nano-piece. Hassani-Gangaraj et al. [30], argued that the well-built 
interfacial strain required for bonding does not essentially need adia-
batic shear instability. They rather propose that the connection of strong 
pressurizing waves with the unrestricted interface on the particle edges, 
a rapid-impact dynamic effect, can produce hydrodynamic plasticity 
that binds, without requiring shear instabilities. 
Finite element studies cannot adequately describe the deformation 
mechanism [31]. During the CGDS process, Molecular Dynamics (MD) 
simulation is considered to be an exceptional tool in studying the mo-
lecular bonding and deformation processes which occurs at the atomic 
level [32]. The atomic or molecular interaction during MD simulation is 
evaluated by the classical movement equations. Nonetheless, few studies 
were reported in the literature using molecular simulations to investi-
gate the actual mechanisms of deformation and bonding in the CGDS 
deposition process. One of these research studies used molecular dy-
namics simulation to evaluate the effect of particle impact velocity 
during CGDS on Titanium/Nickel, particles/substrate coating processes 
[33]. The analysis showed a stronger bond at the interface of the particle 
and the substrate due to increased impact speeds. MD simulation has 
also been used for the study of the structural-property relationship for 
thermal spray processes [34]. The studies showed that as the flow fluid 
Reynolds number increases, the splat diameter and maximum height 
increased until a critical value after impact was reached. Aneesh and 
Sagil [32] studied the interaction between metal/metal using Cu ma-
terial to investigate various process parameters, for example, impact 
angles, particle size as well as initial impact speed, at the atomic level. 
Their findings have shown that the highest deposition efficiency and 
quality were achieved at the initial impact velocity between 500 m/s 
and 700 m/s, 90◦ impact angle and particle size of 0.2 nm. The stability 
and structure of Pd particles were studied by Rojas et al. [35] on the Pt 
[h k l] and Au [h k l] surfaces at different degrees and discovered that 
along with the crystallographic orientation of the substrate, the Pd 
adlayers grew pseudo morphically and epitaxially. Another investiga-
tion was carried out by Guo et al. [36] on the Pd islands growth on the 
surface of Nickel substrate with orientation [1 1 1] direction. They found 
out that with 0.4 monolayers or less of the Pd coverage, 2-dimensional 
mechanism of the growth appeared while 3-dimensional islands occur 
at the higher monolayer. The behaviours of Pd particles in Pd coated Cu 
wire during bonding process were also studied by Zhang et al. [37], and 
discovered that coating Cu wire with palladium prevent Cu from 
oxidation, meanwhile, at first bonds, the shear stress reduces. Oyinbo 
and Jen [38,39]studied the effect of surface roughness and temperature 
on the bonding mechanism between the palladium cluster and copper 
substrate. They found out that substrate surface configurations have a 
significant impact on the process of deposition and deformation of the 
impacting clusters. Also, the palladium-copper interface obtained in 
their analysis shows a very good mechanical characteristic of approxi-
mately (0.70, 0.87, 0.96 and 1.06) GPa tensile strength at (300, 450, 550 
and 650) K. 
It has also been discovered experimentally that during the cold spray 
deposition process, adhesion only occurs when the specific sprayed 
material initial velocity exceeds its critical velocity [2]. The critical 
velocity for copper particles with sizes between 5 and 25 μm is about 
570 m/s [14]. An experimental analysis of the velocity of particles and 
the deposition performance in the CGDS process with 20 μm Cu powder 
on an Al substrate with 640 m/s velocity has established that the particle 
critical velocity decreases by increasing the particle size, which resulted 
from strain hardening effect and heat conduction [24]. Studies with 
stand-off distance variations of copper, titanium and aluminium parti-
cles between 10 and 110 mm have shown that a stand-off distance of 30 
mm ensures the greatest possible copper deposition efficiency while 
aluminium and titanium deposition efficiency decreases as the distances 
increase [25,40,41]. 
Therefore, this study focuses on an MD model of CGDS between Pd- 
Cu (CMM). At the interfacial zone, the plastic deformation behaviours 
and the process of bonding were examined, and the prevalent de-
terminants of the deformation process discussed. The findings suggest 
that the deformation process is promoted by shear plastic deformation 
and a high shear strain rate at the interfacial zone. 
1.1. Material and MD simulation methods 
The interfacial deformation and bonding mechanism of Pd-Cu CMM 
using cold gas dynamic spray process were studied using the Large-scale 
atomic/molecular massively parallel simulator (LAMMPS) package 
[42]. For visualizing and analysing atomistic simulation data, open 
visualization tool (OVITO) [43] and coordination analysis [44–46] were 
adopted. The Cai and Ye embedded atomic method (EAM) [47] as 

























Here, the atoms in the model are labelled i and j where (j∕= i). rij and ρβ 
are the distance and electron density respectively between the atom i 
and j in the solid. The density, ρi is the summation of individual atomic 
densities, f (rij) with respect to atom i. The potential function is denoted 
by Φαβ, and the embedding function, F is the energy that is needed to 
move atom i into the electron cloud of type α. 
In Fig. 1, the initial model configuration of a copper layer (bottom) 
and a spherical palladium cluster (up). The dimension was set to 30.5 
nm × 10.85 nm x 9.5 nm for Cu and 5 nm diameter for spherical 
Palladium cluster and the lattice constants of fcc structured Pd is 0.389 
nm and fcc structured Cu is 0.362 nm. The contact surface (x y) of Cu are 
in (1 0 0) plane orientation. The interfacial region between the materials 
was not completely smooth. It has been experimentally shown that the 
material surface roughness has an indirect effect on the bonding process. 
The surface roughness as shown in Fig. 1(c) displayed the surface un-
evenness in this study. The wavelength was set to 2.5 nm (1/12 of the Cu 
layer length) and the maximum displacement was set to 1 nm. Table 1 
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explains the simulation conditions for the study. As shown in Fig. 1(d), 
the substrate is divided into three regions: (a) the top of the substrate 
consisting of the surface that is exposed directly to particulate effects 
and containing several atomic layers below it; and (b) the middle bulk 
region containing several atomic layers that could be maintain during 
simulations, which are therefore used in thermostatic under the condi-
tions of constant temperature; (c) the bottom of the substrate, a pseudo 
surface formed by six atomic layers of immobile atoms, which prevents 
the substrate to be rigidly displaced due to the particle impact. To 
prevent interaction between the nanoparticle and substrate, the particle 
was positioned 2 nm over the Cu layer surface. In order to increase 
simulation measurement performance, the cut-off distance was adopted. 
For each atom, Verlet algorithm was used to integrate the Newton mo-
tion equation [48] Eqs. (1)–(3). One femtosecond (1fs) integration 
timestep was taken. For minimizing energy levels at zero temperatures 
the system underwent an energy minimization for 0.1 ns. The Nosé 
Hoover thermostat [49] was used to stabilize the minimum temperature 
of 300 K close to the base of the copper rigid layers in thermostatic zones 
both for the substrate and particle for 0.2 ns using NVT ensemble. All 
other atoms were free to move before the actual deposition of the par-
ticle. Fig. 1(b) shows the sample equilibrated configuration where the 
substrate and cluster were set to be fixed. Along x and y direction, Pe-
riodic boundary conditions were implemented, while the non-periodic 
boundary condition was set in the z-direction. The initial particle ve-
locity of 500 m/s, 700 m/s and 1000 m/s was set after equilibration in 
the z-direction. For deformation and bonding to occur, this initial ve-
locity should be greater than the critical velocity of copper and below 
particle erosion velocity [50]. The study carried out by Goel et al. [34] 
with varying initial temperature revealed that the velocity used in this 
analysis is less than the velocity of which particle melting is anticipated 
to occur. This CGDS deposition process takes place in the NVE ensemble. 
The molecular dynamics simulation of particle impact in this study was 
taken to be a process of adiabatic. The radial distribution function (RDF) 
values were determined based on atomistic data in the above-drift 
thermostat line in Fig. 1(d). 
The Verlet algorithm [48] was used to integrate the Newton motion 
equation. Using the formula in Eq. (3), the Velocity Verlet-algorithm 
updates the positions after each timestep Δt 
Fig. 1. Ssnapshot of the simulation model: (a) Plan view configuration of sample (a) Perspective view showing the velocity of the impacting palladium cluster (c) 
front view configuration of the sample (d) Equilibrated configuration at 300 K for 0.2ns (e) SEM surface [51] (f) Morphology of coating/interface by the micro-
structure of the coating optical micrograph [51]. 
Table 1 
Schematic MD simulation calculation plan.  
Materials Cluster spherical Pd cluster (diameter 5 nm), 
4508 atoms 
Substrate rectangular Cu 30.5 nm × 10.85 nm x 9.5 






Timestep 1 fs (0.001 ps) 
Number of steps 50,000 
Particle diameter 5 nm 
Impact velocity 500 m/s, 700 m/s, 1000 m/s 




Boundary condition p s 
Potential used Embedded-atom-method (EAM) [47] 
Initial temperature 300 K 
Substrate Crystal 
Orientation 
1 0 0 
Ensemble NVT for equilibration, NVE for dynamics  
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ri(t+Δt)= ri(t) + vi(t)Δt +
1
2





[ai(t) + ai(t+Δt)]Δt (4) 
The particle acceleration, following Newton’s law, can be calculated 





2. Results and discussion 
2.1. Interfacial structure and deformation behaviour 
The atomic configuration at the interface of Pd-Cu CMM is captured 
in Fig. 2(a)-(d) at impact time histories of 5, 10, 25, and 50 ps to describe 
the evolution of interfacial deformation behaviour. After the occurrence 
of excitation, a certain atomic deformation appeared at the interfacial 
zone, and the interface steadily becomes fuzzy given the number of the 
limited atoms at this region. Fig. 2(a) gives a schematic view of the cross- 
sections at 5 ps showing the fuzzy interfaces. More atoms deform over 
time so that the Pd-Cu interfaces were gradually expanded into coating 
zones (Fig. 2(b-d)). At the coating zone (CZ) there were two boundaries: 
one bounded by Cu and the other by Pd. The boundaries were indicated 
CZ-Cu and CZ-Pd borders for convenient discussion. 
It is clear that the Pd cluster only has a small number of copper atoms 
deformed into it, but a high percentage of Pd atoms have deformed into 
the Cu block. Therefore, it was considerably more rapid to migrate at the 
CZ-Cu border than the CZ-Pd border, which indicated that asymmetric 
deformations are present during the coating phase. It is due to the 
density variance. The density of copper is less than the density of 
palladium. Therefore, palladium atomic bonds are much stronger than 
copper ones. The structure for copper fcc was, therefore, easier to break 
as the palladium cluster deformed essentially into the block. Asymmetric 
deformation occurs at the Pd-Cu interface during CGDS. 
To define the structural transformations, a quantitative ratio be-
tween non-fcc structures and fcc structures was used in the composite 
counterparts (see Fig. 3), the sum of non-fcc structures increased with 
increasing impact time, and latter decrease due to the gradual rear-
rangement of the fcc structure at the interfacial zone. MD simulation was 
also used to analyze stress distribution and the degree of deviatoric 
deformation during impact at the interfacial region, and Fig. 4 shows the 
results. The algorithm from Shimzu et al. [52] was used to predict the 
atoms deformation behaviour. A comparison of the atomic configura-
tions using OVITO was carried out for each atom i, which is used to 
calculate the lagrangian stress matrix given as ni = 1/2(JJTi − I) with a 
local deformation matrix Ji. The Von Mises stress was computed for each 
atom i. The von Mises stress given by ηmissi which measures the ineslastic 
local deformation and is given in equation 
ηmissi =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅


















At the interface of the coating, quite high concentration of stress was 
observed, mainly due to the pressure and sufficiently rapid impact of 
high impact velocities resulted in plastic deformation. The interface area 
has therefore been exposed to complex and high stress, leading to a 
divergence from the original crystal structures of Cu and Pd atoms and a 
shift in the order of initial crystal structures into disordered 
arrangements. 
The mechanical energy was converted into strain and heat energy 
during the process of coating. In turn, both the interfacial stress con-
centration (Fig. 4) and temperatures in the contact region were 
increased, which resulted in a deviation from the equilibrium of sig-
nificant numbers of copper atoms to create instantaneous vacancies. 
Although some strain energy was emitted with rearranging the interface, 
some deviated Cu atoms were promoted by the combination with heat 
energy to migrate to the nearest neighbouring vacancies. That is to say, 
the Cu block was slightly recovered during the CGDS process. Around 
the given atom, local atomic density could be described by the radial 
distribution function, RDF g(r) [53,54]. RDFs have been conducted in 
the contact zone at a different coating time and the data are compiled at 
different speeds in Fig. 6 to further explain variations in the molecular 
structure. During the first phase of deposition, there were small pro-
jections in the RDFs, showing the short-ranged and long-ranged order of 
the crystal-structural properties. The pairs of Pd-Pd and Cu-Cu crystal-
linity at the interfacial zone subsequently weakened significantly, and 
characteristics liquid-like nature emerged due to plastic deformation. 
The fluctuation of RDFs which tended to 0 showed the characteristics of 
the long-ranged disorder and short-ranged order. On the relaxation 
point, in the RDFs, some small peaks took place and the crystal structure 
again emerged. Therefore, the clusters and the copper at the interfacial 
zone transform to liquid-like state from the crystal structure state then 
evolved back into its crystal form after the impact. Fig. 5(a), (c), (e) and 
Fig. 5(b), (d), (f) indicates some variations in the size of the Cu-Cu pair 
and Pd-Pd pair peak intensity respectively. Unlike the Cu-Cu g(r) plots, 
Fig. 2. The schematic view showing the cross-section of the atomic configurations gotten at: (a) 5 ps, (b) 10 ps, (c) 25 ps, and (d) 50 ps. (blue layers: copper block; 
yellow: palladium cluster at 1000 m/s; purple: palladium cluster at 700 m/s and grey: palladium cluster at 500 m/s). (For interpretation of the references to colour in 
this figure legend, the reader is referred to the Web version of this article.) 
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however, the Pd-Pd pair’s peak intensity gradually decreased overtime 
at all velocities. These results further confirmed the recuperation in 
distorted crystals at low temperatures. 
This CGDS simulations in MD, however, showed that the palladium 
clusters’ temperature was less than 500 K at 1000 m/s initial velocity 
and 350 K and 380 K at 500 m/s and 700 m/s respectively as shown in 
Fig. 6. These temperatures, therefore, may not be sufficiently high to 
disseminate strong state response. The deformation process in CGDS has 
been accelerated in order to attribute CGDS reaction-deformation to 
stress, strain and local fusion (thermal effect). Otherwise, metals are 
usually followed by severe plastic deformation by high strain and large 
shear deformations. The deformation process was more rapidly accel-
erated by shear deformation [55,56]. Crystal lattice could quickly crack 
through shear deformation, while the shear strain energy could surpass 
the strength of the deformation activation and energy barrier. 
The shear stress evolution at different impact times for Pd-Cu CMM 
was extracted and shown in Fig. 7. At the interfacial zone, a progressive 
shear plastic deformation region was observed, Furthermore, the shear 
strain changed considerably as the impact time rose. This suggests that 
the interface area was deformed at higher strain rates. As a consequence, 
significant numbers of palladium and copper atoms moved to both ends 
of the neighbouring interface from their original stable positions during 
the CGDS process. Meanwhile, high instantaneous levels of vacancy 
concentrations during the coating process have developed. The vacancy 
concentration could be increased by the high strain rates in Pd up to 7 ×
10− 2 [57]. The vacancies might perhaps be regarded as the finest 
equilibrium states for large-scale migration of heterogeneous atoms. 
Inter-deformation within different atoms could be created if the Pd (or 
Cu side) vacancies in the Pd-Cu interface were a new Pd atoms (or Cu 
atoms) equilibrium position. The chemical reaction occurred between 
Pd and Cu when the concentration of Cu during the deformation reaches 
the solid solubility limit, the inter-metallic composite will be produced. 
The presence of the plateau would, therefore, indicate the transitions 
caused by deformation during CGDS. 
2.2. Force - displacement curves 
The visual representation of these atomic simulations enables for 
explicit evaluation during the computation of atomic configurations 
within the system of any physical quantity including the forces exerted 
by each atom that can be calculated. For visualizing and analysing 
atomistic deformation data, open visualization tool (OVITO) [43] and 
coordination analysis [44–46] were used. In OVITO, the atomic con-
figurations of each palladium cluster and magnitude of the force exerted 
on each atom were located before and directly after the sudden fall in the 
cluster’s force. To ensure and capture the occurrence of the transition 
from elastic to plastic region at a different velocity, three palladium 
clusters were accelerated towards Cu crystal block to investigate the 
Fig. 3. Structural transformation at the Pd-Cu interfacial zone (a) non-fcc/fcc structures ratio (b) cross-section of Pd-Cu CMM with respect to time (green: fcc 
structure; grey and red: non-fcc structure). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
Fig. 4. Stress distribution of the interfacial zone at: (a)2 ps, (b) 5 ps, and (c) 10 ps : (d) 20 ps, (e) 30 ps, and (f) 50 ps.  
S.T. Oyinbo et al.                                                                                                                                                                                                                               
Vacuum 182 (2020) 109779
6
Fig. 5. Fluctuations in radial distribution functions (RDF): (a) Cu–Cu at 500 m/s and (b) Pd–Pd at 500 m/s (c) Cu–Cu at 700 m/s and (d) Pd–Pd at 700 m/s (e) Cu–Cu 
at 1000 m/s and (f) Pd–Pd at 1000 m/s initial impact velocity. 
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plastic deformations mechanisms due to high-speed impact. These three 
palladium clusters experience a large and sudden drop in their force 
after impact. Fig. 8 shows the force-displacement curve at different 
cluster velocity. Due to this high impact velocity, all the three clusters 
experience force drop suddenly after impact. This section focuses on the 
initial deformation event to investigate the deformation mechanism 
during this first sudden force drop at 24 Å for the 500 m/s, 28 Å for 700 
m/s and 37 Å for 1000 m/s. 
This simulation of deformation and retraction was conducted to 
verify that such initial sudden force declines are correlated with per-
manent plastic failure occurrences. The force magnitude on each 
palladium cluster was calculated on every displacement as soon as the 
cluster retracted after it deforms to the depths corresponding to the 
sudden force drop. It was discovered that the retraction of these clusters 
atoms at this initial stage makes the cluster force to quickly drop 
considerably. This implied that the cluster had been separated 
momentarily from the Cu atoms and that the Cu atoms could not recu-
perate from the deformation. Consequently, the deformation linked to 
these abrupt drops of force was the irreversible, energetically stable 
deformation. Fig. 9 shows the force-displacement curves for the simu-
lations of deformation and retraction for minor force events with 24 Å, 
28 Å and 37 Å displacements along z-direction corresponding to the 
initial force drop. These occurrences reflected elastic mobility of atoms 
underneath the palladium cluster. The deformation and refraction at 
these displacements determined this event. The force at each displace-
ment was equal to the corresponding displacement force as the clusters 
were retracted. 
The mechanism associated with these plastic events had to be 
determined because these sudden forces drop initially experienced by 
palladium clusters were the energetically stable plastic deformations in 
the Cu layer. As already described, the hypothesized mechanism of 
deformation was proposed for broken bonds to occur [26,28]. The 
Fig. 6. The evolution of temperature profile for the cluster at 5 ps along the transverse direction.  
Fig. 7. The evolution of shear strain at different impact times: (a) 5 ps, (b) 10 ps, (c) 25 ps, and (d) 50 ps.  
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method adopted in this study was, therefore, to explicitly analyze 
directly the atomic bond between atoms before and after the event of a 
sudden drop in the cluster force (transition from elastic to plastic). This 
was done primarily to establish if the unexpected drop in the cluster 
force was due to the breaking of bonds between the atoms of copper 
layers. To do that analysis, the atomic bond of all pairs of atoms in the 
interfacial zone was computed by the OVITO. The create bonds modifier 
in OVITO creates bonds between particles using a pair-wise cut-off cri-
terion. The visual appearance of the generated bonds is controlled by the 
bonds displayed. It was surprisingly noted that no bonds were broken 
during the initial plastic deformation event (first force drop) in the 
analysis of the atoms’ bonding before and after plastic events (Fig. 10). 
The primary deformation mechanism related to the initial cluster force 
drop event has therefore been shown not to be a result of broken bonds. 
For this initial plastic deformation to occur, stable energetically and 
permanent another deformation mechanism must be considered. 
Therefore, the hydrodynamic behaviour between bonded atoms at this 
initial plastic deformation event resulted from the interaction of surface 
Fig. 8. The force – vertical displacement curves with 500 m/s, 700 m/s and 1000 m/s cluster initial velocity.  
Fig. 9. The force-displacement curves before sudden force drop with 500 m/s, 700 m/s and 1000 m/s cluster initial velocity (The trend of data is shown by the dotted 
lines, not physical quantities). 
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roughness at the interfacial zone, strong pressure effect from 
high-velocity impact, and the combination of locking due to 
Kelvin-Helmholtz instability and local fusion (thermal effect). 
2.3. Interfacial bonding strength at a different initial impact velocity 
The interface bond energy demonstrated bonding strength and 
compatibility between the Cu substrate and Pd clusters. The Pd-Cu CMM 
interface bond energy can be described with interfacial bonding strength 
(IBS) and interfacial shearing strength (ISS). The compatibility and 
interface strength of the composite materials resulted from the higher 
binding energy. The following described the method of calculating 
interfacial bonding energy [58]. The total energy of the molecular sys-
tem (ET) is the addition of the potential energy (Epotential) of the system 
and the kinetic energy (Ekinetic). The summation of intermolecular po-
tential energy, potential energy and interaction energy gives the mo-
lecular potential energy. The intermolecular potential energy (Enon− bond) 
includes hydrogen binding energy (Ehydrogen bond), van der Waals energy 
(Evan dar waals), and electrostatic energy (Eelectrostatic). 
ET =Ekinetic + Epotential (7)  
Enon− bond =Evan dar waals + Eelectrostatic + Ehydrogen bond (8) 
At different impact velocity for Pd-Cu CMM, the interfacial bonding 
energy is given by Eq. (9) [39]: 
Einter face =ET − (EPd +ECu) (9)  
whereET,EPd and ECu are the potential energy of Pd-Cu CMM, Pd cluster 
and Cu respectively. 
Another way of characterizing interfacial bonding energy is the 
interfacial shearing strength. Interfacial shearing strength which is the 
energy required for the total extraction of the nanomaterials from the 
composites can be deduce Epullout . This energy is equal in magnitude to 
Einter face. Eq. 10 and Eq. 11 can be used to calculate the interfacial 























Where L, h and S are the length, width and cross-section area of the 
palladium cluster, respectively. The drawing direction coordinate is 
denoted by z.τi is the shear stress. 
As Table 2 shows, each model’s potential energy values were 
measured for 50 ps at its equilibrium process. Hence, Pd-Cu CMMs’ 
potential energy is substantially greater than that of pure Cu. The 
negative values of interfacial bonding energy indicated higher interac-
tion between the Pd cluster and the Cu substrate. Fig. 11 shows the 
calculated Pd-Cu CMM′ interface bonding energy with different initial 
impact velocities at 50 ps impact time. From these results, the calculated 
interfacial bonding energy for Pd-Cu CMM at 500 m/s, 700 m/s and 
1000 m/s are found to be − 1346.56 kcal/mol, − 1343.28 kcal/mol, and 
− 1244.3 kcal/mol respectively and the interfacial shearing strength 
corresponding to these velocities are 27.5 MPa, 27.26 MPa, and 25.3 
MPa. In other words, there is no significant difference in the interfacial 
strength of Pd-Cu CMM for 500 m/s and 700 m/s. Furthermore, the 
higher interfacial bonding energy and interfacial shearing strength value 
Fig. 10. a snapshot of the bonding mechanism at the interfacial zone with 500 m/s impact velocity and 300 K (a) first contact view at 7 ps (b) magnified view of the 
first contact (c) contact view at 50 ps (d) magnified view of the contact at 50 ps. 
Table 2 









500 m/s 1289.62 3580.76 3523.62 − 1346.56 
700 m/s 3447.8 1275.62 3515.47 − 1343.28 
1000 m/s 3499.78 1192.92 3551.25 − 1244.39  
S.T. Oyinbo et al.                                                                                                                                                                                                                               
Vacuum 182 (2020) 109779
10
of the interface at 500 m/s and 700 m/s implies that the interfacial 
bonding strength between Pd and Cu is larger so that the region of 
impact on Cu surface is more compact within a certain range after 
impact. 
3. Conclusions 
Molecular dynamic simulations were used to explore the atomic 
deformation behaviours and bonding mechanism at the interfacial zone 
of Pd-Cu CMM during CGDS. The following are the conclusions of the 
study:  
1. The variation in the concentration of Pd and that of Cu caused the Pd 
front to migrate with much faster velocity than the Cu front, and the 
interfacial zone between Pd and Cu experiences asymmetric defor-
mation during CGDS.  
2. During the CGDS process, the region of the interface was subjected to 
complex and high stress, turning the perfect fcc-structures of Cu into 
a chaotic configuration, increasing the non-fcc-structures number 
over time.  
3. The RDF peak intensity gradually decreased overtime at all velocities 
as the impact time increases. These results confirmed the recupera-
tion in distorted crystals at low temperatures during the coating 
process. 
4. The deformation during the CGDS is an unsteady and dynamic pro-
cess. The deformation during this process is mainly due to elevated 
shear strain rate and shear plastic deformation at the interface of the 
contact region.  
5. From this study, it was shown using force-displacement curves that 
the primary deformation mechanism related to the initial force drop 
event of the palladium cluster has therefore been shown not to be a 
result of broken bonds. For this initial plastic deformation to occur, 
stable energetically and permanent another deformation mechanism 
must be considered. Therefore, the hydrodynamic behaviour be-
tween bonded atoms at this initial plastic deformation event resulted 
from the interaction of surface roughness at the interfacial zone, 
strong pressure effect from high-velocity impact, and the combina-
tion of locking due to Kelvin-Helmholtz instability and local fusion 
(thermal effect)  
6. The higher interfacial bonding energy and interfacial shearing 
strength value of the interface at 500 m/s and 700 m/s implies that 
the interfacial bonding strength between Pd and Cu is larger so that 
the region of impact on Cu surface is more compact within a certain 
range after impact 
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2.7. ARTICLE VI 
Molecular Dynamics Investigation of Temperature Effect and Surface 
Configurations on Multiple Impacts Plastic Deformation in a Palladium-
Copper Composite Metal Membrane (CMM): A Cold Gas Dynamic Spray 
(CGDS) Process 
Published in Computational Materials Science, Volume 185, (2020), 109968 
DOI: https://doi.org/10.1016/j.commatsci.2020.109968 
The review of multiple impact techniques is of great importance for clarification of the 
bonding mechanism and a detailed study of the properties of the coating in the CGDS. There have 
been many benefits of molecular dynamic simulations in designing microscopic deformation 
mechanisms and atomic-scale structures. Molecular dynamics (MD) simulations are thus 
performed to evaluate the effect of substrate surface configuration and temperature on multiple 
impacts during CGDS of plastic deformation in Pd-Cu composite metal membrane (CMM) 
interfaces. 
In the Pd-Cu MMC interface, the increased interface bonding energy and interface shearing 
energy conveyed the compatibility and the Pd-Cu connecting strength. The surface structure of the 
substrate material has also demonstrated a significant effect on the phases of deposition and 
deformation of the impacting clusters. The binding process entails substantial plastic deformation 
of the interface with increasing temperature, which results in the removal of interstices as well as 
the complete interaction between the contact pair. The Pd-Cu CMM interface obtained for this 
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study has very excellent mechanical characteristics of about (0.70 and 0.87, 0.96 and 1.06) GPa 
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A B S T R A C T
In clarifying the bonding mechanism and in the in-depth study of the property of coating in cold gas dynamic
spray (CGDS), the analysis of multiple impacts techniques is of great importance. The development of atomic-
scale structures and Microscopic analysis of the deformation mechanisms have proven to be of many advantages
to molecular dynamic simulations. Thus, simulations of molecular dynamics (MD) are performed to determine
the effect of temperature and surface configurations on multiple impacts plastic deformation in Pd-Cu composite
metal membrane (CMM) interfaces during CGDS. The results suggest that the analysis of temperature and plastic
strain at different preheating temperatures showed an understanding of multiple impact behaviour. The inter-
facial layer thickness increases with temperature. Therefore, Pd-Cu cohesion occurs without melting at the in-
terfacial zone. The interfacial bonding strength during this process emerged to be considerably higher at a higher
temperature than that achieved during low temperature because the hydrodynamic behaviour between bonded
atoms resulted from the elevated shear strain rate, shear plastic deformation and local fusion (thermal effect) at
the interface of the contact region. The surface configurations of the substrate material also shown to have a
significant impact on the process of deposition and deformation of the impacting clusters. As the temperature
increases, the bonding process involves substantial plastic deformation at the interface, leading to the removal of
interstices and total interaction between the contact pair. The Pd-Cu CMM interface obtained in this analysis has
very good mechanical characteristics of approximately (0.70, 0.87, 0.96 and 1.06) GPa tensile strength at (300,
450, 550 and 650) K showing a tensile strength that is approximately similar with those from experiments.
1. Introduction
Cold gas dynamic spray (CGDS) is a method of particle deposition
and it takes advantage of solid particles' ability to self-consolidate while
retained in their solid conditions. A high-speed impact allows for such a
good solid state-bonding self-consolidating capability. As cold gas dy-
namic spraying allows a broad spectrum of new and advanced mate-
rials to be deposited, over the past 15 years the academic institutions
and industries are becoming increasingly interested in CGDS tech-
nology. With many current industrial applications, the CGDS solution
offers specific features and is also anticipated to make substantial
progress during the coming decades. Numerous deposits of material
have now been established through CGDS [1–6]. Their deposition
process and material type can be classified. It thus suggests three dif-
ferent categories, which include (1) the deposition of a single material
(2) the deposition of different particles mixture, that is, composite-
based deposits, and (3) the deposition by nanotechnology, that is, na-
nosize features deposits. The CGDS technology now includes the pro-
duction of composites that permit broader functionalization of the
surfaces. CGDS flexibility in material combinations offers a wide range
of multifunctional capacities, including increased creep resistance and
high thermal conductivity, increased fatigue strength and good wear
behaviour, both high mechanical resistance and electrical conductivity,
corrosion resistance with great creep and so forth uniting several
functioning of chemical, magnetic, thermal, mechanical, and electrical
properties based on the particular application [2,7]. This efficiency is
mostly achieved by the composite metal membrane (CMMs) for surface
and coating technologies. The CGDS approach facilitates content con-
sistency against other conventional coating manufacturing methods
such as thermal spray and so on. The deposition at low temperatures
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improves the ability to unite various materials without unwanted
thermal effect, such as residual stress due to thermal expansion coef-
ficients. The interest in the development of highly effective CMMs or
functions based on the nanoporous structure has been demonstrated by
nanosized materials [8–13].
The CGDS coatings macroscopic properties such as mechanical
strength, surface roughness, porosity and hardness vary on their mi-
crostructure. Previous studies have shown that the temperature of the
substrate affects the bonding and the tribology of the particles with the
substrate [14]. Overall, many undiscovered areas may lead to devel-
opment in this technology, while research in the area of CGDS is pro-
gressing [2,15,16]. In addition to experimental approaches to studying
the CGDS [6], the modelling approaches have also been shown in lit-
erature, e.g. computational fluid dynamics [1,17,18], finite-element
analysis [19,20], Monte-Carlo simulation [21] and as well as in
methods of smooth-particle hydrodynamics [22–24] have been used to
investigate the process of cold gas dynamic spray. Also, recent trends
for cold gas dynamic sprayed coatings have shown a changing focus to
the manufacture of nano-structure coatings or finer microstructure [12]
to exploit the ability of the thin coating materials. In the process of
CGDS, interlayers and interfaces deformation need to be understood on
an atomic level. Because there is a very nonlinear relationship between
processing conditions, properties of the particles and the subsequent
coating characteristics, which might not be completely revealed by
experimental studies, atomic modelling can be a significant part of the
design and operation of cold gas dynamic processes. CGDS coating
needs to be properly understood in terms of the structural, energetic,
dynamic and rheological aspects of an atomic context instead of the
continuum framework [25,26]. Progress in the field of solid particles in
modern computing and current literature also indicates that atomistic
modeling is an excellent way for experimental results to be supple-
mented. The modeling of this kind can provide greater understanding of
the underlying mechanical properties, mechanisms of bonding and
other key mechanisms that can be used in turn to guide CGDS process
parameter design. Furthermore, it is essential to understand the varia-
bility in real time of a CGDS process in order to produce coatings with a
deterministic finish. The molecular dynamics, MD simulation is an in-
termediate tool for bridging the gap between finite element methods,
macroscopic and first principles, and is the choice method when si-
mulation-accessible properties can be observed within a time scale.
The deformation mechanism cannot be adequately described by fi-
nite element studies. As molecular bonding takes place at the molecular
level during the CGDS process, the simulation technique of Molecular
Dynamics (MD) is considered an excellent tool in these situations [25].
The interaction of atoms or molecules is measured by the classical
motion equations during MD simulation. However, only a few studies
have revealed so far on the use of molecular dynamics simulation to
investigate the actual coating mechanism in the CGDS process. One
such research used MD simulation to assess the magnitude of initial
impact velocity on Ti and Ni particles coating processes during CGDS
[27]. The study has demonstrated that higher preheating temperature
leads to a stronger interfacial bond between the particle and the sub-
strate. For thermal spray processes, MD simulation was also used to test
the structure-property relationship [28]. The work revealed that max-
imum height and splat diameter increases with the increased flow
stream Reynolds number before a critical value is achieved following
the impact. The interaction between metal-metal using copper material
was studied by Aneesh and Sagil [25] to explored at the atomistic level,
the different process parameters effects such as particle size, impact
angles, and initial impact velocity. Their results demonstrated that the
deposition quality is the highest at the 0.2 nm particle size, 900 impact
angle and in the particle-substrate interface, high temperatures (above
1000 K) were observed where fluid-like flow led to material jetting
formation [29].
Experimental and numerical investigations were conducted by Del
Popolo et al. [30,31] with Pd clusters and Au substrate. The orientation
of the substrate crystal was taken to be in [111] direction. They dis-
covered that layer by layer dissolution of the clusters does not occur but
rather at the Pd cluster edges. Another investigation was carried out by
Guo et al.[21] on the Pd islands growth on the surface of Nickel sub-
strate with orientation [111] direction. They found out that with 0.4
monolayers or less of the Pd coverage, 2-dimensional mechanism of the
growth appeared while 3-dimensional islands occur at the higher
monolayer. The behaviours of Pd particles in Pd coated Cu wire during
bonding process were also studied by Zhang et al. [32], and discovered
that coating Cu wire with palladium prevent Cu from oxidation,
meanwhile, at first bonds, the shear stress reduces.
The effect of surface configuration on the adhesion of a sapphire
substrate and titanium particles was experimentally studied by Wayne
et al. [33]. When comparing the sub-micron-roughness which produces
a coating that is non-uniform of about 150 μm grounded surface, a
polished substrate with improved adhesion and roughness of less than
3 nm achieved 250 μm coating thickness. This trend is also reflected in
some other results for different metal combinations [34–37]. Many
other experimental studies show that adhesion can benefit from
roughness [37–39]. Richer et al. have discovered that coarse grit
blasting better the efficacy of Al-Mg powder deposition on an Mg
substrate [40]. The favourable conditions of substrate roughening have
been identified by Wu et al [37]. They reported a flawless deposit of Al-
Si powder at a low impact velocity on a blowing mild steel substrate
with the grit-blasted surface, while it was difficult to coat a polished
substrate under the same conditions of spraying [37]. Nevertheless, for
the start of effective deposition, in either case, the bonding strength was
comparable.
Thus, simulations of molecular dynamics (MD) are performed to
determine the effect of temperature and surface configurations on
multiple impacts plastic deformation in Pd-Cu composite metal mem-
brane (CMM) interfaces during CGDS. The following are some of the
main questions discussed in this study:
a. What is the comparative significance of the preheating temperatures
on the multiple impacting particles in affecting the strain energy
caused in the substrate?
b. How do the intermetallic characteristics change with changes in
preheating temperatures and surface configurations?
c. What are the impacts on the composite's tensile strength of pre-
heating temperature and surface configurations?
d. What are the relative effects of preheating temperatures and surface
configurations of the substrate on the interaction bonding energy of
the composite?
The motivation in this current study based on the above questions
stirs up the implementation and development of molecular dynamics.
Analysis and exploration of factors affecting the tensile strength of
coatings [41], will help improve understanding of the CGDS processes
1.1. Molecular dynamics simulation
Molecular models have been developed using code of Materials
Studio (Accelrys, San Diego, CA, US), and interface features were
measured using LAMMPS (Large-scale atomic/molecular massively
parallel simulator) package [42]. To visualize and analyze the atomic
simulation data, both OVITO) [43], the algorithm of correlation ana-
lysis (ACA) and the algorithm of dislocation extraction (DXA) [44–46]
were used. The Cai and Ye embedded atomic method (EAM) [47] as
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here, the atoms in the model are labelled i and j where ≠j i( ). rij and ρβ
are the distance and electron density respectively between the atom i
and j in the solid. The density, ρi is the summation of individual atomic
densities, f r( )ij with respect to atom i. The potential function is denoted
by αβΦ , and the embedding function, F is the energy that is needed to
move atom i into the electron cloud of type α.
In this work, the model and algorithm were defined in the following
paragraphs.
1.2. The molecular dynamic simulation model
This study describes the interaction of six palladium clusters with
the copper substrate surface during impact. Fig. 1 shows the initial
configuration of the sample of the copper layer (bottom) with dimen-
sion set at 30.5 nm × 10.85 nm × 7.5 nm and palladium spherical
clusters (up) with 4 nm diameter each. The lattice constant of the Cu
and Pd fcc structure is 0.362 nm and 0.389 nm, respectively. Because of
the SEM observation (Fig. 1c), spherical morphology was applied for
the numerical model of the Pd clusters. The contact surface of Cu is
oriented in 1 0 0 planes. In both x and y-direction, periodic boundary
conditions are used, and z-axis uses non-periodic conditions. The si-
mulation system was divided into three sections: the mobile atoms,
thermostatic layers and boundary atoms. Cu substrate atoms were as-
signed to the three sections, while the impacting Pd clusters were as-
signed to the mobile atom zone. The boundary atoms remain in the
original lattice positions fixed, thus, reducing the boundary effects and
maintaining the lattice symmetry. The integration timestep of 1 fs (fs)
was used. The system was subjected to a minimum of 10,000 fs for
energy minimization at zero temperatures. The Nosé Hoover thermostat
[48] has been used to maintain the system temperature of 300 K next to
the bottom of the Cu rigid layers in thermostat zones to both equilibrate
the substrate and the clusters for 20,000 fs with LAMMPS NVT
Fig. 1. Simulation model snapshot: (a) smooth surface configuration of sample (a) rough surface configuration of the sample (d) SEM surface morphology feedstock
powder [50] (a) coating/interface morphology by optical micrograph of coating microstructure [50]
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ensemble (Newtonian dynamics). The thermal coupling was removed,
and the entire system was assumed to be thermally insulated for
50,000 fs. The cut-off distance was adopted to improve simulation
measurement performance. The clusters were arranged in an fcc con-
figuration and placed 2.0 nm above the Cu layer surface to avoid in-
teraction between the clusters and the substrate. The MD simulation of
multiple impacts was assumed to be an adiabatic process in this study.
The Newton motion equation was integrated with the
Verlet algorithm [49]. Using the formula in Eq. (3), the Velocity Verlet-
algorithm updates the positions, r t( )i after each timestep tΔ
+ = + +r t t r t v t t a t t( Δ ) ( ) ( )Δ 1
2
( )Δi i i i 2 (3)
where
+ = + + +v t t v t a t a t t t( Δ ) ( ) 1
2
[ ( ) ( Δ )]Δi i i i (4)
Following Newton’s law, accelerations, a t( ),i can be calculated at
time t from the forces, Fi as shown in Eq. (5)
=a t F r t
m
( ) [ ( )]i i i (5)
The velocity verlet algorithm measures velocities directly, the ap-
plication of thermostat is facilitated after Eq. (2) to direct the tem-
perature of the system towards the value desirable.
1.3. Molecular dynamic simulation inputs
In this work, palladium clusters and copper block were chosen with
a melting temperature of 1828 K and 1358 K respectively. The rough-
ness of the contact surfaces has been shown experimentally to have
significant effects on the bonding process [50]. The surface was seen in
our simulations as a smooth and rough (sinusoidal distribution of un-
evenness of surface) surface configurations (Fig. 1(b)). MD simulations
were carried out at 300 K, 450 K 550 K and 650 K (below the melting
point) to examine the effect of temperature and surface configuration
on the multiple impacts’ tensile deformation. In this analysis, an Em-
bedded Atom-Method (EAM) was used to define the interactions be-
tween Pd and Cu, since it is more robust than the Morse potential
method [51]. The algorithm of dislocation extraction (DXA) and co-
ordination analysis [44–46] was adopted to examine the morphology
and topography of the surface impact and to investigate the strain en-
ergy state from atomistic data. Three trials were performed in total:
trials 1, 2 and 3 involve a full factorial pre-heating temperature (300,
450, 550 and 650) K experimental setup, smooth and rough surface
configurations. Twelve parameters setup in total were therefore used in
this analysis and the result is thus presented in this study. This system
ensures that experiments are accurate and repeatable. All applicable
parameters are tabled in Table 1 for potential duplication of the find-
ings.
2. Results and discussions
2.1. Effect of preheating temperature
Due to sufficiently high impact velocity and preheating tempera-
ture, the interfacial atoms on both sides of palladium clusters and
copper block can be deformed easily into each other at the interfacial
region [52]. Thermal softening increases the deformation level of the
preheated substrate by quickly deforming the material and eliminating
the effect of work hardening. The levels of temperatures necessary to
achieve thermal softening effect are usually below the melting points of
the materials involved in CGDS [53]. Since the necessary temperature
requires to achieve thermal softening in CGDS, are usually below the
melting point of the materials, 300, 450, 550 and 650 K are considered
here.
In Fig. 2, the temperature evolution of the typical 3D-MD simulation
results with six-impacting palladium clusters deformed on the Cu sub-
strate is shown after impact at different impacting times for 300 K and
1000 m/s initial impact velocity. Fig. 2 show that the particle aspect
ratio (height to width) decreased as the contact time collision phase
increase. Quite a few Pd atoms have migrated and deformed into the Cu
side at 5 ps and the structural difference is evident, as both sides retain
their original fcc structures (see Fig. 2a). Additional Pd atoms deformed
on Cu side at 10 ps (Fig. 2b). More deformation of Pd atoms unto Cu
surface is evident as the simulation progress, forming a region rich of
Pd. This area and the rest of the Cu block shows an amorphous struc-
tural order when the time of impact reaches 20 ps and above (Fig. 2c–f).
The disordered interface observed in this study is similar to what King
et al. [54] observed in their study. Also, from Fig. 2, only small quan-
tities of copper atoms deformed into the Palladium cluster; but a high
proportion of Pd atoms deformed into the Cu block. The velocity of -
migration at the Cu contact zone was therefore significantly faster than
Pd border which indicated clearly that during the coating process, there
is a presence of asymmetric deformation: This is due to the variation in
their density. Copper is less dense than palladium. The bonds are
therefore much stronger in palladium than in copper. The copper
fcc structure was thus easier to destroy while the palladium cluster es-
sentially deformed into the block. Thus, asymmetric deformation takes
place during CGDS at the Pd-Cu interface.
Fig. 3 demonstrates the influence of various preheating temperature
values on the temperature and plastic strain evolution in the Cu sub-
strate at 50 ps and 1000 m/s impact velocity when multiple Pd clusters
are deposited. the Plastic deformation occurring locally at the inter-
facial zone as the adiabatic temperature in this area increases by plastic
work dissipation. The deformation undergone by the substrate increases
as the preheating temperature is increased. The peak temperature ob-
tained with 650 K preheating temperature is around 750 K. The tem-
perature of this region is below 1358 K Cu melting temperature. The
preheating temperature between 300 K and 650 K does not melt at the
interface region, because during the entire process, the interface tem-
perature is less than the melting temperature. Hence, these tempera-
tures may not be sufficient to promote a solid-state response. The pro-
cess of deformation in CGDS was accelerated so that CGDS plastic
deformation could be attributed to stress and strain. Alternatively,
metals severe plastic deformation is generally followed by a high strain
rate and large shear deformation. Shear deformation accelerated more
abruptly the deformation process [55,56]. During shear deformation,
Table 1








Rectangular block- 30.5 nm × 10.85 nm × 7.5 nm
approx., 243,800 atoms, wavelength = 2.5 nm, max
disp. = 1 nm
Pd clusters Spherical Pd clusters (diameter 4 nm each), 13,860
atoms
Duration of simulation 50 picoseconds
Timestep 1 fs (0.001 ps)
Impact velocity 1000 m/s
Potential used Embedded-atom-method (EAM) [35]
Trial 1
Impact velocity 1000 m/s
Preheating temperature 300 K, 450 K, 550 K, 650 K
Trial 1
Impact velocity 1000 m/s
Preheating temperature 300 K, 450 K, 550 K, 650 K
Surface configuration Smooth surface
Trial 1
Impact velocity 1000 m/s
Preheating temperature 300 K, 450 K, 550 K, 650 K
Surface configuration Rough surface
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crystal lattice could easily break, hence, the deformation activation
energy and energy barrier of the atoms could be overcome by the shear
strain energy. Fig. 4 shows the curves of strain energy versus the ver-
tical displacement during the deformation process for various pre-
heating temperatures and at 1000 m/s impact velocity. As can be seen
from the curves, the strain energy of the mechanism increases and the
latter decrease as the displacement increases. The local maximum strain
energy was attained when the displacement reaches 2.3 nm with 154
KJ, 210 KJ, 280 KJ and 350 KJ strain energy for 300 K, 450 K 550 K and
650 K preheating temperature respectively.
2.2. Effect of surface configuration
A well prepared, non-contaminating and free of oxides surface is
thought to promote good bonding in cold gas dynamic spraying.
Experiments have demonstrated that the surface configuration of the
substrate can significantly affect the bonding process [7,34–36,57]. To
address this phenomenon on a continuum scale, several analyzes have
been carried out [39,40]. Two different cases are considered at the
atomic level in this section:
a. Pd clusters with Cu smooth surface configuration (Fig. 1a)
b. Pd clusters with Cu rough surface configuration with eight pro-
tuberances of wavelength 2.5 nm (1/12 of the Cu layer length) and
the maximum displacement were set to 1 nm (Fig. 1b)
Fig. 5 shows the cross-section of the deformed configurations at
different preheating temperatures for case (a). The smooth Cu surface
undergoes significant deformation under the impact velocity of
1000 m/s when the temperature increases from 300 K to 450 K. Some of
the palladium atoms deformed onto the surface of the copper block
(Fig. 5b). As temperature increases, this process intensifies (Fig. 5c). At
550 K, smooth surface allows continuous interaction with the Cu sub-
strate by the Pd clusters. More deformation is experienced and there is a
reduction in the particle aspect ratio (height-to-width). The image at
650 K is similar to the image at 550 K, with a significant deformation
between the two sides.
Fig. 6 presents the cross-section configurations of rough surface
for case (b) at different preheating temperatures. Obviously, under the
impact velocity of 1000 m/s, at 300 K, it was observed that the pro-
tuberances of the Cu surface deformed significantly (Fig. 6a). The
protuberances are flattened completely, and surface contact was in-
itiated. As Cu is softer than Pd, Cu is shown more pronounced de-
formation. In Fig. 6b, the cluster aspect ratio (height to width) is also
Fig. 2. Cross-section Configurations of Pd-Cu temperature evolution at1000 m/s and 300 K of (a) 5 ps, (b) 10 ps, (c) 20 ps, (d) 30 ps, (e) 40 ps and (f) 50 ps.
Fig. 3. The evolution at 1000 m/s of (a) The temperature and (b) strain with pre-heating temperature of 300 K, 450 K, 550 K and 65 K at Pd-Cu CMM interface.
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reduced. The 650 K image is similar to the 550 K image, with significant
deformation of atoms at the interface.
The results in Figs. 5 and 6 shows that irrespective of Cu surface
configuration, the deformations occur primarily in Cu. This is because
Pd is stronger and melting point higher than Cu.
All findings in this section illustrate that the process of bonding
mechanism can be divided into the following three steps. The softer and
smooth surface of the Cu block in the first step were deformed
significantly as the temperature increases, the interstices disappeared,
and the surfaces were completely interconnected. A continuously
bonded interface is formed. The rough surface deforms under stress in
the second phase, which increases the contact area between Pd clusters
and Cu substrate. The final stage is the continuous deformation of
atoms at a specified temperature. As described by Derby's theoretical
model [58], the possibility of plastic deformation mechanisms ex-
plained the surface asperities plastic deformation, power-law-creep
surface deformation; dissemination of matter to growing necks from
interfacial void surfaces; and dissemination of matter to growing necks
from bonded regions. The results of molecular dynamics obtained here
are very close, thereby adding legitimacy to the continuum model. The
only difference is that before plastic deformation in the MD simulations
no space is left between the clusters and the Cu block and thus there is
no dissemination of matter to growing necks from interfacial void
surfaces.
Fig. 4. Strain energy versus vertical displacement curve of Pd-Cu deformed configurations at different temperatures.
Fig. 5. Cross-section of the deformed configurations at (a) 300 K (b) 450 K (c) 550 K (d) 650 K for smooth surface.
Fig. 6. Cross-section of the deformed configurations at (a) 300 K (b) 450 K (c) 550 K (d) 650 K for rough surface.
Table 2
The Pd-Cu MMC interaction energy.
Surface
configuration
EPd KCal mol/ ECu KCal mol/ ET KCal mol/ EInterface
KCal mol/
Smooth surface 4399.5 2527.05 4386.96 −2514.51
Rough surface 4194.14 2425.32 4163.37 −2394.55
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Comparing with the report of Ghelichi and Guagliano [59], the
metallic particles deposition efficiency increases due to severe de-
formation of the impacting particles on the roughened surface config-
uration compared to a smooth surface, which improves mechanical
interlocking because of a greater roughness of the surface of the sub-
strate.
2.3. Interaction binding energy analysis
The interaction binding energy expressed the compatibility and
bonding strength between the Pd clusters and Cu. The Pd-Cu MMC in-
teraction bonding energy can be described with interaction bonding
strength (IBS). The higher the binding energy, the better the interface
strength and compatibility of the composite materials. The method of
calculating the interaction energy is presented in Eq. 7. From Eq. (5),
the molecular system's total energy (ET) is the summation of both the
system potential energy (E )potential and the kinetic energy (E )kinetic .
Molecular potential energy comprises of the interaction energy, po-
tential energy and intermolecular potential energy. The intermolecular
potential energy ( −E )non bond encompasses electrostatic energy
(E )electrostatic , Van der Waals energy E( )vandarwaals , and hydrogen binding
energy E( )hydrogenbond .
= +E E ET kinetic potential (5)
Fig. 7. Effect of temperature on interaction energy of Pd-Cu CMM system surface configurations.
Fig. 8. Stress-strain curve of Pd-Cu deformed configurations at different temperature (a) 0 to 50 ps (b) 0 to 10 ps.
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= + +−E E E Enon bond vandarwaals electrostatic hydrogenbond (6)
At different preheating temperature for Pd-Cu MMC, the interaction
bonding energy can be expressed by the Eq. (6):
= − +E E E E( )interface T Pd Cu (7)
where E E,T Pd and ECu are the potential energy of Pd-Cu MMC, Pd
cluster and Cu respectively.
Table 2 lists data on interaction energy for different configurations
of the contact surface at 650 K. As shown in Table 2, interaction en-
ergies are negative for the two surfaces, indicating that copper and
palladium have good interaction, and both surfaces emit heat during
the dynamic phase. Therefore, the two surfaces are stable thermo-
dynamically. The interaction energy of smooth surface is −2514.51
KCal mol/ , which is significantly higher than that of the rough surface
configuration of −2394.55 KCal mol/ (Fig. 7). The interaction binding
energy is lower in the rough surface configuration due to a partial
surface contact in the micro asperities while a continuous surface
contact is achieved between the impacting clusters and the smooth
substrate surface. Thus, a continuously bonded interface is formed.
Fig. 7 shows the calculated Pd-Cu MMC interaction energy with the
different preheating temperature at 50 ps impact time for the two
surface configurations. As the preheating temperature increases, the
cluster aspect ratio (height-to-width) decreases (Figs. 5 and 6) and the
binding energy also decreases. In addition, the roughness of the contact
surface reduces the bonding strength because of partial contact within
the micro-asperities while a smooth surface allows a continuous contact
between the Pd clusters and the Cu substrate. These different results
preclude a general rule for surface roughening for the cold spray pro-
cess [7,35,36].
2.4. Stress-strain curve of Pd-Cu CMM
To assess and analyses the mechanical properties of the plastically
deformed interface of the impacting palladium clusters and the copper
substrate at the interfacial zone, 1000 m/s initial impacting velocity
was applied on the Pd clusters at different preheating temperatures.
Tensile deformation is effected by controlling the displacement of the
atoms at the boundary with time steps. The curves of the nominal
stress-strain are shown in Fig. 8 for plastically deformed Pd-Cu CMM
surface. It can be observed from the figures that the tensile stress
reaches an initial maximum value (upper yield stress) of 0.20 GPa at 9%
strain for preheating temperature of 300 K. Beyond the 9% strain, the
stress decreases slightly to 0.18 GPa (lower yield stress), while plastic
flow begins at stresses approximately 0.2 GPa. The stress increases
again to attain the ultimate tensile stress of 0.7 GPa. For 450 K pre-
heating temperature, the curve has similar features to the 300 K stress-
strain curve, with an upper yield point of 0.3 GPa at 15% strain. When
the strain is above 15.0%, the stress decreases gradually to 0.18 GPa
(lower yield stress), and plastic flow begins at stresses approximately
0.3 GPa. For the preheating temperature of 550 K and 650 K, a pre-
cipitously drop of stress appears first when the strain reaches 15.0% at
0.42 and 0.54 GPa respectively, followed by a gradual increase due to
plastic flow until the stress reaches the final maximum value of 0.96
GPa and 1.06 GPa ultimate tensile stress respectively at a strain of
approximately 55.0%. The plastically deformed Pd-Cu CMM is quite
strong, showing a tensile strength that is approximately the same with
those from experiments [60,61].
The nominal stress–strain curves for the surface configurations at
650 K are also shown in Fig. 9. A gradual decrease of stress due to
plastic flow appears first at 15.0% strain. When the strain exceeds
15.0%, the stress decreases from 0.55 to 0.1 GPa (upper to lower yield
strength) for smooth surface configuration and from 0.50 to 0.15 GPa
(upper to lower yield strength) for rough surface configuration and then
increases as strain increases. Finally, the stress reaches an equilibrium
state at a strain of 50% and 54%, and ultimate tensile stress of 1.12 GPa
and 1.06 GPa for smooth and rough surface respectively.
To summarize, the stress–strain curves show that the tensile
strengths at 300 K, 450 K, 550 K and 650 K of plastically deformed Pd-
Cu CMM are 0.70, 0.87, 0.96 and 1.06 GPa respectively. Also, the
tensile strength for smooth and rough surface configuration is 1.12 GPa
and 1.06 GPa respectively. These tensile strength values show the
Fig. 9. Stress-strain curve of Pd-Cu deformed configurations at different surface configurations.
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efficiency of the plastic deformation process in creating a bond between
the two metals. The tensile strength values here are approximately the
same with those from experiments [60,61].
3. Conclusion
The molecular dynamic simulations of the effect of temperature and
surface configurations on multiple impacts plastic deformation in
Palladium-Copper composite metal membrane have been carried out.
The following are the conclusions of the study:
1. The analysis of temperature and plastic strain at different preheating
temperatures showed an understanding of multiple impact beha-
viour. The interfacial layer thickness, temperature and plastic strain
increases with temperature. Therefore, Pd-Cu cohesion occurs
without melting at the interfacial zone, which means that bonding
between Pd and Cu occurs at a temperature below the melting point
of the materials under investigation.
2. The metallic particles deposition efficiency increases due to severe
deformation of the impacting particles on the roughened surface
configuration compared to a smooth surface, which improves me-
chanical interlocking because of substrate surface roughness
3. The interaction bonding energy is lower in the rough surface con-
figuration due to an incomplete surface contact in the micro aspe-
rities whereas a continuous surface contact is achieved between the
impacting clusters and the smooth substrate surface.
4. The Pd-Cu CMM interface obtained in this analysis has very good
mechanical characteristics, with a tensile strength of approximately
(0.70, 0.87, 0.96 and 1.06) GPa at (300, 450, 550 and 650) K which
is similar to that of the ideal Pd-Cu CMM contact.
CRediT authorship contribution statement
Sunday Temitope Oyinbo: Conceptualization, Methodology,
Investigation, Software, Visualization, Writing - original draft. Tien-
Chien Jen: Resources, Writing - review & editing, Supervision.
Declaration of Competing Interest
The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to influ-
ence the work reported in this paper.
Acknowledgement
The authors would like to acknowledge the financial support from
the National Research Foundation (NRF) of South Africa and the Centre
for High Computing Performance (CHPC) South Africa.
References
[1] A. Viscusi, A. Astarita, L. Carrino, G. D’Avino, C. de Nicola, P.L. Maffettone,
G.P. Reina, S. Russo, A. Squillace, Experimental study and numerical investigation
of the phenomena occurring during long duration cold spray deposition, Int. Rev.
Model. Simulations. 11 (2018) 84–92, https://doi.org/10.15866/iremos.v11i2.
13619.
[2] R.N. Raoelison, C. Verdy, H. Liao, Cold gas dynamic spray additive manufacturing
today: deposit possibilities, technological solutions and viable applications, Mater.
Des. 133 (2017) 266–287, https://doi.org/10.1016/j.matdes.2017.07.067.
[3] X.-T. Luo, Y.-J. Li, C.-J. Li, A comparison of cold spray deposition behavior between
gas atomized and dendritic porous electrolytic Ni powders under the same spray
conditions, Mater. Lett. (2016), https://doi.org/10.1016/j.matlet.2015.10.048.
[4] K. Ito, Y. Ichikawa, Microstructure control of cold-sprayed pure iron coatings
formed using mechanically milled powder, Surf. Coatings Technol. 357 (2019)
129–139, https://doi.org/10.1016/j.surfcoat.2018.10.016.
[5] A. Sabard, H.L. de Villiers Lovelock, T. Hussain, Microstructural evolution in so-
lution heat treatment of gas-atomized Al alloy (7075) powder for cold spray, J.
Therm. Spray Technol. 27 (2018) 145–158, https://doi.org/10.1007/s11666-017-
0662-2.
[6] S.B. Dayani, S.K. Shaha, R. Ghelichi, J.F. Wang, H. Jahed, The impact of AA7075
cold spray coating on the fatigue life of AZ31B cast alloy, Surf. Coatings Technol.
337 (2018) 150–158, https://doi.org/10.1016/j.surfcoat.2018.01.008.
[7] R.N. Raoelison, Y. Xie, T. Sapanathan, M.P. Planche, R. Kromer, S. Costil,
C. Langlade, Cold gas dynamic spray technology: A comprehensive review of pro-
cessing conditions for various technological developments till to date, Addit. Manuf.
19 (2018) 134–159, https://doi.org/10.1016/j.addma.2017.07.001.
[8] D.J. Woo, B. Sneed, F. Peerally, F.C. Heer, L.N. Brewer, J.P. Hooper, S. Osswald,
Synthesis of nanodiamond-reinforced aluminum metal composite powders and
coatings using high-energy ball milling and cold spray, Carbon N. Y. 63 (2013)
404–415, https://doi.org/10.1016/j.carbon.2013.07.001.
[9] R. Kromer, R.N. Raoelison, C. Langlade, Y. Xie, M.P. Planche, T. Sapanathan,
S. Costil, Cold gas dynamic spray technology: a comprehensive review of processing
conditions for various technological developments till to date, Addit. Manuf. 19
(2017) 134–159, https://doi.org/10.1016/j.addma.2017.07.001.
[10] J. Zhang, Y.G. Jung, Advanced Ceramic and Metallic Coating and Thin Film
Materials for Energy and Environmental Applications, 2017. https://doi.org/10.
1007/978-3-319-59906-9.
[11] M.-X. Zhang, H. Huang, K. Spencer, Y.-N. Shi, Nanomechanics of Mg–Al inter-
metallic compounds, Surf. Coatings Technol. 204 (2010) 2118–2122, https://doi.
org/10.1016/j.surfcoat.2009.11.031.
[12] W. Li, H. Assadi, F. Gaertner, S. Yin, A review of advanced composite and nanos-
tructured coatings by solid-state cold spraying process, Crit. Rev. Solid State Mater.
Sci. (2018) 1–48, https://doi.org/10.1080/10408436.2017.1410778.
[13] H. Zhao, C. Tan, X. Yu, X. Ning, Z. Nie, H. Cai, F. Wang, Y. Cui, Enhanced reactivity
of Ni-Al reactive material formed by cold spraying combined with cold-pack rolling,
J. Alloys Compd. 741 (2018) 883–894, https://doi.org/10.1016/j.jallcom.2018.01.
170.
[14] C. Escure, M. Vardelle, P. Fauchais, Experimental and theoretical study of the im-
pact of alumina droplets on cold and hot substrates, Plasma Chem. Plasma Process.
23 (2003) 185–221, https://doi.org/10.1023/a:1022976914185.
[15] S.T. Oyinbo, T.-C. Jen, A comparative review on cold gas dynamic spraying pro-
cesses and technologies, Manuf. Rev. (2019) 11–13, https://doi.org/10.1051/
mfreview/2019023.
[16] H. Singh, T.S. Sidhu, S.B.S. Kalsi, J. Karthikeyan, Development of cold spray from
innovation to emerging future coating technology, J. Brazilian Soc. Mech. Sci. Eng.
35 (2013) 231–245, https://doi.org/10.1007/s40430-013-0030-1.
[17] M. Faizan, U. Rab, S. Zahiri, S.H. Masood, M. Jahedi, R. Nagarajah, Development of
3D multicomponent model for cold spray process using nitrogen and air, Coatings
(2015) 688–708. https://doi.org/10.3390/coatings5040688.
[18] X. Suo, S. Yin, M.P. Planche, T. Liu, H. Liao, Strong effect of carrier gas species on
particle velocity during cold spray processes, Surf. Coatings Technol. 268 (2015)
90–93, https://doi.org/10.1016/j.surfcoat.2014.04.039.
[19] M. Grujicic, C. Zhao, W. DeRosset, D. Helfritch, Adiabatic shear instability based
mechanism for particles/substrate bonding in the cold-gas dynamic-spray process,
Mater. Des. 25 (2004) 681–688, https://doi.org/10.1016/j.matdes.2004.03.008.
[20] S.T. Oyinbo, T.C. Jen, Investigation of the process parameters and restitution
coefficient of ductile materials during cold gas dynamic spray (CGDS) using finite
element analysis, Addit. Manuf. 31 (2020) 100986, , https://doi.org/10.1016/j.
addma.2019.100986.
[21] X. Guo, B. Zhong, P. Brault, Growth and ripening of two-dimensional palladium
islands on Ni (111) surface, Surf. Sci. 409 (1998) 452–457, https://doi.org/10.
1016/s0039-6028(98)00243-x.
[22] J. Xie, D. Nélias, Y. Ichikawa, H. Walter-Le Berre, K. Ogawa, Simulation of the cold
spray particle deposition process, J. Tribol. 137 (2015) 041101, , https://doi.org/
10.1115/1.4030257.
[23] S. Hiermaier, D. Könke, A.J. Stilp, K. Thoma, Computational simulation of the
hypervelocity impact of al-spheres on thin plates of different materials, Int. J.
Impact Eng. 20 (1997) 363–374.
[24] G.R. Johnson, R.A. Stryk, S.R. Beissel, SPH for high velocity impact computations,
Comput. Methods Appl. Mech. Eng. 139 (1996) 347–373, https://doi.org/10.1016/
S0045-7825(96)01089-4.
[25] A. Joshi, S. James, Molecular dynamics simulation study on effect of process
parameters on coatings during cold spray process, Procedia Manuf. 26 (2018)
190–197, https://doi.org/10.1016/j.promfg.2018.07.026.
[26] S. Rahmati, A. Zúñiga, B. Jodoin, R.G.A. Veiga, Deformation of copper particles
upon impact: a molecular dynamics study of cold spray, Comput. Mater. Sci. 171
(2020) 109219, , https://doi.org/10.1016/j.commatsci.2019.109219.
[27] T. Malama, A. Hamweendo, I. Botef, Molecular dynamics simulation of ti and ni
particles on ti substrate in the molecular dynamics simulation of Ti and Ni particles
on Ti substrate in the cold gas dynamic spray (CGDS) Process, Process. Mater. Sci.
Forum. 828–829 (2015) 453–460, https://doi.org/10.4028/www.scientific.net/
MSF.828-829.453.
[28] S. Goel, N. Haque, V. Ratia, A. Agrawal, A. Stukowski, Atomistic investigation on
the structure – property relationship during thermal spray nanoparticle impact,
Comput. Mater. Sci. 84 (2014) 163–174, https://doi.org/10.1016/j.commatsci.
2013.12.011.
[29] S. Rahmati, A. Zúñiga, B. Jodoin, R.G.A. Veiga, Deformation of copper particles
upon impact: a molecular dynamics study of cold spray, Comput. Mater. Sci. 171
(2020) 109219, , https://doi.org/10.1016/j.commatsci.2019.109219.
[30] M.G. Del Popolo, E.P.M. Leiva, H. Kleine, J. Meier, U. Stimming, M. Mariscal,
W. Schmickler, A combined experimental and theoretical study of the generation of
palladium clusters on Au (111) with a scanning tunnelling microscope, Electrochim.
Acta 48 (2003) 1287–1294, https://doi.org/10.1016/S0013-4686(02)00837-X.
[31] M. Del Popolo, E. Leiva, H. Kleine, J. Meier, U. Stimming, M. Mariscal,
W. Schmickler, M. Del Popolo, E. Leiva, Generation of palladium clusters on Au
(111) electrodes: experiments and simulations, Appl. Phys. Lett. 81 (2012)
S.T. Oyinbo and T.-C. Jen Computational Materials Science 185 (2020) 109968
9
2635–2637, https://doi.org/10.1063/1.1511285.
[32] B. Zhang, K. Qian, T. Wang, Y. Cong, M. Zhao, X. Fan, J. Wang, Behaviors of
Palladium in Palladium coated copper wire bonding process, 2009 Int. Conf.
Electron. Packag. Technol. High Density Packag. ICEPT-HDP 2009. (2009)
662–665. https://doi.org/10.1109/ICEPT.2009.5270668.
[33] C. May, S. Marx, A. Paul, Cold Spray Coatings on Hard Surfaces Other Commercial
Applications, 2013. https://doi.org/http://www.coldsprayteam.com.
[34] T. Marrocco, D.G. McCartney, P.H. Shipway, A.J. Sturgeon, Production of titanium
deposits by cold-gas dynamic spray: numerical modeling and experimental char-
acterization, J. Therm. Spray Technol. 15 (2006) 263–272, https://doi.org/10.
1361/105996306X108219.
[35] S. Yin, Y. Xie, X. Suo, H. Liao, X. Wang, Interfacial bonding features of Ni coating on
Al substrate with different surface pretreatments in cold spray, Mater. Lett. 138
(2015) 143–147, https://doi.org/10.1016/J.MATLET.2014.10.016.
[36] T. Hussain, D.G. McCartney, P.H. Shipway, Impact phenomena in cold-spraying of
titanium onto various ferrous alloys, Surf. Coatings Technol. 205 (2011)
5021–5027, https://doi.org/10.1016/J.SURFCOAT.2011.05.003.
[37] J. Wu, J. Yang, H. Fang, S. Yoon, C. Lee, The bond strength of Al–Si coating on mild
steel by kinetic spraying deposition, Appl. Surf. Sci. 252 (2006) 7809–7814,
https://doi.org/10.1016/j.apsusc.2005.09.015.
[38] W.-Y. Li, C.-J. Li, G.-J. Yang, Effect of impact-induced melting on interface micro-
structure and bonding of cold-sprayed zinc coating, Appl. Surf. Sci. 257 (2010)
1516–1523, https://doi.org/10.1016/J.APSUSC.2010.08.089.
[39] K.-R. Ernst, J. Braeutigam, F. Gaertner, T. Klassen, Effect of substrate temperature
on cold-gas-sprayed coatings on ceramic substrates, J. Therm. Spray Technol. 22
(2013) 422–432, https://doi.org/10.1007/s11666-012-9871-x.
[40] P. Richer, B. Jodoin, L. Ajdelsztajn, E.J. Lavernia, Substrate roughness and thickness
effects on cold spray nanocrystalline Al-Mg coatings, J. Therm. Spray Technol. 15
(2006) 246–254, https://doi.org/10.1361/105996306X108174.
[41] R. Ahmed, N.H. Faisal, R.L. Reuben, A.M. Paradowska, M. Fitzpatrick, J. Kitamura,
S. Osawa, Neutron diffraction residual strain measurements in alumina coatings
deposited via APS and HVOF techniques, J. Phys. Conf. Ser. 251 (2010), https://
doi.org/10.1088/1742-6596/251/1/012051.
[42] S. Plimpton, Fast parallel algorithms for short – range molecular, Dynamics 117
(1995) 1–42.
[43] F. Spaepen, A survey of energies in materials science, Philos. Mag. 85 (2005)
2979–2987, https://doi.org/10.1080/14786430500155080.
[44] A. Stukowski, Structure identification methods for atomistic simulations of crys-
talline materials, Model. Simul. Mater. Sci. Eng. 20 (2012) 045021, , https://doi.
org/10.1088/0965-0393/20/4/045021.
[45] A. Stukowski, K. Albe, Extracting dislocations and non-dislocation crystal defects
from atomistic simulation data, Model. Simul. Mater. Sci. Eng. 20 (2010) 085001, ,
https://doi.org/10.1088/0965-0393/18/8/085001.
[46] A. Stukowski, V.V. Bulatov, A. Arsenlis, Automated identification and indexing of
dislocations in crystal interfaces, Model. Simul. Mater. Sci. Eng. 20 (2012) 085007, ,
https://doi.org/10.1088/0965-0393/20/8/085007.
[47] J. Cai, Y.Y. Ye, Simple analytical embedded-atom-potential model including a long-
range force for fcc metals and their alloys, Phys. Rev. B. 54 (1996) 8398–8410.
[48] C. Braga, K.P. Travis, A configurational temperature Nosé-Hoover thermostat, J.
Chem. Phys. 123 (2005) 134101, , https://doi.org/10.1063/1.2013227.
[49] L. Verlet, Computer “experiments” on classical fluids. I. Thermodynamical prop-
erties of Lennard-Jones molecules, Phys. Rev. 1 (1967) 98–103, https://doi.org/10.
1103/physrev.159.98.
[50] C.W. Ziemian, M.M. Sharma, B.D. Bouffard, T. Nissley, T.J. Eden, Effect of substrate
surface roughening and cold spray coating on the fatigue life of AA2024 specimens,
Mater. Des. 54 (2014) 212–221, https://doi.org/10.1016/j.matdes.2013.08.061.
[51] S. Dynamics, The spall strength of condensed, J. Mech. Phys. Solids. 36 (1988)
353–384.
[52] F. Meng, D. Hu, Y. Gao, S. Yue, J. Song, Cold spray bonding mechanisms and de-
position efficiency prediction for particle/substrate with distinct deformability,
Jmade 109 (2016) 503–510, https://doi.org/10.1016/j.matdes.2016.07.103.
[53] T. Jen, Numerical investigations on cold gas dynamic spray process with nano- and
microsize particles, Int. J. Heat Mass Transf. (2005) 4384–4396, https://doi.org/10.
1016/j.ijheatmasstransfer.2005.05.008.
[54] P.C. King, S.H. Zahiri, M. Jahedi, Microstructural refinement within a cold-sprayed
copper particle, Metall. Mater. Trans. A 40 (2009) 2115–2123, https://doi.org/10.
1007/s11661-009-9882-5.
[55] L.S. Vasil’ev, To the theory of the anomalously high diffusion rate in metals under
shock action : II. Effect of shear stresses and structural and phase state of the dif-
fusion zone on the rate of mass transfer, Phys. Met. Metallogr. 107 (2009) 427–434,
https://doi.org/10.1134/S0031918X09050020.
[56] F. Spaepent, A microscopic mechanism for steady state inhomogeneous flow in
metallic glass, Acta Mater. 25 (1976) 407–415, https://doi.org/10.1016/0001-
6160(77)90232-2.
[57] S. Yin, X. Suo, Z. Guo, H. Liao, X. Wang, Deposition features of cold sprayed copper
particles on preheated substrate, Surf. Coatings Technol. 268 (2015) 252–256,
https://doi.org/10.1016/J.SURFCOAT.2014.11.009.
[58] B. Derby, The dependence of grain size on stress during dynamic recrystallisation,
Acta Metall. Mater. 39 (1991) 955–962, https://doi.org/10.1016/0956-7151(91)
90295-C.
[59] R. Ghelichi, M. Guagliano, Coating by the Cold Spray Process: a state of the art,
Frat. Ed Integrità Strutt. Ed Integrità Strutt. 3 (2009) 30–44. https://doi.org/10.
3221/igf-esis.08.03.
[60] American-Elements, Palladium Copper Alloy, Am. Elem. Mater. Sci. (2018). https://
doi.org/https://www.americanelements.com/palladium-copper-alloy [Accessed 14
June 2020].
[61] S. Liu, Y. Li, N. Ta, Y. Zhou, Y. Wu, M. Li, S. Miao, W. Shen, Fabrication of palla-
dium-copper nanoparticles with controllable size and chemical composition, J.
Colloid Interface Sci. 526 (2018) 201–206, https://doi.org/10.1016/j.jcis.2018.04.
109.




2.8. ARTICLE VII 
 
A Molecular Dynamics Investigation of the Temperature Effect on the 
Mechanical Properties of Selected Thin Films for Hydrogen Separation 
Published in Membrane.2020 10(9) 250  
DOI: https://doi.org/10.3390/membranes10090250 
 
Nano-indentation test was carried out using the molecular dynamic (MD) approach on the 
cold gas dynamic sprayed (CGDS) thin film of palladium, vanadium, copper and niobium 
deposited on the vanadium substrate. The thermosetting control is applied with temperature 
variance from 300 K to 700 K to study the mechanical characteristics of the selected CGDS thin 
films. The effects of temperature on the structure of the material, piling-up phenomena, and 
sinking-in occurrence were considered.  
The results demonstrate that the modulus of elasticity and thin-film hardness decreases in the 
order of Niobium, vanadium, copper and palladium as the temperature increases. As the 
temperature increases, the elasticity modulus and hardness decreases. The main reasons for these 
declines are the increase of defects and voids in the thin film's crystalline structure and an increase 
in plastic deformation with respect to the elastic deformation. This means that elastic recovery 
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Abstract: In this study, we performed nanoindentation test using the molecular dynamic (MD) 
approach on a selected thin film of palladium, vanadium, copper and niobium coated on the 
vanadium substrate at a loading rate of 0.5 Å/ps. The thermosetting control is applied with 
temperature variance from 300 to 700 K to study the mechanical characteristics of the selected thin 
films. The effects of temperature on the structure of the material, piling-up phenomena and sinking-
in occurrence were considered. The simulation results of the analysis and the experimental results 
published in this literature were well correlated. The analysis of temperature demonstrated an 
understanding of the impact of the behaviour. As the temperature decreases, the indentation load 
increases for loading and unloading processes. Hence, this increases the strength of the material. In 
addition, the results demonstrate that the modulus of elasticity and thin-film hardness decreases in 
the order of niobium, vanadium, copper and palladium as the temperature increases. 
Keywords: molecular dynamics; nanoindentation test; mechanical properties; plastic deformation 
 
1. Introduction 
Over the last few years, large digital computers have been used to study different facets of 
molecular dynamics in liquids, gasses and solids [1]. In the determination of solid material's 
behaviour, crystalline structure and atomic arrangement are important. A thin layer of the metal 
composite membrane such as palladium (Pd), vanadium (V), copper (Cu) and niobium (Nb), which 
are coated on vanadium substrate, is of great importance in fuel reforming (hydrogen separation) 
processes since the much lower cost of vanadium (V), copper (Cu) and niobium (Nb) materials than 
that of pure palladium or palladium alloy allows the membrane to have enough strength and 
thickness for the required operating pressure and temperature. The thin films mechanical properties, 
which are not the same with their mass samples, should be deduced precisely for the superior 
performance of the micro-equipment [2,3]. As the thickness of the thin films reduces in industrial 
operations, their mechanical characteristics are increasingly difficult to calculate. Therefore, the 
standard approaches used in mass samples are not ideal for thin films [4]. Environmental conditions 
of the films such as temperature and moisture can have a direct influence on their mechanical 
properties [4–6]. Few methods exist to measure the surface strength of thin films, which in recent 
years have gained greater attention from the nanoindentation experiment. The main objective of this 
method is to calculate the strength and elasticity modulus of several materials. Many investigators 
have used experimental and theoretical methods for extracting the mechanical properties of coatings 
in nanoindentation from the film–substrate systems [5,7–9]. As there are some limitations on the 
nanoindentation equipment, such as machine resolution, signal-to-noise ratio and tip rounding 
effects, it is fairly difficult to obtain practical experimental results at indentation depths under 10 nm 
[10,11]. In the conducted experiments, the indentation depth is usually limited to a small portion of 
Membranes 2020, 10, x FOR PEER REVIEW 2 of 11 
 
the thin film thickness, typically 10%, to avoid the effect created by the substrate on the measured 
parameters. The thin film is so small in thickness that 10% of its thickness is in a range in which there 
may be problems with the effects of the indentation dimension and the roughness of the surface. It is 
thus critical that the mechanical characteristics of thin films are determined using new methods 
across several indentation depths, which are not sensitive to physical properties such as piling-up 
phenomena, sinking-in occurrence and roughness of the surface [12,13]. 
Atomistic simulations like molecular dynamics (MD), a methodology of detailed atomic material 
modelling, have provided useful information on the atomic structure, deformation of subsurface and 
material defect dynamics. The MD methodology measures the motion of individual atoms/molecules 
in material simulation and explains how their positions, speeds and orientations change over time. 
MD simulations were subsequently used extensively for the study of nanoindentation and the 
exploration of nanoscale and frictional mechanisms [4,14,15]. 
Several researchers have recently used MD models to test the mechanical characteristics of thin 
films with nanometric indentation. For example, Shi and Falk [16] used models of MD for the 
simulation of the crystalline and the thin metal film nanoindentation process as well as for the 
analysis of structural transformation and the position of atoms during indentation. Peng et al. [17] 
adopted molecular dynamics simulation for a three-dimensional nanoindentation test for the silicon 
substrate coated with aluminium particles. The copper cluster deposition on silicon substrates was 
simulated by Hwang et al. [18] using molecular dynamics modelling. 
Therefore, this study aimed to use molecular dynamics simulation techniques to investigate the 
effect of temperature on the mechanical properties of the selected thin films of palladium, vanadium, 
copper and niobium deposited on the vanadium substrate at 0.5 Å/ps loading rate of nanoindentation 
process. 
2. Material and MD Simulation Methods 
For this method to be simulated, 3-dimensional sample models are built using the LAMMPS 
(Large Atomic/Molecular Parallel Simulator) [19] open-source program for simulating molecular 
dynamics. The hybrid interatomic potential of Lennard-Jones [20], Tersoff [21] and the embedded 
atom method (EAM) [22] has been used to describe atomic interactions. Although EAM potential is 
possible to determine the potential for interaction of the palladium, vanadium, copper and niobium, 
Lennard-Jones potential is used for interactions between different metals and Tersoff potentials are 
used to form the interaction between carbon atoms (diamond indenter). As the Figure 1 shows, MD 
models investigated in this study consisted of the spherical diamond indenter (10 nm diameter), the 
vanadium substrate (30 nm × 30 nm × 10 nm) and a CGDS thin film (30 nm × 30 nm × 20 nm) coated 
on the substrate. Thin-film coatings of palladium and copper have FCC lattice structures, and thin-
film coatings of vanadium and niobium have a BCC lattice structure, which is oriented in the plane 
(1 0 0). These particles were coated on the surface of the substrate of vanadium oriented in the (1 0 0) 
direction. Periodic boundary conditions were used in the x and y directions and non-periodic 
boundary conditions in the z-direction. The integration time step of 0.5 femtoseconds (fs) was used. 
For energy minimization at zero temperatures, the systems were subject to a minimum 10 ps 
simulation time. The Nosé–Hoover thermostat [23] was adopted to maintain the temperature of the 
system at 300 K to both equilibrate the substrate and the thin films for 10 ps with LAMMPS NVE 
ensemble. The thermal bath was removed, and the whole system was supposed to be insulated 
thermally for 10 ps. To boost simulation measurement efficiency, the cutoff distance was adopted. To 
prevent contact between indenter and specimen, the indenter has been placed one interatomic cutoff 
radius above the substrate surface. For the displacement control technique, the indenter is inserted at 
a constant speed in the free surface of the coating. The loading rate for indentation is 0.5 Å/ps, and 
the calculation time is rational. The maximum depth of indentation is approximately 3 nm. The 
indenter is kept at maximum depth for about 10 ps to allow the model for re-equilibration. Table 1 
explains the simulation conditions for the study. 
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Figure 1. Simulation model snapshot. 
Table 1. Schematic calculation plan used in the molecular dynamic (MD) simulation. 
Materials Thin films 
Rectangular block—30 nm × 30 nm × 20 nm 
Palladium (1,237,288 atoms), vanadium 
(1,306,866 atoms), copper (1,515,580 atoms) 
and (niobium (1,002,001 atoms) 
 Substrate 
Rectangular block—30 nm × 30 nm × 10 nm 
Vanadium (663,433 atoms) 
 Indenter 
Spherical diamond indenter (diameter: 10 
nm), 23,669 atoms  
Operating conditions Duration of simulation 10 ps (10,000 fs) 
 Timestep  0.5 fs (0.0005 ps) 
 Loading rate 0.5 Å/ps 




300, 400, 500, 600 and 700 K 
 Boundary condition p p s 
3. Results and Discussion 
3.1. Effect of Temperature Distribution during Nanoindentation Test 
Figure 2 displays the thin-film model's temperature evolution snapshots, indented for various 
temperatures at 0.5 Å/ps loading rates. The adiabatic temperature in this area increases with the 
dissipation of plastic work locally along the route of indentation. When the temperature increases, 
the deformation experienced by the thin film increases. As the temperature rises for loading and 
unloading processes (Figure 3a), the resultant temperature in the thin films decreases. 
Figure 3b illustrates the load-displacement curve at load levels of 0.5 Å/ps at different 
temperatures. The load-displacement curves show the occurrence of a decreasing force with 
increasing thin-film temperature. The indenter load decreases at a constant depth as the temperature 
increases. This was because of thermal softening. The indentation thermal softening occurred as a 
result of the material dislocation propagation that easily slips at high temperature or high kinetic 
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energy. In addition, when nanoindentation was carried out with high temperatures, the behaviour of 
thermal softening led to a Young's modulus reduction in the thin film. Due to the plastic deformation 
in the depth of indentation, Young’s modulus reduction resulted from the temperature increase is 
slightly higher. The elastic regeneration at higher temperatures is also smaller. Due to the plastic 
deformation at the indentation depth, the reduction of Young’s modulus can be seen to increase 
slightly with rising temperature. The elastic recovery at higher temperatures is also smaller. There is 
a consistency of this behaviour to macrobehaviour [24]. The interaction binding energy of the 
workpiece decreases when the temperature increases, and thus resulting in the decrease of material 
hardness from the microscale level. The Lebedev et al. [25] microscale experimental investigation 
confirms this phenomenon where the elastic modulus decreased when the temperature rose in sub-
microcrystalline copper. The increase in temperatures causes the force-displacement curves to 
fluctuate as a result of vibration of atoms and the nucleation of voids at the depth of indentation 
within the substrate. 
   
(a) (b) (c) 
Figure 2. Cross-section configurations of vanadium thin film at (a) 300 K, (b) 500 K and (c) 700 K at 
0.5 Å/ps loading rate. 
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Figure 3. (a) The resultant computed temperature distributions on vanadium (V) thin film at 0.5 Å/ps 
loading rate for different temperatures during the loading process and (b) the Force-displacement 
curves during nanoindentation on niobium (Nb) thin-film during 0.5 Å/ps loading rate at different 
temperatures. 
3.2. Effect of Indentation Loading Rate on the Thin Film Mechanical Properties 
During the MD simulation of nanoindentation test, the continuous force-displacement data 
obtained by the complete process of loading and retraction were used to extract the thin films 
mechanical properties. The Sneddon relationship (Equation (1)) can be used to measure the effective 





2) + 𝛾(1 − 𝑣𝑖
2)
𝛾𝛾𝑖
  (1) 
where 𝑣 and 𝛾 are the Poisson’s ratio and elasticity modulus, respectively, of the sample, 𝑣𝑖 and 𝛾𝑖 
are the Poisson’s ratio and elasticity module, respectively, of the indenter, and 𝛾𝑒 , the effective 




  (2) 
where 𝐴  and  𝑆𝑡  are the cross-sectional area of the indentation depth and film stiffness, 
respectively.  𝑆𝑡  is extracted from the force-displacement curve as the computed slope of the 







The maximum force is denoted as by 𝐹𝑚𝑎𝑥  during the nanoindentation calculation. Two 
parameters should be taken into account when calculating the surface area of the indentation depth 
within the thin film: the indenter geometry and the depth of indentation after the unloading process. 
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The force-displacement curves obtained from the nanoindentation test during molecular 
dynamics simulation at a temperature of 700 K for various thin films are shown in Figure 4. As the 
figure shows, the maximum force of indentation decreases in the order of niobium, vanadium, copper 
and palladium. The strength of the thin film decreases with decreasing maximum force. Therefore, 
the interface of the sample that surrounds the indenter is usually drawn inwards (sunk in)/outwards 
(piling-up). This indentation process involves considerable plastic deformation. The piling-up 
phenomena and sinking-in occurrence are regarded as errors in this operation and can influence the 
cogency of the results [12]. The primary reason behind the piling-up phenomena is that the indented 
region is subjected to plastic deformations. The plastic deformation increases as the temperature 
increases around the indenter because of the friction between the indenter and the film surface and 
the interactions among atoms. The nanoindentation test is a continuous operation, leading to 
uncontrollable temperature changes in the indenter, which exacerbate these errors. The elasticity 
modulus values from Equation (2) are measured, and the results are shown in Figure 5a. The results 
demonstrated the variation of the temperatures in the thin film (due to discrepancies between atomic 
layer interactions and atoms of the indenter) and the differences among atoms of each thin film 
cohesive energies. 
Comparative values in Figure 5a indicate that the modulus of elasticity decreases as the 
temperature increases. This decrease is because of the increase in the ratio of plastic deformation 
against elastic deformation in the indented region. It must be noted that the temperature increases by 
increasing the number of voids and the defects in the structure of the film, leading to the expansion 
of the amorphous portion of the structure of the crystalline film. 
A sudden fall in the indenter force detects plastic deformation of material during displacement-
controlled indentation simulations. The sudden fall in the indenter force is a result of the nucleation 
of the defects or phase transition. To define these defects or structural transformations, a quantitative 
ratio between non-fcc structures and fcc structures was used in the palladium thin film counterparts 
(see Figure 6); the sum of non-fcc structures increased with increasing impact time and latter 
decreased due to the gradual rearrangement (elastic recovery) of the fcc structure at the depth of 
indentation. 
A simple equation (Equation (4)) [7] is used to measure material hardness H, which is deduced 




  (4) 
By the geometry of the indenter tip, which is to be expressed as the expected contact area, A can 
roughly be determined as [7]: 





where h is the indentation depth. 
The results of the simulation were substituted into Equation (4), and the hardness values of thin 
films were obtained. Figure 5b shows the determined hardness values for niobium, vanadium, 
copper and palladium at different operating temperatures. Temperature affected both parameters 
used to calculate the hardness of the material. The maximum load (Lmax) decreased by increasing the 
temperature and the projected area of contact increased. The explanations are the same as for the 
modulus elasticity mentioned earlier. 
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Figure 4. Force-displacement curves for (a) loading and (b) unloading process during the 
nanoindentation test of the thin films at 0.5 Å/ps loading rate. 
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Figure 5. (a) The elasticity moduli versus temperature. (b) Hardness values versus temperature of the 
thin film coatings obtained from molecular dynamic (MD) simulation. 
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Figure 6. Structural transformation (defect nucleation) at the depth of indentation showing non-fcc/fcc 
structures ratio with time. Inset: cross-section of Pd thin film (green: fcc structure; grey, blue and red: 
non-fcc structure). 
3.3. Comparison with Previous experimental and Numerical Results 
Because of the limited experimental data with the same process parameters used in the present 
molecular dynamics simulation as compared with the one presented in the literature, current 
simulation findings for Cu are compared with the Young’s modulus of MD simulation and 
experimental study by Ayatollahi et al. [25] and Lebedev et al. [4] respectively. Lebedev et al. obtained 
approximately 116–126 GPa for Cu Young's modulus (with temperature variance between 20 and  
300 °C). Ayatollahi et al.’s MD simulation result predicted Cu Young's modulus (with temperature 
variance between 193 and 793 K) as 54–153 GPa, while the current MD simulations were found to be 
88–122 GPa (with temperature variance between 300 and 700 K). Hung et al. [26] reported material 
hardness of Cu to be around 0.9–4.4 GPa (while temperatures were varied from −190 to + 60 °C), and 
hardness of 3.0–4.9 GPa were recorded in the current simulations (with temperature ranging from 
300 to 700 K). In our simulation, the elasticity modulus and hardness values are significantly similar 
to those stated in the literature. The inconsistency in the values can, however, be caused by the 
difference in scale between the simulation and the experiment, i.e., nanoscale and microscale. The 
defect effect on the deformation mechanisms of the material differs at various scales. 
4. Conclusions 
This research simulated nanoindentation processes using a molecular dynamics approach for 
determining the temperature effects on palladium, vanadium, copper and niobium CGDS thin film 
coatings on the mechanical properties. The effects of temperature on the structure of the material, 
piling-up phenomena and sinking-in occurrence were simulated. The results suggest that the analysis 
of resultant temperature showed an understanding of deformation behaviour during the 
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nanoindentation test. As the temperature decreases, the indentation load increases for loading and 
unloading processes. Hence, this increases the strength of the material. In addition, the results 
demonstrate that the modulus of elasticity and thin-film hardness decreases in the order of niobium, 
vanadium, copper and palladium as the temperature increases. As the temperature increases, the 
elasticity modulus and hardness decreases. The decline in the mechanical properties is due to increase 
in voids nucleation and defects in the crystalline structure of the thin film as well as an increase of 
plastic deformation in relation to elastic deformation. The elastic recovery is reduced by increasing 
the temperature. 
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A Numerical Analysis of Compressive Residual Stresses in Cold Gas 
Dynamic Spray (CGDS) Deposition method 
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In the article, finite element approach was used to investigate the profile of the deformed 
sprayed particles and the compressive residual stresses analysis at the interfacial zone during 
impact using cold gas dynamic spray (CGDS) process. Elastic, isotropic hardening and Johnson-
Cook material model were selected to account for elasticity, plasticity and stress softening 
behaviour of the ductile materials as the material model formulations respectively.  
The evolution of compressive stress, tensile stress, strain rate, PEEQ, and TEMP of a single-
particle impact process is discussed in detail using the Lagrangian approach to accomplish a 
qualitative understanding of CGDS contact process of the sprayed particle on the substrate. In 
general, it was noticed in the materials a region of compressive stress at particle and substrate 
interfacial zone 10 ns after the first impact, where large plastic strains were induced. Plastic 
deformation region of high strain rate was seen to be locally located at the particle bottom and at 
a few distances under the surface of the substrate due to the short contact time (109𝑠−1) and about 
1 GPa, high contact pressure. The last section of this study shows the residual stresses in the 
multiple-particles impact process using the Lagrangian approach. Depending on the type of 
material combination system for particle and substrate impact, the type and magnitude of the 
35 
 
residual stresses may significantly vary. The stress generation mechanism that is differently 
manifested during cold gas dynamic spray deposition induces compressive residual stress at the 
interfacial region. This mechanism can be associated not only to the elastic nature of the material 
but more importantly the material plastic properties. Beneath the substrate contact surface, the 
compressive residual stress increases with respect to an increase in the preheating temperature and 
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 This study presents a finite element approach of a numerical model to investigate the profile of the 
deformed sprayed particles and the compressive residual stresses analysis at the interfacial zone of 
particle and substrate impact using cold gas dynamic spray (CGDS). The Lagrangian approach was 
used to analyze, in details, the material deformation behavior during impact, contact problems of 
single-particle impact process and the outputs of equivalent plastic strain and temperature to achieve 
a qualitative understanding of cold gas dynamic spray contact process of cold sprayed particle on the 
substrate. The evolution of residual compressive stresses during impact was also analyzed for multiple-
particles impact process using the Lagrangian approach. It can be observed that the compressive 
residual stresses increase by increasing the preheating temperature and particle initial impact velocity. 
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      The cold gas dynamic spray (CGDS) is a deposition process of materials with the aid of accelerating 
relatively small particles varying from 10 µm to 50 µm size with the help of a propellant gas flow at 
supersonic velocity to accelerate the particles to very high speed (greater than 500 m/s) typically. 
Subsequently, these particles impact the substrate to create the film of desire. This impact allows bonding 
to take place between the particles and substrate as soon as deformation happens (Grujicic et al., 2003; 
Lu et al., 2019; Oyinbo & Jen, 2019; Raoelison et al., 2017; Richer et al., 2008; Seraj et al., 2019; Zhang 
et al., 2008). However, the mechanism for bonding is technically complex because it is difficult to explain 
this bonding process. A possible evidence in this regard is the short impact process during the experiment. 
Notwithstanding, the numerical approach seems one of the best options or solutions for explaining this 
bonding mechanism. But before this identified solution or option, there are other approaches which have 
been used such as the analytical and experimental approach of fine structural characterization. Past 
computational simulations (Bae et al., 2008, 2009; Guetta et al., 2009; Assadi et al. 2003; King et al., 
2010; Abreeza Manap et al., 2012; Oyinbo & Jen, 2020; Takana et al., 2008) have shown that mesh-
based finite element analysis (FEA) using Lagrangian codes and finite difference analysis (FDA) codes 
to investigate the cold spray bonding mechanism have associated limitations of excessive mesh distortion 
and difficulty in tracing moving and free interfaces respectively, and this approach is unsuitable to predict 
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accurately the critical velocity (Yin et al., 2011). They made the assessment difficult in a number of ways 
until recently smoothed particle hydrodynamics (SPH) method proved vital or fairly attractive in solving 
solid mechanic problems related to the high-velocity impact of bonding identified above (Gnanasekaran 
et al., 2019; Manap et al., 2011a,b, 2012; Zhou et al., 2007). 
 
      Cold spray deposition process has been extensively studied by LS-DYNA and ABAQUS, (the 
explicit finite element commercial packages) to study the deposition and bonding mechanism during the 
particle and substrate impact. Also these codes can be used for predict the threshold velocity, that is the 
critical velocity above which there is adherence between the particles and the base material. Mostly in 
the literature (e.g. Bae et al., 2008, 2009; Grujicic et al., 2004b; Assadiet al. 2003; Hassani-Gangaraj et 
al., 2018; Kim et al., 2010; King et al., 2010; Li & Gao, 2009; Yin et al., 2013), the Lagrangian numerical 
algorithm is the focus of many researchers. 3D and axisymmetric models for particle and substrate impact 
was first used by Assadi et al. (2003), to establish the impact phenomenon by using ABAQUS/Explicit 
version 6.2-1. Yin et al. (2013), Li et al. (2006), and Grujicic et al. (2004b) also investigated the behavior 
of particles and substrate during impact with the application of Lagrangian analysis model. Li et al. 
(2006) were among the first researchers that incorporated material damage mechanisms in the model as 
well as Lagrangian adaptive mesh domains (Lagrangian-Eulerian method) to control the excessive 
element distortion and mesh size control respectively. 
 
     Therefore, this study presented a finite element approach of a numerical model to investigate the 
profile of the deformed sprayed particles and the residual stresses analysis at the interfacial zone of 
particle and substrate impact during CGDS by using Lagrangian approach of ABAQUS explicit software. 
 
2. Material model description 
       The explicit finite element analysis program, ABAQUS / Explicit version 6.14-1 was used to study 
the profile of the deformed sprayed particles and the compressive residual stresses analysis for solid 
particle impact on ductile material such as Copper (Cu), and Aluminum (Al) during CGDS using 
Lagrangian approach. This study was carried out using single and multiple particle impacts to examine 
the effect of initial velocity and preheating temperature of the impacting particles on the residual stress. 
Fig. 1(a)-(b) shows the basic dimensions used for the assembled particle/ substrate in the Lagrangian 
domain. The particle morphology used for the numerical model is spherical due to the SEM observation 
in Fig. 1(c). The direction of the deformed particle (radial path) was chosen for proper observation of the 
equivalent plastic strain (PEEQ) and temperature (TEMP) evolution. The initial impact velocity of 500 
m/s used for this simulation of Cu/Al (particle/substrate) is below its critical velocity. Note that 507 m/s 
is the approximated critical velocity for Cu/Al (Grujicic et al., 2004b; Oyinbo & Jen, 2020; Xie et al., 
2015) by using shear localization analysis. In the numerical model, the impacting particles were modelled 
as deformable spherical 3D objects. The linear elasticity model was developed on the Mie-Grüneisen 
State Equation (EOS). The Mie-Grüneisen formulation was adopted as suggested by ABAQUS analysis 
user’s manual for the material response characterization during the experimental testing condition 
(Abaqus Analysis User’s Manual, 2014). As shown in Eqs. (1)-(3), the pressure (𝑝) and the internal 
energy (𝐸 ) can be calculated simultaneously using the coupled equations (i.e. the equation of state and 
the energy equation) at each material point.  
 𝑝 = 𝑝 1 − 𝛤 𝜂2 + 𝛤 𝜌 𝐸  (1) 
 
where 𝑝 , 𝛤 ,  and 𝜌  are the Hugoniot pressure, the material constant named Gruneisen’s gamma, and 
initial density respectively. Thus, nominal compressive volumetric strain is: 𝜂 = 1 − 𝜌/𝜌 . Linear 
equation of state can always be written in the below form: 
 𝑝 = 𝑓 + 𝑔𝐸 , (2) 
S.T. Oyinbo and T.C. Jen / Engineering Solid Mechanics 9 (2021) 
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where 𝑓 𝜌  and 𝑔 𝜌  are functions of density only and depend on the particular equation of state model. 
The linear Hugoniot form is written as (Abaqus Analysis User’s Manual, 2014): 
 𝑃 = 𝜌 𝑐 𝜂1 − 𝑠𝜂 1 − 𝛤 𝜂2 + 𝛤 𝜌 𝐸  , (3) 
 
where 𝜌,𝜌 , 𝑆 and 𝑐  are the current density, initial density, linear Hugoniot slope coefficient and sound 
bulk speed respectively. The Johnson-Cook plasticity model offers a definition of material movement for 
both particles and substrate (Li & Gao, 2009). The flow stress (𝜎) functions as illustrated in Eq. (4)  are 
the strain hardening, strain rate hardening and temperature softening where the working hardening 
exponent (n) and plastic strain is denoted by 𝜀, the dimensionless plastic strain rate is the ratio of 𝜀/𝜀 , 𝜀  = 1.0 s−1  and the substance constants A, B, C and m are shown in Table 1. T, 𝑇  and 𝑇  are the 
measured, melting and reference temperature respectively 
 𝜎 = 𝐴 + 𝐵𝜀 1 + 𝐶𝑙𝑛 1 + ἐἐ 1 −   (4) 
 
      The thermal reaction study is carried out using the thermal conductivity properties and specific heat. 
Table 1 shows the properties of the materials used for the analysis (Bae et al., 2008; Manap et al., 2011; 
Yildirim et al., 2011). 
 
Table 1. Material model for the numerical analysis. 
Properties      Copper              Aluminum 
Density (σ)    kgm-3   8.9  10      2.7  10  
Shear modulus (G)   GPa    44.7    44.7 
Thermal conductivity (λ)  W/m.K  386.5    237.2 
Specific heat (c)   J/kg ·K    383     898.2 
Sound velocity(C0)   m/s     3940     5386 
Us versus Up  (s)     1.489     1.339 
Grüneisen coefficient (𝛤 )     2.02     1.97 
A                                                       MPa    90     148.4 
B                                       MPa    292      345.5 
n                                         0.310     0.183 
C                                         0.0250    0.001 
m                                         1.090     0.895 
Tm                                         K    1356     916 












(a)           (b)       (c) 
Fig. 1. Diagram illustrating (a) 3D Lagrangian single particle model (b) 3D Lagrangian multiple particles 
model (c) Cu particles SEM morphology  
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3. Results and Discussion 
 
3.1 Deformation behavior of a single-Particle Impact Process using the Lagrangian approach 
     The experimental observation  (King et al., 2010) of Cu/Al deformation after impact and the results 
of three dimensional-numerical simulations using  CEL approach are shown in Fig. 2. Fig. 3 shows the 
mean stress distributions at the time interval of 60 ns of Cu/Al impact at 500 m/s. This is also called 
PRESSURE in ABAQUS/Explicit. The compressive stresses are positive, and the tensile stresses are 
negative (colored black). Around 10 ns, near to the contact area, the high-speed impact has caused great 
compressive stress. Over time, the compressive and the tensile stress region expands and shrinks 
respectively. At the symmetry axis underneath the substrate surface, tensile stresses start building up 
after 10 ns. Particle rebound occurs before the tensile stress region growth reaches the surface of the 
substrate. After the impact, the maximum plastic strain was found at the contact edge and small region 
of tensile stress occurs locally at these regions too. But a large compressive stress region is observed 
from the contact center downward the substrate as indicated by Fig. 3(f). The material fatigue resistance 
can be greatly improved by this compressive residual stress, and the detail will be discussed in section 
3.2. 
At various times, the evolutions of the strain rate are shown in Fig. 4 for both the substrate and the 
particle in the radial direction over the contact zone. It is clear at 5 ns that the strain rates attain the highest 
value of 0.23 × 10 𝑠 in the particle/substrate. Then, there is a decrease of strain rates at 15 ns 
below1 × 10 𝑠 , and attain the minimum value at 30 ns. At 30 ns it is important to note that the value 
of strain rates is in the range of 10 𝑠 , but not zero. The substrate strain rate is higher in all respect than 
that of the particle. Although the higher value of these strain rates is recorded, their concentration is in a 
very local area instead of the whole contact area.  
       
      Fig. 5 indicates the development of the PEEQ and TEMP of the Cu/Al interface across the contact 
zone in the radial direction and at various times. It can be easily seen that both PEEQ and TEMP rise 
from the middle of a contact area with the gradual development of the deformation along the horizontal 
direction. In the contact zone, the Cu material becomes softer and deforms plastically than the material 
of the Cu substrate in the other region, and therefore the particles travel uniformly with the substrate 
surface 
Fig. 2. The schematic illustration of Cu/Al deformation (a) SEM observation (King et al., 2010) (b)  3-
D simulation calculation. 




Fig. 3. The mean stress evolution at (a) 10 ns (b) 20 ns (c) 30 ns (d) 40 ns (e) 50 ns (f) 60 ns at 500 𝑚𝑠  


















Fig. 4. Strain rate evolution at 500 𝑚/𝑠 Cu/Al impact at different impacting time histories along the 
radial path for (a) particle (b) substrate  
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Fig. 5. The distribution of (a) Temperature and (b) PEEQ with initial impact velocity of 500 𝑚/𝑠 along 
the radial direction of the Cu / Al contact surface  
 
3.2 Residual stress in multiple-Particle Impact Process using the Lagrangian approach 
      The quality of bonding can be termed coating integrity between the particles and the substrate within 
the coating (Luzin et al., 2011; Xie et al., 2015). The presence of residual stresses within the coating 
influences the integrity of the coating. A numerical analysis is the best choice of analyzing the cold gas 
dynamic spray complexity in order to capture the details of stress accumulation mechanics. There are 
three stresses in cold gas dynamic sprayed coating namely; peening, thermal mismatch and quench 
stresses. Due to the limitation of calculation time, it is difficult to determine the thermal mismatch stress 
because cooling of the particle/substrate system in the simulation to room temperature is impossible. 
Therefore, the only stress considered in this study is peening stress and quenching stress. The 
combination of their effect is called evolving stress, which is the stress experienced when particles are 
deposited on to the substrate (Suhonen et al., 2013). Fig. 6 shows the distributions of mean stress 
(through-thickness stress) obtained from the simulation of four-particle impacts using the Lagrangian 
approach for different process material combinations (Al/Al, Al/Cu, Cu/Cu/ and Cu/Al) at 500 m/s (Xie 
et al., 2015). The selection of data is along the y-axis (axis of symmetry), from the point of the particle 
impact to the lower part of the substrate. From Fig. 6 the compressive stresses are denoted by the positive 
stresses while the tensile stresses are represented by the negative stresses.  
 
      The deposited particles induce distinguishing compressive stress beneath the substrate surface by 
well-build plastic deformation of the impacted particles as a result of the peening stress. Cu/Al impact 
experienced the maximum value of compressive stress which is 1535.1 MPa among the four cases of 
impact (Fig. 7). The highest compressive stress generated by Cu particles impact can be observed at a 
depth closer to the surface of the substrate while the highest compressive stress generated is located at a 
distance close to 15µm in the case of Al particles impact (Fig. 7). Along the y-axis, the compressive 
residual stress magnitude starts reducing after reaching its peak value.  As the compressive stress 
approaching zero, there is a little observation of the compensatory tensile stress. 
 
      Fig 7 shows the plastic deformation of the four cases of particle/substrate impact at 500 m/s. As 
illustrated in Fig. 7(c)-(d), all the particles of Cu deform plastically into a shape that is lens-like, while, 
on the contrary, the Al particles at the top layer experienced partial deformation (Fig. 7(a)-(b)) with 
respect to the deformation of the first particle layer (this is because the impact velocity, 500 m/s is far 
below the Al critical velocity of 766 m/s (Grujicic et al., 2004b), and give rise to the distribution of the 
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tensile stresses among the particles of Al. Cu particles produce more than two times the compressive 
residual stress at impact than what Al particles produced in their respective substrate. The compressive 
residual stress that is evidently higher in values in Cu/Al and Cu/Cu impact cases is an indication that 
there is a significant amount of plastic deformation on impact because the initial kinetic energy is higher 
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Fig. 6. The distributions of through-thickness mean stress for (a) Aluminium/Aluminium (b) 
Aluminium/Copper (c) Copper/Copper and (d) Copper/Aluminium 
 
       The residual stress distribution is significantly influenced by the preheating temperature and impact 




























































of mean stress are shown. As shown in Fig. 8(a)-(b), there is an observation of a 60.0% increase in the 
maximum value of residual stress with respect to an increase in the impact velocity by 200 m/s. Moreover, 
there is an 8.5% increase in the maximum value of compressive residual stress with respect to an increase 
in the preheating temperature by 200oC (Fig. 8(c)-(d)).  A larger amount of material plasticity is obtained 
with higher kinetic energy as a result of an increase in the impact velocity and preheating temperature 
thereby give rise to a higher compressive residual stress. At higher preheating temperature and higher 
particle impact velocity, there is the significance of this relative displacement thereby increases the 
tensile stress between the particle/ substrate interface. At the interfacial zone, compressive stress 
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Fig. 7. The distributions of compressive and tensile residual stresses for (a) Al/Al (b) Al/Cu (c) Cu/Cu 
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Fig. 8. The distributions of through-thickness mean stress for Cu/Cu (a) 400 m/s, 250C (b) 500 m/s, 250C 
(c) 600 m/s, 250C (d) 500 m/s, 2000C (e) 500 m/s, 4000C (f) 500 m/s, 6000C 
 
4. Conclusion  
      The following conclusions based on the simulation of deformation process using Lagrangian 
approach of Abaqus/Explicit software were drawn: 
- The computational efficiency of the Lagrangian approach and its ability to simulate complex material 
model makes it one of the most used numerical methods. But the severe distortion of the mesh structure 
in the deformed area can results in non-convergence and inaccuracy of the calculated result due to 
numerical backslide effects.   
- The evolution of compressive stress, tensile stress, strain rate, PEEQ, and TEMP of a single-particle 
impact process are discussed in detail using the Lagrangian approach in order to accomplish a 
qualitative understanding of cold gas dynamic spray contact process of cold sprayed particle on the 
substrate. In general, it was noticed in the materials a region of compressive stress at particle and 
substrate interfacial zone 10 ns after the first impact, where large plastic strains were induced. Plastic 
deformation region of high strain rate was seen to be locally located at the particle bottom and at a few 
distances under the surface of the substrate due to the short contact time (10 𝑠 ) and about 1 GPa, 
high contact pressure. 
- The last section of this study shows the residual stresses in the multiple-particles impact process using 
the Lagrangian approach. Depending on the type of material combination system for particle and 
substrate impact, the type and magnitude of the residual stresses may significantly vary. The stress 
generation mechanism that is differently manifested during cold gas dynamic spray deposition induces 
compressive residual stress at the interfacial region. This mechanism can be associated not only to the 
elastic nature of the material but more importantly the material plastic properties. Beneath the 
substrate contact surface, the compressive residual stress increases with respect to an increase in the 
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This paper offers an insight into the microstructure and dislocation mechanism of the 
coating using simulations of molecular dynamics (MD) because of the short MD simulation time 
scales. The nano-scale deposition of ductile materials onto a deformable copper substrate has been 
investigated in accordance with the material combination and impact velocities in the 
particle/substrate interfacial region. To examine the jetting mechanisms in a range of process 
parameters, rigorous analyses of the developments in pressure, temperature, dislocation plasticity, 
and microstructure are investigated. The pressure wave propagation’s critical function was 
identified by the molecular dynamics’ simulations in particle jet initiation, i.e., exterior material 
flow to the periphery of the particle and substrate interface. The initiation of jet occurs at the point 
of shock waves interact with the particle/substrate periphery and leads to localization of the metal 
softening in this region. In particular, our findings indicate that the initial particle velocity 
significantly influences the interactions between the material particles and the substrate surface, 
yielding various atomic strain and temperature distribution, processes of microstructure evolution, 
and the development of dislocation density in the particle/substrate interfacial zone for particles 
with various impact velocities. The dislocation density in the particle/substrate interface area is 
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Abstract: The dislocation plasticity of ductile materials in a dynamic process of cold gas spraying is a
relatively new research topic. This paper offers an insight into the microstructure and dislocation
mechanism of the coating using simulations of molecular dynamics (MD) because of the short MD
simulation time scales. The nano-scale deposition of ductile materials onto a deformable copper
substrate has been investigated in accordance with the material combination and impact velocities
in the particle/substrate interfacial region. To examine the jetting mechanisms in a range of process
parameters, rigorous analyses of the developments in pressure, temperature, dislocation plasticity,
and microstructure are investigated. The pressure wave propagation’s critical function was identified
by the molecular dynamics’ simulations in particle jet initiation, i.e., exterior material flow to the
periphery of the particle and substrate interface. The initiation of jet occurs at the point of shock
waves interact with the particle/substrate periphery and leads to localization of the metal softening in
this region. In particular, our findings indicate that the initial particle velocity significantly influences
the interactions between the material particles and the substrate surface, yielding various atomic
strain and temperature distribution, processes of microstructure evolution, and the development of
dislocation density in the particle/substrate interfacial zone for particles with various impact velocities.
The dislocation density in the particle/substrate interface area is observed to grow much more quickly
during the impact phase of Ni and Cu particles and the evolution of the microstructure for particles
at varying initial impact velocities is very different.
Keywords: ductile materials; dislocation density; microstructure and recrystallization; cold gas
dynamic spray; molecular dynamics
1. Introduction
Cold gas dynamic spraying (CGDS) is a modern additive manufacturing approach and a
promising technique in the field of materials processing that recently has been implemented
for several industrial applications. The CGDS process is mainly a powder deposition process,
which uses the ability to self-consolidate the solid particles that bond together at their solid-state.
Such strong bonding self-consolidation ability resulted from a high-velocity (supersonic-velocity)
impact [1–7]. Thurston developed this technique at the beginning of the twentieth century [8].
Afterwards, a pressurized or blast gas to propel metal powders up to a maximum speed approximately
300 m/s and then create a deposit via a high-velocity collision with a substrate. In the 1950s, the modern
Rocheville technology with the gas flow across the De-Laval nozzle was an important breakthrough
that, at that time, allowed the speeds to be higher than those of current methodologies and created a
consistent thin coating. The cold gas dynamic spray process phenomenological behaviour was studied
by the Russian Academy, Institute of Applied and Theoretical Mechanics further in the 1980s [8].
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Their discoveries resulted in the creation of novel patents of cold gas-dynamic spraying devices and
experimental processes for the production of cold gas dynamic sprays which eventually resulted in
reliable additive manufacturing processes. While several viability studies show the feasibility of cold
gas dynamic spray, deposit development and bonding mechanisms are continuously being studied to
extend the materials concerned.
Two phases, including particle/substrate adhesion and the deposit growth, rule the deposition
process during CGDS. The distinct phenomena of bonding mechanisms characterize every phase.
Interparticle cohesion is recommended for ductile materials (metals in terms of deposit growth due to
plastic deformation) such as copper (Cu), aluminum (Al), nickel (Ni), and silver (Ag), etc. The cohesive
effect of interfaces is considered to occur through atomic interactions, because of intimate metallurgical
interaction during the transformation of the phase, while the interfacial zone is subjected to high
impact collision and experiences an extreme plastic deformation rate [9–12]. By comparison, it was
also possible to recognize the self-compaction, fragmentation, and the final deposit consolidation due
to the interlocking and stacking of fragments, particularly for non-ductile materials e.g., ceramics.
Researchers have demonstrated numerical analysis and experimental findings of the bonding
mechanisms, which primarily occur by mechanical anchoring, metallurgical bonding, interfacial
mixing, or mechanical locking, in literature for CGDS. Metallurgical bonding is possible because of a
dynamic recrystallization phenomenon [13], a hyper-quenching phenomenon caused by a substantially
large plastic strain (adiabatic shearing) in the interface of interfacial confinement and the formation of
an amorphous middle layer covering intermetallic region [14]. Mechanical anchoring is instigated
by the slight indentation on the substrate by the particles, which ensures that the particles are
anchored, and which is primarily seen in combinations of the metallic component with the substrates
made of ceramic [15–17]. Mechanical interlocking means particle/substrate integration as a result
of in-depth penetration of particle into the substrates combinations as follows: metal/metal [18,19],
ceramic/metal [20], oxide/polymer [21], and metal/polymer [22]. In the case of mechanical particle
deformation within a geometrical imperfection of the substrate surface, the concept of inter-locking can
also be applied [23,24]. This is also an understanding of the material consistency through the surface,
produced during the soft particle deposition on a hard substrate. Such instances of these occurrences are
soft polymer/metal [25,26], metal/ceramic [17] and metal/polymer [1,23,24,27]. The adhesion mechanism
also regulates the production of interfacial vortices during interfacial mixing which permits the intermix
of particles and substrate across the interface [24,28,29]
Since a broad range of new and progressive materials can be deposited with CGDS, academics and
industry are increasingly interested in the CGDS technology. The CGDS approach provides different
functional features for several obtainable industrial applications and significant progress is also
anticipated in the coming decades. Several deposits of material can now be achieved [30,31]. They can
be categorized according to their deposition technique and materials type. This comprises three
distinct categories: (1) single material deposits, (2) a mixture of different particles, composite-based
deposits, and (3) a nanomaterials deposit (i.e., a deposit creating nanosized characteristics).
Additionally, the adhesion mechanisms versatility of the CGDS method suggests an additional category
of the deposit as material hybridization among particles and substrates. The specific form of deposit also
takes into account the possibility of hybridization and is called “hybrid particle/substrate assembly.”
The study into the processes of cold gas dynamic spray mechanism of surface generation focuses
primarily on the peening effect [32], localized softening [33], pressure waves [34], recrystallization [35],
size effect [36,37], localization deformation [38,39], bonding [28,40], adhesive strength [41–43],
oxide destruction [44], crystal orientation effect [36,45], evolution of microstructure [46,47] in
stress/strain and nanoindentation [48], and so on. The result of the material combination and
initial impact velocity on the dislocation plasticity and cold gas dynamic spray coating surface
microstructural processes is barely explored. Since deformation of particles takes place within a quite
short duration of 10−9 s order, it is very complicated to find the answers in-situ investigations [49].
Generally, detailed observations of the experimental study in a CGDS can usually be performed only
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after the spraying is completed and typically relies on particle cross-section microscopy observations
in the as-deposited condition [50–52]. Simulations of molecular dynamics (MD) provide us with
an effective means of controlling and examining the complex nanoscale atomically structure and
behaviour [53].
Cu, Al, Ni, and Ag, a ductile face-centered cubic transition metal, is prototypical in both CGDS
multiscale models and particle deposition experiments. In this paper, we present atomic research
with MD on the single supersonic-speed impact of Al, Cu, Ni, and Ag particles on a copper substrate.
To describe at the fundamental level the deformation process of ductile material particles, our research
centered on the basic mechanisms of metal hardening and dislocation plasticity. The mechanisms of
plastic deformation are studied from the perspective of the evolution of atomic structure through jet
initiation, dislocation density, and the evolution of microstructural transformation. The dislocation
density at the interface of particle/substrate interfacial region is observed to grow much more quickly
during the impact phase of Ni and Cu particles and the evolution of the microstructure for particles at
varying initial impact speeds is very different.
2. Computational Approach
The simulations of molecular dynamics (MD) were used to analyze the deposition behaviour of
ductile nanoscale material particles in compliance with material combination and impact velocities.
The large-scale atomic/molecular massively parallel simulator (LAMMPS) package [54] has been used
to conduct MD simulations of nano-scale particles impaction. To understand the deformation process
during particle deposition, OVITO [55], an accessible visualization tool, was used to examine the
cross-section of the impact region. Figure 1 displays a diagram of the preliminary 3D simulation model
for the deposition of nanoscale particles onto a Cu substrate. The analysis of the deposition characteristic
of nanoscale ductile material preparation was considered in deformable spherical nano-scale Al, Ni,
Cu, and Ag particles of 400 Å diameter and impact velocities of 500 to 1500 m/s. The particle material
consists of around 2,051,820 atoms. The substrate is aligned in the [1 0 0], [0 1 0] and [0 0 1] for x-,
y- and z- crystallographic direction, respectively. The substrate material consists of a face-centered
cubic (FCC), with 3.61 Å lattice constant. The Cu substrate dimensions along an x-, y-, and z-direction
are 700 Å × 700 Å × 600 Å. The initial distance from the particles to the substrate surface is 20 Å. The x-,
y-, and z-directions are subjected to periodic boundary conditions (p p p). The substrate consists of
the fixed boundary layer (700 Å × 700 Å × 50 Å), the thermostat layer (700 Å × 700 Å × 100 Å) and
dynamic layer (700 Å × 700 Å × 500 Å. The phase time is 1.0 fs.Coatings 2020, 10, x FOR PEER REVIEW 5 of 19 
 
 
Figure 1. Cold gas dynamic spray MD simulation model. 
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3.1. Atomic Structure Evolution and Material Jet Initiation 
Continuum models [34] recently proposed that jetting initiation in the course of the impact of 
single-particle is due to the pressure waves propagating and interacting with the particle/substrate 
interfacial region. The formation of a jet is due to the ejection of particulate material at the edge of the 
bonded interfacial region which is attributed to the creation of a tensile area resulting in a process of 
“spall” because of the tensile pressures produced by the particle/substrate edge. The interaction of 
the pressure wave at the particle/substrate periphery is suggested as a significant factor for jetting 
initiation instead of the shear localization process, and adiabatic shear instability has been suggested 
as a consequence, instead of the cause, of jetting. This phenomenon, powered by hydrodynamic 
pressures, is similar to that seen in fluid–particle impacts (Kelvin–Helmholtz instability); jetting is 
experiential when the velocity of the shock wave surpasses the velocity at the particle/substrate 
peripheries [66,67]. 
Therefore, the molecular dynamics simulations are conducted to analyze the function of the 
components of pressure wave generation and the creation of thermal boost-up region leading to 
adiabatic shear instability at the interface. The temperature evolution in the interfacial zone is 
contrasted with the impacts of various ductile materials such as Al/Cu, Ni/Cu, Cu/Cu, and Ag/Cu at 
1000 m/s. The impact of an Ag particle creates the highest pressure wave propagating into the 
substrate and particle from the point of impact till around 15 ps, resulting in deformation of particles 
and substrate as well as heat generation followed by that of Cu, Ni, and Al impact, respectively, as 
shown in Figure 2. Comparative snapshots of jet-forming microstructure are shown in Figure 3 for 
the material combination. 
In Figure 4, the evolution of pressure wave interaction at particle/substrate interfacial region at 
1000 m/s and 273 K in the thin cross-section through the middle of the particle is shown at 10 ps. The 
delineation levels are selected to provide a good visual image of the interactions between the 
compressive shockwave and the particle/substrate periphery if any, and its position in jet initiation. 
The effect produces a compressive wave of approximately 2.8 GPa for the Ag particle impact at the 
impact speed of 1000 m/s in the impacted interface. This compressive wave moves via the particle at 
the rear as well as through the interface of particle/substrate region, in conflict with particle/substrate 
lateral shear motion, as Figure 4 indicates. The shock wave reaches the periphery of the 
particle/substrate edge, in this case, leading to the external materials flow and causing the particle 
and substrate to form a jet. This jet initiation phenomenon resulted in the substrate and particle 
pressure drop and discharge at the interfacial zone as Figure 2 shows. In this context, previous 
research at the continuum level typically characterizes the mechanism of jetting associate with a 
Figure 1. Cold gas dyna i s r simulation model.
In the setup of the first simulation, the thermal region maintained at 273 K was set into contact with
the system via thermostat layer. This thermally linked area (the “heat sink”) was the channel for the heat
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produced by the impact of the system to be expelled out of the system. The movement equations of the
atoms in the thermal layer were incorporated into the Nosé–Hoover thermostat of NVT ensemble [56],
while the motion equations of dynamic layer and particle were incorporated into the NVE ensemble.
In the NVT ensemble, a particle-substrate system was equilibrated for 20 ps. For the second simulation
setting in the NVE ensemble also for dynamic layer, an MD simulation was performed that removes
the heat coupling and processes the whole system as thermally isolated. The particle spray velocity
ranges from 500 m/s to 1500 m/s in the perpendicular direction to the substrate surface to preserve
adhesion and prevent erosive wear behaviour [57–59]. The molecular dynamics simulation time for
CGDS is 20 ps. Note, the CGDS process will not last for 20 ps, this simulation time was only allowed to
ensure that the effect is completely applied is the CGDS time set. The model sizes and parameters of
the simulation are presented in Table 1. The particle/substrate atomic interactions are represented by








where PEn of atom m is the potential energy, Rmn is a distance from atoms n to m, the pair-wise potential
function is denoted by ϑαβ, ρβ is the influence of atom type β to the electron-charge density at atomic n,
and γ is the embedding function that denotes the energy needed to position type α of atom m in the
electron cloud. For the analysis of the atomic stress, the stress tensor’s six components are calculated
based on the atomic viral stress spatial and temporal averages, as shown in Equation (2).
σab = −




where σab is the components of the atomic stress arranged in a, b(x, y or z), mvavb is the kinetic energy
input and 0.5
∑np
n=1(R1aF1b + R2aF2b) is the pair-wise energy input that is connected with the nearby
atoms from n = 1 to np. The von Mises stress is mostly used to research plastic deformation in the











where σva(i) is the atom von Mises stress i, σab(i)) is the component of atomic stress tensor arrange in a,
b (x, y, or z). The atomicity is computed from each MD timestep using the interatomic interaction,
atomic velocity and atomic distance; Equation (3) is an abridged representation, the measurement
method information is in [61,62]. The common neighbor analysis (CNA) [63,64] is implemented
to classify atoms into various local lattice frameworks for atomization (fcc- face-centered cubic,
bcc- body-centered cubic, hcp- hexagonal close-packed, etc.), and jetting zone atoms (without lattice
structures). Additionally, the dislocation extraction algorithm (DXA) [65] is used to classify the
dislocation arrangement in crystals and generate dislocation segments.








Dimensions 400 Å Diameter 700 Å × 700 Å × 600 Å
Initial impact velocity 500, 700, 1000, 1500 m/s -
Temperature 273 K 300 K
Crystal orientation [1 0 0], [0 1 0], [0 0 1] in x-, y-, and z-directions
Force field EAM/alloy
Time step 0.001 ps (1.0 fs)
Equilibration time 20 ps
Dynamics time 20 ps
Boundary condition p p p
Initial stand-off distance 20 Å
Coatings 2020, 10, 1079 5 of 18
3. Results and Discussion
3.1. Atomic Structure Evolution and Material Jet Initiation
Continuum models [34] recently proposed that jetting initiation in the course of the impact of
single-particle is due to the pressure waves propagating and interacting with the particle/substrate
interfacial region. The formation of a jet is due to the ejection of particulate material at the edge of
the bonded interfacial region which is attributed to the creation of a tensile area resulting in a process
of “spall” because of the tensile pressures produced by the particle/substrate edge. The interaction
of the pressure wave at the particle/substrate periphery is suggested as a significant factor for jetting
initiation instead of the shear localization process, and adiabatic shear instability has been suggested as
a consequence, instead of the cause, of jetting. This phenomenon, powered by hydrodynamic pressures,
is similar to that seen in fluid–particle impacts (Kelvin–Helmholtz instability); jetting is experiential
when the velocity of the shock wave surpasses the velocity at the particle/substrate peripheries [66,67].
Therefore, the molecular dynamics simulations are conducted to analyze the function of the
components of pressure wave generation and the creation of thermal boost-up region leading to
adiabatic shear instability at the interface. The temperature evolution in the interfacial zone is
contrasted with the impacts of various ductile materials such as Al/Cu, Ni/Cu, Cu/Cu, and Ag/Cu
at 1000 m/s. The impact of an Ag particle creates the highest pressure wave propagating into the
substrate and particle from the point of impact till around 15 ps, resulting in deformation of particles
and substrate as well as heat generation followed by that of Cu, Ni, and Al impact, respectively,
as shown in Figure 2. Comparative snapshots of jet-forming microstructure are shown in Figure 3 for
the material combination.
Coatings 2020, 10, x FOR PEER REVIEW 6 of 19 
 
particle only, while the MD simulations also display the position of the substrate in jet formation. In 
comparison, the Al/Cu, Ni/Cu, Cu/Cu, and Ag/Cu impact produces a maximum pressure wave of 
1.63 GPa, 1.68 GPa, 2.28 GPa, and 2.82 GPa, respectively. The pressure wave evolution in Al/Cu 
impact does not seem to interfer  with t e interface boundary of the particle/substrate periphery and 
a jet initiation for Al/Cu impact is not observed, as displayed in Figure 4a. 





















Figure 2. The pressure wave evolution at the periphery of the particle/substrate interfacial region at 
1000 m/s of single-particle impact. 
 
Figure 3. Splat morphologies of different material combination at 20 ps: (a) Al/Cu (showing no jet) for 
the whole simulation period (b) Cu/Cu, (c) Ni/Cu, and (d) Ag/Cu (b-c showing jet initiation) for 273 
K. 
Figure 2. The pressure wave evolution at the periphery of the particle/substrate interfacial region at
1000 m/s of single-particle impact.
In Figure 4, the evolution of pressure wave interaction at particle/substrate interfacial region
at 1000 m/s and 273 K in the thin cross-section through the middle of the particle is shown at 10 ps.
The delineation levels are selected to provide a good visual image of the interactions between the
compressive shockwave and the particle/substrate periphery if any, and its position in jet initiation.
The effect produces a compressive wave of approximately 2.8 GPa for the Ag particle impact at the
impact speed of 1000 m/s in the impacted interface. This compressive wave moves via the particle at the
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rear as well as through the interface of particle/substrate region, in conflict with particle/substrate lateral
shear motion, as Figure 4 indicates. The shock wave reaches the periphery of the particle/substrate
edge, in this case, leading to the external materials flow and causing the particle and substrate to
form a jet. This jet initiation phenomenon resulted in the substrate and particle pressure drop and
discharge at the interfacial zone as Figure 2 shows. In this context, previous research at the continuum
level typically characterizes the mechanism of jetting associate with a particle only, while the MD
simulations also display the position of the substrate in jet formation. In comparison, the Al/Cu,
Ni/Cu, Cu/Cu, and Ag/Cu impact produces a maximum pressure wave of 1.63 GPa, 1.68 GPa, 2.28 GPa,
and 2.82 GPa, respectively. The pressure wave evolution in Al/Cu impact does not seem to interfere
with the interface boundary of the particle/substrate periphery and a jet initiation for Al/Cu impact is
not observed, as displayed in Figure 4a.
Coatings 2020, 10, x FOR PEER REVIEW 6 of 19 
 
particle only, while the MD simulations also display the position of the substrate in jet formation. In 
comparison, the Al/Cu, Ni/Cu, Cu/Cu, and Ag/Cu impact produces a maximum pressure wave of 
1.63 GPa, 1.68 GPa, 2.28 GPa, and 2.82 GPa, respectively. The pressure wave evolution in Al/Cu 
impact does not seem to interfere with the interface boundary of the particle/substrate periphery and 
a jet initiation for Al/Cu impact is not observed, as displayed in Figure 4a. 





















Figure 2. The pressure wave evolution at the periphery of the particle/substrate interfacial region at 
1000 m/s of single-particle impact. 
 
Figure 3. Splat morphologies of different material combination at 20 ps: (a) Al/Cu (showing no jet) for 
the whole simulation period (b) Cu/Cu, (c) Ni/Cu, and (d) Ag/Cu (b-c showing jet initiation) for 273 
K. 
Figure 3. Splat morph logies of different material co i ation at 20 ps: (a) Al/Cu (showing n jet) for
the whole simulat on period (b) Cu/ , (c) Ni/Cu, and (d) Ag/C owing jet ni ation) for 273 K.Coatings 2020, 10, x FOR PEER REVIEW 7 of 19 
 
 
Figure 4. The evolution of pressure wave interaction at particle/substrate interfacial region at 1000 
m/s and 273 K for (a) Al/Cu (b) Ni/Cu and (c) Cu/Cu, and (d) Ag/Cu (after impact at 10 ps). 
While the position of the pressure wave interactions at jet initiation build-up is important, the 
full picture of this phenomenon should be given to further variable trends such as temperatures and 
von Mises stresses (flow stress) evolution. The progressive temperatures evolution at 1000 m/s impact 
velocity of single-particle effect for different material combinations are illustrated in Figure 5 for 20 
ps simulation time. The Ag/Cu impact produces the highest interface temperatures in the 
particle/substrate impacting region. The temperatures in these regions are about 460 K, which is 
lower than the melting temperature of Ag estimated by the force field (interatomic potential). The 
existence and position of these elevated temperatures zones make the flow of material at the 
periphery of the particle/substrate interface easier. Figure 5 shows that while the high-temperature 
values may occur, leading to substantial material softening, the temperature gradually decreasing 
after reaching the peak while the outward material flow continues. The temperature spike is 
instigated by the emergence of the plastic deformation wave at the periphery of the particle/substrate 
interface, and the emergence of the waves causes the material to flow outward and the temperature 
drops at the interfacial edge. The corresponding flow stress evolution (von Mises) is also displayed 
in Figure 6 with respect to time. For clarity of visualization, atoms with the non-fcc structure that are 
defined in the adaptive common neighbor algorithm (CAN) are shown. At the peripheries of the 
contact zone of particle/substrate interface, the maximum value of von Mises stress value for the 
particle impact is approximately 28.2 GPa, which can be related to imminent yield and propagated 
rapidly within the particle with progressive flattening. In the regions near the boundary, material 
flow stress also increases, radially reduces to the middle of the particle interface, and falls after 
reaching a peak, as shown in Figure 6. 
The Radial Distribution Function (RDF) is also available for testing the atomic crystallinity and 
providing an average, global insight of the structure of atoms in the required region of importance. 
The measured radial distribution function for the jetting region strongly demonstrates an amorphous 
structure of various combinations of materials as shown in Figure 7 after 20 ps in all particles. The 
RDFs results in the particle jet zone are nearly identical as shown in Figure 7. The first peak was 
observed at 2.50 Å, which is the closest neighbor range between the impacted pair atoms. After the 
initial peak comes a weak peak at approximately 3.5 Å, which is nearly close to both the gaps between 
pairs of atoms. Then, at 4.40 Å, 5.32 Å, and 5.75 Å, are the next three separate peaks, suggesting the 
development of an amorphous structure, in agreement with earlier experimental findings [68–70]. 
Figure 4. The evolution of pressure wave interaction at particle/substrate interfacial region at 1000 m/s
and 273 K for (a) Al/Cu (b) Ni/Cu and (c) Cu/Cu, and (d) Ag/Cu (after impact at 10 ps).
Coatings 2020, 10, 1079 7 of 18
While the position of the pressure wave interactions at jet initiation build-up is important, the full
picture of this phenomenon should be given to further variable trends such as temperatures and von
Mises stresses (flow stress) evolution. The progressive temperatures evolution at 1000 m/s impact
velocity of single-particle effect for different material combinations are illustrated in Figure 5 for 20 ps
simulation time. The Ag/Cu impact produces the highest interface temperatures in the particle/substrate
impacting region. The temperatures in these regions are about 460 K, which is lower than the melting
temperature of Ag estimated by the force field (interatomic potential). The existence and position of
these elevated temperatures zones make the flow of material at the periphery of the particle/substrate
interface easier. Figure 5 shows that while the high-temperature values may occur, leading to substantial
material softening, the temperature gradually decreasing after reaching the peak while the outward
material flow continues. The temperature spike is instigated by the emergence of the plastic deformation
wave at the periphery of the particle/substrate interface, and the emergence of the waves causes the
material to flow outward and the temperature drops at the interfacial edge. The corresponding flow
stress evolution (von Mises) is also displayed in Figure 6 with respect to time. For clarity of visualization,
atoms with the non-fcc structure that are defined in the adaptive common neighbor algorithm (CAN)
are shown. At the peripheries of the contact zone of particle/substrate interface, the maximum value
of von Mises stress value for the particle impact is approximately 28.2 GPa, which can be related to
imminent yield and propagated rapidly within the particle with progressive flattening. In the regions
near the boundary, material flow stress also increases, radially reduces to the middle of the particle
interface, and falls after reaching a peak, as shown in Figure 6.
The Radial Distribution Function (RDF) is also available for testing the atomic crystallinity and
providing an average, global insight of the structure of atoms in the required region of importance.
The measured radial distribution function for the jetting region strongly demonstrates an amorphous
structure of various combinations of materials as shown in Figure 7 after 20 ps in all particles. The RDFs
results in the particle jet zone are nearly identical as shown in Figure 7. The first peak was observed
at 2.50 Å, which is the closest neighbor range between the impacted pair atoms. After the initial
peak comes a weak peak at approximately 3.5 Å, which is nearly close to both the gaps between
pairs of atoms. Then, at 4.40 Å, 5.32 Å, and 5.75 Å, are the next three separate peaks, suggesting the
development of an amorphous structure, in agreement with earlier experimental findings [68–70].Coatings 2020, 10, x FOR PEER REVIEW 8 of 19 
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dislocations, and partial dislocations in Shockley is colored in blue, purple, and green, respectively. 
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〈1 1 0〉 appears, which is the perfect dislocation. The atoms on the circular edge of the particle flattened 
base steadily grow with the unstructured form of the atomic crystal. Moreover, dislocations are likely 
to move to the middle of the Al particle, to the edge and bottom of the Ni and Cu particle, as well as 
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3.2. Material Dislocation Plasticity
As is evident in Figure 8, plasticity of material dislocation at 10 ps on the circular side of its
flattened base for which heterogeneous nucleation of Shockley with Burgers vector 1/6 〈1 1 2〉 leading
partial dislocation segments was observed. In the particle/substrate interfacial zone, the evolution of
the microstructure corresponds to various ductile materials, where the perfect dislocation, the stair
dislocations, and partial dislocations in Shockley is colored in blue, purple, and green, respectively.
The yellow and sky-blue dislocation segment corresponds to the Hirth and Frank type, respectively.
In the first step, Shockley partial dislocations emerge successively from the particle/substrate contact
surface and disperse within the substrate and the particle. Then, with the growth of plastic deformation,
the Shockley partial dislocations at 10 ps cover the particle/substrate interfacial zone. These imperfect
dislocations normally act as carriers of energy for the face-centered cubic (fcc) system’s intrinsic
stacking faults [71]. With cold gas dynamic spray proceeding, the Burgers vector of 1/6 〈1 1 2〉with
Shockley partial dislocations intersect and change to be Burgers vector of 1/6 〈1 1 0〉 with the Stair-rod
dislocations. Within the particle/substrate contact zone, the Burgers vector of 1/2 〈1 1 0〉 appears,
which is the perfect dislocation. The atoms on the circular edge of the particle flattened base steadily
grow with the unstructured form of the atomic crystal. Moreover, dislocations are likely to move to the
middle of the Al particle, to the edge and bottom of the Ni and Cu particle, as well as to the bottom of
the Ag particle, as seen in Figure 8a–d.
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the inadequate slip on the middle part of the Al particle, there is a significant surface protrusion in
the final Al particle designated at the x–z plane, which forms a “peak-shaped” coating configuration
and the ultimate particle shape is rectangular in the x–z region. For the Ni particle, the absolute form
of the particle on the x–z plane is comparatively flat because of the adequate slip along the direction
of material flow, and the final structure in x–z plane is like a mushroom. For the Cu and Ag particle,
the final structure in the x–z plane is pyramidal and hemispheric.
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Figure 10 demonstrates the time-dependence of the dislocation density for different particles
at 1000 m/s impact velocity. The Ni particle plastic deformation rate is the maximum following the
dislocation segment evolution as shown in Figure 10a, followed by the Cu particle, then the Ag particle,
and the Al particle is the lowest. In Figure 10c, the evolution of the particle dislocation density during
cold gas dynamic spraying is shown between 0 ps and 20 ps. In all the different material combinations,
the displacement density of all particles is near zero at the early stage of cold gas dynamic spray
between 0 ps and 2 ps because no major plastic deformation exists. Then the dislocation density
within various material particles from 2–20 ps increases steadily at different rates until it reaches the
equilibrium after impact. The dislocation growth rate in Ni particles is about 55.4%, 33.8%, and 10.7%
higher than in Al, Ag and Cu particles, respectively. In Al particle atoms, the kinetic energy is used
mainly to transfer atoms along with the position of longitudinal intrinsic stacking faults. However,
in Ag particles, a portion of the particle atoms’ kinetic energy is utilized in the particle/substrate
atomic motion, while the particle/substrate interaction, creating several dislocations by consuming
the kinetic energy that remains. The particle atoms’ kinetic energy of the Ni and Cu particle is
primarily absorbed by the intense interaction between the intrinsic stacking faults in the lower part
of the particle, which increases the dislocation density rapidly. Figure 10b shows the dislocation
segments distribution in the Al, Ni, Cu and Ag particles at 20 ps. The dislocation density increases to
the value of 2.9× 1016 m−2, 4.3× 1016 m−2, 5.8× 1016 m−2, and 6.5× 1016 m−2 for Al, Ag, Cu, and Ni
particles, respectively, then decreases slightly. The extreme plastic deformation at the interface of the
substrate and material particle contributes to the creation of a jet region around the interface region of
particle/substrate.
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3.3. Particle Impact Velocity Effect on Microstructure Evolution
The microstructural snapshot of the full Ni splat region coated at different times on the Cu
substrate for an impact speed of 1000 m/s is shown in Figure 11a–c. The local atomic structure is colored
based on common neighbor analysis (CNA) approach [63,64]: FCC (green), HCP (red), BCC (blue) and
grey (atoms without crystalline structure). The circles designated the jet formation at the periphery
as the atoms flow upward from the substrate. The snapshots presenting the particle and substrate
separately of the illustrative atoms. The material jet initiation at the periphery is often correlated with
the outward flow of atoms as shown by the circles from the substrate.
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During MD simulations of single material impact for a particle impact velocity of 500 m/s,
700 m/s, 1000 m/s, and 1500 m/s, the microstructure evolution and recrystallization behavior are
also investigated. The recrystallization potential varies at impact speeds as establish in the cold
dynamic gas sprayed splats created during 20 ps, which shows the local atomic structure at 273 K
in Figure 12. With a particle velocity of the impact of 500 m/s, recrystallized structures are very few,
as indicated in Figure 12a, in contrast with the 1500 m/s particle impact velocity with large structural
transformation as displayed in Figure 12d. The increased number of new atomic structures can
be associated with the reliance of recrystallization phenomenon associated with strain energy to
indicate the unique recrystallization mechanisms [69,72] involved in the molecular dynamics predicted
microstructures given the extreme deformation of the atomic structure at the interface. In addition
to the recrystallization in the creation of new structures, atomic structure boundary migration [73]
could also play a critical position. For convenience, in this manuscript, the development of a new
atomic structure is called recrystallization. Metal plastic deformation is more severe with a higher
impact velocity of 1500 m/s, and therefore greater temperatures are produced during the impact time
at the particle/substrate interfacial region as shown in Figure 13. Some experimental cold gas dynamic
sprays have achieved a similar consensus on the recrystallization phenomenon [74–76]. In the past,
the embedded atomic potential (EAM/alloy) [60] used in this study has shown a recrystallization
of aluminum uniaxial loading, demonstrating its ability to capture the phenomenon accurately [77].
Figure 14 shows that, at the interface, some of this recrystallized atomic structure is split between
particle and substrate. These findings show that recrystallization at some region at the interfacial zones
will help form the metallurgical bond between the substrate and the particle.
Coatings 2020, 10, 1079 13 of 18
Coatings 2020, 10, x FOR PEER REVIEW 13 of 19 
 
 
Figure 12. Microstructural snapshots presenting a structural transformation of a cold gas dynamic 
spray splat at 20 ps for: (a) 500 m/s, (b) 700 m/s, (c) 1000 m/s, and (d) 1500 m/s. 
























Figure 13. The temperature evolution at the periphery of the Cu/Cu interfacial region at different 
impacting velocity of 500 m/s, 700 m/s, 1000 m/s, and 1600 m/s of single particle impact. 
Figure 12. Microstructural snapshots presenting a structural transformation of a cold gas dynamic
spray splat at 20 ps for: (a) 500 m/s, (b) 700 m/s, (c) 1000 m/s, and (d) 1500 m/s.
 , , x FOR PEER REVIEW 13 f 9 
 
 
Figure 12. Microstructural snapshots presenting a structural transformation of a cold gas dynamic 
spray splat at 20 ps for: (a) 500 m/s, (b) 700 m/s, (c) 1000 m/s, and (d) 1500 m/s. 
























Figure 13. The temperature evolution at the periphery of the Cu/Cu interfacial region at different 
impacting velocity of 500 m/s, 700 m/s, 1000 m/s, and 1600 m/s of single particle impact. 
Figure 13. The temperature evolution at the periphery of the Cu/Cu interfacial region at different
impacting velocity of 500 m/s, 700 m/s, 1000 m/s, and 1600 m/s of single particle impact.
Coatings 2020, 10, 1079 14 of 18
Coatings 2020, 10, x FOR PEER REVIEW 14 of 19 
 
 
Figure 14. Microstructural snapshots presenting a structural transformation (a) at 0 ps (b) at 20 ps of 
a cold gas dynamic spray splat at 1500 m/s (c) splat microstructure at 20 ps (d) substrate 
microstructure at 20 ps. Structural transformation at the interfacial zone between the substrate and 
particle after impact is evident here. 
4. Conclusions 
Cold gas dynamic spray impacts on pure copper substrates of nanoscale ductile materials such 
as Al, Ni, Cu, and Ag are modelled using a molecular dynamic simulation (MD) system for differing 
material combinations, particle impact velocities, and microstructures. The post-impact behaviour is 
objectively studied by monitoring the distribution of the thermomechanical variable such as pressure 
wave, temperature, stress, dislocation density, and microstructural features such as local atomic 
structural transformation at the nanoscale. We studied the position and the propagation of the 
compressive shock wave in activating a jet at the interface of particle/substrate impact region. 
The findings of the simulation show that the jetting phenomenon, as the material deforms during 
impact, is due to the interaction between the velocity of the shock wave at the interface of the 
particle/substrate interfacial zone and the velocity at the edge of particle/substrate interface. The 
effect produces a compressive wave of approximately 2.8 GPa for the Ag particle impact at the impact 
speed of 1000 m/s in the impacted zone. This compressive wave moves via the particle at the rear as 
well as through the interface of particle/substrate region, in conflict with particle/substrate lateral 
shear motion. The shock wave reaches the periphery of the particle/substrate edge, in this case, 
leading to the external materials flow and causing the particle and substrate to form a jet. The 
pressure wave evolution in Al/Cu impact does not seem to interfere with the interface boundary of 
the particle/substrate periphery and a jet initiation for Al/Cu impact is not observed. The impact of 
an Ag particle creates the highest-pressure wave propagating into the substrate and particle from the 
point of impact till around 15 ps, resulting in deformation of particles and substrate as well as heat 
generation followed by that of Cu, Ni, and Al impact, respectively. 
The deformation behavior for individual impacting particles and subsequent dislocation 
evolution allowed us to classify the stages of deformation into three, after the impact analysis of 
particle/substrate impact. Firstly, plastic deformation began by the slide of dislocations and 
nucleation at the exterior end of the particle that is in close contact with the surface of the substrates 
at impact. Thereafter, with additional deformation, the analysis of the dense dislocation segment 
Figure 14. Microstructural snapshots presenting a structural transformation (a) at 0 ps (b) at 20 ps of a
cold gas dynamic spray splat at 1500 m/s (c) splat microstructure at 20 ps (d) substrate microstructure at
20 ps. Structural transformation at the interfacial zone between the substrate and particle after impact
is evident here.
4. Conclusions
Cold gas dynamic spray impacts on pure copper substrates of nanoscale ductile materials such as
Al, Ni, Cu, and Ag are modelled using a molecular dynamic simulation (MD) system for differing
material combinations, particle impact velocities, and microstructures. The post-impact behaviour is
objectively studied by monitoring the distribution of the thermomechanical variable such as pressure
wave, temperature, stress, dislocation density, and microstructural features such as local atomic
structural transformation at the nanoscale. We studied the position and the propagation of the
compressive shock wave in activating a jet at the interface of particle/substrate impact region.
The findings of the simulation show that the jetting phenomenon, as the material deforms
during impact, is due to the interaction between the velocity of the shock wave at the interface of the
particle/substrate interfacial zone and the velocity at the edge of particle/substrate interface. The effect
produces a compressive wave of approximately 2.8 GPa for the Ag particle impact at the impact speed
of 1000 m/s in the impacted zone. This compressive wave moves via the particle at the rear as well as
through the interface of particle/substrate region, in conflict with particle/substrate lateral shear motion.
The shock wave reaches the periphery of the particle/substrate edge, in this case, leading to the external
materials flow and causing the particle and substrate to form a jet. The pressure wave evolution in Al/Cu
impact does not seem to interfere with the interface boundary of the particle/substrate periphery and a
jet initiation for Al/Cu impact is not observed. The impact of an Ag particle creates the highest-pressure
wave propagating into the substrate and particle from the point of impact till around 15 ps, resulting in
deformation of particles and substrate as well as heat generation followed by that of Cu, Ni, and Al
impact, respectively.
The deformation behavior for individual impacting particles and subsequent dislocation evolution
allowed us to classify the stages of deformation into three, after the impact analysis of particle/substrate
impact. Firstly, plastic deformation began by the slide of dislocations and nucleation at the exterior end of
the particle that is in close contact with the surface of the substrates at impact. Thereafter, with additional
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deformation, the analysis of the dense dislocation segment when comparing the initial and the final
microstructures of the splat show dislocation network formation formed at the exterior bottom of
the particles, and the upper region remains essentially undeformed. Finally, as seen in the finite
element method and microscopy experiments, the upper part the particle deformed as well, causing
the usual flattened splat shape. The dislocation density increases to the value of 2.9 × 1016 m−2,
4.3 × 1016 m−2, 5.8 × 1016 m−2, and 6.5 × 1016 m−2 for Al, Ag, Cu, and Ni particles, respectively.
The extreme plastic deformation at the interface of the substrate and material particle contributes to the
creation of a jet region around the interface region of particle/substrate. The dislocation growth rate in
Ni particles is about 55.4%, 33.8%, and 10.7% higher than in Al, Ag, and Cu particles, respectively.
A contrast of the original and final microstructures of the splat shows the creation, near the
interface, of “new” atomic structure, which is certified by a combination of atomic boundary mobility
stress-led and recrystallization of particle/substrate mechanisms. The recrystallization potential varies
with the impact velocities, the thermal evolution and the stored strain energy as seen in the CGDS
splats created during 20 ps, which show the local atomic structure. Some of these new structures are
established on the bond line, which facilitates close interaction and strengthens CGDS splat bond.
These findings expand our awareness about the processes to reinforce cold gas dynamic sprayed
deposits from a modelling perspective. CGDS also qualifies as an additive manufacturing procedure
to achieve the optimal strength of the deposit (coating) by the interface nucleation of finer atomic
structures and the subsequent atomic boundary strengthening.
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The separation membrane is the ultimate and effective device to increase the purity of 
hydrogen. The separation processes of membranes are energetically effective in comparison with 
other methods like cryogenic distillation and gas adsorption. The Pd-based membrane has been 
chosen for their potential hydrogen separation technology use, due to the near-complete hydrogen 
selectivity (ideally 100%), mechanical resistance and high thermal stability. 
To investigate the efficiency of H2/CH4 separation via the palladium membrane, we carried 
out molecular dynamic (MD) calculations in this article. Our gas part separation model utilizes a 
palladium membrane with an engineered porosity of 0.1 to 2.2 %. We use molecular dynamic 
calculations to calculate several molecular trajectories and obtain low statistical incertitude gas 
flow rate estimates. The simulations show that palladium membranes with high porosity are 
appropriate for both gasses. As the porosity decreases, the permeability of larger molecules greatly 
reduced, which contributes to an exclusion effect of molecular size for a range of porosity that can 
permit smaller molecules. This implies that the determined porosity can achieve high selectivity 
in the separation of gas molecules while the desired gas molecules exhibiting high permeability. 
We also found that external driving force has a good effect on hydrogen permeation 
mechanism through a membrane. The gas flux of hydrogen levels increases as the pressure 
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difference increases. The real mechanism of hydrogen permeability can also be visualized through 
our simulation, showing time dependence of flux, selectivity and pressure dependence. This work 
is expected to provide the framework for the development of an energy-efficient palladium-based 
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A B S T R A C T   
We conducted molecular dynamic (MD) calculations to explore the efficiency of H2/CH4 separation through 
nanoporous palladium membrane. A palladium membrane with engineered-porosity of 0.1%–2.2% is used in our 
model of gas component separation from a mixture. We use computations of molecular dynamics to measure 
many trajectories of the molecules and thereby collect low statistical uncertainty projections of the gas flow 
rates. Our simulations demonstrate that high porosity palladium membranes are permeable to both gasses. As the 
porosity decreases, the permeability of larger molecules greatly reduced, which contributes to an exclusion effect 
of molecular size for a range of porosity that can permit smaller molecules. This implies that the determined 
porosity can achieve high selectivity in the separation of gas molecules while the desired gas molecules exhib-
iting high permeability. We also found that external driving force has a good effect on hydrogen permeation 
mechanism through a membrane. The gas flux of hydrogen levels increases as the pressure difference increases. 
The real mechanism of hydrogen permeability can also be visualized through our simulation, showing time 
dependence of flux, selectivity and pressure dependence. This work is expected to provide the framework for the 
development of an energy-efficient palladium-based gas separation system.   
1. Introduction 
Hydrogen (H2) is accepted for use as an alternative fuel cell energy 
carrier. The production of H2 is typically by either methane (CH4) 
decomposition or hydrocarbon reformation, and before it can be used 
for industrial applications, it should be purified. Due to the very close 
chemical and physical characteristics of H2 and CH4, separation of H2 
from natural gas, consisting mainly of CH4, by traditional physisorption 
processes is challenging. The differences in the molecular weights and 
kinetic diameters for H2 and CH4 molecules gives the technology of 
membrane-based gas separation a major advantage when separating H2 
from a mixture of H2/CH4. H2/CH4 Membrane separation has been 
recognized as an industrially used H2 purification technology and it has 
many benefits, such as cost-effectiveness, simple and adaptable opera-
tion and low energy consumption. Although many issues are to be 
overcome in the use of hydrogen technology, hydrogen is generally 
believed to become the main energy carrier in this century as part of the 
Fourth Industrial Revolution (4IR) [1,2]. To improve the pureness of 
hydrogen, consideration is given to the separation membrane as the 
ultimate and effective technologies. This includes dense metal mem-
branes, ion conductive membranes, and microfiltration membranes [3, 
4]. Of these options, dense metal membranes produce the purest stream 
of hydrogen [5,6]. Among pure metal membranes, palladium is the best 
candidate since it has excellent hydrogen dissociation capabilities and 
sufficiently highly hydrogen diffusivity [7–10]. The membranes from 
palladium and palladium alloys were the subjects of past research [5,11, 
12]. Particularly, Palladium (Pd)-based membrane has been chosen for 
its potential use in the hydrogen separation technology due to almost 
complete hydrogen selection (ideally 100%) [13], strong mechanical 
resistance and high thermal stability. Also, these membranes can be used 
in a multifunctional membrane reactor [14–16], which allow both the 
chemical reaction for the production of hydrogen and the purification 
phase to be combined in one device. 
Molecular dynamics (MD) is a powerful method of gas separation 
system study. MD is a good method of investigating the separation 
mechanism of gas mixtures. Molecular dynamics is a computational 
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approach that solves Newton ’s equations for a particle system that in-
teracts with a certain interatomic potential [17,18]. MD simulations 
specifically and reliably measure particle movement at atomic levels so 
that the structures can achieve macroscopic characteristics. Molecular 
simulations can offer a useful description of the dynamic and static 
properties of the confined fluids in micro-pores [19]. The conventional 
molecular dynamic modelling using predefined forcefields is well 
known as a powerful method to research the multi-body condensed 
material systems based on both experimental data and the independent 
measurement of electronic structures. 
The rate of permeation of hydrogen through dense Pd-based mem-
brane can be defined by Sievert’s Law [20–22] as a relationship between 
driving force and hydrogen flux, that is, in proportion to the square root 
of the pressure difference. Also, several experimental studies on 
hydrogen transport via Pd and Pd-based composite membranes were 
reported in the literature [23–25]. It was found that the exponential 
hydrogen pressure dependency on hydrogen flux ranged from 0.5 to 1.0. 
However, ultrathin palladium preparation involves two major 
problems; difficulty in obtaining defect-free membrane and limited 
mechanical resistance of the membrane. The use of porous support 
materials attempts to solve these problems and also to maintain suffi-
cient mechanical properties to conserve palladium [15,26–29]. The 
most important properties of support media to be selected include 
porosity characteristics (mainly mean porosity and distribution of pore 
sizes), thermal stability, chemical, mechanical and surface roughness 
[26,30–32]. In this context, significant porosity is expected with a small 
pore size distribution, high chemical and mechanical strength, and a 
reasonable thermal expansion coefficient to that of pure dense Pd [33, 
34]. Concerning texture properties, the essential sizes of the porosity of 
support must be open and sufficiently intimately connected to ensure 
unrestricted gas transport via support [35]. It is agreed that the selective 
layer morphology and continuity are typically determined by both 
roughness and pore sizes. In that sense, the minimum thickness required 
to prepare an electroless plated Pd membrane on porous support was 
indicated by Mardilovich et al. [36] to be about threefold as the average 
size of the largest pores. Despite Vycor glass being one of the initial 
porous supports used by electroless plating for Pd [37], the use in most 
of the science-based publications in this field is ceramic materials [38, 
39], sintered porous metals [38,40] or intermetallic compounds [41]. 
Therefore, this study tailors the effect of porosity to describe the 
atomistic interaction and separation mechanism between H2/CH4 gas 
molecules and Pd nanoporous membranes using molecular dynamics. 
Our research focuses on the fundamental systems of the molecular mass, 
molecular kinetic and gas interaction with the palladium membrane 
surface at nanopore border to investigate the H2/CH4 separation effi-
ciency through engineered porosity of 0.1%–2.2% on the surface of Pd 
membrane. 
2. Modelling of nanoporus palladium membrane and H2/CH4 
gas 
Material studio software [42], a modelling and simulation program 
for materials is used to design a nanoporous palladium membrane. On 
the “unit-cell” geometry shown in Fig. 1(a), in which a square palladium 
membrane (green colour, containing 900 atoms in an fcc lattice struc-
ture) of volume Vs = 5.835 × 5.835 × 0.389 nm3 divides the simulation 
box of height, length and width 10.336 nm, 5.835 nm and 5.835 nm 
respectively into two chambers, with each chamber bounded by palla-
dium control layers (yellow). Periodic boundary conditions were 
applied in the x-, y- and z-direction of the simulation box. To avoid 
vertical displacement of the entire palladium membrane, the position of 
one corner atom in the palladium membrane was fixed. In the lower 
Fig. 1. Simulation system and nanopore structures. (a) Simulation domain; (white: Methane (CH4), red: Hydrogen (H2), yellow: palladium control layers, green: 
palladium membrane with nanopore, purple: palladium pore ring atoms). (b–k) Structures of the nanopores employed in our simulation. The pores are named by the 
number of the palladium atoms removed and corresponding percentage porosity, i.e., (b) P-1, 0.1%. (c) P-2, 0.2%. (d) P- 4, 0.4%. (e) P-8, 0.8%. (f) P-12, 1.3%. (g) P- 
16, 1.7%. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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portion of the simulation box, the molecular quantity of H2 and CH4 are 
1000 and 200 respectively. The membrane of nanoporous palladium is 
based on the removal of atoms with engineered porosity of 0.1%–2.2%. 
The percentage porosity required to separate a gas mixture into its 
constituent molecules depends on the kinetic diameters of which the 
component molecules are formed. For a given molecule, the kinetic 
diameter is the least effective parameter in term characteristic length for 
determining how permeable a molecule flow through nanopores. With 
literature-adapted data [43,44], the molecular geometry, molecular 
weights and kinetic diameters of gas molecules of interest are listed in 
Table 1. 
Simulations are carried out on a variety of porosity to explain the gas 
transport effect on pore size. Although the porosity can be determined 
with the number of palladium atoms removed, the pore area is used here 
as it relates more directly to the region in which gas molecules can pass 
through. The H2/CH4 separation simulation models are shown in Fig. 1. 
The dense palladium membrane in this work was positioned in the 
middle of the box horizontally. The palladium atoms have, for all runs, 
been kept fixed to prevent vertical displacement by gas molecules of the 
entire palladium membrane. This atom is positioned at a distance from 
each nanopore as possible to ensure that the dynamics of the atoms 
around the nanopore do not interfere. One thousand molecules of H2 and 
two hundred molecules of CH4 that make up the gas mixture are posi-
tioned randomly below the nanoporous palladium membrane and 
permitted to travel freely during simulations. The top and bottom con-
trol layers restrict gas molecules at 1atm and zero atm pressure 
respectively. 
2.1. Molecular dynamic simulation 
To carry out a series of MD simulations in this study, simulations 
were performed using a " Large-scale atomic/molecular massively par-
allel simulator’’ (LAMMPS) [45]. For visualizing and analysing atom-
istic simulation data and open visualization tool (OVITO) [46] was used. 
The research considers the effects of various porosity on the H2/CH4 
separation mechanism via a nanoporous palladium membrane. Table 2 
explains the simulation conditions for the study. The atomic interaction 
model was modelled using hybrid interaction potentials i.e. 6-12 
Lennard-Jones (LJ) [47,48] and Embedded Atom Method (EAM) [49]. 
Although the palladium membrane has an expressive potential that can 
be calculated by the EAM potential, H2 and CH4 interactions need to be 
modelled. H2/CH4/palladium system must, therefore, have a specific 
hybrid potential, with the Embedded Atom Method (EAM) [49], which 
is to describe interactions in palladium and with the ’site-site’ 
Lennard-Jones Potential [47,48] describing H2/CH4 interactions. The LJ 
parameters used in this study are shown in Table 3. A common 
expression of the LJ potential is given in Eq. (1). To increase simulation 
measurement performance, the cut-off distance of 2.0 nm was adopted. 
In all the three axes, periodic boundary conditions were used. For each 
atom, The Newton motion equation was integrated with the Verlet al-
gorithm [17]. The timestep of 1 fs integration was taken. The system was 
subjected to a minimum of 0.5 ns for energy minimization at zero 
temperatures and then the system was both equilibrate with the NVT 
ensemble at 300 K using the Nosé-Hoover thermostat [50] for another 
0.5 ns This MD simulation is carried out in the NVT ensemble at 300 K 



















where ε is the depth of the potential well, σs the finite distance at which 
the inter-particle potential is zero, rs the distance between the particles, 
and rms the distance at which the potential reaches its minimum. 
3. Results and discussion 
3.1. Separation of the gas components 
The influence of porosity on the transport of gasses through nano-
porous palladium membranes has been investigated by creating several 
trajectories and measuring the molecular crossings of gas molecules for 
palladium membranes with different porosity. The gas molecules and 
palladium membrane are modelled according to the technique outlined 
in section 2.0, while the numerical parameters and architecture are 
described for MD simulations in LAMMPS. To eliminate statistical un-
certainty, sixteen replicates with a distinct random velocity seed are 
performed for each porosity. The outputs of the simulation include a 
trajectory file visualizable in OVITO to expose molecular interest phe-
nomena are obtained. The molecular crossing is either detected by 
visualizing the OVITO output or by evaluating the output coordination 
file to identify molecules with a negatives z-coordinate. The number of 
molecular crossings is counted after the equilibration phase, then 
normalized to obtain the gas molar flux. The gas molar flux is further 
normalized by the pressure difference of 1 atm to obtain the 
permeability. 
The H2/CH4 gas mixture is used to test the gas mixture’s separation 
efficiency on the palladium membrane. The volumes of the top and 
bottom simulation box are fixed. Initially, no pressure is applied exter-
nally on the system and the process of separation only depends on mo-
lecular free diffusion, powered by a difference in concentration. In the 
lower portion of the simulation box, the molecular quantity of H2 and 
CH4 are 1000 and 200 respectively. Seven engineered porosity ranging 
from 0.1% to 2.2% is considered here. Fig. 2 indicates variations over 
time between the sum of the two gas molecules in the lower portion of 
the simulation box. Due to the smaller effective diameter of H2, its 
Table 1 
H2/CH4 gas for geometry modelling.  
Permeating Gas H2 CH4 
Kinetic Diameter (Å) 2.89 3.8 
Molecular Weight (g/mol) 2 16 
Geometry Linear Tetrahedral 
Bond length (Å) 0.741 1.087 
Bond angle 180◦ 109.47◦
Table 2 
Schematic calculation plan used in the MD simulation.  
Materials Nanoporous Pd membrane-5.835 nm × 5.835 nm × 0.389 
nm (900 atoms) 
Operating 
conditions 
Gas molecules One thousand (1000) molecules of H2 and 










Periodic boundary conditions in the x-, y- and 
z-direction 
Potential used Hybrid potential: Embedded-atom-method 




300 K room temperature  
Table 3 
Lennard-Jones Interaction Parameter [47,48].  
Atom σ(  A) ε(kJ/mol) 
H-H 2.4499 0.0380 
C-C 3.35 0.004295 
Pd-C 2.9255 0.033492 
Pd-H 2.7923 0.018766 
C-H 0 0  
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permeation rate to the saturation is higher than that of CH4 at the 
beginning of the transport process. Fig. 2(a)-(c) shows that H2 molecules 
can easily permeate the membrane with the characteristic molecular 
channel (porosity) ranging from 0.1% to 0.4% whereas hardly could CH4 
molecules permeate. As the porosity increases from 0.8% to 2.2%, it is 
obvious from Fig. 2 (d)-(g) that characteristic molecular channel 
(porosity) significantly exceeds the total effective diameters of the gas 
molecules (H2 and CH4). Hence, both gas molecules could move rapidly 
through the palladium membrane easily, and the state of equilibrium is 
achieved. 
3.2. H2/CH4 gas flux and permeability measurement 
After the equilibration phase, the number of molecular crossings is 
counted, then normalized by the surface area of the palladium mem-
brane (34.05 nm2) and total simulation time to obtain the gas molar flux. 
The gas molar flux is further normalized by the pressure difference of 1 
atm to obtain the permeability. The movement of individual gas mole-
cules is aid by the pressure difference of 1 atm (below the palladium 
membrane, 1-atm and zero atmospheres above the membrane). None-
theless, in the lower chamber, the partial pressure decreases as the gas 
molecules permeate the palladium membrane and pressure drops are 
experienced as the simulation progresses. The Molar flux of the 
permeating gas molecules was measured after equilibration phase to 
reduce the impact of this pressure drop as far as possible while allowing 
for a statistically significant sample with a satisfactory number of gas 
molecules permeating the membrane. Eq. (1) can be simply used to 
calculate the molar gas flux for any molecule of gas A 




where Nf and Ni are the total number of molecular crossings of gas A 
through palladium membrane Axy, surface area at the end of analysis 
period and post-equilibration phase, respectively and net simulation 
period, t 
The permeability was calculated using the molar gas flux derived for 
each gas molecule as shown in Eq. (2): 
Permeability of A=
Molar Gas Flux of A × Lx
PA
(3)  
where the thickness of the palladium membrane is denoted by Lx along 
the x-direction and partial pressure drop is denoted PA gas type A along 
the palladium membrane. 






We measured the H2 and CH4 flux as described above (Eq. (1)). 
Portrayed in Fig. 3, the molar gas flux of H2 and CH4 dependences on the 
porosity of the palladium membrane. The fluxes of the gas molecules 
through the membrane were shown to varied linearly with increasing 
porosity. The flow of hydrogen molecules slowly increases with 
increasing porosity, which begins to waive the size, the form and the 
Fig. 2. The amounts of H2/CH4 gas molecules in the upper section of the 
simulation box with percentage porosity of 0.1%–2.2%, respectively with time. 
The subset represents the gas molecules’ instantaneous distribution at the 
given time. 
Fig. 3. Calculated molar flux of nanoporous palladium membrane to H2 
and CH4. 
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adverse conditions of the interatomic interactions with methane 
permeation. In that case, due to size constraints and CH4 adsorption 
layer formation, a blocking process occurred in connection with the 
small nanopores (0.1%–0.4%). As described above, the CH4 flux is still 
not observed for small nanopores, but because of the short-range of 
simulation times, we know about the complete blocking of permeation 
for methane molecules. Some CH4 molecules are expected to enter the 
membrane at 0.4% porosity over a very long period (>200 ns) in this 
pore, but the selectivity for H2 is still very high over CH4. 
Fig. 4 shows the permeability of H2 and CH4 through the differently 
porous palladium membrane. The findings showed that porosity was 
also increased linearly with the permeabilities. The palladium mem-
brane permeability of H2, as well as CH4, is determined to employ Eq. 
(2). After the equilibration phase, the number of molecular crossings is 
converted into moles, then normalized by the surface area of palladium 
membrane, pressure difference and total simulation time to obtain the 
gas permeability. In Fig. 4, the incertitude related with the permeability 
of a porosity gas molecule without observable crossings is estimated to 
be greater than 95% of the permeability for which the total time of 
simulation for all 16 replicates (i.e., 80 ns) would have been observed in 
a molecular crossing. To contextualize the measured permeability 
values, the molar flow rate is estimated for an “industrial-sized” 10 cm x 
10 cm palladium membrane with 0.1%–2.2% porosity [51,52], and 
1-atm partial pressure. Fig. 5(a) shows the molar flow rate with the 
percentage porosity. 
Fig. 5 illustrates the molar flow rate versus porosity. 0Fig. 5 indicates 
that an increase in porosity increases the molar flow rate of the gas 
molecules through the nanoporous membrane. As the porosity de-
creases, the permeability of CH4 is decreased more than that of H2. Both 
molecules have differential rates for transport that indicate the existence 
of a porosity-exclusion effect of molecular size [12]. CH4 is impermeable 
with a porosity of or less than 0.4%. The findings that nanoporous 
palladium membranes with a porosity of 0.4% are optimal for extracting 
H2 from CH4. With excellent selectivity, high permeability for H2 mol-
ecules can be achieved as the porosity is large enough to allow transport 
of H2 with appropriate higher flux and impermeable to CH4 due to its 
low flux value. The calculated permeability of H2 to the 0.4% porous 
palladium membrane is around 2.15× 10− 7[mol /m2sP]. This is 
approximately 0.6% of the equilibrium flux of an ideal gas, which 
ascertain the correctness of the molar flux of H2 [5,52–55]. The results of 
the experiment carried out by Emerson et al. [54] and Morreale et al. 
[53] validate this claim. Hence, palladium membrane separation of H2 
from CH4 is also likely to achieve sufficiently high permeability for the 
refining of natural gas. 
Our findings from MD simulation are shown in Fig. 5(b) for the 
selectivity of H2/CH4 as a result of the porosity. As shown, no CH4 
molecule passes the porosity ≥ 0.4% due to size constraints. Increase in 
membrane porosity increases the gas flux, while for an exacting 
porosity, the selectivity and gas flux depends on the molecular mass, 
molecular kinetic and gas interaction with the palladium membrane 
surface at nanopore border. 
3.3. Effect of external driving force on H2 molecules flux 
Here, we demonstrate the effect of different external driving force 
conditions with a fixed temperature at 300 K. The external driving force 
that the lower control layer was subjected to for H2 separation from the 
gas mixture through the membrane was 0.05 0.07, 0.10 and 0.12 kcal/ 
mol.Å. According to the universal ideal gas equation, each driving force 
varies with the amount of hydrogen concentration in the upper cham-
ber. The simulation was conducted for 5000000 fs, total simulation time 
for each calculation. The hydrogen-permeability mechanism at different 
external driving forces is shown in Fig. 6. In Fig. 6(b)-(c), hydrogen 
molecules were represented by red atoms. The yellow and white atoms, 
where the methane molecules and blue showed palladium membrane. 
The hydrogen permeation through the membrane has been shown to 
Fig. 4. Permeability of nanoporous palladium membrane to H2/CH4.  
Fig. 5. Molar flow rate and Selectivity for 5:1 mixture of H2/CH4.  
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depend on driving force from these figures. The hydrogen flow also in-
creases as the external driving force increases. This is in line with 
another literature which prefers high-pressure gas flows [56,57]. The 
concentration of hydrogen adsorbed into the upper chamber also in-
creases with increasing simulation times. Fig. 7 shows the optimum 
hydrogen levels that can permeate into the upper chamber with various 
external driving forces. From Fig. 7, it can be seen that the highest 
hydrogen flux through the palladium membrane in 0.12 kcal/mol.Å. 





. The results of the experiment carried 
out by Emerson et al. [54] and Morreale et al. [53] validate this claim. 
Such findings show that the actual phenomenon of hydrogen flux can be 
represented in this simulation. 
Conclusion 
This research is carried out using the dense nanoporous palladium 
membrane for the controllable separation membrane. The molecular 
channel’s characteristic size is modified by seven engineered porosity 
ranging from 0.1% to 2.2%. We use computations of molecular dy-
namics to measure many molecular trajectories and thereby collect low 
statistical uncertainty projections of the gas transport rates using initial 
gas flux approximation. Our simulations demonstrate that H2 molecules 
can easily permeate the membrane with the characteristic molecular 
channel (porosity) ranging from 0.1% to 0.4% whereas hardly could CH4 
molecules permeate. As the porosity increases from 0.8% to 2.2%, the 
pore size exceeds the total effective diameters of H2 and CH4. Hence, 
both gas molecules could move rapidly through the palladium mem-
brane easily. The calculated permeability of H2 to the 0.4% porous 
palladium membrane is around 2.15× 10− 7[mol /m2sP]. This is 
approximately 0.6% of the equilibrium flux of an ideal gas, which as-
certains the correctness of the molar flux of H2 as demonstrated in this 
study. We also found that external driving force has a good effect on 
hydrogen permeation mechanism through a membrane. The highest 





through the palladium membrane 
with 0.12 (Kcal/mol.Å) driving force was obtained. This showed that the 
gas flux of hydrogen levels increases as the pressure increases. The real 
mechanism of hydrogen permeability can be visualized through our 
simulation, showing time dependence of flux, selectivity and force 
dependence. The findings of the simulation show that the multicom-
ponent gas mixture can be successively separated by the same mem-
brane in combination with different porosity. 
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CHAPTER 3: PEER-REVIEWED/SCOPUS INDEXED CONFERENCES 
 
3.1. INTRODUCTION 
In this chapter, all the peer-reviewed conferences submitted, presented and published in 
various international conferences have been attached. The articles are in the format of their 
respective conferences and conference proceedings. All the conference proceedings appended here 
are published or submitted in peer-reviewed conference proceedings. A brief overview of each 
conference article is presented at the beginning of each section. The author of this thesis undertook 
all the simulation and theoretical analyses presented in these articles, and he wrote all the 














3.2. ARTICLE I 
Numerical modelling for oblique impacts with ductile material particle 
erosion during Cold Gas Dynamic spray 
 
 Presented during the International Mechanical Engineering Congress and Exposition 
(IMECE), ASME 2020 in December 2020. 
 
Another key parameter that affects the coating deposition efficiency of cold gas dynamic 
spray technology is the contact angle. The particle tangential sliding on the substrate at impact is 
due to the gas flow bow shock at a supersonic velocity which is liable for the erosion at the surface 
of the substrate.  
This article presented a finite element approach of a numerical model to investigate the 
profile of the deformed sprayed particles under the condition of oblique impact and the erosion 
mechanism for solid particle impact on ductile material during Cold Gas Dynamic spray. In the 
numerical modelling of cold gas dynamic spray (CGDS) by a Lagrangian approach that was 
developed, oblique erodent particle on the substrate at controlled contact angle (100 - 900), velocity 
(500 m/s) and friction coefficient (0.3) was simulated. It was discovered that in the substrate, the 
crater depth decreases as well as the area of contact between the substrate and the deformed 
particles when the contact angle increases at the same impacting conditions. The material removal 
and crack formation mechanism were also simulated successfully by the accumulation of residual 
strain that resulted in the dynamic detachment of material elements at the surface as they fail. 
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Another key parameter that affects the coating deposition 
efficiency of cold gas dynamic spray technology is the contact 
angle. The particle tangential sliding on the substrate at impact 
is due to the gas flow bow shock at a supersonic velocity which 
is liable for the erosion at the surface of the substrate. This study 
presented a finite element approach of a numerical model to 
investigate the profile of the deformed sprayed particles under 
the condition of oblique impact and the erosion mechanism for 
solid particle impact on ductile material during Cold Gas 
Dynamic spray. In the numerical modelling of cold gas dynamic 
spray (CGDS) by a Lagrangian approach that was developed, 
oblique erodent particle on the substrate at controlled contact 
angle (100 - 900), velocity (500 m/s) and friction coefficient (0.3) 
was simulated. It was discovered that in the substrate, the crater 
depth decreases as well as the area of contact between the 
substrate and the deformed particles when the contact angle 
increases at the same impacting conditions. The material 
removal and crack formation mechanism were also simulated 
successfully by the accumulation of residual strain that resulted 
in the dynamic detachment of material elements at the surface as 
they fail. 
 





Another key parameter that affects the coating deposition 
efficiency of coating technology is the contact angle. The particle 
tangential sliding on the substrate at impact is due to the 
supersonic gas flow bow shock which is responsible for the 
erosion at the surface of the substrate [1]. Several studies both in 
macro- and micro-scales are observed to examine a broad variety 
of impact phenomena. Examples of such phenomena are the 
ballistic impact, a macro body penetrating another body at 
supersonic velocity causing the impacted surface destruction and 
the particle erosion at a velocity relatively below the critical 
velocity with a metallic surface [2]. In metallic particle erosion, 
the continuous impact of the erodent particles causes the 
detachment of the impacted material from the substrate surface 
due to the fracture and damage at the interfacial zone as the 
material fails [3].  However, at intermediate velocities ranging 
from 300 m/s to 1,200 m/s, metallic solid particles can form a 
coating after impacted the substrate surface at relatively low 
temperatures below the material melting point. The flow of gas 
through a nozzle called the De Laval Nozzle produces a uniform 
thin coating [4].  
Erosion of ductile material resulted from the impact of solid 
particles is a multifaceted process because of the numerous 
factors that can contribute to the material removal mechanism. 
The experimental study of mechanical properties of 
particle/substrate impact, parametric effects on the deformed 
particle such as impact velocity, size, and preheating treatment 
has been the concentration of prior studies [5,6]. Moreover, an 
examination of the whole particle deformation process has been 
very difficult due to the particle impact instantaneous feature. 
The microscope can only be used to observed and examined the 
deformed particles. This study presented a finite element 
approach of the numerical model to investigate the profile of the 
deformed sprayed particles under the condition of oblique 
impact and the erosion mechanism for solid particle impact on 
ductile material during Cold Gas Dynamic Spray (CGDS). 
The technique of finite element analysis has been the focus 
of many researchers among several models of material impact 
phenomena developed to investigate the erosion rate due to its 
modelling capacity of material models, complex geometries and 
contact algorithms. The focus of most studies previously 
conducted in cold spraying on deposition behaviour was 
concentrated on the normal impacts. There are few investigations 
carried out on the effect of particle impacting angle on the 
deposition efficiency and bonding mechanism [1,7]. Practically, 
the impact of spray particles with respect to the surface of the 
substrate may be at an off-normal impacting angle due to the 
 2 © ASME 2020 
substrate surface roughness and the substrate profile. Guetta et 
al. [8] in their study proposed that the particle position influences 
the particle/substrate adhesion mechanism. They observed 
different splat morphologies with 10µm diameter of copper 
particles by SEM from the interfacial zone and discover that the 
shape of the deformed particle along the particle flow near the 
rim is considerably different from the one located at the centre 
of the particles flow. Both the experimental [9] and numerical 
investigation [10] previously conducted has revealed that at the 
interfacial zone, localization of high stagnation pressure formed 
near the surface of the substrate is due to the strong bow shock 
that was formed on the substrate. This localized region of high 
pressure will cause the particle impact on the substrate to be off-
normal. The flow of the gas can wash away some particles along 
the surface of the substrate due to the deviation from the centre-
line of the particle trajectories that causes some particles not to 
impact the substrate thus resulting in the erosion of substrate by 
the erodent particles under the circumstances of low impact 
angle. The reduction in the deposition efficiency of the coating 
process is directly resulting from these phenomena. Obviously, 
the vertical impact velocity will be greater than the particle 
velocity of the normal component. Under oblique impact 
situation, the particle/substrate deformation is asymmetric as 
compared with axisymmetric nature of the normal impact 
deformation. From the result of an investigation carried out by 
Li et al. [1], it was shown that the deposition of particles is 
essentially influenced by the particle velocity of the normal 
component under the oblique spray condition, while the particle 
tangential sliding on the substrate at impact is due to the particle 
tangential velocity component. The decrease in the velocity of 
the normal component decreases the particles deposition 
efficiency [11]. There are three basic regions of contact angle: no 
deposition region, transient and maximum deposition region. 
The deposition efficiency of maximum deposition region reaches 
around 100% while particle erosion at the surface of the substrate 
may occur at no deposition region due to the ranging from zero 
contact angle to critical angle. The deposition efficiency at the 
transient region depend on the particles velocity and it value 
increases from 0%-100%. 
 In cold gas dynamic spraying, the particle/substrate impact 
can be termed a high-velocity impact process which can be 
handled by the Lagrangian method. also, the results from 
previous experimental investigations revealed that the deposition 
characteristic is significantly influenced by the incident angle of 
the impacting particles [12], but without a clear explanation of 
the process and its effect on the particle erosion on the substrate. 
therefore, this study presented a finite element approach of the 
numerical model to investigate the profile of the deformed 
sprayed particles under the condition of oblique impact and the 
erosion mechanism for solid particle impact on ductile material 
during cold gas dynamic spray by using Lagrangian approach 




2. FINITE ELEMENT MODELING 
ABAQUS/Explicit version 6.14-1, an explicit finite element 
analysis program, was used to investigate the profile of the 
deformed sprayed particles under the condition of oblique 
impact and the erosion mechanism for solid particle impact on 
ductile material such as Copper, Cu during Cold Gas Dynamic 
spray using the Lagrangian approach. In order to have a clear 
understanding of the material removal mechanism, this study 
was carried out using oblique particle impacts to examine the 
effect of the incident angle of impacting particles on the substrate 
surface. Fig. 1(a) shows the basic dimensions used of the 
assembled particle/ substrate in the Lagrangian domain. The 
particle morphology used for the numerical model is spherical 
due to the SEM observation in Fig. 1(b). The direction of the 
deformed particle (radial path) was chosen for proper 
observation of the equivalent plastic strain (PEEQ) and 
temperature (TEMP) evolution. For this analysis, C3D8RT was 
used for the Lagrangian numerical analysis method: 8-node, 
hourglass control, thermally coupled brick, and thermal 
displacement [13]. The grid size of 0.0003 mm is 1/66 Dp, i.e. 
Hexahedral meshing components have been used. In the 
following sections FE formulation, material, contact formulation 
algorithm, boundary conditions and geometry of the model are 















Fig. 1: Schematic of (a) Numerical model (b) SEM morphology 
of Cu particles 
 
    
2.1 FE explicit formulation 
The Erosion caused on the substrate surface by impacting 
solid particles at an oblique incident angle is a high-velocity 
dynamic phenomenon. To ensure that the solution converges in 
this study, Finite element explicit-dynamic formulation was 
adopted. In explicit-dynamic formulation, the equation of 
discretized equilibrium is shown in Eq. (1) from stress domain 
[13] where, 𝐹𝐼𝑛𝑡, 𝐹𝐸𝑥𝑡, ?̈?, and 𝑀are respectively the internally 
applied force vector, force vector externally applied on each 
node, each time step nodal acceleration and the diagonal 
(lumped) mass matrix.  
 
𝑀?̈? = 𝐹𝐸𝑥𝑡 − 𝐹𝐼𝑛𝑡                                                                  (1)   
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At each time increment, the nodal acceleration was determined 
as shown in Eq 2. [13]. The velocity and displacement were 
calculated at each time increment using the time integration 
method, the central- difference explicit approach. Abaqus solver 
determines automatically each time increment based on 
dilatational wave speed which is a function of the properties of 





𝑡 )         (2) 
 
In ABAQUS explicit-dynamic formulation, the heat transfer 
equations shown in Eq. 3 is integrated using explicit forward-
different time integration rule where, 𝐹𝑡, 𝑆𝑡, ∁, and 𝑇?̇? are the 
internal flux vector, the applied nodal source vector, the lumped 
capacitance matrix, and nodal temperature respectively. The 
values of 𝑇?̇? are computed at the commencement of the 
increment. n is the number of degrees of freedom in the model 




𝑛 = (∁𝑛)−1(𝑆𝑡 − 𝐹𝑡)     (3) 
 
 
2.2 Material model 
In the numerical model, the impacting particles were 
modelled as deformable spherical 3D objects. A Mie-Grüneisen 
Equation of State (EOS) was used in which the linear elasticity 
model is based. The Mie-Grüneisen formulation was adopted as 
suggested by Abaqus analysis user’s manual for the material 
response characterization during experimental testing condition 
[13]. As shown in Eq (4)-(6), the pressure, 𝑝 and the internal 
energy, 𝐸𝑚 can be calculated simultaneously using the coupled 
equations (i.e. the equation of state and the energy equation) at 
each material point. 
 
 
𝑝 = 𝑝𝐻 (1 −
𝛤0𝜂
2
) + 𝛤0𝜌0𝐸𝑚                                                      (4) 
Where, 𝑝𝐻, 𝛤0,  and 𝜌0 are the Hugoniot pressure, the material 
constant named Gruneisen’s gamma, and initial density 
respectively. Also, nominal volumetric compressive strain, 𝜂 =
1 − 𝜌/𝜌0. Linear equation of state can always be written in the 
form: 
 
𝑝 = 𝑓 + 𝑔𝐸𝑚                                                                                   (5)
      
 
Where 𝑓(𝜌) and 𝑔(𝜌) are functions of density only and depend 
on the particular equation of state model. The linear Hugoniot 









) + 𝛤0𝜌0𝐸𝑚                                           (6) 
 
Where 𝑐0, S, and  𝜌, sound bulk speed, linear Hugoniot slope 
coefficient and current density respectively.  
The Johnson-Cook plasticity model offers a definition of 
material flow for both the particle and the substrate [14]. The 
three basic functions of flow stress, − as seen in Eq (7), are Strain 
rate hardening, the strain hardening, and temperature 
softening,  where, the equivalent plastic strain denoted by 𝜀̇, 
working hardening exponent n, 𝜀0̇ = 1.0 s
−1, the dimensionless 
plastic strain rate is the ratio of 𝜀̇/𝜀0̇ and material constants A, B 
, C and m have the values outlined in table 1. The actual 
temperature, melting temperature and the benchmark 
temperature are T, Tm and T0 respectively 
 
𝜎 = (𝐴 + 𝐵𝜀𝑛) [1 + 𝐶𝑙𝑛 (1 +
ἐ
ἐ0









Table 1: Material properties. 
 
Properties, Unit, Symbol Copper 
Density, (kgm-3), ρ 
Shear modulus, (GPa), G 
Thermal conductivity, (W/m.K), λ 
Specific heat, (J/kg ·K), c 
Sound velocity, (m/s), c0 
Us versus Up , (-),  s 
Grüneisen coefficient, (-), 𝛤0 
Yield stress, (MPa), A 
Hardening constant, (MPa), B 
Hardening exponent, (-), n 
Strain rate constant, (-), C 
Thermal softening, (-), m 
Melting temperature, (K), Tm 
The reference temperature, (K), T0 

















3 RESULTS AND DISCUSSION 
 
3.1 Sprayed particle deformation behaviour under the 
oblique impact. 
We first address the usual material behaviour in an oblique 
effect without taking material damage into account before 
carrying out a report on surface erosion. 
The behaviours of deformation of the Cu particle from 
experiments [14] at various contact angles and based on the 
numerical approach to Lagrangian are shown respectively in the 
Fig.2 and Fig.3. The deformed forms resulting from 
the Lagrangian numerical method are consistent with the results 
of the experiments. There is an asymmetric deformation in the 
particles. A greater tangential change is observed along the 
substrate surface. The particle deformation is centred on one side 
 4 © ASME 2020 
of the particle leading edge. Due to the existence of a tangential 
part of the impact force, the particles rotate in line with the 
symmetry plane on an axis. On the rear edge, a rotational 
movement will open the interface and lead to a gap. 
Fig.4 displays the simulation curvature of the 
temperature and equivalent plastic strain within the substrate, 
respectively, for various impact angles after 60ns. In all three 
impact situations, the highest plastic strain is found near the 
contact point. To explain this, Fig.4b shows the equivalent 
plastic strain time history of with different impact angles. The 
plastic equivalent strain rises monotonously until hitting the final 
plateau of 700 at 45ns; the saturated limit at the end of the 
measurements does not occur with a contact angle between 300 
and 500. At the top of the contact region, a higher temperature is 
obtained, as shown in Fig.4a. The heating rate of the substrate is 
faster with a higher contact angle, meaning the 700 case reaches 
its peak temperature, firstly as the blue curve shown in fig.4b. 







































3.2 Eroded surface 







                                        (8) 
 
When the 𝐸𝑅𝑠𝑖𝑚 is the particle material volume erosion, and 𝑀𝑝𝑠 
and 𝑉𝑜𝑙𝑒𝑟𝑜 are the total particle mass and the number of elements 
extracted within the substrate respectively. 
 
All elements in the interaction are selected as a group 
of elements. When an element fails, its faces from 
the interracial domain are removed and activate any exposed 
interior faces. When all the elements surrounding the edge have 
failed, a contact edge is removed. As elements erode, new 













































































Fig. 4: Cu substrate time histories of (a) temperature (TEMP) (b) 
equivalent plastic strain (PEEQ) with 300, 500 and 700contact 
angle 
 
3.3 Contact angle 
We start with a 500 m/s impact speed and vary the 
contact angle from 100 to 900. The Fig.5 results illustrate the 
surface topology compared with an impact angle, which is 
irreversible. A t 36 ns, several elements were already eliminated 
from the lead edge of the interracial region. As 42 ns are reached, 
more elements are removed from the substrate surface and the 
remaining elements become more and more deformed. The 
contact region moves along the tangential velocity component 
direction.  
A percentage of the external layer elements are deleted and 
in the simulation, the faces of the second layer elements are 
revealed and triggered. The bulk of the contact area is eroded to 
60 ns and the elements exposed outside are still susceptible to 
erosion and can be deleted as long as they follow the 
requirements for damage initiation. The substrate surface 
elements are then deleted layer by layer, while the material of the 
substrate gets eroded part by part. 
The results of the simulation show a peak erosion rate of 
approximately 400 contact angles (Fig.6), a characteristic 
behaviour of ductile material, as defined in [15]. The angle of 
peak erosion depends on the material. The growing pattern of the 
depth of penetration shown in Fig.6 can be explained by the 
velocity component increase. Higher velocity component results 
from higher contact angles, resulting in deeper penetration and 




In our study of the surface erosion, there are signs of the 
crack formation below the substrate surface as FIG.5 show. 
For a ductile material, it has a relatively high resistance to 
impact due to its good capability to accommodate plastic 
deformation. It is known that the fracture is generally caused by 
tensile or shear stress. The elements with tensile failure mode 
mainly distribute around the craters of the substrate and under 
the substrate surface; the elements with shear failure mode, 
nevertheless, appear more at the contact domain of the substrate 
surface. 
All the discussion presented above is the preliminary 
investigation on the fracture, the simulation results arouse our 
interest in the fracture mechanism behind the surface erosion. I 
have to admit, however, there are still lots of key questions 
unsolved. Although the element deletion method is remarkably 
easy to simulate fracture problems within he classical FEM 
framework, however, as energy is lost when elements are 
deleted, it is imperative to adjust the constitutive law with 
respect to the element size lest spurious mesh dependence of the 
fracture energy is introduced [BEL 13]. Moreover, the element 
deletion method is heavily mesh-dependent. The quality of this 
method needs to be evaluated by comparing the simulation 
results and experimental data. In order to weaken the influence 
from the mesh dependency, ABAQUS/Explicit offers another 
general capability for modelling progressive damage and failure 
in ductile metals. The progressive damage models allow for a 
smooth degradation of the material stiffness, which makes them 
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Fig. 5: Simulation profiles of surface erosion of Cu substrate impacted by Cu particle with a contact angle of (a) 30˚, (b) 50˚ and (c) 70˚ 
 
 
Figure 6: Simulation results of erosion rate and indentation 





We have performed finite element simulations of the oblique 
impact consisting of Cu particles striking Cu substrate. Damage 
accumulation is computed by using both shear and tensile failure 
models, which dynamically remove elements from the finite 
element mesh as they fail. The range of impact angles 
investigated varies from 10˚ to 90˚, and at the impact velocity of 
500 m/s. The CEL numerical approach has the potential to be 
further expanded both spatially and temporally for investigating 
the issues of deformation and crack formation, and to consider 
the effects of impact velocity and contact angle. It was 
discovered that in the substrate, the crater depth decreases as well 
as the area of contact between the substrate and the deformed 
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Molecular dynamicsAs a modern surface modification technique, cold gas dynamic spray (CGDS) is commonly used to
improve the quality of the surface. Molecular dynamics (MD) simulations were used to systematically
analyse the effects of preheating treatment and crystal orientation of copper (Cu) substrate on coating
surface generation mechanisms by nickel (Ni) particles in the cold gas dynamic spray. In this study,
the embedded-atom method (EAM/alloy) potential was adopted to describe the interaction of Ni atoms
in the particle and Cu atoms in the substrate. The amorphization tendency and temperature distribution
in our simulation are consistent with the experimental results from the literature. Simulation results
show that the particle/substrate impact in the interfacial region undergoes a structural transformation
from the face-centred cubic structure into different local atomic structure upon the impact of the Ni par-
ticle. After the impact, recrystallization of the crystal lattice occurs and due to unrecoverable plastic
deformation, the substrate surface is residually dimpled. Comparing the hardness of three different crys-
tal orientation of Cu surface, it is obvious that [110] is the hardest surface and the [100] the weakest.
With regard to the effect of preheating temperatures, simulation results show that Cu substrate softens,
and Cu adhesiveness increases when preheating temperature is higher.
 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Materials, Processing & Characterization.1. Introduction
Cold gas dynamic spray (CGDS) is commonly used for modify-
ing, repair, or improving the metallic material surface in industries
as a sort of powder coating deposition technology [1,2]. Metallic
particles are accelerated in CGDS, at a supersonic velocity between
300 and 1300 m/s, and impact the substrate at a relatively high
strain rate of approximately 109 s1 at room temperature [3–5].
The coating quality is influenced by several factors, including
impact speed, preheating temperature, spray orientation and parti-
cle size. The low speed of impact below a material critical speed
could cause the coating to fail, while the high speed of impact
could corrode the substrate surface [6–9]. The correct particle
spray direction and crystal orientation of the substrate are also
critical for effective spraying. If the particle is not perpendicular
to and anchored to the surface of the substrate, it could be easilydetached from the surface of the substrate [10–12]. Furthermore,
due to insufficient momentum to be transported to the substrate
surface, powdered particles of small sizes appear to detach and
others are moved away by larger subsequent particles [13], while
the larger size particle tends to adhere to the surface of the sub-
strate [14]. Moreover, the adhesive strength of the metal-to-
metal bonding region could be improved by adopting larger parti-
cle sizes and higher spray speed, higher temperature and proper
crystal orientation of the substrate surface [15,16].
Some studies documented the use of MD to simulate single par-
ticles impact. The factors affecting CGDS deposition were investi-
gated by Gao et al. [14,17] by modelling the impact of Au
substrate and Cu clusters with a handful of hundred atoms. The
results showed that at high initial speed, larger cluster and pre-
heating temperature increases the overall strength of the bond
between substrates and clusters. Also, Malama et al. [18] concluded
that increased particular size induces increased bond strength by
modelling the effect of Ti and Ni clusters coated on Ti substrate.
In this analysis, the overall number of atoms was around 2000.fluences
Sunday Temitope Oyinbo, Tien-Chien Jen and Peter Ozaveshe Oviroh Materials Today: Proceedings xxx (xxxx) xxxThe dislocation mechanism of ductile materials such as Cu, Al, Ni
and Ag, in molecular dynamic simulation, has also been investi-
gated by Oyinbo and Jen [11,19]. Their results showed that the
growth rate of dislocation among Ni particles is higher than the
dislocation growth rate of the particle of Al, Ag and Cu. The spray-
ing parameters effects were explored by Joshi and James, which
also used small clusters of up to 400 atoms in modelling the sys-
tem and showed that particles appeared to rebound from the
underlying substrate with impact angles other than 90 [12,20].
Danesh and Assadi [13] modelled the interatomic potential of
Lennard-Jones for the effects of intricately fragile nanoparticles
on deformation, fragmentation and rebounds of broken particles
and for indicating the role of particle size and particle impact
speed.
The effect of preheating temperature and substrate crystal ori-
entation is crucial to the copper substrate hardness on the impact
of nickel nanoparticles in the cold gas dynamic spray. In compar-
ison with the achievement of a monocrystalline material simula-
tion of nanoparticle deposition studies, there is an insufficient
understanding of preheating temperature effect and crystal orien-
tation, particularly at the atomic scale, on the hardness of the cop-
per. The main objective of this analysis was therefore to estimate
the effect of Ni nanoparticle deposition preheating temperature
and crystal orientation on the copper surface using molecular
dynamics (MD).Table 1
Simulation calculation parameters [25,26].
Particle Substrate
Material Ni (1,197,210 atoms) Cu (18,049,720atoms)
Dimensions 350 Å Diameter 700 Å  700 Å  600 Å
Preheating temperature 600 K, 650 K, 700 K, 750 K
Crystal orientation [100], [110], [111] in x-, y- and z-directions
Force field EAM/alloy
Initial Stand-off distance 20 Å
Boundary condition p p p
MD time 20 ps
Equilibration time 20 ps
Time step 0.001 ps (1.0 fs)2. Computational modelling
Classical molecular dynamic is the resolution of Newton’s
motion equations, for the framework of interacting, discreet parti-
cles, usually atoms. MD simulations were done using the LAMMPS
code [21] in this work. OVITO [22], an interactive visualization tool,
was used to research the cross-section of the impact zone to clarify
the deformation mechanism during particle deposition. The
motion equations were integrated utilizing the Verlet velocity
algorithm at 1 fs time step. Interactions among copper atoms have
been defined by the Zhou et al’s widely used Embedded Atom
Method (EAM/Alloy) [23]. In the EAM method, the following equa-
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Here, the distance between atoms i and j are denoted by rij, and
u rij
 
refers to the atoms i and j pairwise interaction. Fi is the
embedded atomic energy for atom i, and q rij
 
describe the atom
j influence to the electron’s density at the position of atom i.Dp=350 Å
o
Fig. 1. Cold gas dynamic spra
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Fig. 1 displays the spherical Ni particle physical model with a
diameter of 350 Å and initial impact speed of 1000 m/s on single-
crystal Cu substrate. The composition of the particle consists of
roughly 1,197,210 atoms. The substrate surface in x-, y- and z-
crystallographic path are aligned in the [100], [110] and [111]
direction respectively. The material of the Cu substrate is a face-
cantered cubic (FCC) with a lattice constant of 3.61 Å. The Cu sub-
strate dimension is 700 Å 700 Å 600 Å along the direction of x-,
y-, and z-direction respectively. The MD simulations with an initial
temperature of 300 K, 600 K, 650 K, 700 K and 750 K were carried
out to determine the effect of preheating temperature on the defor-
mation behaviour at the interfacial region and the coating hard-
ness. Simulation calculation plans are presented in Table 1. The
particle is positioned 20 Å above the surface of the substrate to
prevent an initial interaction between the atoms of Ni particle
and Cu substrate. The periodic boundaries conditions (p p p) was
adopted in all direction of x, y, and z.
Before modelling the impact, the Nosé-Hoover thermostat [24]
was used to equilibrate each particle/substrate system for 20 ps at
300 K in the NPT ensemble, and the pressure in the substrate was
relaxed to a minimum of zero in the direction that was perpendic-
ular to its surface. After equilibration, the particle velocity was set
to 1000 m/s in the normal direction of the substrate surface. The
molecular dynamics simulation was conducted for 20 ps in the
NVE ensemble.3. Results and discussion
3.1. Phase transformation analysis in deformed region
Fig. 2 displays the microstructural snapshot of the whole Ni





y MD simulation model.
0 ps 2 ps 5ps
10 ps 15ps 20 ps
Fig. 2. Phase transformation at the cross-section of Ni-Cu interfacial zone with respect to time (green: fcc structure; grey and red: non-fcc structure). (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
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ysis (CNA) approach [27,28] was used to study the local atomic
structure transformation as depicted in Fig. 2 with a different col-
our: BCC (blue), HCP (red), FCC (green) and grey (non-crystalline
structure atoms). The snapshots are showing the illustrative atoms
of the particle and substrate after impact. The jets initiation at the
periphery of the particle/substrate region is often connected to the
outward flow (exterior movement) of substrate atoms. The evolu-
tion of the microstructure and the recrystallization behaviour was
analyzed during molecular dynamics simulations of single-particle
impacts for the initial particle velocity of 1000 m/s. The potential
for recrystallization differs as calculated by the cold gas dynamic










Fig. 3. The stress–strain curves with different preheating temperatures during
nanoparticle deposition of Ni on copper substrate.
3
transformation at 300 K. At 2 ps, there are very few recrystallized
structures as seen in Fig. 2a, in comparison to the 20 ps impact
time with a broad structural transformation as seen in Fig. 2f.
The increased number of new generated atomic structures can be
connected with the dependency on strain energy regeneration to
suggest the unique recrystallization mechanisms [29,30], which
in the light of the intense atomic structures deformation at the
interface are expected as predicted by MD microstructures. The
boundary migration of atomic structures could also be important
in addition to the recrystallization in the development of new
structures [31]. A similar consensus on the phenomenon of recrys-
tallizing has been reached in some experimental cold gas sprays
study [32–34]. Previously, The recrystallization of aluminium uni-






Fig. 4. The resultant temperature evolution at the edge of the particle/substrate
interfacial region of single-particle impact at 1000 m/s.
Fig. 5. The stress–strain curves with different crystal orientations during nanopar-





Fig. 6. Evolution of the residual von Mises stress along the cross-section views of Ni-C
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4
(EAM/alloy) [23] which was the same potential used in this study,
demonstrating its potential to accurately capture the phenomena
[35]. Image. 2 shows that some of this atomic restructuring is split
at the interface between particle and substrate. These results indi-
cate the recrystallization of the substrate and the particle in certain
regions at the interface areas.3.2. Influence of preheating treatment on hardness in
particle/substrate impact
Fig. 3 shows the stress–strain curve for nickel particle deposi-
tion on the copper substrate at 4 different temperatures. The tem-
perature is set to 600 K, 650 K, 700 K and 750 K in our simulation,
[36]. The curves increase with increasing temperature. Owing to
the atomic interaction forces, including attractive and repulsive
forces, being weaker as the atomic distance increases with temper-
ature increase, the crystal lattice can be easily broken and rebuilt.
Moreover, the required hardness of 600 K particles and substrates
is lower than 750 K in the same impact conditions. Some defects,
such as plastic deformation and vacancies in the surface area, are5 ps 10 ps
u interfacial region with [100], [111] and [100] crystal orientations during CGDS.
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cle/substrate interface area softens at higher temperatures.
The progressive temperature resultant evolution of the single-
particle impact at an initial velocity of 1000 m/s at several preheat-
ing temperatures is shown in Fig. 4 for a Simulation time of 20 ps.
The preheating temperature of 600 K induces the maximum inter-
face temperatures in the impacting area of the particles/substrates.
The temperature in such areas is approximately 680 K, which is
below the Ni melting temperature as estimated by the interatomic
potential (force field). The occurrence and location of these high-
temperature zones promote the material flow on the periphery
of the particle/substrate interface. Fig. 4 shows that the tempera-
ture can decrease gradually after reaching the highest peak while
the outer material flow continues, leading to a significant material
softening. A plastic deformation wave is produced at the outer
edge of the particle/substrate interface to cause the temperature
spike and the appearance of the waves, causes the material to flow
externally to the edge, with the temperature drop.3.3. Crystal orientations effect on hardness in particle/substrate impact
In this work, three simulation cases with distinct crystal orien-
tations [100], [110] and [111] are considered in order to examine
their effect on hardness. The phase transformation evolution and
von Mises stress in various crystal orientations will help to decide
the right crystal orientation for practical purposes. Fig. 5 illustrates
the stress–strain curves with the three distinct orientation surfaces
on the single crystal copper substrate. From the curve, the stress–
strain curve of [100] copper surface firstly approaches the maxi-
mum value of 0.50 GPa followed by [111] copper surface with
approximately1.30 Gpa and [110] surface with the highest value
of approximately 1.56 GPa. Copper surface with crystal orientation
[100] has the lowest strength because the atoms on the copper
surface mainly undergo plastic deformation and phase transforma-
tion, and elastic recovery is minimal. The cross-section views of the
evolution of residual von Mises stress are shown in Fig. 6 during
particle/substrate impact. As shown in Fig. 6, the area of distribu-
tion of the von Mises stress expands downward as the impact time
increases. The depth of the copper surface of von Mises’ stress dis-
tribution in [110] is the deepest and the copper surface of [100]
the shallowest.4. Conclusion
In summary, The MD simulations were conducted to explore
the impact of preheating temperature and crystal orientation on
the hardness of copper substrate upon the impact of Ni nanoparti-
cle deposition to shed light on the fundamental principles of the
CGDS process. An EAM/alloy potential was defined as atomic inter-
actions. At an initial temperature of 300 K, both the particle and
the substrate were thermally equilibrated. Simulation results indi-
cate that the particle/substrate impact in the interfacial region
undergoes a phase transformation from the face-centred cubic
structure into different local atomic structure upon the impact of
the Ni particle. After the impact, recrystallization of the crystal lat-
tice occurs and due to unrecoverable plastic deformation, the sub-
strate surface is residually dimpled. The preheating temperature is
set to 600 K, 650 K, 700 K and 750 K in this study. Under the influ-
ence of the preheating treatment, simulation results revealed that
the Cu material softens, the hardness becomes smaller, and adhe-
siveness of Cu increases at higher preheating temperatures. It is
also revealed that materials of the Ni particle adhere and deform
plastically upon impact on the surface of the Cu substrate. Also,
comparing the hardness of three different crystal orientations of5
Cu surface, it is obvious that [110] is the hardest surface and the
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Molecular Dynamicsa b s t r a c t
To enhance the efficiency of the cold gas dynamic spray (CGDS) technology-based metal composite mem-
brane, it is extremely important to examine the mechanical characteristics of the CGDS coated thin films
at the atomistic level. The nanoindentation test was performed in the present study on vanadium, copper
and palladium thin film coated on niobium substrate by using molecular dynamic (MD) simulation. At
the indentation region, the thermosetting control is applied with temperature variance from 300 K to
700 K. The results show that as the temperature decreases, the indentation load increases for loading
and unloading processes. nanoindentation test was also performed at a different nanoindentation loading
rate of 0.5–2.5 Å/ps. The measured average hardness of the thin films by nanoindentation method
increases in the order of vanadium, copper and palladium with the nanoindentation loading rate.
 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Materials, Processing & Characterization.1. Introduction
The applications of thin films have grown over the years in the
area of the magnetic media system, hydrogen separation tech-
niques and micro-electromechanical systems (MEMS) to boost
the efficiency of contact areas [1,2]. However, the mechanical
properties of bulk materials and nanofilms vary significantly. The
calculation and perception of the film’s surface properties are of
great importance to consider the variations between films.
The Standard methods used to extract material properties were
developed primarily for monolithic materials from the calculated
force – displacement data [3]. The same methods are also used
for thin film/substrate systems for the identification of the appro-
priate relation without taking directly into account the effect of the
substrate on the measurements. The main objective of this method
is to calculate the elasticity and strength of different materials.
Several investigators have used experimental and theoretical
methods for extracting from the film-substrate systems, the
mechanical properties of coatings in nano-indentation [3–6]. As
there are some limitations on the nanoindentation equipment,
for example machine resolution, signal-to-noise ratio and tiprounding effects, it is fairly difficult to obtain practical experimen-
tal results at indentation depths under 10 nm [7,8]. In the experi-
ments carried out, the indentation depth is commonly limited to
a small fraction of the film thickness, typically 10%, to avoid effects
on the measured features. The film’s thickness is so small that 10%
of its thickness is included in an area in which the effects of inden-
tation size and roughness of the surface can cause problems. It is
important to find newmethods to measure the mechanical proper-
ties in various indentation depths, that are insensitive to physical
parameters such as pile-up, sink-in and surface roughness, for
the thin films [9,10].
Atomistic simulations like Molecular Dynamics (MD), a
methodology of detailed atomic material modelling, have provided
useful data on the atomic structure, deformation of subsurface and
material defect dynamics. The MD methodology measures the
motion of individual atoms/molecules in material simulation and
explains how their positions, speeds and orientations change over
time. MD simulations were subsequently used extensively for the
study of nano-indentation and the exploration of nanoscale and
frictional mechanisms [11].
Several researchers have recently used MD models to test the
mechanical characteristics of thin films with nanometric indenta-
tion. For example, Shi and Falk [12] used models of MD for the sim-
ulation of the crystalline and the thin metal film nano-indentationed thin
Fig. 1. Simulation model snapshot.
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the position of atoms during indentation. Peng et al. [13] have used
an MD simulation to study a three-dimensional model for the alu-
minium coating on the silicon substrate for a three-dimensional
nanoindentation process.
The objective of this investigation is, therefore, to investigate,
using MD simulation of nanoindentation method, the effect of pro-
cess parameters on the hardness of selected CGDS coated thin films
on a niobium substrate.Table 1
Schematic calculation plan used in the MD simulation.





Operating conditions Duration of simulation 40 p
Timestep 0.5 f
Loading rate 1 Å/
Potential used Lenn
Preheating temperature 300
Boundary condition p p




















































Fig. 2. The resultant computed temperature distributions on vanadium (V) thin film at
process.
2
2. MD simulation modelling
LAMMPS (Large Atomic / Molecular Parallel Simulator) open-
source program for simulating molecular dynamics was used in
this study. The hybrid interatomic potential of Lennard-Jones
[14], Tersoff [15] and the Embedded Atom Method (EAM) [16]
was used to describe atomic interactions. The EAM potential pro-
vides an interaction between the palladium, vanadium, copper,
and Niobium atoms, Lennard-Jones potential is used for interac-
tions between different metals, and Tersoff potentials are used to
form the interaction between carbon atoms (diamond indenter).
As Fig. 1 shows, molecular dynamics models investigated in this
research consisted of the spherical carbon-diamond indenter and
the thin film coated on the substrate. Periodic boundary conditions
were adopted in x-direction and y-direction while non-periodic
boundary conditions were adopted in a z-direction. The integration
time step of 0.5 fs (fs) was used. The system was subjected to a
minimum of 10 ps for energy minimization at zero temperatures.
The Nosé Hoover thermostat [17] has been used to maintain the
system temperature of 300 K to both equilibrate the substrate
and the thin films for 10 ps with LAMMPS NVE ensemble. To boost
simulation measurement efficiency, the cut-off distance was
adopted. To prevent contact between indenter and specimen, the
indenter has been placed one inter-atomic cut-off radius above
the thin film. The maximum depth of indentation is approximately
2.5 nm. The indenter is kept at maximum depth for about 10 ps toangular block- 30 nm  30 nm  20 nm
dium (1,237,288atoms), vanadium (1,306,866 atoms), Copper (1,515,580atoms)
(Niobium (1,002,001 atoms)
angular block- 30 nm  30 nm  10 nm Vanadium (663,433atoms)
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Fig. 3. Force-displacement curves during nano-indentation on copper (Cu) thin film
during 1 Å/ps loading rate at different temperature.
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Fig. 4. Hardness values versus loading rate of the (a) vanadium (b) cop
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allow the model for re-equilibration. Table 1 explains the simula-
tion conditions for the study.3. Results and discussion
3.1. Effect of temperature distribution during nanoindentation test
Fig. 2 displays the thin-film model’s temperature evolution
snapshots, indented for various temperatures at 1 Å/ps loading
rates. The adiabatic temperature in this area increases with the dis-
sipation of plastic work locally along the route of indentation.
When the temperature increases, the deformation experienced
by the thin film increases. As the temperature rises for loading
and unloading processes, the resultant temperature in the thin
films decreases.
Fig. 3 illustrates the load–displacement curve at the loading rate
of 1 Å/ps at different temperatures. The load–displacement curves
show the occurrence of a decreasing force with increasing thin-
film temperature. The indenter load decreases at a constant depth















Loading Rate (Å/ps )
 Hardness of Cu thin-film
            (b)
2.0 2.5
Å/ps )
 Hardness of Pd thin-film
per (c) palladium thin film coatings obtained from MD simulation.
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material dislocation propagation that easily slips at high tempera-
ture or high kinetic energy. Also, when nano-indentation was car-
ried out with high temperatures, the behaviour of
thermal softening led to a young’s modulus reduction in the thin
film. Due to the plastic deformation at the indentation depth, the
reduction of Young’s modulus can be seen to increase slightly with
rising temperature. The elastic recovery at higher temperatures is
also smaller. There is a consistency of this behaviour to macro
behaviour [18]. The interaction binding energy of the workpiece
decreases when the temperature increases, and thus resulting in
the decrease of material hardness from the micro-scale level. The
Lebedev et al. [19] micro-scale experimental investigation con-
firms this phenomenon where the elastic modulus decreased when
the temperature rose in sub-microcrystalline copper. Increase in
temperature increases the nucleation voids and atomic vibration
which causes the increase in the fluctuation of load–displacement
curves.3.2. Effect of indentation loading rate on the thin film hardness
A simple equation is used to calculate the material hardness H
by dividing the maximum load of nanoindentation, Lmax, by the




The results of the simulation were substituted into Eq.1 and the
hardness values of thin films were obtained. The simulation was
carried out at different indentation loading rates (0.5, 1.0, 1.5, 2.0
and 2.5 Å/ps). Fig. 4 shows the determined average hardness values
for vanadium, copper and palladium at different operating inden-
tation loading rate. The indentation loading rate influenced all
parameters used to evaluate material hardness. The maximum
load (Lmax) increased by increasing the indentation loading rate
and the projected area of contact increased. It can be observed that
the hardness of the films increases with the indentation loading
rate. The hardness value for Cu at 0.5 Å/ps is about 3.35 GPa. When
the loading rate increased to 2.5 Å/ps, 4.90 GPa hardness was
recorded. Thus, the hardness of the thin films increased with the
loading rate of the indenter.
Due to lack of compressive experimental data from the litera-
ture with the same operating conditions as of the current simula-
tions, the findings from current study for copper are contrasted
with the material hardness stated by Peng et al. [13] at approxi-
mately 4.3–8.0 GPa (when the loading rate varied between 50
and 250 m/s). Hung et al. [20] recorded copper hardness as 0.9–
4.4 GPa (with temperature variation between 190 and +60 C).
Ayatollahi et al. [11] found it as 2.6–5.0 GPa (with temperature
variation between 193 and 793 K) and 3.35–4.90 GPa in the pre-
sent simulation. Our simulation values are significantly identical
to the hardness values seen in the literature [3,11,13]. The differ-
ence in values may, however, be due to the difference in size
between the experiment and the simulation (i.e., the micro and
the nanoscale). Indeed, the effects of the defect on the material
deformation mechanisms are different on various scales.4. Conclusion
In this research, a molecular dynamic (MD) simulation was used
to examine the connection between the nanoindentation process
parameters, and the deformation of vanadium, copper and palla-
dium thin film coated on the niobium substrate. It is important
to draw the following conclusions:4
 The results suggest that the analysis of resultant temperature
showed an understanding of deformation behaviour during
the nano-indentation test. As the temperature decreases, the
indentation load increases for loading and unloading processes.
 The nanoindentation simulation was also studied for the inden-
tation loading rate from 0.5 to 2.5 Å/ps. The results demonstrate
that the thin-film hardness increases in the order of Palladium,
copper and vanadium as the loading rate increases. As the load-
ing rate increases, the thin film hardness increases.
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CHAPTER 4: CONCLUSIONS AND RECOMMENDATIONS  
 
4.1 CONCLUSIONS  
The findings in this thesis are based on the finite element analyzes (FEA) and the molecular 
dynamics (MD) data/observations provided in journals and conferences produced by this study 
and related to deformation actions of particles and substrate during normal impacts of single and 
multiple depositions. The main achievements of this study are emphasized and the prospects for 
future studies are provided 
 
(i) Numerical Modelling 
The process of cold gas dynamic spray particle deposition was simulated under various 
processing parameters conditions with the impact of spherical particles on a flat substrate. The 
deposition process can be defined as a high-speed effect problem, so our first problem was how to 
simulate large-scale material deformation behaviours. we propose four cardinal numerical analysis 
methods: Lagrangian, Smoothed Particles Hydrodynamic (SPH), Arbitrary Lagrangian-Eulerian 
(ALE), and Eulerian-Lagrangian Couplings (CEL). The study suggested that all the numerical 
methods tested could be used to analyze the impact problems at the deformation zones in cold gas 
dynamic spray deposition processes. The higher computational efficiency of the Lagrangian 
approach and its ability to incorporate a complex material model into the simulation, nevertheless, 
makes it one of the most suitable numerical methods. However, the severe distortion of the mesh 
structure in the deformed area could result in non-convergence of simulation and inaccuracy of the 
calculated result, due to the numerical backslide effects. Cold gas dynamic spray deposition 
process simulation of the Lagrangian numerical method was evaluated using a systematic analysis 
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of the parameters such as the preheating temperature, initial particle impact velocity, material 
combinations and friction coefficient. The findings of the simulation are in line with the 
experimental results available in the literature using the numerical approach of the Lagrangian 
model.  
 
(ii) Single and multiple impacts 
The primary objective of the simulation of the particle deposition process lies in the study and 
examination of the material deformation and bonding mechanism in the very short contact time 
between particles and the substrate, which is difficult to accomplish in the experiments. This 
simulation has been carried out by the application of a single particle effect model; a lot of work 
described in the literature. We did it too, and in the article, the findings were presented. The most 
critical thing is the multi-impact extension. We also expanded our analysis to simulating multiple 
impact effects besides simulating a single particle impact problem. The restitution coefficient and 
compressive residual stress of the deposited particles under different operating conditions was 
studied in an FCC-like model of particle arrangement inspired by the crystal structure. During 
different procedures, we have studied not only the deformed 3D models but also their distribution 
and evolution. Higher initial temperature and higher impact velocity of the particles are of great 
benefit to producing a denser CGDS coating. The broad and fast plastic deformation is the key 
explanation for the compressive residual stress at the interface of the particle and the substrate. For 
simulating surface erosion another simplified model was developed for multiple impacts. A high 





(iii) Nanoparticle coating 
Molecular dynamics (MD) simulation of nanoparticle coating were also used to study the 
interfacial plastic deformation mechanism, bonding mechanism, microstructural and topographical 
inter-relationships between the processing parameters of the palladium-copper composite metal 
membrane (CMM). Pd and Cu were chosen for their possible hydrogen separation technology 
applications.  The nanoparticles were deposited to the substrate surface with an initial velocity 
ranging from 500 to 1500 m/s. The particle radius was 1 to 5 nm and an angle of impact of 90 ° at 
room temperature of 300 K, to evaluate changes in the conduct of deformation caused by effects 
of size. The deformation mechanisms study revealed that the particle and substrate interface is 
subject to the interfacial jet formation and adiabatic softening resulting in a uniform layering. 
However, shear instabilities at high impact speeds were confirmed by the evolution of von Mises 
shear strain, temperature evolution and plastic strain. It was also discovered that the primary 
deformation mechanism in the force-displacement curves of the palladium cluster has therefore 
been shown not to be a result of broken bonds. For this initial plastic deformation to occur, 
energetically stable and permanent, another deformation mechanism must be considered. . 
Therefore, the hydrodynamic behaviour between the bonded atoms at this initial plastic 
deformation event resulted from the interaction of surface roughness at the interfacial zone, strong 
pressure effect from high-velocity impact, and the combination of locking due to Kelvin-
Helmholtz instability and thermal effect (local fusion). In the Pd-Cu MMC interface, the increased 
interface bonding energy and interface shearing energy conveyed the compatibility and the 
connecting strength between Pd and Cu. The surface structure of the substrate material has also 
demonstrated a significant effect on the deposition and deformation phase of the impacting 
clusters. The binding process entails substantial plastic deformation of the interface as the 
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temperature increases, which results in the removal of interstices as well as the complete 
interaction between the contact pair. The interface of Pd-Cu CMM obtained from this study has 
excellent mechanical properties of about (0.70, 0.87, 0.96, 1.06) GPa tensile strength at 300K, 
450K, 550K and 650 K respectively, which is close to those from experiments.  
 
(iv) Nanoindentation test 
Nano-indentation test was also performed using the molecular dynamic (MD) approach on the 
cold gas dynamic sprayed (CGDS) thin film of palladium, vanadium, copper and niobium 
deposited on the vanadium substrate. The thermosetting control is applied with temperature 
variance from 300 K to 700 K to study the mechanical characteristics of the selected CGDS thin 
films. The results showed that as the temperature decreases, the indentation load increases for 
loading and unloading processes. Hence, this increases the strength of the material. Also, the 
results demonstrate that the modulus of elasticity and thin-film hardness decreases in the order of 
Niobium, vanadium, copper and palladium as the temperature increases.  
 
(v) Gas separation 
The last contribution is the introduction of a gas separation techniques through dense 
nanoporous palladium membrane to investigate the H2/CH4 separation efficiency through 
engineered porosity of 0.1% to 2.2% on the surface of the Pd membrane. We use computations of 
molecular dynamics to measure many molecular trajectories of H2 and CH4 through dense 
nanoporous palladium membrane and thereby collect low statistical uncertainty projections of the 
gas transport rates using initial gas flux approximation method. Our simulations demonstrate that 
high porosity palladium membranes are permeable to both gasses (H2 and CH4).  As the porosity 
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decreases, the permeability of larger molecules greatly reduced, which contributes to an exclusion 
effect of molecular size for a range of porosity that can permit smaller molecules. We also found 
that external driving force has a good effect on hydrogen permeation mechanism through a 
membrane. The gas flux of hydrogen levels increases as the pressure increases. 
 
4.2 FUTURE WORK 
Many problems should be considered in future research. We may conclude our 
parametric analysis based on the current model. The effects of carrier gas temperature on the rate 
of porosity, erosion rate and residual stress should be considered rather. 
An important problem that requires further consideration would be the adhesion forces at 
the particles/substrate interface or between each pair. The critical velocity of particle deposition 
may be calculated from this adhesion analysis. Further analysis must also be included in the future 
work concerning a velocity-dependent friction model. 
This analysis considered the impact of preferably spherical particles on the substrate. Most 
of the cold gas dynamic spray particles are angular. The impact of particle shape on the porosity 
rate, particularly for hard particles, should play an important role. It would also be worth exploring 
the impact of particle size distribution. 
Regarding solid particle erosion simulation, it remains an important question of how and 
under what conditions cracks start and develop. 
 The research discussed in the present thesis is a phenomenal analysis, and more insight 
into the material behaviour analysis in nanoscale from the perspective of physics and materials 
science for gas separation will certainly increase our perception of the issue of high-velocity impact 
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      # ! / user / local / bin / python 
 
 doc = " " " 
   ####### 
 Script to read the given input deck, extract the solid mesh details and  
write out corresponding SPH mesh data. The script will work for 
input files of both formats − flat and parts/instances 
 




−inp < input File Name > Required argument to provide the solid  
mesh input deck for processing 
 −elem < elem Prefix > Optional argument to prefix SPH elements with a  
given integer 
−part Option to specify if the input deck is of parts / instances format. 
Script may not work correctly if this option \ 
    is not used with parts / instances based input deck 
 ####### 
 " " " 
 
    import os, re, sys, string, time 
 
 # Argument search patterns 
inpPattern = re. compile ( ’ (\ − i) $ | ( \ − in) $ | ( \ − inp) $ | ( \ − input) $ ’ , r e . 
IGNORECASE) 



































partsPattern = re. compile (’ (\ − p ) $ | ( \ − pa ) $ | ( \ − par ) $ | ( \ − part) $ ’ , re . 
IGNORECASE) 
 
 # File search patterns 
 abqKeywordPattern = re . compile ( ’ ^ ( \ ∗ ) ( \ s ∗) ( \ w∗) ’ ) 
c3d8rPattern = re . compile (’ ( C3D8R) | ( C3D8 ) | ( C3D8I ) ’ , re . IGNORECASE) 
 elsetParamPattern = re . compile ( ’ ( ELSET ) ( \ w∗) ( \ s ∗) ( = ) ( \ s ∗) ( \ w+) ’ , r e . 
IGNORECASE) 
 materialParamPattern = re . compile ( ’ (MAT) ( \ w∗) ( \ s ∗) ( = ) ( \ s ∗) ( \ w+) ’ , re . 
IGNORECASE) 
solidSectPattern = re . compile ( ’ ^ ( \ ∗ SOLID ) ( \ s ∗) ( SECTION ) ( \ s ∗) ( , ) ’ , re . 
IGNORECASE) 
 elsetKwdPattern = re . compile ( ’ ^ ( \ ∗ ELSET ) ( \ s ∗) ( , ) ’ , r e . IGNORECASE) 
 materKwdPattern = re . compile ( ’ ^ ( \ ∗MATERIAL) ( \ s ∗) ( , ) ’ , re .                
IGNORECASE) partPattern = re . compile ( ’ ^ ( \ ∗ PART) ( \ s ∗) ( , ) ’ , re . 
endPartPattern = re . compile ( ’ ^ ( \ ∗END) ( \ s ∗) ( PART) ( \ s ∗) ( , ) ’ , re . 
IGNORECASE) 
partNamePattern = re . compile ( ’ (NAME) ( \ w∗) ( \ s ∗) ( = ) ( \ s ∗) ( \ w+) ’ , re . 
IGNORECASE) 
 
 # Initialize variables 
inputFileFound = 0 
 isParts = 0 
elemPrefix = ’ ’ 
  p a r t Co u n t = 0 
 # Handle arguments 
 numArgs = len (sys . argv [ 1 : ] )  
argList = sys . argv [ 1 : ] 
 


































while arg < numArgs : 
 if  inpPattern . search ( argList [ a r g ] ) : 
If  arg + 1 < numArgs and argList [ arg + 1 ] [ 0 ] == "−" : # Check if next  
Parameter starts with " −". Means that no data for input file is 
provided 
 print " ∗∗∗ Error : No input file provided " sys . exit ( ) 
  else: 
inputFileFound = 1 
 if argList [ arg + 1 ] [ − 4 : ] != " . inp " : # If . inp is not included ,  
add it to the file name 
inputFileName = argList [ a r g + 1 ] + " . inp " 
  else: 
inputFileName = argList [ a r g + 1 ] 
   arg = arg + 2 
elif partsPattern . search ( argList[ arg ] ) : 
  isParts = 1 
arg = arg + 1 
  elif elemPattern . search ( argList [ arg ] ) : 
if arg +1 < numArgs and argList [ arg + 1 ] [ 0 ] == "−" : # Check if next 
parameter starts with  " −". 
    print " ∗∗∗ Error : No element prefix provide " 
e l s e : 
   try : 
elemPrefix = int ( argList [ arg + 1 ] ) 
  if not elemPrefix : 
sys . exit ( ) 
   except : 
print " Please provide a valid integer for element prefix " 
  sys . exit ( ) arg = arg + 2 
 else : 




































specify there choired options or refer the doc below " 
   print 
doc  
sys . exit ( ) 
 
   if not inputFileFound : 
print " ∗∗∗ Error :  No input file provided for processing " 
  sys . exit ( ) 
  # Open input deck  
try : 
    file = open ( input File Name , " r +b " ) 
 contents = file . readlines ( ) 
     file .close ( )  
except : 
   print ( " \ n∗∗∗ERROR: Unable to open file : " + inputFileName + " \ n " )  
sys . exit ( ) 
 
  num Lines = len ( contents ) 
 
  currLineNum = 0 
 # Initialize variables 
 elsetNames = [ ]  
materNames = [ ] 
 
processC3d8rs = 0 
 
if isParts : 
 elsetList = {} 


































 nodesList = {} 
elsetNameList = {} 
 else : 
elsetList = [ ] 
 s o l i d S e c t i o n L i s t = [ ] 
n o d e s L i s t = [ ] 
 e l s e t N a m e L i s t = [ ] 
 
 # Loop through input file contents, search for solid elements, solid sections and 
store details into respective arrays (depending on if  the  input   is    flat   or  is 
 # based on parts  and instances ) 
  while ( currLineNum < numLines ) : 
currLine = string . strip ( contents [ currLineNum ] ) 
 
  if c3d8rPattern . search ( currLine ) :  
processC3d8rs  = 1 
   if 
isParts : 
try : 
         if elsetList . has_ key ( part Name ) : 
  elsetList [ part Name ] . append ( [ string . replace ( currLine , " C3D8R" , " PC3D" ) ] ) 
           nodeList [ partName ] . append ( [ ] ) else : 
  elsetList [ part Name ] = [ string . replace ( currLine , " C3D8R" , " PC3D" ) ] 
nodesList [ partName ] = [ [ ] ] 
     except : 
print " ∗∗∗ Error : −part option used for flat input deck . Please  
rerun the script without −part option " 
      sys . exit ( ) 
 else : 
 
 
elsetList . append ( string . replace ( currLine, " C3D8R", " P3D")) 





































elif solidSectPattern . search ( currLine ):  






       split Line  =  currLine . split ( " , " )   c = 0 
elsetFound = 0 
 
 materialFound  = 0  
   
 
 
 while  ( c <  l e n ( splitLine ) ): 




if elsetParamPattern . search ( ite m ) : 




splitParam = elsetParam . split ( "=" ) 
elstName = splitParam [ 1 ] 
 
 c = c + 1  
 
 
if is Parts : 







 solidSectionList [ part Name ] . append ( currLine ) 
            else : 
s o l i d S e c t i o n L i s t [ part Name ] = [ c u r r L i n e ] 
 
else : 
solidSectionList . append ( currLine ) 
 
   if isParts : 
if elsetNameList . has_ key ( partName ) : 
 elsetNameList [ partName ] . append ( elsetName )  
else : 
   elsetNameList [ partName ] = [ elsetName ] 
  else : 



































 elif partPattern . search ( currLine ) : 
   partCount = part Count + 1 
If not isParts and partCount == 1 : 
    print " ∗∗∗ Warning : Input file is of parts and  instances but −part  
option is not used in which case the script may not work as 
expected . Please rerun the script with −part option " 
 splitLine = currLine . split ( " , " ) 
  partNamePattern  = splitLine [ −1] 
partNameSplit = partNamePattern . split ( "=" ) 
  partName = partNameSplit [ −1] 
 
elif  abqKeywordPattern . search ( currLine ) : 
   processC3d8rs = −1 
 
elif processC3d8rs == 1 : 
 
splitLine = currLine . split ( " , " ) 
   if isParts : 
nodesList [ partName ] [ − 1 ] . extend ( splitLine [ 1 : ] ) 
 
else : 
   nodesList [ − 1 ] . extend ( splitLine [ 1 : ] ) 
 
 curr Line Num = curr Line Num + 1 
 
# Write new contents to file 
  newFileName = " sph_ " + inputFileName 
 try : 



































  print ( " \ n∗∗∗ERROR: Unable to open file : " + newFileName + " for  
writing . \ n " ) 





   newFile . write ( newLine + " \ n " ) 
newLine = ’∗∗−−−−−−−−− START SPH MESH −−−−−−−−−− ’ 
  newFile . write ( newLine + " \ n " ) 
newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
  newFile . write ( newLine + " \ n " ) 
  if isParts : 
for pNum in elsetList . keys ( ) : 
  newLine = ’ ∗ Part , Name = ’ + str ( pNum)                    
newFile . write ( newLine + " \ n " ) 
  for eNum in range ( len ( elsetList [ pNum ] ) ) :  
newLine = elsetList [ pNum ] [ eNum ] 
   newFile . write ( newLine + " \ n " ) 
nodesUniqSorted = sorted ( set ( nodesList [ pNum ] [ eNum ] ) ) 
  for nodeNum in nodesUniqSorted : 
        newLine = str ( elemPrefix ) + string . strip ( nodeNum ) + ’ , ’ + ’ ’ +  
str ( nodeNum ) 
   newFile . write ( newLine + " \ n " ) 
   new Line = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
         newFile . write ( newLine + " \ n " ) 
  for solidSec in solidSectionList [ pNum ] :  
newLine = solidSec 
  newFile . write ( newLine + " \ n " ) 
newLine = ’< particleRadius > , ’ 


































          newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
   newFile . write ( newLine + " \ n " ) 
 
for elsetName in elsetNameList [ pNum ] : 
   nSetName = elsetName + ’ _Nodes ’ 
surf Name = elsetName + ’ _ Surf ’ 
   newLine = ’ ∗ Nset , Nset = ’ + nSetName + ’ , Elset = ’ + elsetName 
newFile . write ( newLine + " \ n " ) 
   newLine = ’ ∗ Surface , Type=Node , Name= ’ + 
surfName newFile . write ( newLine + " \ n " ) 
   newLine = nSetName + ’ , ’ 
newFile . write ( newLine + " \ n " ) 
  newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
newFile . write ( new Line + " \ n " ) 
 
   newLine = ’ ∗End Part ’ 
newFile . write ( newLine + " \ n " ) 
  newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
newFile . write ( newLine + " \ n " ) 
 
 e l s e : 
 
for eNum in range (len (elsetList) ) : 
newLine = elsetList [ eNum ] 
newFile. write (newLine + " \ n " ) 
       nodesUniqSorted  =  sorted (set (nodesList [ eNum ] ))  
for nodeNum in nodesUniqSorted: 
newLine = str (elemPrefix) +  string . strip ( nodeNum ) +  ’ , ’ +  ’   ’  + str 
(nodeNum ) 
newFile. write (newLine + " \ n " ) 


































         newFile. write (newLine + " \ n " ) 
 
for solidSec in solidSectionList : 
    newLine = solidSec 
newFile. write (newLine + " \ n " ) 
newLine = ’< particleRadius > , ’ 
newFile. write (newLine + " \ n " ) 
newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
newFile . write (newLine + " \ n " ) 
 
   newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
newFile. write (newLine + " \ n " ) 
 
 
for elsetName in elsetNameList: 
new Line = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 
newFile. write (newLine + " \ n " ) 
     nSetName = elsetName + ’ _Nodes  
                   surfName = elsetName + ’ _ Surf ’ 
 newLine = ’ ∗NSET , NSET= ’ + nSetName + ’ , ELSET= ’ + elsetName 
  newFile . write ( newLine + " \ n " )’ 
newLine = ’ ∗ surface, type = node, name= ’ + surf Name 
         new File . w r i t e ( new Line + " \ n " ) 
new Line = nSetName + ’ , ’ 
new File . w r i t e ( new Line + " \ n " ) 
 
newLine = ’∗∗−−−−−−−−− END SPH MESH −−−−−−−−−− ’ 
       newFile. write (newLine + " \ n " ) 
      newLine = ’∗∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’ 














































print " ∗∗∗ Warning: With parts and instances, you may need to add the 
 
ELSE parameter in the ∗ELEMENT keyword which will be referred by ∗ 
SOLID SECTION" 
print " ∗∗∗SPH mesh written o u t to " + str (newFileName )  +  " ∗∗∗ "  
newFile. clos e ( ) 
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APPENDIX B: LAMMPS SCRIPT FOR MD NANOPARTICLE SURFACE DEPOSITION 
# Input file for surface deposition of palladium particle unto copper substrate 
# ------------------------ INITIALIZATION ---------------------------- 
units   metal 
dimension 3 
boundary p p p s 
atom_style atomic 
variable latparam equal 3.61 
processors * * * 
 
# ----------------------- ATOM DEFINITION ---------------------------- 
lattice  fcc ${latparam} 
# read data 
read_data Cu.data 
region   slab block INF INF INF INF 1 4 units lattice 
group         slab region slab 
group  sphere type 2 
region        fixed block INF INF INF INF INF 1 units lattice 
group        fixed region fixed 
group        mobile subtract all fixed 
 
# ------------------------ FORCE FIELDS ------------------------------ 
pair_style eam 
pair_coeff 1 1 Cu_u3.eam 
pair_coeff 2 2 Pd_u3.eam 
 
neighbor 10 bin 
neigh_modify delay 10 check yes 
 
# ------------------------ Run Minimization ------------------------------ 
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reset_timestep 0  
minimize    1.0e-5 1.0e-8  1000 10000 
 
# ------------------------- SETTINGS --------------------------------- 
compute  mtemp mobile temp 
compute   pe mobile pe/atom  
compute   ke mobile ke/atom  
compute  stress mobile stress/atom NULL 
variable temp atom c_ke/1.5 






fix  1 mobile nvt temp 300 300 0.1 
fix           2 mobile langevin 300 300 0.1 982434 
fix_modify     2 temp mtemp 
 
# Set thermo output 
thermo   100 
thermo_style  custom step atoms temp etotal press ke vol density 
thermo_modify  lost ignore 
thermo_modify   temp mtemp 
dump  1 all custom 100 temp.equilabration.1.* id x y z c_pe c_ke c_stress[1] 
c_stress[2] c_stress[3] c_stress[4] c_stress[5] c_stress[6] 
 
# Run for at least 10 picosecond (assuming 1 fs timestep) 
run 10000 
velocity  all scale 300.0 
unfix   1 
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unfix   2 
undump  1 
 
# ------------ Storing Initial length for strain calculations ----------------- 
variable tmp equal "lz" 
variable L0 equal ${tmp} 
print "Initial Length, L0: ${L0}" 
 
###################################### 
# -------------------------Deposit --------------------------------- 
reset_timestep 0 
 
fix   1 mobile nve  
 
variable srate equal 1.0e10 
variable srate1 equal "-v_srate / 1.0e12" 
fix  2 all deform 1 x erate ${srate1} units box remap x 
 
# Output strain and stress info to file 
# for units metal, pressure is in [bars] = 100 [kPa] = 1/10000 [GPa] 
# p2, p3, p4 are in GPa 
variable strain equal "(lx - v_L0)/v_L0" 
variable p1 equal "v_strain" 
variable p2 equal "-pxx/10000" 
variable p3 equal "-pyy/10000" 
variable p4 equal "-pzz/10000" 
variable p5 equal "lx" 
variable p6 equal "ly" 
variable p7 equal "lz" 
variable p8 equal "temp" 
variable p9 equal "pe" 
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variable p10 equal "ke" 
variable p11 equal "-pxy/10000" 
variable p12 equal "-pyz/10000" 
variable p13 equal "-pxz/10000" 
variable fm equal "(v_p2+v_p3+v_p4)/3" ##### Hydrostatic stress 
variable fv equal "sqrt((v_p2-v_p3)^2+(v_p3-v_p4)^2+(v_p4-
v_p2)^2+6*(v_p11^2+v_p12^2+v_p13^2)/2)" ######Von Mises stress 
variable t equal "v_fm/v_fv" 
variable fd equal (((v_p2-v_fm)*(v_p3-v_fm)*(v_p4-v_fm))-v_p11^2*(v_p4-v_fm)-
v_p12^2*(v_p3-v_fm)-v_p13^2*(v_p2-v_fm)+2*v_p11*v_p12*v_p13)####Deviatoric Von 
Mises stress 
fix def_print all print 100 "${p1} ${p2} ${p3} ${p4} ${p5} ${p6} ${p7} ${p8} ${p9} ${p10} 
${p11} ${p12} ${p13} ${fm} ${fv} ${t} ${fd}" file mg001.defo.txt screen no 
 
# -------------------------particle velocity --------------------------------- 
set  group sphere type 2 
velocity  sphere set 0  0 -9 sum yes units box 
 
# Display thermo 
thermo   100 
thermo_style  custom step atoms temp etotal press ke v_p1 v_p2 v_p3 v_p4 v_fm v_fv v_t 
v_fd 
thermo_modify   temp mtemp 
 
# handling of atoms the get bounced back from 
thermo_modify  lost ignore 
dump  1 all custom 100 temp.deposite.1.* id type x y z xu yu zu c_pe c_ke 
c_stress[1] c_stress[2] c_stress[3] c_stress[4] c_stress[5] c_stress[6] 
 
# Use cfg for AtomEye 
dump   2 all cfg 100 dump.tensile_*.cfg mass type xs ys zs fx fy fz vx vy vz 
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dump  3 all image 1000 image.*.jpg type zoom 1.6 adiam 1.5 
dump_modify 3 pad 5 
dump  4 all movie 100 movie.mpg type type zoom 1.6 adiam 1.5 
dump_modify 4 pad 5 
 
run  20000 
 
###################################### 
# SIMULATION DONE 
























APPENDIX C: LAMMPS SCRIPT FOR MD SIMULATION OF H2/CH4 SEPARATION 
THROUGH NANOPOROUS PALLADIUM MEMBRANE 
# Input file for gas separation through nanoporous palladium membrane 
# ------------------------ INITIALIZATION ------------------------------------------------------------------ 
units   real 
dimension 3 
boundary p p p p 
atom_style full 
processors * * * 
 
# -------------------------- ATOM DEFINITION ----------------------------------------------------------- 
 
variable Htype equal     1 
variable PDtype equal     2 
variable pistontype equal   3 
variable htype equal      4 
variable Ctype equal      5 
variable zPDtype equal     6 
 
variable seed equal   1 
variable pressure equal   0.12 
variable 1atm equal   0 
variable hydrogenbond equal     1 
variable carbonbond equal       2 
variable carbonangle equal      1 
 
# read data 
read_data gas.data 




# ------------------------ DEFINE INTERACTION PARAMETERS------------------------------------ 
pair_style hybrid   lj/cut/coul/long 8.5 eam/alloy 
pair_modify  tail yes 
bond_style   harmonic 
angle_style  harmonic 
dihedral_style   none 
 
# ------------------------ REGIONS AND GROUPS------------------------------------------------------- 
group palladium    type ${PDtype} ${pistontype}  # all palladium atoms 
group carbon        type ${Ctype} 
group hy        type ${Htype} 
group hx       type ${htype} 
group Pd_hydrogen    type ${zPDtype} 
 
# Defining the positions of all three palladium planes 
variable zpiston1 equal 2 
variable zmembrane1 equal 52 
variable zpiston2 equal "82" 
 
# Defining the piston and the membrane carbons 
variable zmin equal ${zpiston1}-2.0 
variable zmax equal ${zpiston1}+2.0 
region piston1zone   block INF INF INF INF ${zmin} ${zmax} units box 
variable zmin equal ${zmembrane1}-2.0 
variable zmax equal ${zmembrane1}+2.0 
region  membrane1zone  block INF INF INF INF ${zmin} ${zmax} units box 
variable zmin equal ${zpiston2}-2.0 
variable zmax equal ${zpiston2}+2.0 
region piston2zone   block INF INF INF INF ${zmin} ${zmax} units box 
group piston1            region piston1zone             # whole piston1 (palladium) 
group piston2          region piston2zone               # whole piston2 (palladium) 
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group piston3  region membrane1zone   # whole piston3 (membrane) 
group bothpistons          union piston1 piston2 
group membrane1_atoms region membrane1zone  
group totalmembrane     union membrane1_atoms 
group not_hy subtract all hy 
 
# defining the subset of each membrane that is allowed to move 
variable free_radius equal 9.0 
region freemembrane1_zone cylinder z 8.25 8.25 ${free_radius} INF INF 
variable pore2X equal 8.25+0*1.228 
variable pore2Y equal 8.25+0*2.127 
group in_freemembrane_1zone region freemembrane1_zone 
group membrane1_free intersect in_freemembrane_1zone membrane1_atoms 
group membrane1_rigid subtract membrane1_atoms membrane1_free 
 
# defining hydrogen groups 
group hydrogen union hy hy 
group methane union carbon hx 
group gas union hydrogen methane 
group notgas subtract all gas 
 
# Defining the group of atoms that go into the Nose-Hoover thermostat 
group thermostat_target union gas  piston1 piston2 piston3 
 
# Setting gas charges 
set group carbon charge 0.4 
set group hx charge  -0.1 
 
# ------------------------------- DEFINE ATOMIC POTENTIALS ---------------------------------------- 
# EAM/ALLOY: 
pair_coeff * * eam/alloy HPd.eam.alloy NULL Pd Pd NULL NULL Pd 
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# Lennard-Jones: sigmaAB = (1/2)(sigmaAA + sigmaBB), epsilonAB = 
(epsilonAAepsilonBB)1/2 
# Syntax: pair_coeff atom_i atom_j epsilon sigma 
pair_coeff ${Htype} ${Htype} lj/cut/coul/long  0.0380000011   2.4499714540 # H-H 
pair_coeff ${Htype} ${PDtype} lj/cut/coul/long 0.018766 2.7923 # H-PD 
pair_coeff ${Htype} ${pistontype} lj/cut/coul/long 0.118766 3.17923 # H-piston 
pair_coeff ${Htype} ${htype} lj/cut/coul/long 0 0 # H-h 
pair_coeff ${Htype} ${Ctype} lj/cut/coul/long 0 0 # H-C 
pair_coeff ${Htype} ${zPDtype} lj/cut/coul/long 0 0 # H-zPD 
pair_coeff ${PDtype} ${pistontype} lj/cut/coul/long 0.465 2.451 # PD-piston 
pair_coeff ${PDtype} ${htype} lj/cut/coul/long 0.018766 3.7923 # PD-H 
pair_coeff ${PDtype} ${Ctype} lj/cut/coul/long 0.033492 2.9255 # PD-C 
pair_coeff ${pistontype} ${pistontype} lj/cut/coul/long 9.8389999992   2.5199999993 # piston-
piston 
pair_coeff ${pistontype} ${htype} lj/cut/coul/long 0.018766 2.1923 # piston-h 
pair_coeff ${pistontype} ${Ctype} lj/cut/coul/long 0.1599999990   3.4745050026 # piston-C 
pair_coeff ${htype} ${htype} lj/cut/coul/long 0 0 # h-h 
pair_coeff ${htype} ${Ctype} lj/cut/coul/long 0 0 # h-C 
pair_coeff ${htype} ${zPDtype} lj/cut/coul/long 0 0 # h-zPD 
pair_coeff ${Ctype} ${Ctype} lj/cut/coul/long 0.004295 3.35 # C-C 
pair_coeff ${Ctype} ${zPDtype} lj/cut/coul/long 0.12613 3.2793 # C-piston 
 
kspace_style pppm 1.0e-4 
 
# Bond and angles coeffs 
# Syntax: angle_coeff N spring_constant theta_0 
bond_coeff * 0.0 0.0 # Zero by default 
angle_coeff * 0.0 0.0 # Zero by default 
 
# hydrogen 
bond_coeff  ${hydrogenbond} 398.7500     0.7461 # H2 bond 
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bond_coeff ${carbonbond} 340.6175     1.1050  # CH4 angle 
angle_coeff ${carbonangle} 39.5000   106.4000  # CH4 angle 
 
neighbor        2.0 bin 
neigh_modify every 1 delay 10 check yes 
 
# ------------------------------------------------------- SETUP ----------------------------------------------- 
# For the equilibration phase, keep the piston rigid. 
fix pistonfreeze bothpistons  setforce 0.0 0.0 0.0 
fix pistonfreeze1 piston3  setforce 0.0 0.0 0.0 
 
# Make sure the thermostat is looking at the relevant atoms by defining a new temperature 
calculation that only looks at the moveable atoms 
 
compute selective_thermostat thermostat_target temp 
compute pe hydrogen  pe/atom 
compute ke hydrogen  ke/atom 
variable press equal (c_stress[1]+c_stress[2]+c_stress[3])/3*vol 
 
# And require LAMMPS to use this compute when doing anything related to temperature 
thermo_modify temp selective_thermostat 
# ---------------------------------- RUN MINIMIZATION ------------------------------------------------ 




fix freezegas gas setforce 0.0 0.0 0.0 
minimize 1.0e-4 1.0e-6 100 10000 
unfix freezegas 
 
fix relax all box/relax x 0.0 y 0.0 
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minimize 1.0e-4 1.0e-6 100 10000 
unfix relax 
 
# -------------------------------------------- EQUILIBRATION ---------------------------------------------- 
fix 1 methane shake 1.0e-4 10 0 b ${hydrogenbond} a ${carbonangle} 





thermo_style custom step atoms temp etotal press pe ke vol density 
dump  1 all custom 1000 temp.equilabration.1.* id x y z c_pe c_ke 
run     50000 
 
write_restart monolayer.seed1.R3.p0.02.t300.dt0.5.2piston.hydrogen.tip4p.*.restart 







# -------------------------------------------- DYNAMICS ---------------------------------------------- 
 
unfix pistonfreeze 
fix piston1push piston1 aveforce NULL NULL ${pressure} 
fix piston2push piston2 setforce 0.0 0.0 0.0 
fix NVT thermostat_target nvt temp 300 300 50 
 
# -------------------------------------------- COMPUTE MSD ---------------------------------------------- 
compute  5 hydrogen msd com yes 
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compute   6 piston3 msd 





# Counting the number of hydrogen and ions in the feed region 
region feedzone block INF INF INF INF INF ${zmembrane1} units box  
variable num_feed_hydrogen equal "count(hy,feedzone)" 
variable num_feed_carbon equal "count(carbon,feedzone)" 
 
thermo_style    custom step atoms temp etotal pe ke vol press c_5[4] c_6[4] 
v_num_feed_hydrogen v_num_feed_carbon  
restart 2500000 dynamics.restart 
 
dump  2 all custom 1000 temp.deposite.1.* id type x y z vx vy vz c_pe c_ke 
dump  3 all movie 100 movie.mpg type type & 
  zoom 1.6 adiam 1.5 
dump_modify 3 pad 5 
run     20000000 
 
###################################### 
# SIMULATION DONE 














APPENDIX D: THE TEMPERATURE-DEPENDENT MATERIAL PROPERTY FOR 
ALUMINUM AND COPPER 
 
Thermal conductivity of Aluminum  





































































































Specific heat of Aluminum  































































































Thermal conductivity of Copper 















































































































































Specific heat of Copper  
Specific heat(J/kg ·K), Temperature 
 
1.2961e-002,1.0 
1.1439e+000,11.0 
8.2366e+000,21.0 
2.9369e+001,31.0 
6.2167e+001,41.0 
1.0060e+002,51.0 
1.3848e+002,61.0 
1.7372e+002,71.0 
2.0417e+002,81.0 
2.3035e+002,91.0 
2.5277e+002,101.0 
2.7189e+002,111.0 
2.8813e+002,121.0 
3.0190e+002,131.0 
3.1355e+002,141.0 
3.2342e+002,151.0 
3.8856e+002,341.0 
3.8977e+002,351.0 
3.9096e+002,361.0 
3.9213e+002,371.0 
3.9329e+002,381.0 
3.9444e+002,391.0 
3.9557e+002,401.0 
3.9669e+002,411.0 
3.9779e+002,421.0 
3.9888e+002,431.0 
3.9996e+002,441.0 
4.0102e+002,451.0 
4.0207e+002,461.0 
4.0310e+002,471.0 
4.0411e+002,481.0 
4.2186e+002,681.0 
4.2264e+002,691.0 
4.2343e+002,701.0 
4.2420e+002,711.0 
4.2498e+002,721.0 
4.2575e+002,731.0 
4.2652e+002,741.0 
4.2729e+002,751.0 
4.2805e+002,761.0 
4.2882e+002,771.0 
4.2959e+002,781.0 
4.3036e+002,791.0 
4.3113e+002,801.0 
4.3191e+002,811.0 
4.3270e+002,821.0 
4.3348e+002,831.0 
4.5127e+002,1021.0 
4.5245e+002,1031.0 
4.5366e+002,1041.0 
4.5491e+002,1051.0 
4.5619e+002,1061.0 
4.5752e+002,1071.0 
4.5889e+002,1081.0 
4.6030e+002,1091.0 
4.6175e+002,1101.0 
4.6326e+002,1111.0 
4.6481e+002,1121.0 
4.6641e+002,1131.0 
4.6806e+002,1141.0 
4.6977e+002,1151.0 
4.7153e+002,1161.0 
4.7336e+002,1171.0 
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3.3181e+002,161.0 
3.3898e+002,171.0 
3.4517e+002,181.0 
3.5058e+002,191.0 
3.5537e+002,201.0 
3.5970e+002,211.0 
3.6365e+002,221.0 
3.6730e+002,231.0 
3.7069e+002,241.0 
3.7382e+002,251.0 
3.7667e+002,261.0 
3.7918e+002,271.0 
3.8126e+002,281.0 
3.8278e+002,291.0 
3.8362e+002,301.0 
3.8488e+002,311.0 
3.8612e+002,321.0 
3.8735e+002,331.0  
4.0512e+002,491.0 
4.0611e+002,501.0 
4.0708e+002,511.0 
4.0804e+002,521.0 
4.0899e+002,531.0 
4.0993e+002,541.0 
4.1085e+002,551.0 
4.1176e+002,561.0 
4.1266e+002,571.0 
4.1355e+002,581.0 
4.1442e+002,591.0 
4.1528e+002,601.0 
4.1614e+002,611.0 
4.1698e+002,621.0 
4.1781e+002,631.0 
4.1864e+002,641.0 
4.1945e+002,651.0 
4.2026e+002,661.0 
4.2106e+002,671.0  
4.3428e+002,841.0 
4.3509e+002,851.0 
4.3590e+002,861.0 
4.3673e+002,871.0 
4.3756e+002,881.0 
4.3842e+002,891.0 
4.3928e+002,901.0 
4.4016e+002,911.0 
4.4106e+002,921.0 
4.4197e+002,931.0 
4.4291e+002,941.0 
4.4387e+002,951.0 
4.4485e+002,961.0 
4.4585e+002,971.0 
4.4688e+002,981.0 
4.4793e+002,991.0 
4.4901e+002,1001.0 
4.5013e+002,1011.0  
 
4.7524e+002,1181.0 
4.7719e+002,1191.0 
4.7920e+002,1201.0 
4.8127e+002,1211.0 
4.8342e+002,1221.0 
4.8563e+002,1231.0 
4.8792e+002,1241.0 
4.9028e+002,1251.0 
4.9273e+002,1261.0 
4.9525e+002,1271.0 
4.9785e+002,1281.0 
5.0053e+002,1291.0 
5.0303e+002,1300.0 
 
 
 
 
 
 
 
 
 
 
