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Abstract
A characterization problem is discussed of semigroups of Lipschitz operators providing
mild solutions to the Cauchy problem for the semilinear evolution equation of parabolic type
u0(t) = (A+B)u(t) for t > 0. By parabolic type is meant that the operator A is the in¯nitesimal
generator of an analytic (C0) semigroup on a general Banach space X. The operator B is
assumed to be continuous from a closed subset of Y into X, where Y is a Banach space
which is contained in X and has a stronger norm de¯ned through a fractional power of ¡A.
The abstract result is new in that a functional V (t; s; x; y) depending on (t; s) can be taken
as a metric-like functional used to show uniqueness in applications. This extension allows
to make discussions based on Lp-Lq estimates as well as by fractional power (¡A)®, so that
the characterization is applied to the global solvability of the Cauchy problem for the drift-
di®usion system. The existence and uniqueness, the continuous dependence on initial data,
and the smoothing e®ect of C1-solutions of the Cauchy problem for the drift-di®usion system
can be obtained through the abstract result.
x 1. Introduction
Let X be a general Banach space with norm k ¢ k and D a closed subset of X. By
a semigroup on D is meant a one-parameter family fS(t); t ¸ 0g of operators from D
into itself satisfying the so-called semigroup property and the strong continuity in t ¸ 0.
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In order to develop a general theory of nonlinear semigroups, it is necessary to consider
the continuity of the operators S(t) in an appropriate way. In this paper, we consider
the continuity condition of the operators S(t) in such a way that for each ¿ ¸ 0 there
exists L¿ > 0 satisfying
kS(t)x¡ S(t)yk · L¿kx¡ yk for x; y 2 D and t 2 [0; ¿ ].
A semigroup on D satisfying the above-mentioned continuity condition is called a semi-
group of Lipschitz operators on D. The generation of such semigroups has been recently
studied in several settings. Among others, characterization theorems of nonlinearly per-
turbed (C0) semigroups and analytic semigroups were given in [10, 18], respectively. In
this paper we concern on studying a characterization of nonlinearly perturbed analytic
(C0) semigroups which is an extension of the previous result [18]. We apply this result
to the global solvability of the Cauchy problem for the drift-di®usion system
(1.1)
8>><>>:
@tu¡¢u¡r ¢ (urÃ) = 0 in RN £ (0;1);
¡¢Ã = ¸u in RN £ (0;1);
u(x; 0) = u0(x) ¸ 0 in RN ;
where N ¸ 2 and ¸ = 1. This system with ¸ = 1 is related to the mathematical model
for semiconductor devices, and the system (1.1) with ¸ = ¡1 is a mathematical model
for chemotaxis. For chemotaxis model we refer to Nagai [19, 20, 21]. Kurokiba-Nagai-
Ogawa [12] studied the bipolar drift-di®usion system
(1.2)
8>>>>><>>>>>:
@tn¡¢n+r ¢ (nrÃ) = 0 in RN £ (0;1);
@tp¡¢p¡r ¢ (prÃ) = 0 in RN £ (0;1);
¡¢Ã = ¸(p¡ n) in RN £ (0;1);
n(x; 0) = n0(x); p(x; 0) = p0(x) in RN ;
where N = 2 and ¸ = ¡1. They showed the global existence and the uniform bounded-
ness of solutions to (1.2) for initial values in the weighted space. Kurokiba-Ogawa [13]
considered (1.2) with ¸ = §1 and they veri¯ed the local existence of solutions to (1.2)
and the global existence result for ¸ = 1 in Lp(RN ) under the restriction N=2 < p < N
or N = p = 2. Recently Ogawa-Shimizu [22] establish linear and bilinear estimates
in the Hardy space H1(R2) and apply them to (1.2) to obtain the local existence of
solutions for large data in H1(R2) and the global existence for small data. We shall
apply our main results to show the global existence of solutions to (1.1) with ¸ = 1 in
Lp(RN ) under the restriction N=2 · p < N . This fact will be proved in Section 7.
In order to characterize nonlinearly perturbed analytic (C0) semigroups, we inter-
pret such a problem as a characterization problem of semigroups of Lipschitz operators
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providing mild solutions to the Cauchy problem for the semilinear evolution equation
of parabolic type
(SP) u0(t) = (A+B)u(t) for t > 0.
By parabolic type we mean that the operator A is the in¯nitesimal generator of an
analytic (C0) semigroup fT (t); t ¸ 0g onX. The operator B is assumed to be continuous
fromD\Y intoX, where Y is a Banach space which is contained inX and has a stronger
norm de¯ned through a fractional power of ¡A.
The semilinear problem (SP) has been studied by many authors. If B is locally
Lipschitz continuous from the set D \ Y into X, then the local solvability for (SP)
can be shown in [1, 16] by the Banach-Picard ¯xed point theorem. In the setting that
B is locally continuous from the set D \ Y into X, the construction of approximate
solutions was done under various types of subtangential condition. ([15], [2] and [5].)
PrÄuss proposed in [25] the following subtangential condition: There exists ´ > 0 such
that to each v 2 D \ Y and " > 0 there correspond h > 0 and wh 2 D \ Y , and zh
de¯ned by
zh = T (h)v +
Z h
0
T (»)Bv d» ¡ wh
satis¯es kzhk · "h and k(¡A)®zhk · "h´. This condition is necessary for the existence
of local mild solutions.
As is seen from the proof of Theorem 2.3 \(i) ) (ii)", a metric-like functional V0
on X £ X is necessary for the global existence of mild solutions depending Lipschitz
continuously on their initial data. This fact implies that such a functional may be
constructed for a given di®erential system which is well-posed.
The arguments in the above-mentioned papers studying (1.1) or (1.2) are based on
Lp-Lq estimates. In the present paper, the abstract result in [18] is extended such that
a functional V (t; s; x; y) depending on (t; s) satisfying (V1) through (V3) can be taken
as a metric-like functional in applications. This extension allows to make discussions
based on Lp-Lq estimates as well as by fractional power (¡A)®, as will be illustrated in
Section 7.
In this paper we shall employ the subtangential condition in the sense of PrÄuss
type and demonstrate that a sequence of approximate solutions converges to a mild
solution to (SP) under the semilinear stability condition by means of a functional V on
¢£ Y £ Y satisfying (V1) through (V3).
This paper is organized as follows: In Section 2 we impose basic assumptions on A
and B appearing in (SP) and characterize semigroups of Lipschitz operators providing
mild solutions to semilinear evolution equations of parabolic type. The characterization
is provided by Theorem 2.3. The uniqueness and the regularity results of mild solutions
are given in Section 3. The proof of the existence of mild solutions is divided into two
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parts. Section 4 is devoted to construct approximate solutions to (SP). In Section 6
we discuss the convergence of a sequence of approximate solutions to a mild solution to
the Cauchy problem for (SP) which forms a semigroup of Lipschitz operators. A key
estimate to show the latter is given in Section 5. Section 7 deals with the drift-di®usion
system. Our main theorem is applied to show the unique existence of solutions to the
Cauchy problem for the drift-di®usion system.
x 2. Main theorem
Let X be a general Banach space with norm k ¢ k and D a closed subset of X. We
begin by listing up basic assumptions on A and B appearing in (SP).
(A) The operator A is the in¯nitesimal generator of an analytic (C0) semigroup
fT (t); t ¸ 0g on X whose type is negative.
Let ® 2 (0; 1) and let Y be the Banach space D((¡A)®) equipped with the norm
kxkY = k(¡A)®xk for x 2 D((¡A)®). We consider the set C := D\Y in Y and assume
that C is dense in D. Then we introduce the relative continuity on the perturbing
operator B from C into X and the linear growth condition for B in the following sense:
(B1) The operator B is continuous from C into X.
(B2) There exists MB > 0 such that kBxk ·MB(1 + kxkY ) for x 2 C.
The Cauchy problem for the semilinear evolution equation (SP) with initial condi-
tion u(0) = u0 is denoted by (SP;u0). In oder to characterize semigroups of Lipschitz
operators associated with semilinear evolution equations of parabolic type, we need the
following notion of solutions that may not be di®erentiable in general.
De¯nition 2.1. Let u0 2 D and ¹¿ > 0. A function u 2 C([0; ¹¿ ];X)\C((0; ¹¿ ];Y )
is called a mild solution to (SP;u0) on [0; ¹¿ ] if u(t) 2 C for t 2 (0; ¹¿ ], Bu 2 C((0; ¹¿ ];X)\
L1(0; ¹¿ ;X) and u satis¯es the integral equation
(2.1) u(t) = T (t)u0 +
Z t
0
T (t¡ s)Bu(s) ds for t 2 [0; ¹¿ ]:
A function u 2 C([0;1);X)\C((0;1);Y ) is called a global mild solution to (SP;u0) if
for each ¹¿ > 0 the restriction u to [0; ¹¿ ] is a mild solution to (SP;u0) on [0; ¹¿ ].
We start with the de¯nition of semigroups of Lipschitz operators.
De¯nition 2.2. A one-parameter family fS(t); t ¸ 0g of Lipschitz operators
from D into itself is called a semigroup of Lipschitz operators on D if the following
three conditions are satis¯ed:
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(S1) S(0)x = x for x 2 D, and S(t+ s)x = S(t)S(s)x for s, t ¸ 0 and x 2 D.
(S2) For each x 2 D, S(¢)x : [0;1)! X is continuous.
(S3) For each ¿ ¸ 0 there exists L¿ > 0 such that
kS(t)x¡ S(t)yk · L¿kx¡ yk for x, y 2 D and t 2 [0; ¿ ].
The main theorem in this paper is given by
Theorem 2.3. Assume that conditions (A) and (B) are satis¯ed. Then, the
following two statements are equivalent:
(i) There exists a semigroup fS(t); t ¸ 0g of Lipschitz operators on D such that for
each x 2 D, S(¢)x is a global mild solution to (SP;x).
(ii) There exist ®0, ¯0 2 [0; 1) such that the following three conditions are satis¯ed:
(ii-1) There exist ¿ > 0 and a nonnegative functional V on ¢ £ Y £ Y , where
¢ = f(t; s); 0 · s · t · ¿g, such that
(V1) there exists L > 0 such that
jV (t; s; x; y)¡ V (t; s; x^; y^)j
· L(kx¡ x^k+ ky ¡ y^k+ t¯0kT (t¡ s)(x¡ x^)kY + t¯0kT (t¡ s)(y ¡ y^)kY )
for (t; s; x; y), (t; s; x^; y^) 2 ¢£ Y £ Y ,
(V2) there exist M ¸ m > 0 such that
V (t; s; x; y) ·Mt¯0(t¡ s)¡¯0kx¡ yk for (t; s) 2 ¢ with t 6= s and x; y 2 C,
mkx¡ yk · V (t; t; x; y) for t 2 [0; ¿ ] and x; y 2 C,
(V3) there is a nondecreasing function µ : R+ ! R+ such that limr#0 µ(r) = 0 and
jV (t; s; x; y)¡ V (t^; s^; x; y)j · µ(jt¡ t^j+ js¡ s^j)(1 + kxkY + kykY )
for (t; s; x; y); (t^; s^; x; y) 2 ¢£ C £ C.
(ii-2) There exists ! ¸ 0 such that to each " > 0, (t; s) 2 ¢ with t 6= s, and x; y 2 C
there corresponds h 2 (0; "] such that s+ h · t and
(V (t; s+ h; J(h)x; J(h)y)¡ V (t; s; x; y))=h
· t¯0(t¡ s)¡®0(s+ h)¡¯0(!V (s; s; x; y) + ");
where J(¾)w = T (¾)w +
R ¾
0
T (»)Bw d» for (¾;w) 2 [0;1)£ C.
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(ii-3) There exists ¯ 2 (0; 1) such that to each x 2 C and " > 0 there correspond
h 2 (0; "], xh 2 C and zh 2 Y satisfying
xh = T (h)x+
Z h
0
T (s)Bxds+ zh; kzhk · "h and kzhkY · "h¯ :
Remark. (a) The proof of the implication \(ii) ) (i)" of Theorem 2.3 will be
shown by de¯ning a semigroup fS(t); t ¸ 0g of Lipschitz operators on D by S(t)u0 =
u(t) for t ¸ 0, where u(t) is the unique global mild solution to (SP;u0) whose existence
is ensured by Section 4 through Section 6. For this reason, we need to demonstrate
the existence and uniqueness of global mild solutions under condition (ii) of Theorem
2.3. The important point for our arguments is that we may assume, without loss of
generality, that there exists !A < 0 such that the analytic (C0) semigroup fT (t); t ¸ 0g
on X satis¯es kT (t)k · e!At for t ¸ 0. This is ensured by [23, Proposition 2.5] and the
renorming technique ([6]).
(b) In proving that (ii) implies (i), the following conditions on the functional V derived
from (V1) and (V2) will be used. (b-i) By (V2) we have V (t; s; x; x) = 0 for (t; s) 2 ¢
and x 2 C. (b-ii) By setting x^ = y^ = y in condition (V1), we have V (t; s; x; y) ·
L(kx¡yk+t¯0kx¡ykY ) for (t; s; x; y) 2 ¢£C£C. (b-iii) By (V1) there exists LY > 0
such that jV (t; s; x; y)¡V (t; s; x^; y^)j · LY (kx¡x^kY +ky¡y^kY ) for (t; s; x; y); (t; s; x^; y^) 2
¢£ Y £ Y . (b-iv) By (V1) there exists LX > 0 such that
jV (t; s; x; y)¡ V (t; s; x^; y^)j · LX(1 + t¯0(t¡ s)¡®)(kx¡ x^k+ ky ¡ y^k)
for (t; s) 2 ¢ with t 6= s and x; y 2 Y .
x 3. Basic properties of mild solutions
The continuous dependence of mild solutions to the Cauchy problem for (SP) on
their initial data is given by
Proposition 3.1. Let ¹¿ > 0 and x, x^ 2 D. Let u, u^ : [0; ¹¿ ] ! X be mild
solutions to (SP;x) and (SP;x^) on [0; ¹¿ ] respectively. Suppose that conditions (ii-1) and
(ii-2) in Theorem 2.3 are satis¯ed. Then there exist M > 0 and ¹! > 0 such that
ku(t)¡ u^(t)k ·M exp(¹!t)kx¡ x^k for t 2 [0; ¹¿ ].
Proof. Let ¾ 2 (0; ¿ ], where ¿ > 0 is a number satisfying condition (ii-1) in
Theorem 2.3. Let l be a nonnegative integer such that ¾ + l¿ · ¹¿ and t 2 (0; ¾]. Let
0 < " < t. Then, since u 2 C((0; ¹¿ ];Y ) we observe by (V1) and (V3) that the function
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s 7! V (t; s; u(s + l¿); u^(s + l¿)) is continuous on ["; t]. By the semigroup property of
fT (t); t ¸ 0g and (2.1), we have
u(s+ h+ l¿) = J(h)u(s+ l¿) +
Z h
0
T (»)(Bu(s+ h+ l¿ ¡ »)¡Bu(s+ l¿)) d»
for s 2 (0; t) and h > 0 with s + h · t. Since Bu 2 C((0; ¹¿ ];X), we deduce from
condition (ii-2) that the lower right Dini derivative of the function
s! V (t; s; u(s+ l¿); u^(s+ l¿))¡
Z s
"
!t¯0(t¡ »)¡®0»¡¯0V (»; »; u(» + l¿); u^(» + l¿)) d»
is nonpositive on ["; t¡ "]. It follows that
V (t; t¡ "; u(t+ l¿ ¡ "); u^(t+ l¿ ¡ "))(3.1)




!t¯0(t¡ »)¡®0»¡¯0V (»; »; u(» + l¿); u^(» + l¿)) d»
for t 2 ["; ¾]. By Remark (b-ii) in Section 2 we have
»¡¯0V (»; »; u(» + l¿); u^(» + l¿))
· L ¡»¡¯0(ku(» + l¿)k+ ku^(» + l¿)k) + ku(» + l¿)kY + ku^(» + l¿)kY ¢
· 2L ¡supfku(s)k; s 2 [0; ¹¿ ]g»¡¯0 +K®(¹¿)(1 + kxk+ kx^k)(» + l¿)¡®¢ ;
where we have used Proposition 3.3 (ii) to obtain the last inequality. This implies
that the function Á(») := »¡¯0V (»; »; u(» + l¿); u^(» + l¿)) is integrable on (0; t). We
use condition (V2) to obtain lim sup"#0 V (t; "; u(l¿ + "); u^(l¿ + ")) ·Mku(l¿)¡ u^(l¿)k.
Passing to the limit in (3.1) as " # 0, we have




for t 2 (0; ¾]. Applying Lemma 3.2 below and then using condition (V2), we have
(3.2) ku(t+ l¿)¡ u^(t+ l¿)k · (M=m)K¯0;®0;!(¿)ku(l¿)¡ u^(l¿)k
for t 2 [0; ¾], l ¸ 0 with ¾ + l¿ · ¹¿ and ¾ 2 (0; ¿ ].
Now, let t 2 [0; ¹¿ ]. Then, we have t = [t=¿ ]¿ + ¾ for some ¾ 2 [0; ¿), where [t=¿ ]
stands for the integer part of t=¿ . We apply (3.2) repeatedly to obtain
ku(t)¡ u^(t)k · ((M=m)K¯0;®0;!(¿))[t=¿ ]+1ku(0)¡ u^(0)k:
By setting M = (M=m)K¯0;®0;!(¿) and ¹! = ¿
¡1 log((M=m)K¯0;®0;!(¿)), the desired
result is obtained.
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Lemma 3.2. (Henry's inequality) ([9, p.190, Execise 4], [18, Lemma 2.3]) Let
¹¿ > 0, a, b ¸ 0 and ¾; µ 2 [0; 1). Suppose that w is a nonnegative, integrable function
over (0; ¹¿) satisfying the inequality
w(t) · at¡¾ + b
Z t
0
(t¡ s)¡µw(s) ds for t 2 (0; ¹¿).
Then, there exists K¾;µ;b 2 C(R+;R+) such that
w(t) · at¡¾K¾;µ;b(t) for t 2 (0; ¹¿).
As for the regularity of mild solutions, the following properties hold.
Proposition 3.3. ([18, Proposition 2.4]) Let ¹¿ > 0 and x 2 D. Let u be a mild
solution to (SP;x) on [0; ¹¿ ]. Then the following assertions hold:
(i) For each ° 2 [®; 1), the function s ! (¡A)°T (t ¡ s)Bu(s) is integrable on the
interval (0; t), u(t) 2 D((¡A)°) and
(3.3) (¡A)°u(t) = (¡A)°T (t)x+
Z t
0
(¡A)°T (t¡ s)Bu(s) ds for t 2 (0; ¹¿ ].
(ii) For each ° 2 [®; 1) and each °^ 2 [0; ®] there exists a nonnegative, nondecreasing
function K°;°^ on R+ such that if x 2 D then
(3.4) k(¡A)°u(t)k · K°;°^(¹¿)(1 + k(¡A)°^xk)t¡(°¡°^) for t 2 (0; ¹¿ ].
(iii) The mild solution u is locally HÄolder continuous on (0; ¹¿ ] in Y .
(iv) Assume that for each ½ > 0 there exists LB(½) > 0 such that
kBu¡Bvk · LB(½)ku¡ vkY
for u; v 2 C with kukY ; kvkY · ½. Then, u is continuously di®erentiable over (0; ¹¿ ]
in X, Au is continuous on (0; ¹¿ ] in X, and u satis¯es (SP;x) for t 2 (0; ¹¿ ].
(v) If x 2 C then u 2 C([0; ¹¿ ];Y ) and Bu 2 C([0; ¹¿ ];X).
x 4. Construction of approximate solutions
To discuss the construction of approximate solutions, we need the local uniformity
(Proposition 4.2) of condition (ii-3) in Theorem 2.3. Without loss of generality we may
assume that ¯ · 1¡ ®, where ¯ is a constant appearing in (ii-3) in Theorem 2.3.
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Lemma 4.1. ([25, Lemma 3], [24, Lemma 3.1]) There exists K ¸ 1 depending
only on ®; ¯ such that for any ¾ 2 (0; 1] and any ¯nite sequence fskgNk=0 satisfying
0 · s0 < s1 < ¢ ¢ ¢ < sN · ¾, the following two assertions hold:
(i) If M > 0 and G is a measurable function from [0; ¾) into X satisfying kG(»)k ·M
for » 2 [0; ¾), thenZ si
sl
kT (si ¡ »)G(»)kY d» · KM(si ¡ sl)¯ for 0 · l · i · N .
(ii) Let " > 0. Then, for any ¯nite sequence f³igNi=1 in Y satisfying k³ik · "(si¡si¡1)
and k³ikY · "(si ¡ si¡1)¯ for 1 · i · N , it holds that
iX
l=k+1
kT (si ¡ sl)³lkY · K"(si ¡ sk)¯ for 0 · k · i · N .
In sections 4 through 6, K stands for a constant appearing in Lemma 4.1.
The next proposition asserts that the subtangential condition (ii-3) in Theorem 2.3
holds uniformly in a neighborhood of each element of C.
Proposition 4.2. ([18, Proposition 3.6]) Suppose that (ii-3) in Theorem 2.3
holds. Let v0 2 C. Assume that ¹h, " 2 (0; 1] and positive numbers ½, M ,´ and º
satisfy that
kBxk ·M and kBx¡Bv0k · ´ for x 2 UY [v0; ½] \ C,
K(M + "+ º)¹h¯ + sup
s2[0;¹h]
kT (s)v0 ¡ v0kY · ½:
Let ± 2 [0; ¹h], w0 2 C and G be a measurable function from [0; ±) into X such that
kw0 ¡ T (±)v0k · ±(M + º); kG(»)k ·M for » 2 [0; ±);°°°°°w0 ¡ T (±)v0 ¡
Z ±
0




Then, for each ¾ > 0 with ¾ + ± · ¹h there exist z0 2 C and f0 2 Y such that
z0 = T (¾)w0 +
Z ¾
0
T (»)Bw0 d» + f0; kf0k · ¾("+ 2´); kf0kY · K("+ 2´)¾¯ :
The following proposition establishes the existence of approximate solutions to the
Cauchy problem for (SP).
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Proposition 4.3. Suppose that condition (ii-3) in Theorem 2.3 is satis¯ed. Let
x0 2 C. Assume that ¹¿ 2 (0; 1], ½0 > 0, MB > 0 and " 2 (0; 1=2] satisfy that
kBxk ·MB for x 2 UY [x0; ½0] \ C and K(MB + 1)¹¿¯ + sup
s2[0;¹¿ ]
kT (s)x0 ¡ x0kY · ½0:
Then there exists a sequence f(tj ; xj ; ³j)g1j=1 in [0; ¹¿)£ C £ Y satisfying the following:
(i) 0 = t0 < t1 < ¢ ¢ ¢ < tj < ¢ ¢ ¢ < ¹¿ and tj ¡ tj¡1 · " for j ¸ 1.
(ii) xj = T (tj ¡ tj¡1)xj¡1 +
Z tj
tj¡1
T (tj ¡ »)Bxj¡1 d» + ³j for j ¸ 1.
(iii) k³jk · "(tj ¡ tj¡1) and k³jkY · "(tj ¡ tj¡1)¯ for j ¸ 1.
(iv) If x 2 C satis¯es the inequality
kx¡ xj¡1kY · K(MB + 1)(tj ¡ tj¡1)¯ + sup
s2[0;tj¡tj¡1]
kT (s)xj¡1 ¡ xj¡1kY ;
then kBx¡Bxj¡1k · "=(4K) for j ¸ 1:
(v) K(MB + 1)(tj ¡ tj¡1)¯ + sups2[0;tj¡tj¡1] kT (s)xj¡1 ¡ xj¡1kY · " for j ¸ 1.
(vi) limj!1 tj = ¹¿ .
Outlined Proof. We shall construct inductively a sequence f(tj ; xj ; ³j)g1j=1 in [0; ¹¿)£
C £ Y satisfying conditions (i) through (vi). For this purpose, let i ¸ 1 and assume
that a sequence f(tj ; xj ; ³j)gi¡1j=1 in [0; ¹¿)£C £ Y can be constructed so that it satis¯es
(i) through (v). Then we de¯ne ¹hi by the supremum of numbers h 2 [0; "] such that
h < ¹¿ ¡ ti¡1, kBx ¡ Bxi¡1k · "=(4K) for x 2 UY [xi¡1; ½] \ C, where ½ := K(MB +
1)h¯ + sups2[0;h] kT (s)xi¡1 ¡ xi¡1kY and ½ · ". Since ¹hi > 0 by condition (B1)
and the strong continuity of T (¢) in B(Y ) on [0;1), there exists hi 2 (0; "] such that
¹hi=2 < hi < ¹¿ ¡ ti¡1 and kBx ¡ Bxi¡1k · "=(4K) for x 2 UY [xi¡1; ½i] \ C, where
½i := K(MB + 1)h
¯
i + sups2[0;hi] kT (s)xi¡1 ¡ xi¡1kY · ". If we set ti = ti¡1 + hi, then
conditions (i), (iv) and (v) are satis¯ed. Next we apply Proposition 4.2 to show the
existence of xi 2 C and ³i 2 Y satisfying conditions (ii) and (iii) with j = i. Thus, we
obtain a sequence f(tj ; xj ; ³j)g1j=1 satisfying conditions (i) through (v).
It remains to show that condition (vi) is satis¯ed. To this end, we assume to the
contrary that ¹t := limj!1 tj < ¹¿ . Applying [18, Lemma 3.3 (i)], we have
kxi ¡ xjkY ·K(MB + ")((ti ¡ tk)¯ + (tj ¡ tk)¯) + kT (tj ¡ tk)xk ¡ T (ti ¡ tk)xkkY
for i, j ¸ k ¸ 1. This together with the strong continuity of T (¢) in B(Y ) on [0;1)
implies that lim supi;j!1 kxi ¡ xjkY · 2K(MB + ")(¹t ¡ tk)¯ for all k ¸ 1. Since
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limk!1 tk = ¹t and C is closed in Y , the inequality above shows that the sequence fxjg
in C is convergent in Y to some ¹x 2 C. Since T (¢) is strongly continuous in B(Y ) on
[0;1) and B is continuous from C into X, one ¯nds ¹h 2 (0; "] such that ¹h < ¹¿ ¡ ¹t and
kBx¡B¹xk · "=(8K) for x 2 UY [¹x; 2¹½]\C, where ¹½ := K(MB+1)¹h¯+sups2[0;¹h] kT (s)¹x¡
¹xkY · "=2. Since the sequence fxig converges in Y to ¹x and since the sequence f¹½ig,
de¯ned by ¹½i = K(MB + 1)¹h¯ + sups2[0;¹h] kT (s)xi¡1 ¡ xi¡1kY for i ¸ 1, converges
to ¹½ as i ! 1, there exists an integer i0 ¸ 1 such that UY [xi¡1; ¹½i] ½ UY [¹x; 2¹½],
kB¹x¡Bxi¡1k · "=(8K) and ¹½i · " for all i ¸ i0. Let i ¸ i0. Then we have
kBx¡Bxi¡1k · kBx¡B¹xk+ kB¹x¡Bxi¡1k(4.1)
· "=(8K) + "=(8K) = "=(4K) for x 2 UY [xi¡1; ¹½i] \ C.
Hence ¹h · ¹hi for i ¸ i0. This contradicts the fact ¹h > 0, since ¹hi < 2hi = 2(ti¡ti¡1)! 0
as i!1. This proves that condition (vii) is satis¯ed. It is concluded that a sequence
f(tj ; xj ; ³j)g1j=1 in [0; ¹¿)£C £ Y can be constructed so that conditions (i) through (vi)
are satis¯ed.
x 5. Key estimate on the di®erence between approximate solutions
In this section we give a key estimate to showing the convergence of a sequence of
approximate solutions constructed in the previous sections. The proof is similar to but
more complicated than that in [17, 14, 10].
Throughout this section, condition (ii) in Theorem 2.3 is assumed to be satis¯ed,
and let ¿ stand for a number appearing condition (ii-1) in Theorem 2.3. The symbols
a ^ b := min(a; b) and a _ b := max(a; b) are used in the rest of this paper.
Proposition 5.1. Let ¹v0, v^0 2 C. Assume that ¹h 2 (0; ¿ ^ 1], ¹½ > 0, M > 0,
¹´ > 0, ¹" 2 (0; 1], ¹º > 0, h^ 2 (0; ¿ ^ 1], ½^ > 0, cM > 0, ^´ > 0, "^ 2 (0; 1] and º^ > 0 satisfy
the following conditions:
kBxk ·M and kBx¡B¹v0k · ¹´ for x 2 UY [¹v0; ¹½] \ C.(5.1)
kBxk · cM and kBx¡Bv^0k · ^´ for x 2 UY [v^0; ½^] \ C.
K(M + ¹"+ ¹º)¹h¯ + sup
s2[0;¹h]
kT (s)¹v0 ¡ ¹v0kY · ¹½:(5.2)
K(cM + "^+ º^)h^¯ + sup
s2[0;h^]
kT (s)v^0 ¡ v^0kY · ½^:
Let ¹± 2 [0; ¹h], ±^ 2 [0; h^] and ¹w0, w^0 2 C, and let G : [0; ¹±) ! X and bG : [0; ±^) ! X be
measurable functions such that they satisfy the following conditions:
k ¹w0 ¡ T (¹±)¹v0k · ¹±(M + ¹º);
°°°°° ¹w0 ¡ T (¹±)¹v0 ¡
Z ¹±
0
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kG(»)k ·M for » 2 [0; ¹±):(5.4)
kw^0 ¡ T (±^)v^0k · ±^(cM + º^);
°°°°°w^0 ¡ T (±^)v^0 ¡
Z ±^
0
T (±^ ¡ ») bG(») d»°°°°°
Y
· Kº^±^¯ :
k bG(»)k · cM for » 2 [0; ±^):
Let ¿0 2 [0; ¿). Then, for each ¾ > 0 with ¾+ ¹± · ¹h, ¾+ ±^ · h^ and ¾+ ¿0 · ¿ , and for
each t 2 [¿0 + ¾; ¿ ], there exist ¹z0, z^0 2 C and ¹f0; f^0 2 Y such that
¹z0 = T (¾) ¹w0 +
Z ¾
0
T (»)B ¹w0 d» + ¹f0; k ¹f0k · ¾(¹"+ 2¹´); k ¹f0kY · K¾¯(¹"+ 2¹´);(5.5)
z^0 = T (¾)w^0 +
Z ¾
0
T (»)Bw^0 d» + f^0; kf^0k · ¾("^+ 2^´); kf^0kY · K¾¯("^+ 2^´);(5.6)
k ¹w0 ¡ ¹v0kY · ¹½; kw^0 ¡ v^0kY · ½^; k¹z0 ¡ ¹v0kY · ¹½; kz^0 ¡ v^0kY · ½^;(5.7)












!µ(2¾)(1 + k ¹w0kY + kw^0kY )







(t¡ »)¡® d» + ¾(1 + t¯0(¹"+ "^))
¶
:
Outlined Proof. We ¯rst construct a sequence f(sj ; ¹wj ; w^j ; ¹³j ; ³^j)g1j=1 in [0; ¾) £
C £ C £ Y £ Y satisfying the following conditions:
(i) 0 = s0 < s1 < ¢ ¢ ¢ < sj < ¢ ¢ ¢ < ¾.
(ii-1) ¹wj = T (sj ¡ sj¡1) ¹wj¡1 +
Z sj
sj¡1
T (sj ¡ »)B ¹wj¡1 d» + ¹³j for j ¸ 1.
(ii-2) w^j = T (sj ¡ sj¡1)w^j¡1 +
Z sj
sj¡1
T (sj ¡ »)Bw^j¡1 d» + ³^j for j ¸ 1.
(iii-1) k¹³jk · ¹"(sj ¡ sj¡1) and k¹³jkY · ¹"(sj ¡ sj¡1)¯ for j ¸ 1.
(iii-2) k³^jk · "^(sj ¡ sj¡1) and k³^jkY · "^(sj ¡ sj¡1)¯ for j ¸ 1.
(iv) (V (t; sj + ¿0; ¹wj ; w^j)¡ V (t; sj¡1 + ¿0; ¹wj¡1; w^j¡1))=(sj ¡ sj¡1)
· !t¯0(t¡ sj¡1 ¡ ¿0)¡®0(sj + ¿0)¡¯0V (sj¡1 + ¿0; sj¡1 + ¿0; ¹wj¡1; w^j¡1)
+ t¯0(t¡ sj¡1 ¡ ¿0)¡®0(sj + ¿0)¡¯0(¹"+ "^)
+ LX(1 + t¯0(t¡ (sj + ¿0))¡®)(¹"+ "^) for j ¸ 1.
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(v) (t¡ (sj + ¿0))¡®(sj ¡ sj¡1) ·
Z sj+¿0
sj¡1+¿0
(t¡ »)¡® d»+(sj ¡ sj¡1)(¹"+ "^) for j ¸ 1.
(vi) limj!1 sj = ¾.
The above sequence can be constructed inductively in a way similar to [18, Proposition
4.1]. Applying [18, Lemma 3.4 (ii)] to the sequence constructed above, we ¯nd ¹z0,
z^0 2 C and ¹f0; f^0 2 Y such that limj!1 k¹z0 ¡ ¹wjkY = 0, limj!1 kz^0 ¡ w^jkY = 0 and
conditions (5.5) and (5.6) are satis¯ed. From (iv) and (v) we deduce that














(t¡ »)¡® d» + ¾(1 + t¯0(¹"+ "^))
¶
for k = 1; 2; : : : . To estimate the ¯rst term on the right-hand side of (5.9), let 0 · l ·
k ¡ 1. By Remark 2 (b-iii) and (V3) we have
V (sl + ¿0; sl + ¿0; ¹wl; w^l) · V (sl + ¿0; sl + ¿0; ¹w0; w^0)
+ LY (k ¹wl ¡ w^0kY + kw^l ¡ w^0kY )
· V (¿0; ¿0; ¹w0; w^0) + µ(2¾)(1 + k ¹w0kY + kw^0kY )
+ LY (k ¹wl ¡ ¹w0kY + kw^l ¡ w^0kY ):
Since ¹wl ¡ ¹v0 = ( ¹wl ¡ T (sl + ±)¹v0) + (T (sl + ±)¹v0 ¡ ¹v0), we have
k ¹wl ¡ ¹v0kY · K( ¹M + ¹"+ ¹º)(sl + ±)¯ + kT (sl + ±)¹v0 ¡ ¹v0k · ¹½:
This implies (5.7) and
V (sl + ¿0; sl + ¿0; ¹wl; w^l) · V (¿0; ¿0; ¹w0; w^0) + µ(2¾)(1 + k ¹w0kY + kw^0kY )
+ 2LY (¹½+ ½^):





(t¡ (sj¡1 + ¿0))¡®0(sj + ¿0)¡¯0 d» ·
Z sk
0
(t¡ » ¡ ¿0)¡®0(» + ¿0)¡¯0 d»;
we have
V (t; sk + ¿0; ¹wk; w^k)¡ V (t; ¿0; ¹w0; w^0)












(!µ(2¾)(1 + k ¹w0kY + kw^0kY )






(t¡ »)¡® d» + ¾(1 + t¯0(¹"+ "^))
¶
for k = 1; 2; : : : Passing to the limit as k !1, we obtain the inequality (5.8).
The following is the key to showing the convergence of a sequence of approximate
solutions.
Proposition 5.2. Let x0 2 C. Let 0 < ¹¿ · (¿ ^ 1), ½0 > 0, MB > 0 and ¸,
¹ 2 (0; 1=2] and suppose that
kBxk ·MB for x 2 UY [x0; ½0] \ C and K(MB + 1)¹¿¯ + sup
s2[0;¹¿ ]
kT (s)x0 ¡ x0kY · ½0:
For each " = ¸; ¹, suppose that there exists a sequence f(t"j ; x"j ; ³"j )g1j=1 in [0; ¹¿)£C£Y
satisfying the following conditions:
(i) 0 = t"0 < t
"
1 < ¢ ¢ ¢ < t"j < ¢ ¢ ¢ < ¹¿ .
(ii) x"j = T (t
"
j ¡ t"j¡1)x"j¡1 +
Z t"j
t"j¡1
T (t"j ¡ »)Bx"j¡1 d» + ³"j for j ¸ 1, where x"0 = x0.
(iii) k³"j k · "(t"j ¡ t"j¡1) and k³"j kY · "(t"j ¡ t"j¡1)¯ for j ¸ 1.
(iv) If x 2 C satis¯es the inequality
kx¡ x"j¡1kY · K(MB + 1)(t"j ¡ t"j¡1)¯ + sup
s2[0;t"j¡t"j¡1]
kT (s)x"j¡1 ¡ x"j¡1kY ;
then kBx¡Bx"j¡1k · "=(4K), for j ¸ 1.
(v) K(MB + 1)(tj ¡ tj¡1)¯ + sups2[0;tj¡tj¡1] kT (s)xj¡1 ¡ xj¡1kY · " for j ¸ 1.
(vi) limj!1 t"j = ¹¿ .
Set P = ft¸i ; i = 0; 1; : : :g [ ft¹j ; j = 0; 1; : : :g, and de¯ne s0 = 0 and sk = inf(P n
fs0; s1; : : : ; sk¡1g) for k ¸ 1. Let N be a nonnegative integer. Then there exists a
sequence f(z¸k ; z¹k )gNk=0 in C £ C and a sequence f(Á¸k ; Á¹k)gNk=0 in Y £ Y satisfying the
following conditions:
(a) For each " = ¸; ¹ and 0 · k · N , if sk = t"i for some i then z"k = x"i .
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(b) For each " = ¸; ¹ and 0 · k · N , if sk 6= t"i for all i then the element f"k in Y
de¯ned by
(5.10) f"k = T (sk ¡ sk¡1)z"k¡1 +
Z sk
sk¡1
T (sk ¡ »)Bz"k¡1 d» ¡ z"k
satis¯es kf"kk · "(sk ¡ sk¡1) and kf"kkY · "(sk ¡ sk¡1)¯.
(c) For each " = ¸; ¹ and 0 · k · N , if sk = t"i for some i, then
kÁ"kk · 3(t"i ¡ t"i¡1)"; kÁ"kkY · 3K(t"i ¡ t"i¡1)¯":
For each " = ¸; ¹ and 1 · k · N , if sk 6= t"i for all i, then Á"k = 0.
(d) For 0 · k · N , V (sk; sk; z¸k ; z¹k ) · LY (2½0 + (1 + 3K¹¿¯)(¸+ ¹)).
(e) For 1 · k · N ,
V (sN ; sk; z¸k ; z
¹
k )¡ V (sN ; sk¡1; z¸k¡1; z¹k¡1)(5.11)




(sN ¡ »)¡®0»¡¯0 d»
!














(sN ¡ »)¡® d» + (sk ¡ sk¡1)(1 + s¯0N (¸+ ¹))
!
;
where ±¸;¹(x0; ½0) = !µ(2¸+ 2¹)(1 + 2kx0kY + 2½0 + ¸+ ¹) + (2!LY + 1)(¸+ ¹).
Outlined Proof. We shall construct inductively a sequence f(z¸k ; z¹k )gNk=0 in C £ C
satisfying conditions (a) through (d). For this purpose, set (z¸0 ; z
¹





1 · l · N and assume that a sequence f(z¸k ; z¹k )gl¡1k=0 in C £ C can be chosen so that
conditions (a) through (d) are satis¯ed. Then we want to ¯nd a pair (z¸l ; z
¹
l ) 2 C£C as
required, by applying Proposition 5.1. Since all the assumptions of Proposition 5.1 can
be checked in a way similar to the proof of [18, Proposition 4.2], we apply Proposition
5.1 with t = sN to ¯nd y¸l ; y
¹
l 2 C and g¸l ; g¹l 2 Y satisfying the following conditions:
y¸l = T (sl ¡ sl¡1)z¸l¡1 +
Z sl¡sl¡1
0
T (»)Bz¸l¡1 d» + g
¸
l ;(5.12)
kg¸l k · ¸(sl ¡ sl¡1); kg¸l kY · ¸(sl ¡ sl¡1)¯ ;
y¹l = T (sl ¡ sl¡1)z¹l¡1 +
Z sl¡sl¡1
0
T (»)Bz¹l¡1 d» + g
¹
l ;
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kg¹l k · ¹(sl ¡ sl¡1); kg¹l kY · ¹(sl ¡ sl¡1)¯ ;
kz¸l¡1 ¡ x¸i¡1kY · ¸; kz¹l¡1 ¡ x¹j¡1kY · ¹;(5.13)
ky¸l ¡ x¸i¡1kY · ¸; ky¹l ¡ x¹j¡1kY · ¹;
V (sN ; sl; y¸l ; y
¹




(sN ¡ »)¡®0»¡¯0 d»
!






(sN ¡ »)¡®0»¡¯0 d»
!
(!µ(2¸+ 2¹)(1 + kz¸l¡1kY + kz¹l¡1kY )






(sN ¡ »)¡® d» + (sl ¡ sl¡1)(1 + s¯0N (¸+ ¹))
!
:
Now, we consider the pair (z¸l ; z
¹
l ) in C £ C de¯ned by
z¸l =
8<:y¸l if sl < t¸ix¸i if sl = t¸i and z¹l =
8<:y
¹
l if sl < t
¹
j
x¹j if sl = t
¹
j ;
and the pair (Á¸l ; Á
¹
l ) in Y £ Y de¯ned by Á¸l = z¸l ¡ y¸l and Á¹l = z¹l ¡ y¹l . Then,
conditions (a) and (b) are clearly satis¯ed. Note by (5.13) that kz¸l¡1kY · kx0kY +½0+¸
and kz¹l¡1kY · kx0kY + ½0 + ¹. Substituting these inequalities into (5.14), and using
condition (V1), we verify condition (e). Once condition (c) with k = l is proved,
condition (d) can be shown by using (5.13),
V (sl; sl; z¸l ; z
¹
l ) · V (sl; sl; y¸l ; y¹l ) + LY (kÁ¸l kY + kÁ¹l kY )
· LY (ky¸l ¡ y¹l kY + kÁ¸l kY + kÁ¹l kY )
and kx¸i¡1 ¡ x¹j¡1kY · 2½0. The fact that the pair (z¸l ; z¹l ) satis¯es conditions (c) for
k = l is proved similarly to [18, Proposition 4.2]. We here omit the detail. Thus, the
desired sequences f(z¸k ; z¹k )gNk=0 in C£C and f(Á¸k ; Á¹k)gNk=0 in Y £Y can be constructed
inductively.
x 6. Proof of Theorem 2.3
We begin by showing the implication \(i) ) (ii)". To do this, assume that there
exists a semigroup fS(t); t ¸ 0g of Lipschitz operators on D such that for each x 2 D,
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S(¢)x is a global mild solution to (SP;x). It is known [11, Theorem 4.1] that there exist
!0 ¸ 0, M ¸ m > 0, L > 0 and a nonnegative functional V0 on X £X such that
jV0(x; y)¡ V0(x^; y^)j · L(kx¡ yk+ kx^¡ y^k) for (x; y); (x^; y^) 2 X £X,
mkx¡ yk · V0(x; y) ·Mkx¡ yk for x; y 2 D;
V0(S(t)x; S(t)y) · e!0tV0(x; y) for x; y 2 D and t ¸ 0:
Let ¿ > 0 and de¯ne a nonnegative functional V on ¢£Y £Y by V (t; s; x; y) = V0(x; y)
for (t; s; x; y) 2 ¢£Y £Y . Let ®0; ¯0 2 [0; 1). Then, it is obvious that the functional V
satis¯es conditions (V1) through (V3). It remains to check conditions (ii-2) and (ii-3).
To do this, let (t; s) 2 ¢ with t 6= s and (x; y) 2 C £ C. Then we have, for h > 0 such
that s+ h · t,
((s+ h)=t)¯0(t¡ s)®0(V (t; s+ h; J(h)x; J(h)y)¡ V (t; s; x; y))=h
· (t¡ s)®0(V0(J(h)x; J(h)y)¡ V0(x; y))=h
· ¿®0fh¡1(e!0h ¡ 1)V0(x; y) + L(kJ(h)x¡ S(h)xk+ kJ(h)y ¡ S(h)yk)=hg;
and the last term on the right-hand side vanishes as h # 0 because S(¢)x is a mild solution
to (SP;x) and limh#0 h¡1(S(h)x¡J(h)x) = limh#0 h¡1
R h
0
T (h¡s)(BS(s)x¡Bx) ds = 0.
Here we have used the continuity of BS(¢)x in X at t = 0 (by Proposition 3.3 (v)).
Condition (ii-2) is thus shown to be satis¯ed with ! = ¿®0!0. To check condition
(ii-3), let x 2 C. Then, we have S(¢)x 2 C([0;1);Y ) and BS(¢)x 2 C([0;1);X) by
Proposition 3.3 (v). Since J(h)x¡ S(h)x 2 D((¡A)®) and
k(¡A)® (J(h)x¡ S(h)x)k ·
Z h
0
k(¡A)®T (h¡ s)(Bx¡BS(s)x)k ds
· (1¡ ®)¡1M® sup
0·s·h
kBx¡BS(s)xk ¢ h1¡®
for all h > 0, and since S(h)x 2 C for all h > 0, we observe that condition (ii-3) is
satis¯ed with ¯ = 1¡ ® and x± = S(±)x.
In order to prove that (ii) implies (i), by [18, Propositions 2.5 and 2.6] we have
only to show the existence of a local mild solution with initial value in C. To this end,
let x0 2 C. Then, condition (B) ensures the existence of ½0 > 0 and MB > 0 satisfying
kBxk · MB for x 2 UY [x0; ½0] \ C. By continuity, there exists a > 0 such that
K(MB + 1)a¯ + sup»2[0;a] kT (»)x0 ¡ x0kY · ½0. Let b be a positive number satisfying
!b1¡®B(1¡®0; 1¡¯0) < 1, where B(¢; ¢) is the beta function. Set ¹¿ = a^b^¿ ^1. Then
we have K(MB + 1)¹¿¯ + sup»2[0;¹¿ ] kT (»)x0 ¡ x0kY · ½0. Proposition 4.3 asserts that
for each " 2 (0; "0] there exists a sequence f(t"j ; x"j ; ³"j )g1j=1 in [0; ¹¿) £ C £ Y satisfying
(i) through (vii) in Proposition 4.3. For each " 2 (0; "0], we de¯ne a family fu"g of step
functions by u"(t) = x"i for t 2 [t"i ; t"i+1) and i = 0; 1; 2; : : : Once it is demonstrated that
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the family fu"g converges in the space C([0; ¹¿);X) as " # 0, the proof of the implication
\(ii) ) (i)" is completed just as in the proof of [18, Theorem 5.2].
Now, let ¸; ¹ 2 (0; "0], and let fskg1k=0 be a sequence constructed as in Proposition
5.2. Then, in order to show that the family fu"g converges in the space C([0; ¹¿);X) as
" # 0, we use the step function ª : [0; ¹¿)! R+ de¯ned by
ª(s) = V (sk¡1; sk¡1; u¸(sk¡1); u¹(sk¡1)) for s 2 [sk¡1; sk) and k = 1; 2; 3; : : :
Let t 2 [0; ¹¿). Then there exists a nonnegative integer N such that t 2 [sN ; sN+1).
Applying Proposition 5.2, we ¯nd a sequence f(z¸k ; z¹k )gNk=0 in C £ C and a sequence
f(Á¸k ; Á¹k)gNk=0 in Y £Y satisfying (a) through (e) in Proposition 5.2. In order to estimate
ª(t) we need the following inequality
(6.1) jV (sk¡1; sk¡1; z¸k¡1; z¹k¡1)¡ V (sk¡1; sk¡1; u¸(sk¡1); u¹(sk¡1))j · LY (¸+ ¹)
for 1 · k · N+1, which is derived in a way similar to [18, Theorem 5.2]. By Proposition
5.2 (c) we have
PN




i ¡t¸i¡1). We shall apply Lemma 4.1 (ii)
to estimate
PN
k=1 kT (sN ¡ sk)Á¸kkY . Let fkjglj=1 be the increasing sequence consisting
of all 1 · k · N such that sk = t¸i for some i. Then there exists an increasing sequence
fijglj=1 such that skj = t¸ij for 1 · j · l. By Proposition 5.2 (c) we have Á¸k = 0
for k 62 fk1; : : : ; klg; hence
PN
k=1 kT (sN ¡ sk)Á¸kkY =
Pl
j=1 kT (sN ¡ tij )Á¸kjkY . Set
t¸i0 = 0. Since t
¸
ij¡1 · t¸ij¡1 < t¸ij for 1 · j · l, Proposition 5.2 (c) implies that
kÁ¸kjk · 3¸(t¸ij ¡ t¸ij¡1) and kÁ¸kjkY · 3K¸(t¸ij ¡ t¸ij¡1)¯ for 1 · j · l. We therefore
apply Lemma 4.1 (ii) to obtain
PN
k=1 kT (sN ¡ sk)Á¸kkY · 3K2¸s¯N .
Using (6.1) to estimate the second term on the right-hand side of (5.11) and adding
the resulting inequality from k = 1 and k = N , we ¯nd
ª(t) ·LY (¸+ ¹) + 3KL(¹¿ +K¹¿¯+¯0)(¸+ ¹) + !s¯0N
Z sN
0




(sN ¡ »)¡®0»¡¯0 d»
¶






(sN ¡ »)¡® d» + ¹¿(1 + ¹¿¯0(¸+ ¹))
¶
:




(sN ¡ »)¡®0»¡¯0ª(») d» · ¹¿1¡®0B(1¡ ®0; 1¡ ¯0) sup
s2[0;¹¿)
ª(s):
Therefore, there exists a family f"¸;¹g of positive numbers such that lim sup¸;¹#0 "¸;¹ =
0 and
ª(t) · "¸;¹ + !¹¿1¡®0B(1¡ ®0; 1¡ ¯0) sup
s2[0;¹¿)
ª(s) for t 2 [0; ¹¿).
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Since !¹¿1¡®0B(1¡ ®0; 1¡ ¯0) < 1, this implies that
supfku¸(t)¡ u¹(t)k; t 2 [0; ¹¿)g ! 0 as ¸, ¹ # 0
and hence that there exists a measurable function u : [0; ¹¿)! X such that lim"#0 u"(t) =
u(t) in X, uniformly for t 2 [0; ¹¿). Thus the proof is complete.
x 7. An application to drift-di®usion systems
This section is devoted to an application of Theorem 2.3 to the Cauchy problem
for the drift-di®usion system
(DD)
8>><>>:
@tu¡¢u¡r ¢ (urÃ) = 0 in RN £ (0;1);
¡¢Ã = u on RN £ (0;1);
u(x; 0) = u0(x) ¸ 0;
where N ¸ 2. Let Lp+(RN ) be the set of all nonnegative functions in Lp(RN ). The fol-
lowing theorem will be obtained through our abstract results (Theorem 2.3 and Propo-
sition 3.3).
Theorem 7.1. Let p 2 [N=2; N). For each initial data u0 2 Lp+(RN ), the
Cauchy problem to (DD) has a unique solution u in the class
C([0;1);Lp+(RN )) \ C1((0;1);Lp(RN )) \ C((0;1);D(¢p));
where D(¢p) is the domain of the Laplace operator ¢ in Lp(RN ) de¯ned by
D(¢p) =W 2;p(RN ) for N=2 < p < N ,
D(¢N=2) =
8<:W 2;N=2 for N ¸ 3,fu 2 L1;u 2W 1;p for 1 · p < 2 and ¢u 2 L1g for N = 2:
Let p 2 [N=2; N). Then the operator A in X = Lp(RN ) de¯ned by
Au = ¢u¡ u for u 2 D(A) := D(¢p)
is the in¯nitesimal generator of an analytic (C0) semigroup on X of negative type. By
using the operator B from D \D((¡A)®) into X de¯ned by
Bu = r ¢ (urÃ) + u for u 2 D \D((¡A)®), where ¡¢Ã = u,
the Cauchy problem for (DD) can be converted into the semilinear problem (SP) if the
setD ½ X and ® 2 (0; 1) appearing in the abstract setting are determined appropriately.
The arguments are divided into the following two cases:
(7.1) (I) N=2 < p < N; (II) p = N=2:
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For simplicity in notation we write Lp, Lp+ and W
k;p instead of Lp(RN ), Lp+(RN )
and W k;p(RN ), respectively. The usual Lp norm is denoted by k ¢ kp. The symbol K
stands for various constants throughout this section.
We begin by considering the case (I). Let X = Lp and k ¢ k = k ¢ kp. Then,
the analytic (C0) semigroup fT (t); t ¸ 0g on X generated by the operator A satis¯es
kT (t)k · e¡t for t ¸ 0 and the Lp-Lp0 estimate
(7.2) kT (t)(r ¢ v)k · Kt¡N=(2p)kvkp0 for v 2 (Lp0)N with r ¢ v 2 X;
where 1=p0 = 1=p + 1=q and 1=q = 1=p ¡ 1=N . By the Gagliardo-Nirenberg inequality
we have D(A) ½ L1 \W 1;N and
kuk1 · Kkuk1¡N=(2p)kukN=(2p)W 2;p · Kkuk1¡N=(2p)kAukN=(2p) for u 2 D(A),
kukW 1;N · Kkuk1¡N=(2p)kukN=(2p)W 2;p · Kkuk1¡N=(2p)kAukN=(2p) for u 2 D(A):
By (7.1) (I) we choose ® 2 (N=(2p); 1) and set Y = D((¡A)®). Then, by [18, Lemma
A.1] we have Y ½ L1 \W 1;N and
kuk1 · Kkuk1¡N=(2p®)k(¡A)®ukN=(2p®) for u 2 Y ;(7.3)
kukW 1;N · Kkuk1¡N=(2p®)k(¡A)®ukN=(2p®) for u 2 Y :(7.4)
Let r0 > 0 and set
(7.5) D = fu 2 Lp; u ¸ 0; kukp · r0g
and C = D \ Y . Then, we de¯ne an operator B from C into X by
(7.6) Bu = r ¢ (urÃ) + u (= ru ¢ rÃ ¡ u2 + u) for u 2 C,
where Ã = (¡¢)¡1u. The de¯nition makes sense because ru 2 (LN )N for u 2 C,
rÃ 2 (Lq)N and 1=q = 1=p¡ 1=N , by the following lemma.
Lemma 7.2. [13, Corollary 2.3] Let r 2 (1; N) and 1=s = 1=r ¡ 1=N . Then
there exists a positive constant KN;r depending only on N and r such that
kr(¡¢)¡1fks · KN;rkfkr for f 2 Lr.
This lemma immediately follows from the Hardy-Littlewood-Sobolev inequality.
The following lemma asserts that the operator B satis¯es conditions (B1) and (B2).
Lemma 7.3.
(i) For each ½ > 0 there exists LB(½) > 0 such that
kBu¡Bvk · LB(½)ku¡ vkY for u, v 2 C with kukY · ½ and kvkY · ½.
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(ii) There exists MB > 0 such that kBuk ·MBkukY for u 2 C.
Proof. Let u, u^ 2 C and put Ã^ = (¡¢)¡1u^. Since 1=q = 1=p¡1=N , by the HÄolder
inequality we have
kBu¡Bu^k · kru ¢ rÃ ¡ru^ ¢ rÃ^kp + ku2 ¡ u^2kp + ku¡ u^kp
· ku¡ u^kW 1;N krÃkq + ku^kW 1;N kr(¡¢)¡1(u¡ u^)kq
+ 2(kukp + ku^kp)ku¡ u^k1 + ku¡ u^kp:
Using (7.3), (7.4), Lemma 7.2 with (r; s) = (p; q) and the inequality kuk · KkukY , we
see that assertion (i) holds. To show assertion (ii), let u 2 C. Then, we have
kBuk · krukNkrÃkq + ku2kp + kukp
· KkukpkukY + kuk1kukp + kukp · K(1 + r0)kukY
by (7.3), (7.4) and Lemma 7.2.
To check condition (ii-3), let v0 2 C and consider the linear operator B0 on Y into
X de¯ned by B0u = ru ¢ rÃ0 ¡ uv0 + u for u 2 Y , where Ã0 = (¡¢)¡1v0. Similarly
to the veri¯cation of (ii) of Lemma 7.3, the operator B0 is bounded on Y into X. This
implies the existence of u 2 C([0;1);Y ) \ C1((0;1);X) such that u(0) = v0 and
u0(t) = Au(t) +B0u(t) for t > 0.
Lemma 7.4. For each " > 0 there exists ± 2 (0; "] such that u(±) 2 C and
ku(±)¡ J(±)v0k · "±; ku(±)¡ J(±)v0kY · "±1¡®;(7.7)
where J(t)v0 = T (t)v0 +
R t
0
T (»)Bv0 d» for t ¸ 0.
Proof. To prove u(t) 2 C for t > 0, let ½" be a molli¯er and de¯ne h" and ©" by
h"(¾) =
R ¾
¡" ½"(») d» and ©"(¾) =
R ¾








©"(¡u¡ ")p¡1h"(¡u¡ ")(¢u+ru ¢ rÃ0 ¡ uv0) dx
for t > 0. If f 2 C2(R) satis¯es that f(») ¸ 0 for » 2 [a; b] and that jf(»)j · Kj»j,
jf 0(»)j · K and f 00(») ¸ 0 for » 2 R, thenZ
RN
f(v)p¡1f 0(v)¢v dx · 0 for v 2W 2;p with a · v · b.
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r(©"(¡u¡ ")p) ¢ rÃ0 dx¡ p
Z
RN





for t > 0. To obtain the last inequality we have used the fact that ¡¢Ã0 = v0 and
©"(» ¡ ") · h"(» ¡ ")» for » 2 R. Notice that v0 ¸ 0. Since the right-hand side is less
than or equal to zero, we have ©"(¡u ¡ ") = 0 for t > 0; hence u(t) ¸ 0 for t > 0.
Similarly, we ¯nd, by noting that u(t) ¸ 0 for t ¸ 0,
(d=dt)ku(t)kpp · (1¡ p)
Z
RN
u(x; t)pv0(x) dx · 0 for t > 0;
which implies that ku(t)kp · kv0kp · r0 for t > 0. Hence u(t) 2 C for t > 0. Since
u(t) = T (t)v0 +
R t
0




T (t¡ »)(B0u(»)¡Bv0) d»
for t ¸ 0. By (7.3), (7.4) and Lemma 7.2 with (r; s) = (p; q) we have
kB0u(»)¡Bv0k · kr(u(»)¡ v0)kNkrÃ0kq + ku(»)¡ v0k1kv0kp + ku(»)¡ v0kp
· K(1 + kv0kp)ku(»)¡ v0kY
for » ¸ 0. Since kT (t)vkY ·M®t¡®kvk for v 2 Y and t > 0, we ¯nd that




ku(t)¡ J(t)v0kY · K(1 + kv0kp)t1¡® sup
»2[0;t]
ku(»)¡ v0kY :
Since u 2 C([0;1);Y ), the assertion of the lemma is true.
Let ¿ > 0 and ¢ = f(t; s); 0 · s · t · ¿g. To check conditions (ii-1) and (ii-2), we
employ the nonnegative functional V on ¢£ Y £ Y de¯ned by
V (t; s; v; w) = kT (t¡ s)(v ¡ w)k for (t; s; v; w) 2 ¢£ Y £ Y :
Then it is easily checked that condition (V1) and (V2) in (ii-1) is satis¯ed with ¯0 = 0.
Condition (V3) follows from the contractivity of T (t) in B(X) and the inequality
(7.8) k(¡A)°(T (h)v ¡ v)k · Kh®¡°kvkY
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for h ¸ 0, ° 2 [0; ®] and v 2 Y . To verify condition (ii-2), let s 2 [0; ¿) and v; v^ 2 C,
and set Ã^ = (¡¢)¡1v^. Then
T (t¡ (s+ h))(J(h)v ¡ J(h)v^) =T (t¡ s)(v ¡ v^) + hT (t¡ s)(Bv ¡Bv^)
+ T (t¡ (s+ h))
Z h
0
(T (»)¡ T (h))(Bv ¡Bv^) d»
and an application of (7.2) yields that
kT (t¡ s)(Bv ¡Bv^)k · K(t¡ s)¡N=(2p)k(v ¡ v^)rÃ + v^(rÃ ¡rÃ^)kp0 + kv ¡ v^kp
· K(t¡ s)¡N=(2p)(kvkp + kv^kp + 1)kv ¡ v^kp
for s + h · t · ¿ . Here we have used the HÄolder inequality and Lemma 7.2 with
(r; s) = (p; q) to obtain the last inequality, since p; q; p0 satisfy 1=p0 = 1=p + 1=q and
1=q = 1=p¡ 1=N . Since V (s; s; v; v^) = kv ¡ v^kp, we have
(V (t; s+ h; J(h)v; J(h)v^)¡ V (t; s; v; v^))=h




k(T (»)¡ T (h))(Bv ¡Bv^)k d»
for s + h · t · ¿ . Since kvkp · r0 and kv^kp · r0, the inequality above shows that
condition (ii-2) is satis¯ed with ®0 = N=(2p). Since (ii-3) follows from Lemma 7.4, we
apply Theorem 2.3 to obtain a semigroup fS0(t); t ¸ 0g of Lipschitz operators on D
such that for each u0 2 D, S0(t)u0 is a global mild solution to (SP; u0), where D is the
set de¯ned by (7.5).
In the case of (I), Theorem 7.1 is a direct consequence of the following theorem.
Theorem 7.5. There exists a semigroup fS(t); t ¸ 0g on Lp+ satisfying the fol-
lowing conditions:
(i) For each ¿; r > 0 there exists M(¿; r) > 0 such that kS(t)u0 ¡ S(t)v0kp ·
M(¿; r)ku0 ¡ v0kp for t 2 [0; ¿ ] and u0, v0 2 Lp+ with ku0kp · r, kv0kp · r.
(ii) kS(t)u0kp · ku0kp for t ¸ 0 and u0 2 Lp+.
(iii) For each u0 2 Lp+, the (DD) has a unique global C1-solution u given by u(t) =
S(t)u0 for t ¸ 0, where by a C1-solution is meant a solution in the class C([0;1);Lp)\
C1((0;1);Lp) \ C((0;1);D(¢p)).
Proof. To prove the existence of a semigroup fS(t); t ¸ 0g on Lp+ as required,
let r > 0. Then, by the fact shown above, there exists a semigroup fSr(t); t ¸ 0g of
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Lipschitz operators on Dr = fv 2 Lp+; kvk · rg such that for each u0 2 Dr, Sr(t)u0
is a global mild solution to (SP; u0). By the uniqueness of mild solutions (Theorem
3.1), the family fS(t); t ¸ 0g de¯ned by S(t)v := Sr(t)v for v 2 Dr and t ¸ 0 forms
a semigroup on Lp+. From Propositions 3.1 and 3.3 (iv) we deduce that the semigroup
fS(t); t ¸ 0g satis¯es condition (i) and the condition that for each u0 2 Lp+, S(t)u0 is a
global C1-solution of (DD). To prove (ii), let u0 2 Lp+ and set r = ku0kp. Then we have
S(t)u0 = Sr(t)u0 2 Dr for t ¸ 0. This implies condition (ii). To show the uniqueness
of C1-solutions, let u0 2 Lp+ and u be any C1-solution with u(0) = u0. Let ¹¿ > 0.
Then there exists r0 > 0 such that ku(t)kp · r0 for t 2 [0; ¹¿ ]; namely u(t) 2 D for
t 2 [0; ¹¿ ]. Let " > 0. Since the function u"(t) := u(t+ ") is a mild solution of (SP; u("))
on [0; ¹¿ ¡ "], Proposition 3.1 asserts that ku"(t)¡ S(t+ ")u0k ·M¹¿ku(")¡ S(")u0k for
t 2 [0; ¹¿ ¡ "]. This implies that u(t) = S(t)u0 for t ¸ 0.
Next we shall consider the case (II). In this case the arguments will be divided
into two parts. In fact, a semigroup on LN=2+ \L2N=3 will be constructed in Step 1 and
extended to a semigroup on LN=2+ in Step 2.
Step 1. The purpose is to prove the existence of a semigroup fS(t); t ¸ 0g on
L
N=2
+ \ L2N=3 satisfying the following conditions:
(i) For each ¿; r > 0 there exists M(¿; r) > 0 such that
kS(t)u0 ¡ S(t)v0kN=2 ·M(¿; r)ku0 ¡ v0kN=2
for t 2 [0; ¿ ] and u0, v0 2 LN=2+ \ L2N=3 satisfying ku0k2N=3 · r and kv0k2N=3 · r.
(ii) kS(t)u0k2N=3 · ku0k2N=3 for t ¸ 0 and u0 2 LN=2+ \ L2N=3.
(iii) For each u0 2 LN=2+ \ L2N=3, S(t)u0 is a unique C1-solution satisfying S(t)u0 2
C([0;1);L2N=3).
For this purpose, let X = LN=2, k ¢ k = k ¢ kN=2 and de¯ne a linear operator
A0 by A0u = ¢u for u 2 D(A0) = D(¢N=2). Then the operator A in X de¯ned by
Au = A0u¡u for u 2 D(A) = D(A0) generates an analytic (C0) semigroup fT (t); t ¸ 0g
on X satisfying kT (t)k · e¡t for t ¸ 0. Let v 2 D(A) and t > 0. By the identity
v = T (t)v ¡ R t
0
T (»)Av d» and the LN=2-L2N=3 estimate
kT (t)vk2N=3 · Kt¡1=4kvk for v 2 LN=2 and t > 0
we have kvk2N=3 · K(t¡1=4kvk + t3=4kAvk). Letting t = kvkN=2=kAvkN=2 gives the
estimate kvk2N=3 · Kkvk3=4kAvk1=4 for v 2 D(A). Similarly, we obtain krvk2N=3 ·
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Kkvk1=4kAvk3=4 for v 2 D(A). By the two inequalities above and the Gagliardo-
Nirenberg inequality we have D(A) ½W 1;2N=3 ½ L2N and
kuk2N · KkukW 1;2N=3 · Kkuk1=4kAuk3=4 for u 2 D(A).
Let ® 2 (3=4; 1) and Y = D((¡A)®). Then, by [18, Lemma A.1] we have Y ½W 1;2N=3
and
kuk2N=3 · Kkuk1=2k(¡A)1=2uk1=2 for u 2 Y ;(7.9)
kuk2N · KkukW 1;2N=3 · Kkuk1¡3=(4®)k(¡A)®uk3=(4®) for u 2 Y :(7.10)
Let r0 > 0 and set D = fu 2 LN=2 \ L2N=3; u ¸ 0; kuk2N=3 · r0g and C = D \ Y .
De¯ne a nonlinear operator B from C into X as in the case (I). Then, the de¯nition
of the operator B makes sense because ru 2 (L2N=3)N and rÃ 2 (L2N )N for u 2 C.
The proof of Lemma 7.3 is also valid with Lp, Lq, W 1;N and L1 replaced by LN=2,
L2N , W 1;2N=3 and L2N , respectively. Thus, the operator B satis¯es conditions (B1)
and (B2).
To check condition (ii-3), let v0 2 C and consider the operators A and B in X :=
LN=2 \ L2N=3 de¯ned by Au = ¢u ¡ u for D(A) := D(AN=2) \ D(A2N=3) and Bu =
ru ¢ rÃ0 ¡ uv0 ¡ u for D(B) := D((¡A)®), where Ã0 = (¡¢)¡1v0. Notice that
D((¡A)®) ½ D((¡AN=2)®) \D((¡A2N=3)® and (¡A)®u = (¡AN=2)®u = (¡A2N=3)®u
for u 2 D((¡A)®). Similarly to the veri¯cation of condition (B2) we ¯nd
kBukN=2 · K(1 + kv0k2N=3)k(¡AN=2)®ukN=2 for u 2 D((¡A)®);
kBuk2N=3 · K(1 + kv0k2N=3)k(¡A2N=3)®uk2N=3 for u 2 D((¡A)®);
hence kBukX · K(1 + kv0k2N=3)k(¡A)®ukX for u 2 D((¡A)®). It follows that the
abstract Cauchy problem for A+B has a solution u 2 C([0;1);Y ) \ C1((0;1);X) \
C((0;1);W 2;2N=3) \ C1((0;1);L2N=3)). By using this fact, Lemma 7.4 is also proved
in the present setting.
To check conditions (ii-1) and (ii-2), we employ the nonnegative functional V on
¢£ Y £ Y de¯ned by
V (t; s; v; w) = kT (t¡ s)(v ¡ w)k+ t1=4kT (t¡ s)(v ¡ w)k2N=3
for (t; s; v; w) 2 ¢£ Y £ Y . Then, conditions (V1) and (V2) in (ii-1) are satis¯ed with
¯0 = 1=4. To check condition (V3), let (t; s; v; w), (t^; s^; v; w) 2 ¢ £ Y £ Y . Then we
infer from (7.8) and (7.9) that
jV (t; s; v; w)¡ V (t^; s^; v; w)j
· jkT (t¡ s)(v ¡ w)¡ T (t^¡ s^)(v ¡ w)k+ jt1=4 ¡ t^1=4jkT (t¡ s)(v ¡ w)k2N=3
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+ t^1=4k(¡A)1=2(T (t¡ s)(v ¡ w)¡ T (t^¡ s^)(v ¡ w))k
· Kjt¡ s¡ (t^¡ s^)j®kv ¡ wkY +Kjt¡ t^j1=4kv ¡ wkY
+K¿1=4jt¡ s¡ (t^¡ s^)j®¡1=2k(v ¡ w))kY
· µ(jt¡ t^j+ js¡ s^j)(kvkY + kwkY );
where µ(») = K(»® + »1=4 + »®¡1=2). This shows that condition (H3) is satis¯ed.
To verify condition (ii-2), let (t; s) 2 ¢ with t 6= s and v, v^ 2 C, and set Ã^ =
(¡¢)¡1v^. For any Banach space (X0; k ¢ kX0) we have
kT (t¡ s¡ h)(J(h)v ¡ J(h)v^)kX0
· kT (t¡ s)(v ¡ v^)kX0 + hkT (t¡ s)(Bv ¡Bv^)kX0(7.11)
+ kT (t¡ s¡ h)kX!X0
Z h
0
k(T (»)¡ T (h))(Bv ¡Bv^)kX d»
for h > 0 such that s+ h · t. Let h > 0 and s+ h · t. Considering the cases X0 = X
and X0 = L2N=3 in the above estimate, we obtain
(V (t; s+ h; J(h)v; J(h)v^)¡ V (t; s; v; v^))=h





k(T (»)¡ T (h))(Bv ¡Bv^)k d»
+ t1=4K(t¡ s¡ h)¡1=4h¡1
Z h
0
k(T (»)¡ T (h))(Bv ¡Bv^)k d»:
Hence
(t¡ s)3=4(s+ h)1=4(V (t; s+ h; J(h)v; J(h)v^)¡ V (t; s; v; v^))=h(7.12)
· K(t¡ s)1=4(s+ h)1=4kvrÃ ¡ v^rÃ^kN=2 +K(t¡ s)3=4(s+ h)1=4kv ¡ v^kN=2
+Kt1=4(s+ h)1=4kvrÃ ¡ v^rÃ^kN=2 +Kt1=4(t¡ s)3=4(s+ h)1=4kv ¡ v^k2N=3
+ (t¡ s)3=4(s+ h)1=4g(h):
By the HÄolder inequality and Lemma 7.2 we ¯nd that
kvrÃ ¡ v^rÃ^kN=2 · kv ¡ v^k2N=3krÃk2N + kv^k2N=3krÃ ¡rÃ^kL2N(7.13)
· K(kvk2N=3 + kv^k2N=3)kv ¡ v^k2N=3:
It follows from (7.12) that
lim inf
h#0
(t¡ s)3=4(s+ h)1=4(V (t; s+ h; J(h)v; J(h)v^)¡ V (t; s; v; v^))=h
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· Kt1=4V (s; s; v; v^);
and so condition (ii-2) is checked to be satis¯ed. Condition (ii-3) follows from Lemma
7.4. Similarly to the proof in Case (I), Theorem 2.3 guarantees the existence of a desired
semigroup fS(t); t ¸ 0g on LN=2+ \L2N=3, if it is proved that S(t)u0 2 C([0;1);L2N=3)
for each u0 2 LN=2+ \L2N=3. This fact will be shown in the following way: We note that




for t ¸ 0 and v0 2 LN=2+ \ L2N=3, where fU(t); t ¸ 0g is the analytic (C0) semigroup
on X = LN=2+ generated by A0 and F is the operator from L
N=2
+ \ Y into X de¯ned by
Fv = r ¢ (vrÃ) for v 2 LN=2+ \ Y , where Ã = (¡¢)¡1v. The following Lp-Lq estimates
will be often used:
kU(t)vk2N=3 · K0t¡1=4kvk for v 2 LN=2,(7.15)
kU(t)(r ¢ v)k · K1t¡1=2kvk for v 2 (LN=2)N with r ¢ v 2 LN=2,(7.16)
kU(t)(r ¢ v)k2N=3 · K2t¡3=4kvk for v 2 (LN=2)N with r ¢ v 2 LN=2.(7.17)
Hereafter Ki stand for constants depending on N . Now, let u0 2 LN=2+ \ L2N=3. Then
we have U(t)u0 2 L2N=3 for t ¸ 0 and limt#0 U(t)u0 = u0 in L2N=3. Since Y ½ L2N=3,









for t ¸ 0. Here we have used (7.17) and kr(¡¢)¡1vk2N · K3kvk2N=3 for v 2 L2N=3.
By (ii) of Step 1 we have limt#0
R t
0
U(t ¡ s)FS(s)u0 ds = 0 in L2N=3. It follows that
S(t)u0 2 C([0;1);L2N=3).
Step 2. The purpose is to extend the semigroup fS(t); t ¸ 0g on LN=2+ \ L2N=3
obtained in Step 1 to a semigroup feS(t); t ¸ 0g on LN=2+ . Our argument is similar to
[3, 4, 7, 8]. To construct a family fDr; r > 0g of subsets of X such that LN=2+ = [r>0Dr,
choose ±0 > 0 so that 16K2K3B(1=4; 1=2)±0 < 1 and put
R0 = (1¡
p
1¡ 16K2K3B(1=4; 1=2)±0)=(4K2K3B(1=4; 1=2)) > 0:
Since R0 satis¯es 2±0 + 2K2K3B(1=4; 1=2)R20 = R0, we observe that
(7.18) 2K2K3B(1=4; 1=2)R0 < 1; 2±0 +K2K3B(1=4; 1=2)R20 < R0:
Since t1=4kU(t)vk2N=3 ! 0 as t # 0 for any v 2 C10 dense in L2N=3 and since t1=4kU(t)vk2N=3
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for v 2 LN=2. For each r > 0 set Dr = fv 2 LN=2+ ; t1=4kU(t)vk2N=3 · ±0 for t 2 (0; r]g
and Cr = Dr\Y . Then we observe that LN=2+ = [r>0Dr by (7.19) and that Cr ½ L2N=3
and Cr is dense in Dr for each r > 0.
Let fS(t); t ¸ 0g be the semigroup on LN=2+ \ L2N=3 obtained in Step 1. Then we
want to show that for each ¿ > 0 and r > 0 there exist K¿;r > 0 and eK¿;r > 0 such that
kS(t)v0 ¡ S(t)v^0k2N=3 · K¿;rt¡1=4kv0 ¡ v^0k;(7.20)
kS(t)v0 ¡ S(t)v^0k · eK¿;rkv0 ¡ v^0k(7.21)
for t 2 (0; ¿ ] and v0, v^0 2 Cr. For this purpose we shall demonstrate that
(7.22) kS(t)vk2N=3 · (t ^ r)¡1=4R0 for t ¸ 0 and v 2 Cr.
To do this, let v 2 Cr and de¯ne w(t) := t1=4kS(t)vk2N=3 for t ¸ 0. Clearly, w 2
C([0;1);R+) and w(0) = 0. We use (7.15), (7.17) and (7.13) with v^ = 0 to estimate
(7.14). This yields that




for t > 0. Let ¹t = supft 2 [0; r];w(s) · R0 for s 2 [0; t]g. To show that ¹t = r, assume
to the contrary that ¹t < r. Then by the de¯nition of ¹t and the continuity of w we see
that w(t) · R0 for t 2 [0; ¹t] and w(¹t) = R0. Setting t = ¹t in (7.23), we have by (7.18)







(¹t¡ s)¡3=4s¡1=2R20 ds < R0:
This is a contradiction to the maximality of ¹t. Hence t1=4kS(t)vk2N=3 · R0 for t 2 [0; r].
By condition (ii) shown in Step 1 we have kS(t)vk2N=3 · kS(r)vk2N=3 · r¡1=4R0 for
t ¸ r. Combining these inequalities we obtain the desired inequality (7.22).
To prove (7.20), let ¿ > 0, r > 0 and v0, v^0 2 Cr. Then we use (7.14) to represent
the di®erence S(t)v0 ¡ S(t)v^0, and then estimate it by (7.15), (7.17), (7.13) and (7.22).
This yields that
t1=4kS(t)v0 ¡ S(t)v^0k2N=3
· K0kv0 ¡ v^0k+ 2K2K3
Z t
0
t1=4(t¡ s)¡3=4s¡1=4R0kS(s)v0 ¡ S(s)v^0k2N=3 ds
(7.24)
· K0kv0 ¡ v^0k+ 2K2K3R0B(1=4; 1=2) sup
t2[0;r]
t1=4kS(t)v0 ¡ S(t)v^0k2N=3
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for t 2 (0; r]. By (7.18) one ¯nds K4 > 0 such that
(7.25) kS(t)v0 ¡ S(t)v^0k2N=3 · K4t¡1=4kv0 ¡ v^0k for t 2 (0; r]:
Similarly, we deduce from (7.25) that
kS(t)v0 ¡ S(t)v^0k2N=3
· K0t¡1=4kv0 ¡ v^0k+ 2K2K3
Z r
0




(t¡ s)¡3=4r¡1=4R0kS(s)v0 ¡ S(s)v^0k2N=3 ds




(t¡ s)¡3=4kS(s)v0 ¡ S(s)v^0k2N=3 ds
for t > r. Combining these inequalities we have




(t¡ s)¡3=4kS(s)v0 ¡ S(s)v^0k2N=3 ds
for t 2 (0; ¿ ], where K5 = K0 + K4 + 2K2K3K4R0B(1=4; 1=2). Applying Henry' in-
equality, we obtain the inequality (7.20). Similarly to the derivation of (7.24) we ¯nd
by (7.20) that
kS(t)v0 ¡ S(t)v^0k
· kv0 ¡ v^0k+ 2K1K3R0K¿;r
µZ t
0
(t¡ s)¡1=2(s ^ r)¡1=4s¡1=4 ds
¶
kv0 ¡ v^0k
for t 2 [0; ¿ ]. This implies that the inequality (7.21) holds.
Now, we shall extend the semigroup fS(t); t ¸ 0g to a semigroup on LN=2+ . Let
v0 2 LN=2+ . Then there exists r > 0 such that v0 2 Dr. Since Cr is dense in Dr,
we ¯nd a sequence fv0;ng ½ Cr such that kv0;n ¡ v0k ! 0 as n ! 1. Let ¿ >
0. Then by (7.20) and (7.21) we observe that the sequence fS(¢)v0;ng converges in
C([0; ¿ ];X)\C((0; ¿ ];L(2N)=3) as n!1. Since the limit function does not depend on
the choice of sequences fv0;ng by (7.20) and (7.21), we can de¯ne a one-parameter family
feS(t); t ¸ 0g from LN=2+ into itself by eS(t)v0 := limn!1 S(t)v0;n for t ¸ 0. Clearly, the
family feS(t); t ¸ 0g is a semigroup on LN=2+ such that eS(¢)v0 2 C((0;1);L2N=3) for
v0 2 LN=2+ and
keS(t)v0 ¡ eS(t)v^0k · eK¿;rkv0 ¡ v^0k for t 2 [0; ¿ ] and v0, v^0 2 Dr.
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Finally, we shall prove that for each u0 2 LN=2+ , eS(t)u0 gives a unique global
C1-solution to (DD). Let u0 2 LN=2+ and set u(t) = eS(t)u0 for t ¸ 0. Since eS(")u0 2
L
N=2
+ \L2N=3 and u(t) = S(t¡")eS(")u0 for any " > 0 and t ¸ ", u is a global C1-solution
to (DD) by the fact shown in Step 1. To prove the uniqueness of C1-solutions, let v be
any global C1-solutions to (DD). Since D(¢N=2) ½ L2N=3, v(t) is continuous in L2N=3
for t > 0. The uniqueness result in Step 1 assures that v(t + ") = S(t)v(") = eS(t)v(")
for " > 0 and t ¸ 0. Thus, Theorem 7.1 for p = N=2 follows from the fact shown in
Step 1. The proof of the case (II) is now complete.
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