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RÉSUMÉ
Dans cette thèse on s’intéresse à l’étude de phénomènes d’accumulation spectrale de cer-
tains opérateurs issus de la physique quantique à savoir les opérateurs de Schrödinger,
de Pauli, et de Dirac. Typiquement, ces opérateurs apparaissent dans la modélisation
de certains problèmes de physique sous forme d’équations d’évolution. Selon les con-
traintes du problème physique, ils peuvent être associés ou non à un champ magnétique
pouvant être constant ou non constant. Le cadre où le champ magnétique est dit admis-
sible est celui que nous allons considérer (en dimension 3). Ce dernier cadre inclut
en particulier le cas des champs magnétiques constants. Deux grands thèmes sont es-
sentiellement abordés dans cette thèse: l’étude des résonances près de seuils des Hamil-
toniens quantiques cités ci-dessus lorsqu’ils sont perturbés par des potentiels électriques
auto-adjoints, et l’étude de leur spectre discret lorsqu’ils sont perturbés par des poten-
tiels électriques non auto-adjoints. Le second thème sera exploré au moyen d’inégalités
Lieb-Thirring généralisées.
Mots-clés : Opérateurs de Schrödinger, de Pauli, et de Dirac magnétiques, résonances,
inégalités Lieb-Thirring généralisées.
ABSTRACT
In this thesis we are interested to the study of spectral accumulation phenomena of
some operators coming from quantum physics, namely Schrödinger, Pauli, and Dirac
operators. Typically, these operators appear in the modeling of some physical problems
in the form of evolution equations. According to the constraints of the physical problem,
they can be associated or not to a constant or non constant magnetic field. The context
where the magnetic field is admissible is that we shall consider (in dimension 3). This
framework includes in particular the case of constant magnetic fields. Essentially, two
main themes are discussed in this thesis: the study of resonances near thresholds of
the quantum Hamiltonians mentioned above perturbed by self-adjoint potentials, and
the study of their discrete spectrum when they are perturbed by non self-adjoint poten-
tials. The second theme will be investigated with the help of generalized Lieb-Thirring
inequalities.
Keywords : Magnetic Schrödinger, Pauli, and Dirac operators, resonances, generalized
Lieb-Thirring inequalities.
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Cette thèse s’intéresse à l’étude de phénomènes d’accumulation spectrale de certains
opérateurs issus de la physique quantique à savoir les opérateurs de Schrödinger, de
Pauli, et de Dirac. Concrètement, ces opérateurs interviennent dans la modélisation de
certains problèmes de physique sous forme d’équations d’évolution. Ainsi, selon les
contraintes du problème physique, ils peuvent être associés ou non à un champ mag-
nétique pouvant être constant ou variable. Le cadre où ils sont associés à des champs
magnétiques variables dits admissibles est celui dans lequel nous allons nous placer (en
dimension 3). Ce dernier cadre inclut en particulier le cas des champs magnétiques
constants comme nous allons le voir. Essentiellement deux grands thèmes sont abordés
dans cette thèse: l’étude des résonances près de seuils des Hamiltoniens quantiques
cités ci-dessus lorsqu’ils sont perturbés par des potentiels électriques auto-adjoints, et
l’étude de leur spectre discret lorsqu’ils sont perturbés par des potentiels électriques
non auto-adjoints.
1
2 introduction
0.1 opérateurs de référence
En tenant compte du cadre tridimensionnel dans lequel l’étude de l’opérateur de
Dirac est abordée, nous allons nous placer en dimension 3 pour fixer les idées. Bien que
cette approche soit parfaitement suffisante étant donnés nos objectifs dans la section 0.2,
il peut néanmoins être utile de signaler que lorsque nous aborderons le second thème
majeur de cette thèse (section 0.4), les opérateurs de Schrödinger et de Pauli seront dans
un formalisme plus général définis en dimension supérieure. Des études spectrales
sont menées sur ces opérateurs et portent sur différents types de champs magnétiques.
On pourra à cet effet citer les champs constants [37], [76], [91], [93], [121], [124], les
champs bornés strictement positifs [59], ou à moyenne positive [94]. En dimension 3,
nos Hamiltoniens sont associés à des équations décrivant le mouvement d’une particule
non-relativiste soumis à un champ magnétique B : R3 → R3. Tout au long de cette
thèse, nous allons le supposer unidirectionnel de la forme
B ≡ (0, 0, b) (0.1)
et admissible. La notion de champ magnétique admissible fait l’objet de la sous-section
suivante.
0.1.1 Champs magnétiques admissibles
Soit x := (x⊥, x3) ∈ R3 où x⊥ := (x1, x2) ∈ R2 sont les coordonnées perpendiculaires à
la direction du champ magnétique défini par (0.1). En vertu des équations de Maxwell,
div B = 0 de sorte que b soit une fonction indépendante de la variable x3.
Définition 0.1. On dira par abus de langage que b : R2 → R est un champ magnétique
admissible s’il existe une constante b0 > 0 telle que
b = b0 + b˜, (0.2)
où b˜ est une fonction telle que l’équation de Poisson
∆ϕ˜ = b˜ (0.3)
admette une solution ϕ˜ ∈ C2(R2) vérifiant supx⊥∈R2 |Dαϕ˜(x⊥)| <∞, α ∈N2, |α| 6 2.
En voici un exemple. Soit f : R2 → C une fonction mesurable telle que f (λ) = f (−λ)
pour tout λ ∈ R2, et ∫
R2
(
1+ |λ|−2
)
f (λ)dλ <∞. Alors la fonction
b˜(x⊥) =
∫
R2
eiλ·x⊥f (λ)dλ (0.4)
définit pour tout b0 > 0 fixé, un champ magnétique admissible b. La fonction ϕ˜ associée
à la fonction b˜ dans l’équation de Poisson (0.3) est donnée par
ϕ˜(x⊥) = −
∫
R2
|λ|−2eiλ·x⊥f (λ)dλ. (0.5)
On pourra par exemple se référer à [95, section 2] pour d’autres exemples de champs
magnétiques admissibles.
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Notons que le cas b˜ ≡ 0 coïncide avec le cas où le champ magnétique B est constant, i .e.
b = b0 dans (0.2). Définissons à présent la fonction ϕ0 : R2 → R par ϕ0(x⊥) := 14b0|x⊥|2
et posons
ϕ := ϕ0 + ϕ˜, (0.6)
où ϕ˜ est solution de l’équation (0.3). Nous obtenons ainsi un potentiel magnétique
A = (A1,A2,A3) ∈ C1
(
R2,R3
)
générant le champ magnétique B = rot A = (0, 0, b) en
considérant
A1 := −
∂ϕ
∂x2
, A2 :=
∂ϕ
∂x1
, A3 = 0. (0.7)
En particulier lorsque le champ magnétique B est constant, alors ϕ˜ ≡ 0 et
A =
(
−
b0
2
x2,
b0
2
x1, 0
)
. (0.8)
0.1.2 Opérateurs d’annihilation et de création
Afin de définir proprement les opérateurs de Schrödinger, de Pauli, et de Dirac mag-
nétiques, introduisons les opérateurs d’annihilation et de création définis par
a = a(b) := −2ie−ϕ
∂
∂z¯
eϕ et a∗ = a(b)∗ := −2ieϕ
∂
∂z
e−ϕ, (0.9)
où ϕ est la fonction définie par (0.6), et z := x1+ ix2, z¯ := x1− ix2. Les opérateurs a et a?
sont mutuellement adjoints et définis initialement sur C∞0 (R2,C), et donc fermés dans
L2
(
R2
)
:= L2
(
R2,C
)
.
Remarque 0.1. Observons que si l’on pose
Π1 := −i
∂
∂x1
−A1 et Π2 := −i
∂
∂x2
−A2, (0.10)
où les Ai , 1 6 i 6 3 sont les composantes définies par (0.7) du potentiel magnétique A, alors les
opérateurs a et a∗ vérifient
a = a(b) = Π1 + iΠ2 et a∗ = a(b)∗ = Π1 − iΠ2. (0.11)
Définissons les opérateurs
H−⊥ = H
−
⊥(b) := a
∗a et H+⊥ = H
+
⊥(b) := aa
∗. (0.12)
Puisque b est un champ magnétique admissible, alors [94, Proposition 1.1] les spectres
σ
(
H∓⊥
)
des opérateurs H∓⊥ satisfont les propriétés suivantes
σ
(
H−⊥
) ⊆ {0}∪ [ζ,+∞) avec 0 une valeur propre de multiplicité infinie,
σ
(
H+⊥
) ⊆ [ζ,+∞), (0.13)
où
ζ := 2b0e−2osc ϕ˜ > 0 (0.14)
avec osc ϕ˜ := supx⊥∈R2 ϕ˜(x⊥) − infx⊥∈R2 ϕ˜(x⊥). Nous observerons plus tard que les
spectres des opérateurs de Pauli et de Dirac que nous allons considérer se déduisent
directement de (0.13).
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0.1.3 Opérateur de Schrödinger magnétique
Dans cette thèse, tous les opérateurs de Schrödinger seront considérés avec un champ
magnétique constant. Ainsi en dimension 3, on considère l’opérateur auto-adjoint de
Schrödinger avec champ magnétique d’intensité b0 > 0, défini par
S0 :=
(
Dx1 +
b0
2
x2
)2
+
(
Dx2 −
b0
2
x1
)2
− b0 +D
2
x3
, Dν := −i
∂
∂ν
. (0.15)
L’opérateur S0 est initialement défini sur C∞0 (R3,C), et donc fermé dans L2(R3) :=
L2
(
R3,C
)
. Il est à noter que A défini par (0.8) est le potentiel magnétique associé à
l’opérateur S0. Cet opérateur peut s’écrire dans la décomposition L2
(
R3
)
= L2
(
R2
)⊗
L2(R) comme
S0 = H
−
⊥
(
b0
)⊗ I3 + I⊥ ⊗D2x3 , (0.16)
où I⊥ et I3 sont respectivement les opérateurs identité dans L2
(
R2
)
et L2(R), et
H−⊥
(
b0
)
=
(
Dx1 +
b0
2
x2
)2
+
(
Dx2 −
b0
2
x1
)2
− b0 (0.17)
est l’opérateur défini par (0.12) avec b = b0. Il est bien connu [8], [29] que le spectre
σ
(
H−⊥
(
b0
))
de l’opérateur H−⊥
(
b0
)
est formé par les niveaux de Landau 2b0j , j ∈ N, et
de plus la multiplicité de chaque niveau de Landau est infinie. Puisque
D2x3 = −
d2
dx23
(0.18)
est le Laplacien en dimension 1 dans L2(R) avec un spectre coïncidant avec [0,+∞)
et absolument continue, alors (0.16) entraîne que le spectre σ
(
S0
)
de l’opérateur de
Schrödinger S0 est absolument continu et satisfait
σ
(
S0
)
= [0,+∞). (0.19)
Les niveaux de Landau 2b0j , j ∈N jouent le rôle de seuils de ce spectre.
0.1.4 Matrices standards de Dirac et de Pauli
Les matrices standards de Dirac sont un groupe de quatre matrices de taille 4 que
nous noterons par α := (α1,α2,α3) et β. Pour 1 6 j 6 3, les αj s’expriment en fonction
du triplet de matrices de Pauli σ := (σ1,σ2,σ3) qui sont de taille 2. Plus précisément,
pour tout 1 6 j 6 3, on a
αj :=
(
0 σj
σj 0
)
, β :=
(
1 0
0 -1
)
, (0.20)
où 0 et 1 sont respectivement les matrices nulle et unité de taille 2, et
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (0.21)
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Plus généralement, le choix des matrices α et β n’est pas unique. En effet, les matrices
αj et β sont déterminées par les relations d’anti-commutation
αjαk +αkαj = 2δjk1, αjβ+βαj = 0, β2 = 1 (0.22)
pour tout 1 6 j , k 6 3, où δjk est le symbole de Kronecker défini par δjk = 1 si j = k
et δjk = 0 si j 6= k . On pourra par exemple se référer à [127, Appendice du Chapitre 1]
pour d’autres représentations.
0.1.5 Opérateur de Pauli magnétique
Soit A le potentiel magnétique dont les composantes sont définies par (0.7). L’opérateur
auto-adjoint P0 de Pauli magnétique est défini initialement sur C∞0 (R3,C2) par
P0 :=
(
σ · (−i∇−A))2, (0.23)
où σ = (σ1,σ2,σ3) est le triplet de matrices de Pauli définies par (0.21). Si l’on décom-
pose L2
(
R3,C2
)
en produit tensoriel L2
(
R2,C2
) ⊗ L2(R), l’opérateur P0 admet pour
représentation matricielle
P0 =
(
H−⊥ ⊗ I3 + I⊥ ⊗D2x3 0
0 H+⊥ ⊗ I3 + I⊥ ⊗D2x3
)
=:
(
P− 0
0 P+
)
. (0.24)
Ici, les H∓⊥ sont les opérateurs définis par (0.12), I⊥ et I3 sont respectivement les opéra-
teurs identité dans L2
(
R2
)
et L2(R), et D2x3 est le Laplacien en dimension 1 défini par
(0.18). Puisque le spectre du Laplacien coïncide avec [0,+∞) et est absolument continu,
alors (0.24) et (0.13) entraînent que le spectre σ
(
P0
)
de l’opérateur de Pauli P0 vérifie
σ
(
P0
)
= [0,+∞) (0.25)
et est absolument continu. C’est un résultat de [95, Corollaire 2.2]. D’autres résultats
sur le spectre d’opérateurs de Pauli peuvent être trouvés dans [73] et [94].
0.1.6 Opérateur de Dirac magnétique
On considère toujours le potentiel magnétique A dont les composantes sont définies
par (0.7). L’opérateur auto-adjoint D0 de Dirac magnétique est défini initialement sur
C∞0 (R3,C4) par
D0 := α · (−i∇−A) +mβ
= α1Π1 +α2Π2 +α3Dx3 +mβ,
(0.26)
où les αj , 1 6 j 6 3, et β sont les matrices de Dirac définies par (0.20), les Πj sont définies
par (0.10), et m > 0 est la masse de la particule. Le spectre σ
(
D0
)
de l’opérateur D0 de
Dirac vérifie
σ
(
D0
)
= (−∞,−m]∪ [m,+∞). (0.27)
De la même manière que le spectre de l’opérateur de Pauli magnétique est donné
par (0.25), le résultat (0.27) peut se déduire à partir des propriétés spectrales (0.13) et
l’identité (0.29) ci-dessous satisfaite par D20 . En effet, si l’on décompose L
2
(
R3,C4
)
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en produit tensoriel L2
(
R2,C4
)⊗ L2(R), une expression explicite matricielle de D0 est
donnée par
D0 =

m 0 I⊥ ⊗Dx3 a∗ ⊗ I3
0 m a⊗ I3 −I⊥ ⊗Dx3
I⊥ ⊗Dx3 a∗ ⊗ I3 −m 0
a⊗ I3 −I⊥ ⊗Dx3 0 −m
 , (0.28)
et de plus nous avons l’identité
D20 =

H−⊥⊗I3+I⊥⊗
(
D2x3
+m2
)
0 0 0
0 H+⊥⊗I3+I⊥⊗
(
D2x3
+m2
)
0 0
0 0 H−⊥⊗I3+I⊥⊗
(
D2x3
+m2
)
0
0 0 0 H+⊥⊗I3+I⊥⊗
(
D2x3
+m2
)
 .
(0.29)
Ici, les H∓⊥ sont les opérateurs définis par (0.12), I⊥ et I3 sont respectivement les opéra-
teurs identité dans L2
(
R2
)
et L2(R), et D2x3 le Laplacien en dimension 1 défini par (0.18).
Dans [42], [50], [98], [127], on peut trouver d’autres résultats sur le spectre d’opérateurs
de Dirac, et dans [1], [2], [3], [101], [102], [103] des résultats sur les zéro-modes associées
à ±m.
0.2 résonances pour des perturbations auto-adjointes
Une résonance est un nombre complexe ν− iΓ décrivant un état quantique instable
qui oscille avec une fréquence ν et une durée de vie proportionnelle à 1/Γ . Du point de
vue physique, les résonances ayant une durée de vie plus longue sont plus intéressantes,
c’est-à-dire celles qui sont proches de l’axe réel. La connaissance des résonances près
de l’axe réel permet de déduire des informations importantes sur la décroissance de
l’énergie locale des solutions de l’équation d’évolution.
0.2.1 Définitions des résonances
Il existe diverses façons de définir les résonances. On pourra par exemple se référer
à [110] pour un survey. Dans un cadre non réduit à la dimension 1, les premières défi-
nitions mathématiques des résonances furent probablement données par Lax et Phillips
[72], Vainberg [129] et Aguilar et Combes [4]. De nos jours, les définitions les plus
fréquentes dans la littérature s’appuient essentiellement sur deux techniques: celle des
dilatations ou distorsions analytiques, et celle des prolongements méromorphes de la ré-
solvante ou la matrice de scattering. Helffer et Martinez [49] prouvent, pour des pertur-
bations de l’opérateur de Schrödinger en régime semi-classique, que les définitions coïn-
cident lorsque les deux techniques s’appliquent simultanément. Typiquement, pour des
champs magnétiques unidirectionnels constants, la dilatation est effectuée dans la direc-
tion du champ magnétique. On pourra citer à cet effet pour l’opérateur de Schrödinger
l’article de Avron, Herbst et Simon [8], celui de Wang [131], et celui de Astaburuaga,
Briet, Bruneau, Fernandez et Raikov [7]. Pour l’opérateur de Dirac, Baslev et Helffer
[11] ont défini les résonances en prolongeant la résolvante ou la matrice de scattering.
Froese considère dans [40] l’opérateur de Schrödinger en dimension 1 avec une classe
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de potentiels réguliers à décroissance exponentielle. Les résonances sont alors définies
comme étant les pôles du prolongement méromorphe de la résolvante pondérée à par-
tir du demi-plan supérieur complexe, et sont identifiées à des zéros d’un déterminant
relatif. En considérant également des potentiels réguliers à décroissance exponentielle
en la variable x3 et polynomiale en les variables x1 et x2, la même approche est utilisée
par Bony, Bruneau et Raikov [13] pour l’opérateur de Schrödinger magnétique S0 défini
par (0.15).
0.2.2 Des résultats connus sur la distribution des résonances
Les premiers résultats connus sur les résonances ont été obtenus dans le cadre de per-
turbations à support compact du Laplacien. Dans la plupart des cas, la problématique a
consisté à établir une majoration du nombre de résonances dans un disque de rayon r ou
d’en établir des asymptotiques lorsque r  1. Ces questions remontent à Melrose [78],
où il établit pour le Laplacien à l’extérieur d’un obstacle borné de Rn, n > 3 impaire, que
le nombre de résonances dans un disque de rayon r est un O(rn). Pour le Laplacien en
dimension 1, Zworski prouve dans [135] que le nombre de résonances dans un disque
de rayon r satisfait l’asymptotique
2a
pi
r
(
1+ o(1)
)
, r  1,
où a est le diamètre du support de la perturbation. Dans [136], il obtient une majora-
tion en O(rn) du nombre de résonances dans le cas du scattering pour des perturba-
tions bornées à support compact. Dans [137], il prouve en dimension n impair pour
des potentiels radiaux suffisamment réguliers, que le nombre de résonances satisfait
l’asymptotique
Kna
nrn
(
1+ o(1)
)
, r  1,
où Kn est une constante dépendant de n. Stefanov [123] établira plus tard des résultats
du même type pour des potentiels à support compact en dimension impaire. Vodev
[130] étendra le résultat de Zworski [136] à des perturbations métriques à support com-
pact. Dans [118], Sjöstrand and Zworski par dilatation analytique établissent des résul-
tats similaires pour des perturbations relativement compactes abstraites. Dans le régime
semi-classique pour l’opérateur de Schrödinger, des estimations du nombre de réso-
nances en O(h−n) où h↘ 0 est le paramètre semi-classique ont été obtenues. On pourra
citer à cet effet les travaux de Sjöstrand [117], [115], [116], ceux de Petkov et Zworski [85],
et ceux de Dimassi et Zerzeri [33]. Des estimations du même type sont obtenues par
Khochman [62], [63] dans le cas de l’opérateur de Dirac semi-classique. Pour l’opérateur
de Schrödinger magnétique S0 défini par (0.15), la problématique diffère de celle du
Laplacien et consiste à estimer le nombre de résonances dans des disques centrés en les
niveaux de Landau 2b0j , j ∈ N. En effet, en considérant des perturbations régulières à
décroissance rapide, Bony, Bruneau et Raikov [13] donnent une majoration du nombre
de résonances près des niveaux de Landau par une fonction de comptage des valeurs
propre d’un opérateur de Toeplitz. Dans [14] ils précisent les résultats obtenus dans
[13] en établissant des développements asymptotiques du nombre de résonances près
des niveaux de Landau lorsque les perturbations sont de signe fixé. Ils montrent en
particulier qu’il en existe un nombre infini près de chaque niveau de Landau et qu’elles
sont localisées dans un secteur joignant 2b0j et dépendant du signe de la perturbation.
8 introduction
0.3 résonances près de 0 et ±m des opérateurs depauli et de dirac magnétiques
0.3.1 Perturbations auto-adjointes de signe non constant ou constant
Soient P0 et D0 les opérateurs de Pauli et de Dirac magnétiques définis respectivement
par (0.23) et (0.26). Au Chapitre 1, le but est d’étudier respectivement près de 0 et près
de ±m les résonances des opérateurs perturbés
P := P0 +V et D := D0 +V . (0.30)
La perturbation V ≡ {Vjk }16j ,k6n (n = 2 ou 4) est supposée matricielle hermitienne et
identifiée à l’opérateur de multiplication par V dont les coefficients Vjk ∈ L∞(R3,C) sat-
isfont l’hypothèse de décroissance super-exponentielle suivante pour tout x = (x⊥, x3) ∈
R2 ×R:
V (x) ∈ Bh(Cn), |Vjk(x)| = O
(
〈x⊥〉−m⊥ e−2δ〈x3〉
)
, (0.31)
où m⊥ > 0, δ > 0, 〈x⊥〉 :=
(
1+ |x⊥|2
)1/2 et Bh(Cn) est l’ensemble des matrices n× n her-
mitiennes. Introduisons les opérateurs de Toeplitz pW±p où p := p(b) est la projection
orthogonale sur kerH−⊥ défini par (0.12), et W± sont les opérateurs de multiplication par
les fonctions W± : R2 → R définies par
W+(x⊥) :=
∫
R
|V |11(x⊥,x3)dx3 et W−(x⊥) :=
∫
R
|V |33(x⊥, x3)dx3,
W+ =:W pour n = 2,
(0.32)
où les |V |jk sont par définition les coefficients de la matrice |V |. Sous l’hypothèse (0.31),
les opérateurs auto-adjoints positifs pW±p sont compacts dans L2
(
R2
)
.
Dans des espaces de Banach appropriés, nous montrons que les résolvantes de P et D
définies sur le demi-plan supérieur admettent des prolongements méromorphes. Les ré-
sonances de P et D sont alors définies comme étant les pôles de ces extensions méromor-
phes. Pour ces opérateurs, Raikov [95] et Tiedra de Aldecoa [126] étudient la fonction
de décalage spectral respectivement près de 0 et ±m et montrent qu’elle possède des
singularités pour V de signe fixé décroissant polynomialement à l’infini. Il est naturel
de penser que ces explosions de la fonction de décalage spectral sont liées à une accu-
mulation de résonances près de 0 et ±m. Cela a d’ailleurs été montré pour l’opérateur
de Schrödinger magnétique S0 défini par (0.15) par Bony, Bruneau et Raikov [13], [14],
suite à un travail de Fernandez et Raikov [36] sur la fonction de décalage spectral près
des niveaux de Landau.
En suivant la démarche de [13], nous montrons d’abord que l’étude des résonances près
des seuils 0 et ±m peut se ramener à l’étude des zéros d’un certain déterminant. Ensuite
on en déduit grâce au lemme de Jensen une majoration du nombre de résonances près
de 0 et près de ±m dans des couronnes de la forme {k ∈ C : r < |k | < 2r}, r  1.
Plus précisément, si l’on désigne respectivement par Res(P) et Res(D) l’ensemble des
résonances de P près de 0 et D près de ±m, alors les bornes supérieures suivantes sont
obtenues
#
{
z = z(k) := k2 ∈ Res(P) : r < |k | < 2r} = O(n+(r , pWp)|ln r |)+O(1), (0.33)
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Figure 1: Localisation des résonances en variable k pour V de signe défini.
#
{
z = z±m(k) :=
±m(1+ k2)
1− k2
∈ Res(D) : r < |k | < 2r
}
= O
(
n+(r , pW±p)|ln r |
)
+O(1),
(0.34)
où la quantité n+(r , pW±p), r > 0, est le nombre de valeurs propres comptées avec
leur multiplicité des opérateurs auto-adjoints positifs compacts pW±p définis à partir
de (0.32). La distribution asymptotique des valeurs propres des opérateurs de Toeplitz
pW±p dépend de la décroissance des fonctions W±. En particulier sous notre hypothèse
(0.31) sur le potentiel V , si W± = U satisfait les hypothèses de régularité du Lemme 4.2,
alors
n+(r , pW±p) ∼ r−2/m⊥ , r ↘ 0, (0.35)
et si W± est à support compact, alors on a
n+(r , pW±p) ∼ (ln | ln r |)−1| ln r |, r ↘ 0. (0.36)
Dans le cas où le potentiel V est de signe constant, nous établissons respectivement des
développements asymptotiques du nombre de résonances près de 0 et près de ±m, et
montrons qu’elles sont localisées dans des zones dépendant du signe du potentiel V
(voir Figure 1). Plus précisément, si W = U satisfait les hypothèses du Lemme 4.2 ou
4.3 ou 4.4, les asymptotiques suivantes sont obtenues
#
{
z = z(k) ∈ Res(P) : r < |k | 6 r0
}
= n+
(
r ,
1
2
pWp
)(
1+ o(1)
)
, r ↘ 0,
#
{
z = z±m(k) ∈ Res(D) : r < |k | 6 r0
}
= n+
(
r ,
1
2
pW±p
)(
1+ o(1)
)
, r ↘ 0.
(0.37)
Nous en déduisons en particulier une accumulation des résonances près des seuils 0 et
±m. Dans la Figure 1 ci-dessus, pour r0  1, les résonances z(k) = k2 de P près de 0 et
zm(k) =
m(1+k2)
1−k2
de D près de m sont concentrées dans les secteurs Sθ . Pour V < 0, les
seules résonances sont les valeurs propres z(k) = k2 et z = zm(k) et sont concentrées sur
la demi-droite k = i ]0,+∞). Pour V > 0, elles sont concentrées près de la demi-droite
k = −i ]0,+∞). Dans Cθ, le nombre de résonances est majoré par O(| ln r |) pour V de
signe non fixé.
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0.3.2 Un cas particulier de perturbations auto-adjointes de signe non constant
Au Chapitre 2, le but est d’étudier les résonances près de 0 de l’opérateur de Pauli
perturbé P défini par (0.30) pour des potentiels V de la forme
V (x) :=
(
0 U(x)
U(x) 0
)
, x := (x⊥, x3) ∈ R2 ×R, U(x) ∈ C, (0.38)
où la fonction U satisfait l’hypothèse de décroissance super-exponentielle
|U(x)| 6 O
(
〈x⊥〉−m⊥e−2δ〈x3〉
)
, m⊥ > 0, δ > 0. (0.39)
Remarque 0.2. Il est à noter qu’un potentiel V de la forme (0.38) est de signe non constant
puisque ses valeurs propres sont données par ±|U(x)|.
Dans la sous-section précédente, nous avons vu dans le cas des potentiels V de signe
non fixé satisfaisant (0.31) pour n = 2, que la localisation des résonances de l’opérateur
P (Figure 1) et l’obtention d’un développement asymptotique de leur nombre près de
0 n’est possible que lorsque le signe du potentiel V est fixé. Cependant pour des po-
tentiels V de signe non fixé de la forme (0.38), nous prouvons que les résonances sont
localisées sur la demi-droite (−∞, 0) (voir Figure 2), puis établissons un développement
asymptotique, une majoration et une minoration de leur nombre près de 0. Pour ce
faire, on exploite le fait que (0.38) permet de réduire l’étude des résonances de P près
de 0 à celle de l’Hamiltonien semi-effectif P− − U
(
P+ − z
)−1
U pour z assez petit dans
l’ensemble résolvent de P+, où P∓ sont les opérateurs de Schrödinger définis par (0.24).
Afin d’énoncer ces résultats, introduisons les notations suivantes. Pour un opérateur
borné B ∈ L
(
L2
(
R3
))
, on définit sur L2
(
R2
)
l’opérateur W (B) par
(
W (B)f
)
(x⊥) :=
1
2
∫
R
U(x⊥, x3)B(Uf )(x⊥, x3)dx3. (0.40)
Remarque 0.3. Notons que siB = I , l’opérateur identité sur L2
(
R3
)
, alors W (I ) est l’opérateur
de multiplication par la fonction W (x⊥) := 12
∫
R
|U |2(x⊥, x3)dx3. Cette fonction est à comparer
avec la fonction W définie par (0.32).
Sous l’hypothèse (0.39) sur la fonction U , les opérateurs de Toeplitz auto-adjoints positifs
pW (I )p et pW
(
P−1+
)
p sont compacts dans L2
(
R2
)
. Ainsi avec les notations ci-dessus,
nous prouvons que si n+
(
r , pW
(
P−1+
)
p
)
→ +∞, r → 0, alors le nombre de résonances
de l’opérateur de Pauli P près 0 satisfait l’asymptotique
#
{
z = z(k) = k2 ∈ Res(P) : r` < |k | 6 r0
}
= n+
(
r`, pW
(
P−1+
)
p
)(
1+ o(1)
)
, ` −→∞, (0.41)
où (r`)` est une suite tendant vers 0 quand ` −→∞. Ne connaissant pas d’asymptotique
générale de n+
(
r , pW
(
P−1+
)
p
)
, nous en déduisons des résultats quantitatifs seulement
dans certaines situations. En particulier, si la fonction W (I ) satisfait les hypothèses
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Figure 2: Localisation des résonances près de 0 en variable k pour V de signe non défini.
de régularité du Lemme 4.2, nous obtenons que le nombre de résonances de P près 0
satisfait
#
{
z = z(k) = k2 ∈ Res(P) : r < |k | 6 r0
}
6 n+
(
r ,
1
ζ
pW (I )p
)(
1+ o(1)
)
, r ↘ 0,
(0.42)
où ζ est la constante définie par (0.14) et pW (I )p vérifie
n+
(
r ,
1
ζ
pW (I )p
)
∼ r−1/m⊥ , r ↘ 0. (0.43)
Remarque 0.4. Observons que l’ordre r−1/m⊥ (0.43) est meilleur que l’ordre r−2/m⊥ (0.35)
obtenu pour les potentiels de signe non constant généraux satisfaisant (0.31) pour n = 2.
Par ailleurs lorsque le champ magnétique B est constant, i .e. b = b0 dans (0.2), nous
précisons n+
(
r , pW
(
P−1+
)
p
)
, r ↘ 0, lorsque la fonction U est de la forme U(x⊥, x3) =
U⊥(x⊥)U(x3). Cette précision permet d’établir une minoration du nombre de résonances
de P près 0 pour U ∈ L2(R). En effet soient p0 := p(b0) la projection orthogonale sur
kerH−⊥ défini par (0.12), et K1 la constante définie par
K1 :=
〈(
D2x3 + 2b0
)−1
U,U
〉
2
, (0.44)
où D2x3 est le Laplacien en dimension 1 défini par (0.18). Si l’opérateur non auto-adjoint
compact p0U⊥p0 vérifie
n∗
((
r
K1
) 1
2
, p0U⊥p0
)
:= n+
(
r
K1
,
(
p0U⊥p0
)∗
p0U⊥p0
)
= φ(r)
(
1+ o(1)
)
, r ↘ 0,
où la fonction φ(r) est comme dans le Lemme 4.9, alors nous établissons que
#
{
z = z(k) = k2 ∈ Res(P) : r < |k | 6 r0
}
> n∗
((
r
K1
) 1
2
, p0U⊥p0
)(
1+ o(1)
)
, r ↘ 0.
(0.45)
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En particulier si la fonction U⊥ est positive alors l’opérateur p0U⊥p0 est positif de sorte
que si elle satisfait les hypothèses de régularité du Lemme 4.2, nous avons
#
{
z = z(k) = k2 ∈ Res(P) : r < |k | 6 r0
}
> n+
((
r
K1
) 1
2
, p0U⊥p0
)(
1+ o(1)
)
, r ↘ 0.
(0.46)
Noter que dans ce cas nous avons
n+
((
r
K1
) 1
2
, p0U⊥p0
)
= Cm⊥K
1/m⊥
1 r
−1/m⊥
(
1+ o(1)
)
, r ↘ 0.
Nous en déduisons en particulier l’accumulation de résonances ou de valeurs propres
de P près de 0 à gauche.
0.4 spectre discret pour des perturbations non auto-adjointes
Nous abordons dans cette partie le second thème majeur de cette thèse à savoir,
l’analyse du spectre discret des opérateurs de Schrödinger et de Pauli magnétiques
lorsqu’ils sont perturbés par des potentiels non auto-adjoints. Comme mentionné en
début de la section 0.1, ils seront définis dans un formalisme plus général en dimension
d > 2, et de plus seront considérés avec un champ magnétique constant. Globalement,
cette analyse est basée sur des inégalités de type Lieb-Thirring généralisées, inégalités à
partir desquelles on peut a priori déduire des informations sur la distribution des valeurs
propres et leur vitesse de convergence au voisinage du spectre essentiel de ces opéra-
teurs. Avant d’exposer nos résultats, faisons un bref historique sur les inégalités clas-
siques Lieb-Thirring. On pourra à cet effet se référer à [53] pour un exposé large sur le
sujet.
0.4.1 Les inégalités Lieb-Thirring (classiques)
Considérons l’opérateur auto-adjoint de Schrödinger
H = −∆+V (0.47)
dans L2
(
Rd
)
, où V est un potentiel à valeurs réelles. Si le potentiel V décroît assez
rapidement et est régulier, alors typiquement le spectre de H est absolument continu sur
[0,+∞). Si la partie négative V− := max (− V , 0) de V est non nulle, alors l’opérateur
H peut avoir un nombre fini ou infini de valeurs propres λk négatives. Dans le cas où
ce nombre est infini, le seul point d accumulation possible est 0. Les estimations sur les
valeurs propres λk de la forme∑
k
|λk |
p 6 Lp,d
∫
Rd
|V−(x)|p+
d
2 dx (0.48)
sont classiquement appelées les inégalités Lieb-Thirring dans la littérature. Comme le
laisse penser leur nom, les premières inégalités de ce type furent établies par Lieb et
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Thirring [69], [70], qui ont utilisé le cas p = 1, d = 3 dans leur célèbre preuve de la
stabilité de la matière. Ils démontrent (0.48) pour p > 0, d > 2, et p > 12 , d = 1.
Un peu plus tard, Cwikel [23], Lieb [68] et Rozenblum [100] prouvent (0.48) dans le
cas critique p = 0, d > 3. Pour cette raison, ce dernier cas est appelé l’inégalité de
Cwikel-Lieb-Rozenblum. De nouvelles preuves en sont plus tard proposées par Li-Yau
[75] et Conlon [22]. Néanmoins, il existe des exemples qui montrent que (0.48) n’est pas
vérifiée dans le cas p = 0, d = 1 ou 2. On pourra par exemple se référer à l’ouvrage
de Landau-Lifshitz [65, pages 156-157] et à l’article de Simon [109, Remarque 3, page
315]. Pendant plusieurs années le cas p = 12 , d = 1 est resté ouvert, peut être en partie
parce que Lieb et Thirring [70] avaient affirmé à tort l’avoir prouvé. C’est seulement
en 1996 que Weidl [132] établira ce résultat pour p = 12 , d = 1. Des inégalités Lieb-
Thirring sont également obtenues par Hundertmark et Simon [53] pour les matrices de
Jacobi. Pour des optimisations de la constante Lp,d dans (0.48), voir par exemple [70],
[51] et [52]. Dans [70], Lieb et Thirring en font une conjecture de la valeur optimale
pour p > 32 . Tous les résultats ci-dessus traitent avec un potentiel V auto-adjoint. Établir
des inégalités Lieb-Thirring généralisées du type (0.48) pour des potentiels V non auto-
adjoints est resté un défit pendant quelques années.
0.4.2 Les inégalités Lieb-Thirring généralisées
L’un des premiers travaux à aller dans ce sens sont ceux de Frank, Laptev, Lieb et
Seiringer [39] où ils considèrent l’opérateur de Schrödinger H défini par (0.47) avec un
potentiel à valeurs complexes V ∈ L d2+p(Rd), d > 1, p > 1. Ils établissent que pour tout
χ > 0,
∑
λ∈σd(H)
|=(λ)|>χ |<(λ)|
|λ|p 6 C (d , p)
(
1+
2
χ
) d
2+p
∫
Rd
|V (x)|
d
2+pdx, (0.49)
où σd(H) est le spectre discret de H . Des généralisations récentes de (0.49) sont obtenues
par Laptev et Safronov [67]. Puisque la somme (0.49) exclut le secteur
{
λ ∈ C : |=(λ)| <
χ |<(λ)|
}
contenant la demi-droite droite réelle positive, elle ne permet donc pas d’avoir
des informations sur les suites de valeurs propres discrètes qui convergent vers un point
du spectre essentiel de H , σess(H) = [0,+∞) (voir la Remarque 0.5 ci-dessous). Récem-
ment, Borichev, Golinskii et Kupin (BGK) [15] ont développé de nouvelles techniques
d’analyse complexe d’estimation des sommes de zéros de fonctions holomorphes sur
le disque unité permettant de résoudre ce type de problèmes. C’est ainsi qu’avec ces
méthodes, ils établissent l’inégalité (0.50) ci-dessous sur les matrices de Jacobi de spectre
essentiel [−2, 2], avec un potentiel complexe V appartenant à la classe de Schatten-von
Neuman Sp , p > 1. Pour tout p > 2 et tout ε > 0,
∑
λ∈σd(H)
dist
(
λ, [−2, 2]
)p+1+ε∣∣λ2 − 4∣∣ 6 C(ε, ‖V ‖, p)‖V ‖p , (0.50)
où ‖ · ‖p désigne la norme Sp . L’inégalité (0.50) est un cas particulier de [15, Théorème
2.3] où un résultat du même type est énoncé dans le cas p = 1. En utilisant les méth-
odes développées par BGK [15], Demuth, Hansmann et Katriel [26], [27] établissent des
résultats similaires à (0.50) pour l’opérateur de Schrödinger H défini par (0.47). Ils con-
sidèrent une perturbation complexe V ∈ Lp(Rd) avec p > max (d2 , 2), satisfaisant pour
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un certain ω0 > 0 fixé,
〈
<(V )f , f
〉
> −ω0〈f , f 〉 = −ω0‖f ‖2L2 pour tout f ∈ Dom(−∆).
Ils prouvent ainsi que pour tout τ ∈ (0, 1), si p − d2 > 1− τ, alors∑
λ∈σd(H)
dist
(
λ, [0,+∞))p+τ
|λ|
d
4+
1
2
(
|λ|+ 1
) d
4−
1
2+2τ
6 C (d , p, τ,ω0)
∫
Rd
|V (x)|pdx, (0.51)
L’inégalité (0.51) est un cas particulier de [26, Théorème 2] où un résultat du même type
est établi dans le cas p − d2 < 1− τ.
Remarque 0.5. À ce stade, il est utile de signaler que le défaut d’information figurant dans
(0.49) sur les valeurs propres discrètes de H près de l’axe réel [0,+∞) est dans une certaine
mesure apparent. Cette remarque a été mise en évidence par Demuth, Hansmann et Katriel [26]
qui établissent en effet comme corollaire direct de (0.49), que pour tout potentiel V ∈ Lp(Rd),
d > 1 avec p − d2 > 1, et pour tout τ ∈ (0, 1),∑
λ∈σd(H)
dist
(
λ, [0,+∞))p+τ
|λ|
d
2+τ
6 C (d , p, τ)
∫
Rd
|V (x)|pdx. (0.52)
Noter cependant que (0.49) implique (0.52) que pour des potentiels V ∈ Lp(Rd) tels que p− d2 >
1, contrairement à [26, Théorème 2] qui traite une classe de potentiels plus large avec l’aide les
techniques développées par BGK [15].
Le cas de l’opérateur de Dirac sans champ magnétique et l’opérateur de KLein-Gordon
a été récemment traité par C. Dubuisson dans [34].
0.4.3 Résultats pour des perturbations des opérateurs de Schrödinger et de Paulimagnétiques en dimension d > 2
Au Chapitre 3, le but est d’étudier le spectre discret de deux familles d’opérateurs
auto-adjoints non bornés agissant sur un espace de Hilbert séparable X , lorsqu’ils sont
perturbés par des potentiels non auto-adjoints. Pour ce faire, nous établirons des inégal-
ités Lieb-Thirring généralisées du type (0.51) en s’appuyant d’une part sur un résultat ré-
cent de Hansmann [47, Théorème 1], et d’autre part en s’aidant des techniques dévelop-
pées par BGK [15]. On note par Sp(X ), p ∈ (0,+∞) les classes de Schatten-von Neuman
des opérateurs linéaires compacts L dans X pour lesquels la norme ‖L‖p :=
(
Tr |L|p
)1/p
est finie. Pour un opérateur H agissant sur X , son image numérique est définie par
N(H) :=
{〈Hf , f 〉 : f ∈ Dom(H), ‖f ‖X = 1}. (0.53)
0.4.3.1 Le cas des dimension paires
Soient x⊥ := (x1, y1, ... , xd , yd) ∈ R2d , d > 1, et b0 > 0 une constante fixée. La première
famille d’opérateurs auto-adjoints non bornés considérée est celle des opérateurs de
Schrödinger magnétiques
S0,⊥ :=
d∑
j=1
{(
Dxj +
1
2
b0yj
)2
+
(
Dyj −
1
2
b0xj
)2}
, (0.54)
dans L2
(
R2d ,C
)
définis initialement dans C∞0 (R2d ,C), et les opérateurs P0 de Pauli
magnétiques dans L2
(
R2d ,C2
)
définis par (0.63). Il est bien connu [8], [29] que leur
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spectre respectif coïncide avec les niveaux de Landau b0(d + 2j) et 2b0dj , j ∈ N, et la
multiplicité de chaque valeur propre est infini.
Dans le domaine de l’opérateur S0,⊥, nous introduisons l’opérateur perturbé
S⊥ := S0,⊥ +V , (0.55)
où V identifiée avec l’opérateur de multiplication par la fonction V , est une perturbation
non auto-adjointe relativement compact par rapport S0,⊥. Cela signifie que Dom(V ) ⊃
Dom
(
S0,⊥
)
, et pour λ ∈ ρ(S0,⊥) l’ensemble résolvent de S0,⊥, l’opérateur de Birman-
Schwinger V (S0,⊥ − λ)−1 est compact. Sous cette hypothèse sur le potentiel V , il est
bien connu [61, Chapitre VI] qu’il existe une constante µ1 < 0 telle que σ
(
S0,⊥
) ⊂{
λ ∈ C : <(λ) > µ1
}
. En pratique, nous considérons des classes de potentiels V non
auto-adjoints qui satisfont la condition〈
<(V )f , f
〉
> µ1‖f ‖2 (0.56)
et qui vérifient l’estimation∣∣V (x⊥)∣∣ 6 CF (x⊥), F ∈ Lp(R2d), p > 2, (0.57)
où C > 0 est une constante et F une fonction strictement positive. Il est à noter que la
condition (0.56) entraîne que
σ
(
S⊥
) ⊂ N(S⊥) ⊂ {λ ∈ C : <(λ) > µ1}. (0.58)
Concrètement, l’hypothèse (0.57) est satisfaite en particulier par la classe de potentiels
relativement compacts V : R2d → C qui sont tels que
|V (x⊥)| 6 C 〈x⊥〉−m⊥ , m⊥ > 0, pm⊥ > 2d , p > 2, (0.59)
où 〈x⊥〉 :=
(
1+ |x⊥|2
)1/2. Sous les hypothèses (0.56) et (0.57), nous établissons que pour
tout p > 2
[
d
2
]
+ 2, où [r ] désigne la partie entière de r ∈ R,∑
λ∈σd(S⊥)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C(p,µ1, b, d) ∫
R2d
∣∣F (x⊥)∣∣pdx⊥, (0.60)
où E =
{
Λj := b0(d + 2j), j ∈N
}
est l’ensemble des niveaux de Landau de S0,⊥.
L’inégalité Lieb-Thirring généralisée (0.60) fournit a priori beaucoup d’informations sur
les suites de valeurs propres (λk) isolées qui convergent vers un point λ∗ ∈ σess
(
S⊥
)
= E ,
ou celles qui divergent. Dans le cas de la convergence, elle implique en particulier que∑
k
dist
(
λk ,E
)p
<∞. (0.61)
Ce qui signifie a priori que l’accumulation des valeurs propres discrètes de S⊥ près des
Λj est une fonction monotone de p. Elles sont donc distribuées d’une manière moins
dense dans un voisinage des Λj avec des valeurs croissantes de p.
Lorsque la perturbation V est bornée, alors la condition (0.56) impliquant l’hypothèse
(0.58) est automatiquement vérifiée avec µ1 = −‖V ‖∞. Dans ce cas, l’estimation (0.60)
devient∑
λ∈σd(S⊥)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C(p, b, d)(1+ ‖V ‖∞)2p ∫
R2d
∣∣F (x⊥)∣∣pdx⊥. (0.62)
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Remarque 0.6. (i) Les résultats (0.60) et (0.62) restent valides lorsque l’on remplace l’opérateur
de Schrödinger S0,⊥ défini par (0.54) par l’opérateur de Pauli magnétique
P0 :=
(
S0,⊥ − b0d 0
0 S0,⊥ + b0d
)
, (0.63)
dans L2
(
R2d ,C2
)
, d > 1, perturbé par des potentiels V (x⊥) :=
{
V`k(x⊥)
}
16`,k62 non auto-
adjoints matriciels, dont les coefficients V`k satisfont (0.56) et (0.57). Les niveaux de Landau de
l’opérateur de Pauli P0 sont les 2b0dj , j ∈N.
(ii) Dans un cadre plus général, nous obtenons un résultat du type (0.60) pour des opérateurs
non bornés auto-adjoints H0 tels que σess
(
H0
)
= σ
(
H0
)
= E est un ensemble infini discret de
la forme
E :=
{
Λj , j ∈N
}
, Λ0 > 0, Λj+1 > Λj , |Λj+1 −Λj | 6 δ = constante ∀ j . (0.64)
0.4.3.2 Le cas des dimensions impaires
Avec les notations ci-dessus, introduisons à présent les coordonnées cartésiennes x :=
(x⊥, x) ∈ R2d+1, d > 1. La deuxième famille d’opérateurs auto-adjoints non bornés
considérée est celle des opérateurs de Schrödinger magnétiques
S0 := S0,⊥ +D2x , Dν := −i
∂
∂ν
, (0.65)
dans L2
(
R2d+1
)
:= L2
(
R2d+1,C
)
définis initialement dans C∞0 (R2d+1,C), et les opéra-
teursP0 de Pauli magnétiques dans L2
(
R2d+1,C2
)
définis par (0.75). Puisque l’opérateur
S0 peut s’écrire dans L2
(
R2d+1
)
= L2
(
R2d
)⊗ L2(R) comme
S0 = S0,⊥ ⊗ I3 + I⊥ ⊗D2x , (0.66)
où I⊥ et I3 sont respectivement les opérateurs identité dans L2
(
R2d
)
et L2(R), alors le
spectre de S0 est absolument continu, égale à [b0d ,+∞), et contient un ensemble infini
de seuils E =
{
b0(d + 2j), j ∈N
}
, les niveaux de Landau.
Dans le domaine de l’opérateur S0, nous introduisons l’opérateur perturbé
S = S0 +V , (0.67)
où le potentiel V est identifié avec l’opérateur de multiplication par la fonction V . Dans
ce contexte des dimensions impaires, nous supposons que V est borné non auto-adjoint
et satisfait pour tout x ∈ R2d+1 l’hypothèse
|V (x)| 6 CF (x)G (x), F ∈ Lp(R2d+1), p > 2, G ∈ (L2 ∩ L∞)(R), (0.68)
où C > 0 est une constante, F et G deux fonctions strictement positives. Typiquement,
l’hypothèse (0.68) est satisfaite en particulier par les perturbations relativement com-
pactes V : R2d+1 → C telles que
|V (x)| 6 C 〈x⊥〉−m⊥〈x〉−m, m⊥ > 0, m > 1/2, (0.69)
où 〈y〉 := (1 + |y |2)1/2, y ∈ Rn, n > 1. En effet, posons F (x) = 〈x⊥〉−m⊥〈x〉−ν et
G (x) = 〈x〉−m˜, où ν+ m˜ = m avec ν > 0 et m˜ > 1/2. Pour tout p > 2 telle que pm⊥ > 2d
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et pν > 1, nous avons F ∈ Lp(Rn) et G ∈ (L2 ∩ L∞)(R). Notons que puisque le potentiel
V est borné, alors l’image numérique défini par (0.53) de l’opérateur S vérifie
σ(S) ⊂ N(S) ⊂ {λ ∈ C : <(λ) > −‖V ‖∞ et |=(λ)| 6 ‖V ‖∞}. (0.70)
Sous l’hypothèse (0.68) sur le potentiel V , nous établissons le résultat suivant. Pour tout
p > 2
[
d
2
]
+ 2 et tout 0 < ε < 1,
∑
λ∈σd(S)
dist
(
λ, [b0d ,+∞)) p2+1+εdist(λ,E )( p4−1+ε)+
(1+ |λ|)γ
6 C
(
p, b, d , ε
)
K , (0.71)
où r+ := max(r , 0) pour r ∈ R, γ > d + 32 , et K est la constante définie par
K := ‖F‖pLp
(‖G‖L2 + ‖G‖L∞)p(1+ ‖V ‖∞)d+ p2+ 32+ε. (0.72)
Le résultat (0.71) implique a priori plusieurs informations sur les suites de valeurs pro-
pres (λk) ∈ σd(S) qui convergent vers un point λ∗ ∈ σess(S) = [b0d ,+∞), et celles qui
divergent. Dans le cas de la convergence, on peut considérer sans perdre de généralité
une sous suite et supposer que soit l’une ou l’autre des possibilités suivantes à lieu:
(i) λ∗ ∈ [b0d ,+∞) \ E .
(ii) λ∗ ∈ E .
Dans le cas (i), puisque la suite
(
dist(λk ,E )
)
k
est positive et ne converge pas vers 0,
alors (0.71) entraîne que∑
k
|=(λk)|
p
2+1+ε <∞. (0.73)
Dans le cas (ii), considérons par exemple les λk tendant vers un niveau de Landau non-
tangentiellement
(
i .e. |<(λk) − λ∗| 6 C |=(λk)| avec C > 0 une constante
)
, et tels que
dist(λk ,E ) soit suffisamment petite. On peut donc affirmer que (0.71) entraîne que∑
k
dist(λk ,E )
p
2+1+ε+(
p
4−1+ε)+ <∞. (0.74)
Ainsi les estimations (0.73) and (0.74) nous permettent d’affirmer a priori que les valeurs
propres discrètes sont distribuées d’une manière moins dense près des niveaux de Lan-
dau que partout ailleurs sur le spectre essentiel de l’opérateur S.
Remarque 0.7. Le résultat (0.71) reste valide lorsque l’on remplace l’opérateur de Schrödinger
S0 défini par (0.65) par l’opérateur de Pauli magnétique
P0 :=
(
S0 − b0d 0
0 S0 + b0d
)
, (0.75)
dans L2
(
R2d+1,C2
)
, d > 1, perturbé par des potentiels bornés V (x⊥) :=
{
V`k(x⊥)
}
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non auto-adjoints matriciels, dont les coefficients V`k satisfont (0.68). Le spectre de l’opérateur
de Pauli P0 coïncide avec [0,+∞) et les niveaux de Landau 2b0dj , j ∈ N, jouent le rôle de
seuils de ce spectre.
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Soient P0 et D0 les opérateurs de Pauli et Dirac magnétiques définis respectivement
par (0.23) et (0.26). Nous considérons les opérateurs perturbés P := P0+V et D := D0+
V , où V est un potentiel électrique qui décroît super-exponentiellement dans la direction
du champ magnétique. Nous montrons que dans des espaces de Banach appropriés, les
résolvantes de P et D définies sur le demi-plan supérieur admettent des prolongements
méromorphes. Nous définissons les résonances de P et D comme étant les pôles de ces
extensions méromorphes. D’une part, nous étudions la répartition des résonances de
P près de l’origine 0 et d’autre part, celle des résonances de D près de ±m où m est
la masse d’une particule. Dans les deux cas, nous obtenons d’abord des majorations
du nombre de résonances dans de petits domaines au voisinage de 0 et ±m. Sous
des hypothèses supplémentaires, nous obtenons des développements asymptotiques du
nombre de résonances qui entraînent leur accumulation près des seuils 0 et ±m. En
particulier, pour une perturbation V de signe défini, nous obtenons des informations
sur la répartition des valeurs propres de P et D près de 0 et ±m respectivement.
Classification mathématique: 35B34 - 35P25.
Mots clés: Opérateurs de Pauli et de Dirac magnétiques, résonances.
1.1 introduction
Dans ce chapitre, le but est d’étudier les résonances (ou valeurs propres) près de 0
de l’opérateur P de Pauli perturbé défini par (1.3), et près de ±m de l’opérateur D
Dirac perturbé défini par (1.4). La perturbation V ≡ {Vjk}16j ,k6n (n = 2 ou 4) est
un potentiel matriciel hermitien identifié à l’opérateur de multiplication par V , et dont
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les coefficients Vjk ∈ L∞(R3,C) décroissent super-exponentiellement par rapport à la
variable x3. Pour ces opérateurs, Raikov [95] et R. Tiedra de Aldecoa [126] étudient
la fonction de décalage spectral respectivement près de 0 et ±m et montrent qu’elle
possède des singularités pour V de signe fixé décroissant polynomialement à l’infini.
Il est naturel de penser que ces explosions de la fonction de décalage spectral sont
liées à une accumulation de résonances près de 0 et ±m. Cela a d’ailleurs été montré
pour l’opérateur de Schrödinger avec champ magnétique constant par Bony, Bruneau
et Raikov [13], [14], suite à un travail de Fernandez et Raikov [36] sur la fonction de
décalage spectral près des niveaux de Landau.
En suivant la démarche de [13], nous montrons d’abord que l’étude des résonances
près des seuils 0 et ±m peut se ramener à l’étude des zéros d’un certain déterminant
(Proposition 1.4 et Proposition 1.9). Dans le Théorème 1.1 et le Théorème 1.3, nous
donnons une majoration du nombre de résonances près de 0 et près de ±m respective-
ment. Cette majoration est décrite en termes du nombre de valeurs propres d’un certain
opérateur compact de type Toeplitz. Dans le Théorème 1.2 et le Théorème 1.4 pour V de
signe défini vérifiant l’hypothèse de décroissance (1.2), nous donnons respectivement un
développement asymptotique du nombre de résonances près de 0 et près de ±m. Nous
en déduisons en particulier une accumulation des résonances près des seuils 0 et ±m.
Nous supposons que le champ magnétique B : R3 −→ R3 est unidirectionnel de la forme
B ≡ (0, 0, b) où la composante b est dans la classe des champs magnétiques admissibles
définie dans la Définition 0.1. Dans la suite, pour un espace de Hilbert X séparable et
q ∈ [1,∞], Sq(X ) désigne la classe de Schatten-von Neumann des opérateurs compacts
L sur X pour lesquels la norme ‖L‖q := (Tr |L|q)1/q est finie
(
S∞(X ) est l’ensemble des
opérateurs compacts sur X
)
. Pour q = 1, S1(X ) est l’espace de Banach des opérateurs
à trace; pour q = 2, S2(X ) est l’espace de Banach des opérateurs de Hilbert-Schmidt.
Nous adoptons également le choix standard de la racine carrée complexe
√· : C \ [0,+∞) −→ C+ := {ζ ∈ C : =(ζ) > 0} (1.1)
dans tout ce chapitre.
Le plan adopté est le suivant. Nos résultats principaux sont présentés dans la section
1.2. Dans la section 1.3, nous définissons les résonances de l’opérateur P près de 0
et prouvons le Théorème 1.1 et le Théorème 1.2. Dans la section 1.4, sont définies les
résonances de D près de ±m. Par ailleurs, nous y prouvons le Théorème 1.3 et le
Théorème 1.4.
1.2 énoncés des résultats principaux
Pour tout x = (x⊥, x3) ∈ R3 avec x⊥ = (x1, x2) ∈ R2, nous supposons que le potentiel
électrique V ≡ {Vjk }16j ,k6n satisfait l’hypothèse
V (x) ∈ Bh(Cn), |Vjk(x)| = O
(
〈x⊥〉−m⊥ e−2δ〈x3〉
)
, m⊥ > 0, δ > 0, (1.2)
où 〈x⊥〉 :=
(
1+ |x⊥|2
)1/2 et Bh(Cn) est l’ensemble des matrices n× n hermitiennes.
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Pour n = 2, nous définissons dans le domaine de l’opérateur non perturbé P0 de Pauli
défini par (0.23) l’opérateur
P := P0 +V . (1.3)
Pour n = 4, nous définissons dans le domaine de l’opérateur non perturbé D0 de Dirac
défini par (0.26) l’opérateur
D := D0 +V . (1.4)
Introduisons les opérateurs de Toeplitz pW±p, où p := p(b) est la projection orthogonale
sur ker H−⊥ défini par (0.12), et W± sont les opérateurs de multiplication par les fonctions
W± : R2 → R définies par
W+(x⊥) :=
∫
R
|V |11(x⊥,x3)dx3 et W−(x⊥) :=
∫
R
|V |33(x⊥, x3)dx3,
W+ =:W pour n = 2.
(1.5)
Ici les |V |jk sont par définition les coefficients de la matrice |V |. Sous l’hypothèse (1.2),
pour tout x⊥ ∈ R2,
∣∣W±(x⊥)∣∣ = O(〈x⊥〉−m⊥). Le Lemme 4.1 entraîne ainsi que les opéra-
teurs auto-adjoints positifs pW±p sont compacts dans L2
(
R2
)
. Si A est un opérateur
auto-adjoint positif compact, on pose pour tout s > 0
n+(s ,A) := rang1(s ,+∞)(A). (1.6)
Soit le disque pointé
D(0, )∗ :=
{
k ∈ C : 0 < |k | < },  < min (δ,√ζ) , (1.7)
où δ et ζ sont les constantes respectivement définies par (1.2) et (0.14).
Désignons par Res(P) l’ensemble des résonances de P près de 0. Notre premier résultat
est une majoration du nombre de résonances z(k) = k2 de P près de 0 pour k ∈ D(0, )∗.
Théorème 1.1. (Borne supérieure) Supposons que (1.2) soit vérifiée pour n = 2 et soit W la
fonction définie par (1.5). Alors il existe r0 > 0 tel que pour tout 0 < r < r0,
#
{
z = z(k) := k2 ∈ Res(P) : r < |k | < 2r} = O(n+(r , pWp)|ln r |)+O(1), (1.8)
où si la fonction W satisfait les hypothèses des Lemmes 4.2, 4.3 et 4.4, nous avons respectivement
(i) n+(r , pWp) = O
(
r−2/m⊥
)
,
(ii) n+(r , pWp) = O
(
ϕβ(r)
)
avec
ϕβ(r) :=

1
2b0µ
−1/β| ln r |1/β si 0 < β < 1,
1
ln(1+ 2µ/b0)
| ln r | si β = 1,
β
β− 1
(
ln | ln r |
)−1
| ln r | si β > 1.
, µ > 0,
(iii) n+(r , pWp) = O
(
(ln | ln r |)−1| ln r |
)
.
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Notre second résultat concerne un développement asymptotique près de 0 du nombre
de résonances de l’Hamiltonien perturbé Pe := P0 + eV (V > 0), où e ∈ R∗ \ E avec E
un ensemble discret de R∗.
Théorème 1.2. (Développement asymptotique) Supposons que (1.2) soit vérifiée pour n = 2,
V > 0, et soit W la fonction définie par (1.5). Il existe un ensemble discret E de R∗ tel que pour
tout e ∈ R∗ \ E , Pe := P0 + eV possède les propriétés suivantes.
(i) Près de 0, les résonances z(k) := k2 de Pe pour |k | <  assez petit vérifient
e =(k) 6 0, <(k) = o(|k |).
(ii) Il existe une suite (r`)` ∈ RN tendant vers 0 telle que
#
{
z = z(k) ∈ Res(Pe) : r` < |k | 6 r0
}
= n+
(
r`,
1
2
pWp
)(
1+ o(1)
)
.
(iii) Si W = U satisfait les hypothèses du Lemme 4.2 ou 4.3 ou 4.4,
#
{
z = z(k) ∈ Res(Pe) : r < |k | 6 r0
}
= n+
(
r ,
1
2
pWp
)(
1+ o(1)
)
, r ↘ 0.
Remarque 1.1. Plus généralement dans le Théorème 1.2, l’hypothèse V > 0 peut être remplacée
par l’hypothèse
(signV )
(
1 0
0 0
)
=
(
1 0
0 0
)
.
Par exemple si le potentiel V = Diag (V11,V22) est diagonal et V11 > 0, alors cette dernière
hypothèse est satisfaite.
Près de 0, les valeurs propres de l’opérateur P sont les résonances z(k) avec k ∈ ei pi2 ]0, [.
Le Théorème 1.1 fournit donc une majoration du nombre de valeurs propres de P dans
des intervalles du type [−4r2,−r2] pour tout 0 < r < r0 < .
Le Théorème 1.2 montre en particulier qu’il y a une accumulation de résonances de
P := P0 + V près de l’origine 0. Pour V < 0
(
V11 < 0 suffit si V est diagonale par la
remarque 1.1
)
, les seules résonances sont les valeurs propres z(k) avec k ∈ ei pi2 ]0, [ et
|k | assez petit. Pour V > 0
(
V11 > 0 suffit si V est diagonale
)
, Pe n’a pas de spectre
discret négatif. Nous pouvons comparer nos résultats à ceux de [95] sur la distribution
asymptotique près de 0 du spectre discret (négatif) de P0−V avec V > 0. En effet par un
développement asymptotique près de 0 de la fonction de décalage spectrale associée à la
paire d’opérateurs (P0−V ,P0), dans [95, Corollaire 3.6], Raikov montre en particulier la
même accumulation de valeurs propres de l’opérateur P0−V près de 0 si les coefficients
Vjk(x), 1 6 j , k 6 2, de la perturbation V sont de l’ordre de O
(〈x〉−m) avec m > 3.
Nous obtenons des résultats similaires sur les résonances de D près de ±m. Soient
Res(D) l’ensemble des résonances z±m(k) :=
±m(1+k2)
1−k2
de D près de ±m pour k dans
D(0,η)∗ :=
{
k ∈ C : 0 < |k | < η}, η < min ( δ
4m
,
√
1− 2m/µ
)
, (1.9)
où le rayon η est assez petit, δ est la constante définie par (1.2), µ est tel que 2m < µ <
rm :=
√
m2 + ζ+m, et ζ est la constante définie par (0.14).
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Figure 3: Localisation des résonances en variable k pour V de signe défini: Pour r0 assez petit, les
résonances z(k) = k2 de P0 + V et zm(k) =
m(1+k2)
1−k2
de D0 + V sont concentrées dans les
secteurs Sθ
(
Théorème 1.2 et Théorème 1.4
)
. Pour V < 0, les seules résonances sont les valeurs
propres z(k) = k2 et z = zm(k) et sont concentrées sur la demi-droite k = i ]0,+∞). Pour
V > 0, elles sont concentrées près de la demi-droite k = −i ]0,+∞). Dans Cθ, le nombre de
résonances est de l’ordre O
(
| ln r |
)
pour V de signe non fixé
(
Théorème 1.1 et Théorème 1.3
)
.
Théorème 1.3. (Borne supérieure) Supposons que (1.2) soit vérifiée pour n = 4 et soient W±
les fonctions définies par (1.5). Alors il existe r0 > 0 tel que pour tout 0 < r < r0,
#
{
z = z±m(k) :=
±m(1+ k2)
1− k2
∈ Res(D) : r < |k | < 2r
}
= O
(
n+
(
r , pW±p
)
|ln r |
)
+O(1),
où si les fonctions W± satisfont les hypothèses des Lemmes 4.2, 4.3 et 4.4, nous avons respective-
ment
(i) n+
(
r , pW±p
)
= O
(
r−2/m⊥
)
,
(ii) n+
(
r , pW±p
)
= O
(
ϕβ(r)
)
avec
ϕβ(r) :=

1
2b0µ
−1/β| ln r |1/β si 0 < β < 1,
1
ln(1+ 2µ/b0)
| ln r | si β = 1,
β
β− 1
(
ln | ln r |
)−1
| ln r | siβ > 1.
, µ > 0,
(iii) n+
(
r , pW±p
)
= O
(
(ln | ln r |)−1| ln r |
)
Théorème 1.4. (Développement asymptotique) Supposons que (1.2) soit vérifiée pour n = 4,
V > 0, et soient W± les fonctions définies par (1.5). Il existe un ensemble discret E de R∗ tel
que pour tout ε ∈ R∗ \ E, Dε := D0 + εV possède les propriétés suivantes.
(i) Près de 0, les résonances z±m(k) :=
±m(1+k2)
1−k2
de Dε pour |k | < η assez petit vérifient
±ε=(k) 6 0, <(k) = o(|k |).
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(ii) Il existe une suite (r`)` ∈ RN tendant vers 0 telle que
#
{
z = z±m(k) ∈ Res(Dε) : r` < |k | 6 r0
}
= n+
(
r`,
1
2
pW±p
)(
1+ o(1)
)
.
(iii) Si W± = U satisfait les hypothèses du Lemme 4.2 ou 4.3 ou 4.4,
#
{
z = z±m(k) ∈ Res(Dε) : r < |k | 6 r0
}
= n+
(
r ,
1
2
pW±p
)(
1+ o(1)
)
, r ↘ 0.
Remarque 1.2. De manière plus générale dans le Théorème 1.4, l’hypothèse V > 0 peut être
remplacée par l’hypothèse
(signV )

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

près de m. Près de −m, elle peut être remplacée par
(signV )

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 =

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 .
Par exemple si V = Diag (V11,V22,V33,V44) est diagonale et V11 respectivement V33 > 0, ces
deux hypothèses sont vérifiées.
Le Théorème 1.4 montre en particulier qu’il y a une accumulation des résonances de
l’opérateur D := D0 + V près des seuils ±m. Pour ±V < 0, les seules résonances sont
les valeurs propres z±m(k) avec k ∈ ei pi2 ]0,η[ et |k | suffisamment petit. Pour ±V > 0,
il n’y a pas d’accumulation de valeurs propres près de ±m. Nous pouvons comparer
nos résultats à ceux de [126] sur la distribution asymptotique près de ±m du spectre
discret dans (−m,m) de D± := D0 ± V . La perturbation V étant telle que V > 0 et
ses coefficients Vjk(x), 1 6 j , k 6 4, de l’ordre de O
(
〈x〉−m
)
avec m > 3. En effet dans
[126, Théorème 6.5], par des majorations et des minorations de la fonction de décalage
spectrale associée à la paire d’opérateurs (D±,D0), Tiedra de Aldecoa montre d’une
part qu’il n’y a pas d’accumulation des valeurs propres dans (−m,m) de D± près de
±m. D’autre part, qu’il y a une accumulation des valeurs propres dans (−m,m) de D∓
près de ±m.
1.3 résonances près de 0 de l’opérateur de pauli
Nous supposons que la perturbation V vérifie pour n = 2 l’hypothèse (1.2) dans toute
cette section.
1.3.1 Résonances
Soit P0 l’opérateur de Pauli magnétique défini par (0.23). Dans cette sous-section,
nous allons définir les résonances près de 0 de l’opérateur perturbé P := P0 + V défini
par (1.3).
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Commençons par introduire dans L2
(
R3
)
= L2
(
R2
)⊗ L2(R) les projections orthogo-
nales p := p ⊗ I3 et q := I − p, où p := p(b) est la projection orthogonale sur ker H−⊥
défini par (0.12) et I3 l’opérateur identité dans L2(R). Ainsi on définit dans L2
(
R3,C2
)
les projections orthogonales
P :=
(
p 0
0 0
)
, Q := I− P =
(
q 0
0 I
)
. (1.10)
Soit z ∈ C \ σ(P0). L’identité (0.24) entraîne que(
P0 − z
)−1P = (p⊗R(z) 0
0 0
)
, (1.11)
où la résolvante
R(z) :=
(
−
d2
dx23
− z
)−1
(1.12)
bornée dans L2(R) admet pour noyau intégral
Nz(x3 − x
′
3) =
iei
√
z|x3−x
′
3|
2
√
z
. (1.13)
Par conséquent, nous avons la décomposition
(
P0 − z
)−1
=
[
p⊗R(z)](1 0
0 0
)
+ (P0 − z)
−1Q. (1.14)
Soit z ∈ C+, le demi-plan supérieur défini par (1.1). Introduisons le changement de
variables
z := z(k) = k2 pour k ∈ C+
1/2
:=
{
k ∈ C+ : k2 ∈ C+}. (1.15)
La première étape consiste à prolonger holomorphiquement en la variable k ∈ C+
1/2
l’opérateur
(
P0 − z(k)
)−1P au voisinage de k = 0.
Lemme 1.1. Soient δ et D(0, )∗ définis respectivement par (1.2) et (1.7).
(i) L’application à valeurs opérateur
k 7−→
((
P0 − z(k)
)−1P : e−δ〈x3〉L2(R3) −→ eδ〈x3〉L2(R3))
admet un prolongement holomorphe de C+
1/2
∩D(0, )∗ à D(0, )∗ avec  < δ.
(ii) Soit v⊥(x⊥) := 〈x⊥〉−α, α > 0. L’application à valeurs opérateur
Tv⊥ : k 7−→ v⊥(x⊥)e−δ〈x3〉
(
P0 − z(k)
)−1Pe−δ〈x3〉
se prolonge aussi holomorphiquement sur D(0, )∗ à valeurs dans S∞(L2(R3)).
Preuve. (i) Vu comme opérateur de e−δ〈x3〉L2
(
R3
)
dans eδ〈x3〉L2
(
R3
)
, soit
L(k) =
[
p⊗R(k2)](1 0
0 0
)
.
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Le noyau intégral de l’opérateur N(k) := e−δ〈x3〉R
(
k2
)
e−δ〈x3〉 est donné par
e−δ〈x3〉
ieik|x3−x
′
3|
2k
e−δ〈x
′
3〉. (1.16)
Il est dans L2
(
R2
)
pour =(k) > −δ. Donc si  < δ, on peut prolonger holomorphique-
ment l’application k 7−→ L(k) ∈ L
(
e−δ〈x3〉L2
(
R3
)
, eδ〈x3〉L2
(
R3
))
de C+
1/2
∩ D(0, )∗ à
D(0, )∗. Donc l’application
k 7−→ (P0 − z(k))−1P ∈ L(e−δ〈x3〉L2(R3), eδ〈x3〉L2(R3))
admet un prolongement holomorphe à D(0, )∗.
(ii) Par l’identité (1.11), nous avons
Tv⊥(k) =
[
v⊥p⊗N(k)
](1 0
0 0
)
. (1.17)
De la preuve de (i), il découle que N(k) ∈ S2 dans L2(R) pour =(k) > −δ. Le lemme 4.1
entraîne que l’opérateur pv2⊥p est dans une certaine classe Sq pour q tel que αq > 1; d’où
sa compacité. Ce qui est équivalent à la compacité de l’opérateur v⊥p. Donc Tv⊥(k) est
compact pour =(k) > −δ et l’application
k 7→ Tv⊥(k) ∈ S∞
(
L2
(
R3
))
se prolonge comme ci-dessus holomorphiquement de C+
1/2
∩D(0, )∗ à D(0, )∗. 
La deuxième étape consiste à prolonger holomorphiquement l’opérateur
(
P0 − z
)−1Q
en la variable z .
Lemme 1.2. Soient δ et ζ les constantes définies respectivement par (1.2) et (0.14).
(i) l’application à valeurs opérateur
z 7−→
((
P0 − z
)−1Q : e−δ〈x3〉L2(R3) −→ eδ〈x3〉L2(R3))
admet un prolongement holomorphe de C+ à C \ [ζ,+∞).
(ii) Soit v⊥(x⊥) := 〈x⊥〉−α, α > 0. L’application à valeurs opérateur
Lv⊥ : z 7−→ v⊥(x⊥)e−δ〈x3〉
(
P0 − z
)−1Qe−δ〈x3〉
se prolonge aussi holomorphiquement à C \ [ζ,+∞) à valeurs dans S∞(L2(R3)).
Preuve. (i) Soit z ∈ C+. Par l’identité (0.24), l’opérateur (P0 − z)−1Q est donné par((
P−−z
)−1
q 0
0
(
P+−z
)−1
)
=
(
P− − z
)−1q⊕ (P+ − z)−1. (1.18)
Ainsi, l’application C \ [ζ,+∞) 3 z 7−→ (P− − z)−1q ⊕ (P+ − z)−1 est bien définie
et analytique car, (0.13) combiné à (0.24) montrent que C \ [ζ,+∞) est contenu dans
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l’ensemble résolvent de l’opérateur P− restreint à qDom
(
P−
)
et de l’opérateur P+ re-
streint à Dom
(
P+
)
. L’opérateur e−δ〈x3〉
(
P0 − z
)−1Qe−δ〈x3〉 se prolonge donc holomor-
phiquement à C \ [ζ,+∞).
(ii) L’identité (1.18) entraîne que
Lv⊥(z) = v⊥e
−δ〈x3〉(P− − z)−1qe−δ〈x3〉 ⊕ v⊥e−δ〈x3〉(P+ − z)−1e−δ〈x3〉.
En raisonnant comme dans la preuve de [95, Proposition 4.4], on montre que l’opérateur
Lv⊥(z) est dans une certaine classe Sq pour q paire tel que q > 3 et αq > 2, avec
l’estimation ∥∥Lv⊥(z)∥∥q 6 Cste. sup
y∈[ζ,+∞)
y + 1
|y + z |
.
Ainsi en particulier, l’opérateur Lv⊥(z) est dans S∞
(
L2
(
R3
))
et se prolonge holomor-
phiquement du demi-plan supérieur C+ à l’ensemble des points z ∈ C \ [ζ,+∞). 
Remarque 1.3. Notons que le Lemme 1.2 entraîne que l’application k 7−→ (P0− z(k))−1Q est
holomorphe sur D(0, )∗ le disque pointé défini par (1.7), puisque pour k ∈ D(0, )∗ nous avons
|z(k)| =
∣∣k2∣∣ < ζ.
Pour une utilisation ultérieure, énonçons le lemme suivant qui complète le Lemme 1.1
et le Lemme 1.2.
Lemme 1.3. Soit D(0, )∗ défini par (1.7). Supposons que V vérifie (1.2) pour n = 2. L’application
à valeurs opérateur
C+
1/2
∩D(0, )∗ 3 k 7−→ TV
(
z(k)
)
:= J |V |1/2
(
P0 − z(k)
)−1
|V |1/2,
où J := signV , se prolonge analytiquement à D(0, )∗ à valeurs dans S∞(L2(R3)). Ce pro-
longement est encore noté TV
(
z(k)
)
.
Preuve. Ce résultat découle directement de la combinaison de (3.6), du Lemme 1.1 et du
Lemme 1.2 puisque l’hypothèse (1.2) sur le potentiel V (pour n = 2) entraîne que
|V |1/2 = V
(
v⊥ ⊗ e−δ〈x3〉
)
, (1.19)
où V est un opérateur a valeurs matricielle borné. 
À présent en s’aidant de l’identité
(P − z)−1
(
1+V
(
P0 − z
)−1)
=
(
P0 − z
)−1,
nous déduisons que
e−δ〈x3〉(H − z)−1e−δ〈x3〉 = e−δ〈x3〉
(
P0 − z
)−1e−δ〈x3〉
×
(
1+ eδ〈x3〉V
(
P0 − z
)−1e−δ〈x3〉)−1 .
L’hypothèse (1.2) sur V combinée avec le Lemme 1.1 et le Lemme 1.2 montrent que la
fonction k 7−→ eδ〈x3〉V (P0 − z(k))−1e−δ〈x3〉 est holomorphe à valeur opérateur compact
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dans L2
(
R3
)
inversible en au moins un point. D’où par le Théorème analytique de
Fredholm, l’application à valeurs opérateur
k 7−→
(
1+ eδ〈x3〉V
(
P0 − z(k)
)−1e−δ〈x3〉)−1
admet un prolongement méromorphe de C+
1/2
∩D(0, )∗ à D(0, )∗. Ce qui nous permet
de définir les résonances de P près de 0.
Proposition 1.1. Soient C+
1/2
défini par (3.7) et D(0, )∗ par (1.7). L’application
k 7−→
((
P − z(k)
)−1
: e−δ〈x3〉L2
(
R3
) −→ eδ〈x3〉L2(R3))
à valeurs opérateur admet un prolongement méromorphe de C+
1/2
∩ D(0, )∗ à D(0, )∗. Ce
prolongement est encore noté R
(
z(k)
)
.
La notion d’indice (le long d’un contour fermé orienté positivement) d’une fonction
méromorphe finie à valeur opérateur qui est définie dans l’Appendice permet de définir
la multiplicité d’une résonance.
Définition 1.1. Nous définissons les résonances de P (près de 0) comme étant les pôles de R(z) le
prolongement méromorphe de la résolvante (P − z)−1 dans L
(
e−δ〈x3〉L2
(
R3
)
, eδ〈x3〉L2
(
R3
))
.
La multiplicité d’une résonance z1 := z(k1) = k21 est définie par
mult(z1) := Indγ
(
I + TV
(
z(·))), (1.20)
où γ est un cercle assez petit orienté positivement contenant k1 comme unique point vérifiant
que z(k1) est résonance de P , et TV
(
z(·)) est défini dans le Lemme 1.3.
Remarque 1.4. Si l’on remplace l’opérateur de Pauli magnétique P0 par l’opérateur de Schrödinger
magnétique S0 défini par (0.16), alors l’opérateur TV (z) est dans S2 et ∂zTV (z) est dans S1.
Dans ce cas la Définition 1.1 coïncide avec [13, Définition 3]
(
voir aussi [114, Définition 4.3]
)
.
La proposition suivante met en évidence le lien entre les résonances de P près de 0 et
les valeurs propres de l’opérateur TV
(
z(k)
)
.
Proposition 1.2. Pour k proche de 0, les assertions suivantes sont équivalentes.
(i) z(k) = k2 est un pôle de R(z(k)),
(ii) −1 est une valeur propre de TV
(
z(k)
)
:= J |V |1/2R0
(
z(k)
)
|V |1/2.
Preuve. Ce résultat découle directement de l’identité(
I + J |V |1/2R0(z)|V |
1/2
)(
I − J |V |1/2R(z)|V |1/2
)
= I . (1.21)
1.3.2 Preuve du Théorème 1.1
Elle utilise essentiellement deux résultats préliminaires à savoir la Proposition 1.3 et
la Proposition 1.4 ci-dessous.
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1.3.2.1 Preuve et énoncé de la Proposition 1.3
Rappelons que p := p(b) est la projection orthogonale sur ker H−⊥ défini par (0.12). Il
est bien connu [46, Théorème 2.3] que p admet un noyau intégral continu P(x⊥, y⊥) avec
x⊥, y⊥ ∈ R2. Décomposons grâce à (3.6) l’opérateur TV
(
z(k)
)
défini dans le Lemme 1.3
de la manière suivante: TV
(
z(k)
)
= TV1 (k) + T
V
2 (k) où
TV1 (k) := J |V |
1/2
[
p⊗R(k2)](1 0
0 0
)
|V |1/2, (1.22)
TV2 (k) := J |V |
1/2
(
P0 − z(k)
)−1Q|V |1/2. (1.23)
Le Lemme 1.2 combiné avec (1.19) montrent que l’opérateur TV2 (k) est holomorphe dans
un voisinage de 0 à valeurs dans S∞(L2(R3)). Considérons à présent l’opérateur TV1 (k)
pour k ∈ D(0, )∗ défini par (1.7). Puisque le noyau intégral de l’opérateur N(k) :=
e−δ〈x3〉R
(
k2
)
e−δ〈x3〉 est donné par (1.16), nous pouvons donc écrire
N(k) =
1
k
t1 + r1(k), (1.24)
où t1 : L2(R) −→ L2(R) est l’opérateur de rang 1 défini par
t1(u) :=
i
2
〈u, e−δ〈·〉〉e−δ〈x3〉, (1.25)
et r1(k) est l’opérateur de Hilbert-Schmidt
(
sur D(0, )∗
)
ayant pour noyau intégral
e−δ〈x3〉i
eik|x3−x
′
3| − 1
2k
e−δ〈x
′
3〉. (1.26)
Nous en déduisons ainsi que
TV1 (k) =
iJ
k
× 1
2
|V |1/2
(
p⊗ τ1
)(1 0
0 0
)
|V |1/2
+ J |V |1/2
[
p⊗ s1(k)
](1 0
0 0
)
|V |1/2,
(1.27)
où τ1 et s1(k) sont les opérateurs agissant de e−δ〈x3〉L2(R) dans eδ〈x3〉L2(R) ayant re-
spectivement pour noyau intégral 1 et
1− eik|x3−x
′
3|
2ik
. (1.28)
Notons que |V |1/2
(
p ⊗ τ1
)(
1 0
0 0
)
|V |1/2 = |V |1/2
(
p⊗τ1 0
0 0
)
|V |1/2 est un opérateur auto-
adjoint positif compact. En effet si nous considérons les opérateurs de multiplication
par e± := e±δ〈x3〉, alors il peut être facilement vérifier que
|V |1/2
(
p⊗ τ1 0
0 0
)
|V |1/2 =|V |1/2e+
(
p⊗ c∗c 0
0 0
)
e+|V |
1/2
=
[(
p⊗ c 0
0 0
)
e+|V |
1/2
]∗ [(
p⊗ c 0
0 0
)
e+|V |
1/2
]
,
(1.29)
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où c : L2(R) −→ C est l’opérateur défini par c(f ) := 〈f , e−〉, tandis que l’opérateur
adjoint c∗ : C −→ L2(R) est donné par c∗(λ) = λe−. Ainsi, (1.29) permet d’introduire
naturellement l’opérateur borné K : L2
(
R3,C2
)→ L2(R2,C2) défini par
K :=
(
p⊗ c 0
0 0
)
e+|V |
1/2. (1.30)
Plus explicitement, pour toute fonction ψ ∈ L2(R3,C2), nous avons
(Kψ)(x⊥) :=
∫
R3
P(x⊥, x ′⊥)
(
1 0
0 0
)
|V |1/2(x ′⊥, x
′
3)ψ(x
′
⊥, x
′
3)dx
′
⊥dx
′
3, (1.31)
où P(·, ·) est le noyau intégral de la projection p. De même il peut être facilement vérifié
que l’opérateur adjoint K∗ : L2
(
R2,C2
)→ L2(R3,C2) donné par
K∗ := |V |1/2e+
(
p⊗ c∗ 0
0 0
)
(1.32)
satisfait pour toute fonction ϕ ∈ L2(R2,C2),
(K∗ϕ)(x⊥, x3) = |V |1/2(x⊥, x3)
(
1 0
0 0
)
(pϕ)(x⊥). (1.33)
Par (1.29), (1.30) et (1.32), nous avons
|V |1/2
(
p⊗ τ1
)(1 0
0 0
)
|V |1/2 = K∗K ,
de sorte que (1.27) devienne finalement
TV1 (k) =
iJ
k
× 1
2
K∗K + J |V |1/2
[
p⊗ s1(k)
](1 0
0 0
)
|V |1/2.
D’où la proposition suivante.
Proposition 1.3. Pour k ∈ D(0, )∗ défini par (1.7), nous avons
TV
(
z(k)
)
=
iJ
k
B +A(k), (1.34)
où J := signV et B est l’opérateur auto-adjoint positif défini par
B :=
1
2
K∗K . (1.35)
Ici K est l’opérateur donné par (1.31) et A(k) ∈ S∞(L2(R3)) est l’opérateur holomorphe sur
D(0, )∗ défini par
A(k) := J |V |1/2
[
p⊗ s1(k)
](1 0
0 0
)
|V |1/2 + TV2 (k), (1.36)
où TV2 (k) est l’opérateur défini par (1.23).
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1.3.2.2 Énoncé et preuve de la Proposition 1.4
Soit W la fonction définie par (1.5). Par (1.30) et (1.32), nous avons
KK∗ =
(
1 0
0 0
)
pWp.
Donc pour tout s > 0,
n+
(
s ,
1
2
K∗K
)
= n+
(
2s ,K∗K
)
= n+
(
2s ,KK∗
)
= n+
(
2s ,
(
1 0
0 0
)
pWp
)
= n+ (2s , pWp) .
C’est-à-dire
n+ (s ,B) = n+ (2s , pWp) , (1.37)
où l’opérateur B est défini par (1.35).
Proposition 1.4. Soit s0 <  assez petit. Pour 0 < s < |k | < s0,
(i) z(k) est une résonance de P près de 0 si et seulement si k est un zéro du déterminant
D(k , s) := det
(
I +K (k , s)
)
, (1.38)
où K (k , s) est un opérateur de rang fini analytique en k , vérifiant
rang K (k , s) = O
(
n+(s , pWp) + 1
)
, ‖K (k , s)‖ = O(s−1),
uniformément pour s < |k | < s0.
(ii) Si z1 := z(k1) = k21 est une résonance de P , alors
mult(z1) = Indγ
(
I +K (k , s)
)
= m(k1), (1.39)
γ étant choisi comme dans la Définition 1.1 et m(k1) désigne la multiplicité de k1 en tant que
zéro de D(k , s).
(iii) Si =
(
k2
)
> σ > 0, l’opérateur I +K (k , s) est inversible avec∥∥∥(I +K (k , s))−1∥∥∥ = O(σ−1),
uniformément pour s < |k | < s0.
Preuve. (i),(ii) Par la Proposition 1.3, pour s < |k | 6 s0 < , nous avons
TV (z) =
iJ
k
B +A(k).
L’application k 7→ A(k) est analytique près de 0 à valeurs dans S∞. Donc pour s0 assez
petit, il existe un opérateur A0 de rang fini indépendant de k , et A˜(k) analytique près de
0 dans S∞ vérifiant ‖A˜(k)‖ < 14 , |k | 6 s0 tels que
A(k) = A0 + A˜(k).
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Considérons la décomposition
B = B1[0, 12 s](B) +B1] 12 s ,∞[(B). (1.40)
Puisque
∥∥∥(iJ/k)B1[0, 12 s](B) + A˜(k)∥∥∥ < 34 pour 0 < s < |k | < s0, alors(
I + TV (z)
)
=
(
I +K (k , s)
)(
I +
iJ
k
B1[0, 12 s](B) + A˜(k)
)
, (1.41)
où l’opérateur K (k , s) est donné par
K (k , s) =
(
iJ
k
B1] 12 s ,∞[(B) +A0
)(
I +
iJ
k
B1[0, 12 s](B) + A˜(k)
)−1
.
C’est un opérateur dont le rang est majoré d’une part par
O
(
n+
(
1
2
s ,B
)
+ 1
)
= O
(
n+(s , pWp) + 1
)
via (1.37), et d’autre part dont la norme est majorée par O
(
|k |−1
)
.
Par ailleurs, puisque
∥∥(iJ/k)B1[0, 12 s](B) + A˜(k)∥∥ < 1 pour 0 < s < |k | < s0, alors par [44,
Théorème 4.4.3]
Indγ
(
I + (iJ/k)B1[0, 12 s](B) + A˜(k)
)
= 0.
En appliquant à (1.41) les propriétés sur l’indice d’un opérateur sur un contour énoncées
dans l’Appendice, nous obtenons immédiatement les égalités données par (1.39). Par
conséquent, par la Définition 1.1 et la Proposition 1.2 combinées à (1.41), nous voyons
que z := z(k) est une résonance de P si et seulement si k est un zéro du déterminant
D(k , s) défini par (1.38).
(iii) Pour 0 < s < |k | < s0,
I +K (k , s) =
(
I + TV
(
z(k)
))(
I +
iJ
k
B1[0, 12 s](B) + A˜(k)
)−1
par définition des opérateurs TV
(
z(k)
)
et K (k , s). Par l’identité (1.21), nous déduisons
pour =(z) > 0 l’inversibilité de I + TV (z) avec pour inverse(
I + TV (z)
)−1
= I − J |V |1/2(P − z)−1|V |1/2.
Or =(z) = =
(
k2
)
. D’où l’inversibilité de l’opérateur I + K (k , s) pour =
(
k2
)
> σ > 0,
0 < s < |k | < s0 avec∥∥∥(I +K (k , s))−1∥∥∥ = O(1+ ∥∥|V |1/2(P − z(k))−1|V |1/2∥∥)
= O
(
1+
∣∣=(k2)∣∣−1)
= O
(
σ−1
)
.
D’où la preuve. 
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1.3.2.3 Retour à la preuve du Théorème 1.1
La proposition 1.4 ci-dessus montre pour 0 < s < |k | < s0 que
D(k , s) =
O
(
n+(s ,pWp)+1
)∏
j=1
(
1+ λj(k , s)
)
= O(1)exp
(
O
(
n+(s , pWp) + 1
)
|ln s |
)
,
(1.42)
où les λj(k , s) sont les valeurs propres de K := K (k , s) et satisfont
∣∣λj(k , s)∣∣ = O (s−1).
De plus, puisque pour =
(
k2
)
> σ > 0 et 0 < s < |k | < s0
D(k , s)−1 = det
(
I +K
)−1
= det
(
I −K (I +K )−1
)
,
alors comme ci-dessus, pour Imk2 > σ > 0∣∣D(k , s)∣∣ > C exp(− C(n+(s , pWp) + 1)(|lnσ|+ |ln s |)). (1.43)
Appliquons à présent le Lemme 4.5 à la fonction g(k) := D(rk , r) sur le domaine ∆ :={
k ∈ C : 1 < |k | < 2 et pi3 < Argk < 2pi+ pi6
}
avec =
(
k20
)
> σ > 0. Regarder les zéros de la
fonction g(k) sur un sous-domaine ∆ ′ b ∆, avec 0 < r < r |k | < r0 < , est équivalent par
la Proposition 1.4 à regarder les résonances z(k) de l’opérateur P . Ainsi (1.29) s’obtient
en combinant (1.42) et (1.43), d’où la preuve du Théorème 1.1.
1.3.3 Preuve du Théorème 1.21.3.3.1 Un résultat préliminaire
Les notations sont celles de la sous-section 4.1.2 de l’Appendice. Avec la terminologie
de valeur caractéristique (Définition 4.1), la Proposition 1.2 peut être reformulée de la
manière suivante.
Proposition 1.5. Pour k proche de 0, les assertions suivantes sont équivalentes.
(i) z1 := z(k1) = k21 est une résonance de P près de 0,
(ii) k1 est une valeur caractéristique de I + TV
(
z(k)
)
.
De plus, la multiplicité de la résonance z1 est égale à Indγ
(
I +TV (·)
)
la multiplicité de la valeur
caractéristique k1, γ étant un cercle assez petit orienté positivement et contenant k1 comme
unique valeur caractéristique.
Ainsi, l’étude des résonances z(k) = k2 de Pe := P0 + eV près de 0 peut se ramener à
celle des valeurs caractéristiques de
I + TeV
(
z(k)
)
= I − e
T (ik)
ik
,
où T (ik) := (signV )B − ikA(k). Les opérateurs compacts B et A(k) sont définis dans la
Proposition 1.3. En particulier pour V > 0, nous avons T (0) = B . Comme signalé dans
la Remarque 1.1, (signV )
(
1 0
0 0
)
=
(
1 0
0 0
)
suffit pour que T (0) = B . Puisque l’opérateur
T ′(0)Π0 est compact, alors il existe une suite (en)n qui tend vers l’infini telle que I −
eT ′(0)Π0 soit inversible dès que e ∈ R \
{
en, n ∈ N
}
. Plus précisément, nous pouvons
choisir pour en les inverses des valeurs propres de l’opérateur T ′(0)Π0.
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1.3.3.2 Retour à la preuve du Théorème 1.2
Le point (i) s’obtient par une application directe du Lemme 4.6 avec z = ik/e.
Par ailleurs, (i) montre que pour |k | suffisamment petit, les résonances z(k) de Pe sont
concentrées dans un secteur
{
k ∈ D(0, )∗ : ik/e ∈ Cα(r , r0)
}
pour α > 0, où Cα(r , r0)
est défini par (4.4). D’où en particulier lorsque r ↘ 0,
#
{
z = z(k) ∈ Res(Pe) : r < |k | 6 r0
}
= #
{
z = z(k) ∈ Res(Pe) : ik/e ∈ Cα(r , r0)
}
+O(1).
Or nous avons
#
{
z = z(k) ∈ Res(Pe) : ik/e ∈ Cα(r , r0)
}
= N
(
Cα(r , r0)
)
.
De plus via (1.37), nous avons n
(
]r , r0]
)
= n+
(
r , 12pWp
)
+ O(1). Ainsi, le point (ii) dé-
coule directement du Lemme 4.8, et le point (iii) du Lemme 4.9 combiné avec les Lemmes
4.2, 4.3 et 4.4. D’où la preuve du Théorème 1.2.
1.4 résonances près de ±m de l’opérateur de dirac
Dans toute cette section, nous supposons que le potentiel V vérifie l’hypothèse (1.2)
pour n = 4. La démarche reste similaire à celle de la section précédente. Nous traitons
en détail l’étude des résonances près de m. L’étude près de −m se traite de la même
manière (voir les Remarques 1.5, 1.7, 1.8 et 1.9).
1.4.1 Résonances
Soit D0 l’opérateur de Dirac magnétique défini par (0.26). Dans cette sous-section,
nous allons définir les résonances près de m de l’opérateur perturbé D := D0 +V défini
par (1.4).
Introduisons les notations suivantes. Soient Pd (d pour Dirac) la projection orthogonale
sur l’union des sous-espaces propres associés aux valeurs propres ±m de D0 et Qd :=
I− Pd . Ainsi par l’identité (0.28), nous avons
Pd :=
(
P 0
0 P
)
, Qd := I− P =
(
Q 0
0 Q
)
, (1.44)
où P et Q sont les projections orthogonales définis par (1.10).
Considérons z ∈ C \ σ(D0) et soit la décomposition
(D0 − z)
−1 = (D0 − z)
−1 Pd + (D0 − z)
−1Qd . (1.45)
Puisque (D0 − z)
−1 Pd = (D0 + z)
(
D20 − z
2
)−1 Pd , alors les identités (0.28) et (0.29) en-
traînent que
(D0 − z)
−1Pd =
[
p⊗R(z2 −m2)]( z+m 0 0 00 0 0 00 0 z−m 0
0 0 0 0
)
+
[
p⊗Dx3R
(
z2 −m2
)]( 0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
)
,
(1.46)
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où p := p(b) est la projection orthogonale sur ker H−⊥ défini par (0.12), et la résolvante
R(z) est définie par (1.12). Soit z ∈ C+ le demi-plan supérieur. Pour k ∈ C+
1/2
défini par
(1.15), introduisons le changement de variables
z −m
z +m
= k2 ⇐⇒ z = zm(k) := m(1+ k
2)
1− k2
∈ C+. (1.47)
Remarque 1.5. Pour regarder les résonances près de −m, on effectue le changement de variables
z+m
z−m = k
2 où k ∈ C−
1/2
:=
{
k ∈ C+ : =(k2) < 0}, de sorte que z = z−m(k) := −m(1+k2)1−k2
appartienne à C+.
La première étape consiste à prolonger holomorphiquement l’opérateur
(
D0− zm(k)
)−1Pd
au voisinage de k = 0.
Lemme 1.4. Soient δ et D(0,η)∗ définis respectivement par (1.2) et (1.9).
(i) L’application à valeurs opérateur
k 7−→
((
D0 − zm(k)
)−1Pd : e−δ〈x3〉L2(R3) −→ eδ〈x3〉L2(R3))
admet un prolongement holomorphe de C+
1/2
∩D(0,η)∗ à D(0,η)∗ avec η < δ4m .
(ii) Soit v⊥(x⊥) := 〈x⊥〉−α, α > 0. L’application à valeurs opérateur
Tv⊥ : k 7−→ v⊥(x⊥)e−δ〈x3〉
(
D0 − zm(k)
)−1Pde−δ〈x3〉
se prolonge aussi holomorphiquement sur D(0,η)∗, à valeurs dans S∞(L2(R3)).
Preuve. (i) Vus comme opérateurs agissant de e−δ〈x3〉L2
(
R3
)
dans eδ〈x3〉L2
(
R3
)
, intro-
duisons les deux opérateurs
L1(k) :=
[
p⊗R (k2(z +m)2)]( z+m 0 0 00 0 0 00 0 z−m 0
0 0 0 0
)
, L2(k) :=
[
p⊗Dx3R
(
k2(z +m)2
)]( 0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
)
.
D’une part, le noyau intégral de l’opérateur N1(k) := e−δ〈x3〉R
(
k2(z +m)2
)
e−δ〈x3〉 est
donné par
e−δ〈x3〉
ieik(z+m)|x3−x
′
3|
2k(z +m)
e−δ〈x
′
3〉. (1.48)
Il est dans L2
(
R2
)
pour =
(
k(z +m)
)
= =
(
2mk
1−k2
)
> −δ. Donc si η < δ4m , nous pou-
vons prolonger holomorphiquement k 7−→ L1(k) ∈ L
(
e−δ〈x3〉L2
(
R3
)
, eδ〈x3〉L2
(
R3
))
de
C+
1/2
∩D(0,η)∗ à D(0,η)∗.
D’autre part, le noyau intégral de l’opérateur N2(k) := e−δ〈x3〉Dx3R
(
k2(z +m)2
)
e−δ〈x3〉
est donné par
e−δ〈x3〉
i(x3 − x
′
3)e
ik(z+m)|x3−x
′
3|
2|x3 − x
′
3|
e−δ〈x
′
3〉. (1.49)
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Donc comme ci-dessus, se prolonge holomorphiquement l’application k 7−→ L2(k) ∈
L
(
e−δ〈x3〉L2
(
R3
)
, eδ〈x3〉L2
(
R3
))
de C+
1/2
∩D(0,η)∗ à D(0,η)∗ dès que η < δ4m . D’où le
prolongement holomorphe via la décomposition (1.46) de l’application
k 7−→ (D0 − zm(k))−1Pd ∈ L(e−δ〈x3〉L2(R3), eδ〈x3〉L2(R3))
de C+
1/2
∩D(0,η)∗ à D(0,η)∗ pour η < δ4m .
(ii) L’identité (1.46) entraîne que
Tv⊥(k) = [v⊥p⊗N1(k)]
(
z+m 0 0 0
0 0 0 0
0 0 z−m 0
0 0 0 0
)
+ [v⊥p⊗N2(k)]
(
0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
)
. (1.50)
On conclut en raisonnant comme dans la preuve du Lemme 1.1. 
La deuxième étape consiste à prolonger holomorphiquement l’opérateur
(
D0 − z
)−1Qd
en la variable z .
Lemme 1.5. Soient δ et ζ les constantes définies respectivement par (1.2) et (0.14).
(i) L’application à valeurs opérateur
z 7−→
((
D0 − z
)−1Qd : e−δ〈x3〉L2(R3) −→ eδ〈x3〉L2(R3))
se prolonge holomorphiquement de C+ à C \
{(
−∞,−√m2 + ζ]∪ [√m2 + ζ,∞)}.
(ii) Soit v⊥(x⊥) := 〈x⊥〉−α, α > 0. L’application à valeurs opérateur
Lv⊥ : z 7−→ v⊥(x⊥)e−δ〈x3〉
(
D0 − z
)−1Qde−δ〈x3〉
se prolonge aussi holomorphiquement de C+ à C \
{(
−∞,−√m2 + ζ]∪ [√m2 + ζ,∞)}, à
valeurs dans S∞(L2(R3)).
Preuve. (i) Soit z ∈ C+. L’identité(
D0 − z
)−1
= D−10 + z
(
1+ zD−10
)(
D20 − z
2
)−1
entraîne que
e−δ〈x3〉
(
D0 − z
)−1Qde−δ〈x3〉 = e−δ〈x3〉D−10 Qde−δ〈x3〉
+ ze−δ〈x3〉
(
1+ zD−10
)(
D20 − z
2
)−1Qde−δ〈x3〉. (1.51)
Des identités (0.29) et (1.44), nous déduisons que
(
D20 − z
2
)−1Qd =

(
P−0 +m
2−z2
)−1
q 0 0 0
0
(
P+0 +m
2−z2
)−1
0 0
0 0
(
P−0 +m
2−z2
)−1
q 0
0 0 0
(
P+0 +m
2−z2
)−1
 .
Ainsi, l’application C \
{(
−∞,−√m2 + ζ]∪ [√m2 + ζ,∞)} 3 z 7−→ (D20 − z2)−1Qd
est bien définie et analytique car, (0.13) combiné à (0.24) montrent que C \ [ζ,+∞)
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est contenu dans l’ensemble résolvent de l’opérateur P−0 restreint à qDom
(
P−0
)
et de
l’opérateur P+0 restreint à Dom
(
P+0
)
. L’opérateur e−δ〈x3〉
(
D0 − z
)−1Qde−δ〈x3〉 se pro-
longe donc holomorphiquement du demi-plan supérieur C+ à l’ensemble des points
z ∈ C \
{(
−∞,−√m2 + ζ]∪ [√m2 + ζ,∞)}.
(ii) La décomposition (1.53) entraîne que
Lv⊥(z) = v⊥e
−δ〈x3〉D−10 Qde
−δ〈x3〉 + zv⊥e−δ〈x3〉
(
1+ zD−10
)(
D20 − z
2
)−1Qde−δ〈x3〉.
D’une part, pour q vérifiant αq > 2 et q > 3, l’inégalité diamagnétique [8, Théorème
2.3] et le critère standard [97, Théorème XI.20] montrent que v⊥e−δ〈x3〉D−10 Qde
−δ〈x3〉 est
dans Sq
(
L2
(
R3
))
. D’autre part, en raisonnant comme dans la preuve de [126, Proposi-
tion 5.3], on montre que l’opérateur L1v⊥(z) := zv⊥e
−δ〈x3〉(1+ zD−10 )(D20 − z2)−1Qde−δ〈x3〉
est dans une certaine classe Sq pour q paire tel que q > 3 et αq > 2, avec l’estimation∥∥L1v⊥(z)∥∥q 6 Cste (|z |+ |z |2) sup
y∈[ζ,∞)
y + 1
|y +m2 − z2|
.
Ainsi en particulier, l’opérateur Lv⊥(z) ∈ S∞
(
L2
(
R3
))
et se prolonge holomorphique-
ment de C+ à l’ensemble des points z ∈ C \
{(
−∞,−√m2 + ζ]∪ [√m2 + ζ,∞)}. 
Remarque 1.6. Notons que le Lemme 1.5 entraîne que l’application k 7−→ (D0 − zm(k))−1Qd
est holomorphe sur le disque pointé D(0,η)∗ défini par (1.9). En effet, si la partie réelle et la
partie imaginaire de k sont non nulles, alors il en est de même pour zm(k) :=
m(1+k2)
1−k2
. Si
k = ±ia avec 0 < a < η < 1, alors |zm(k)| = m(1−a
2)
1+a2
<
√
m2 + ζ. Reste à regarder le cas
où k = a est réel tel que 0 < |a| < η <
√
1− 2mµ , où µ < rm :=
√
m2 + ζ+m. Or pour
|a| < 1, l’inéquation |zm(k)| =
m(1+a2)
1−a2
<
√
m2 + ζ est vérifiée si et seulement si |a| < a1/20 , où
a0 :=
√
m2+ζ−m√
m2+ζ+m
. Puisque le choix de µ entraîne que
√
1− 2mµ < a
1/2
0 , alors nous avons bien
|zm(k)| =
m(1+a2)
1−a2
<
√
m2 + ζ car |a| < η <
√
1− 2mµ .
Pour une utilisation ultérieure, énonçons le lemme suivant qui complète le Lemme 1.4
et le Lemme 1.5, et dont la preuve est analogue à celle du Lemme 1.3.
Lemme 1.6. Soit D(0,η)∗ défini par (1.9). Supposons que V vérifie (1.2) pour n = 4. L’application
à valeurs opérateur
C+
1/2
∩D(0,η)∗ 3 k 7−→MV
(
zm(k)
)
:= J |V |1/2
(
D0 − zm(k)
)−1
|V |1/2,
où J := signV , se prolonge analytiquement à D(0,η)∗ à valeurs dans S∞(L2(R3)). Ce pro-
longement est encore noté MV
(
zm(k)
)
.
À présent en s’aidant de l’identité
(D − z)−1
(
1+V
(
D0 − z
)−1)
=
(
D0 − z
)−1,
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nous déduisons que
e−δ〈x3〉(D − z)−1e−δ〈x3〉 = e−δ〈x3〉
(
D0 − z
)−1e−δ〈x3〉
×
(
1+ eδ〈x3〉V
(
D0 − z
)−1e−δ〈x3〉)−1 .
L’hypothèse (1.2) sur V combinée avec le Lemme 1.4 et le Lemme 1.5 montrent que la
fonction k 7−→ eδ〈x3〉V (D0 − z(k))−1e−δ〈x3〉 est holomorphe à valeur opérateur compact
dans L2
(
R3
)
inversible en au moins un point. D’où par le Théorème analytique de
Fredholm, l’application à valeurs opérateur
k 7−→
(
1+ eδ〈x3〉V
(
D0 − z(k)
)−1e−δ〈x3〉)−1
admet un prolongement méromorphe de C+
1/2
∩D(0,η)∗ à D(0,η)∗. Ce qui nous permet
de définir les résonances de D près de m.
Proposition 1.6. Soient C+
1/2
défini par (3.7) et D(0,η)∗ par (1.9). L’application
k 7−→
((
D − zm(k)
)−1
: e−δ〈x3〉L2
(
R3
) −→ eδ〈x3〉L2(R3))
admet un prolongement méromorphe de C+
1/2
∩D(0,η)∗ à D(0,η)∗. Ce prolongement est encore
noté R
(
zm(k)
)
.
De manière analogue à la Définition 1.1, nous avons la définition suivante.
Définition 1.2. Nous définissons les résonances de D (près de m) comme étant les pôles de R(z)
le prolongement méromorphe de la résolvante (D− z)−1 dansL
(
e−δ〈x3〉L2
(
R3
)
, eδ〈x3〉L2
(
R3
))
.
La multiplicité d’une résonance z0 := zm
(
k0
)
est définie par
mult
(
z0
)
:= Indγ
(
I +MV
(
zm(·)
))
, (1.52)
où γ est un cercle assez petit orienté positivement contenant k0 comme unique point vérifiant
que zm
(
k0
)
est résonance de D , et MV
(
zm(·)
)
est défini dans le lemme 1.6.
La proposition suivante met en évidence le lien entre les résonances de D près de m et
les valeurs propres de l’opérateur MV
(
zm(·)
)
.
Proposition 1.7. Pour k proche de 0, les assertions suivantes sont équivalentes.
(i) zm(k) est un pôle de R
(
zm(k)
)
,
(ii) −1 est une valeur propre de MV
(
zm(k)
)
:= J |V |1/2R0
(
zm(k)
)
|V |1/2.
Preuve. Ce résultat découle directement de l’identité(
I + J |V |1/2R0(z)|V |
1/2
)(
I − J |V |1/2R(z)|V |1/2
)
= I . (1.53)

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1.4.2 Preuve du Théorème 1.3
Elle utilise essentiellement deux résultats préliminaires à savoir la Proposition 1.8 et
la Proposition 1.9 ci-dessous.
1.4.2.1 Preuve et énoncé de la Proposition 1.8
Soit z = zm(k) :=
m(1+k2)
1−k2
où k ∈ D(0,η)∗ défini par (1.9), et considérons l’opérateur
MV
(
zm(k)
)
défini dans le Lemme 1.6. Les identités (1.45) et (1.46) entraînent que
MV
(
zm(k)
)
se décompose en MV
(
zm(k)
)
=MV1 (k) +M
V
2 (k), où
MV1 (k) := J |V |
1/2
[
p⊗R(k2(z +m)2)]( z+m 0 0 00 0 0 00 0 z−m 0
0 0 0 0
)
|V |1/2, (1.54)
MV2 (k) := J |V |
1/2
[
p⊗Dx3R
(
k2(z +m)2
)]( 0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
)
|V |1/2
+ J |V |1/2
(
D0 − z
)−1Qd |V |1/2. (1.55)
Le Lemme 1.4 combiné avec le Lemme 1.5 montrent que l’opérateur MV2 (k) est holomor-
phe près de 0 à valeurs dans S∞(L2(R3)). Considérons à présent l’opérateur MV1 (k).
Le noyau intégral de l’opérateur N1(k) := e−δ〈x3〉R
(
k2(z +m)2
)
e−δ〈x3〉 est donné par
(1.48). D’où la décomposition
N1(k) =
1
k(z +m)
t1 + b1(k), (1.56)
où t1 est défini par (1.25) et b1(k) l’opérateur de Hilbert-Schmidt
(
sur D(0,η)∗
)
ayant
pour noyau intégral
e−δ〈x3〉i
eik(z+m)|x3−x
′
3| − 1
2k(z +m)
e−δ〈x
′
3〉. (1.57)
Par conséquent
MV1 (k) =
iJ
k(z +m)
× 1
2
|V |1/2
(
p⊗ τ1
)( z+m 0 0 0
0 0 0 0
0 0 z−m 0
0 0 0 0
)
|V |1/2
+ J |V |1/2
[
p⊗ c1(k)
]( z+m 0 0 0
0 0 0 0
0 0 z−m 0
0 0 0 0
)
|V |1/2,
(1.58)
où τ1 et c1(k) sont les opérateurs agissant de e−δ〈x3〉L2(R) dans eδ〈x3〉L2(R) ayant re-
spectivement pour noyau intégral 1 et
1− eik(z+m)|x3−x
′
3|
2ik(z +m)
. (1.59)
Introduisons les opérateurs bornés K± : L2
(
R3,C4
)→ L2(R2,C4) définis par
(K+ψ)(x⊥) :=
∫
R3
P(x⊥, x ′⊥)
(
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
|V |1/2(x ′⊥, x
′
3)ψ(x
′
⊥, x
′
3)dx
′
⊥dx
′
3, (1.60)
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(K−ψ)(x⊥) :=
∫
R3
P(x⊥, x ′⊥)
(
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
)
|V |1/2(x ′⊥, x
′
3)ψ(x
′
⊥, x
′
3)dx
′
⊥dx
′
3, (1.61)
où P(·, ·) est le noyau intégral de la projection p. Les opérateurs adjoints
K∗± : L
2
(
R2,C4
)→ L2(R3,C4)
sont donnés par
(K∗+ϕ)(x⊥, x3) = |V |
1/2(x⊥, x3)
(
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
(pϕ)(x⊥), (1.62)
(K∗−ϕ)(x⊥, x3) = |V |
1/2(x⊥, x3)
(
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
)
(pϕ)(x⊥), (1.63)
Si e± et c sont les opérateurs introduits dans l’identité (1.29), alors il peut être vérifié
comme dans les identités de (1.30) à (1.33) que
K+ =
( p⊗c 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
e+|V |
1/2, K∗+ = |V |
1/2e+
(
p⊗c∗ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
, (1.64)
K− =
(
0 0 0 0
0 0 0 0
0 0 p⊗c 0
0 0 0 0
)
e+|V |
1/2, K∗− = |V |
1/2e+
(
0 0 0 0
0 0 0 0
0 0 p⊗c∗ 0
0 0 0 0
)
. (1.65)
Ainsi nous en déduisons que
K∗+K+ = |V |
1/2
(
p⊗ τ1
)( 1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
|V |1/2,
K∗−K− = |V |
1/2
(
p⊗ τ1
)( 0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
)
|V |1/2,
de sorte que (1.58) devienne finalement
MV1 (k) =
iJ
2k
K∗+K+ +
iJk
2
K∗−K− + J |V |
1/2
[
p⊗ c1(k)
]( z+m 0 0 0
0 0 0 0
0 0 z−m 0
0 0 0 0
)
|V |1/2.
D’où la proposition suivante.
Proposition 1.8. Pour k ∈ D(0,η)∗ défini par (1.9), nous avons
MV
(
zm(k)
)
=
iJ
k
Bd +Ad(k), (d pour Dirac) (1.66)
où J := signV , Bd l’opérateur auto-adjoint positif défini par
Bd :=
1
2
K∗+K+. (1.67)
Ici K+ est l’opérateur défini par (1.60) et Ad(k) ∈ S∞(L2(R3)) est l’opérateur holomorphe sur
D(0,η)∗ défini par
Ad(k) :=
iJk
2
K∗−K− + J |V |
1/2 [p⊗ c1(k)]
(
z+m 0 0 0
0 0 0 0
0 0 z−m 0
0 0 0 0
)
|V |1/2 +MV2 (k),
où K− est défini par (1.61) et l’opérateur MV2 (k) par (1.55).
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Signalons la remarque suivante qui vient compléter la Remarque 1.5 concernant l’étude
des résonances de D près de −m.
Remarque 1.7. Par la Remarque 1.5 les résonances de D près de −m sont paramétrées par
z = z−m(k) :=
−m(1+k2)
1−k2
, où k ∈ D(0,η)∗. Notons que dans ce cas (1.66) devient
MV
(
z−m(k)
)
= −
iJ
k
Bd +Ad(k), Bd :=
1
2
K∗−K−, (1.68)
où l’opérateur Ad(k) est défini par
Ad(k) := −
iJk
2
K∗+K+ − J |V |
1/2
[
p⊗ c1(k)
]( z+m 0 0 0
0 0 0 0
0 0 z−m 0
0 0 0 0
)
|V |1/2 +MV2 (k).
Ici l’opérateur MV2 (k) est défini par
MV2 (k) := J |V |
1/2
[
p⊗Dx3R
(
k2(z −m)2
) ]( 0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
)
|V |1/2
+ J |V |1/2
(
D0 − z
)−1Qd |V |1/2.
1.4.2.2 Énoncé et preuve de la Proposition 1.9
Soient W± les fonctions définies par (1.5). Par (1.64) et (1.65) nous avons
K+K
∗
+ =
(
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
pW+p et K−K∗− =
(
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
)
pW−p.
Ainsi pour tout s > 0, nous avons
n+
(
s ,
1
2
K∗+K+
)
= n+
(
2s ,K∗+K+
)
= n+
(
2s ,K+K∗+
)
= n+
(
2s ,
(
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
pW+p
)
= n+
(
2s , pW+p
)
.
C’est-à-dire
n+
(
s ,Bd
)
= n+
(
2s , pW+p
)
, (1.69)
où l’opérateur Bd est défini par (1.67). De même pour tout s > 0, nous avons
n+
(
s ,
1
2
K∗−K−
)
= n+
(
2s ,K∗−K−
)
= n+
(
2s ,K−K∗−
)
= n+
(
2s ,
(
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
)
pW−p
)
= n+
(
2s , pW−p
)
.
C’est-à-dire
n+
(
s ,Bd
)
= n+
(
2s , pW−p
)
, (1.70)
où l’opérateur Bd est défini par (1.68).
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Proposition 1.9. Soit s0 < η assez petit. Pour 0 < s < |k | < s0,
(i) zm(k) est une résonance de D (près de m) si et seulement si k est un zéro de
Dd(k , s) := det
(
I +Kd(k , s)
)
, (1.71)
où Kd(k , s) est un opérateur de rang fini analytique en k , vérifiant
rang Kd(k , s) = O
(
n+
(
s , pW+p
)
+ 1
)
, ‖Kd(k , s)‖ = O
(
s−1
)
,
uniformément pour s < |k | < s0.
(ii) Si z0 := zm(k0) est une résonance de D , alors
mult
(
z0
)
= Indγ
(
I +Kd(k , s)
)
= m
(
k0
)
, (1.72)
γ étant choisi comme dans la Définition 1.2 et m
(
k0
)
désignant la multiplicité de k0 en tant que
zéro du déterminant Dd(k , s).
(iii) Si =
(
k2
)
> σ > 0, l’opérateur I +Kd(k , s) est inversible avec∥∥∥(I +Kd(k , s))−1∥∥∥ = O (σ−1) ,
uniformément pour s < |k | < s0.
On démontre la Proposition 1.9 comme pour la Proposition 1.4 en remplaçant d’une
part l’opérateur TV
(
z(k)
)
par l’opérateur MV
(
zm(k)
)
donné par (1.66), et d’autre part
en remplaçant la relation (1.37) par (1.69).
Remarque 1.8. Notons que près de −m, on obtient l’analogue de la Proposition 1.9 en rem-
plaçant dans la preuve l’opérateur MV
(
zm(k)
)
par l’opérateur MV
(
z−m(k)
)
donné par (1.68),
et la relation (1.69) par (1.70).
1.4.2.3 Retour à la preuve du Théorème 1.3
On conclut la preuve du Théorème 1.3 comme pour le Théorème 1.1 en remplaçant le
determinant D(k , s) par Dd(k , s) défini par (1.71), et l’opérateur K (k , s) par Kd(k , s).1.4.3 Preuve du Théorème 1.41.4.3.1 Un résultat préliminaire
Les notations sont celles de la sous-section 4.1.2 de l’Appendice. Avec la terminologie
de valeur caractéristique (Définition 4.1), la Proposition 1.7 peut être reformulée de la
manière suivante.
Proposition 1.10. Pour k près de 0, les assertions suivantes sont équivalentes.
(i) z0 := zm(k0) est une résonance de D près de m,
(ii) k0 est une valeur caractéristique de I +MV
(
zm(k)
)
.
De plus, la multiplicité de la résonance z0 est égale à Indγ
(
I +MV (·)
)
la multiplicité de la
valeur caractéristique k0, γ étant un cercle assez petit orienté positivement et contenant k0
comme unique valeur caractéristique.
L’étude des résonances zm(k) de Dε := D0 + εV près de m se ramène ainsi à celle des
valeurs caractéristiques de l’opérateur
I +MεV
(
zm(k)
)
= I − ε
Td(ik)
ik
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où Td(ik) := (signV )Bd − ikAd(k). Les opérateurs compacts Bd et Ad(k) sont définis dans
la Proposition 1.8. Puisque l’opérateur T ′d(0)Π0 est compact, alors il existe une suite
(εn)n qui tend vers l’infini telle que I − εT ′d(0)Π0 soit inversible dès que ε ∈ R \
{
εn, n ∈
N
}
. Plus précisément, nous pouvons choisir pour εn les inverses des valeurs propres de
l’opérateur T ′d(0)Π0.
Remarque 1.9. Notons que près de −m, l’étude des résonances z−m(k) de Dε := D0 + εV près
de −m se ramène à celle des valeurs caractéristiques de l’opérateur
I +MεV
(
z−m(k)
)
= I − ε
Td(ik)
ik
où Td(ik) := −(signV )Bd − ikAd(k). Les opérateurs compacts Bd et Ad(k) sont définis dans
la Remarque 1.7.
1.4.3.2 Retour à la preuve du Théorème 1.4
On conclut la preuve du Théorème 1.4 comme pour le Théorème 1.2 dans la sous-
section 1.3.3 en remplaçant les opérateurs de Pauli Pe par les opérateurs de Dirac Dε, et
la relation (1.37) par (1.69).
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2.1 introduction
In this chapter we consider the three-dimensional magnetic Pauli operator P0 acting
in L2
(
R3
)
:= L2
(
R3,C2
)
defined by (0.23). Its describes a quantum non-relativistic
spin-12 particle subject to a magnetic field B : R
3 → R3 and a electric potential V . The
magnetic field B = (0, 0, b) given by (0.1) is assumed to be admissible (see Definition
0.1). Due to (0.24) and (0.13) it is well known [95, Corollary 2.2] that the spectrum σ
(
P0
)
of the operator P0 coincides with [0,+∞) and is purely absolutely continuous.
On the domain of the operator P0 we introduce the perturbed operator
P := P0 +V , (2.1)
where we identify V with the multiplication operator by the function V . In Chapter 1,
we investigated the resonances near the origin of the operator P where V is a symmetric
45
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matrix-valued electric potential V ≡ {Vjk }16j ,k62 satisfying assumption (1.2). So for V
of definite sign, we obtained (see Théorème 1.2) an asymptotic expansion of the number
of resonances near 0 and showed that they are concentrated in some sector adjoining 0.
For V of non-definite sign, we obtained (see Théorème 1.1) an upper bound of the number
of resonances near 0 without localization of the resonances. In this chapter, we study
the same problem by considering the special class of matrix-valued electric potentials V
having the form
V (x) :=
(
0 U(x)
U(x) 0
)
, x := (x⊥, x3) ∈ R2 ×R, U(x) ∈ C, (2.2)
where the function U satisfies the estimate
|U(x)| 6 O
(
〈x⊥〉−m⊥e−2δ〈x3〉
)
, m⊥ > 0, δ > 0, 〈x⊥〉 :=
(
1+ |x⊥|2
)1/2. (2.3)
Remark 2.1. Note that a potential V satisfying (2.2) is of non-definite sign since its eigenvalues
are equal to ±|U(X )|.
Novelty in this chapter is that we prove the resonances are concentrated on the semi axis
(−∞, 0) and we give upper and lower bounds of their number near 0. This improvement
with respect to Théorème 1.1 and Théorème 1.2 is due to the fact that the form (2.2) of
the potential V allows us to reduce the study of the resonances near 0 of the operator
P to that of the semi-effective Hamiltonian P− − U
(
P+ − z
)−1
U for z small enough in
the resolvent set of P+, as it will be seen in section 2.3. Here P∓ are the Schrödinger
operators defined by (0.24).
The chapter is organized as follows. Our main results (Theorem 2.1 and Theorem 3.5)
are presented in section 2.2. In section 2.3 we reduce the study of the resonances of the
operator P near 0 to a characteristic value problem. Section 2.4 is devoted to the proofs
of Theorem 2.1 and Theorem 3.5.
2.2 statement of main results
In order to formulate our main results, let us first fix some notations. For a linear
positive self-adjoint compact operator T in a Hilbert space, we denote by
n+(s ,T ) := rankP(s ,∞)(T ), s > 0, (2.4)
where P(s ,∞)(T ) is the orthogonal projection of the operator T corresponding to the
interval (s ,∞). Let P be the perturbed operator defined by (2.1). We shall denote its set
of resonances by Res(P). Recall that p := p(b) is the orthogonal projection onto ker H−⊥
defined by (0.12). If b = b0 is constant, we shall denote p0 := p(b0). Let x⊥ = (x1, x2) ∈
R2. For a bounded operator B ∈ L
(
L2
(
R3
))
, let us define on L2
(
R2
)
the operator
W (B) by(
W (B)f
)
(x⊥) :=
1
2
∫
R
U(x⊥, x3)B(Uf )(x⊥, x3)dx3. (2.5)
Remarque 2.1. Note that if B = I , the identity operator on L2
(
R3
)
, then W (I ) is the multipli-
cation operator by the function W (x⊥) := 12
∫
R
|U |2(x⊥, x3)dx3.
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Let P+ be the operator defined by (0.24). Under assumption (2.3) on the function U , we
have for any x⊥ ∈ R2, W (x⊥) = O
(〈x⊥〉−2m⊥). Then Lemma 4.1 implies that the positive
self-adjoint operators pW (I )p and pW
(
P−1+
)
p are compact on L2
(
R2
)
.
Let us introduce the following pointed disk
D(0, )∗ :=
{
k ∈ C : 0 < |k | < },  < min (δ,√ζ) , (2.6)
where the constants δ and ζ are respectively defined by (2.3) and (0.14). Our first main
result concerns the resonances z(k) = k2, k ∈ D(0, )∗ of the operator Pε := P0 + εV in
the case of non-constant magnetic field, where ε ∈ R∗ \ E with E a discrete set of R∗.
Theorem 2.1. (Asymptotic expansion, upper bound) Let W (B) be the operator defined by
(2.5). Assume that V satisfies (2.2) with the function U satisfying (2.3). There exists a discrete
set E ⊂ R∗ such that for any ε ∈ R∗ \ E, the operator Pε := P0 + εV has the following
properties.
(i) For k  1, the resonances z(k) = k2 of Pε satisfy
=(k) > 0, |<(k)| = o(|k |). (2.7)
(ii) Suppose that n+
(
r , pW
(
P−1+
)
p
)
→ +∞, r → 0. Then there exists a sequence (r`)`
tending to 0 such that{
z(k) = k2 ∈ Res(Pε) : r` < |k | 6 r0}
= n+
(
r`, pW
(
P−1+
)
p
)(
1+ o(1)
)
, ` −→∞. (2.8)
(iii) Let I be the identity operator on L2(R3). If the function W (I ) 6 U⊥ with U⊥ satisfying
the assumptions of Lemma 4.2, then
#
{
z(k) = k2 ∈ Res(Pε) : r < |k | 6 r0}
6 n+
(
r ,
1
ζ
pW (I )p
)(
1+ o(1)
)
, r ↘ 0.
(2.9)
Remark 2.2. Note that in virtue of Lemma 4.2, the right hand side of (2.9) implies that the
number of resonances of Pε := P0 + εV near 0 is of order O
(
r−1/m⊥
)
as r ↘ 0. This order is
better than the order O
(
r−2/m⊥
)
obtained in Théorème 1.1 for general perturbations V satisfying
(1.3). Otherwise, if the function U⊥ has a compact support, then (2.9) and Lemma 4.4 imply that
the number of resonances of Pε near 0 is of order O
(
(ln | ln r |)−1| ln r |
)
as r ↘ 0, which is the
same in Théorème 1.1.
In the constant magnetic field case B = (0, 0, b0), we obtain in additional a quantitative
lower bound of the number of resonances. Note that if the magnetic field is constant
then in (2.6) we have ζ = 2b0. Before to formulate our result, let us precise that if the
function U satisfies U(x⊥, x3) = U⊥(x⊥)U(x3) where U⊥ and U are not necessarily real
functions, we define the following quantity
K1 :=
〈(
D2x3 + 2b0
)−1
U,U
〉
2
, (2.10)
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Figure 4: Localization of resonances near 0 in variable k : For r0  1, the only resonances z(k) = k2 of
P0 +V in Cθ are the eigenvalues of P0 +V and are localized on the semi axis k = i ]0,+∞).
where D2x3 is the one-dimensional Laplacien defined by (0.18), and we set
n∗
((
r
K1
) 1
2
, p0U⊥p0
)
:= n+
(
r
K1
,
(
p0U⊥p0
)∗
p0U⊥p0
)
. (2.11)
With the above notations we have the following theorem.
Theorem 2.2. (Quantitative lower bound) Let the magnetic field B be constant. Assume that
V satisfies (2.2) with the function U satisfying (2.3). There exists a discrete set E ⊂ R∗ such
that for any e ∈ R∗ \ E , the operator Pe := P0 + eV satisfies the following.
Suppose that U(x⊥, x3) = U⊥(x⊥)U(x3) with U ∈ L2(R). If we have n∗
((
r
K1
) 1
2
, p0U⊥p0
)
=
φ(r)
(
1+ o(1)
)
, r ↘ 0, where the function φ(r) is as in Lemma 4.9, then
#
{
z(k) = k2 ∈ Res(Pe) : r < |k | 6 r0}
> n∗
((
r
K1
) 1
2
, p0U⊥p0
)(
1+ o(1)
)
, r ↘ 0,
(2.12)
with K1 defined by (2.10). In particular if U⊥ > 0 and satisfies assumptions of Lemma 4.2, then
#
{
z = z(k) = k2 ∈ Res(Pe) : r < |k | 6 r0}
> n+
((
r
K1
) 1
2
, p0U⊥p0
)(
1+ o(1)
)
, r ↘ 0.
(2.13)
It is convenient to mention the following remark.
Remarque 2.2. Note that estimates (2.13) and (2.9) imply that in the constant magnetic field
case, the number of resonances of the operator Pe near 0 satisfy
Cm⊥K
1/m⊥
1 r
−1/m⊥
(
1+ o(1)
)
6
#
{
z(k) = k2 ∈ Res(Pe) : r < |k | 6 r0}
6 Cm⊥K
1/m⊥
2 r
−1/m⊥
(
1+ o(1)
)
, r ↘ 0,
(2.14)
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where Cm⊥ is the constant defined in Lemma 4.2 and K2 :=
∫
R
|U(x3)|
2dx3/4b0. It can be easily
checked that K1 < K2. On the other hand, (2.7) and the lower bound in (2.14) imply that the
eigenvalues of the operator Pe accumulate to 0 from the left.
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2.3.1 A preliminary property
In this subsection, we establish the main property that allows us to reduce the study
of the resonances near 0 of the perturbed Pauli operator P defined by (2.1) to that of the
semi-effective Hamiltonian P− −U
(
P+ − z
)−1
U for z small enough in the resolvent set
of P+. Here P∓ are the Schrödinger operators defined by (0.24). We assume that the
potential V has the form defined by (2.2).
Consider a complex number z ∈ ρ(P), the resolvent set of the operator P . So (0.24) and
(2.1) imply that
P − z =
(
P− − z U
U P+ − z
)
, (2.15)
Now put
B := (P − z)
(
1 0
0 (P+ − z)
−1
)
=
(
P− − z U(P+ − z)
−1
U 1
)
. (2.16)
Let C be the operator given by
C := B
(
1 0
−U 1
)
=
(
P− − z −U(P+ − z)
−1U U(P+ − z)
−1
0 1
)
. (2.17)
Hence for z ∈ ρ(P+) the resolvent set of the operator P+, we have the following property
P − z is invertible ⇔ P− − z −U(P+ − z)−1U is invertible, (2.18)
and moreover we have
(P − z)−1 =
(
1 0
−(P+ − z)
−1U (P+ − z)
−1
)
×
((
P− − z −U(P+ − z)
−1U
)−1
−
(
P− − z −U(P+ − z)
−1U
)−1
U(P+ − z)
−1
0 1
)
.
(2.19)
So property (2.18) above allows us to reduce the non-invertibility of the operator P − z
to that of the operator P− − z − U(P+ − z)−1U , provided that the operator P+ − z is
invertible.
2.3.2 Reduction to semi-effective problem
We assume that the perturbation V satisfies (2.2). Let z ∈ C+ the upper half plane
and perform the following change of variables
z := z(k) = k2 for k ∈ C+
1/2
:=
{
k ∈ C+ : k2 ∈ C+}. (2.20)
50 counting function of magnetic resonances for some non-definite sign perturbations
Let D(0, )∗ be the disk introduced in (2.6). Recall that by Proposition 1.1, the operator
valued-function
k 7−→
((
P − z(k)
)−1
: e−δ〈x3〉L2
(
R3
) −→ eδ〈x3〉L2(R3))
admits a meromorphic extension from C+
1/2
∩ D(0, )∗ to D(0, )∗. This extension is
denoted by R
(
z(k)
)
. Moreover the resonances of the operator P near 0 are defined
as the poles of the meromorphic extension R(z). Now Consider z ∈ ρ(P+) and set
R(z) :=
(
P− − z −U(P+ − z)
−1U
)−1. Since (2.19) implies that
e−δ〈x3〉R(z)e−δ〈x3〉 =
(
1 0
−e−δ〈x3〉(P+ − z)−1Ueδ〈x3〉 e−δ〈x3〉(P+ − z)−1eδ〈x3〉
)
×
(
e−δ〈x3〉R(z)e−δ〈x3〉 −e−δ〈x3〉R(z)U(P+ − z)−1e−δ〈x3〉
0 e−2δ〈x3〉
)
,
(2.21)
then this together with assumption (2.3) on the function U show that the poles of the
resolvents R(z) and R(z) coincide. So near 0, the study of the resonances of the operator
P is reduced to that of the semi-effective Hamiltonian P− − U
(
P+ − z
)−1
U for z small
enough in ρ(P+).
2.3.3 Study of the semi-effective problem
For z ∈ ρ(P+) small enough, let us decompose the sandwiched resolvent U
(
P+ −
z
)−1
U for appropriate use in the sequel. Using the decomposition
(
P+ − z
)−1
= P−1+
(
1− zP−1+
)−1
= P−1+
∑
k>0
zkP−k+ , (2.22)
we get(
P+ − z
)−1
= P
−1/2
+
(
P
−1/2
+ +M(z)
)
(2.23)
where the operator M(z) is given by
M(z) :=
∑
k>1
zkP
−k−1/2
+ . (2.24)
So (2.23) implies that
U
(
P+ − z
)−1
U = UP
−1/2
+
(
P
−1/2
+ U +M(z)U
)
. (2.25)
Now define the operator w by setting
w := P−1/2+ U . (2.26)
Thus (2.25) and (2.26) imply that
U
(
P+ − z
)−1
U = w∗
(
w+M(z)U
)
. (2.27)
Then we have proved the following lemma.
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Lemma 2.1. Let P+ be the operator defined by (0.24) and U be the function defined by (2.2).
Then the operator U
(
P+ − z
)−1
U admits the representation
U
(
P+ − z
)−1
U = w∗
(
w+M(z)U
)
, (2.28)
where w is defined by (2.26) and M(z) by (2.24). Moreover for z small enough, the operator-
valued function C \ [ζ,+∞) 3 z 7−→ M(z) is analytic where ζ is defined by (0.14).
Denote by R1(z) :=
(
P− − z
)−1 the resolvent of the operator P−. Then under notations
of Lemma 2.1, we have the following lemma.
Lemma 2.2. Let D(0, )∗ be the pointed disk defined by (2.6). Assume that the function U
satisfies (2.3). Then the operator valued-function
D(0, )∗ 3 k 7−→ TV
(
z(k)
)
:=
(
w+M
(
z(k)
)
U
)
R1
(
z(k)
)
w∗
is analytic with values in S∞(L2(R3)).
Proof. The analyticity of the operator TV
(
z(k)
)
holds since M
(
z(k)
)
and UR1
(
z(k)
)
U are
well defined and analytic for k ∈ D(0, )∗. As in the proof of Lemme 1.3, the analyticity
of the operator UR1
(
z(k)
)
U for k ∈ D(0, )∗ is induced by (i) of Lemme 1.1 together
with that of Lemme 1.2.
The compactness of TV
(
z(k)
)
follows by that of UR1
(
z(k)
)
U , which is induced by (ii) of
Lemme 1.1 together with that of Lemme 1.2. 
We have the following proposition
Proposition 2.1. For k near 0, the following assertions are equivalent.
(i) z(k) = k2 is a resonance of the operator P ,
(ii) 1 is an eigenvalue of TV
(
z(k)
)
:=
(
w+M
(
z(k)
)
U
)
R1
(
z(k)
)
w∗ defined in Lemma 2.2.
Proof. The equivalence follows directly from the identity(
I −
(
w+M(z)U
)
R1(z)w
∗
)(
I +
(
w+M(z)U
)
R(z)w∗
)
= I (2.29)
and the fact that the poles of R(z) coincide with that of R(z). 
So, the multiplicity of a resonance z1 := z(k1) is defined by
mult(z1) := Indγ
(
I − TV
(
z(·))), (2.30)
where γ is a small positively oriented circle containing k1 as the unique point satisfying
z(k1) is a resonance of P . The notion of index (with respect to a positively oriented
contour) of a finite meromorphic operator-valued function is recalled in the Appendix.
Proposition 2.1 can be formulated as follows using the terminology of characteristic
value recalled in the Appendix, Definition 4.1.
Proposition 2.1. For k near 0, the following assertions are equivalent.
(i) z1 = z(k1) = k21 is a resonance of P ,
(ii) k1 is an characteristic value of I − TV
(
z(k)
)
.
Moreover according to (2.30), the multiplicity of the resonance z(k1) coincides with the multi-
plicity of the characteristic value k1.
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2.4 proof of main results
Let us first recall some notations introduced in Chapter 1. Let p := p ⊗ I3 and q :=
I − p be the orthogonal projections defined by (1.10), where p := p(b) is the orthogonal
projection onto ker H−⊥ defined by (0.12) and I3 is the identity operator on L
2(R). For
z ∈ ρ(P−), using the definition of P− given by (0.24) we obtain(
P− − z
)−1
=
(
P− − z
)−1p+ (P− − z)−1q
= p⊗R(z) + (P− − z)−1q, (2.31)
where the resolvent R(z) :=
(
− d
2
dt2
− z
)−1 admits the integral kernel
Nz(x3 − x
′
3) =
iei
√
z|x3−x
′
3|
2
√
z
, =
(√
z
)
> 0. (2.32)
2.4.1 Proof of Theorem 2.1
2.4.1.1 Preliminary results
As above, z(k) := k2 with k ∈ D(0, )∗ the pointed disk defined by (2.6). In order to
prove Theorem 2.1, let us first decompose the operator TV
(
z(k)
)
defined in Lemma 2.2,
with the help of (2.31). We get
TV
(
z(k)
)
= wp⊗R(k2)w∗ +M(z(k))UR1(z(k))(q+ I )w∗. (2.33)
The operator M
(
z(k)
)
UR1
(
z(k)
)
(q+ I )w∗ is holomorphic in a vicinity of 0 with values
in S∞(L2(R3)). Now let us consider the operator wp ⊗R(k2)w∗. Since (2.32) implies
that the integral kernel of the operator N(k) := e−δ〈x3〉R
(
k2
)
e−δ〈x3〉 is given by
e−δ〈x3〉
ieik|x3−x
′
3|
2k
e−δ〈x
′
3〉, (2.34)
then N(k) can be decomposed as follows
N(k) =
1
k
a+ b(k), (2.35)
where a : L2(R) −→ L2(R) is the rank-one operator defined by
a(u) :=
i
2
〈u, e−δ〈·〉〉e−δ〈x3〉, (2.36)
and b(k) is the Hilbert-Schmidt operator
(
for k ∈ D(0, )∗) with integral kernel given
by
e−δ〈x3〉i
eik|x3−x
′
3| − 1
2k
e−δ〈x
′
3〉. (2.37)
Then
wp⊗R(k2)w∗ = i
k
× 1
2
w
(
p⊗ τ)w∗ +w(p⊗ s(k))w∗, (2.38)
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where τ et s(k) are operators acting from e−δ〈x3〉L2(R) to eδ〈x3〉L2(R) with integral ker-
nels respectively given by 1 and
1− eik|x3−x
′
3|
2ik
. (2.39)
So we get the following proposition with the above notations.
Proposition 2.2. Let k ∈ D(0, )∗ defined by (2.6). Then we have
TV
(
z(k)
)
= i
w(p⊗ τ)w∗
2k
+B(k), (2.40)
where w is defined by (2.26), and the operator B(k) ∈ S∞(L2(R3)) holomorphic in D(0, )∗ is
defined by
B(k) := w
(
p⊗ s(k))w∗ +M(z(k))UR1(z(k))(q+ I )w∗. (2.41)
Note that w(p⊗ τ)w∗ is a positive self-adjoint compact operator. Indeed if we define the
multiplication operators by e± := e±δ〈x3〉, then it can be easily checked that
w(p⊗ τ)w∗ = we+(p⊗ c∗c)e+w∗ =
(
(p⊗ c)e+w∗
)∗(
(p⊗ c)e+w∗
)
, (2.42)
where c : L2(R) −→ C is the operator defined by c(f ) := 〈f , e−〉, so that c∗ : C −→ L2(R)
is given by c∗(λ) = λe−. Now with the help of (2.42), we deduce that
n+
(
r ,
w(p⊗ τ)w∗
2
)
= n+
(
r ,
(p⊗ c)e+w∗we+(p⊗ c∗)
2
)
, r > 0, (2.43)
where the quantity n+(r , ·) is defined by (2.4). Since by the definition of w given by (2.26)
we have w∗w = UP−1+ U , and moreover σ(P+) ⊆ [ζ,+∞), then the following operator
equality and inequality happen,
(p⊗ c)e+w∗we+(p⊗ c∗)
2
= pW
(
P−1+
)
p 6 pW (I )p
ζ
, (2.44)
where for a bounded operator B ∈ L
(
L2
(
R3
))
, W (B) is the operator defined by (2.5).
So (2.43) and (2.44) imply that
n+
(
r ,
w(p⊗ τ)w∗
2
)
= n+
(
r , pW
(
P−1+
)
p
)
6 n+
(
r ,
pW (I )p
ζ
)
, r > 0.
(2.45)
Otherwise, Proposition 2.1 allows us to reduce the study of resonances z(k) = k2 of
Pε := P0 + εV near 0 to that of the characteristic values of the operator
I − TεV
(
z(k)
)
= I + ε2
T (ik)
ik
.
Here according to Proposition 2.2, we put T (ik) := w(p⊗τ)w
∗
2 − ikB(k) so that T (0) =
w(p⊗τ)w∗
2 . With respect to the notations of subsection 4.1.2, recall that Π0 is the orthog-
onal projection onto kerT (0). Since the operator T ′(0)Π0 is compact, there exists a se-
quence (εn)n such that the operator I − εT ′(0)Π0 is invertible for any ε ∈ R\
{
εn, n ∈N
}
.
Note that we can take εn = λ−1n where
{
λn, n ∈ N
}
is the set of eigenvalues of the
operator T ′(0)Π0.
54 counting function of magnetic resonances for some non-definite sign perturbations
2.4.1.2 Back to the proof of Theorem 2.1
The notations are that of subsection 4.1.2 in the Appendix.
We obtain immediately (i) by Lemma 4.6 with z = −ik/ε2.
Otherwise, (i) shows that for |k | small enough the resonances z(k) = k2 are concentrated
in the sector
{
k ∈ D(0, )∗ : −ik/ε2 ∈ Cα(r , r0)
}
for any α > 0 with Cα(r , r0) defined by
(4.4). So for r ↘ 0,
#
{
z(k) = k2 ∈ Res(Pε) : r < |k | 6 r0}
= #
{
z(k) = k2 ∈ Res(Pε) : −ik/ε2 ∈ Cα(r , r0)}+O(1)
= N
(
Cα(r , r0)
)
+O(1).
(2.46)
Since we have
n
(
[r , r0]
)
= Tr 1[r ,r0]
(
T (0)
)
= n+
(
r ,
w(p⊗ τ)w∗
2
)
+O(1), (2.47)
then this together with the inequality in (2.45) give
n
(
[r , r0]
)
6 n+
(
r ,
pW (I )p
ζ
)
+O(1).
Thus (ii) of Theorem 2.1 follows from (2.46) together with Lemma 4.8, (2.47) and the
equality in (2.45).
Now if the function W (I ) satisfies the assumptions of Lemma 4.2, then we have
n+
(
r ,
pW (I )p
ζ
)
= Cm⊥(ζr)
−1/m⊥
(
1+ o(1)
)
, r ↘ 0, (2.48)
where m⊥ is the constant defined by (2.3). As in the inequality in (2.45), we can show
for r > 0 that
n
(
[r , r0]
)
6 Tr 1[r ,r0]
(
pW (I )p
ζ
)
=: n˜
(
[r , r0]
)
. (2.49)
Note that due to (2.48), we have
n˜
(
[r , r0]
)
= Cm⊥(ζr)
−1/m⊥
(
1+ o(1)
)
, r ↘ 0. (2.50)
Now if φ(r) = r−γ, γ > 0, then φ
(
r(1 ± ν)) = r−γ(1 ± ν)−γ = φ(r)(1 + O(ν)). If
n˜
(
[r , 1]
)
= φ(r)
(
1+ o(1)
)
with φ
(
r(1± δ)) = φ(r)(1+ o(1) +O(δ)), then
n˜
([
r(1− ν), r(1+ ν)
])
= n˜
(
[r , 1]
)(
o(1) +O(ν)
)
. (2.51)
So (iii) follows from (2.46) together with Lemma 4.7, (2.49), (2.50) and (2.51).
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2.4.2 Proof of Theorem 2.2
To obtain (2.12), it suffices to prove that if function U satisfies U(x⊥, x3) = U⊥(x⊥)U(x3),
then the following operator inequality holds
K1
(
p0U⊥p0
)∗(
p0U⊥p0
)
6 p0W
(
P−1+
)
p0, (2.52)
where the constant K1 is defined by (2.10). Indeed if (2.52) holds, then with respect to the
constant magnetic field, the quantity given by (2.47) n
(
[r , r0]
)
= Tr 1[r ,r0]
(
w(p0⊗τ)w∗
2
)
=
Tr 1[r ,r0]
(
p0W
(
P−1+
)
p0
)
where the operator P+ is defined by (0.24) satisfies
n∗
(
[r , r0]
)
:= Tr 1[r ,r0]
[
K1
(
p0U⊥p0
)∗(
p0U⊥p0
)]
6 n
(
[r , r0]
)
. (2.53)
Moreover if we have
n∗
((
r
K1
) 1
2
, p0U⊥p0
)
:= n+
(
r
K1
,
(
p0U⊥p0
)∗
p0U⊥p0
)
= φ(r)
(
1+ o(1)
)
, r ↘ 0,
where the function φ(r) is as in Lemma 4.9, then
n∗
(
[r , r0]
)
= φ(r)
(
1+ o(1)
)
, r ↘ 0. (2.54)
Therefore (2.12) follows reasoning as in the proof of (iii) of Theorem 2.1 above.
Now let us proof that (2.52) happens. If the magnetic field is constant, then the operator
P+ satisfies the following operator inequality
P−1+ > P−1+ p0 = p0 ⊗
(
−
d2
dx23
+ 2b0
)−1
.
So this together with the definition (2.5) of W
(
P−1+
)
imply that if U(x⊥, x3) = U⊥(x⊥)U(x3),
then for any f ∈ L2(R2) we have〈
W
(
P−1+
)
f , f
〉
> K1
〈
U⊥p0U⊥f , f
〉
. (2.55)
This means that we have the operator inequality
W
(
P−1+
)
> K1U⊥p0U⊥.
Thus
p0W
(
P−1+
)
p0 > K1
(
p0U⊥p0
)∗(
p0U⊥p0
)
which is exactly (2.52). This concludes the proof of Theorem 2.2.
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3.1 introduction
In this chapter, we consider two important cases of unbounded self-adjoint operators
acting on a separable Hilbert space X . For the transparence of the presentation in the
sequel, let us fix some notations. We denote by Sp(X ), p ∈ (0,+∞) the Schatten-von Neu-
man classes of compact linear operators L on X for which the norm ‖L‖p :=
(
Tr |L|p
)1/p
is finite. For an operator H acting on X , its numerical range is defined by
N(H) :=
{〈Hf , f 〉 : f ∈ Dom(H), ‖f ‖X = 1}. (3.1)
Introduce some conventional definitions we will use. Let the operator H be closed and
denote by R(z) its resolvent. If λ is an isolated point of the spectrum σ(H) of H, recall
that the Riesz projection of H with respect to λ is defined by
Pλ :=
1
2ipi
∫
γ
R(z)dz ,
where γ is a small positively oriented circle centered at λ, and containing λ as the only
point of σ(H). We shall say that λ is a discrete eigenvalue of Z if its algebraic multiplicity
m(λ) := rank
(
Pλ
)
is finite. Note that the algebraic multiplicity of λ can be bigger than its geometric multi-
plicity defined as the dimension of the eigenspace ker(H− λ). In the sequel, the set of
discrete eigenvalues of H is called the discrete spectrum and is denoted by σd(H). Other-
wise we define the essential spectrum σess(H) of H as the set of complex numbers λ such
that H− λ is not a Fredholm operator. Note that the essential spectrum of H is a closed
subset of σ(H).
Let x := (x⊥, x) ∈ R2d+1, x⊥ := (x1, y1, ... , xd , yd) ∈ R2d , d > 1, be the Cartesian
coordinates. Fix a constant b0 > 0 which is the strength of the magnetic field, and
consider
S0,⊥ :=
d∑
j=1
{(
Dxj +
1
2
b0yj
)2
+
(
Dyj −
1
2
b0xj
)2}
, (3.2)
S0 := S0,⊥ +D2x , Dν := −i
∂
∂ν
, (3.3)
the Schrödinger operators with constant magnetic field. The self-adjoint operators S0,⊥
and S0 are originally defined on C∞0 (Rn) for n = 2d and n = 2d + 1 respectively, and
then closed in L2
(
Rn
)
. It is well known [29] that the spectrum of the operator S0,⊥
consists of the increasing sequence of Landau levels
Λj = b0(d + 2j), j ∈N := {0, 1, 2 ...}, (3.4)
and the multiplicity of each eigenvalue Λj is infinite. In the sequel we put E :=
{
Λj
}
j∈N.
Since the operator S0 can be written in L2
(
Rn
)
= L2
(
R2d
)⊗ L2(R) as
S0 = S0,⊥ ⊗ I3 + I⊥ ⊗D2x ,
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where I⊥ and I3 are respectively the identity operators in L2
(
R2d
)
et L2(R), then the
spectrum of S0 is absolutely continuous, equals [Λ0,+∞), and has an infinite set of
thresholds Λj , j ∈N.
On the domains of the operators S0 and S0,⊥, we introduce the perturbed operators
S := S0 +V and S⊥ := S0,⊥ +V , (3.5)
where V : Rn → C is a non self-adjoint perturbation for n = 2d + 1 and n = 2d re-
spectively. Everywhere in this chapter, we identify V with the multiplication operator
by the function V . Now to simplify in what follows below, let us denote by H0 the
unperturbed operators S0 and S0,⊥, and by H the perturbed operators S and S⊥ defined
by (3.5). Assume that V is a relatively non self-adjoint compact perturbation with re-
spect to H0. This means Dom(V ) ⊃ Dom(H0) and for λ ∈ ρ(H0) the resolvent set of
the operator H0, the Birman-Schwinger operator V
(
H0 − λ
)−1 is compact. Under this
assumption on V , it is well known [61, Chapter VI] that the spectrum of S is included
in a half-plane, i .e. there exists µ1 < 0 such that σ(H) ⊂
{
λ ∈ C : <(λ) > µ1
}
. In
more general context, we shall deal with non self-adjoint perturbations V satisfying the
following assumptions.
In the first part of this chapter concerning the 2d-dimensional case, we consider the
general class of non self-adjoint electric potentials V such that〈
<(V )f , f
〉
> µ1‖f ‖2 (3.6)
and satisfying the estimate
|V (x⊥)| 6 CF (x⊥), F ∈ Lp
(
R2d
)
, p > 2, (3.7)
where C > 0 is a constant and F a positive function. Note that (3.6) implies that the
numerical range N(S⊥) of the operator S⊥ satisfies
σ(S⊥) ⊂ N(S⊥) ⊂
{
λ ∈ C : <(λ) > µ1
}
. (3.8)
If the potential V is bounded, then (3.8) is naturally satisfied with µ1 = −‖V ‖∞. More
precisely we have
σ(S⊥) ⊂ N(S⊥) ⊂
{
λ ∈ C : <(λ) > −‖V ‖∞ and |=(λ)| 6 ‖V ‖∞}. (3.9)
For further use, we fix the constant
µ0 := µ1 − 1. (3.10)
Concretely, assumption (3.7) is satisfied for example by the class of relatively compact
perturbations V : R2d → C such that
|V (x⊥)| 6 C 〈x⊥〉−m⊥ , m⊥ > 0, pm⊥ > 2d , p > 2. (3.11)
Under the condition m⊥ > 0, pm⊥ > 2d and p > 2, we can also consider power-like
decaying electric potentials V : R2d → C satisfying the asymptotic property
V (x⊥) = v
(
x⊥/|x⊥|
)
|x⊥|−m⊥
(
1+ o(1)
)
as |x⊥|→∞, (3.12)
60 generalized lieb-thirring inequalities for magnetic quantum hamiltonians
where v is a continuous function on S2d−1 which is non negative and does not vanish
identically
(
see also [94] where V is self-adjoint
)
.
In the second part of this chapter concerning the (2d + 1)-dimensional case, we con-
sider bounded non self-adjoint electric potentials V satisfying
|V (x)| 6 CF (x)G (x), F ∈ Lp(R2d+1), p > 2, G ∈ (L2 ∩ L∞)(R), (3.13)
where C > 0 is a constant, F and G are two positive functions. Since V is bounded, then
as (3.9) the spectrum of the perturbed operator S and its numerical range satisfy
σ(S) ⊂ N(S) ⊂ {λ ∈ C : <(λ) > −‖V ‖∞ and |=(λ)| 6 ‖V ‖∞}. (3.14)
Typical example of potentials satisfying (3.13) is the special case of the relatively compact
perturbations V : R2d+1 → C satisfying the estimate
|V (x)| 6 C 〈x⊥〉−m⊥〈x〉−m, m⊥ > 0, m > 1/2, 〈x⊥〉 :=
(
1+ |x⊥|2
)1/2. (3.15)
Indeed, put F (x) = 〈x⊥〉−m⊥〈x〉−ν and G (x) = 〈x〉−m˜, where ν+ m˜ = m with ν > 0 and
m˜ > 1/2. Clearly for any p > 2 such that pm⊥ > 2d and pν > 1, F ∈ Lp
(
R2d+1
)
and
G ∈ (L2 ∩ L∞)(R). We can also consider perturbations V : R2d+1 → C verifying
|V (x)| 6 C 〈x〉−α, α > 1/2. (3.16)
Indeed, (3.16) implies that
|V (x)| 6 C 〈x〉−(α−ν)〈x〉−ν, ν ∈ (1/2,α).
Thus V satisfies (3.13) for any p > 2 with p(α− ν) − 1 > 2d . Note that (3.16) implies
(3.15) with any m ∈ (1/2,α) and m⊥ = α−m.
Since V is relatively compact with respect to H0 and σ
(
H0
) ⊆ R, then it follows
from [27, Corollary 2.3.3] that σess(H) = σess(H0). Thus we have σess(S⊥) =
{
Λj
}
j∈N
and σess(S) = [Λ0,+∞). Under assumptions (3.7) and (3.13) on the perturbation V , we
prove respectively some bounds on the p-Schatten norm of the sandwiched resolvents
F
(
S0,⊥−λ
)−1 and F(S0−λ)−1G (see Lemma 3.1 and Lemma 3.7, respectively). Further-
more, we use these bounds to obtain generalized Lieb-Thirring inequalities on σd(H).
In the self-adjoint case, the inequalities obtained may have important applications in
the mathematical theory of the stability of the matter in presence of magnetic field, as
in classical Lieb-Thirring inequalities. In the non self-adjoint case, we are not aware of
models of mathematical physics requiring the application of our results.
Most of known results on σd(H) deal with self-adjoint perturbations V and investigate
the asymptotic behavior of σd(H) near the boundary points of its essential spectrum.
This behavior has been extensively studied in case where V admits power-like or slower
decay at infinity [56, chap. 11-12], [87], [94], [96], [121], [124]. In [95] this behavior
is studied for potentials V decaying at infinity exponentially fast or having a compact
support. For Landau Hamiltonians in exterior domains see [60], [83] and [88].
We prove our main results in the 2d-dimensional case (i .e. Theorem 3.1 and Theorem
3.2) reasoning similarly to [45]; in particular, we use a recent result by Hansmann [47]
and a technical distortion lemma (see Lemma 3.2). To prove our main result in the
(2d + 1)-dimensional case (i .e. Theorem 3.4), we first construct a holomorphic function
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whose zeros coincide with the discrete eigenvalues of the operator S. Moreover, we
use a result by Borichev, Golinskii and Kupin [15] and complex analysis methods to
get information on these zeros. Similar techniques are used in [26] and [27] for non-
magnetic Schrödinger operators with essential spectrum coinciding with [0,+∞), and
Jacobi matrices J with σess(J) = [−2, 2]. In both situations, the essential spectrum has
a finite number of thresholds (0 for the first and −2, 2 for the second). Since in our
case σess(S) = [b0d ,+∞) with an infinite set of thresholds Λj , we are led to introduce
appropriate modifications to the above techniques to prove our results. More precisely,
we will obtain two types of estimates. First, we bound the sums depending on parts
of σd(S) concentrated around a Landau level (see Proposition 3.1) using the Schwarz-
Christoffel formula. Second, we get global estimates summing up the previous bounds
with appropriate weights. This is to compare to results of [26] and [27], where global
estimates were obtained directly by mapping conformally C \ [0,+∞) and C \ [−2, 2]
onto the unit disk respectively
(
see also [15]
)
.
We shall progress as follows. In section 3.2 we formulate our main results and we
discuss some of their immediate consequences on the discrete spectrum of the per-
turbed operators S⊥ and S defined by (3.5). Section 3.3 is devoted to the 2d-dimensional
Schrödinger and Pauli operators, and we prove corresponding results respectively. In
particular we prove that the results obtained belong to a general class of non self-adjoint
operators H := H0 +V , where H0 is a self-adjoint operator on a Hilbert space such that
its spectrum has the form (3.26). Sections 3.4, 3.5 and 3.6 are devoted to the (2d + 1)-
dimensional Schrödinger and Pauli operators. In section 3.4, we establish estimates on
appropriate sandwiched resolvents. Section 3.5 contains auxiliary material as the con-
struction of a holomorphic function whose zeros coincide with the discrete eigenvalues
of the operator S in C \ [b0d ,+∞), and the presentation of appropriate tools of com-
plex analysis. In section 3.6, we prove a local bound on the discrete eigenvalues of the
operator S (see Proposition 3.1) and derive the proof of Theorem 3.4 from it.
3.2 main results
In this section and elsewhere in this chapter, for any r ∈ R we denote by r+ :=
max (r , 0) and by [r ] its integer part. Otherwise, each λ ∈ σd(H) is considered accord-
ingly to its algebraic multiplicity, where H is the operator S or S⊥ defined by (3.5).
3.2.1 On the 2d-dimensional case, d > 1
Theorems below are proved in section 3.3 and concern the perturbed 2d-dimensional
Schrödinger operator S⊥ defined by (3.5). We obtain generalized Lieb-Thirring inequal-
ities on the discrete spectrum of this operator.
Theorem 3.1. Let S⊥ = S0,⊥+V be the Schrödinger operator defined by (3.5) with V satisfying
assumptions (3.6) and (3.7). Assume that F ∈ Lp(R2d), d > 1 with p > 2[d2]+ 2. Then the
following holds∑
λ∈σd(S⊥)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C0‖F‖pLp , (3.17)
where E is the set of Landau levels defined by (3.4), and C0 = C (p,µ0, b, d) is a constant
depending on p, µ0 := µ1 − 1, b and d .
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Since for any τ > 0 with |λ| > τ we have
1
1+ |λ|
=
1
|λ|
1
1+ |λ|−1
> 1
|λ|
1
1+ τ−1
, (3.18)
then we get the following corollary.
Corollary 3.1. Under the assumptions and the notations of Theorem 3.1, we have the following
bound for any τ > 0
∑
λ∈σd(S⊥)
|λ|>τ
dist
(
λ,E
)p
|λ|2p
6 C0
(
1+
1
τ
)2p
‖F‖pLp . (3.19)
If the electric potential V is bounded, then assumption (3.6) is naturally satisfied with
µ1 = −‖V ‖∞. So in the spirit of Theorem 3.1, we have the following result.
Theorem 3.2. Let S⊥ = S0,⊥ +V be the Schrödinger operator defined by (3.5) with V bounded
and satisfying (3.7). Assume that F ∈ Lp(R2d) with p > 2[d2]+ 2. Then the following holds∑
λ∈σd(S⊥)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C1‖F‖pLp(1+ ‖V ‖∞)2p , (3.20)
where E is the set of Landau levels defined by (3.4), and C1 = C (p, b, d) is a constant depending
on p, b and d .
Since for any τ > 0 with |λ| > τ the lower bound (3.18) holds, then we have the following
corollary.
Corollary 3.2. Under the assumptions and the notations of Theorem 3.2, the following bound
holds for any τ > 0
∑
λ∈σd(S⊥)
|λ|>τ
dist
(
λ,E
)p
|λ|2p
6 C1
(
1+
1
τ
)2p
‖F‖pLp
(
1+ ‖V ‖∞)2p . (3.21)
Theorem 3.1 and Theorem 3.2 have a priori immediate corollaries on sequences (λk) ∈
σd(S⊥) that converge to some λ∗ ∈ σess(S⊥) = E . Indeed, estimates (3.17) and (3.20)
imply that∑
k
dist
(
λk ,E
)p
<∞. (3.22)
This means a priori that the accumulation of isolated eigenvalues of the operator S⊥ near
the Landau levels Λj is monotone with p. So the eigenvalues are less and less densely
distributed in a vicinity of the Landau levels Λj with growing p.
Remark 3.1. Theorem 3.1 and Theorem 3.2 remain valid if we replace the Schrödinger operator
S0,⊥ defined by (3.2) by the magnetic Pauli operator on L2
(
R2d ,C2
)
P0 :=
(
S0,⊥ − b0d 0
0 S0,⊥ + b0d
)
=:
(
P1 0
0 P2
)
, d > 1, (3.23)
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perturbed by non self-adjoint matrix-valued electric potentials
V (x⊥) :=
{
V`k(x⊥)
}
16`,k62
satisfying assumption (3.6) and such that the coefficients V`k satisfy assumption (3.7). The
Landau levels of the Pauli operator P0 consists to the 2b0dj , j ∈ N. A proof of this remark is
given in section 3.3.
Note that if the perturbation V satisfies (3.12), the finiteness of the sum in (3.22) holds
for p > max(2d/m⊥, 2), m⊥ > 0. However, it is convenient to mention that in the two-
dimensional case i .e. d = 1, if V > 0 is self-adjoint and satisfies (3.12) with m⊥ > 1,
the condition p > max(2/m⊥, 1) is optimal for the finiteness of the sum in (3.22). This
is a direct consequence of [89, Theorem 2.6], assuming some supplementary regularity
assumptions on V . Namely, as that of Lemma 4.2 in the Appendix. Indeed in this
situation, if λ ′ ∈ (Λj ,Λj+1), j > 0 and (λk) an infinite sequence of discrete eigenvalues
of S⊥ accumulating to the Landau level Λj from the right, then
∑
k
dist
(
λk ,Λj)p =
∫λ ′−Λj
0
pλp−1N
(
Λj + λ, λ ′
)
dλ <∞ (3.24)
if and only if pm⊥ > 2. The quantity N
(
Λj + λ, λ ′
)
is the number of eigenvalues of S⊥ in(
Λj + λ, λ ′
)
repeated according to their multiplicity. Analogous result holds if we con-
sider the eigenvalues of S⊥ = S0,⊥ −V accumulating to Λj from the left. Namely, (3.24)
remains valid if we replace N
(
Λj + λ, λ ′
)
by N
(
λ ′′,Λj − λ
)
with some λ ′′ ∈ (Λj−1,Λj) if
j > 0, or by N
(
Λj − λ
)
if j = 0. Here N
(
Λj − λ
)
is the number of eigenvalues of S⊥ less
than Λ0 − λ repeated according to their multiplicity.
Also in the two-dimensional case and self-adjoint perturbations V ∈ C(R2,R) satisfying
(3.11) with m⊥ > 1, we have the asymptotic property∑
k
dist
(
λk ,Λj)p = o
(
j−(p−1)/2
)
, j −→∞, (3.25)
for any p > 1 such that p(m⊥ − 1) > 1. This is a direct consequence of [87, Lemma 1.5
and Theorem 1.6].
3.2.2 An abstract result including the 2d-dimensional case
In more general context, Theorem 3.1 and Theorem 3.2 belong to a general class of
non self-adjoint operators H := H0 +V , where H0 is a self-adjoint operator on a Hilbert
space such that σess
(
H0
)
= σ
(
H0
)
= E is an infinite set of the form
E :=
{
Λj , j ∈N
}
, Λ0 > 0, Λj+1 > Λj , |Λj+1 −Λj | 6 δ = constante ∀ j . (3.26)
Indeed, we have the following theorem.
Theorem 3.3. Let H0 be a self-adjoint operator on a Hilbert space such that σ(H0) = E with E
as in (3.26), H := H0+V where V is a non self-adjoint perturbation. Assume that the numerical
range N(H) of the operator H satisfies
N(H) ⊂ {λ ∈ C : <(λ) > µ1}, µ1 6 0, (3.27)
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and moreover that for some p > 0, we have the bound∥∥V (H0 − µ0)−1∥∥pp 6 K0, K0 > 0, (3.28)
where µ0 := µ1 − 1. Then the following holds
∑
λ∈σd(H)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C2K0, (3.29)
where E :=
{
Λj
}
j∈N, C2 = C (p,µ0,Λ0) is a constant depending on p, µ0 and Λ0.
The proof of Theorem 3.3 is similar to that of Theorem 3.1 with respect to the operators
H0 and the operator H .
3.2.3 On the (2d + 1)-dimensional case, d > 1
We obtain generalized Lieb-Thirring inequality on the discrete spectrum of the per-
turbed (2d + 1)-dimensional Schrödinger operator S defined by (3.5). The following
theorem is proved in section 3.6.
Theorem 3.4. Let S = S0 + V be the perturbed Schrödinger operator defined by (3.5) with
V satisfying assumption (3.13). Assume that F ∈ Lp(R2d+1) with p > 2[d2]+ 2 and G ∈(
L2 ∩ L∞)(R). Define the constant
K := ‖F‖pLp
(‖G‖L2 + ‖G‖L∞)p(1+ ‖V ‖∞)d+ p2+ 32+ε, (3.30)
for 0 < ε < 1. Then we have
∑
λ∈σd(S)
dist
(
λ, [Λ0,+∞)) p2+1+εdist(λ,E )( p4−1+ε)+
(1+ |λ|)γ
6 C3K , (3.31)
where E is the set of Landau levels defined by (3.4), γ > d + 32 , and C3 = C (p, b, d , ε) is a
constant depending on p, b, d and ε.
Since for any τ > 0 with |λ| > τ estimate (3.27) holds, then we get the following corollary.
Corollary 3.3. Under the assumptions and the notations of Theorem 3.4, the following bound
holds for any τ > 0
∑
λ∈σd(S)
|λ|>τ
dist
(
λ, [Λ0,+∞)) p2+1+εdist(λ,E )( p4−1+ε)+
|λ|γ
6 C3
(
1+
1
τ
)γ
K . (3.32)
Theorem 3.4 has a priori immediate corollaries on sequences (λk) ∈ σd(S) that converge
to some λ∗ ∈ σess(S) = [Λ0,+∞). Without loss of generality, we can consider a subse-
quence and assume that either (i) or (ii) below holds,
(i) λ∗ ∈ [Λ0,+∞) \ E .
(ii) λ∗ ∈ E .
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In situation (i), the sequence
(
dist(λk ,E )
)
k
is positive and does not converge to 0. Then
estimate (3.31) implies that∑
k
|=(λk)|
p
2+1+ε <∞. (3.33)
In situation (ii), let us consider for example the λk tending to a Landau level non-
tangentially
(
i .e. |<(λk) − λ∗| 6 C |=(λk)| with some C > 0
)
and such that dist(λk ,E )
is small enough. Then we can claim that (3.31) implies the estimate∑
k
dist(λk ,E )
p
2+1+ε+(
p
4−1+ε)+ <∞. (3.34)
So estimates (3.33) and (3.34) allows us to claim that a priori the eigenvalues are getting
less densely distributed near Landau levels than elsewhere in the essential spectrum of
the operator S.
Remark 3.2. Theorem 3.4 remains valid if we replace the Schrödinger operator S0 defined by
(3.3) by the magnetic Pauli operator on L2
(
R2d+1,C2
)
P0 :=
(
S0 − b0d 0
0 S0 + b0d
)
, d > 1,=:
(
P1 0
0 P2
)
, (3.35)
perturbed by non self-adjoint matrix-valued electric potentials
V (x) :=
{
V`k(x)
}
16`,k62
such that the coefficients V`k satisfy assumption (3.13). The spectrum of the the Pauli operator
P0 coincide with [0,+∞) and has an infinite set of thresholds 2b0dj , j ∈ N, the Landau levels.
A proof of this remark is given in section 3.6.
Let us give some remarks about the three-dimensional case on self-adjoint perturbations
V satisfying the condition
V 6 0, C−1〈x〉−α 6 |V (x)| 6 C 〈x〉−α, α > 0 (3.36)
with some constant C > 1. Let (λk) be a sequence of eigenvalues of S accumulating to
Λ0 from the left. Suppose that it describes all eigenvalues λ ∈ σd(S)∩ (Λ0 − r ,Λ0) with
some r > 0. If V satisfies supplementary regularity assumptions as that of Lemma 4.2
in the Appendix, then we have as direct consequence of [124, Theorem 1]
∑
k
dist
(
λk ,Λ0)p =
∫ r
0
pλp−1N
(
Λ0 − λ
)
dλ <∞ (3.37)
for p > 3/α− 1/2 if α < 2, and p(α− 1) > 1 if α > 2. Here N
(
Λ0 − λ
)
is the number
of eigenvalues of S less than Λ0 − λ repeated according to their multiplicity. Hence
in (3.34), conditions on p are not optimal at least for self-adjoint perturbations V of
definite sign as above. Namely, it can be checked that if the potential V satisfies (3.36)
with α > 1/2
(
this is to compare with (3.16)
)
, then p/2+ 1+ ε > 3/α− 1/2 if α < 2, and
p/2+ 1+ ε > 1/(α− 1) if α > 2.
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3.3 on the dimension 2d , d > 1
Consider the Schrödinger operator S0,⊥ defined by (3.2). In this section, we investigate
the discrete spectrum σd(S⊥) of the perturbed operator S⊥ defined by (3.5), and we
assume that the electric potential V satisfies assumptions (3.6) and (3.7). The case of the
2d-Pauli operator defined by (3.23) is also treated.
3.3.1 Estimate of the weighted resolvent of the Schrödinger operator S0,⊥
Recall that the spectrum σ(S0,⊥) of the operator S0,⊥ consists of the increasing se-
quence of Landau levels Λj defined by (3.4), j ∈N. So for any λ ∈ ρ(S0,⊥), the resolvent
set of S0,⊥, we have(
S0,⊥ − λ
)−1
=
∑
j∈N
(Λj − λ)
−1pj , (3.38)
where pj is the orthogonal projection onto ker
(
S0,⊥ − Λj
)
. We have the following
lemma.
Lemma 3.1. Let E be the set of Landau levels defined by (3.4) and consider λ ∈ C \ E . Assume
that F ∈ Lp(R2d), d > 1 and p > 2[d2]+ 2. Then the following bound holds∥∥∥F(S0,⊥ − λ)−1∥∥∥p
p
6
C
(
1+ |λ|
)d‖F‖pLp
dist(λ,E )p
, (3.39)
where C = C (p, b, d) is a constant depending on p, b and d .
Proof. First, we prove that (3.68) holds if p is even. We prove general case using
interpolation method. Constants are generic, i .e. changing from a relation to another.
Let λ ∈ C \ E .
(i) Assume that p is even. From the identity(
S0,⊥ − λ
)−1
−
(
S0,⊥ + 1+ |λ|
)−1
=
(
S0,⊥ + 1+ |λ|
)−1(
1+ |λ|+ λ
)(
S0,⊥ − λ
)−1,
we deduce that(
S0,⊥ − λ
)−1
=
(
S0,⊥ + 1+ |λ|
)−1((
1+ |λ|+ λ
)(
S0,⊥ − λ
)−1
+ I
)
.
Then we have∥∥∥F(S0,⊥ − λ)−1∥∥∥p
p
6
∥∥∥F(S0,⊥ + 1+ |λ|)−1∥∥∥p
p
×
∥∥∥((1+ |λ|+ λ)(S0,⊥ − λ)−1 + I)∥∥∥p . (3.40)
Since p is even, we can apply the diamagnetic inequality for the Sp class operators [8,
Theorem 2.3] and [112, Theorem 2.13] to obtain∥∥∥F(S0,⊥ + 1+ |λ|)−1∥∥∥p
p
6
∥∥∥F(−∆+ 1+ |λ|)−1∥∥∥p
p
.
By [112, Theorem 4.1], we have∥∥∥F(−∆+ 1+ |λ|)−1∥∥∥p
p
6 C (p) ‖F‖pLp
∥∥∥∥(| · |2 + 1+ |λ|)−1∥∥∥∥p
Lp
.
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Since ∥∥∥∥(| · |2 + 1+ |λ|)−1∥∥∥∥p
Lp
= C
∫∞
0
r2d−1dr
(r2 + 1+ |λ|)p
= C (p)
(
1+ |λ|
)d(
1+ |λ|
)p ,
then we obtain∥∥∥F(S0,⊥ + 1+ |λ|)−1∥∥∥p
p
6 C (p)
(
1+ |λ|
)d
(1+ |λ|)p
‖F‖pLp . (3.41)
Otherwise, we have∥∥∥((1+ |λ|+ λ)(S0,⊥ − λ)−1 + I)∥∥∥p 6 (C(1+ |λ|) ∥∥∥(S0,⊥ − λ)−1∥∥∥+ 1)p . (3.42)
Since (3.38) implies that∥∥∥(S0,⊥ − λ)−1∥∥∥ 6 1dist(λ,E ) , (3.43)
then this together with (3.42) give∥∥∥((1+ |λ|+ λ)(S0,⊥ − λ)−1 + I)∥∥∥p 6 (C (1+ |λ|)dist(λ,E ) + 1
)p
6
C (p, b, d)
(
1+ |λ|
)p
dist(λ,E )p
.
(3.44)
So (3.68) follows from (3.40), (3.41) and (3.44).
(ii) Now we prove that (3.68) holds for any p > 2
[
d
2
]
+ 2 using interpolation method.
Clearly if p is as above, there exists even integers p0 < p1 such that p ∈ (p0, p1) with
p0 > d . Now choose s ∈ (0, 1) such that 1p = 1−sp0 + sp1 . For i = 0, 1, define the operator
Lpi
(
R2d
) 3 F T7−→ F(S0,⊥ − λ)−1 ∈ Spi .
By (i) proved above for even integers, estimate (3.68) holds for any F ∈ Lpi (R2d). So let
Ci = C (pi , b, d) be the constant in (3.68) and define
C (λ, pi , d) :=
C
1
pi
i
((
1+ |λ|
)d) 1pi
dist(λ,E )
.
Thus by (3.68) for (i) proved above, we have ‖T‖ 6 C (λ, pi , d) for any i = 0, 1. Using the
Riesz-Thorin Theorem
(
see e.g. [38, subsection 5 of Chapter 6], [99], [128], [74, Chapter
2]
)
, we can interpolate between p0 and p1 to get the extension T : Lp
(
R2d
) −→ Sp with
‖T‖ 6 C (λ, p0, d)1−sC (λ, p1, d)s
6
C (p, b, d)
((
1+ |λ|
)d) 1p
dist(λ,E )
.
In particular for any F ∈ Lp(R2d), we have
‖T (F )‖p 6
C (p, b, d)
((
1+ |λ|
)d) 1p
dist(λ,E )
‖F‖Lp , (3.45)
which implies estimate (3.68). This concludes the proof of the lemma. 
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3.3.2 Proofs of Theorem 3.1 and Theorem 3.2
3.3.2.1 Proof of Theorem 3.1
Constants are generic (changing from a relation to another). The first crucial point
of the proof is the following result by Hansmann [47, Theorem 1]. Let A0 = A∗0 be
a bounded self-adjoint operator on a Hilbert space, A a bounded operator such that
A−A0 ∈ Sp , p > 1. Then∑
λ∈σd(A)
dist
(
λ,σ(A0)
)p 6 C‖A−A0‖pp , (3.46)
where C is an explicit constant which depends only on p. Note that we cannot apply
(3.46) to the unbounded operators S0,⊥ and S⊥. To fix this, let us consider the bounded
resolvents
A0(µ0) :=
(
S0,⊥ − µ0
)−1 and A(µ0) := (S⊥ − µ0)−1. (3.47)
where µ0 is the constant defined by (3.10). Since assumption (3.7) on V implies that
there exists a bounded operator V such that for any x⊥ ∈ R2d , V (x⊥) = VF (x⊥), then
using the resolvent equation(
S⊥ − µ0
)−1
−
(
S0,⊥ − µ0
)−1
= −
(
S⊥ − µ0
)−1
V
(
S0,⊥ − µ0
)−1,
we obtain∥∥A(µ0) −A0(µ0)∥∥pp 6 C ∥∥∥(S⊥ − µ0)−1∥∥∥p ∥∥∥F(S0,⊥ − µ0)−1∥∥∥pp , (3.48)
where C > 0 is a constant. The choice of µ0 and (3.8) imply that dist
(
µ0,N(S⊥)
)
> 1. So
by [25, Lemma 9.3.14], we have∥∥∥(S⊥ − µ0)−1∥∥∥ 6 1
dist
(
µ0,N(h⊥)
) 6 1. (3.49)
Lemma 3.1 and the choice of µ0 imply that∥∥∥F(S0,⊥ − µ0)−1∥∥∥p
p
6 C‖F‖pLp . (3.50)
Combining (3.48), (3.49) and (3.50), we obtain finally∥∥A(µ0) −A0(µ0)∥∥pp 6 C‖F‖pLp . (3.51)
Thus by applying (3.46) to the resolvents A(µ0) and A0(µ0), we see that∑
z∈σd(A(µ0))
dist
(
z ,σ(A0(µ0))
)p 6 C‖F‖pLp , (3.52)
where C = C (p, b, d). Putting z = ϕµ0(λ) = (λ − µ0)
−1, then the Spectral Mapping
Theorem implies that
z ∈ σd
(
A(µ0)
) (
z ∈ σ(A0(µ0))) ⇐⇒ λ ∈ σd(S⊥) (λ ∈ σ(S0,⊥)). (3.53)
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Hence we come to a distortion lemma for the conformal map z = ϕµ0(λ) = (λ− µ0)
−1,
which is the second important point of the proof of the theorem.
Lemma 3.2. Let µ0 be the constant defined by (3.10) and E be the set of Landau levels defined
by (3.4). Then the following bound holds
dist
(
ϕµ0(λ),ϕµ0(E )
)
>
C dist
(
λ,E
)(
1+ |λ|
)2 , λ ∈ C, (3.54)
where C = C (µ0, b, d) is a constant depending on µ0, b and d .
The proof of Lemma 3.2 follows directly from Lemma 3.3 and Lemma 3.4 below. For
more transparence in the sequel, let us give the figure which represents the transforma-
tion of the complex plane by the conformal map ϕµ0 .
•
Λ0
• • • •
E
×
µ0+Λ0
2
•
µ0
λ 7−→ ϕµ0 (λ) = z = 1λ−µ0
I = [Λ0 ,+∞)
•
1
Λ0−µ0
••••
ϕµ0 (E)
•
0
ϕµ0 (I) =
[
0, 1Λ0−µ0
]
Figure 5: Transformation of the complex plane by the conformal map z = ϕµ0(λ) = 1λ−µ0 .
It can be easily checked that
ϕµ0
({
λ ∈ C : <(λ) < µ0
})
=
{
z ∈ C : <(z) < 0}, (3.55)
ϕµ0
(
the gray disk
)
=
{
z ∈ C : <(z) > 1
Λ0 − µ0
}
, (3.56)
ϕµ0
({
λ ∈ C : µ0 6 <(λ) 6 Λ0
})
=
{
z ∈ C : <(z) > 0}∩ outside the disk hatched, (3.57)
ϕµ0
({
λ ∈ C : <(λ) > Λ0
})
= the disk hatched. (3.58)
Lemma 3.3. Let I = [Λ0,+∞). The following bound holds for any λ ∈ C
dist
(
ϕµ0(λ),ϕµ0(I )
)
>
C dist
(
λ, I
)(
1+ |λ|
)2 , (3.59)
where C = C (µ0, b, d) is a constant depending on µ0, b and d .
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Proof. It suffices to prove that (3.59) holds for λ in each of the four sectors defined by
(3.55)-(3.58). In what follows below, the relation u ' v means that there exist constants
c1, c2 such that
0 < c1 6
u
v
6 c2 <∞. (3.60)
• For {λ ∈ C : <(λ) < µ0}, we have dist(λ, I) = |λ − Λ0| and by (3.55) we have
dist
(
ϕµ0(λ),ϕµ0(I )
)
= |ϕµ0(λ)| =
1
|λ−µ0|
. Consequently,
dist
(
ϕµ0(λ),ϕµ0(I )
)
dist
(
λ, I
) = 1
|λ− µ0||λ−Λ0|
.
Thus (3.59) holds since |λ−Λ0| 6 C (b, d)
(
1+ |λ|
)
and |λ− µ| 6 C (µ0)
(
1+ |λ|
)
.
• For λ ∈
{
λ ∈ C :
∣∣∣λ− µ0+Λ02 ∣∣∣ 6 Λ0−µ02 }, we have dist(λ, I) = |λ−Λ0| and by (3.56)
dist
(
ϕµ0(λ),ϕµ0(I )
)
=
∣∣∣ϕµ0(λ) − 1Λ0 − µ0
∣∣∣
=
dist
(
λ, I
)
|λ− µ0||Λ0 − µ0|
.
Thus (3.59) holds since as above |λ− µ0| 6 C (µ0)
(
1+ |λ|
)
and |Λ0 − µ0| = C (µ0, b, d).
• For λ ∈ {λ ∈ C : µ0 6 <(λ) 6 Λ0} \ {λ ∈ C : ∣∣∣λ− µ0+Λ02 ∣∣∣ 6 Λ0−µ02 }, we have
dist
(
λ, I
)
= |λ−Λ0| and by (3.56)-(3.57)
dist
(
ϕµ0(λ),ϕµ0(I )
)
=
∣∣=(ϕµ0(λ))∣∣ = |=(λ)||λ− µ0|2 .
∗ For λ close to µ0 in this domain, dist
(
λ, I
) ' constant and |=(λ)| ' |λ− µ0| so that
dist
(
ϕµ0(λ),ϕµ0(I )
) ' 1
|λ−µ0|
. Thus (3.59) holds as above.
∗ For λ close to Λ0, we have dist
(
λ, I
)
= |λ−Λ0|, |=(λ)| ' |λ−Λ0| and |λ− µ0|2 '
constant so that dist
(
ϕµ0(λ),ϕµ0(I )
) ' |λ−Λ0|. Thus (3.59) holds.
∗When |λ|→ +∞, |=(λ)| ' |λ−Λ0| so that dist(ϕµ0(λ),ϕµ0(I )) ' |λ−Λ0||λ−µ0|2 . Thus (3.59)
holds as above.
• For λ ∈ {λ ∈ C : <(λ) > Λ0}, we have dist(λ, I) = |=((λ)| and by (3.58)
dist
(
ϕµ0(λ),ϕµ0(I )
)
=
∣∣=(ϕµ(λ))∣∣ = |=(λ)|
|λ− µ0|2
=
dist
(
λ, I
)
|λ− µ0|2
.
Thus (3.59) holds as above. This concludes the proof of lemma 3.3. 
Now for further use, let us introduce some notations. For Λj ∈ E ⊂ I , define the radius
rj := dist
(
Λj ,E \
{
Λj
})
, A =
⋃
j B
(
Λj , 2rj
)
and D = C \ A (see the figure below). Corre-
sponding notations on the plane of z = ϕµ0(λ) are A and D. Namely, for ω ∈ ϕµ0(E ) ={
1
Λj−µ0
}
j
, we define the radius rω := dist
(
ω,ϕµ0(E ) \ {ω}
)
, A =
⋃
ω B
(
ω, 2rω
)
and
D = C \ A.
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•
Λj
I = [Λ0 ,+∞)•
Λ0
rjrj
•
Λj−1
•
Λj+1
•
Λj+2
B
(
Λj ,2rj
)
Figure 6: Sets I = [Λ0,+∞) and A = ⋃j B(Λj , 2rj).
Note that by (3.4), we have rj = 2b, A =
⋃
j B
(
Λj , 4b
)
and up to constant factor ϕµ0(A) =
A. We have the following lemma.
Lemma 3.4. With the notations above, the following estimates hold.
(i) For any λ ∈ D and any ϕµ0(λ) ∈ D,
dist
(
λ,E
)
2
6 dist
(
λ, I
)
6 dist
(
λ,E
)
.
dist
(
ϕµ0(λ),ϕµ0(E )
)
2
6 dist
(
ϕµ0(λ),ϕµ(I )
)
6 dist
(
ϕµ0(λ),ϕµ(E )
)
.
(3.61)
(ii) For any λ ∈ A,
dist
(
ϕµ0(λ),ϕµ0(E )
)
>
C dist
(
λ,E
)(
1+ |λ|
)2 , (3.62)
where C = C (µ0) is a constant depending on µ0.
Proof. (i) We prove only the first estimate in (3.61). The second can be treated similarly.
Obviously dist
(
λ, I
)
6 dist
(
λ,E
)
. For λ ∈ D , let Λj ∈ E such that
dist
(
λ,E
)
= |λ−Λj | > 2rj
(
⇐⇒ dist
(
λ,E
)
2
> rj
)
. (3.63)
Since dist
(
λ,E
)
6 dist
(
λ, I
)
+ rj , i .e. dist
(
λ,E
)
− rj 6 dist
(
λ, I
)
, then (3.63) implies that
dist
(
λ,E
)
−
dist
(
λ,E
)
2 6 dist
(
λ, I
)
. That means
dist
(
λ,E
)
2
6 dist
(
λ, I
)
.
(ii) Obviously all points λ ∈ A are of the form |=(λ)| 6 4b and Λj 6 <(λ) 6 Λj+1 for
some Λj ∈ E such that dist
(
λ,E
)
= |λ−Λj |
(
or dist
(
λ,E
)
= |λ−Λj+1|
)
. For dist
(
λ,E
)
=
|λ−Λj |, we have
dist
(
ϕµ0(λ),ϕµ(E )
)
=
∣∣∣ 1
λ− µ0
−
1
Λj − µ0
∣∣∣ = dist(λ,E)
|λ− µ0||Λj − µ0|
.
Then (3.62) holds since |λ− µ0| 6 C (µ0)
(
1+ |λ|
)
and |Λj − µ0| 6 2|λ− µ0| for <(λ) > Λ0.
This completes the proof. 
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Now we turn back to the proof of Theorem 3.1. Lemma 3.2 together with (3.52) and
(3.53) show that ∑
z∈σd(S⊥)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C0‖F‖pLp ,
where C0 = C (p,µ0, b, d) is a constant depending on p, µ0, b and d . This completes the
proof of Theorem 3.1.3.3.2.2 Proof of Theorem 3.2
If the perturbation V is bounded, then assumption (3.6) of Theorem 3.1 is naturally
satisfied with µ1 = −‖V ‖∞, so that we have µ0 = −‖V ‖∞ − 1. Hence in the spirit of the
distortion Lemma 3.2, we obtain the following lemma.
Lemma 3.5. Let µ0 = −‖V ‖∞ − 1 and E be the set of Landau levels defined by (3.4). Then the
following bound holds
dist
(
ϕµ0(λ),ϕµ0(E )
)
>
C dist
(
λ,E
)(
1+ ‖V ‖∞)2(1+ |λ|)2 , λ ∈ C, (3.64)
where C = C (b, d) is a constant depending on b and d .
As in the distortion Lemma 3.2, Lemma 3.5 follows directly from Lemma 3.3 and Lemma
3.4 with the two following appropriate modifications
dist
(
ϕµ0(λ),ϕµ0(I )
)
>
C dist
(
λ, I
)(
1+ ‖V ‖∞)2(1+ |λ|)2 ,
dist
(
ϕµ0(λ),ϕµ0(E )
)
>
C dist
(
λ,E
)(
1+ ‖V ‖∞)2(1+ |λ|)2
respectively in (3.59) and (3.62), when µ0 = −‖V ‖∞ − 1. In both situations C = C (b, d)
is a constant depending on b and d .
So Lemma 3.5 together with (3.52) and (3.53) show that∑
z∈σd(S⊥)
dist
(
λ,E
)p(
1+ |λ|
)2p 6 C1‖F‖pLp(1+ ‖V ‖∞)2p ,
where C1 = C (p, b, d) is a constant depending on p, b and d . This completes the proof
of Theorem 3.2.
3.3.3 Proofs of analogous results for the 2d-dimensional Pauli operators
Let P0 be the 2d-dimensional Pauli operator on L2
(
R2d ,C2
)
defined by (3.23), d > 1.
In this section, we prove that Theorem 3.1 and Theorem 3.2 remain valid for the operator
P0 perturbed by non self-adjoint matrix-valued electric potentials
V (x⊥) :=
{
V`k(x⊥)
}
16`,k62
satisfying assumption (3.6) and such that the coefficients V`k satisfy assumption (3.7).
Recall that the spectrum of the Pauli operator P0 is discrete and consists of Landau
levels
Λj := 2b0dj , j ∈N. (3.65)
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In what follows below, we set E :=
{
Λj
}
j∈N. Let P`, ` = 1, 2, be the Schrödinger
operators defined in (3.23). Obviously for any λ in the resolvent set of the operator P0,
we have(
P0 − λ
)−1
=
((
P1 − λ
)−1
0
0
(
P2 − λ
)−1
)
. (3.66)
Thus if pj is be the orthogonal projection onto ker (P` −Λj) for ` = 1, 2, we have(
P1 − λ
)−1
=
∑
j∈N
(
Λj − λ
)−1
pj and
(
P2 − λ
)−1
=
∑
j∈N∗
(
Λj − λ
)−1
pj−1 (3.67)
As in the proof of Lemma 3.1, it can be proved that for any p > 2
[
d
2
]
+ 2, the p-Schatten
norm of the weighted resolvent F
(
P` − λ
)−1, ` = 1, 2, satisfies the estimate∥∥∥F(P` − λ)−1∥∥∥p
p
6
C
(
1+ |λ|
)d‖F‖pLp
dist(λ,E )p
.
So, in the spirit of Lemma 3.1, we obtain the following lemma.
Lemma 3.6. Let E be the set of Landau levels defined by (3.65) and consider λ ∈ C \E . Assume
that F ∈ Lp(R2d), d > 1 and p > 2[d2]+ 2. Then the following bound holds∥∥∥F(P0 − λ)−1∥∥∥p
p
6
C
(
1+ |λ|
)d‖F‖pLp
dist(λ,E )p
, (3.68)
where C = C (p, b, d) is a constant depending on p, b and d .
Now if the coefficients V`k of V satisfy assumption (3.7), then there exists a matrix-
valued bounded operator V such that for any x⊥ ∈ R2d , V (x⊥) = VF (x⊥). So we
conclude as in the proof of Theorem 3.1 and Theorem 3.2.
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3.4.1 Estimate of the sandwiched resolvents of the Schrödinger operators S0 and S
In order to estimate the resolvents of the operators S0 and S, let us fix some notations.
Denote by
C+ :=
{
z ∈ C : =(z) > 0} and C− := {z ∈ C : =(z) < 0}. (3.69)
For a Landau level Λj defined by (3.4) and λ ∈ C \ [Λ0,+∞), we have(
S0 − λ
)−1
=
∑
j∈N
pj ⊗
(
D2x +Λj − λ
)−1
, (3.70)
where pj is the orthogonal projection onto ker
(
S0,⊥−Λj
)
. Recall that for z ∈ C\ [0,+∞),
the operator
(
D2x − z
)−1
admits the integral kernel
iei
√
z|x−x ′|
2
√
z
, (3.71)
if the branch of
√
z is chosen so that =(z) > 0. In the sequel, we assume that the
perturbation V satisfies assumption (3.13). We have the following lemma.
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Lemma 3.7. Let n = 2d + 1, d > 1 and λ ∈ C \ [Λ0,+∞). Assume that F ∈ Lp(Rn) with
p > 2
[
d
2
]
+ 2 and G ∈ (L2 ∩ L∞)(R). Then there exists a constant C = C (p, b, d) such that
∥∥∥F(S0 − λ)−1G∥∥∥p
p
6
C
(
1+ |λ|
)d+ 12K1
dist
(
λ, [Λ0,+∞)) p2 dist(λ,E ) p4 , (3.72)
where E is the set of Landau levels defined by (3.4) and
K1 := ‖F‖pLp
(‖G‖L2 + ‖G‖L∞)p . (3.73)
Proof. It suffices to prove the case λ ∈ C+. Constants are generic (changing from a
relation to another). As in the proof of Lemma 3.1, first we prove that (3.72) holds if p is
even. We obtain the general case using interpolation method.
(i) Assume that p is even. Let us first prove that if <(λ) < Λ0, then we have
∥∥∥F(S0 − λ)−1G∥∥∥p
p
6
C
(
1+ |λ|
)d+ 12K1
dist(λ,E )
3p
4
. (3.74)
Using the identity(
S0 − λ
)−1
−
(
S0 + 1+ |λ|
)−1
=
(
S0 + 1+ |λ|
)−1(
1+ |λ|+ λ
)(
S0 − λ
)−1,
we obtain (
S0 − λ
)−1
=
(
S0 + 1+ |λ|
)−1((
1+ |λ|+ λ
)(
S0 − λ
)−1
+ I
)
.
Thus ∥∥∥F(S0 − λ)−1G∥∥∥p
p
6
∥∥∥F(S0 + 1+ |λ|)−1∥∥∥p
p
×
∥∥∥((1+ |λ|+ λ)(S0 − λ)−1 + I)G∥∥∥p (3.75)
Since p is even, we can apply the diamagnetic inequality for the Sp class operators [8,
Theorem 2.3] and [112, Theorem 2.13]. We obtain∥∥∥F(S0 + 1+ |λ|)−1∥∥∥p
p
6
∥∥∥F(−∆+ 1+ |λ|)−1∥∥∥p
p
.
By [112, Theorem 4.1], we have∥∥∥F(−∆+ 1+ |λ|)−1∥∥∥p
p
6 C (p) ‖F‖pLp
∥∥∥(| · |2 + 1+ |λ|)−1∥∥∥p
Lp
.
Since ∥∥∥∥(| · |2 + 1+ |λ|)−1∥∥∥∥p
Lp
= C
∫∞
0
r2ddr(
r2 + 1+ |λ|
)p = C (p)(1+ |λ|)d+ 12(
1+ |λ|
)p ,
then we obtain
∥∥∥F(S0 + 1+ |λ|)−1∥∥∥p
p
6 C (p)
(
1+ |λ|
)d+ 12(
1+ |λ|
)p ‖F‖pLp . (3.76)
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Otherwise, we have∥∥∥((1+ |λ|+ λ)(S0 − λ)−1 + I)G∥∥∥p
6
(
C
(
1+ |λ|
) ∥∥∥(S0 − λ)−1G∥∥∥+ ‖G‖L∞ )p . (3.77)
By (3.70) we have
∥∥∥(S0 − λ)−1G∥∥∥ =
∥∥∥∥∥∥
∑
j∈N
pj ⊗
(
D2x +Λj − λ
)−1
G
∥∥∥∥∥∥︸ ︷︷ ︸
orthogonal sum
6 C sup
j
∥∥∥∥(D2x +Λj − λ)−1G∥∥∥∥ ,
(3.78)
and moreover∥∥∥∥(D2x +Λj − λ)−1G∥∥∥∥ 6 ∥∥∥∥(D2x +Λj − λ)−1G∥∥∥∥
2
=
∥∥∥∥G(D2x +Λj − λ)−1∥∥∥∥
2
.
(3.79)
As above, by [112, Theorem 4.1], we have∥∥∥∥G(D2x +Λj − λ)−1∥∥∥∥2
2
6 C ‖G‖2L2
∥∥∥∥(| · |2 +Λj − λ)−1∥∥∥∥2
L2(R)
.
Since <(λ) < Λ0, then we have for any r ∈ R∣∣r2 +Λj − λ∣∣2 > r4 + ∣∣λ−Λj ∣∣2 .
This implies that∥∥∥∥(| · |2 +Λj − λ)−1∥∥∥∥2
L2
6
∥∥∥∥(| · |4 + ∣∣λ−Λj ∣∣2)−1∥∥∥∥
L1(R)
6 C∣∣λ−Λj ∣∣ 32 .
Hence finally we obtain∥∥∥(S0 − λ)−1G∥∥∥ 6 C ‖G‖L2
dist(λ,E )
3
4
. (3.80)
Estimates (3.77) together with (3.80) imply that
∥∥∥((1+ |λ|+ λ)(S0 − λ)−1 + I)G∥∥∥p 6
(
C ‖G‖L2
(
1+ |λ|
)
dist(λ,E )
3
4
+ ‖G‖L∞
)p
6
C (p, b, d)
(
‖G‖L2 + ‖G‖L∞
)p(
1+ |λ|
)p
dist(λ,E )
3p
4
,
(3.81)
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Thus (3.74) follows from (3.75), (3.76) and (3.81).
Now let us prove that if Reλ > Λ0, then we have
∥∥∥F(S0 − λ)−1G∥∥∥p
p
6
C
(
1+ |λ|
)d+ 12K1
|=(λ)|
p
2 dist(λ,E )
p
4
. (3.82)
From (3.79), we compute the Hilbert-Schmidt norm of the operator G
(
D2x +Λj − λ
)−1
with the help of its integral kernel (3.71). So for =
(√
λ−Λj
)
> 0, we obtain
∥∥∥∥G(D2x +Λj − λ)−1∥∥∥∥2
2
=
C‖G‖2
L2
=
(√
λ−Λj
) ∣∣λ−Λj ∣∣ .
Now from
=
(
λ
)
= =
(
λ−Λj
)
= 2=
(√
λ−Λj
)
<
(√
λ−Λj
)
,
we deduce that
∥∥∥∥G(D2x +Λj − λ)−1∥∥∥∥2
2
=
C‖G‖2
L2
<
(√
λ−Λj
)
|=(λ)|
∣∣λ−Λj ∣∣
6
C‖G‖2
L2
|=(λ)|dist(λ,E )
1
2
.
(3.83)
Combining (3.78), (3.79) and (3.83), we obtain∥∥∥(S0 − λ)−1G∥∥∥ 6 C‖G‖L2
|=(λ)|
1
2 dist(λ,E )
1
4
. (3.84)
Finally by (3.77) and (3.84),
∥∥∥((1+ |λ|+ λ)(S0 − λ)−1 + I)G∥∥∥p 6 C (p)
(
‖G‖L2 + ‖G‖L∞
)p(
1+ |λ|
)p
|=(λ)|
p
2 dist(λ,E )
p
4
. (3.85)
Now (3.82) follows from (3.75), (3.76) and (3.85). So estimates (3.74) and (3.82) show that
(3.72) holds if p is even.
(ii) We prove that (3.82) holds for any p > 2
[
d
2
]
+ 2 using interpolation method. Clearly if
p is as above, there exists even integers p0 < p1 such that p ∈ (p0, p1) with p0 > d + 1/2.
Now choose s ∈ (0, 1) such that 1p = 1−sp0 + sp1 . For i = 0, 1, consider the operator
Lpi
(
Rn
) 3 F T7−→ F (S0 − λ)−1G ∈ Spi .
By (i) proved above, estimate (3.72) holds for any F ∈ Lpi (Rn). Let Ci = C (pi , b, d) be
the constant in (3.72) and define
C (λ, pi , d) :=
C
1
pi
i
((
1+ |λ|
)d+ 12) 1pi (‖G‖L2 + ‖G‖L∞)
dist
(
λ, [Λ0,+∞)) 12 dist(λ,E ) 14 .
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Then by (3.72) for (i) proved above, we have ‖T‖ 6 C (λ, pi , d) for any i = 0, 1. Using the
Riesz-Thorin Theorem
(
see e.g. [38, subsection 5 of Chapter 6], [99], [128], [74, Chapter
2]
)
, we can interpolate between p0 and p1 to get the extension T : Lp
(
R2d+1
) −→ Sp
with
‖T‖ 6 C (λ, p0, d)1−sC (λ, p1, d)s
6
C (p, b, d)
((
1+ |λ|
)d+ 12) 1p (‖G‖L2 + ‖G‖L∞)
dist
(
λ, [Λ0,+∞)) 12 dist(λ,E ) 14 .
In particular for any F ∈ Lp(Rn), we have
‖T (F )‖p 6
C (p, b, d)
((
1+ |λ|
)d+ 12) 1p (‖G‖L2 + ‖G‖L∞)
dist
(
λ, [Λ0,+∞)) 12 dist(λ,E ) 14 ‖F‖Lp , (3.86)
which implies estimate (3.72). This concludes the proof of the lemma. 
Now let λ0 be such that
min
(
|=(λ0)|, dist
(
λ0,N(S)
))
> 1+ ‖V ‖∞. (3.87)
We have the following lemma.
Lemma 3.8. Assume that λ0 satisfies condition (3.87). Under the assumptions of Lemma 3.7,
there exists a constant C = C (p) such that∥∥∥F(S− λ0)−1G∥∥∥p
p
6 C
(
1+ |λ0|
)d+ 12K2, (3.88)
where the constant K2 is defined by
K2 := ‖F‖pLp‖G‖pL∞ . (3.89)
Proof. Constants are generic (changing from a relation to another). From the identity(
S− λ0
)−1
=
(
S0 − λ0
)−1(
S0 − λ0
)(
S− λ0
)−1,
we deduce that∥∥∥F(S− λ0)−1G∥∥∥p
p
6
∥∥∥F(S− λ0)−1∥∥∥p
p
‖G‖pL∞
6
∥∥∥F(S0 − λ0)−1∥∥∥p
p
∥∥∥(S0 − λ0)(S− λ0)−1∥∥∥p ‖G‖pL∞ . (3.90)
Using a method similar to that of the proof of Lemma 3.7, it can be proved that
∥∥∥F(S0 − λ0)−1∥∥∥p
p
6
C
(
1+ |λ0|
)d+ 12 ‖F‖pLp
|=(λ0)|p
. (3.91)
So (3.91) together with condition (3.87) on λ0 give finally∥∥∥F(S0 − λ0)−1∥∥∥p
p
6 C
(
1+ |λ0|
)d+ 12 ‖F‖pLp . (3.92)
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Otherwise, we have∥∥∥(S0 − λ0)(S− λ0)−1∥∥∥ = ∥∥∥I −V (S− λ0)−1∥∥∥ 6 1+ ‖V ‖∞ ∥∥∥(S− λ0)−1∥∥∥ .
By [25, Lemma 9.3.14], ∥∥∥(S− λ0)−1∥∥∥ 6 1
dist
(
λ0,N(S)
) .
Thus assumption on λ0 implies that∥∥∥(S0 − λ0)(S− λ0)−1∥∥∥ 6 2. (3.93)
Now (3.88) follows from (3.90), (3.92) and (3.93). 
3.5 preliminaries
3.5.1 About the holomorphic function f (λ)
In this subsection, we construct as in [26] a holomorphic function f : C\ [Λ0,+∞)→ C
whose zeros are the discrete eigenvalues of the perturbed operator S.
Let λ ∈ C \ [Λ0,+∞). We have the identity(
S− λ
)(
S0 − λ
)−1
= I +V
(
S0 − λ
)−1. (3.94)
LHS of (3.94) is not invertible if and only if S− λ is not invertible. Since V is a relatively
compact perturbation, this holds if and only if λ ∈ σd(S). So defining
T (λ) = V
(
S0 − λ
)−1, (3.95)
we obtain for λ ∈ C \ [Λ0,+∞) that
λ ∈ σd(S)⇔ I +T (λ) is not invertible. (3.96)
Otherwise, assumption (3.13) on the potential V implies that there exists is a bounded
operator V such that for any x = (x⊥, x) ∈ R2d+1, V (x) = VF (x)G (x). Thus, as in proof
of Lemma 3.7, it can be proved that T (λ) ∈ Sp for any p > 2. Let detdpe
(
I +T (λ)
)
be the
regularized determinant defined by
detdpe
(
I +T (λ)
)
:=
∏
µ∈σ
(
T(λ)
)
(1+ µ) exp
dpe−1∑
k=1
(−µ)k
k
, (3.97)
where dpe := min{n ∈ N : n > p}. Hence (3.96) can be formulated (see e.g. [112,
Chapter 9]
)
as
λ ∈ σd(S)⇔ detdpe
(
I +T (λ)
)
= 0. (3.98)
Let us define the function
f (λ) := detdpe
(
I +T (λ)
)
. (3.99)
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The function f is holomorphic on C \ [Λ0,+∞) and
σd(S) =
{
λ ∈ C \ [Λ0,+∞) : f (λ) = 0}. (3.100)
Moreover, the algebraic multiplicity of λ ∈ σd(S) is equal to the order of λ as zero of the
function f .
Let us proof the following lemma on f (λ).
Lemma 3.9. Let λ ∈ C \ [Λ0,+∞) and suppose that λ0 satisfies the condition (3.87). Under
the assumptions of Lemma 3.7, there exists C = C (p, b, d) such that
log
∣∣∣∣ f (λ)f (λ0)
∣∣∣∣ 6 ΓpC
(
1+ |λ|
)d+ 12K1
dist
(
λ, [Λ0,+∞)) p2 dist(λ,E ) p4 + ΓpC
(
1+ |λ0|
)d+ 12K1, (3.101)
where Γp is some positive constant and K1 is defined by (3.73).
Proof. First, write f (λ)f (λ0) = f (λ) · f (λ0)−1. Since
f (λ0)
−1 = detdpe
(
I +V (S0 − λ0)
−1
)−1
,
then passing to the inverse in (3.94), we obtain
f (λ0)
−1 = detdpe
(
I −V
(
S− λ0
)−1).
This implies that∣∣∣∣ f (λ)f (λ0)
∣∣∣∣ = ∣∣∣detdpe(I +V (S0 − λ)−1)∣∣∣ · ∣∣∣detdpe(I −V (S− λ0)−1)∣∣∣
=
∣∣∣detdpe(I +VF(S0 − λ)−1G)∣∣∣ · ∣∣∣detdpe(I −VF(S− λ0)−1G)∣∣∣. (3.102)
Otherwise, for any A ∈ Sdpe, we have [112] the bound∣∣detdpe(I +A)∣∣ 6 eΓp‖A‖pp .
This together with (3.102) imply that∣∣∣∣ f (λ)f (λ0)
∣∣∣∣ 6 eC Γp(‖F(S0−λ)−1G‖pp+‖F(S−λ0)−1G‖pp). (3.103)
So Lemma 3.7 and Lemma 3.8 together with the inequality K2 < K1 give (3.101). 
In what follows below, we use a theorem about zeros of holomorphic functions in the
unit disk D :=
{
z ∈ C : |z | < 1} to study the zeros of the function f in C \ [Λ0,+∞). Let
us recall that in our case the Landau levels Λj defined by (3.4) play the role of thresholds
in [Λ0,+∞). So to study the zeros of the function f in C \ [Λ0,+∞) or equivalently
the discrete eigenvalues of the operator S in C \ [Λ0,+∞), we use a local approach by
transforming locally the problem to D using a conformal map.
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3.5.2 About the conformal map ϕ(z)
Let Π = R(λ1, λ2, λ3, λ4) be a rectangle (or a square) with vertices λ1, λ4 ∈ R, and λ2,
λ3 ∈ C+ or λ2, λ3 ∈ C− (see Figure 7). It is well known [71, Theorem 1, p. 176] that
there exists a conformal map ϕ : D→ Π given by Schwarz-Christoffel formula. Denote
by
T := ∂D =
{
z ∈ C : |z | = 1},
and let zj ∈ T be the points such that ϕ(zj) = λj , for 1 6 j 6 4. Since Π is a rectangle,
then the map ϕ satisfies
ϕ ′(z) =
C
(z − z1)
1
2 (z − z2)
1
2 (z − z3)
1
2 (z − z4)
1
2
(3.104)
where C is a constant.
×
•z4
•z1
•z2
•z3
L2,z
L4,z
L1,zL3,z
R
λ4λ1
λ3λ2
L1,λ
L3,λ
L2,λL4,λ
z
λ
ϕ : D→ Π
ϕ−1
Figure 7: Transformation of the unit disk by the conformal map ϕ(z) = λ.
We write λ = ϕ(z) = λ(z) or z = ϕ−1(λ) = z(λ). We have ϕ
(
Lj ,z
)
= Lj ,λ and ∂Π =⋃
j Lj ,λ. We set also Fz :=
{
zj
}
j
and Fλ :=
{
λj
}
j
so that ϕ(Fz) = Fλ. In lemmas below,
the relation ' is defined as in (3.60).
Lemma 3.10. For z ∈ D and λ ∈ Π, the following holds
dist(λ,∂Π) ' dist(z ,T) 1
dist(z ,Fz)
1
2
,
or equivalently
dist(z ,T) ' dist(λ,∂Π)dist(λ,Fλ).
Proof. The proof follows directly from [86, Corollary 1.4] and (3.60). 
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In the sequel, we are interested in the same quantities where dist(z ,T) and dist(λ,∂Π)
are respectively replaced by dist
(
z ,L1,z
)
and dist
(
λ,L1,λ
)
. As in Lemma 3.10, we have
dist
(
λ,L1,λ
)' dist(z ,L1,z) 1
dist
(
z , {z1, z4}
) 1
2
dist
(
z ,L1,z
)' dist(λ,L1,λ)dist(λ, {λ1, λ4}). (3.105)
3.5.3 A theorem by Borichev, Golinskii and Kupin
The following result by A. Borichev, L. Golinskii and S. Kupin is proved in [15]. It
gives an estimate on zeros of holomorphic functions in the unit disk D.
Theorem 3.5. Let h be a holomorphic function in the unit disk D with h(0) = 1. Assume that
h satisfies a bound of the form
log |h(z)| 6 K0
1(
1− |z |
)α N∏
j=1
1
|z − ξj |βj
,
where ξj ∈ T and α, βj > 0. Let τ > 0. Then the zeros of h satisfy the inequality
∑
{h(z)=0}
(
1− |z |
)α+1+τ N∏
j=1
|z − ξj |
(βj−1+τ)+ 6 C
(
α, {βj }, {ξj }, τ
)
K0.
3.6 bounds on the discrete eigenvalues of S
3.6.1 Local bound
Let us recall that the Λj are the Landau levels given by (3.4). In this subsection, we
prove a bound on λ ∈ σd(S) in a rectangle Πj containing one Landau level Λj (see Figure
8). We treat only the case λ ∈ σd(S) ∩ C+. The same is true for λ ∈ σd(S) ∩ C− by
considering rectangles Πj in the lower half plane C−. For simplicity in the sequel, by λ0
we mean λ0,j ∈ Πj and we assume that it satisfies condition (3.87).
R
λ0
Πj
λ4λ1
λ3λ2
L1,λ
S1
L3,λ
S3
L2,λ
S2
L4,λ
S4
•
Λj
•
Λj+1
•
Λj−1
‖V ‖∞
|| || || ||
Figure 8: Rectangle Πj in the upper half-plane C+ and containing Λj as the only Landau levels.
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We have ϕj(1) = Λj and ϕj(0) = λ0 where ϕj : D → Πj is the conformal map defined
in section 3.5 with respect to the rectangle Πj . The four triangles Sk , 1 6 k 6 4, form
a partition of the rectangle Πj . Let f be the function defined by (3.99) and define the
function hj : D→ C by
hj(z) = f (ϕj(z)) and h˜j(z) =
hj(z)
hj(0)
. (3.106)
Then h˜j is holomorphic in the unit disk and (3.100) implies that
σd(h)∩Πj =
{
ϕj(z) ∈ Πj : z ∈ D : h˜j(z) = 0
}
. (3.107)
We have the following lemma.
Lemma 3.11. Under the assumptions of Lemma 3.9, for any z ∈ D we have
log
∣∣h˜j(z)∣∣ 6 C (p, b, d , j)K3
dist
(
z ,T
) p
2 |z − 1|
p
4
, (3.108)
where the constant C (p, b, d , j) satisfies the asymptotic property
C (p, b, d , j) ∼
j→∞ jd+
1
2 , (3.109)
and the constant K3 is defined by
K3 := ‖F‖pLp
(‖G‖L2 + ‖G‖L∞)p(1+ ‖V ‖∞)d+ 12 . (3.110)
Proof. Constants are generic (changing from a relation to another). Let K1 be the
constant defined by (3.73). For λ, λ0 = λ0,j ∈ Πj with λ0 satisfying condition (3.87),
using (3.4) we obtain the inequality
ΓpC (p, b, d)K1
(
1+ |λ|
)d+ 12
dist
(
λ, [Λ0,+∞)) p2 dist(λ,E ) p4 + ΓpC (p)K1
(
1+ |λ0|
)d+ 12
6 ΓpC (p, b, d)K3(1+ j)
d+ 12
dist
(
λ,L1,λ
) p
2 |λ−Λj |
p
4
+ ΓpC (p)K3(1+ j)
d+ 12 .
(3.111)
Since ϕj(z) = λ and ϕj(1) = Λj , (3.105) (or Lemma 3.10) implies that
ΓpC (p, b, d)K3(1+ j)d+
1
2
dist
(
λ,L1,λ
) p
2 |λ−Λj |
p
4
' C (p, d , j)K3 dist
(
z , {z1, z4}
) p
4
dist
(
z ,T
) p
2 |z − 1|
p
4
6 C (p, d , j)K3
dist
(
z ,T
) p
2 |z − 1|
p
4
.
This together with (3.111) show that for any λ ∈ Πj ,
ΓpC (p, b, d)K1
(
1+ |λ|
)d+ 12
dist
(
λ, [Λ0,+∞)) p2 dist(λ,E ) p4 + ΓpC (p)K1
(
1+ |λ0|
)d+ 12
6 C (p, b, d , j)K3
dist
(
z ,T
) p
2 |z − 1|
p
4
+ C (p, d , j)K3
6 C (p, b, d , j)K3
dist
(
z ,T
) p
2 |z − 1|
p
4
.
(3.112)
So (3.108) follows from Lemma 3.9, (3.106) and (3.112). 
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Now applying Theorem 3.5 to the function h˜j satisfying (3.108) in Lemma 3.11, we obtain
for any 0 < ε < 1,∑
{h˜j(z)=0}
dist
(
z ,T
) p
2+1+ε|z − 1|(
p
4−1+ε)+ 6 C (p, d , j , ε)K3. (3.113)
Equivalently, using Lemma 3.10, estimate (3.113) can be written in Πj as∑
λ∈σd(S)∩Πj
(
dist
(
λ,∂Πj
)
dist
(
λ,Fλ
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+ 6 C (p, d , j , ε)K3, (3.114)
where the constant C (p, d , j , ε) satisfies again the asymptotic property (3.109) above. In
what follows below, we want to derive from (3.114) a bound of the quantity∑
λ∈σd(S)∩Πj
dist
(
λ, [Λ0,+∞)) p2+1+εdist(λ,E )( p4−1+ε)+ . (3.115)
Note that in (3.114), we can have accumulation of λ ∈ σd(S) on the edges L2,λ and
L4,λ of the boundary ∂Πj of Πj . This is not due to the nature of the problem, but to
the method we use. To treat this problem appearing in (3.114), the idea is to deal for
any rectangle Πj with its magnified version Π ′j in the horizontal direction as in Figure 9
below, where the constant δ is such that 0 < δ < b.
R
λ0
Πj
λ ′4λ
′
1
λ ′3λ
′
2
L′1,λ
S ′1
L′3,λ
S ′3
L′2,λ
S ′2
L′4,λ
S ′4
•
Λj
•
Λj−1
•
Λj+1
Πj+1
Π ′j
Π ′j+1
δ δ δ
‖V ‖∞
|| || || || ||
Figure 9: Magnified versions Π ′j and Π ′j+1 respectively of disjoint rectangles Πj and Πj+1 in
the upper half-plane C+.
In the figure above, we introduce a partition of the rectangle Π ′j by the four triangles S
′
k ,
1 6 k 6 4. Applying (3.114) to the rectangle Π ′j , we get∑
λ∈σd(S)∩Π ′j
(
dist
(
λ,∂Π ′j
)
dist
(
λ,Fλ ′
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+ 6 C (p, b, d , j , ε)K3.
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Since Πj ⊂ Π ′j , then the sum taken on Πj gives∑
λ∈σd(S)∩Πj
(
dist
(
λ,∂Π ′j
)
dist
(
λ,Fλ ′
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+ 6 C (p, b, d , j , ε)K3. (3.116)
Otherwise, since (3.14) implies that there is no eigenvalues in the sector S ′3, then we have
∑
λ∈σd(S)∩Πj
(
dist
(
λ,∂Π ′j
)
dist
(
λ,Fλ ′
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+ =
∑
λ∈σd(S)∩Πj∩S ′1
(
dist
(
λ,L ′1,λ
)
dist
(
λ, {λ ′1, λ
′
4}
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+
+
∑
λ∈σd(S)∩Πj∩S ′2
(
dist
(
λ,L ′2,λ
)
dist
(
λ, {λ ′4, λ
′
3}
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+
+
∑
λ∈σd(S)∩Πj∩S ′4
(
dist
(
λ,L ′4,λ
)
dist
(
λ, {λ ′2, λ
′
1}
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+ .
(3.117)
This together with (3.116) implies in particular that
∑
λ∈σd(S)∩Πj∩S ′2
(
dist
(
λ,L ′2,λ
)
dist
(
λ, {λ ′4, λ
′
3}
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+
6 C (p, b, d , j , ε)K3,∑
λ∈σd(S)∩Πj∩S ′4
(
dist
(
λ,L ′4,λ
)
dist
(
λ, {λ ′2, λ
′
1}
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+
6 C (p, b, d , j , ε)K3.
(3.118)
Again take into account the fact that there is no eigenvalues in the sector S ′3, clearly
quantity (3.115) above can be written as∑
λ∈σd(S)∩Πj
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+ =
∑
λ∈σd(S)∩Πj∩S ′1
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+
+
∑
λ∈σd(S)∩Πj∩S ′2
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+
+
∑
λ∈σd(S)∩Πj∩S ′4
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+ .
(3.119)
By combining (3.116) and (3.117), and using the first term of RHS in (3.117) and the
lower bound dist
(
λ, {λ ′1, λ
′
4}
)
> δ, we get the following bound
∑
λ∈σd(S)∩Πj∩S ′1
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+ 6 C (p, b, d , j , ε)K3
δ
p
2+1+ε
. (3.120)
3.6 bounds on the discrete eigenvalues of S 85
For any λ ∈ σd(S) ∩ Πj ∩ S ′2, it can be easily checked that dist
(
λ,L1,λ
)
6 ‖V ‖∞ and
dist
(
λ,L ′2,λ
)
dist
(
λ, {λ ′4, λ
′
3}
)
> δ2. Thus∑
λ∈σd(S)∩Πj∩S ′2
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+
6 ‖V ‖
p
2+1+ε∞
δ2(
p
2+1+ε)
∑
λ∈σd(S)∩Πj∩S ′2
(
dist
(
λ,L ′2,λ
)
dist
(
λ, {λ ′4, λ
′
3}
)) p2+1+ε
|λ−Λj |
( p4−1+ε)+ .
Now using (3.118) we obtain the bound∑
λ∈σd(S)∩Πj∩S ′2
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+ 6 C (p, b, d , j , ε)K (3.121)
where the constant K is defined by (3.30). By similar arguments, we show that∑
λ∈σd(S)∩Πj∩S ′4
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+ 6 C (p, b, d , j , ε)K (3.122)
For the rectangle Π0 containing the first Landau level Λ0, choose the vertice λ1 of the
edge L4,λ so that λ1 6 −‖V ‖∞. Then estimates (3.119)-(3.122) imply that for any j > 0,∑
λ∈σd(S)∩Πj
dist
(
λ,L1,λ
) p
2+1+ε|λ−Λj |
( p4−1+ε)+ 6 C (p, b, d , j , ε)K . (3.123)
Thus we have proved the following proposition.
Proposition 3.1. For any j > 0, the following bound∑
λ∈σd(S)∩Πj
dist
(
λ, [Λ0,+∞)) p2+1+ε dist(λ,E )( p4−1+ε)+ 6 C (p, b, d , j , ε)K (3.124)
holds, where K is defined by (3.30) and the constant C (p, b, d , j , ε) satisfies the asymptotic
property (3.109).
Now we go back to the global bound.
3.6.2 Proof of Theorem 3.4
The main idea is to perform with the help of (3.124) a summation on the index j .
The only way to obtain a finite sum with respect to j is first to multiply (3.124) by an
appropriate weight function of j , taking into account the asymptotic property (3.109) of
the constant C (p, b, d , j , ε), namely
C (p, b, d , j , ε) ∼
j→∞ jd+
1
2 .
Let γ be such that γ− (d + 12) > 1 or equivalently γ > d +
3
2 . Estimate (3.124) implies
that
1
(1+ j)γ
∑
λ∈σd(S)∩Πj
dist
(
λ, [Λ0,+∞)) p2+1+ε dist(λ,E )( p4−1+ε)+
6 C (p, b, d , j , ε)
(1+ j)γ
K .
(3.125)
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Now taking in (3.125) the sum with respect to j , we obtain∑
j
1
(1+ j)γ
∑
λ∈σd(S)∩Πj
dist
(
λ, [Λ0,+∞)) p2+1+ε dist(λ,E )( p4−1+ε)+
6
∑
j
C (p, b, d , j , ε)
(1+ j)γ
K .
(3.126)
By the above choice of γ, RHS in (3.126) is convergent so that∑
j
C (p, b, d , j , ε)
(1+ j)γ
K = C (p, b, d , ε)K . (3.127)
Thus using the fact that for any λ ∈ Πj we have 1+ j ' 1+ |λ|, we obtain∑
λ∈σd(S)∩C+
dist
(
λ, [Λ0,+∞)) p2+1+ε dist(λ,E )( p4−1+ε)+
(1+ |λ|)γ
6 C0K (3.128)
where C0 = C (p, b, d , ε). Since (3.128) is true for λ ∈ σd(S) ∩C− by considering rectan-
gles Πj in the lower half plane C−, then finally we have∑
λ∈σd(S)
dist
(
λ, [Λ0,+∞)) p2+1+ε dist(λ,E )( p4−1+ε)+
(1+ |λ|)γ
6 C0K . (3.129)
This concludes the proof of Theorem 3.4.
3.6.3 Proofs of analogous result for the (2d + 1)-dimensional Pauli operators
Let P0 be the (2d + 1)-dimensional Pauli operator on L2
(
R2d+1,C2
)
defined by (3.35),
d > 1. In this section, we prove that Theorem 3.4 remains valid for the operator P0
perturbed by non self-adjoint bounded matrix-valued electric potentials
V (x) :=
{
V`k(x)
}
16`,k62
such that the coefficients V`k satisfy assumption (3.13).
Recall that the spectrum of the Pauli operator P0 is absolutely continuous and has a
infinite set of thresholds
Λj := 2b0dj , j ∈N, (3.130)
the Landau levels. In what follows below, we set E :=
{
Λj
}
j∈N. Let P`, ` = 1, 2, be the
Schrödinger operators defined in (3.35). For any λ in the resolvent set of the operator
P0, we have(
P0 − λ
)−1
=
((
P1 − λ
)−1
0
0
(
P2 − λ
)−1
)
. (3.131)
Thus if pj is be the orthogonal projection onto ker (P` −Λj) for ` = 1, 2, we have(
P1 − λ
)−1
=
∑
j∈N
pj ⊗
(
D2x +Λj − λ
)−1
,
(
P2 − λ
)−1
=
∑
j∈N∗
pj−1 ⊗
(
D2x +Λj − λ
)−1
.
(3.132)
3.6 bounds on the discrete eigenvalues of S 87
As in the proof Lemma 3.7, it can be proved that for any p > 2
[
d
2
]
+ 2, the p-Schatten
norm of the sandwiched resolvent F
(
P` − λ
)−1
G , ` = 1, 2, satisfies the estimate
∥∥∥F(P` − λ)−1G∥∥∥p
p
6
C
(
1+ |λ|
)d+ 12K1
dist
(
λ, [0,+∞)) p2 dist(λ,E ) p4 .
where the constant K1 is defined as in (3.73). So, in the spirit of Lemma 3.7, we obtain
the following lemma.
Lemma 3.12. Let E be the set of Landau levels defined by (3.130) and consider λ ∈ C \ E .
Assume that F ∈ Lp(R2d), d > 1 and p > 2[d2]+ 2. Then the following bound holds
∥∥∥F(P0 − λ)−1G∥∥∥p
p
6
C
(
1+ |λ|
)d+ 12K1
dist
(
λ, [0,+∞)) p2 dist(λ,E ) p4 , (3.133)
where C = C (p, b, d) is a constant depending on p, b and d , and the constant K1 is defined as
in (3.73).
Now let λ0 be such that
min
(
|=(λ0)|, dist
(
λ0,N(P)
))
> 1+ ‖V ‖∞, (3.134)
where P := P0 +V . So as in the spirit of Lemma 3.8, we obtain the following lemma.
Lemma 3.13. Assume that λ0 satisfies condition (3.134). Under the assumptions of Lemma
3.12, there exists a constant C = C (p) such that∥∥∥F(P− λ0)−1G∥∥∥p
p
6 C (1+ |λ0|)d+
1
2K2, (3.135)
where the constant K2 is defined as in (3.89).
Hence we conclude similarly as in Theorem 3.4, with the help of techniques used in
sections 3.5 and 3.6 with respect to the operators P0 and P.
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4.1 auxiliary results
4.1.1 Results by Raikov
In this subsection, we recall some technical results we need due to G. Raikov [95], [89]
on Berezin-Toeplitz operators.
Lemma 4.1. [95, Lemma 2.4] Let U ∈ Lq(R2), q ∈ [1,+∞). Assume that b is an admissible
magnetic field. Let p := p(b) be the orthogonal projection onto ker H−⊥ defined by (0.12). Then
pUp ∈ Sq
(
L2
(
R2
))
with
‖pUp‖qq 6
b0
2pi
e2osc ϕ˜‖U‖qLq , (4.1)
where osc ϕ˜ is defined by (0.14).
Let U ∈ L∞(R). The asymptotic distribution of eigenvalues of the Berezin-Toeplitz
operator pUp concerns the lemmas below. In the first lemma an integrated density of
states (IDS) for the operator H−⊥ in L
2
(
R2
)
is defined as follows. For x⊥ ∈ R2, let
χT ,x⊥ be the characteristic function of the square x⊥ +
(
−T2 ,
T
2
)2
with T > 0. Denote by
PI
(
H−⊥
)
the spectral projection of the operator H−⊥ corresponding to the interval I ⊂ R.
A non-increasing function ρb : R −→ [0,+∞) is called IDS for the operator H−⊥ if it
satisfies for any x⊥ ∈ R2
ρb(t) = lim
T→∞T−2Tr
[
χT ,x⊥P(−∞,t)(H−⊥)χT ,x⊥]
for each point t of continuity of ρ
(
see e.g. [95]
)
. If the magnetic field is constant, i .e.
b = b0, then there exists naturally an IDS for the operator H−⊥ given by
ρb0(t) =
b0
2pi
∑
q>0
χR+
(
t − 2b0q
)
, t ∈ R,
where χR+ is the characteristic function of R+.
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Lemma 4.2. [95, Lemma 3.3] Let U ∈ C1(R2) such that
0 6 U(x⊥) 6 C1〈x⊥〉−α, |∇U(x⊥)| 6 C1〈x⊥〉−α−1, x⊥ ∈ R2,
with constants α > 0 and C1 > 0. Assume, moreover, that
• U(x⊥) = u0
(
x⊥/|x⊥|
)
|x⊥|−α(1+ o(1)
)
as |x⊥| → ∞, where u0 is a continuous function
on S1 which does not vanish identically,
• b is an admissible magnetic field,
• there exists an IDS ρb for the operator H−⊥ .
Then we have
n+(s , pUp) = Cαs−2/α
(
1+ o(1)
)
, s ↘ 0, Cα := b
4pi
∫
S1
u0(t)
2/αdt. (4.2)
Lemma 4.3. [95, Lemma 3.4] Let 0 6 U ∈ L∞(R2). Assume that
lnU(x⊥) = −µ|x⊥|2β
(
1+ o(1)
)
, |x⊥|→∞,
with β > 0 et µ > 0. Then we have
n+(s , pUp) = ϕβ(s)
(
1+ o(1)
)
, s ↘ 0,
where for 0 < s < e−1 we set
ϕβ(s) :=

1
2b0µ
−1/β| ln s |1/β si 0 < β < 1,
1
ln(1+ 2µ/b0)
| ln s | si β = 1,
β
β− 1
(
ln | ln s |
)−1
| ln s | si β > 1.
Lemma 4.4. [95, Lemma 3.5] Let 0 6 U ∈ L∞(R2). Assume that the support of U is compact,
and that there exists a constant C > 0 such that U > C on an open non-empty subset of R2.
Then we have
n+(s , pUp) = ϕ∞(s)(1+ o(1)), s ↘ 0,
where
ϕ∞(s) := ( ln | ln s |)−1| ln s |, 0 < s < e−1.
4.1.2 Results by Bony, Bruneau and Raikov
In this subsection, we recall some results we need due to J. -F. Bony, V. Bruneau and
G. Raikov [14] on characteristic values of holomorphic operators.
The following lemma contains a version of the well-known Jensen inequality.
Lemma 4.5. [13, Lemma 6] Let ∆ be a simply connected sub-domain of C and let g be a
holomorphic function in ∆ with continuous extension to ∆. Assume there exists λ0 ∈ ∆ such
that g(λ0) 6= 0 and g(λ) 6= 0 for λ ∈ ∂∆, the boundary of ∆. Let λ1, λ2, ... , λN ∈ ∆ be the zeros
of g repeated according to their multiplicity. For any domain ∆ ′ b ∆, there exists C ′ > 0 such
that N(∆ ′, g), the number of zeros λj of g contained in ∆ ′, satisfies
N(∆ ′, g) 6 C ′
(∫
∂∆
ln|g(λ)|dλ− ln|g(λ0)|
)
. (4.3)
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let D be a domain of C containing 0 and let us consider an holomorphic operator-valued
function T : D −→ S∞.
Definition 4.1. For a domain Ω ⊂ D\ {0}, a complex number z ∈ Ω is an characteristic value
of z 7→ I − T(z)z if the operator I − T(z)z is not invertible.
Denote by
Z(Ω) :=
{
z ∈ Ω : I − T (z)
z
is not invertible
}
.
If there exists z0 ∈ Ω such that I − T(z0)z0 is not invertible, then Z(Ω) is pure point
(
see
e.g. [43, Proposition 4.1.4]
)
. So we define
N(Ω) := #Z(Ω).
Assume that T (0) is selfadjoint. Introduce Ω b C \ {0} and
Cα(a, b) :=
{
x + iy ∈ C : a 6 x 6 b,−αx 6 y 6 αx} (4.4)
with a > 0 tending to 0 and b > 0. Let
n(Λ) := Tr 1Λ
(
T (0)
)
be the number of eigenvalues of the operator T (0) lying in the interval Λ ⊂ R∗, and
counted with their multiplicity. Denoted by Π0 the orthogonal onto kerT (0).
Lemma 4.6. [14, Corollary 3.4] Let T be as above and I −T ′(0)Π0 be invertible. Assume that
Ω b C \ {0} is a bounded domain with smooth boundary ∂Ω which is transverse to the real axis
at each point of ∂Ω∩R.
(i) If Ω ∩R = ∅, then N(sΩ) = 0 for s small enough. This implies that the characteristic
values z ∈ Z(D) near 0 satisfy |=(z)| = o(|z |).
(ii) Moreover, if the operator T (0) has a definite sign
(±T (0) > 0), then the characteristic
values z near 0 satisfy ±<(z) > 0, respectively.
(iii) If T (0) is of finite rank, then there are no characteristic values in a pointed neighbor-
hood of 0. Moreover, if the operator T (0)1[0,+∞)(± T (0)) is of finite rank, then there are no
characteristic values in a neighborhood of 0 intersected with
{±<(z) > 0}, respectively.
Lemma 4.7. [14, Theorem 3.7] Let T be as above and I −T ′(0)Π0 be invertible. For α > 0 fixed,
let Cα(r , 1) ⊂ D be defined by (4.4). Then, for all ν > 0 small enough, there exists s(ν) > 0
such that, for all 0 < s < s(ν), we have
N
(
Cα(r , 1)
)
= n
(
[r , 1]
)(
1+O
(
ν| lnν|2
))
+O
(
| lnν|2
)
n
([
r(1− ν), r(1+ ν)
])
+Oν(1),
(4.5)
where the O’s are uniform with respect to s , ν but the Oν may depend on ν.
Lemma 4.8. [14, Corollary 3.9] Let the assumptions of lemma 4.7 hold true. Suppose that there
exists γ > 0 such that
n
(
[r , 1]
)
= O(r−γ), r ↘ 0,
and that n
(
[r , 1]
)
grows unboundedly as r ↘ 0. Then there exists a positive sequence (rk)k
tending to 0 such that
N
(
Cα(rk , 1)
)
= n
(
[rk , 1]
)(
1+ o(1)
)
, k →∞. (4.6)
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Lemma 4.9. [14, Corollary 3.11] Let the assumptions of lemma 4.7 hold true. Suppose that
n
(
[r , 1]
)
= Φ(r)
(
1+ o(1)
)
, r ↘ 0,
with Φ(r) = r−γ, or Φ(r) = | ln r |γ, or Φ(r) =
(
ln | ln r |
)−1
| ln r |, for some γ > 0. Then
N
(
Cα(r , 1)
)
= Φ(r)
(
1+ o(1)
)
, r ↘ 0. (4.7)
4.2 notion of index of a finite meromorphic operator-valued function
In this section, we recall the notions of index (with respect to a positively oriented
contour) of a holomorphic function and a finite meromorphic operator-valued function(
see e.g. [14, Definition 2.1]
)
.
Let f be a holomorphic function in a neighborhood of a contour γ. The index of f with
respect to the contour γ is defined by
indγ f :=
1
2ipi
∫
γ
f ′(z)
f (z)
dz .
Note that if f is holomorphic in a domainΩ such that ∂Ω = γ, then by residues theorem
indγ f coincides with the number of zeros of the function f in Ω, counted according to
their multiplicity. Now let D ⊆ C be a connected open set, Z ⊂ D a pure point and
closed subset and A : D\Z −→ GL(E ) a finite meromorphic operator-valued function
and Fredholm at each point of Z . The index of A with respect to the contour ∂Ω is
defined by
Ind∂ΩA :=
1
2ipi
tr
∫
∂Ω
A ′(z)A(z)−1dz =
1
2ipi
tr
∫
∂Ω
A(z)−1A ′(z)dz .
We have the following properties:
Ind∂ΩA1A2 = Ind∂ΩA1 + Ind∂ΩA2,
and if K (z) is in the trace class operators, then
Ind∂Ω (I +K ) = ind∂Ω det (I +K ).
For more details, see [44, Chapter 4].
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