Mathematical concepts can often be understood in one of three complementary ways: geometric, algebraic or stochastic. In this chapter I show how vortices may be interpreted in each of these three ways. Each point of view is appropriate for certain applications, and each sheds new light on the role played by vortices in fluid dynamics. This review is necessarily brief, and makes no attempt to be exhaustive, but I hope it gives an interesting overview of vortices in all their forms.
Introduction
Before examining the different ways of representing the vortices, it is natural say a few words about why vortices are interesting and important to study. A vortex may be defined as a region of flow characterized by significant coherent vorticity ω, where vorticity is the curl of velocity, ω = ∇ × u.
(1.1)
Coherence here means both coherence in space (e.g. a connected identifiable shape, usually tube-like), and coherence in time (e.g. the shape can be followed for a significant length of time). This definition is deliberately vague: the precise meaning of the word vortex in fluid dynamics has been the subject of long and intense debate (see for example [4; 16] for a comparison of different definitions). Even the vague definition stated above is not unbiased; it has a definite geometric or topological flavour. A purely stochastic or statistical definition is also possible. Farge, Schneider & Kevlahan [10] proposed to define the vortices of twodimensional turbulence as the non-Gaussian part of the vorticity field, i.e. that part which is left over when the vorticity is de-noised. Moreover, an algebraic understanding of vortices is used in numerical vortex methods.
In vortex methods the solution of the vorticity equation (a partial differential equation) is reduced to a set of algebraic equations for the positions and strengths of vortex elements [7] . These vortex elements have very little geometry: in most cases they are nothing more than points. Even the definition of the word vortex depends on whether we take a geometric, stochastic or algebraic point of view. Why have people put so much effort into defining and understanding vortices? First, we are drawn to vortices because they are beautiful and ubiquitous features of fluid flows. People have been fascinated by their persistence (e.g. leap-frogging smoke rings) and by their structure (e.g. the von Karman vortex street behind a bluff body). In turbulent flows the vortices are the only obvious organized structures in a sea of random fluctuations. Vorticity is also attractive mathematically since the vorticity equation is simpler than the primitive form of the Navier-Stokes equations, especially in two dimensions. For example, in two-dimensional inviscid flows all functionals of vorticity are conserved, and in three-dimensional inviscid flows the integral of helicity is conserved (which means the linking number of vortex rings is invariant). Unfortunately, the vorticity field is actually quite difficult to measure experimentally.
Vortices are also important because they control the dynamics of many useful flows. An indication of the prominence of vortices in fluid dynamics is given by the fact that the word 'vortex' or 'vortices' occurs in the titles of ten articles in the Annual Review of Fluid Dynamics in the last ten years (an average of one article on vortices per issue). Perhaps the best-known example is the starting vortex around an airfoil (which generates lift as a consequence of Kelvin's circulation theorem). Other examples include the use of vortices to improving mixing, the transport of pollutants in the atmosphere and oceans by vortices [35] , and the generation of vorticity (and hence turbulence) by curved shocks [20] . We now consider two important vortex-dominated flows in more detail.
A good example of the key role of vortices is fluid-structure interaction at moderate Reynolds numbers (say 100 < Re < 300). Well-defined coherent vortices are generated via the no-slip boundary condition at the surface of a bluff body. These vortices exert a force on the body which causes it to move or vibrate. The aeolian noise generate by the wind blowing through telephone wires is the most familiar example of this. Swimming fish use controlled vortex-induced vibration to swim. More dramatic examples include the destruction of buildings (e.g. the Tacoma narrows bridge in 1940 and the Ferrybridge nuclear station cooling towers in 1965) and machines (e.g. heat exchanger tube bundles can shake themselves apart). Vortexinduced vibration is a major area of engineering research, and controlling it is vital for the construction of bridges, large buildings, airplanes and off-shore drilling platforms.
The precise role of vortices in fluid-structure interaction was recently clarified in a paper by Noca et al. [32; 33] . They showed that the force on a body exerted by an vortical flow is given by
where n is the inward-pointing normal vector of the body surface, N is the dimension of the space, V ∞ is the (infinite) fluid volume, S b (t) is the body surface and u S is the velocity of the surface. If we assume a noslip boundary condition at the surface of the body, and that the body is stationary and non-rotating, then
Note that (1.3) says that the force on the body is equal and opposite to the change in the fluid impulse. Equation (1.3) shows very clearly that the fluid forces on a body are due entirely to the movement and changing shape of the vortices. Sound or noise is another phenomenon which may be related directly to vortex structure and dynamics. Kambe et al. [18] (following Lighthill [28] ) showed that vortices generate a far-field sound wave with pressure given by
where the superscript (n) indicates the n-th time derivative, t r = t − r/c is the retarded time, ε(t) is rate of dissipation of energy, c is the speed of sound, r = |x| is the distance from the vortex source, and
are moments of the vorticity distribution. Equation (1.4) clearly shows how changes in the configuration or shape of vortices directly generates sound. In the same paper Kambe et al. present results from experiments which show how colliding vortex rings create a sound burst. This is a nice example of how changes in vortex topology can have a practically important effect. Reducing aircraft noise may depend on a better understanding of how vortices interact! As mentioned earlier, vortices are also considered to be key to understanding turbulence. The principal obstacle in dealing with turbulence, both numerically and analytically, is the fact that high Reynolds number turbulence contains a huge range of active length and time scales. A naive estimate (which ignores intermittency) suggests that the number of space-time degrees of freedom in a turbulent flow increases like Re 3 . In atmospheric turbulence the active length scales range from millimetres to tens or hundreds of kilometres! This range of scales is also continuous, which means the usual separation of scales techniques (e.g. WKB) are not applicable. A different way of reducing the dimensionality of the problem must be found. The fact that turbulence contains coherent vortices, and that vortices may control much of the dynamics of the flow, has suggested a new way of tackling the problem [10] . One can divide turbulence into the coherent vortices (which are calculated exactly), and the rest of the flow (defined to be noise, whose effect can be modelled statistically). In this approach the problem of turbulence is reduced to vortex dynamics. Because turbulence is intermittent, the coherent vortices are conjectured to take up an increasingly small part of the flow as the Reynolds number increase, resulting in a significant reduction in the dimensionality of the problem. The simplest example of this approach is large eddy simulation (LES) where the coherent vortices are taken to be the largest Fourier modes of the flow [27] . More sophisticated methods using adaptive wavelet filtering to include all scales of the coherent vortices are also being attempted [13; 14; 19; 38] .
The transition to turbulence is also characterized by changes in vortex structure and dynamics. One of the clearest examples is the flow past a cylinder as Reynolds number increases. Frisch [11] shows a beautiful sequence of visualizations of the vorticity as a function of Reynolds number. He comments that the spatial and temporal symmetries of the vorticity field are progressively lost as Reynolds number gradually increases, only to be recovered statistically in fully developed turbulence at high Reynolds number. In this case, as for all bounded flows, much of the turbulence originates in the wall vortices of the boundary layer. An understanding of vorticity production in the boundary layer is also thought to be essential for calculating the mean velocity profile of in channel or pipe flow [31] .
We have seen that vortices dominate useful flows, as well as being attractive mathematically and visually beautiful in their own right. The rest of this paper sketches how vortices may be represented in three complementary ways: geometric, stochastic and algebraic. The geometric (or topological) point of view is described in section 1.2, with a particular emphasis on the coherent vortices of turbulence. Section 1.3 considers two versions of the stochastic approach: a probabilistic representation of the vorticity equation, and a wavelet de-noising definition of coherent vortices. The algebraic vortex is represented in section 1.4 by two numerical schemes: the vortex method, and the adaptive wavelet collocation method for the vorticity equation. Finally, we make some concluding comments in section 1.5.
Geometric vortices 1.2.1 Conservation laws
The most obvious way of characterizing vortices is based on their geometry and topology. Geometric vortices are defined in terms of their shape, and how this shape changes in time through interaction with other vortices or self advection. Let us recall the three-dimensional incompressible vorticity equation,
where the D t is the material derivative, and the velocity u is related to the vorticity via the Biot-Savart law (which makes the equation nonlinear). The first term on the right hand side of (1.5) is the change in vorticity due to vortex stretching (which is identically zero in two dimensions), and the second term is the diffusion of vorticity (which spreads vorticity out, and is essential for vortex reconnection). The geometrical and topological constraints on this equation are much simpler (and exact) if we set ν = 0, which gives the inviscid equations. In this case one can prove a number of interesting conservation laws [30] . The best known conservation law is Kelvin's circulation theorem
which states that the vorticity flux through a material surface S(t) is conserved. Helicity is also conserved
which means that the linking number of vortex rings is conserved (they cannot be unlinked). The fluid impulse and the moment of the fluid impulse are also conserved. In two dimensions, because the vortex stretching term is absent, all functionals of vorticity are conserved (including all L p norms).
Slender vortices
The simplest geometrical vortices are vortex lines (i.e. the circulation is concentrated on a curve in R 3 ). These curves move with the fluid, and must end at solid boundaries or form loops. Although a vortex line is an elegant and natural idealization of a vortex, it has the disadvantage that any non-zero curvature causes it to move infinitely fast! The concept of a slender vortex has therefore been developed to correct this problem [21; 22; 30; 37] . The simplest version of the slender vortex approximation [40] is the self-induction equation for an isolated filament
where X(s, t) is the centreline of the vortex, κ(s, t) is its curvature and b(s, t) is the binormal to the curve. Note that in the self-induction approximation the thickness δ of the vortex filament does not appear explicitly (although it has been absorbed into the time via the re-scaling t = log(1/δ) t ).
The effect of other filaments may be included via the Biot-Savart law, provided the separation between filaments remains much greater than δ. Slender vortex models have the advantage that the conservation laws of inviscid flow stated above are remain valid. The disadvantage is that slender vortex models are only valid as long as the vortices remain wellseparated. This means they cannot treat vortex reconnection or topology change. In addition, Zhou [44] has shown that these models can produce unphysical results because the core width is uniform along the vortex and does not change in time. Despite these shortcomings, the simplicity of slender vortices make them attractive mathematically. They have been used to examine the early stages of vortex interaction [23] , and to understand some aspects of turbulence [37] . Interestingly, slender vortex models appear to be almost exact when applied to the quantized vortices of superfluids.
Diffusive vortices
Less mathematical, but more practically useful, geometric definitions of vortices have been developed to extract (or educe) vortices from experimental and numerical data. Bonnet et al. [4] made a comprehensive comparison of the most popular techniques. Because real vortices are diffusive, their definition must also be a bit fuzzy. The simplest approach is to threshold on the L 1 or L 2 norm of vorticity. Figure 1 .1 shows isosurfaces of vorticity from the 4 096 2 direct numerical simulation (DNS) of Yokokawa etal. [43] . The isosurfaces reveal that the vortices are tube-like and fill much of the turbulence (although they are not distributed completely homogeneously). The effect of these vortices on flow dynamics and kinematics can be evaluated by conditional averaging on the thresholded vorticity. More sophisticated approaches attempt to include the temporal, as well as spatial, coherence of the vorticity.
The goal of vortex eduction is to determine if characteristics of the flow as a whole can be explained by the vortices alone. Such an approach has been quite successful when the flow includes large coherent vortices with relatively simply dynamics (such as in mixing layers, jets, and in the fluidstructure interaction at moderate Reynolds numbers). Vortex eduction has also been used extensively to investigate near-wall turbulence (which led to the discovery of hair-pin vortices), and the transition to turbulence on a flat plate. Another major application of vortex eduction has been the attempt to determine whether turbulence is contains coherent vortices and, if so, whether these vortices control the dynamics of the flow. It is now clear that the answer to the first question if yes: all turbulent flows are full of coherent vortices which are tube-like and persist for a significant time [17] . The answer to the second question is not so clear: vortices appear to be an essential part of turbulence, but they may not always control its dynamics. The geometric approach includes the mathematically attractive slender vortex model, and many types of vortex eduction for real flows. However, shape and topology are not always the most useful ways of representing vortices. In the following section we will see how a stochastic point of view can provide insight not available from geometry alone. We will also see how the vorticity equations themselves may be cast in an entirely probabilistic form.
Stochastic vortices 1.3.1 Proper orthogonal decomposition
Perhaps the oldest stochastic (or statistical) representation of vortices is the proper orthogonal decomposition (POD). The POD was introduced by Lumley [29] , and has since become one of the standard tools for analyzing vortical flows [3] . POD (which is also known Karhunen-Loève decomposition, or principal components analysis) decomposes a turbulent velocity field into an ordered set of orthogonal eigenfunctions φ (n) (x) (n = 1, 2, 3, . . . , N ), which are solutions of the linear eigenvalue problem
where R ij (x, x ) = u(x)u * (x ) is the two-point correlation tensor. The first N eigenfunctions provide an optimal N -term representation of the flow in terms of the L 2 , or energy, norm. In addition, if the eigenvalues λ
decrease rapidly with n, and the flow is periodic or statistically stationary in time, the first eigenmode is a good representation of a typical coherent vortex. This is true for most mixing layers and jets. POD may also be interpreted as a generalized Fourier transform since, if the flow is homogeneous in space, the eigenfunctions are Fourier modes (the 'eddies' of classical homogeneous isotropic turbulence). POD can be used to construct a reduced model of a turbulent flow by retaining only the first few eigenfunctions. This model captures the most important structure of the flow (as measured by energy), and may be used to clarify its dynamics. One must be careful, however, in interpreting POD eigenfunctions as geometric vortices. In fact, the POD eigenfunctions are only statistically representative of the average kinetic energy of the flow: there is no guarantee that they resemble the vortices in any particular flow realization. This is especially obvious in the case of homogeneous turbulence, where the most energetic Fourier mode (at the integral scale) does not resemble a real vortex! Indeed, most kinetic energy is at the integral scale O(1), while most enstrophy is at the much smaller Taylor scale O(Re −1/2 ). POD vortices are therefore not (in general) the same as the geometric vortices of the previous section. Bonnet et al. [4] compares the POD statistical vortices with other, more geometric, eduction techniques.
A de-noising definition of coherent vortices
Instead of trying to find the optimal N -term representation for the kinetic energy of a flow, one can define vortices statistically in terms of their coherence. Farge et al. [10] have proposed defining the vortices of turbulence as that part of the flow which is not Gaussian noise. The basic idea is to use nonlinear wavelet filtering of the vorticity field to remove additive Gaussian noise from the vorticity. The wavelet modes associated with the noise are discarded, and the vortices are reconstructed from the remaining wavelet modes. This approach is based on Donoho's [9] optimal de-noising theorem for additive Gaussian white noise. The theorem states that the optimal way to de-noise a signal ω sampled on N points and perturbed by an additive Gaussian white noise of variance σ is to take its orthonormal wavelet transform, and then retain only those wavelet coefficients with absolute value larger than the threshold D = (2σ log N ) 1/2 before reconstructing the denoised signal ω > . In the case of turbulence, ω > is then defined to be the coherent vortices of the flow.
Unfortunately, Donoho's theorem cannot be applied directly to a turbulent vorticity field. First, because we do not know in advance that the noise is Gaussian, and secondly because we do not know its variance. Moreover, the statistical theory of homogeneous turbulence suggests that the noise may be coloured rather than white (i.e. the noise may depend on the length scale). In order to address these difficulties Farge et al. proposed an iterative de-noising algorithm. In the first iteration the variance of the noise is taken to be equal to the variance of the vorticity field, and the noise is extracted. Because this is an overestimation, some coherence will remain in the noise, and so the filtering is repeated on the noise alone. The coherent part of the noise is then combined with the coherent vorticity extracted in the first iteration. This procedure is repeated until the noise is Gaussian to within the desired tolerance. In practice, for two-dimensional turbulence one iteration is often sufficient.
Farge et al. applied this algorithm to extract the coherent vortices from a 256
2 DNS of two-dimensional turbulence and found that the coherent vortices represent just 0.7% of the wavelet modes, but contain 94% of the enstrophy. Furthermore, the coherent vortices closely resemble the vortices defined using geometrical techniques, such the Q-criterion [15; 16] .
By applying this wavelet de-noising at each time step, and modelling the effect of the neglected modes statistically, one obtains coherent vortex simulation (CVS). CVS assumes that the coherent vortices (defined in the specific way described here) control the dynamics of the flow. If some noise is retained along with the coherent vortices, one obtains wavelet direct numerical simulation (WNDS), where the effect of the neglected modes is not included. WDNS will be described in detail in section 1.4.
In both POD and CVS the vortices are defined statistically, but this definition is still based on the usual deterministic vorticity equation (1.5). We now consider a probabilistic representation of the vorticity equation itself, where the vortices (defined as particles) are reduced to random variables.
A probabilistic version of the vorticity equation
As mentioned in the introduction, most mathematical concepts may be expressed in either geometrical, stochastic or algebraic form. In particular, many partial differential equations (PDEs) can be associated to a stochastic differential equation (SDE). Or rather, a Langevin type SDE has an associated PDE (called the Fokker-Planck equation) which describes the time evolution of the probability density function (PDF) of its solution (which is a random variable).
For example, one can associate to the three-dimensional linear advection-diffusion equation
an SDE for the stochastic process X(t;
where W t is a three-dimensional Brownian motion. The PDF of the random variable X(t) is the solution f (t) of the advection-diffusion equation.
Comparing equation (1.9) to the two-dimensional vorticity equation
suggests that we should be able to find its associated Langevin equation (where X(t) becomes the Lagrangian trajectory of a stochastic point vortex). The problem is that in equation (1.11) the advecting velocity is not known in advance; it depends on the vorticity ω = ∇ × u. This means we require an additional SDE for the velocity, and we need to solve a coupled system of nonlinear SDEs. In a recent paper Busnello et al. [5] derived just such an SDE for the three-dimensional vorticity equation. The vorticity and velocity are given by 
The deformation matrices (U x,t s ) 0≤s≤t are themselves solutions to the following SDEs with random coefficients dU
where D u = 1/2(∇u + ∇u T ) is the deformation tensor. Although the probabilistic representation given above is rather complicated, and is unlikely to simplify the solution of the vorticity equation, it is nevertheless interesting. First, because it proves that there is a rigorous and exact SDE representation of the vorticity equation, in line with our intuition. Secondly, because it shows that the continuous vorticity equation has an exact representation in terms of Lagrangian point vortices. Finally, the SDE is the analytical version of the numerical vortex methods which are discussed in the following section. Thus, this SDE may help us develop alternative numerical vortex methods. It is also possible that a careful analysis of the SDE form of the vorticity equation will suggest new analytical approximations which are not obvious from the usual PDE form.
Algebraic vortices 1.4.1 Numerical vortex methods
We now consider the third and final class of vortices: algebraic vortices. By algebraic vortices we mean vortices used as computational elements to reduce the vorticity PDE to a system of algebraic equations. This algebraic system is then solved using the techniques of numerical linear algebra. Algebraic vortices are therefore a sort of basis for the vorticity equation. The vortices themselves generally have no internal degrees of freedom.
In a sense, the most primitive numerical vortex method is pseudospectral simulation. In this method the vortices are the eddies of the homogeneous isotropic turbulence, i.e. Fourier modes of different wave-Geometric, Algebraic and Stochastic Vortices 13 lengths. Indeed, in large eddy simulation (LES) this connection is explicit: the flow is represented by the largest (and hence most energetic) eddies. Usually, however, the term vortex method is reserved for those methods that discretize the vorticity equation using computational elements in physical space, and use a Lagrangian or semi-Lagrangian version of the vorticity equations. Vortex methods date back to Prager [34] and Rosenhead [36] in the 1920s and 1930s, but were not commonly used (or justified mathematically) until the work of Chorin [6] , Majda [1; 2] Leonard [26] , Krasny [25] and others. Although vortex methods are usually applied to two-dimensional flows, a highly accurate three-dimensional vortex method for wake flows was developed recently by Cottet & Poncet [8] . In this section we sketch the basics of two-dimensional vortex methods, and relate these algebraic vortices to the geometric and stochastic vortices described earlier. Cottet & Koumoutsakos [7] have published a very nice overview of the subject, which the reader should consult for more details on vortex methods. Two-dimensional vortex methods first sample the circulation of the initial vorticity field onto a finite number N of points (i.e. vortex particles). The vorticity equations are then integrated in time from this initial condition using a two-step method:
(1) Inviscid step. The particles are moved by Lagrangian advection due to the velocity field of all other particles (according to Kelvin's circulation theorem 1.6, the circulation of the particles is unchanged). (2) Viscous step. Vorticity diffusion is modelled by exchanging circulation amongst nearby particles (particle strength exchange), or by perturbing the particle's position by white noise to model Brownian diffusion (this is much less accurate).
Since these two steps do not commute, the time accuracy of the method is limited to second-order.
To obtain a stable numerical method, one must replace the singular velocity of a true point vortex by a smoothed velocity field. Mathematically, this means replacing the singular Biot-Savart kernel
by a smoothed or mollified kernel, such as the Gaussian kernel, 17) where denotes convolution, ζ is called the cut-off function and is a small parameter. Note that the mollified kernel (1.17) matches the singular kernel (1.16) when |x| . Cottet & Koumoutsakos [7] show that the accuracy of the mollified kernel approximation increases with the number of vanishing moments of the cut-off function. The N vortex particles (defined by their positions x p (t) and circulations Γ p (t)) are then advected by the velocity field
where u ∞ is the mean velocity, and δ(x) is the delta-function (i.e. the vortices are point particles). Note that because of the mollified kernel, the particles are not self-advected. At first glance the convolution calculation in equation (1.18) should increase the complexity of the method to O(N 2 ), but grid-free methods exist (such as the fast multipole method [12] ) that reduce the cost to O(N log N ), or even O(N ). In practice, however, it is often more efficient to interpolate the vorticity onto a regular grid and use a fast Poisson solver to find the velocity. This makes the method semiLagrangian. Vortex methods have proved to be accurate and efficient for a wide range of vortical flows, especially wake flows in large domains [24] .
It is appropriate at this point to compare the algebraic vortices of the numerical vortex method to stochastic and geometric vortices. The probabilistic representation of the vorticity equation shares many similarities with the numerical vortex method, especially when diffusion is introduced via white noise perturbations. There are, however, two fundamental differences. First, the vortex method consists of one realization made up of many thousands of particles, whereas the probabilistic representation consists of many realizations, each containing just one particle. Secondly, the vortex method smoothes the velocity field associated with the point vortices, whereas the probabilistic representation retains the singular velocity field. The probabilistic representation also explicitly includes the deformation tensor, which is absent in the vortex methods. It would be interesting to investigate further the links between vortex methods and probabilistic representations of the vorticity equation.
There are also links between the geometric and algebraic descriptions. In fact, the inviscid vortex method is based on the geometric idealization of point vortices, and some three-dimensional vortex methods use the slender vortex filaments discussed in section 1.2 as computational elements. Vor-tex methods are also well-suited to exploring topological problems such as vortex reconnection [7] . On the other hand, the algebraic representation does not include any information about the coherence or incoherence of the vorticity being represented. The particles are the same whether they make up coherent vortices, or are part of the Gaussian noise. The algebraic vortices are, after all, simply computational elements.
Adaptive wavelet method for the vorticity equation
Finally, we consider an algebraic vortex method that combines some of the geometric and stochastic aspects discussed earlier. This is the WDNS method applied to the vorticity equation [41; 42] . (For WDNS applied to the Navier-Stokes equations in primitive form, please see [19] .) We will see that WDNS may be classified as an Eulerian vortex method.
Grid adaptation occurs naturally in wavelet methods. Consider ω(x), defined on a closed two-dimensional rectangular domain Ω. We use tensor product second generation wavelets [39] constructed on a set of grids, 19) where k = (k 1 , . . . , k n ) and grid points x l (x), µ = 1, . . . , 3 on two-dimensional dyadic grid is described by Sweldens [39] . Once wavelets and scaling functions are constructed, the vorticity ω(x) can be decomposed as
For functions like ω(x) which contain isolated small scales on a large-scale background, most wavelet coefficients are small. Thus, we retain a good approximation even after discarding a large number of wavelets with small coefficients. Intuitively, the wavelet coefficient d µ,j l is small unless ω(x) has variation on the scale of j in the immediate vicinity of wavelet ψ µ,j l (x). In fact, the error incurred by ignoring coefficients with magnitude lower than is O( ).
A vorticity-adapted grid can therefore be constructed by filtering the vorticity in wavelet space, and then performing the inverse transform using only the significant wavelets. This automatically interpolates the vorticity onto the set of significant grid points (note that there is a unique grid point associated with each wavelet coefficient, so neglecting wavelets is equivalent to removing grid points). A localized one-dimensional function, and its corresponding multiscale adapted grid are shown in figure 1.2. Recall that in section 1.3 we mentioned that wavelet filtering corresponds to a de-noising of the vorticity field, and that the significant wavelet modes correspond to the coherent vortices of the flow.
When solving the vorticity equations an additional criterion for grid adaptation must be added to take into account flow dynamics. The computational grid should consist of grid points associated with wavelets whose coefficients are significant and also those which could become significant during a time step. In other words, the computational grid should also include the nearest neighbouring points in position and scale. This corresponds to a CFL criterion of one, and provides full dealiasing for quadratic nonlinearities. The grid is adapted in this way at each time step, and the equations are integrated in time using a standard technique for ordinary differential equations. When applied to the two-dimensional vorticity equations, WDNS constitutes an Eulerian vortex method. The adapted grid points may be thought of as vortex particles with circulation given by their vorticity times the volume associated to the grid point. Indeed, we even use the fast multipole method [12] to calculate the velocity field from these vortex particles. Figure 1.3 shows the vorticity and adapted grid for periodic flow past a cylinder at Re = 20 000. Because the grid adapts to local gradients of vorticity, the distribution of points in the adapted grid resembles the distribution of point vortices in a vortex method. The main difference is that the grid points are densest where the gradients of vorticity are large, rather than where vorticity itself is large. (In fact, the WDNS grid for the Navier-Stokes equations [19] more closely resembles the locations of point vortices in the vortex method, since in this case the wavelets are sensitive to velocity gradients.) Although the vortex particles are restricted to a regular Cartesian grid, the fact that this grid can refine or coarsen as required to resolve the vorticity field means it is similar in spirit to a Lagrangian vortex method. One important distinction with respect to vortex methods is that in WDNS we resolve only the coherent vortices (if the threshold is set appropriately, as explained in section 1.3). Thus WDNS links algebraic, stochastic and geometric vortices. 
Conclusions
This paper has looked at vortices from three different, but complementary, points of view: geometric, stochastic and algebraic. Vortices are not only beautiful esthetically and mathematically elegant, they are also at the heart of many practical engineering applications. We began by showing how vortices are central to understanding such important problems in fluid dynamics as mixing, flow-induced vibration, turbulence and noise. We then saw how the geometric, stochastic and algebraic points of view each provide insight into the structure, dynamics and function of vortices. In particular, we saw how these different points of view help us to understand the role of vortices in complicated flows, such as turbulence. Finally, the wavelet direct numerical simulation (or coherent vortex simulation) showed how each of the three mathematical approaches can be combined in a single model.
