Abstract: This paper presents a two-stage service migration decision method which combines business workload forecasting with real-time load sensing, and thus adds business forecasting to previous load balancing approaches that rely solely upon real-time load sensing. The migration decision procedure and the detailed causal analysis algorithms based on Bayesian networks are also given. After the critical business indicators have been obtained from causal analysis, business fluctuation related with the critical indicators can be forecasted by using Markov chain method. And then, the migration decision can be made based on the forecasting results and the real-time load information together. We evaluate the migration decision method through three sets of experiments. We found that by migrating service on a shared multi-tenant service environment, the QoS requirement can be assured dynamically and the capability of workloads increases under same resource cost, which is helpful in optimised deploying for multi-tenant applications.
Introduction
Service computing is bringing a tremendous revolution to software architecture, with the service-oriented architecture (SOA) and software as a service (SaaS) as the typical representatives. It essentially changes the existing way of deploying, running and maintaining of software system, and also promotes the development of service architecture and its theoretical techniques. SaaS application system model, which is commonly in multi-tenant mode, can improve the overall resources utilisation and reduce cost as the service provider can manage to optimise the system deployment while meeting the requirements of tenants' load indicators, such as continuous service, service throughput, adaptation to the fluctuation of the service ability and so on. This requires the system to adapt promptly to the dynamic changes and extension, make use of resources more efficiently while meeting the users' needs, and at the same time maximise the resources sharing among different users.
In the operation of multi-tenant services delivery system, the primary requirement that providers need to consider is the tenant QoS (mainly response time), which needs to adjust the service deployment according to the change of business of tenants. At the same time, in order to achieve cost efficient, the providers of service system need to consider the resource utilisation efficiency of service system, according to the change of workload. Zhang et al. (2014) pointed that in dynamic scenarios, such as virtual clusters in cloud, scheduling must be processed fast enough to keep pace with the unpredictable fluctuations in the workloads to optimise the overall system performance.
So, the serious challenge that confronts multi-tenant applications is to find an optimised deployment strategy according to their business scaling up and down as well as the QoS constraints.
Service migration primarily deal with the process of effectively transfer or migrate a cloud-hosted application to another cloud provider or within a private cloud facility. In this paper, we study the problem of service migration in a private cloud or data centre, namely to migrate services of one or more tenants to proper host servers to achieve the aims of global optimisation. In dynamic and large-scale environments, a more reasonable approach to service placement would be through service migration (Oikonomou et al., 2008) .
In this paper, we present a two-stage service migration decision method which combines business workload forecasting with real-time load sensing. We synthesise the business change of tenants to do predict and make migration decision. Over the last few decades, Bayesian networks (BNs) have become an increasingly popular AI approach for dealing with uncertainty around random variables. It can be employed to address our problems in service migration by using the probability method to analyse the critical business indicators that affect the service performance. Then, a Markov chain algorithm is executed to get the business workload forecasting of multi-tenant applications in future. We use this data and real-time performance measurement of host servers together to make optimised migration decision.
We take a multi-tenant supplier relationship management (SRM) system as an example in studying service migration. SRM applications are developed in manufacturing enterprise to strategically planning for, and managing, all interactions with third party organisations that supply goods and/or services to an organisation in order to maximise the value of those interactions (Wikipedia, 2014) . Recently, the growing popularity of collaborative supply chain platforms is highlighted by the rise of SaaS solution like TradeCard's (2014) supply chain collaboration platform which connects multiple buyers and suppliers, enabling them to conduct automated supply chain transactions (CGI, 2014) . In the past several years, we have developed a SRM service system to support a cooperative environment for manufacturers (mostly are automobile manufacturers) and their hundreds to thousands of suppliers in a common platform. To measure and evaluate the performance of multi-tenant SRM applications, we also developed a benchmark suite, called S-BM (Di et al., 2013) , to model SRM applications with customised workload for each tenant. With the help of S-BM supports, we test the sensitivity of performance indicators as business workloads scaling up. We also measure the system and application performance while executing migration.
The primary contributions of this paper are:
a The two-stage service migration decision method, which combined business workload forecasting with real-time performance sensing. Using Markov chain-based method, we predict the fluctuation of each critical business indicator in next three days. The prediction information can be used in deciding migration route and avoiding migration jitter.
b The probability approach of critical factor analysis method. We use Gaussian mixture model (GMM) to model the relationship between business indicators and performance indicators. Then find the most critical business indicators that can reflect the performance tendency in future.
c Migration algorithm based on trend forecasting and real-time loading measurement.
Migration route can be decided by considering the workload trend of servers, which efficiently avoid moving service instance to an inappropriate target. The experimental evaluations conducted on three sets of experiments executed on a benchmark suite of SRM, which demonstrate the accuracy of business forecasting and the performance improving of execute migration. The outline of the rest of this paper is as follows. Section 2 provides the related works. Section 3 gives a brief introduction of the two-stage service migration decision method. Section 4 introduces the causal analysis of business workload indicators and system workload indicators. Section 5 is the steps and discussion of business workload forecasting method using Markov chain method. Section 6 provides a detailed description of the migration strategy algorithm based on real-time loading measurement. Section 7 presents three sets of experiments of evaluation, as well as the discussion of the results of these experiments and the Section 8 concludes the paper.
Related work
In recent years, a number of researchers have worked with service migration and have obtained very promising results. Meehean and Livny (2005) present two core issues of service migration: packaging the service binaries and data in a fashion that allows them to be restarted at a remote site and locating a service after it has migrated. These two basic technical issues have been solved. The motivation of service migration includes optimal service placement (Oikonomou and Stavrakakis, 2010) , parallel computing (Cohen et al., 2009; Song and Cheng-Zhong, 2005; Tripathi et al., 2009) , improving network utilisation (Chin-Shiuh et al., 2008) , embedded networks services (Sommer et al., 2010) , fault-tolerant (Zhao and Zhang, 2009 ) and minimising energy consumption (Carroll et al., 2011) . Cohen et al. (2009) delivered services to the dataset sites to avoid the great transmission cost of huge amounts of data. Oikonomou and Stavrakakis (2010) proposed service migration as a way of addressing the service placement problem in large scale and dynamic networking environments. Song and Cheng-Zhong (2005) proposed a service migration mechanism in grid computing environment, which moves the computational services of a virtual server to available servers so that jobs can resume computation on a remote server without requiring service pre-installation. Zhao and Zhang (2009) presented a proactive service migration mechanism for long-running Byzantine fault-tolerant systems. An ongoing service can benefits from the service migration, in terms of improved service quality and bandwidth utilisation by dynamically migrating from a distant server to a new server with shorter "weighted network distance" (Chin-Shiuh et al., 2008) . Carroll et al. (2011) proposed a GA-based service migration solution, which moving services from a low energy production ratio (RER) data centre to one with a high RER will use more renewable energy in their new location.
The related researches on migration can be divided into three aspects. The first is migration policies and decision mechanism, which decides whether a web service should be migrated and where to send it to. This is the key for major performance gains. To make a green service migration decision, Carroll et al. (2011) presented a genetic algorithm and designed a fitness function which attempted to maximise the renewable energy consumed and minimise the cooling energy utilisation. Wei et al. (2009) also used a genetic algorithm to efficiently make the best migration decisions. Bienkowski et al. (2010 Bienkowski et al. ( , 2014 proposed a competitive analysis approach-based offline and online algorithms to find the best migration paths that considering the tradeoff between the benefits and costs of a migrated service. About the task scheduling in computing systems, Shi and Hong (2012) identified two modes, the budget-bound mode and the capacity-bound mode (communication-bound mode), and gave the best scheduling scheme according to different modes. But these researches ignore the business characteristics of service systems. In this paper, we measure and analyse the influence relationships between business indicators and service performance to find the most critical business indicators. Then, we introduce the business indicators in making migration decisions.
The second is service migration algorithms. Oikonomou et al. (2008) proposed a service migration strategy which required two tentative service movements to make a decision for a service movement to a certain neighbour node. Pantazopoulos et al. (2011) proposed a centrality-driven distributed service migration algorithm, called cDSMA, using 1-median problem solution to steer the service towards its optimal location via a finite number of steps. Shayani et al. (2008) provided a novel service migration cost model based on queuing theory and hill climbing optimisation to tackle the optimisation problem. Zhang et al. (2011) proposed a mathematical model for capturing the characteristics of a virtualised cloud platform using multiple virtual machine instances, and then converted this model into a constrained integer programming problem. Munawar and Ward (2011) employ statistical techniques to identify stable relationships in the monitored data. These relationships characterise normal operation and can help detect anomalies. Geetha et al. (2012) presented a mathematical model for performance calculation and simulated the model that supports a decision maker involved in performance analysis for a given distributed application.
The third is service migration frameworks. Chin-Shiuh et al. (2008) proposed a service framework with three major functional modules, namely proximity management module (PMM), migration decision module (MDM), and service migration module (SMM). Chih-Tien et al. (2011) and Fang et al. (2009) implemented a migration architecture based on agent and middleware respectively. Wei et al. (2006 Wei et al. ( , 2009 designed an infrastructure to support web service migration and execution BNs (Cooper and Herskovits, 1992; Heckerman, 1995) have been established as practical representations of knowledge for reasoning under uncertainty. Bayesian networks have had considerable applications in many fields both in academia and industry. Hundreds of publications have described BNs applications in various fields, such as causal dependency solving (Heckerman and Breese, 1996; Ma, 2012) , causal discovery, including causal representation, model assessment and scoring, and model search (Yoo, 2012) , dependency relations expression using binary probability trees (Cano et al., 2011) . Usually domain experts can determine the important variables which need to be included in the model and the links between them. The method of BNs learning consists of maximum entropy (ME) (Markham, 2011) , GMMs (Bilmes, 1998; Zhang et al., 2004) , and minimum free energy principle (Isozaki, 2012) . Researchers apply BNs to traffic forecast with GMM (Shiliang et al., 2006) , important degree analysis with K2 algorithm (Si et al., 2010) , and so on.
Our work focuses on multi-tenant services migration on e-commerce applications. So we propose a migration decision method based on business workload forecast, which precedes real-time load sensing. GMM is employed to find the critical business factors which affect the system performance most. We also give a services migration framework at last.
A two-stage service migration decision method
The so called two-stage service migration decision method is based on the causal analysis of business workload indicators. It first obtains the possible trend of service system load according to the business load fluctuation starting with the business forecast, and then makes an accurate forecast based on probability algorithm. Finally, the balanced decision combined with system real-time load indicators is made. Figure 1 is the illustration of this method, which includes four main parts.
In the two-stage service migration decision procedure, the first step is to analyse the causal relationship between business and load indicators and obtain the critical business factors. In the second step, use a Markov chain-based method to forecast the critical factors. If the value of system work load indicator is greater than the threshold according to the real-time load measurement which is the third step, we combine the result of step 2 to determine whether to migrate. The application-service components dependency is used to find the services corresponding to the load application. Finally, service component migration decision helps us make migration strategy.
Causal analysis of business workload indicators
Firstly, we show the relations among tenants, business, services and host servers in Figure 2 . Figure 2 shows the relations among tenants, business, services and host servers in a multi-tenant SRM system. Each tenant customises some different service instances characteristically according to its various business requirements, and each service implementation has several instances deployed in different servers with different QoS.
In our approach, we first analyse the causal relations and determine the main factors that affect the service load most. To measure the influence of multiple business indicators common changes on the system performance, this paper adopts an evaluation model of causal analysis and algorithms to determine which critical business indicators to forecast. 
Business workload forecasting using Markov chain method
A Markov chain is a mathematical system that undergoes transitions from one state to another, among a finite or countable number of possible states. Markov chains have many applications as statistical models of real-world processes. Markov chains can be used to model business change of a service system. In a multi-tenant service system, the overload of tenant business is one of the main reasons to migrate. For example, holiday sales season brings the extreme peak access to online business systems. In the actual service operation, the change of volume follows a certain rule. It is the result of the combined effects of the cyclical changes of market demand, the transformation of business strategy and some other factors. Therefore, we use the probabilistic method based on Markov chain to forecast the change of the volume. Accurately we master the service load trend on a macro level and integrate evaluation to give the migration decision combined with the real-time system load monitoring.
Real-time load measurement of system
Because the server is mainly used for receiving user requests, the number of user requests reflects the server performance to a certain extent. The server nodes with different configurations have different processing abilities, but the processing performance of different servers can be obtained by testing.
We use rpmC to reflect the server processing performance at peak load. rpm (Requests per Minutes) refers to the number of processed requests per minute, and C refers to the atomic operation in rpm, i.e., different types of requests can be expressed in thousands (KC). The calculation process of rpmC value is as follows:
Suppose the service number on the server i is j. The following notations are respectively expressed as:
R ij the maximum number of requests of the j th service on the server i at peak T ij the response threshold of the j th service on the server i U the CPU utilisation (%) when the server is saturated with load.
Then, we get:
The system estimates whether the node will become overloaded through the future business fluctuation of tenant application which is forecasted by Markov chain method and rpmC value of each node, and then determines whether to trigger the service migration process.
Service migration decision
An important role of service migration is balancing business load to reduce the response time and improve the quality and availability of services. So, reasonable migration strategy needs to be made to ensure timely service migration when the business load is too high. When selecting the migrated services and target hosts, we combine migration efficiency with migration overhead to acquire migration route according to the derived migration decision.
Causal analysis of business indicators and performance indicators
In this part, we use the method of model and experiment to find the most critical business indicators. Then, GMM is employed to find the critical factors. For tenants, they usually care about the metric of response time of business indicators in service QoS. To some extent, the response time is proportional to the number of requests. And the number of records about one business indicator in database can reflect the number of requests to it. So this paper takes the number of records on one day in database as the metric of business indicators.
The load indicators used by this paper are the same as the system performance metrics in S-BM. They are CPU utilisation (%), memory utilisation (%), TPS (the number of transfers to the physical disk per second) and TCPCK/S (the total number of packets transmitted per second).
Business fluctuation is the external cause that determines the load fluctuation of system. The external factor (fluctuation of the business) affects the system performance (stable or overload) by internal factor (resources utilisation changes). Next, we analyse the relationship between business and load indicators and obtain the critical factors which affect system load most.
A probability approach of critical factors analysis
Firstly, we normalise the business indicators data. Suppose that X represents the business indicators, 
, , ,
The data of business and load indicators collected at one time point constitutes the observation data
X X X Y Y Y
And a number of such data forms the observation dataset. After acquiring the observation dataset, we normalise them by the following formula.
Then we find the most critical factors based on GMM algorithm. In this paper, GMM is a weighted combination of several normal distribution functions and used to approximate the joint probability distribution in Bayesian networks. First we adopt GMM to analyse the impact of business indicators on the load indicators and then find the critical business indicators that affect load indicators by solving the GMM. The GMM representation is defined as:
GMM consists of K elements, and the weight of each element f k (x|θ k ) is α k . We solve the GMM using expectation maximisation (EM) algorithm which is a kind of method of solving maximum likelihood estimation of model distribution parameters from the incomplete data. And the solution step is as follows.
Business correlation analysis
After establishing the GMM model of each constant Xi of business indicators, we can obtain the GMM parameters and fluctuation curve. And then we can analyse the correlation among business indicators by the following probability correlation formula:
If we get ρ XY = 0, X and Y are not related; otherwise, they are in correlation. If multiple constants are in correlation, we merge them and obtain X ′ as
In the same way, we merge the correlation load indicators and obtain :
Business indicators weight analysis
The independent and identical distributed matrix of business indicators with correlation analysis is: 
Next, we first establish the GMM model from business indicators to each load indicator as 1 ( , , , ) .
Then, we can get the weight from each business indicator to load indicator Y i solved by EM. From the meanings of GMM, the greater the weight means the greater the effect of business indicator on load indicator.
So we can define the critical business indicator. We define a business indicator is the critical business indicator when its weight is greater than α (α is a constant smaller than 1, and can be obtained empirically). The set of critical business indicators is (KX 1 , KX 2 , , KX n ), and the GMM model from critical business indicators to load indicator is
Different applications and different tenants have their own business characteristics, so the critical business indicators obtained from GMM model may not be as same as others. And the number of critical business indicators is also depended on tenant characteristics. So we should identify the critical business indicators for each application and each tenant.
Critical factor analysis experiments
By inspecting the actual operating of our SRM system, we take Kanban/orders, purchasing plan, three-day purchasing plan, inventory and notification as the business indicators for their importance in this application. To some extent, login logs and operation logs can reflect the frequency of system operations. So we choose these two indicators as the load indicator. We gather the data for 365 days (from 1/5/2011 to 1/5/2012) from the actual operating SRM system, including the five business indicators data and two load indicators data, to analyse the causal relationship between them. The first 250 records are used as training data and the remaining records are used as the test data.
Firstly, we normalise the experimental data according to formula (2) and compute the correlation coefficient ρ among indicators according to formula (4). The value of ρ is shown in Table 1 . Then, we use the GMM algorithm to get the weight of each business indicator. And the results are 0.25, 0.13, 0.4, 0.05 and 0.17 respectively. We set a business indicator as most critical factor when its weight is greater than 1/n (n is the number of business indicators). So, we get that the Kanban/orders and inventory are the most critical factors.
Finally, we establish the relation between critical business indicators and load indicators through GMM algorithm as well. The end result is shown below: 
Y represents the merged load indicator, KX 1 is the Kanban/orders indicator and KX 2 is the inventory indicator. We use the test data to prove the correctness of the idea of GMM. The comparison between predicted and actual value of load indicator is shown in Figure 3 . In Figure 3 , the blue curve is computed by formula (6) and the green curve is actual value of load indicator. It can be seen that the predicted value is consistent with the actual value under the error precondition.
Business workload forecasting using Markov chain method

Steps of the method
The Markov chain-based forecasting method has three steps, which is shown as follows.
Step 1 Determine the critical business indicators, and divide them into at least two states. For example, we can use the volume of orders of every day as a business indicator. It can be divided in two states: one represents the high volume and the other is the low volume. In this example, we also need to calculate the average volume of a business indicator avg i in a given time window (days), the formula is shown as below:
In this formula, wa is the size of average-time-window used to calculate average business volume. According to our experiments, the bigger the wa, the more accurate the prediction, but we can choose an adequate value.
Then, we get the indicator's state of every day by the rule below:
If the business volume Bi is not less than Avg i , the state is 2, else, is 1.
Step 2 Calculate the transition matrix. We use history data of a given time window to make the prediction. According to experiments, the time window of 30 days is the best choice in our example. Make statistical measurement of the current state probability of the various states of business indicators, i.e., decide current state of the business.
Select the history data in prediction-time-window before current day. Count the number of state ' 1' and '2' respectively, and state transition of '2→1', '2→2', '1→ 1', '1→2' respectively. Then, we get the elements of matrix: ' ' ' '
In this formula, wp is the size of prediction-time-window used to calculate transition probability. p ij means the probability of moving from state i to state j in one step. Then, we get the transition matrix 11 12
The transition probability needs to be measured again along with the time window slide forward. And the size of time window should be decided by the specific business.
Step 3 Forecast the future state of specific business indicators.
The distribution over states can be written as a stochastic row vector x with the relation
By this formula we can get the states prediction from the current state. Using the transition matrix can calculate the long-term prediction, for example,
The long-term predictions are used in avoiding migration jitter, which will be discussed in Section 6.
Determining the size of time windows
Firstly, we select the business data of Kanban from 23/6/2008 to 29/4/2011 and remove the data of Sunday and holiday, and 800-day business data can be obtained. In order to get the most suitable size of predicting window and average time window, we do the following experiment: taking wp (wp ∈ {5, 10, 15, 20, …, 100}) as the predicting window size, setting the size of average time window, denoted by wa, is equal to, double, triple and quadruple the size of predicting window separately, and observing the fluctuation of prediction accuracy in next one to three days. Table 2 shows the partial results. In Figure 4 , the numbers in horizontal axis are time window size (days) and the numbers in vertical axis are prediction accuracy (from 0 to 1). At each graph, the curves with different colours represent different sizes of average time window. The value of wa in green curve is equal to the current value of wp, double wp in black curve, triple wp in blue curve and quadruple wp in red curve. 
Migration algorithm based on real-time loading measurement and trend forecasting
In the premise of assuring the QoS of services, we mainly use service migration to improve resource utilisation in multi-tenant systems. A migration strategy mainly includes two aspects. The first is to decide whether to migrate by tenant critical business indicators forecasting and real-time load measurement; the second is selecting migration instances and target hosts according to migration efficiency and overhead. Our goal is to improve the resource utilisation as the whole. So if the load indicators of a server are too high, some services needed to be migrated to other servers. And if the load indicators of a server are too low, all the services in it can be migrated to other servers to efficiently utilise the resources.
We monitor every host server and judge whether it is overloaded by the measurement of real-time load and tenant business forecasting. The process is shown in Figure 5 .
We first obtain the load indicator's value by real-time monitoring of system. When the value is too high or too low, we will forecast the critical business indicators of tenant application. The impact of business indicators on load at a period time in the future can be acquired by analysing the forecast value of business indicators. If the volume in the future still incurs high or low load, the forecast analysis will output the load business indicators. Then, we can get the applications affected by load business indicators, and acquire the overloaded applications. Further services related to these applications will be also affected. Because services have dependency relationships, dependency solving is needed to find the final migration services.
When selecting instances and hosts, we have not only to consider the possible change of load in future but also to combine migration efficiency with cost to acquire the migration route by the derived migration requirements.
Load forecast analysis affected by critical business indicators
The load information of host server is obtained by real-time monitoring of load indicators and the forecast analysis of business indicators. For a multi-tenant system, we need to identify the critical business indicators of each tenant and the related host servers. In order to balance the load of host servers and improve the overall utilisation of resources, we use two kind of method to choose migration services. Firstly, we make the decision according to the real-time monitoring of servers. When we find a server load is greater than the threshold, we must take action to balance the load so that the SLA requirements of tenants and services QoS can be satisfied. At this moment, we must choose one or more service to migrate to solve that problem. The method of choosing migrating service is introduced as:
Step 1 Find the critical business indicator related to every service deployed in this host server.
Step 2 Predict the trend of fluctuation in next three days for every business indicator according to Markov model, denoted by:
where p ij is the fluctuation of business indicator i in the next j th day.
Step 3 Choose the business indicator whose value of prediction is {2, 2, 2}. If there exits more than one business indicators meet this condition, the business indicator with the maximum number of requests at this current is chosen. And then the service corresponding to this business indicator is our target which must be migrated.
Secondly, starting with tenants, we predict every critical business indicator of every tenant and get their fluctuation in next three days. Then, the fluctuation of services corresponding to business indicators can be easily obtained. If we find that the value of prediction of all of the service in a host server is {2, 2, 2}, we must send warning message to this server or take action to do migration strategy if needed. If the value of prediction in this host server is {1, 1, 1}, we will migrate all the services to other host servers in order to improve resources utilisation, and we can also take it as the candidate server if there exists service to migrate.
Migration route 6.2.1 Identifying migration route
After acquiring migrated services according to load business indicators and services dependency solving, we need to analyse the migration efficiency and cost to determine whether to migrate these services.
To quantify the migration overhead, we firstly generalise the file transfer cost and request migration cost to a single indicator, time overhead. Therefore, the file transferring overhead can be calculated by multiply the unit time of file transferring by the size of files. And the request transferring overhead is to multiply the time of transferring one request by the number of requests. We usually cannot ensure the fluency of network transferring, so there will probably be delay when transferring. Also, it still takes time to launch the transferring program. Then, we take these two situations and some other uncertainties as interaction delay. Finally, we get the formula of migration overhead as following:
S i is the size of all the files related to service i. R i is the number of requests of i. And c is a constant, representing the interaction delay.
PT is the period of forecast time.
When migration time is a small part of the forecast period, namely MD < 5%, this service can be migrated. Otherwise, it is not suitable for migration.
Selecting target node
The selection of the target node is also a process of tenant applications deployment optimisation. When we deploy tenant applications, we need to find the relationship between tenant applications and related service components with the help of service dependency solving, and then make optimised deployment strategy according to tenant SLAs. This paper only takes the response time into consideration.
We firstly determine the deployed or migrated service S k . Then we select suitable server from the candidate server, obtained in the way of previous part A. It is chosen according to the demanded response threshold. The selection algorithm is as follows:
Step 1: Suppose that migrate S k to the server i. Then, R ik represents the current number of requests of S k and T ik is the response threshold of S k .
Step 2: Compute the average response threshold of all the services at peak load when S k is deployed on the server i.
Step 3: Compute the maximum number of requests of i after S k is deployed. 0, . 60
the new service can be migrated to the server i. If multiple servers meet this condition, then we choose the server with lowest CPU utilisation at this current time. But if there is no server to choose, we'll consider a new server.
Avoid migration jitter
In service migration, jitter is the undesired moving between servers to and fro, which will cause great overhead.
In our method, we predict the fluctuation of each critical business indicator in next three days. Because the daily fluctuation is divided into two states: 1 and 2, so there are nine combination for the fluctuation in next three days: (1, 1, 1), (1, 1, 2), (1, 2, 1), (2, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1), (2, 2, 2). Among these combinations, (1, 1, 1) presents the prediction value in continuous decline and (2, 2, 2) is continuously increasing. And only these two extreme cases need be considered in making a migration decision. The other conditions like (1, 1, 2), (1, 2, 1), (2, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1) will be ignored to avoid migration jitter.
Error compensation mechanism
In probabilistic-based method, 'error' is unavoidable and arises in two ways. Firstly, it arises in the context of decision making, where the probability of error may be considered as being the probability of making a wrong decision. Secondly, it arises in the context of statistical modelling where the model's predicted value may be in error regarding the observed outcome. An error compensation mechanism should be added in our method. This will be our further research in future.
Performance evaluation
Implementation notes
The main functions of service migration system are to start migration according to the business load faced by tenant applications and real-time access load of services, control all the migration process and execute the request forward on the basis of migrated state.
We used the S-BM benchmark suite to execute and analysis the migration experiments and conducted all the experiments on four servers: S1, S2, S3 and S4. S1 is a virtual machine with 512 M memory. S2 and S3 are physical machines and have the same configuration: 2 GB memory and Linux OS. S4 is a physical machine with Intel Xeon 2.67 GHz twelve-processor and 7.7 GB memory. S1, S2 and S3 are used as the web application servers and S4 is used as the database server. Besides, there are also four tomcat containers. Tomcat1 is on S1, tomcat2 is on S2, tomcat3 and tomcat4 are on S3. And we deploy the SRM application on both tomcat1 and tomcat3.
GMM analysis and verification experiment
We design two groups of experiments to verify the critical factor analysis method. We do the first group to analyse the influence of business data. In this group, we choose S1 as the web application server and fix the EBs at 80. And the basic data is 200 suppliers, 1,000 parts and two products. Then we gradually increase the days of supply (0, 10, 20, 30 days) to observe the changes of metrics. The result is shown in Figure 6 .
In the second group, we also choose S1 as the web application server, the number of EB is fixed at 500 and the days of supply is fixed at 10. The configuration of basic data is as follow: the number of suppliers is from 500 to 2,000 (500, 1,000, 1,500 and 2,000), the number of parts is from 5,000 to 20,000 (5,000, 10,000, 15,000 and 20,000) and the number of products is from 5 to 20 (5, 10, 15 and 20) . Figure 7 shows the result. The plots in Figures 6 and 7 report the average response time obtained by applying the SRM application in different workload conditions. We can see that with the increasing of basic data and business data, the average response time of Kanban/orders and inventory are affected mostly. Obviously, the analysis result of GMM model is consistent with the experimental result in Section 4. Therefore, Kanban/orders and inventory are the critical business indicators.
Business forecasting experiment
After the critical business indicators are found, we can use them to predict the business variation trend in the future.
The following experiment takes one of the most critical indicators-inventory as an example to do forecasting test. We selected a 120-days average-time-window and a 30-days prediction-time-window to execute the business forecasting experiment in the actual data of our SRM applications. The result is shown in Figure 8 . Figure 8 compares the prediction result with the actual data. The black dot line is the fluctuation of daily inventory records volume, red curve is the forecasting data computed by using the method of this paper, and blue poly line is the actual business fluctuation. This experiment proves that the forecasted business fluctuation is consistent with the actual fluctuation. So we can predict the fluctuation of business workload in future. And this trend information can help us make decision of migration before the system is overloaded.
Migration strategy experiment
Firstly, we need to compute the value of rpmC for the first three servers. Usually, we can set the parameter U in formula (1) equal to 75%. After several experiments, S1 will reach saturated load level when the number of EB reaches 150. In this situation, CPU utilisation of S1 is 72% and the average response time is 42ms. So, using the number of EBs instead of the request counts in formula (1), it is easy to get the S1's rpmC: 312,500. Because the memory of S2 and S3 is four times much as that of S1, we simply estimate that the rpmC of S2 and S3 is 1,250,000.
When the number of EBs request to tomcat1 reaches 150, S1 will reach the saturated load level and will trigger the migration of the SRM service to the candidate server S2 or S3. We assume that there is no user requesting them at this time, but EBs requesting tomcat3 will be reached to 350 in a period of time in the near future. Supposing the threshold of response time limitation is 30ms, we can get the max number of EBs that S2 and S3 could bear is 450 according to formula (9). Obviously, S3 is not suitable as the target server because 450 is less than the sum of 350 and 150. So, we will choose server S2 as the target server when S1 is reached saturated load level.
As shown in Figure 9 , the blue curve and black curve respectively represent the CPU utilisation changes of S1 and S2 before and after migration. After migration, the CPU utilisation of S1 is down obviously and S2's CPU utilisation increases but it is far below saturated load level. If we do not execute migration, server S1 will be saturated as shown by the green curve.
Migration is not only helpful for the optimisation of server performance but also improves the performance of service itself. As shown in Figure 10 , the response time of SRM is reduced and kept stable after migration reflected by the blue curve. In the situation that the service was not migrated when S1 was saturated, the response time value keeps unstable and fluctuate greatly, which is shown by the black curve. If we execute service migration from tomcat1 to tomcat4, the SRM on tomcat3 will be affected as shown in Figure 11 .
The black curve reflects the change of response time of SRM on tomcat1 without migration. After we migrate the service on tomcat1 to tomcat3, the response time of SRM on tomcat3 increases and fluctuates greatly as shown in the blue dotted curve. And the average response time of blue dotted curve is 43 ms which is greater than the threashhold-30 ms. But the average time represented by black curve is 21 ms. So our migration strategy of choosing the S2 as the target server (shown in Figure 10 ) is correct.
Conclusions
This paper proposes a two-stage service migration decision method which combines business workload forecasting with real-time load sensing. And it solves the problem of system workload forecasting and balance effectively. With the BNs method, we analyse the causal relation between business indicators and load indicators, and then obtain the critical business indicators which have biggest influence on system performance. When the value of system real-time workload reaches the threshold, this method forecasts the fluctuation of critical business indicators to get the changes of load indicators. The next step is making migration strategy according to the forecasting results and finally achieving the goal of load balance. The service migration system presented in this paper combines business forecasting and real-time load sensing to make accurate migration decisions which can avoid migration jitter and finally realise the load balance of service systems. In the future work, we will investigate the impact of component dependencies on migration strategy in depth. Besides, the migration route of this paper takes only response time into consideration, and we will consider the influence of other service QoS on migration decision and the relation between load indicators and service QoS.
