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Abstract
The von Neumann entropy plays a vital role in quantum information theory. As the Shannon entropy
does in classical information theory, the von Neumann entropy determines the capacities of quan-
tum channels. Quantum entropies of composite quantum systems are important for future quantum
network communication their characterization is related to the so called quantum marginal problem.
Furthermore, they play a role in quantum thermodynamics. In this thesis the set of quantum entropies
of multipartite quantum systems is the main object of interest. The problem of characterizing this set
is not new – however, progress has been sparse, indicating that the problem may be considered hard
and that new methods might be needed. Here, a variety of different and complementary aprroaches
are taken.
First, I look at global properties. It is known that the von Neumann entropy region – just like
its classical counterpart – forms a convex cone. I describe the symmetries of this cone and highlight
geometric similarities and differences to the classical entropy cone.
In a different approach, I utilize the local geometric properties of extremal rays of a cone. I show
that quantum states whose entropy lies on such an extremal ray of the quantum entropy cone have a
very simple structure.
As the set of all quantum states is very complicated, I look at a simple subset called stabilizer
states. I improve on previously known results by showing that under a technical condition on the local
dimension, entropies of stabilizer states respect an additional class of information inequalities that is
valid for random variables from linear codes.
In a last approach I find a representation-theoretic formulation of the classical marginal problem
simplifying the comparison with its quantum mechanical counterpart. This novel correspondence
yields a simplified formulation of the group characterization of classical entropies (IEEE Trans. Inf.
Theory, 48(7):1992–1995, 2002) in purely combinatorial terms.
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Zusammenfassung
Die Von-Neumann-Entropie spielt eine zentrale Rolle in der Quanteninformationstheorie. Wie die
Shannonentropie in der klassischen Informationstheorie charakterisiert die Von-Neumann-Entropie die
Kapazita¨t von Quantenkana¨len. Quantenentropien von Quantenvielteilchensystemen bestimmen die
Kommunikationsrate u¨ber ein Quantennetzwerk und das problem ihrer Charakterisierung ist verwandt
mit dem sogenannten Quantenmarginalproblem. Außerdem spielen sie in der Quantenthermodynamik
eine Rolle. In dieser Arbeit liegt das Hauptaugenmerk auf der Menge der Quantenentropien von
Quantenzusta¨nden einer bestimmten Teilchenzahl. Das Characterisierungsproblem fu¨r diese Menge
ist nicht neu – Fortschritte wurden bisher jedoch nur wenige erzielt, was darauf hinweist, dass das
Problem als schwierig bewertet werden kann und dass wahrscheinlich neue Methoden beno¨tigt werden,
um einer Lo¨sung na¨her zu kommen. Hier werden verschieden Herangehensweisen erprobt.
Zuerst gehe ich das Problem aus einer “globalen Perspektive” an. Es ist bekannt, dass die Region
aller Von-Neumann-Entropien einen konvexen Kegel bildet, genau wie ihr klassisches Gegenstu¨ck.
Ich beschreibe Symmetrien dieses Kegels und untersuche Gemeinsamkeiten und Unterschiede zum
klassischen Entropiekegel.
Ein komplementa¨rer Ansatz ist die Untersuchung von lokalen geoemetrischen Eigenschaften –
Ich zeige, dass Quantenzusta¨nde, deren Entropien auf einem Extremstrahl des Quantenentropiekegel
liegen, eine sehr einfache Struktur besitzen.
Da die Menge aller Quantenzusta¨nde sehr kompliziert ist, schaue ich mir eine einfache Untermenge
an: die Menge Stabilisatorzusta¨nde. Ich verbessere bisher bekannte Ergebnisse, indem ich zeige, dass
die Entropien von Stabilisatorzusta¨nden eine zusa¨tzliche Klasse von Ungleichungen erfu¨llen, die fu¨r
Zufallsvariablen aus linearen Codes gelten.
Ein vierter Ansatz, den ich betrachte, ist der darstellungstheoretische. Ich formuliere das klassis-
che Marginalproblem in der Sprache der Darstellungstheorie, was den Vergleich mit dem Quanten-
marginalproblem vereinfacht. Diese neuartige Verknu¨pfung ergibt eine vereinfachte kombinatorische
Formulierung der Gruppencharakterisierung von klassischen Entropien (IEEE Trans. Inf. Theory,
48(7):1992–1995, 2002).
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Chapter 0
Introduction
0.1 Motivation
The main goal of this thesis is a better understanding of the entropies of multi-particle quantum states.
This is an important task from a number of perspectives.
First, there is the information theoretic perspective. In both classical and quantum information
theory, entropy is a key concept which determines the capacity of a comunication channel [55, 53]. In
simple communication scenarios with one sender and one receiver, it suffices to study the entropies of
bipartite systems, i.e. of two random variables or a bipartite quantum state. Bipartite entropies are
well understood in both classical and quantum information theory.
In a network scenario, however, where data has to be sent from multiple senders to multiple receivers,
relations between joint and marginal entropies of multiple random variables determine the constraints
on achievable communication rates [59]. Although little progress has been made for almost fifty years,
in the past fifteen years finally there have been results towards understanding the laws governing the
entropies of more than two random variables. In the quantum setting virtually nothing is known. In
particular, as the bipartite case shows very strong similarities between quantum and classical entropies,
it is promising to search for analogues of the aforementioned recent multivariate classical results.
In this regard the problem of characterizing the region of possible entropy vectors of multipartite
quantum states naturally appears as part of one of the overarching programs in quantum information
theoretic research: If possible, find quantum analogues to the results and concepts from classical
information theory, otherwise shed light on the differences between the two theories.
Sometimes insights from quantum information theory also have an impact on classical information
theory [45], providing another motivation to study quantum information problems that might be still
far from possible applications.
Another perspective is that of the quantum marginal problem. This is defined more formally in
Section 2.2.3, and can be stated as follows: Given a multipartite quantum system and some reduced
states, is there a global state of that system that is compatible with the given reductions?
A general solution to this problem would have vast implications for quantum physics and quantum
information theory. It would, for example, render the task of finding ground states of lattice systems
with nearest neighbor interaction [23] and the calculation of binding energies and other properties
of matter [36] computationally tractable. This is unfortunately too optimistic an assumption as the
quantum marginal problem turns out to be QMA-complete [43], as are several specialized variants of
practical relevance [44, 57]. This is believed to imply that these problems are intractable even for a
quantum computer, as QMA is the quantum analogue of the complexity class NP.
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Due to the difficulty of the quantum marginal problem there is little hope for a general solution. But
this is not the end of the research program, it is natural to study a “coarse-grained ”variant: Quantum
entropies are functions of the marginals and seem to be amenable to analytic insight.
A third motivation to study multi-particle entropies comes from the very field where researchers
defined the first entropies, that is from thermodynamics. The strong subadditivity inequality [39]
of the von Neumann entropy, for example, has applications in quantum thermodynamics. In one of
these applications it is used to prove that the mean entropy of the equilibrium state of an arbitrary
quantum system exists in the thermodynamic limit [38, 56], underpinning the correctness of the
mathematical formalism used to explicitly take the latter. The application of information theoretic
tools in thermodynamics is possible because the respective notions of entropy are mathematically
identical and also physically closely related [37, 19].
The applications of strong subadditivity suggest that further results in the direction of understand-
ing quantum entropies of multi-particle systems could lead to thermodynamic insights as well.
0.2 Goals and Results
The general program pursued in this thesis – i.e. understanding multiparticle quantum entropies – is
not new. Several experienced researchers have worked on it before [39, 52, 42, 16, 17, 8, 32, 41, 28, 40].
Progress, however, has been scarce. In that sense, the problem of finding constraints on quantum
entropies can be considered ”hard” and it would be too much to ask for anything approaching a
complete solution. As a result, we have pursued a variety of very different approaches to the problem
in order to gain partial insights. The overall goal of this thesis is to show which approaches could
be promising. We are therefore not solving the problem completely, but instead determining which
methods may prove useful. As a consequence, The results obtained in this thesis therefore comprise of
a collection of relatively independent insights, rather than being one ’final theorem’. For the benefit
of the reader, a list of these individual results are given below.
Global perspective. A quantum state on an n-fold tensor product Hilbert space gives rise to 2n
entropies, one for each subset of subsystems. Collecting them in a real vector yields a point in the
high-dimensional vector space R2
n
. It turns out, that the set of all such entropy vectors forms a convex
cone [52]. The same is known to be true for the classical entropy region defined analogously [60]. In
Chapter 3 some global properties of this geometric object are investigated:
• Proposition 3.1 shows that the quantum entropy cone has a symmetry group that is strictly
larger than the known symmetry group of its classical analogue.
• Corollary 3.3 uses this symmetry to show that some known quantum information inequalities
define facets of the quantum entropy cone, i.e. they are independent from all other (known and
unknown) quantum information inequalities.
• The classical entropy cone is known to have the property that all interesting information inequal-
ities satisfy a number of linear relations [12]. Such information inequalities are called balanced.
Corollary 3.7 and the preceding discussion clarify the geometric property underlying this result:
The dual of the quantum entropy cone has a certain direct sum structure. Theorem 3.9 proves
a characterization of cones whose duals have this structure. Corollary 3.10 uses this theorem
and the facets identified in Corollary 3.3 to show that the quantum entropy cone does not have
this simpler structure and that therefore the result from [12] does not have a straightforward
quantum analogue.
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Local perspective. The most important points of a convex set are its extremal points. Here we
study the local geometry of extremal rays, which are the cone analogues of extremal points. In
particular, we characterize quantum states that have an entropy vector that lies on such an extremal
ray.
• Theorem 4.3 proves that all non-trivial states whose entropy vectors lie on an edge of the quantum
entropy cone have the property that all marginal spectra are flat, i.e. that the reduced states
have only one distinct nonzero eigenvalue. This is a very simple structure and narrows down the
search for states on extremal rays tremendously.
• Theorem 4.10 provides an analogous result for the classical entropy cone.
Variational perspective. As the characterization of the whole quantum entropy cone for n ≥ 4
parties has so far proved elusive, and even the classical entropy cone is far from characterized in this
case, it seems reasonable to start by finding simpler inner approximations. This can also be done
by looking at a subset of states that has additional structure such as to allow for a direct algebraic
characterization of the possible entropy vectors.
One subset that allows for such an algebraic approach is the set of stabilizer states [40, 28]. In
Chapter 5 the results from [28] and [40] are improved:
• Corollary 5.12 states that under a technical assumption on the local Hilbert space dimension,
entropies from stabilizer states satisfy an additional class of linear inequalities that governs the
behavior of linear network codes, the linear rank inequalities. The result includes the important
qubit case. This partially answers a question raised in [40] and shows that stabilizer codes behave
similar to classical linear codes from an entropic point of view.
Structural perspective. For the classical entropy cone [13] provides a remarkable characterization
result: for a given entropy vector there exists a group and subgroups thereof such that the entropies
are determined by the relative sizes of the subgroups. Considerable research effort has been directed
at finding an analogous relation for quantum states [16, 17]. Chapter 6 is concerned with the result
from [13] and possible quantum analogues:
• Theorem 6.4 recasts the main result from [13] purely in terms of certain combinatorial objects
known from mathematical statistics called type classes. This characterization is simpler in the
sense that type classes are much simpler objects than finite groups.
• Section 6.2.1 provides a connection between strings and certain representations of the symmetric
group called permutation modules.
• This formalism allows for representation-theoretic proofs of the Shannon-type information in-
equalities such as the strong subadditivity for the Shannon entropy (Proposition 6.8).
• Section 6.2.3 gives a novel decomposition of (Cd) into a direct sum of permutation representations
of the direct product of symmetric groups Sn × Sd. This allows for a simple argument why
Theorem 6.4 does not have a direct quantum analogue.
• Theorem 6.9 gives a formula for the decomposition of Weyl modules restricted from the unitary
to the symmetric group into irreducible representation of the latter as a byproduct.
0.3 Overview
After this introduction, there are two chapters devoted to introducing the mathematical and the phys-
ical and information theoretical fundamentals respectively. In Chapter 1 the relevant mathematical
background is discussed, that is convex geometry, Lie groups and Lie algebras, the group algebra and
7
representation theory. The section about representation theory is somewhat longer, as deeper results
from that field are used in Chapters 5 and 6, where as the other sections are mostly dedicated to
introducing the concepts and fixing a notation. Chapter 2 contains an introduction to the information
theoretical and some physical concepts, i.e. classical information theory, quantum information theory
and some concepts from quantum mechanics. In this chapter the classical and quantum entropy cones
are introduced that are the main objects of study in this thesis.
Chapter 3 is concerned with the convex geometry of entropy cones. Section 3.1 clarifies the
symmetries of the quantum entropy cone. Section 3.2 is concerned with investigating the possibility
of generalizing a result from classical information theory [12]. The last short section in this chapter,
Section 3.3, reviews a class of maps between entropy cones of different dimensions introduced in [31]
and presents them in a more accessible way using the cone morphism formalism.
Chapter 4 makes a complementary approach to characterizing the quantum entropy cone: While
Chapter 3 investigates global properties by looking at symmetry operations, this Chapter is concerned
with the local geometry of extremal rays. In Section 4.2 the classical case is investigated with the
techniques developed for the quantum case.
Chapter 5 introduces the set of stabiliser states and their description by a finite phase space. The
independently obtained result in [40] and [28] is also strengthened by partly answering a question
posed in [28].
Chapter 6, is concerned with the representation theoretic point of view on the quantum marginal
problem and quantum information inequalities introduced in [16]. A The classical result that inspired
the research in this direction, [13], is reviewed and reformulated in a more information theoretic way
using type classes.
A quantum analogue of the construction is attempted, but only succeeds for the trivial case n = 1.
0.4 Conventions
The following conventions and notations are used in this thesis:
• N = {0, 1, 2, 3, ...} is the set of integers including zero
• log(x) is the logarithm with basis two, otherwise the basis is specified as in log10(x), ln is the
natural logarithm
• R+ = {x ∈ R|x > 0}, R≥0 = {x ∈ R|x ≥ 0}
• In a topological space, given a set A I denote its closure by A.
• For a subset A ⊂M the complement of a is denoted by Ac = M \ A. If A = {a} is a singleton,
I write ac instead of Ac.
• A := B or B =: A means “define A to be equal to B”, A = B means “A is equal to B”
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Chapter 1
Mathematical Background
1.1 Convex Geometry
As already mentioned in the introduction, convex geometry plays an important role in the character-
ization efforts for classical and quantum joint entropies. In particular, the notion of a convex cone
is important when investigating joint entropies, as both the set of Shannon entropy vectors of all n-
partite probability distributions and the set of von Neumann entropy vectors of all n-partite quantum
states, which I will define in Sections 2.1.2 and 2.2.2 respectively, can be proven to form convex cones
up to topological closure. In this chapter I introduce some basic notions of convex geometry. A more
careful introduction can be found for example in [4].
Roughly speaking, a body is convex, if it has neither dents nor holes. Mathematically, let us make
the following
Definition 1.1 (Convex Set). Let V be a real vector space. A subset B ⊂ V is called convex, if
∀x, y ∈ B : ∀λ ∈ [0, 1] : λx+ (1− λ)y ∈ B. (1.1)
The concept that is most important for this thesis among the ones introduced in this section is the
(convex) cone. We define a cone to be a convex set that invariant under positive scaling, i.e.
Definition 1.2 (Cone). Let V be a real Vector space. A convex subset C ⊂ V is a cone, if
∀x ∈ C, ∀λ ∈ R+ : λx ∈ C (1.2)
For an arbitrary subset A ⊂ V we define the convex hull
conv(A) = {λx+ (1− λ)y|x, y ∈ A, λ ∈ [0, 1]} (1.3)
as the smallest convex set that contains the original one and analogously the conic hull cone(A) =
R≥0conv(A). Simple examples of cones are the open and the closed quadrants in R2, the open and the
closed octants in R3 or the eponymous one, C© =
{
(x, y, z) ∈ R3
∣∣∣x2 + y2 − z2 ≤ 0} shown in Figure
1.1.
A face of a convex set is, roughly speaking, a flat part of its boundary, or, mathematically precisely
put,
Definition 1.3 (Face). Let V be a real vector space and A ⊂ V convex. A face of A is a subset F ⊂ A¯
of its closure such that there exists a linear functional f : V → R and a number α ∈ R with
F = A¯ ∩ {v ∈ V |f(v) = α} and A ∩ {v ∈ V |f(v) < α} = ∅. (1.4)
If the face F = {v0} is a singleton, v0 is called an exposed point. A face F is called proper if
∅ 6= F 6= A. If there is no proper face that contains a face F except for F itself, we call F a facet.
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Note that for a proper face of a cone one always has α = 0.
A base of a cone K is a minimal convex set B ⊂ K that generates K upon multiplication with
R≥0, i.e.
Definition 1.4 (Base). Let K be a cone. A base of K is a convex set B ⊂ K such that for each
v ∈ K there exist unique b ∈ B and λ ∈ R≥0 with v = λb.
A ray is a set of the form R≥0v for a vector v ∈ Rn. A cone contains each ray that is generated
by one of it’s elements, and there is a natural bijection between the set of rays and any base. That
motivates the definition of extremal rays, which correspond to extremal points of any base:
Definition 1.5 (Extremal Ray). Let K ⊂ Rn be a convex cone. A ray R ⊂ K is called extremal, if
for each v ∈ R and each sum decomposition v = x+ y with x, y ∈ K we have x, y ∈ R. We denote the
set of extremal rays of K by ext(K).
In convex geometry duality is an important concept. Instead of describing which points are in a
convex set, one can give the set of affine inequalities that are fulfilled by all points in the convex set.
By inequality we always mean statements involving the non-strict relations ≤ and ≥. If a certain affine
inequality is valid for all elements of a cone, then also its homogeneous, i.e. linear, version holds. By
fixing the exclusive usage of either ≥ or ≤, any linear inequality on a vector space V can be described
by an element of the dual space V ∗. We adopt the convention to use ≥ and define the
Definition 1.6 (Dual Cone). Let V be a real vector space and V ∗ its dual space. Let K ⊂ V be a
convex cone. The dual cone is defined by
K∗ = {x ∈ V ∗|x(y) ≥ 0 ∀y ∈ K} . (1.5)
If dimV < ∞ we have V ∼= Rn and hence V ∗ ∼= V via the standard inner product in Rn. The
extremal rays of the dual cone are exactly the ones corresponding to facets.
Convex sets come n different shapes, e.g. a circle is convex as well as a triangle. An important
difference between the two is that the latter is described by finitely many faces or finitely many
extremal points.
Definition 1.7 (Polyhedron, Polytope). Let V be a real vector space. A convex set B ⊂ V is called
a polyhedron, if it is the intersection of finitely many halfspaces, i.e. there exist a finite number k of
functionals f1, ..., fk ⊂ V ∗ and a real number αj , j = 1, ..., k for each functional such that
B = {v ∈ V |fj(v) ≥ αj , j = 1, ..., k} . (1.6)
B is, in addition, compact, it is called a polytope.
We call a cone polyhedral, if it is a polyhedron.
As the classical and quantum entropy cones are not exactly cones but only after topological closure,
I reproduce a characterization result here for such sets. Adopting the notions in [52], we say a subset
A ⊂ V of a vector space V with dimV <∞ is additive, if ∀x, y ∈ A : x+ y ∈ A, and a set is said to
be approximately diluable if for all  > 0 there exists a δ > 0, such that for all x ∈ A, 0 ≤ λ ≤ δ there
exists a y ∈ A such that ‖λx− y‖ < . Note that, as we are talking about finite dimensional vector
spaces, all norms are equivalent, so we do not have to specify. It turns out that a set that is additive
and approximately diluable turns into a cone after taking the closure:
Proposition 1.8 ([52]). Let V be a real vector space and A ⊂ V additive and approximately diluable.
Then A is a convex cone.
To investigate relations between different cones and to find their symmetries, we would like to
introduce a class of maps between vector spaces containing cones that preserves their structure. The
set of maps will be a subset of the homomorphisms of the ambient vector spaces that map cone points
to cone points, i.e.
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Figure 1.1: A cone.
Definition 1.9 (Cone Morphism). Let V1, V2 be real vector spaces, K1 ⊂ V1, K2 ⊂ V2 cones. A map
φ ∈ hom(V1, V2) is called cone morphism, if
φ(K1) ⊂ K2. (1.7)
If φ|K1 is injective and φ(K1) = K2, φ is called a cone isomorphism, in this case K1 and K2 are called
isomorphic. The set of all such cone morphisms is denoted by mor(K1,K2).
Remark 1.10. The notion of a cone isomorphism introduced here coincides with the notion of an
order isomorphism in the theory of ordered vector spaces.
Note that a cone isomorphism is not always a vector space isomorphism. However, if dimKi =
dimVi, then a cone isomorphism φ is also a vector space isomorphism. A cone homomorphism φ ∈
mor(K1,K2) naturally induces a cone homomorphism φ
† ∈ mor (K∗2 ,K∗1 ) by pulling back functionals
via φ, i.e. φ†(f) = f ◦ φ. If we look at an arbitrary linear map L : V1 → V2 we get a new cone in V2
from a cone C ⊂ V1, that is C ′ = L(C). Can we express C ′∗ by C∗ and L? We calculate
L(C)∗ = {f ∈ V ∗2 |f(L(x)) ≥ 0 ∀x ∈ C} =
{
f ∈ V ∗2 |(L†f)(x) ≥ 0∀x ∈ C
}
=
{
f ∈ V ∗2 |L†f ∈ C∗
}
= (L†)−1C∗ (1.8)
where (L†)−1 is the set-valued inverse of the adjoint of L.
1.2 Groups and Group Algebras
The Following chapter is dedicated to a concise introduction to Lie groups, and group algebra, as
they may be not familiar to all readers and also to fixing a notation for the subsequent chapters. A
reference for a more extensive introduction that is still focused on representation theory is [25].
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1.2.1 Lie Groups
A Lie group is, roughly speaking, a Group that also is a C∞-manifold and in which the group structure
is smooth with respect to differentiation on the manifold. Recall the definition of a
Definition 1.11 (Manifold). A C∞-manifold is a topological space M (Hausdorff, paracompact) with
the following properties:
(i) There exists a dimension n ∈ N such that for all x ∈ M there is an open neighborhood U ⊂ M
of x and a homeomorphism φ : U → Rn called chart.
(ii) For two such maps, φ1 : U1 → Rn and φ2 : U2 → Rn with U1 ∩ U2 6= ∅, the map φ2 ◦ φ−11 :
φ1(U1 ∩ U2)→ Rn is C∞ or smooth.
In this text all manifolds are C∞. A map f : M → N between manifolds is called smooth, if
φN ◦ f ◦ φ−1M is smooth, where φM (φN ) are charts on M(N) respectively. With this in mind we can
go forward and define a
Definition 1.12 (Lie Group). A Lie Group is a group (G, ·) with the additional property that G is a
manifold and the maps · : G×G→ G and inv : G→ G, g 7→ g−1 are smooth. Note that the G×G is
equipped with the obvious manifold structure.
Lie groups can be characterized by manifold properties such as connected, simply connected or
compact, and by group properties such as simple or Abelian. A manifold can be a complicated object,
but we can always map its local properties to its tangent space, the same can be done with the group
structure of a Lie group. This motivates the definition of a
Definition 1.13 (Lie Algebra). A Lie algebra g is a vector space over a field with characteristic 0,
with a bilinear map [·, ·] : g× g→ g called Lie bracket, which fulfills the following properties:
(i) it is alternating, that is [X,Y ] = −[Y,X]∀X,Y ∈ g
(ii) it fulfills the Jacobi identity [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0
A representation of a Lie algebra g is vector space homomorphism φ : g → Cn×n which maps the
Lie bracket to the commutator:
φ([X,Y ]) = [φ(X), φ(Y )] (1.9)
The tangent space of a Lie group G has a natural bilinear map of this form. To construct it we
write down the conjugation map
Ψ(g, h) = ghg−1 (1.10)
and differentiate in both arguments at g = h = 1. The resulting bilinear map makes the tangent space
a Lie algebra, as can easily be checked for the special case of G being a subgroup of Gl(n,C), the only
case we will be dealing with. In that case the Lie bracket is the commutator.
The important fact about the Lie algebra of a Lie group is that it contains the essential part of
the group structure in the sense that each representation of a Lie group G defines a representation
of its Lie algebra, and each representation of its Lie algebra defines a representation of the universal
cover of the connected component of the Identity. Usually the Lie groups are real manifolds, and
therefore they have real Lie algebras, but often it is simpler to have a complex algebra, especially
because C is algebraically closed. A helpful fact is that, given a Lie algebra g, the representations of
the complexified Lie algebra gC are irreducible if and only if the corresponding representation of the
real Lie algebra is irreducible.
The connection between Lie group and Lie algebra is even more explicit. An element X of the Lie
Algebra g generates a one parameter subgroup of G: we just find a smooth curve γ : [0, 1]→ G with
γ(0) = 1 and γ˙(0) = X and define
esX = lim
n→∞ γ
(
s
1
n
)n
. (1.11)
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In matrix Lie groups/algebras this coincides with the matrix exponential.
An Important representation of a Lie algebra is the adjoint representation. A Lie algebra g acts
on itself by means of the bracket, i.e.
ad : g→ gl(g), ad(X)Y = [X,Y ]. (1.12)
The Jacobi identity ensures that the bracket is preserved under this vector space homomorphism, it
thus really is a representation of g
1.2.2 Group Algebras
Let G be a finite group and A(G) = CG the free complex vector space over G. Then A(G) inherits
the multiplication law from G which makes it an associative unital algebra:
α · β =
∑
g∈G
αgg
∑
g∈G
βgg
 = ∑
g,h∈G
αgβhgh =
∑
g∈G
(∑
h∈G
αgh−1βh
)
g (1.13)
A(G) is usually equipped with the standard inner product of C|G| rescaled by the size of G:
(α, β) =
1
|G|
∑
α∗gβg (1.14)
The free complex vector space CM over any set M is nothing else but the vector space of complex
functions on M , so we can also view elements of the group algebra A(G) as complex functions on G.
A projection in A(G) is an element 0 6= p ∈ A(G) with p2 = p. A projection is called minimal, if it
can not be decomposed into a sum of two projections. The concept of a group algebra generalizes in
a straightforward way to compact Lie groups, where the sums over G have to replaced by integrals
with respect to the invariant Haar measure that assigns the volume 1 to G.
1.3 Representation Theory
The basic results stated in this section can be found in textbooks like [26] and [25]. Given a group G
we can investigate homomorphisms φ : G→ Gl(n,k) to the general linear group of the n-dimensional
Vector space over some field k which are called representations of G. More generally we write φ :
G → Gl(V ) for a representation on an arbitrary vector space V . The vector space which the group
acts on is called representation space. The representation is called complex (real) representation if
k = C (k = R). In the context of quantum information theory we are almost exclusively concerned
with complex representation, as quantum mechanics take place in a complex Hilbert space (Although
Asher Peres once said that “...quantum phenomena do not occur in a Hilbert space, they occur in
a laboratory.” [50], page 112). Any representation of a group G can be extended by linearity to a
representation of the group algebra A(G). Two representations φ1 and φ2 are considered equivalent
if there exists a vector space isomorphism ψ : Cn → Cn which acts as an intertwiner for the two
representations:
φ1 ◦ ψ = φ2 (1.15)
A representation φ on Cn is called irreducible if it has no non-trivial proper invariant subspaces,
otherwise it is called reducible. A representation φ on Cn is called completely reducible if Cn =
⊕
i Vi,
Vi are invariant subspaces and φ|Gl(Vi) is irreducible. All representations of finite Groups are completely
reducible. Also this result, which is built on the possibility of averaging over the group, generalizes
to compact Lie groups. In the sequel we do not always distinguish between a representation and its
representation space. Given a groupG and a representation φ : G→ Gl(V ) we say V is a representation
of G and write gu = v if φ(g)u = v. An important tool in representation theory is Schur’s lemma
which characterizes the homomorphisms between two representations that commute with the action
of th group:
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Lemma 1.14 (Schur’s Lemma). Let V and W be irreducible representations of a Group G, and let
φ : V →W be a vector space homomorphism that commutes with the action of G, i.e.
φ(gv) = gφ(v) ∀g ∈ G, v ∈ V. (1.16)
Then either φ = 0 or φ is an isomorphism. In particular, if V = W then φ = λ1V for some λ ∈ C.
Proof. Observe that if φ(v) = 0, then φ(gv) = g0 = 0, i.e. kerφ is an invariant subspace of V which
can, by the irreducibility of V , only be zero or V . This proves that φ is either 0 or injective. Also
imφ is invariant, as gφ(v) = φ(gv) ∈ imφ. This shows that φ is surjective, unless it is 0. We conclude
that φ is either 0 or an isomorphism. For V = W , φ is an endomorphism of a vector space over the
algebraically closed field C, so it has an eigenvalue λ. Hence ker (φ− λ1) 6= 0 and φ − λ1 commutes
with the action of G, so by the first part of this proof φ− λ1 = 0
As an important corollary of this lemma, we find the multiplicity of an irreducible representation
V of a group G in some representation W being equal to the dimension of the space of G-invariant
homomorphisms i.e. of the space
HomG(W,V ) =
{
φ ∈ Hom(W,V )∣∣φ(gv) = gφ(v)∀g ∈ G, v ∈W} (1.17)
Corollary 1.15. Let W =
⊕
α V
⊕mα
α be a representation of a finite group G. Then
mα = dim Hom
G(W,Vα) (1.18)
Proof. Let φ be any element from HomG(W,Vα). Then φ has the form
φ =
⊕
β
mβ⊕
i=1
φβi, with φβi : Vβ → Vα. (1.19)
According to Schur’s lemma (Lemma 1.14)
φβi =
{
λi1Vα β = α
0 else
, (1.20)
with λi ∈ C. Thus we have an obvious isomorphism
HomG(W,Vα)
∼−→ Cmα (1.21)
and the statement follows.
The unitary representations of a finite group G, somewhat surprisingly, provide us with an or-
thonormal basis of the group algebra. Here we prove a first part of this fact:
Theorem 1.16 (Schur Orthogonality Relations, Part I). Let G be a finite Group. Let α label the
equivalence classes of irreducible representations of G and pick a unitary representative Uα : G →
U(Vα) from each class. Then
(Uαij , Uβkl) = δαβδikδjl
1
dα
, (1.22)
where (·, ·) is the inner product of the group algebra (1.14) and dα = dim(Vα).
Proof. for two fixed unitary irreducible representations Uα, Uβ we define for each map A ∈ Hom(Vα, Vβ)
an associated element A] ∈ HomG(Vα, Vβ) by
A] =
1
|G|
∑
g∈G
Uβ(g
−1)AUα(g). (1.23)
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If now E(ij) is the standard basis of the space of dα× dβ-matrices Cdα×dβ ∼= Hom(Vα, Vβ), i.e. E(ij)k l =
δikδlj , then (
E(ij)
)]
kl
= (Uαik, Uβjl) (1.24)
According to Schur’s lemma (Lemma 1.14) we have HomG(Vα, Vβ) = Cδαβ1Vα . So with the above
equation we already get (Uαik, Uβjl) = 0 if α 6= β.
For α = β we have δij = trE
(ij) = tr
(
E(ij)
)]
= tr(λ1Vα) = dαλ, hence λ = δij
1
dα
and thus
(Uαik, Uαjl) = δijδkl
1
dα
. (1.25)
This proves (1.22).
1.3.1 Restriction and Induction
Given a Group G with a representation V and a subgroup H ⊂ G it is straightforward to define a
representation of H on V by restriction. for this representation we write V ↓GH . A little less obvious
is the construction of a representation W of G from a representation V of H. To define this recipe
called induction we need the definition of a
Definition 1.17 (Transversal). Let G be a group and H ⊂ G a subgroup. A subset T ⊂ G is called
(left) transversal for H, if
(i) TH = G
(ii) xH ∩ yH = ∅ ∀x, y ∈ T, x 6= y.
The above definition is equivalent to saying that a transversal for H in G contains exactly one
element from each (left) coset. Let us now define the
Definition 1.18 (Induced Representation). Let G be a group, H ⊂ G a subgroup and (φ, V ) a
representation of H. Furthermore set φ(g) = 0 for g ∈ G \ H and fix and order a transversal
T = (t1, ..., tk). Then we define the induced representation φ↑GH on W = V ⊕k by
φ↑GH (g) =
 φ(t1gt
−1
1 ) . . . φ(t1gt
−1
k )
...
. . .
...
φ(tkgt
−1
1 ) . . . φ(tkgt
−1
k )
 . (1.26)
It is straightforward to verify that the induced representation is a representation and that induced
representations corresponding to different transversals of the same subgroup are isomorphic. While
being easily explained in simple terms, the above construction is somewhat dissatisfactory because it
first uses a transversal and it has to be proven afterwards that the construction doesn’t depend on it.
This can be circumvented by giving the definition in terms of a generalized notion of tensor products.
Definition 1.19 (Tensor Product). Let R be a ring, M a right R-module and N a left R-module.
Let F = Z(M ×N) be the free Abelian group over the Cartesian product of M and N and define the
subgroup I generated by the set S = S1 ∪ S2,
S1 =
{
(x+ y)× z − x× z − y × z
∣∣∣x, y ∈M, z ∈ N} (1.27)
S2 =
{
(xα)× y − x× (αy)
∣∣∣x ∈M,y ∈ N,α ∈ R} . (1.28)
Then
M ⊗R N = F/I (1.29)
Is the R-tensor-product of M and N . Whenever M is also a left R′-module for another ring R′,
M ⊗R N is a left R′ module as well, and when N is also a right R′′-module for yet another ring R′′,
M ⊗R N is a right R′′-module as well.
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Note that this definition specializes to the usual definition of a tensor product between vector
spaces if R = F is a field.
We are now in the position to give a transversal independent definition of the induced representa-
tion:
Definition 1.20 (Induced Representation, 2nd Definition). Let F be a field, G be a group, H ⊂ G a
subgroup and (φ, V ) a F-representation of H. This is equivalent to stating that V is a FH-left-module.
Then then induced representation is the FG-left-module
V ↑GH= (FG)⊗FH V. (1.30)
Note that FG is a FH-bimodule for any subgroup H ⊂ G. To recover the transversal de-
pendent construction, we choose a left-transversal T =
{
t1, ..., t|G|/|H|
}
and observe that the set{
t⊗FH v
∣∣∣t ∈ T, v ∈ B} generates V ↑GH for any basis B of V .
1.3.2 Character Theory
Character theory is a powerful means of analyzing group representations. Given a representation
(φα, Vα) of a finite group G, we define its character as the map (group algebra element)
χα : G→ C, g 7→ trφα(g). (1.31)
Note that, for the purpose of a clear definition of the character, we have temporarily reintroduced
the distinction between the representation (-map) φ and the representation space V . The characters
are in the center of A(G) denoted by Z(G), which follows from the fact that they are constant on
conjugacy classes:
χ(h−1gh) = trφ(h−1gh) = tr(φ(h)−1φ(g)φ(h) = trφ(g) = χ(g) (1.32)
The characters of equivalent representations are identical, as the trace is basis independent and the
transition to an equivalent representation can be viewed as a basis change. It follows directly from
the Schur orthogonality relations, Theorem 1.16 that the characters are orthonormal in A(G), i.e.
(χα, χβ) = δαβ. (1.33)
This provides us with a way finding the multiplicity of an irreducible representation in a given repre-
sentation far simpler that Corollary 1.15. If an arbitrary representation W has a decomposition into
irreducible representations
W =
⊕
α
V ⊕mαα , (1.34)
then its character is easily determined to be
χW =
∑
α
mαχα, (1.35)
and hence, using (1.33),
(χα, χW ) = mα. (1.36)
All the above can be summarized by the statement that an equivalence class of representations is
uniquely determined by its character and that the irreducible characters are orthonormal.
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1.3.3 The Regular Representation
Let G be a group. Consider the action
R : G× CG→ CG, (h,
∑
αgg) 7→
∑
αh−1gg (1.37)
on the group algebra as a vector space. Let G for now be finite. Using the theory of characters
introduced in the last subsection we can analyze the regular representation. It’s character is
χR(g) =
{
|G| g = e
0 else
, (1.38)
as gh 6= h if g 6= e. Explicitly calculating the inner product of χR with the irreducible representations
yields
(χR, χV ) = dimV (1.39)
which implies that the decomposition of the Regular representation into a sum of irreducible repre-
sentations is
CG =
⊕
V irrep of G
V ⊗ dimV
∼=
⊕
V irrep of G
V ⊗ V (1.40)
The last expression reflects the fact that there is, in addition to the left action (1.37), a right action
R′ : G× CG→ CG, (h,
∑
αgg) 7→
∑
αghg (1.41)
which commutes with the former. From the decomposition (1.40) we also get an explicit formula for
the cardinality of the group in terms of the dimensions of its irreducible representations,
|G| =
∑
V irrep of G
(dimV )2. (1.42)
We are now ready to prove part two of Theorem 1.16.
Theorem 1.21 (Schur orthogonality relations, Part II). Let G be a finite Group. Let α label the
equivalence classes of irreducible representations of G and pick a unitary representative Uα : G →
U(Vα). Then {Uαij} is a basis of A(G), and the α components don’t mix in the sense that
UαijUβkl = δαβδjk
|G|
dα
Uαil (1.43)
Proof. In Theorem 1.16 we already saw that {Uαij} is an orthogonal set and in particular linearly
independent. But Equation 1.42 directly implies |{Uαij}| = dimA(G), hence {Uαij} is indeed a basis.
For the last part of the theorem, let us calculate
(UαijUβkl, Uγmn) =
1
|G|
∑
x,y∈G
U∗αij(xy
−1)U∗βkl(y)Uγmn(x)
=
1
|G|
∑
x,y∈G
dα∑
s=1
U∗αis(x)Uαjs(y)U
∗
βkl(y)Uγmn(x)
= |G|
∑
s
(Uαis, Uγmn) (Uβkl, Uαjs)
=
|G|
d2α
δαβδαγδimδlnδjk, (1.44)
where for the second equality we used the properties of a unitary representation and for the third
one we used Theorem 1.16. Using the orthonormal basis property proven above this implies the
multiplication law (1.43).
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The last result implies that the group algebra of a finite group G is isomorphic to the direct sum
of the matrix algebras over the irreducible representation spaces,
A(G) ∼=
⊕
α
End(Cdα), (1.45)
for example via the isomorphism
A(G) ∼−→
⊕
α
End(Cdα)
∑
α
dα∑
i,j=1
aαijUαij 7→
⊕
α
Aα with (Aα)ij = aαij , (1.46)
where in the second line we fixed a set of unitary irreducible representations, or, equivalently, a basis
for each Cdα to choose a definite isomorphism. Can we explicitly find minimal projections of A(G)
as well as its center? According to Theorem 1.21 the diagonal elements of any irreducible unitary
representation are proportional to projections, and in view of (1.46) they are also minimal. In view of
the decomposition (1.40) they project onto a single copy of the corresponding irreducible representation
with respect to the right action (1.41). The isomorphism (1.46) also implies, together with (1.33) that
the set of irreducible characters forms an orthonormal basis of Z(G). The multiplication rule (1.43)
from Theorem 1.21 implies furthermore that the irreducible characters must square to multiples of
themselves, in fact, explicitly exploiting (1.43),
χαχα =
|G|
dα
χα, (1.47)
and therefore
piα =
dα
|G|χα (1.48)
are the minimal central projections. Now consider an arbitrary representation W of G with decompo-
sition into irreducible representations
W =
⊕
α
V ⊕mαα . (1.49)
As in the group algebra χα projects onto the Vα irreducible component, χα acts on W by projecting
onto V ⊕mαα .
1.3.4 Irreducible representations of Sn
We want to identify the irreducible representations of the symmetric group Sn, i.e. the permutation
group of n elements. To this end, we make use of the regular representation as it contains all irreducible
representations of a finite group. Let us first introduce the important tool called young diagrams.
Given a partition λ = (λ1, λ2, ..., λd) of n ∈ N into a sum of non increasing numbers λi ∈ N we can
define the corresponding
Definition 1.22 (Young Diagram). A Young diagram is a subset T ⊂ N+×N+ for which the following
holds:
(n,m) ∈ T =⇒ (k,m) ∈ T ∀k < n and (n, l) ∈ T ∀l < m (1.50)
Elements of a Young diagram are called boxes, subsets with constant first component are called
columns, such with constant second component rows. For a Young diagram λ of n boxes we write
λ ` n, for a Young diagram of n Boxes and at most d rows λ ` (n, d).
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The picture one should have in mind reading this definition is the one obtained by taking an empty
box for each element of T and arranging them in a diagram such that the “origin” of N+ × N+ is in
the upper left corner:
λ =
This example corresponds to a partition of n = 13, namely 13 = 5 + 3 + 2 + 2 + 1. We also write
λ = (53221). A Young diagram filled with numbers is called a Young tableau:
1 2 4
3 ,
1 1 2
2
The first kind is called standard, the second semistandard:
Definition 1.23. A Young tableau T of shape λ is a Young diagram λ with a number in each box.
We also write sh(T ) = λ. A standard Young tableau is a Young diagram of n boxes that is filled with
the numbers from 1 to n such that numbers increase from left to right along each row and down each
column. A semistandard Young tableau is a Young diagram filled with numbers which are nondecreasing
along each row and increasing down each column. We write T (λ), S(λ) and s(λ, d) for the sets of
Young tableaux filled with the numbers 1 to n, the standard Young tableaux and the semistandard
Young Tableaux with entries smaller or equal to d, respectively.
A standard Young tableau T of shape λ ` n defines two subgroups of Sn, one that permutes the
entries of the rows, RT , and one that permutes the entries of the columns, CT . Define the group
algebra elements
rT =
∑
r∈RT
r
cT =
∑
c∈CT
sgn(c)c
eT = rT cT (1.51)
The last one, eT , is proportional to a minimal projection
e2T =
k!
dimVλ
eT (1.52)
and is called the young symmetrizer. As a minimal projection, according to the discussion in section
1.3.3, it projects onto a single copy of an irreducible representation in the decomposition of the group
algebra A(Sn) with respect to the right action of Sn.
Another way of constructing the representations of Sn is to stop after symmetrizing the rows of a
Young tableau and looking at the corresponding representation, that is
Sn #Mλ = C
{
T ∈ T (λ)∣∣T (i, j) ≤ T (i, j + 1)} (1.53)
where the action is defined by permuting the entries and then resorting the rows. Tableaux whose
rows are ordered but their columns are not are called row-standard. This representation is called
permutation module. It can also be constructed in a different way. Each Young diagram λ ` n defines
a subgroup of Sn, the so called Young subgroup Sλ :∼= Sλ1 × ... × Sλn with Sλ1 permutes the first λ1
elements, Sλ2 permutes λ1+1, ..., λ1+λ2 etc. Then it is easy to verify that the permutation module M
λ
is the representation of Sn induced by the trivial representation of the corresponding Young subgroup
Sλ, as a formula M
λ = 1↑SnSλ .
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What is the relation between the permutation modules and the irreducible representations of Sn,
which are also called Specht modules? The permutation module Mλ contains the irreducible represen-
tation [λ] exactly once, and otherwise only contains irreducible representations [µ] with µ ` |λ| and
µ  λ, i.e.
Mλ ∼=
⊕
µλ
Kµλ[µ], (1.54)
the multiplicities Kµλ are called Kostka numbers. These numbers have a simple combinatorial de-
scription: Define the set s(λ, µ) of semistandard Young tableau with shape λ and content µ, i.e. the
numbers in the tableau have frequency µ as a string. Then the Kostka number Kµλ is the number of
such tableaux,
Kµλ = |s(λ, µ)| (1.55)
1.3.5 Irreducible Representations of the Unitary Group
The unitary group U(n) is defined as the group of endomorphisms of Cn that leaves the standard
inner product invariant. It is a Lie group and we can easily find its Lie algebra. For X ∈ Cn×n with
X† = −X, eX ∈ U(n). Also eX 6∈ U(n) if X is not antihermitian, so the Lie algebra u(n) is the set
of antihermitian n × n-matrices. If we look at an arbitrary (finite dimensional, unitary) irreducible
representation U of U(n), we know that for the restriction to the Abelian subgroup
H(n) = {U ∈ U(n)|U diagonal} ∼= U(1)×n (1.56)
of diagonal unitaries (in some fixed basis) – a Cartan subgroup – there is a basis {|vi〉} of U where it
also acts diagonal. The holomorphic irreducible representations of H(n) are just
diag(u1, ..., un) 7→
n∏
i=1
uλii (1.57)
for some λ ∈ Zn, so to each basis vector |vi〉 there is a λ ∈ Zn such that for all u = diag(u1, u2, ..., un) ∈
H(n) we have
u |vi〉 =
n∏
j=1
u
λj
j |vi〉 . (1.58)
Such a vector is called a weight vector, and λ is called its weight. This translates to a similar property
in the Lie algebra. The restriction to Lie subalgebra h(n) corresponding to H(n) of the Lie algebra
representation defined on U acts diagonally in the same basis, for h ∈ h(n) we get
h |vi〉 =
n∑
j=1
hjλj |vi〉 (1.59)
This procedure of diagonalizing the action of a Cartan subgroup and the corresponding Cartan sub-
algebra can also be done for the adjoint representation (see Section 1.2.1). The weights that are
encountered there are called roots, the vector space they live in is called root space. The structure of
the root lattice generated by the roots captures the properties of the underlying Lie group.
Let us now look at the complexified Lie algebra u(d)C = gl(n) = Cn×n. The representations of a
real Lie algebra and its complexification are in a one to one correspondence, see e.g. [9]. Define the
standard basis of Cn×n to be the set of matrices Eij which have a one at position (i, j) and are zero
elsewhere. This basis is an eigenbasis of the adjoint action defined in (1.12), because
[diag(h1, ..., hn), Eij ] = (hi − hj)Eij . (1.60)
Using the matrices Eij , which are the multidimensional analogues of the well known ladder operators
of SU(2) we can reconstruct the whole irreducible representation. Let us consider an ordering on the
set of weights, for example the lexicographical order, that is
λ < µ :⇔ λ 6= µ and λs < µs for s = min {s|λs 6= µs} . (1.61)
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Note that this ordering is arbitrarily chosen. This is equivalent to choosing an irrational functional in
the dual of the root space and thus totally ordering the roots. Looking at an arbitrary representation
U again, because dimU < ∞ we can find a highest weight λ and at least one corresponding weight
vector |vλ〉. It turns out that this highest weight vector is unique. But first take h ∈ h(n) and calculate
hEij |vλ〉 = [h,Eij ] |vλ〉+ Eij
n∑
j=1
hjλj |vλ〉 =
hi − hj + n∑
j=1
hjλj
Eij |vλ〉 (1.62)
so either Eij |vλ〉 is zero, or it is a weight vector for the weight λ+ ij where (ij)k = δik − δjk. Because
λ is the highest weight, Eij |vλ〉 = 0 for i > j. For fixed i < j look at the three Lie algebra Elements
H = Eii − Ejj ,
X = Eij and
Y = Eji. (1.63)
Then {H,X, Y } is a Lie subalgebra isomorphic to su(2)C = sl(2), as [H,X] = 2X, [H,Y ] = −2Y
and [X,Y ] = H, so |vλ〉 generates a 2 (λi − λj)+1-dimensional representation of sl(2). In this fashion
repeated application of the Eij , i < j, yields a basis for the irreducible representation U .
1.3.6 Schur-Weyl Duality
In this section I shortly explain the Schur-Weyl duality theorem. A good introduction to this topic
can, for example, be found in [15]. This will be important when I consider similar constructions in
Chapter 6.
Consider the tensor product space
(
Cd
)⊗n
. The symmetric group Sn has a natural unitary action
on that space by permuting the tensor factors, i.e.
pi |v1〉 ⊗ |v2〉 ⊗ ...⊗ |vn〉 =
∣∣vpi−1(1)〉⊗ ∣∣vpi−1(2)〉⊗ ...⊗ ∣∣vpi−1(n)〉 , (1.64)
And U(d) acts via its tensor representation, i.e. for U ∈ U(d),
U · |ei1〉 ⊗ |ei2〉 ⊗ ...⊗ |ein〉 = (U |ei1〉)⊗ (U |ei2〉)⊗ ...⊗ (U |ein〉) (1.65)
Obviously the two actions commute. But even more is true, that is, the subalgebras of End
((
Cd
)⊗n)
generated by the two representations are each others commutants. The Schur-Weyl duality theorem
then states that (
Cd
)⊗n ∼= ⊕
λ`(n,d)
[λ]⊗ Vλ (1.66)
where [λ] is the the representation projected out by the central projection corresponding to the frame
λ and Vλ is the representation of U(d) with highest weight λ.
Of course the representation of the group extends by linearity to a representation of the group
algebra. Recall the definition of the Young symmetrizer eT corresponding to a standard young tableau
T of shape λ ` (n, d). It projects onto a single vector in the representation [λ] of Sn so it projects
onto a space of dimension equal to the multiplicity of [λ] in the representation (1.64). More precisely,
because [λ] is paired with Uλ ind (1.66), eT actually projects onto a copy of Uλ.
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Chapter 2
Physical and Information Theoretical
Background
2.1 Classical Information Theory
In the following chapter I first give a short introduction into the mathematical formalism of classical
information theory. In the subsequent sections I introduce the Shannon entropy, investigate its basic
properties, and describe the convex geometry framework used to describe joint and marginal entropies
of a multipartite random variable. Finally I give a short example how characterization results for the
entropy cone are useful in applications by elaborating the connection to network coding.
In classical information theory states are modeled as measurable functions X : Ω→ X called ran-
dom variables, where (Ω,X,P) is a probability space and X is a discrete set called alphabet. Explaining
the concept of a probability space at length lies beyond the scope of this thesis, an introduction can
be found in [33]. In simple words, Ω is just a set, X ⊂ 2Ω is a sigma algebra of measurable sets, and
P : X→ [0, 1] is a measure with the additional requirement that P(Ω) = 1 called probability measure.
As most of the following is concerned with random variables on finite alphabets, it is enough to know
that X is an object that outputs elements from this alphabet with fixed probabilities given by the
corresponding probability distribution
pX : X → [0, 1], x 7→ P(X−1({x})) (2.1)
A realization of a random variable is called a variate. The set of all probability distributions for n
outcomes is an n− 1-simplex
Pn =
{
p ∈ Rn≥0
∣∣∣ n∑
i=1
pi = 1
}
(2.2)
called probability simplex. We also call the elements of the probability simplex probability vectors,
especially if no corresponding alphabet is specified.
To quantify the information content of a random variable, or, in other words, the information that
is gained by learning its outcome, information theory uses certain functions called entropies.
2.1.1 The Shannon Information Measures
Entropies play a key role in information theory, classical and quantum. In fact, they did so right from
the beginning, Shannon introduced the entropy that was later named after him in the very same paper
that is said to constitute the birth of modern information theory. Entropies are functionals on the
state space of the respective information theory that quantify the average information content of a
state. In classical information theory, the Shannon entropy of a random variable X on some alphabet
X is defined as
H(X) = −
∑
x∈X
pX(x) log pX(x). (2.3)
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Note that we omit the subscript X if it is clear from context to which random variable the probability
distribution belongs. Observe moreover that the Shannon entropy only depends on the probability
distribution p of X, therefore we also write H(p) sometimes. Originally, Shannon derived this entropy,
up to a constant factor, from the following simple axioms [55]:
1. H should be continuous in the pi
2. for a uniform distribution H should monotonically increase with the number of possible outcomes
3. If pi = qj,ip¯j describing a two step random process, then H should be the weighted sum of the
entropies of the steps:
H(p) = H(p¯) +
∑
j
pjH(qj) (2.4)
However, the clearest justification for the claim that this of all functionals quantifies the information
content of X is due to the famous
Theorem 2.1 (Noiseless Coding Theorem ([55], Theorem 9)). Let a source produce independent copies
of a random variable X and let C be a channel with capacity C. Then each rate R < CH(X) of perfect
transmission of letters can be achieved, and each rate R > CH(X) is impossible to achieve.
This provides us with a connection to our intuitive understanding of information: Suppose the
channel is just a device that perfectly transmits bits. Then the capacity is 1 and the coding theorem
implies that we need on average at least H(X) bits to encode X.
Let us review some basic properties of the Shannon entropy. The Shannon entropy is nonnegative,
H(X) ≥ 0, (2.5)
as 0 ≤ p(x) ≤ 1 ∀x ∈ X . Looking at more than one random variable, there are several quantities
commonly used in information theory that are defined in terms of the entropies of their joint and
marginal distributions. Considering two random variables X and Y we define the conditional entropy
H(X|Y ) =
∑
x,y∈X
p(x, y) log(p(x|y))
=
∑
x,y∈X
p(x, y) log(
p(x, y)
p(y)
)
=
∑
x,y∈X
p(x, y) (log(p(x, y))− log(p(y)))
= H(XY )−H(Y ), (2.6)
where H(XY ) is the natural extension of the Shannon entropy to many random variables, that is the
Shannon entropy of the random variable Z : Ω→ X ×X , ω 7→ (X(ω), Y (ω)). Note that we assumed
for notational convenience that X and Y are defined on the same alphabet. The conditional entropy
has a very intuitive operational interpretation as well. Suppose we want to encode a string of X-
variates but we know that the receiver has The corresponding string of Y -variates as side information
to help him decode the message. Then we can achieve a rate no better than H(X|Y ).
Another information measure also defined by Shannon is the mutual information of two random
variables X and Y ,
I(X : Y ) = H(XY )−H(X|Y )−H(Y |X)
= H(X) +H(Y )−H(XY ) = H(X)−H(X|Y ) = H(Y )−H(Y |X). (2.7)
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Like the other quantities the mutual information has a precise operational meaning, that is, it is the
average information about X that is gained by looking at Y , or vice versa. As the Shannon entropy
itself, also for the mutual information one can define a conditional version, the conditional mutual
information that is obtained by taking one of the expressions (2.7) for the mutual information and
conditioning on another random variable Z,
I(X : Y |Z) = H(XY |Z)−H(X|Y Z)−H(Y |XZ)
= H(XY Z)−H(Z)−H(XY Z) +H(Y Z)−H(XY Z) +H(XZ) (2.8)
= H(XZ) +H(Y Z)−H(XY Z)−H(Z) (2.9)
The conditional mutual information is nonnegative, i.e.
I(X : Y |Z) ≥ 0. (2.10)
A proof for that fact can be found in [59], an alternative proof using type classes is given in Section 6.2.1.
It follows that all Shannon information measures introduced above are nonnegative, as, with a trivial
random variable δ that has probability 1 for a certain outcome and zero elsewhere, H(X) = I(X : X|δ),
H(X|Y ) = I(X : X|Y ) and I(X : Y ) = I(X : Y |δ). The inequalities ensuring positivities of the
Shannon information measures and linear combinations of these are said to be of Shannon type.
Another information theoretic quantity that is related to the Shannon entropy is the relative
entropy. Given two random variables X and Y on the same alphabet X , it is defined as
H(X‖Y ) =
{∑
x∈X p(x) log
(
p(x)
q(x)
)
p(x) = 0∀x ∈ X with q(x) = 0
∞ else
. (2.11)
It is used in the literature under a variety of other names such as information distance, information
divergence or Kullback-Leibler-distance. In the next section it will appear in the context of quantum
information theory as well, where it serves as a distance measure between spectra. Note that H(X‖Y )
is not a metric, although it is called a “distance”.
An important result from classical information theory is the asymptotic equipartition property.
It can be understood as a strengthening of the law of large numbers for random variables on finite
alphabets, as it implies, among other statements, convergence of the empirical distribution of a sample.
Theorem 2.2 (Asymptotic Equipartition Property). Let Xi, i ∈ N be independent and identically
distributed on a finite alphabet X according to a probability distribution p. Then
− 1
n
log p(X1, ..., Xn)→ H(p) (2.12)
in probability1 for n→∞.
The proof using the law of large numbers (which is probably more widely known among physicist)
is very simple and therefore I include it here for completeness.
Proof. [18] As the random variables Xi are independent, so are Yi = − log(p(xi)). Hence by the law
of large numbers the mean value Y i :=
1
n
∑i
j=1 Yj converges to the expectation value in probability,
which is equal to the Shannon entropy H(p).
This theorem implies, that there is a subset A ⊂ X n of size approximately 2nH(p) such that
P(A) n→∞−→ 1.
1A sequence of random variables (Zi)i∈N with range in a metric space converges to a random variable Z∞ in probability,
if P (|Zi − Z∞| > )→ 0∀ > 0.
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2.1.2 The Classical Entropy Cone
As seen in the last section, interesting non-trivial constraints govern the Shannon entropies of a
number of random variables. In this section I introduce the formalism to treat the characterization of
the entropies of a collection of random variables.
Consider a collection of random variables X1, X2, ..., Xn. Then for each I ⊂ [n] = {1, 2, ..., n} there
is an entropy H (XI) = H ((Xi)i∈I), 2n entropies in total, where we adopt the convention H(X∅) = 0,
i.e. the Shannon entropy of zero random variables is zero. Each such collection defines an entropy
vector (H(XI))I⊂[n] ∈ R2n := Vn. We call Vn the entropy space and we denote its standard basis
vectors by {e(I)|I ⊂ [n]}. For fixed n, define the set of all such vectors
Σn =
{
h(X) ∈ Vn|X = (Xi)i∈[n], Xi random variables
}
, (2.13)
where h(X) = (H(XI))I⊂[n] is the entropy function. It turns out that its topological closure Σn is a
convex cone [60]. One could think that Σn were closed itself because of the continuity of the Shannon
entropy and thus a cone. This is not the case for the following reason: The Shannon entropy is
continuous only for a fixed finite alphabet. It may happen, however, that some points in the closure
of Σn can only be approached by sequences where the alphabet sizes of the corresponding random
variables are not bounded. Matusˇ later proved that ri(Σn) ⊂ Σn [47, Theorem 1], where ri(A) denotes
the relative interior of A, i.e. the interior of A in the topology of spanA. This means, that the only
points in Σn that cannot be realized by random variables on a finite alphabet are located on the
boundary of A. The proof of that fact also produces the dimension of Σn as a byproduct:
Proposition 2.3 ([47]). dim Σn = 2
n − 1
Proof. Let Y be a fair coin and T a trivial random variable. For each I ⊂ [n] define a collection of
random variables
(
X
(I)
j
)
j∈[n]
such that
X
(I)
j =
{
Y j ∈ I
T else
. (2.14)
Then we have
v
(I)
J := h
(
X(I)
)
J
=
{
0 I ∩ J = ∅
1 else
. (2.15)
Consider the linear map
A : Vn → Vn
v 7→ w with wI =
∑
K⊂I
(−1)|I\K| (v[n] − v[n]\K) . (2.16)
It follows from an elementary calculation that
Av(I) = e(I), ∅ 6= I ⊂ [n] (2.17)
Therefore, as the family
(
e(I)
)
∅6=I⊂[n] is linearly independent, so is the family
(
v(I)
)
∅6=I⊂[n], and we
have
2n − 1 = dim span{e(I)|∅ 6= I ⊂ [n]}
= dim span{v(I)|I ⊂ [n]}
≤ dim spanΣn
= dim Σn. (2.18)
But v∅ = 0 for all v ∈ Σn and dimVn = 2n, so dim Σn ≤ 2n − 1, ergo dim Σn = 2n − 1.
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It is an important problem to characterize this cone. One way to do this is to find linear inequalities
for Σn, e.g. H(XI) ≥ 0∀I ⊂ [n]. For a long time it was not known whether there are more inequalities
in addition to the Shannon type inequalities, i.e. the positivity conditions for the Shannon information
measures introduced in the last section. It was not until almost fifty years after Claude Shannon’s
seminal work [55] until Yeung and Zhang discovered a new, non Shannon type inequality [60]. This
new inequality is quite complicated, in its compact form using conditional mutual informations it reads
I(X1 : X2) + I(X1 : X34) + 3I(X3 : X4|X1) + I(X3 : X4|X2)− 2I(X3 : X4) ≥ 0. (2.19)
Expanding it into Shannon entropies we get the lengthy expression
−H(1)−2H(3)−2H(4)−2H(12)+3H(34)+3H(31)+3H(41)+H(32)+H(42)−4H(134)−H(234) ≥ 0.
(2.20)
None of the two expressions has an operational meaning easily accessible to understanding, nevertheless
it can be shown that non Shannon-type information inequalities play a role, for example in entropic
marginal problems [24] or network coding [20].
Later Matusˇ found an infinite family of independent inequalities [46] for four or more random
variables. In addition he proved that infinitely many of them define facets, proving that the cone is
not polyhedral, i.e. its base is not a polytope.
Let us formalize the notion of an information inequality. Looking at the vector space Vn that
contains Σn we see that we can identify a linear information inequality with an element of its dual
space. An element f ∈ V ∗n ∼= Vn corresponds to a valid information inequality if∑
I⊂[n]
fIH(XI) ≥ 0 (2.21)
for all sets of random variables (X1, ..., Xn). Or, without explicit reference to random variables, ergo
in purely geometric terms, f corresponds to a valid information inequality if and only if
f(x) ≥ 0∀x ∈ Σn, (2.22)
which means that the dual cone Σ∗n is exactly the set of valid information inequalities. Let us call an
information inequality essential for Σn, if it is an extremal ray of Σ
∗
n. That is equivalent to the fact
that that it defines a facet of Σn.
There is an important subcone of Σ∗n, that is the set of all balanced information inequalities. A
functional f ∈ V ∗n is defined to be balanced, if∑
I3i
fI = 0∀ i ∈ [n]. (2.23)
The n equations above are independent, i.e. they define a subspace Bn ⊂ V ∗n with dim(Bn) = 2n − n.
The subset of valid information inequalities in Bn is the cone of balanced information inequalities,
Σ∗n,b = Σ
∗
n ∩Bn. (2.24)
Closely related is the notion of residual weights introduced by Chan [12]. Given a functional f ∈ V ∗n ,
its ith residual weight is defined by
ri(f) =
∑
I3i
fI . (2.25)
The definition is equivalent to saying that the ith residual weight of f is defined by ri(f) = f(v
(i))
with v(i) ∈ Σn, v(i)I = |{i} ∩ I|.
In 2002 Chan and Yeung proved a theorem that provides an algebraic characterization of the
classical entropy cone by connecting entropies and subgroup sizes:
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Theorem 2.4 ([13]). Let X = (Xi)i∈[n] be an n-partite random variable. Then there exits a sequence
of tuples of finite groups (G,G1, G2, ..., Gn)k, k ∈ N with Gi ⊂ G subgroups, such that
H(XI) = lim
k→∞
1
k
log
|G|
|GI | ∀I ⊂ [n] (2.26)
where GI =
⋂
i∈I Gi. Conversely, for any group tuple (G,G1, G2, ..., Gn) there is a random variable
Y = (YI)I⊂[n] such that
H(YI) = log
|G|
|GI | (2.27)
On the one hand this is a very nice result as it provides us with an additional toolbox for attacking
the entropy cone problem. On the other hand, finite groups are completely characterized indeed [3],
but this characterization is hugely complicated and suggests that one should not expect too much of
a simplification switching from entropies to finite groups.
Application: Network Coding
Entropy inequalities are extremely useful in practice. For example they are the laws constraining
network codes. Although not widely used as of today, the current research effort indicates that network
coding will be commercially applied in the future (see for example [48], Chapter 4.2 or [30, 51]).
The following short introduction to network coding is similar to the one in [58]. To get an idea how
network coding can be useful let us first understand how almost the entire network infrastructure of
today’s world works. We can describe a network as a directed graph, where each vertex represents a
node and each edge represents a channel. Each edge also has a number assigned to it which is the
capacity. The common store-and-forward network architecture amounts to mere routing: A message
is encoded by the sender node, then it is routed through the network to the receiver node, where
it is decoded. This protocol is optimal for exactly one sender and one receiver being active in the
network. But already when to nodes want to exchange a pair of messages, there are conceivable
network scenarios where a store-and-forward protocol cannot reach the maximum possible capacity.
Network coding means that not only sender and receiver may perform coding operations, but also
intermediate nodes. This provides an advantage in a variety of scenarios, one of which is described in
the following paragraph.
Example To see how network coding protocols can outperform store-and-forward protocols [59]
consider the following situation. Let Alice and Bob be situated on two different continents. They
want to communicate over a satellite that can perform one of two operations per time interval, it
can either receive a unit message from one sender or broadcast a unit message. This system can
be described by the graph shown in Figure 2.1. Now assume Alice and bob want to exchange unit
messages mA and mB. With a store-and-forward protocol this needs 4 time intervals:
1. A sends mA to the satellite
2. B sends mB to the satellite
3. The satellite broadcasts mA
4. The satellite broadcasts mB
However, if we allow the satellite to perform a very simple coding computation, the communication
task can be completed within 3 time intervals:
1. A sends mA to the satellite
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A B
R
S
Satellite
Figure 2.1: Directed graph representing a satellite communication scenario. ’A’ and ’B’ stand for
Alice and Bob, the two communication partners, ’R’ stands for receiver and ’S’ for sender, and it is
assumed that each channel represented by an arrow has unit capacity, R can receive from the left or
from the right channel but not both and that only R or S can be active at the same time.
2. B sends mB to the satellite
3. The satellite broadcasts mS = mA ⊕mB
Here ⊕ denotes modulo two addition. Alice can now decode mB = mS ⊕mA because she already has
mA and Bob can in the same fashion compute mA = mS ⊕mB.
In this simple example network coding was able to outperform routing by 25
To mathematically formalize a general network coding scenario, let us recall some notions from
graph theory.
Definition 2.5 (Graph, Multigraph). A graph G is a pair G = (V,E), where V is a finite set called
vertex set, and E ⊂
{
{x, y}
∣∣∣x, y ∈ V } is called edge set. In a directed graph the edge set contains
ordered pairs, i.e. E ⊂ V ×V , we say an edge e = (v, w) points from v to w. In a (directed) multigraph
the edges from a multiset of (ordered) pairs from V .
The pictures to have in mind reading this definition are shown in Figure 2.2. For a vertex v ∈ V of
directed graph G = (V,E) we denote by in(v) ⊂ E the set of edges pointing at v, and by out(v) ⊂ E
the set of vertices pointing away from v.
A general network communication scenario can be described by the following data:
• A directed graph G = V,E. The vertices represent nodes in the network, the edges represent
communication channels.
• A map P : V → {s,n, t} which specifies whether a node is a source node (s), a regular node (n)
or a target node (t). define S = P−1({s}) and T = P−1({t}).
• A map C : E → R+ which specifies the capacity of each channel
• A map ω : S → R+ specifying the rate of the sources. We write ωs := ω(s).
• A map D : T → 2S to specify which target needs to receive which sources’ information
For convenience of notation continue ω to all vertices by setting ωv = 0 ∀v 6∈ S. A Network code is
now an assignment of random variables (Xv)v∈V and (Ye)e∈E such that the following conditions are
satisfied:
1. H(XS) =
∑
s∈S H(Xs)
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(a) Graph (b) Directed graph
(c) Multigraph (d) Directed Multigraph
Figure 2.2: Pictures of different graph notions.
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2. H(Xv) ≥ ωv
3. H
(
Ye|Yin(v), Xv
)
= 0 for all e = (v, w) ∈ E
4. H(Ye) ≤ C(e)
5. H
(
XD(t)|Yin(t)
)
= 0
These conditions mean that the source variables are independent (1.), that they can encode the amount
of information given by the source rate (2.), that information transmitted through a channel should
be a function of the information available at the sender node (3.), that the information send through a
channel is bounded by its capacity (4.), and finally that the information intended for the target node
t is actually available there (5.).
Having found such random variables, we have solved the task to distribute the information as
intended in one time step. We say a rate tuple ω = (ωs)s∈S is asymptotically achievable for a certain
network with capacities C if for all  ≥ 0 there exists a n ∈ N such that there is a network code for
the rate tuple (n(ωs − ))s∈S and capacities nC. (Note that this notion is simplified compared to the
one in [59] to concisely present the concepts. For a practically more relevant definition of achievable
information rate see e.g. the aforementioned introductory text [59].) The connection to the Shannon
entropy cone becomes clear now. Let
L1 :=
{
h ∈ R2|V |+|E| |hS =
∑
s∈S
hs
}
(2.28)
the set of vectors in R2
|V |+|E|
that satisfies condition 1, and let L2 to L5 be defined in an analogous
way. Furthermore define the projection onto the source node entropies
ΠS : R
2|V |+|E| → R|S|
h 7→ (hs)s∈S . (2.29)
Then a rate tuple ω is directly achievable if and only if
ω ∈ ΠS
[
Σ|V |+|E| ∩ L1 ∩ L3 ∩ L4 ∩ L5
]
(2.30)
A similar characterization result can be proven for asymptotically achievable rates ([59], Theorem
21.5). The implications of this result are far-reaching: As pointed out in the introduction, we can
expect network coding to be used in communication infrastructure in the not too far future. But we
are far from being able to even determine the maximum achievable rate region for a general network,
let alone finding an actual implementation that achieves it. This shows that the study of the Entropy
cone is far from being of purely academic interest.
2.1.3 Classical Marginal Problem
Let us first look at a geometric marginal problem to get an idea what makes marginal problems so
difficult. In figure 2.3 two triples of two dimensional geometric shapes are shown. Is there a three
dimensional body such that the three shapes arise as the three projections onto the coordinate planes?
We want an actual three dimensional body with no “thin” parts, i.e. the closure of the interior should
contain the body itself. For the first triple that is certainly possible, the three-dimensional Body is
shown in Figure 2.4. For the second triple there seems to be no obvious solution.
This simple-to-state geometric problem already captures the difficulty of marginal problems: The
projections are not independent as overlapping dimensions survive. Finding a four dimensional body
that has two given two dimensional projections is fairly easy, the Cartesian product of the two does the
trick, which is possible because the two projections can be chosen orthogonal and thus independently
controllable.
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Figure 2.3: Geometric marginal problem: Are there genuine three dimensional bodies that have a)
the three shapes in the first row as coordinate plane projections, or b) the three shapes in the second
row?
Figure 2.4: Solution to problem a) from Figure 2.3
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The classical marginal problem is that of random variables, which can be stated in the following
way: Given some probability distributions claimed to be the marginals of a global distribution, check
whether a compatible global distribution exists. In other words, are the given distributions compatible
with each other? [24] describes a couple of examples in which situations marginal problems arise, e.g.
when investigating privacy issues when anonymizing data from databases, in artificial intelligence or
when studying quantum non-locality. In the following paragraph I will describe a classic scenario from
the latter field of research as an example.
Example: Bell Inequalities One of the counterintuitive features of quantum mechanics is that
generically measuring an observable of a system also changes the state of the system. This implies in
particular that the results of different measurements on the same system cannot be obtained unless
many copies of the state are available. The outcome of a quantum measurement constitutes a random
variable. Now consider an n-partite quantum state. Measurements on different subsystems commute
and can therefore be performed simultaneously. Let us assume that each subsystem admits a number k
of different non-commuting measurements, So we get nk random variables Xi,j , 1 ≤ i ≤ n, 1 ≤ j ≤ k,
one for each system and each measurement. But we can only obtain the probability distributions
pX1,j1 ,...,Xn,jn where for each subsystem only one of the k measurements is considered. The question
whether these distributions can arise from a joint probability distribution of all nk random variables
is a marginal problem.
The famous Bell inequalities [5] are the affine inequalities that define the boundary of the image of
the set of all possible distributions of nk random variables (defined on a fixed Alphabet), the probability
simplex, under the linear marginalization map that maps the global distribution to the set of jointly
observable marginals.
This example also shows the connection to entropy inequalities. The Shannon entropy is, as de-
scribed above, a function of the probability distribution, so it is not surprising that Bell inequalities
have non-trivial corollaries in terms of entropies [6]. In [14] and [24] it is described how in principle a
complete set of entropic Bell inequalities can be obtained from a complete description of the Shannon
entropy cone.
Let us now give a more formal definition of the classical marginal problem:
Question 2.6 (Classical Marginal Problem). Let A ⊂ 2[n] be a subset of the power set of the n element
set, X an alphabet and let for each I ∈ A pI : X |I| → [0, 1] be a probability distribution. Do there exist
random variables X1, ..., Xn on X such that for all I ∈ A XI = (Xi)i∈I is distributed according to pI?
Solving this problem is equivalent to characterizing the image of the probability simplex under the
marginal map
mA : P |X |n →
⊕
I∈A
P |X ||I|
(p : X n → [0, 1]) 7→
(
pI : X |I| → [0, 1]
)
I∈A
, (2.31)
with pI(x) =
∑
y∈Xn
yI=x
p(y)
Calculating the image of a polytope under a linear map is a fairly easy computational task, but
anyway problematic in high dimensions. In Chapter 6 I will give a connection of this problem to
representation Theory.
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2.2 Quantum Information Theory
Quantum information theory is the mathematical framework for utilizing quantum mechanical systems
for information processing. In this chapter I want to introduce the mathematical concepts relevant for
this thesis. The substructure resembles the one of the last chapter: First, I will establish in brevity the
fundamentals of quantum information theory, in the subsequent section I introduce the von Neumann
entropy which plays a similar role as the Shannon entropy does in Classical information theory, and
eventually I describe the quantum entropy cone and review some of its properties.
A great introduction to quantum information theory can be found in [50], in the following I
introduce the basic concepts as they can be found there. In quantum information theory, states are
positive semidefinite operators ρ on a finite-dimensional, complex Hilbert space H that have unit trace,
i.e.
ρ ∈
{
σ ∈ hom(H)
∣∣∣ 〈ψ|σ |ψ〉 ≥ 0 ∀ |ψ〉 ∈ H, trσ = 1} =: B(H) (2.32)
where 〈ψ| is the dual vector of |ψ〉 employing Dirac notation. The operator ρ is called density operator
of the quantum system. A state is called pure if it has rank one, otherwise it is called mixed. A pure
state ρ = |ψ〉〈ψ| can also be represented as unit vector |ψ〉 ∈ H.
In all quantum theories measurement plays a crucial role. In quantum information theory, in
particular, it is important as only classical information is human readable and the measurement is the
way the extraction of classical information from a quantum system can be achieved. Mathematically
a measurement is specified by a set of measurement operators Mi, i = 1, ..., l such that∑
i
M †iMi = 1. (2.33)
The probability, that outcome i occurs when the quantum system that is measured is in state ρ is
given by
pi = tr(M
†
iMiρ). (2.34)
the resulting probability distribution is normalized because of the unit trace condition on ρ and
Equation (2.33). One of the main differences between classical and quantum theories is, that the
measurement process affects the state of the system. The post-measurement state is given by
ρ′ =
∑
i
MiρM
†
i . (2.35)
Quantum information theory is a generalization of classical information theory. A random variable
X on an alphabet X with probability distribution p corresponds to a density operator ρX on HX = CX
that is diagonal in the defining basis, i.e.
ρX =
∑
x∈X
p(x) |x〉〈x| (2.36)
A measurement with measurement operators Mx = |x〉〈x| , x ∈ X recovers the random variable X,
this is also called “measuring the basis {|x〉 |x ∈ X}”.
A composite system that consist of several distinct subsystems is described by a tensor product
Hilbert space H = H1 ⊗H2 ⊗ ...⊗Hn. Given a state on that product space, ρ ∈ B(H), and a subset
I ⊂ [n], what is the state on HI =
⊗
i∈I Hi, the analogue of the marginal distribution of a probability
distribution? It should be an map that sends ρ to the reduced density operator ρI such that
tr(AρI) = tr(A⊗ 1Icρ) (2.37)
for all positive semidefinite operators A on HI , where Ic = [n] \ I. That map is the so called partial
trace. To define it, let us for a moment index every trace operator by the Hilbert space it is defined
on, i.e. the last equation becomes
trHI (AρI) = trH(A⊗ 1Icρ). (2.38)
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Then the partial trace is defined as the tensor product of the identity on the Hilbert spaces where the
reduced density operator is defined on and the trace on the remaining ones, i.e.
ρI = trIcρ
trIc = 1HI ⊗ trHIc . (2.39)
The way random variables are used in classical information theory can be a bit confusing. Most of
the time the randomness of a random variable is interpreted as potential information. A communication
channel, for example, is is not used to transmit random data but its designer treats the data as random
variable X such as to build the capabilities to transmit any dataset from the support of pX etc. Putting
it in yet another way, the actual message will be known to the sender, so for him it is in a deterministic
state, i.e. in a state that is extremal in the convex set of states, the probability simplex. The channel
designer assumes a weighted average of the ensemble of messages he expects the user to send, i.e. a
convex combination of deterministic states.
To generalize this formalism to quantum information theory we observe that the extremal points
in the quantum state space are pure states. A mixed state is a convex combination of pure states
and can be interpreted as representing an ensemble of pure states analogously to the random variable
being interpreted as representing an ensemble of deterministic states.
An important result that turned out to be a powerful proof technique in the quantum marginal
problem [16, 17] to be introduced in Section 2.2.3 is the so called spectrum estimation theorem that
was first discovered in many body theory [1]. Later it was rediscovered independently in quantum
information theory [34]. It is a quantum version of the asymptotic equipartition property where
the role of type classes is played by the typical subspaces, the direct summands in the Schur-Weyl
decomposition (1.66).
It states that a high tensor power ρ⊗n of a density matrix ρ ∈ B (Cd) is supported mostly on
Subspaces [λ]⊗ Vλ ⊂
(
Cd
)⊗n
such that λ := λn is close to the spectrum of ρ. In Section 1.3.4 the con-
struction of the irreducible representations of the Symmetric group by decomposing the permutation
modules Mλ into irreducible representations is described, the connection between frequencies, which
determine the type class, and partitions, which determine the typical subspace, becomes apparent
there. Also the connection between the two concepts is elaborated in Chapter 6.
Theorem 2.7 ([1],[34]). Let ρ ∈ B(H) be a density operator on some finite dimensional Hilbert space
H with spectrum r = spec(rho). Then, for any projector Pλ onto a direct summand in (1.66)
trPλρ
⊗k ≤ (k + 1)d(d−1)/2e−kH(λ‖r), (2.40)
where λ = λk and H(·‖·) is the classical relative entropy defined in Equation (2.11)
A concise proof for this theorem can be found for example in [15].
2.2.1 Von Neumann Information Measures
The natural generalization of the Shannon entropy is the von Neumann entropy named after John von
Neumann who solidified the mathematical framework of quantum mechanics [49]. It is defined as
S(ρ) = −trρ log ρ (2.41)
for a quantum state given by a density operator ρ. As easily verified, it is the only quantum general-
ization possible if we demand the following two reasonable properties:
• For classical states, i.e. for diagonal density operators, the quantum entropy has to coincide with
the Shannon entropy.
• The quantum entropy has to be basis independent, i.e. invariant under unitary conjugation of ρ,
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or, more formally put,
S
(∑
i
pi |i〉〈i|
)
= H(p) ∀p ∈ PdimH and
S(ρ) = S(UρU †)∀ρ ∈ B(H), U ∈ U(H), (2.42)
where U(H) is the group of unitary transformations on H. This fixes S to (2.42), as any density
operator can be diagonalized by a unitary.
The von Neumann entropy is arguably as important of a concept for quantum information theory
as the Shannon entropy is for classical information theory. Analogous to the Shannon entropy the
prime justification of the von Neumann entropy as a measure of information is coding, as Shannon’s
noiseless channel coding theorem can be generalized to coding a source of quantum states:
Theorem 2.8 (Schumacher’s noiseless channel coding theorem [53]). Given a source of pure quantum
states from a Hilbert space H distributed i.i.d. according to the density operator ρ, then for each
R < S(ρ) there exists a protocol to compress the states with rate R. If ever R > S(ρ) no such scheme
exists.
The Shannon information measures have a natural generalization to the quantum theory in terms
of von Neumann entropies. For a tripartite state ρABC ∈ H⊗3 let ρAB = trCρABC etc. We define
the conditional von Neumann entropy, the quantum mutual information and the quantum conditional
mutual information by the classical formulas with the Shannon entropy replaced by the Von Neumann
entropy:
S(A|B)ρ = S(ρAB)− S(ρB) (2.43)
I(A : B)ρ = S(ρA) + S(ρB)− S(ρAB) (2.44)
I(A : B|C)ρ = S(ρAC) + S(ρBC)− S(ρABC)− S(ρC) (2.45)
If there is no danger of confusion we denote S(ρA) = Sρ(A) = S(A) and omit the subscript in
the von Neumann information measures. Note that, although the mathematical generalization is
straightforward, the classical interpretation cannot be generalized to the quantum case in a simple
way. Lieb and Ruskai proved that the quantum conditional mutual information is nonnegative [39],
this result is called strong subadditivity,
S(AB) + S(BC)− S(ABC)− S(B) ≥ 0. (2.46)
Although the operational meaning of the information measures does not generalize to quantum
entropies in a straightforward way, strong subadditivity has many important applications in quantum
information theory. For example it turns out that if a bipartite quantum system AB is shared between
two parties A and B, than the mutual information between the two is equal to the amount of classical
information that can be send from A to B securely using one time pad encryption [54]. Strong
subadditivity of the von Neumann entropy implies a result adding plausibility to this interpretation:
The quantum mutual information does not increase when a local operation is performed on one of the
two systems [50]. This result is called data processing inequality and is only one of many inequalities
relying on strong subadditivity.
From strong subadditivity the only known convex independent quantum information inequality can
be derived by considering a purification party, that is weak monotonicity,
S(AB) + S(BC)− S(A)− S(C) ≥ 0 (2.47)
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which replaces the classically valid monotonicity, H(A|B) ≥ 0. Let us shortly recall the possibility of
purification and how weak monotonicity follows from strong subadditivity and vice versa. Consider a
Hilbert space H and an arbitrary state ρ ∈ B(H). Let ρ = ∑i pi |i〉〈i| be the spectral decomposition
of ρ. Define the state |ψρ〉 =
∑
i
√
pi |i〉 ⊗ |i〉 ∈ H⊗2, then ρ = tr2 |ψρ〉〈ψρ|. On the other hand, for any
pure state |Ψ〉 ∈ H1 ⊗H2 on a bipartite Hilbert space we have the so called Schmidt decomposition,
that is bases {|φi〉 |i ∈ [d1]} of H1 and {|ψi〉 |i ∈ [d2]} of H2 such that
|Ψ〉 =
min(d1,d2)∑
i=1
αi |φi〉 ⊗ |ψi〉 . (2.48)
That implies in particular that the spectra and hence the entropies of the reduced states ρi, i = 1, 2
are the same, i.e.
S(ρ1) = S(ρ2). (2.49)
Weak monotonicity follows now from purifying a tripartite state ρABC by using another system D,
i.e. ρABC = trD |ΨABCD〉〈ΨABCD|, and then eliminating the occurrence of the system A in (2.46) by
means of (2.49).
2.2.2 The Quantum Entropy Cone
In analogy to the classical entropy cone, define the set of entropy vectors of n-partite states by
Γn =
{
s(ρ) ⊂ Vn
∣∣∣ρ ∈ B (H1 ⊗ ...⊗Hn)} , (2.50)
where s(ρ) = (S(ρI))I⊂[n] is the entropy vector of ρ. If ρ = |ψ〉〈ψ| is a pure state, we write s(|ψ〉) :=
s(|ψ〉〈ψ|).
Pippenger proved that this is a convex cone as well [52], following Zhang’s and Yeung’s argument
[60] for the classical case. Let us review the proof for that fact.
Theorem 2.9 ([52]). Γn is a convex cone.
Proof. Let v, w ∈ Γn be the entropy vectors of ρ, σ ∈ H⊗n respectively. Then ρ⊗ σ ∈ (H⊗H)⊗n has
the entropy vector v+w. This proves additivity. For approximate diluability let v ∈ Γn be the entropy
vector of ρ ∈ H⊗n and  > 0. Now take 0 < δ ≤ 12 such that h(δ) := −δ log δ − (1− δ) log(1− δ) ≤ .
For 0 < λ ≤ δ take H′ = H⊕ C and ρ′ = λρ⊕ (1− λ) |0〉〈0|⊗n ∈ H′⊗n. Direct calculation shows that
v′I = S(ρ
′
I) = λS(ρI) + h(λ)∀I ⊂ [n], which implies ‖v′ − λv‖∞ = h(λ) ≤ h(δ) ≤ .
Analogously to the classical case, the dual cone Γ∗n is the set of all valid quantum information
inequalities, also define the balanced subcone Γ∗n,b = Γ
∗
n ∩ Bn. For strong subadditivity and weak
monotonicity we introduce the notation
∆[I, J ] = S(I) + S(J)− S(I ∪ J)− S(I ∩ J) (2.51)
E[I, J ] = S(I) + S(J)− S(I \ J) + S(J \ I) (2.52)
Let Ξn be the cone defined by the inequalities (2.51) and (2.52). We call this cone the von Neumann
cone. Pippenger identified the extremal rays of Ξ∗n:
Proposition 2.10 (Pippenger, Corollary 3.6 in [52]). The set of extremal rays of the dual of the von
Neumann cone is ext(Ξ∗n) = E∆ ∪ EE with E∆ = {∆[I, J ]|I, J ⊂ [n], I \ J = {i}, J \ I = {j}, i < j}
and EE = {E[I, J ]|I, J ⊂ [n], I ∩ J = {k}, I ∪ J = [n], k + 1 ∈ I}.
The number of essential inequalities is |E∆| = n(n−1)2 2n−2 = n(n − 1)2n−3 and |EE | = n2n−2
respectively [52].
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Let us define some subcones of Γn. First, we can look at the set of entropy vectors of symmetric
states,
Γ̂sn =
{
s(ρ)
∣∣∣ρ ∈ B (H⊗n) , φ(σ)ρφ(σ)† = ρ} (2.53)
where φ(σ) is the natural unitary representation of Sn on H⊗n permuting the tensor factors. As easily
checked, its closure is a convex cone as well.
Corollary 2.11. Γ̂sn is a convex cone.
Proof. Follow the proof of Theorem 2.9 and check that every step conserves the symmetry properties
of the involved density matrices.
The same is true for the set of symmetric entropy vectors, defined by
Γ̂σn =
{
s(ρ)
∣∣∣ρ ∈ B (H⊗n) , s(ρ)I = s(ρ)J if |I| = |J |} . (2.54)
Obviously Γ̂sn ⊂ Γ̂σn. Both cones can be mapped bijectively into the lower-dimensional space Rn by
defining
Γsn =
{(
S(ρ[i])
)
i∈[n]
∣∣∣ρ ∈ B (H⊗n) , φ(σ)ρφ(σ)† = ρ} (2.55)
and analogously Γσn. Pippenger found the extremal rays of the cone Γ
σ
n of symmetric entropy vectors
[52], proving that there are no inequalities other than strong subadditivity and weak monotonicity for
symmetric entropies.
For the further characterization of the quantum entropy cone there are two main courses of action
one can follow: either try to prove that there are more inequalities, of prove that the extremal rays
of the cone generated by the known inequalities are extremal rays of the quantum entropy cone, i.e.
can be approximated by von Neumann entropy vectors. In Chapter 4 I present some results in the
direction of the second path by characterizing states that populate extremal rays using their local
geometry.
2.2.3 The Quantum Marginal Problem
The quantum marginal problem is the quantum version of the classical marginal problem described in
Section 2.6 and is closely related to the characterization of the quantum entropy cone. It asks whether
a quantum state exists that has certain reduced density matrices. In the following I will introduce
the quantum marginal problem in a formal way. In Chapter 6, which is mostly about representation
theory and the classical marginal problem, the following definition will be used. An introduction can
be found, for example, in [35].
There are many variants in which the problem can be stated, one of which is the following.
Question 2.12 (Quantum Marginal Problem). Let A ⊂ 2[n] a subset of the power set of the n element
set and sI a spectrum for each I ∈ A. Is there a quantum state ρ on some n factor tensor product
Hilbert space such that for all I ∈ A the spectrum of ρI = tr[n]\Iρ is sI , possibly padded with zeros?
Note that the Hilbert space dimension is not a problem here. As we allow for padding of the
spectra with zeros, a larger Hilbert space is no problem and we can just take H = (Cd)⊗n with
d ≥ maxI∈A |sI |
1
|I| .
An equivalence of this problem to representation theoretic problems has been shown for bipartite
and tripartite quantum states in [16] and [17].
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Chapter 3
Entropy Cones and their Morphisms
In the following chapter I want to illuminate the geometric properties of the entropy cones Σn and Γn.
After briefly discussing relations between the entropy cones of a different number of particles, I will
first investigate the symmetries of the cones. I prove, that the quantum entropy cone has a strictly
larger symmetry group than its classical analogue, this group is identified and has a clear physical
interpretation. As a corollary I can show, that a certain subset of the weak monotonicity facets of
the von Neumann cone identified by Pippenger [52] are facets of the quantum entropy cone itself. In
the succeeding section I review a result by Chan [12] that reduces the characterization problem to
balanced information inequalities. I translate it into purely geometric language which makes it look
much simpler: It states that the dual of the Shannon entropy cone is a direct sum of two cones. I
show that this simplifying property is missing for the quantum entropy cone, i.e. a result like Chan’s
cannot be achieved. The proof of this fact heavily relies on the results concerning the symmetry group.
This shows that the quantum entropy cone is more symmetric than the classical one, but also more
complicated. Finally I shortly review a class of morphisms considered by Ibinson [31], thus completing
the collection of geometric results concerning the von Neumann cone.
As we discuss general properties of entropy cones in this Chapter, we denote an entropy cone by
Λn if we do not want to specify whether it is classical or quantum.
Given n ≤ m we have natural morphisms between Λn and Λm. The most obvious ones are the
surjection
surnm : Vm → Vn, v = (vI)I⊂[m] 7→ w with wJ = vJ for J ⊂ [n] ⊂ [m] (3.1)
and the injection
injmn : Vn → Vm, v = (vI)I⊂[n] 7→ w with wJ = vI∩J . (3.2)
They correspond to discarding the systems n+1 to m and adding trivial systems to a random variable
or density matrix generating v respectively. For Γn there is another natural injection that is given by
purification, i.e.
purn+1n : Vn → Vn+1, v = (vI)I⊂[n] 7→ w with wJ =
{
vJ J 63 n+ 1
vJc else
. (3.3)
Note that purification acts linearly in entropy space while it is a nonlinear map on the state level.
The purification map is an isomorphism between Γn and Γ
p
n+1, the entropy cone of n+1-partite pure
states.
3.1 Symmetries
The following section is dedicated to clarifying symmetry properties of classical and quantum entropy
cones using the cone morphism formalism developed in Section 1.1.
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The symmetric group Sn acts linearly on the entropy space in a natural way by permuting the
subsystems of the state that generates the entropy vector, i.e.
Sn # Vn, σ · v = (wσ−1I)I⊂[n] (3.4)
where σ−1(I) =
{
σ−1(i)|i ∈ I}. Of course the entropy cone is invariant under this action, σ (Λn) = Λn.
This implies that the image of Sn under this action is part of the automorphism group of the cone.
For Γn, however, this action can be extended to an action of Sn+1 by considering a purifying system:
Proposition 3.1. The map
Sn+1 # Vn (3.5)
(pi · v)I =
{
vpi(I)c n+ 1 ∈ pi(I)
vpi(I) else
(3.6)
defines a linear group action of Sn+1 on Vn, and the quantum entropy cone Γn is invariant under this
action.
Note that the subgroup of permutations that fix n + 1 generates the permutation action under
which also the classical entropy cone is invariant.
Proof. The action (3.5) can be constructed by first applying the purification map, then the usual
permutation action in Vn+1 and then applying the surjection onto the original space, i.e.
σ · v = surnn+1
(
σ · purn+1n (v)
)
, (3.7)
As easily verified,
(
purn+1n ◦ surnn+1
) ∣∣
Γ
p
n+1
= 1, so
(piσ) · v = pi · (σ · v), (3.8)
i.e. (3.5) indeed defines a group action. The image of the quantum entropy cone under this action
is again the whole quantum entropy cone, as by definition pi.Γn ⊂ Γn and pin! = 1, so each pi ∈ Sn
defines an isomorphism of Γn.
Explicitly that yields for example
((1 n+ 1) · v)I =
{
vIc∪{1} 1 ∈ I
vI else
(3.9)
Note that the corresponding representation is faithful, as there is no permutation σ ∈ Sn+1 that
replaces a number of subsets of [n+1] by their complement and does nothing else, i.e. that there exists
a subset M ⊂ 2[n+1] such that σ(J) = Jc for J ∈ M and σ(J) = J else. The action (3.7) defines an
adjoint action on Γ∗n as well that is defined naturally as
[σ · f ](v) := f(σ−1 · v) (3.10)
With the help of this compact notation we have, for example, ∆[{12}, {23}] = (14) · E[{13}, {23}] as
elements of Γ∗3, where here · denotes the adjoint action. This demystifies the equivalence proof below
Equation (2.47) as being a consequence of the symmetry:
Corollary 3.2. The orbit of any non-trivial strong subadditivity functional under the adjoint action
(3.10) contains a weak monotonicity functional, and vice versa.
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Proof. For any I, J ⊂ [n] such that I \ J 6= ∅ 6= J \ I and I ∩ J 6= ∅, we have
(i n+ 1).∆[I, J ] = E[Ic ∪ {1}, J ] (3.11)
and
(i n+ 1).E[I, J ] = ∆[Ic ∪ {1}, J ] (3.12)
for any i ∈ I \ J .
Exploiting the symmetry (3.7) the set of known independent information inequalities can be re-
duced to, for example, the set
E ′∆ = {∆[{1, ..., k}, {l, ...,m}]|1 < l ≤ k < m ≤ n, k ≥ m− l + 1}. (3.13)
Using this new symmetry we can prove, that some weak monotonicity inequalities define facets of
Γn.
Corollary 3.3. The inequalities E[ij, ic], i, j ∈ [n] define facets of the quantum entropy cone, i.e.
they are in particular extremal rays of its dual.
Proof. First observe that
E[{ij}, ic] = (i n+ 1) ·∆[ic, jc] (3.14)
employing the action from Proposition 3.1. Now look at the entropy vectors
v
(I)
J = min(1, |I ∩ J |), J 6= ∅ (3.15)
which correspond to random variables some subset of which are maximally correlated and the rest are
trivial. They are linearly independent according to the proof of 2.3, and
∆[ic, jc](v(I)) = δI {ij}, (3.16)
which proves that the face defined by ∆[ic, jc] has dimension one less then the whole cone, i.e. it is a
facet. But due to the relation (3.14) this implies that E[{ij}, ic] defines a facet as well.
3.2 Balanced Information Inequalities
In his paper on classical balanced information inequalities [12], Chan introduces a way of balancing a
possibly unbalanced information inequality, i.e. the linear projection
Πb : V
∗
n → V ∗n , f 7→ g, gI =

fI −
∑n
i=1 ri(f) I = [n]
fI + ri(f) I = i
c
fI else
, (3.17)
using the notion of residual weights defined in Equation (2.25) His main result is the following
Theorem 3.4 (Chan, [12]). The following two statements are equivalent:
(i) f ∈ Σ∗n
(ii) Πbf ∈ Σ∗n,b and ri(f) ≥ 0 for all i ∈ [n].
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In particular it implies that Πb is a morphism from Σ
∗
n to Σ
∗
n,b. For some information inequality∑
I⊂[n] fIH(XI) ≥ 0 this means that it is valid if and only if ri(f) ≥ 0 for all i ∈ [n] and∑
I⊂[n]
fIH(XI)−
∑
i∈[n]
ri(f)H(Xi|Xic) ≥ 0 (3.18)
is valid. Define the special monotonicity functionals used in the original definition (3.18) of Πb, i.e.
m(i, ic)I =

1 I = [n]
−1 I = ic
0 else
. (3.19)
Let Mn−1 = cone ({m(i, ic)|i ∈ [n]}) be the cone generated by the m(i, ic). Theorem 3.4 implies the
following
Corollary 3.5. Σ∗n = Σ∗n,b +Mn−1, and Πb projects onto Σn,b, i.e. for any element f ∈ Σ∗n, f = g+h
with g ∈ Σ∗n,b and h ∈Mn−1, Πbg = g and Πbh = 0.
Proof. Given f ∈ Σ∗n we have
f = Πbf + (1−Πb)f, (3.20)
Πbf ∈ Σ∗n,b and (1−Πb)f ∈Mn−1. Given g ∈ Σ∗n,b and h =
∑
i∈[n] αim(i, i
c) ∈Mn−1, ri(g+h) = αi > 0
and Πb(g + h) = g ∈ Σ∗n,b so, according to Theorem 3.4, g + h ∈ Σ∗n.
The following Lemma gives a geometrical interpretation of the result.
Lemma 3.6. Let V be a real vector space and K1,K2 ⊂ V convex cones. Then spanK1∩ spanK2 = {0}
if and only if there exists a linear map P with Pa = a ∀a ∈ K1 and Pb = 0∀b ∈ K2
Proof. Let spanK1∩spanK2 = {0}. Take bases {e(1)i } of spanK1 and {e(2)j } of spanK2, then any x ∈ V
can be decomposed in a unique way as x =
∑
i αie
(1) +
∑
j βje
(2)
j + r with r ∈ K⊥, K = K1 +K2, and
P : x 7→∑i αie(1) has the required properties.
Given a map P as specified in the Lemma, we have, due to linearity, Pa = a ∀a ∈ spanK1 and
Pb = 0∀b ∈ spanK2, so for any x ∈ spanK1 ∩ spanK2, 0 = Px = x.
If K = K1 +K2 and spanK1 ∩ spanK2 = {0} the sum of the two cones is direct meaning that any
element a ∈ K can be written as sum a = a1 + a2, ai ∈ Ki in a unique way. We write K = K1 ⊕K2
then.
Corollary 3.7.
Σ∗n = Σ
∗
n,b ⊕Mn−1 (3.21)
Let us prove another Lemma that relates the sets of extremal rays of the cones appearing in the
previous lemma.
Lemma 3.8. Let V be a real vector space, K1,K2 ⊂ V convex cones, K = K1 +K2 with the following
properties:
(i) spanK1 ∩ spanK2 = {0}
(ii) Rv 6⊂ K ∀v ∈ V
Then ext(K) = ext(K1) ∪ ext(K2).
Note that assumption (i) implies in particular that ext(K1) ∩ ext(K2) = ∅.
Proof. We have to prove two inclusions to show equality.
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• ext(K) ⊂ ext(K1) ∪ ext(K2):
Take any extremal ray R ⊂ K of K and 0 6= v ∈ R. Because of (i) there is a unique sum
decomposition v = a + b, a ∈ K1, b ∈ K2. But v is in an extremal ray of K, so a, b ∈ R.
Suppose that a 6= 0 6= b, then R ⊂ K1 ∩K2, which is a contradiction to (i). Hence either a = 0
or b = 0. Let without loss of generality b = 0, then a = v ∈ K1. As R is an extremal ray, we
have a, b ∈ R for all a, b ∈ K such that a+ b = v. In particular, if we have a, b ∈ K1 ⊂ K with
a+ b = v it follows that a, b ∈ R. so R is an extremal ray of K1.
• ext(K) ⊃ ext(K1) ∪ ext(K2):
Let R ⊂ K1 now be an extremal ray of K1, 0 6= v ∈ R. Take any a, b ∈ K such that a+ b = v.
Let a = a′ + a′′, b = b′ + b′′ with a′, b′ ∈ K1, a′′, b′′ ∈ K2 be the unique sum decompositions of
a and b. Then a′ + b′ = v, a′′ + b′′ = 0. Suppose that a′′ 6= 0, then
K ⊃ (R≥0a′′ ∪ R≥0b′′) = (R≥0a′′ ∪ R≥0(−a′′)) = Ra′′,
which is a contradiction to (ii). Hence a′′ = b′′ = 0 and a, b ∈ K1. But R is an extremal ray of
K1, which implies a, b ∈ R, so R is an extremal ray of K.
Together with Theorem 3.4 the previous lemma implies that an imbalanced information inequality
is essential if and only if it is of the from H(Xi|Xic) ≥ 0. The essential weak monotonicity instances
in the von Neumann cone (see Proposition 2.10) span a space that has a non-trivial intersection with
the balanced subspace of V ∗n , therefore a result like Chan’s cannot be achieved provided that these
instances of monotonicity are essential for Γn.
Theorem 3.9. Let K ⊂ Vn be a cone with (e(∅), v) = 0 for all v ∈ K and dimK = 2n − 1 such that
there exist fi ∈ ext(K∗), i = 1, ..., l with fi /∈ Bn but span(fi|i = 1, ..., l) ∩ Bn 6= 0. Then there is no
cone C ⊂ V ∗n such that span(C) ∩Bn = {0} and K∗ = (K∗ ∩Bn) + C.
Proof. Let V = span{e(I)|∅ 6= I ⊂ [n]} ⊂ Vn. Then K ⊂ V and we denote by K ′∗ = K∗ ∩ V ∗ the dual
of K in V . We have dimK = dimV and therefore K ′∗ does not contain any non-trivial subspaces.
Suppose there was a cone C as specified in the theorem and denote C ′ = C ∩ V . Then, according to
Lemma 3.8,
ext(C ′) = ext(K ′∗) \ ext(K ′∗ ∩Bn)
⊃ {f1, ..., fl} .
But then
0 6 = span(fi|i = 1, ..., l) ∩Bn
⊂ span ext(C ′) ∩Bn
= 0,
which is a contradiction.
Γn satisfies the first two conditions of the theorem, as Σn ⊂ Γn ⊂ span{e(I)|∅ 6= I ⊂ [n]}, so, with
Proposition 2.3, dim Γn = 2
n − 1. for the remaining condition, the existence of extremal rays of Γ∗n
that span a space with non-trivial intersection with Bn, we need to show that some weak monotonicity
instances that allow for a balanced linear combination are facets.
By choosing a suitable pair of strong subadditivity instances and using the symmetry (3.7), we can
show that Γn fulfills the conditions of Theorem 3.9 by showing that the chosen strong subadditivities
define facets and using the cone isomorphism property of the symmetry transformation.
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Figure 3.1: A simplified picture of the difference between the duals of the classical and quantum
entropy cone: The 3-dimensional cone generated by the black base is a direct sum of two cones,
whereas the one generated by the green base has a larger symmetry group.
Corollary 3.10. Γ∗n is not a direct sum of its balanced part and some other cone, and Chan’s theorem
3.4 cannot be generalized to the case of quantum information inequalities.
Proof. Consider the weak monotonicity instances E[{12}, 1c] and E[{23}, 3c]. Their difference is
nonzero and balanced, and they are extremal rays of Γ∗n according to Corollary 3.3, i.e. Theorem
3.9 applies.
Figure 3.1 shows a three-dimensional analogue of the situation of the dual cones Σ∗n and Γ∗n.
3.3 Symmetrically Sub-dividable Entropies
In his thesis [31] Ibinson introduced a class of morphisms from Λσm to a smaller cone Λn. However,
his description is quite complicated and can be significantly simplified using the clear mathematical
language developed in this thesis. The goal of the following short section is to do that, completing the
picture of known morphisms of the quantum entropy cone.
For a fixed partition λ = (λ1, ..., λn) ` m, define the set partition
Mλ = {Mi = {λ1 + ...+ λi−1 + 1, ..., λ1 + ...+ λi} |i ∈ [n]} (3.22)
of [m] after setting λ0 = 0. We say λ has length n, or |λ| = n. For each subset J ⊂ [n] we have a
“coarse grained” subset K(J) =
⋃
i∈IMi ⊂ [m] and we can define the linear map
bλ : Vm → Vn, v 7→ w with wJ = vK(J) (3.23)
We call this operation blocking. Let us find b†λ. Take an arbitrary functional f ∈ V ∗n . Then
f(bλv) =
∑
J∈[n]
fJvK(J) =
∑
I∈[m]
gIvI = g(v), (3.24)
where
gI =
{
fJ J = K(I)
0 else
, (3.25)
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so b†λf = g. Now, define the cone of all entropy vectors that can be constructed by application bλ for
any λ ` m for arbitrary m from a symmetric entropy vector in Γσm,
Γiσn =
⋃
m≥n
⋃
λ`m
|λ|=n
bλΓ
σ
m. (3.26)
We call such entropy vectors symmetrically sub-dividable, in Ibinson’s thesis they are called weakly
symmetric. Applying different bλs to non-symmetric entropy vectors would not yield anything new,
as bλΓm ⊂ Γn for all λ ` m, |λ| = n and bµΓn = Γn for µ = (1n). Obviously Γiσn is a scale invariant,
and Γiσn ⊂ Γn, so conv(Γiσn ) ⊂ Γn. Ibinson was able to completely characterize Γiσ4 by first finding
candidates for inequalities computationally and then proving them, again using a computer program
[31].
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Chapter 4
Local Geometry of Extremal Rays
Let K be a polyhedron and f : D → K a differentiable function with riK ⊂ f(D) ⊂ K. Assume
further that D is open, and that some low-dimensional face F ⊂ f(D) is contained in the range of
f . Then the function f has to be highly singular at preimages of elements v ∈ F , as the range of
the differential has to be contained in the span of F . The described situation precisely occurs for the
von Neumann entropy function, I present this result in detail in the first section of this chapter. The
second section is dedicated to specializing the result to the classical entropy cone.
4.1 Quantum
Suppose ρ ∈ B
((
Cd
)⊗n)
were a preimage of a point h ∈ R ⊂ Γn of an extremal ray R that lies in a
polyhedral region of the cone Γn. We say a point p ∈ C lies in a polyhedral region of a cone C ⊂ V , if
we can find an open neighborhood U ⊂ V of p such that
C ∩ U = U ∩ {x ∈ V |f1(x) ≥ 0, ..., fm(x) = 0} (4.1)
for some finite set of functionals {f1, ..., fm} ⊂ V ∗. If every nonzero point in an extremal ray lies in a
polyhedral region, we call the ray isolated. Then the differential of the entropy function, d s, has rank
one, as the only possible direction is along the ray, im(d s)ρ = Rs(ρ). A component of the entropy
function is the entropy of a reduced state,
s(ρ)I = S(ρI) = H(spec(trIc(ρ))). (4.2)
The only complicated map in the composition on the right hand side is the one mapping a matrix
to its spectrum, spec(ρ) = (λ1, λ2, ..., λr), where the λi are the ordered eigenvalues of ρ, λi ≥ λj for
all j ≥ i. The differential of spec can be found using time independent perturbation theory, which
involves diagonalizing the density matrix where the differential is calculated. That is problematic, as
we want, in particular, to calculate the above differential for I and J simultaneously for I ∩J 6= ∅, but
we are, in general, not able to choose a basis where both ρI and ρJ are diagonal. However, because of
the structure imposed by the strong condition that the rank of the differential has to be one, we get
along by looking at disjoint subsets.
We first restrict ourselves to pure states, in fact, characterizing entropies in of n-partite pure states
is equivalent to characterizing the entropies of (n−1)-partite mixed states, as the cones are isomorphic
(see Section 3). We can of course also restrict our attention to pure states |ψ〉 such that there is
no bipartition [n] = I ∪ Ic such that |ψ〉 = |ψI〉 ⊗ |ψIc〉, as otherwise the problem reduces to the
characterization of two lower-dimensional entropy cones. It is made precise below how this reduction
works. Let us look at a single entropy, i.e. we look at the differential of the function
sI : PH → R, pi 7→ H(spec(trIcpi)), (4.3)
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where PH = {|ψ〉〈ψ| ∣∣ |ψ〉 ∈ H, 〈ψ|ψ〉 = 1} is the projective space corresponding to the Hilbert space
H = H1 ⊗ ...⊗Hn. Note that this is viewed as a real manifold. Its tangent space at a point |ψ〉〈ψ| is
T|ψ〉PH =
{|ψ〉〈φ|+ |φ〉〈ψ| ∣∣〈ψ|φ〉 = 0}. Where there is no confusion anticipated we denote an element
|ψ〉〈ψ| of the projective space by ψ and also an element |ψ〉〈φ|+ |φ〉〈ψ| of the tangent space at |ψ〉 by
φ.
The partial trace is linear and hence equal to its own differential. Let us have a look at the spectral
map. If spec(trIc |ψ〉〈ψ|) is non degenerate, the differential is just given by the first order eigenvalue
correction from textbook perturbation theory,
[(d specI)ψ(φ)]α = 〈α| (trIc |ψ〉〈φ|+ |φ〉〈ψ|) |α〉
= 2Re 〈α| (trIc |ψ〉〈φ|) |α〉
= 2Re tr (|α〉〈α| ⊗ 1Ic |ψ〉〈φ|) , (4.4)
where {|α〉} is the eigenbasis of the reduced density matrix, i.e. (trIc |ψ〉〈ψ|) |α〉 = pα |α〉. The differ-
ential of the Shannon entropy is easy to calculate,
(dH)peα = −1− log pα, (4.5)
where p = (pα)
d
α=1 = spec (trIc |ψ〉〈ψ|) and {eα} is the standard basis of the space RdI of spectra of
Hermitian matrices. Note that, as will be shown below, the range of d spec contains only differences
eα − eβ, so the −1 in the above formula cancels and we get
(dH)p(eα − eβ) = log
(
pβ
pα
)
. (4.6)
The differential of the whole entropy is therefore, for non degenerate trIc |ψ〉〈ψ|,
(d sI)ψ (φ) = (dH)spec trIc |ψ〉〈ψ| ◦ (d spec)trIc |ψ〉〈ψ| ◦ trIc (|ψ〉〈φ|+ |φ〉〈ψ|)
= −2
∑
α
log pαRe tr((|α〉〈α| ⊗ 1 |ψ〉〈φ|) (4.7)
Note that at this point we cannot employ a continuity argument to extend our result to the degenerate
case, as the states |α〉 are no longer well defined then. Let us look at Schmidt decomposition of |ψ〉
with respect to the bipartition H = HI ⊗HIc ,
|ψ〉 =
∑
α
√
pα |α〉 ⊗ |ψα〉 . (4.8)
The kernel of the differential of spec◦trIc contains, as we can see from (4.4), the orthogonal complement
of the basis vectors appearing in the Schmidt decomposition of |ψ〉. The remaining subspace of the
tangent space T|ψ〉PH ∼= (C |ψ〉)⊥ is R-spanned by the vectors
|φβγ〉 = √pγ |β〉 ⊗ |ψβ〉 − √pβ |γ〉 ⊗ |ψγ〉 and∣∣φ′βγ〉 = i (√pγ |β〉 ⊗ |ψβ〉 − √pβ |γ〉 ⊗ |ψγ〉) . (4.9)
On these basis vectors
(d specI)ψ(φβγ) = 2
√
pβpγ(eβ − eγ) and
(d specI)ψ(φ
′
βγ) = 0. (4.10)
This shows that the range of (d spec)ψ is span
{
eα − eβ
∣∣pα 6= 0 6= pβ}. The differential of the ith
particle’s von Neumann entropy is hence
(d sI)ψ(φβγ) = 2
√
pβpγ log
pγ
pβ
, (4.11)
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and, by continuity of the involved functions, this formula is also valid for pβ = pγ , although we assumed
non-degeneracy for the calculation of d spec. This shows that sI is critical, i.e. (d sI)ψ ≡ 0, if and only
if the spectrum of trIc |ψ〉〈ψ| is flat, meaning that there is a k ∈ N such that
pα =
{
1
k α ≤ k
0 else
. (4.12)
That implies in particular that if the spectra of all reductions of a state are flat, it can populate
isolated extremal rays. In the following we call the empty spectrum spec∅ of a general state as well as
the total spectrum spec[n] of a pure n-partite state trivial. It turns out that only states can populate
isolated extremal rays where either all spectra are flat or none but the trivial ones are.
Lemma 4.1. Let |ψ〉 ∈ H = H1⊗ ...⊗Hn with s(|ψ〉)I 6= 0 for all ∅ 6= I ( [n] and im(d s)ψ = Rs(|ψ〉).
Then either all spectra are flat, or the only flat spectra are spec∅ and spec[n].
Proof. Let ∅ 6= I ( [n] such that specI(|ψ〉) is flat. Then for all |φ〉 ∈ H, 0 = (d sI)ψ(φ) = c sI(|ψ〉).
But sI(|ψ〉) 6= 0, so c = 0 and hence (d sJ)|ψ〉(|φ〉) = c sJ(|ψ〉) = 0 for all ∅ 6= J ( [n]. This means all
nonzero entropies are critical and therefore all spectra are flat.
Let us look at single particle entropies now. All following derivations also work for an arbitrary
partition, as the two are connected via a blocking morphism (3.23). As the von Neumann entropy
is invariant under local basis change, we can assume without loss of generality that a states single
particle reduced density matrices are diagonal in the standard basis. For completeness we state the
conditions on the expansion coefficients resulting from that,
|ψ〉 =
∑
α∈[d]n
cα |α〉 , with
∑
α1,...,αj−1,αj+1,...,αn
c∗α1...αj−1βαj+1...αncα1...αj−1γαj+1...αn = δβγp
(j)
βj
∀i ∈ [n], (4.13)
where |α〉 := |α1...αn〉 := |α〉1 ⊗ ...⊗ |α〉n. In the Schmidt decomposition (4.8) for I = {i} a singleton
the Schmidt basis for the complement is
|ψαi〉 =
1√
p
(i)
αi
∑
γ∈[d]n
γi=αi
cγ |γic〉 (4.14)
Let us have a look which noncritical states can populate isolated extremal rays.
Proposition 4.2. Let |ψ〉 ∈ H = H1 ⊗ ...⊗Hn with
1. s(|ψ〉)I 6= 0 for all ∅ 6= I ( [n],
2. im(d s)|ψ〉 = Rs(|ψ〉) and let
3. s∅ and s[n] be the only critical entropies, equivalently let spec∅ and spec[n] be the only flat spectra.
Then |ψ〉 = ∑km=1 cm |ψ〉m for some k > 1, cm ∈ C with |ψm〉 = ⊗j ∣∣∣ψjm〉 and 〈ψjm|ψjn〉 = δmn for
all j ∈ [n], m,n ∈ [k], i.e. |ψ〉 is a superposition of product states with each reduction of two of the
latter being orthogonal.
Th state |ψ〉 is hence a generalized GHZ-state [27], i.e. a state that is entangled in a way that any
reduced state is classically correlated.
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Proof. Take any state |ψ〉 with the properties 1-3. At least two coefficients in the expansion (4.13)
are nonzero, as otherwise all entropies were zero, which contradicts 1. Let therefore two coefficients,
cα := cα1...αn and cβ := cβ1...βn , be nonzero and let α1 6= β1 and pα1 6= pβ1 . We can assume the latter
without loss of generality because of 3. Assume now that there is a 1 6= j ∈ [n] such that αj = βj .
Define
|aαβ〉 = c∗β |α〉 − c∗α |β〉 = |αj〉 ⊗
(
c∗β |αjc〉 − c∗α |βjc〉
)
. (4.15)
Then plugging this vector into (4.7) yields
(d sj)|ψ〉(η |aαβ〉) = 0 for any η ∈ C∗. (4.16)
On the other hand, with Equation (4.14) we get
〈φα1β1 |aαβ〉 = cαcβ
(√
pα
pβ
−
√
pβ
pα
)
(4.17)
and with (4.11) this implies
(d s1)|ψ〉 (η |aαβ〉) = 2Re ηcαcβ (pα − pβ) log
pβ1
pα1
, (4.18)
which is nonzero for η 6∈ iRcαcβ. Together with Equation (4.16), si(|ψ〉) 6= 0 (1.) and 2. this yields
a contradiction. Hence the theorem is proven as therefore αi 6= βi for all i ∈ [n] for any two nonzero
coefficients cα and cβ of the expansion (4.13) of |ψ〉.
As a corollary we can give a characterization of the states populating isolated extremal rays of Γn.
But first we still have to make precise how the case of |ψ〉 being a product state reduces to a lower
dimensional case. Take any pure state |ψ〉 = |ψI〉 ⊗ |ψIc〉 ∈ H = H1 ⊗ ...⊗Hn that is a product state
with respect to the bipartition H = HI ⊗HIc . Without loss of generality let I = [m] for some m < n.
Define the injection
M : Vm ⊕ Vn−m → Vn
(v1, v2) 7→ v with vI = v1I∩[m] + v2(I−m)∩[n−m]. (4.19)
Then we have s(|ψ〉) = M(s(|ψ1〉), s(|ψ2〉)). Hence it is a necessary condition for |ψ〉 to generate an
isolated extremal ray of Γ
p
n that |ψ1〉 and |ψ2〉 generate extremal rays of Γpm and Γpn−m respectively.
Theorem 4.3. Let s(ρ) = v ∈ Γn generate an isolated extremal ray of Γn. Then one of the following
is true:
1. v results from lower-dimensional extremal rays according to (4.19),
2. v = r
∑
∅6=I⊂[n] e
(I), or
3. all non-trivial spectra of ρ are flat.
Proof. If any non-trivial entropy of ρ is zero, e.g. sI(ρ) = 0, ρ = |φ〉〈φ| ⊗ ρIc and 1. is true. Assume
now that all non-trivial entropies are nonzero. As pointed out above and in Section 3, Γn ∼= Γpn+1.
Let |ψ〉 be a purification of ρ. Then s(|ψ〉) = purn+1n s(ρ) generates an isolated extremal ray in Γpn+1.
According to Lemma 4.1 either all non-trivial spectra of |ψ〉 are flat, in which case we are done because
3. is true, or none of them is. If no non-trivial spectrum is flat, Theorem 4.2 shows that all reductions
of |ψ〉 have the same spectrum, hence 2. is true.
The only isolated extremal ray that is populated by states with non-flat spectra is so simple that
it is not hard to explicitly construct a flat representative.
Corollary 4.4. For each populated isolated extremal ray R ⊂ Γn there is a state ρ with flat spectra
such that s(ρ) ∈ R.
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Proof. Unless R = Re := R≥0
∑
∅6=I⊂[n] e
(I) is the exceptional ray the statement follows from Corollary
4.3. For the single exceptional ray Re any n-partite reduction of the (n+1)-qubit pure state |ψ〉 =
1√
2
(|0...0〉+ |1...1〉) does the trick.
The above theorems can be slightly strengthened: Even if an extremal ray R ⊂ Γn is not isolated,
all the above statements are true for it provided that the extremal ray is still “edgy”. To make this
notion precise, we have to find a way of defining the directional derivative of the boundary of the cone.
To achieve this, we write the boundary ∂Γn locally as a graph of a function in the spirit of the well
known criterion that a subset of a real Vector space is a differentiable submanifold if and only if locally
it can be written as a graph of a differentiable function. Let us show that this is possible.
Lemma 4.5. Let V be a vector space, K ⊂ V a closed convex cone with dimK = dimV . Then, for
all p ∈ ∂K there exist  > 0 and an affine hyperplane H ⊂ Vn with orthogonal projector piH such that
piH
∣∣
∂K∩B(p) is invertible on its image.
Proof. Take an inner point q ∈ int(K). Then there exists an  > 0 such that U = B(q) ⊂ K. For an
arbitrary p ∈ ∂K, define the affine hyperplane H = {v ∈ V ∣∣(p− q, v − q) = 0}. Then, with pi := piH
being the orthogonal projector onto H, pi
∣∣
∂K∩B(p) is invertible on B(q)∩H. To see this, first observe
that pi (B(p)) = B(pi(p)) ∩H = B(q) ∩H. Now Assume it was not the case, i.e. we find x, y ∈ ∂K
with a := pi(x) = pi(y) ∈ U . This means that x, y and a lie on a line, hence without loss of generality
y = a+ α(x− a) = αx+ (1− α)a, α ∈]0, 1[. But a is an interior point of U , so y is an interior point
of αx+ (1− α)U ⊂ conv(x, U) ⊂ K and hence y 6∈ ∂K, which is a contradiction.
Now let R ⊂ Γn be an extremal ray and 0 6= p ∈ R, where, for now, we look at Γn as a subset of
V ′n = span
(
eI
∣∣∅ 6= I ⊂ [n]). As an element of an extremal ray, p ∈ ∂Γn lies on the boundary of Γn, so
according to Lemma 4.5 we can find a hyperplane H and an  > 0 such that piH
∣∣
B(p)∩∂K is invertible
on its image B(piH(p)) ∩H. Let g : B(piH(p)) ∩H → B(p) ∩ ∂K be the inverse just shown to exist.
Define the function
f : B(piH(p)) ∩H → R (4.20)
v 7→ ‖v − g(v)‖ . (4.21)
Its graph is equal to B(p) ∩ ∂K under the isometry
φ : H × R → V ′n
(v, x) 7→ v + xnH , (4.22)
where nH is the unit normal vector of H. Now we can define R to be an edge, if for all p ∈ R \ {0} the
directional derivative of the function f constructed above exists only in one direction. As an example
consider a three-dimensional cone generated by a base of the following shape:
The extremal rays generated by the red points are not isolated, but the differential of a function
whose image is contained in the cone still has to be of rank one at a preimage of a point on the ray.
We can also extend our characterization to any ray in the cone generated by the extremal rays
with flat representatives.
49
Theorem 4.6. For each ray R in the subcone of Γn that is generated by the populated extremal rays
there is a sequence of quantum states ρk such that
lim
k→∞
1
k
s(ρk) ∈ R (4.23)
Proof. Let Ri ⊂ Γn, i = I be the populated edges of Γn indexed by some set I, and ρ(i) some states
with flat spectra populating them, i.e. s
(
ρ(i)
) ∈ Ri for i ∈ I. Let further h = ∑i∈I ais (ρ(i)) , ai ∈ R≥0
be an arbitrary vector in cone
(
v(i)
∣∣i ∈ I). Define the sequence of states
σn =
⊗
i∈I
ρ(i)
⊗bnaic
. (4.24)
Then
1
n
s (σn) =
1
n
∑
i∈I
bnaic s
(
ρ(i)
)
n→∞−−−−−→ h, (4.25)
and σn has flat spectra for all n, as the spectrum of a tensor product state is the product of the spectra
of the factor states.
Note that a countably infinite number of populated edges is not a problem here, as then (assume
I = N in this case) ai → 0(i → ∞) and therefore for each n ∈ N there exists an index in ∈ N such
that nai < 1 for all i ≥ in. Hence σn lives on a finite tensor product space (ρ⊗0 = 1). This implies
that the set of rays with flat representatives is dense in the set of rays of cone
(
v(i)
∣∣i ∈ I) with respect
to the topology induced on the set of rays by any base.
For the quantum Re`nyi entropies
Sα(ρ) =
1
1− α log trρ
α, (4.26)
the question about realizable extremal rays for α ∈ (0, 1) was answered by Linden, Mosonyi and
Winter [41]. Their result shows that the closed conic hull of the Re`nyi-entropic region is the positive
orthant and that none of its extremal rays are realizable. For α ∈ (1,∞) they have shown that the
closure of the entropy region is not a convex cone. The only Re`nyi entropies that form a cone and are
still to be characterized are the von Neumann Entropy α = 1 and the Re`nyi-0-entropy. Some results
for the latter were achieved in [7].
4.2 Classical
In the following section, I show that the technique used for the quantum entropy cone can also be
adapted to the classical entropy cone. Although the proof of Theorem 4.1 in [13] proves that for each
point in Σn there is a sequence of flat states whose entropies converge to the corresponding ray, the
following result improves on that characterization by giving a condition on states that exactly realize
a point on an extremal ray.
In the classical scenario, the geometry is slightly different and applying the technique from the last
section requires some care. Let X be a finite alphabet of size d, X = (Xi)i∈[n] a random variable with
values in X n p : X n → [0, 1] its distribution and pI , I ⊂ [n] its marginals. The important space is the
set of probability distributions on X , which is not a smooth manifold like the projective space PH in
the quantum case, but a convex polytope, more precisely the simplex
Pdn =
{
p ∈ Rdn
∣∣∣||p||1 = 1, pi ≥ 0 ∀i ∈ [m]} (4.27)
This is not a nice region to define a differentiable function on, as it is, first of all, not open.
50
This indicates that we have to be more careful here compared to the quantum case. One could
think of defining “one-sided derivatives”, but this would defeat the object, as in the reasoning in the
above section we derived the restriction of the range of the differential, roughly speaking, from the
fact that if we could infinitesimally walk out of some face into the cone, we could also walk out of the
cone. Let us therefore make a definition that is similar to the tangent space of a manifold:
Definition 4.7. Let P be a polytope. For any point x ∈ P define the supporting face F (p) as the
unique face such that p ∈ ri(F (p)). (We use the convention ri({x}) = {x}.) Furthermore we define
the supporting space T (p) to be the Vector space part of the affine hull of the supporting face.
Now we have the means to unambiguously define a differential of the entropy function h
(dh)p : T (p)→ R2n (4.28)
The distributions p ∈ Pdn with dimT (p) = 0 are precisely the deterministic points, and for them we
have h(p) = 0. Let us therefore assume that dimT (p) ≥ 1.
Proposition 4.8. Let p ∈ Pdn with h(p) ∈ R ⊂ Σn for some edge R of Σn. Then either all marginal
distributions pI , ∅ 6= I ⊂ [n] are flat, or none of them is.
Proof. Suppose some pI is flat and H(pI) 6= 0. Then we can find x, y ∈ X n such that xI 6= yI ,
pI(xI) = pI(yI) 6= 0 and v = ex − ey ∈ T (p). We find
(dhI)p(v) = log
(
pI(yI)
pI(xI)
)
= 0. (4.29)
But on the other hand, as p populates an edge, (dh)p(v) ∈ Rh(p) ∀v ∈ A(p) and therefore, as H(pI) 6=
0, (dh)p = 0, which implies that all non-trivial marginals are flat.
Now look at the case where no marginal distribution is flat.
Corollary 4.9. Suppose p ∈ Pdn has no flat marginals except for the trivial p∅ and h(p) lies in an
edge of Σn. Then px 6= 0 6= py implies xi 6= yi ∀i ∈ [n], i.e. p is the distribution of a collection of
random variables X = (Xi)i∈[n] with Xi = Xj , i, j ∈ [n].
Proof. If px 6= 0 6= py, v = ex − ey ∈ T (p). Suppose now there existed an i ∈ [n] such that xi = yi.
Then
(dhI)p(v) = log
(
pI(yI)
pI(xI)
)
= 0. (4.30)
But as in Lemma 4.8 this would imply (dh)p = 0 which contradicts the assumption that p has no flat
marginals
For such a probability distribution we have h(p) = H(p1)
∑
∅6=I⊂[n] e
(I) as an entropy vector.
Summarizing the results, we get
Theorem 4.10. Let h(p) = v ∈ Σn generate an isolated extremal ray of Σn. Then one of the following
is true:
1. v results from lower-dimensional extremal rays according to (4.19),
2. v = r
∑
∅6=I⊂[n] e
(I), or
3. p and all its marginals are flat.
That is the same exceptional ray we had in the quantum case, and the flat representative described
in Corollary 4.4 is classical. Hence for the edges of the classical entropy cone we have the same
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Corollary 4.11. Let R ⊂ Σn be a populated edge. Then there exists a probability distribution p ∈ Pdn
for some d ∈ N such that h(p) ∈ R and pI is flat for all I ∈ [n].
As in the quantum case, this also implies that every ray in the cone spanned by the populated
edges can be approximated by random variables with flat marginals. This provides no new insight, as
it is known that, in fact, any ray R ⊂ Σn can be approximated in that way [13].
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Chapter 5
Stabilizer states
5.1 The Stabilizer Entropy Cone
As the characterization of the whole quantum entropy cone for n ≥ 4 parties proved elusive so far, and
even the classical entropy cone is far from characterized unless n ≤ 3, it seems a good idea to start
by finding inner approximations like the weakly symmetric entropy cone described in the last section.
This can also be done by looking at a subset of states that has additional structure such as to allow
for a direct algebraic characterization of the possible entropy vectors.
One subset that allows for this to be done is the set of stabilizer states [40, 28]. In the following
chapter I introduce this set, review the results concerning stabilizer states that were obtained in [28]
and [40] independently, and give a further improvement of the result under a certain condition on the
local Hilbert space dimension that includes the important qubit case.
Stabilizer states are quantum states in finite dimensional systems that are invariant under a certain
group of operations, the stabilizer group. This was also the original defining property, as they are
the normalized projectors onto certain subspaces called stabilizer codes that are invariant under the
stabilizer group and thus robust against noise if the noise operators are from that group. However,
they can also be constructed from a different point of view using finite phase spaces. This approach
was taken in [28], which I also follow in this introduction.
Let d ∈ N, and V be the free module of rank 2n over the ring of integers modulo d, that is
V = (Z/dZ)2n =: Z2nd . V is the finite analogue of the phase space known from classical mechanics, in
this case for an n-partite system with a local Hilbert space Cd. The standard symplectic form on V is
ω(v, w) =
n∑
i=1
(vpiwqi − vqiwpi) (5.1)
where v = (vp1 , ..., vpn , vq1 , ..., vqn). If d is prime, V is a vector space and ω is the more broadly known
standard symplectic form on vector spaces.
A submodule M ⊂ V is called isotropic, if the symplectic form vanishes on it, i.e. ω(M,M) = {0}.
We are interested in looking at subsets of the n systems as well, so for each I ⊂ [n] we define
the projection piI onto the submodule VI = {v ∈ V |vi = 0∀i 6∈ [n]}, where vi = ((vpi , vqi) and the
restriction AI = A ∩ VI for subsets A ⊂ V . Note that it is not clear whether a projection onto an
arbitrary submodule exists, but the special submodules VI are direct summands, V = VI ⊕ VIc , in in
which case the existence is obvious.
The additive group of the ring Zd is, of course, Abelian and its characters are the powers of χd(x) =
e
2pii
d
x. Returning to the phase space analogy, half the direct summands (“dimensions”) of V constitute
the momentum space, and the other half are the configuration space Znd , which is also reflected in the
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notation above. Wave functions are accordingly square summable complex functions on configuration
space, i.e. H = L2(C, Znd ) ∼=
(
Cd
)⊗n
. Let us define the Weyl operators corresponding to the symplectic
structure given by ω, first for n = 1 and (P,Q) ∈ Z2,
(W (P,Q)ψ)(x) = τ2d(−PQ)χd(Px)ψ(x−Q) (5.2)
where τ2d(y) = χ2d((d
2 + 1)y). A short calculation shows, that
W (P,Q)W (P ′, Q′) = τ2d(PQ′ −QP ′)W (P + P ′, Q+Q′)
W (P,Q)−1 = W (P,Q)† = W (−P,−Q) (5.3)
W (P,Q)W (P ′, Q′) = χd(PQ′ −QP ′)W (P ′, Q′)W (P,Q)
Now we want to define the Weyl operators for p, q ∈ Zd. If d is odd, we can define w(p, q) = W (P,Q)
with p = P mod d and q = Q mod d straightforward, as W (P + d,Q) = W (P,Q + d) = W (P,Q)
for all (P,Q) ∈ Z2. If d is even, we define w(p, q) = W (P,Q) as for odd d but with the additional
condition that P,Q ∈ {0, 1, ..., d − 1}. This fixes the sign of the operators and is necessary, because
W (P + d,Q) = W (P,Q+ d) = −W (P,Q) in that case. In both cases (p, q) 7→ w(p, q) defines at least
a projective representation of the additive group of Z2d. For n ≥ 2 we have V =
(
Z2d
)⊗n
and define
w(v) =
⊗n
i=1w(vi) with vi = (vpi , vqi).
We are now ready to define stabilizer states and a few related notions.
Definition 5.1. Given a phase space V = Z2nd , a stabilizer group is defined to be a group G of
multiples of Weyl operators such that the only multiple of 1 = w(0) contained in G is 1 itself. The
subspace
HG =
{
ψ ∈
(
Cd
)⊗n ∣∣∣gψ = ψ ∀g ∈ G}
is called the stabilizer code associated with G. Finally, the normalized projector
ρG =
1
dn
∑
g∈G
g
is called the corresponding stabilizer state. Two stabilizer states ρ1 and ρ2 are said to be equivalent, if
they differ only by conjugation by Weyl operators, i.e. there exists a v ∈ V such that ρ1 = w(v)ρ2w(−v).
Some authors have a definition of stabilizer states narrower than the above one by additionally
demanding purity. To connect stabilizer states to isotropic submodules of the phase space we need a
few auxiliary results.
Lemma 5.2 ([28], Lemma 6). Let V = Z2nd be a phase space. Then the set of characters of the additive
group of V is Vˆ = {χd(ω(v, ·))|v ∈ V }.
Proof. Of course each elements of Vˆ is a character, and as χd is injective on Zd and ω is non degenerate,
we have |Vˆ | = |V |, and thus we have found all characters of V .
If V is a symplectic vector space, we have the well known formula dimU + dimUω = dimV for all
subspaces U ⊂ V , where Uω denotes the symplectic complement of U . For a Module, the dimension
may not be well defined, nevertheless a similar statement is still true.
Lemma 5.3 ([28], Lemma 7). For a finite symplectic module V and a submodule M ⊂ V , |M ||Mω| =
|V |
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Proof. Consider the group homomorphism
Φ : Mω → V̂/M, x 7→ ([w] 7→ χd(ω(x,w))) , (5.4)
where [w] is the coset class of w. It is injective because ω is non degenerate. Let now τ ∈ V̂/M be a
character of V/M , then (v 7→ τ([v]) ∈ Vˆ , so according to Lemma 5.2 there exists a w ∈ V such that
τ([v]) = χd(ω(w, v)). As τ vanishes on M , w ∈Mω. So Φ is an isomorphism, and
|Mω| = |V̂/M | = |V/M | = |V ||M | (5.5)
In particular, as M ⊂ (Mω)ω, (Mω)ω = M .
Stabilizer states are characterized by isotropic submodules of the finite phase space defined above:
Theorem 5.4 ([28], Theorem 1). Let d > 1 be an integer and V = Z2nd the phase space of n d-
dimensional quantum systems. Then there is a one-to-one correspondence between isotropic submodules
M ⊂ V and equivalence classes [ρ(M)] of stabilizer states on H = (Cd)⊗n. The partial trace of the
state corresponds to restriction to the phase space of the chosen systems, i.e.
[ρ(M)I ] = [ρ(MI)] , (5.6)
and the entropy vectors of stabilizer states are
S([ρ(M)I ]) = |I| − log |MI | (5.7)
furthermore, for any representative ρ of the equivalence class there are phases µm such that
ρ =
∑
m∈M
µmw(m) (5.8)
In the following we look at the entropy cone generated by stabilizer states,
Γstabn = cone {s(ρ)|ρn-partite stabilizer state} , (5.9)
which is an inner approximation of the full entropy cone Γn.
Gross and Walter prove in [28] that all balanced classical information inequalities hold for stabilizer
states, that is
(
Γstabn
)∗ ∩ Bn ⊃ Σ∗n ∩ Bn. To this end, they explicitly construct a classical model that
reproduces the entropy of a given stabilizer state up to a term proportional to the size of the subsystem:
Theorem 5.5 ([28], Theorem 2). Let d > 1 be an integer and V = Z2nd the phase space of n d-
dimensional quantum systems. Let ρ be a stabilizer state corresponding to a submodule M ⊂ V .
Then the random variable X = (X1, ..., Xn) ∼ U(Mω) that takes values uniformly on the symplectic
complement of M has the entropy vector
H(XI) = S(ρI) + |I| = log |M
ω|
| ker(piI) ∩Mω| , (5.10)
where the last expression gives the subgroup model corresponding to X shown to exist in [13].
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5.2 Stabilizer Entropies and Linear Rank Inequalities
It turns out that stabilizer entropies can be related to subspace ranks. The problem of characterizing
subspace rank functions introduced in the following paragraph is well studied in a branch of math-
ematics called matroid theory. Let us first define the notion of a rank function, which plays a role
similar to the entropy function:
Definition 5.6. Let F be a finite field, V a vector space over F and U = (Ui)i∈[n], Ui ⊂ V a collection
of subspaces. Then we define the rank function by
r(U) = (dimUI)I⊂[n], (5.11)
where
UI = span ∪i∈I Ui (5.12)
and we adopt the convention dim ∅ = 0. We call r(U) a rank vector.
Note that the restriction to finite fields is not necessary, but the finite field case is the only one
this thesis is concerned with. The set of all rank vectors is, of course, not a convex cone, as it contains
only integral points. Nevertheless it makes sense to define the conic hull of all possible rank functions,
Λn = cone
{
r(U)
∣∣∣U = (Ui)i∈[n] a collection of subspaces} . (5.13)
It is easy to see that for any collection of subspaces of a finite vector space there is a collection of
random variables such that the rank function of the former coincides with the entropy vector of the
latter.
Proposition 5.7 ([29], Theorem 2). Given a collection U = (Ui)i∈[n] of subspaces of a vector space
V over a finite field F, there is a random variable X = (Xi)i∈[n] such that
r(U) = αh(X). (5.14)
Proof. Let X be a random variable uniformly distributed on V ∗, the dual space of V . Then we define
Xi = X|Ui , (5.15)
i.e. the restriction of the random functional X to Ui. This yields
XI = X|UI (5.16)
and therefore
h(X) = log(|F |)r(U), (5.17)
as XI is uniformly distributed on UI .
This shows that the cone generated by all rank function is contained in the classical entropy cone,
i.e.
Λn ⊂ Σn. (5.18)
However, there are inequalities respected by rank functions that are violated by entropies [21, 11],
making the inclusion strict,
Λn ( Σn. (5.19)
These inequalities are called linear rank inequalities.
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The cone Λn plays an important role in network coding as it determines the capacities achievable
by linear codes. This class of codes has many advantages over general network codes, as encoding,
decoding and construction can be done efficiently [59]. The existence of linear rank inequalities violated
by Shannon entropies and explicit counterexamples [22] show, however, that linear codes cannot
achieve the maximal possible rates.
Let us connect the dots by investigating the relationship between stabilizer entropies and subspace
ranks. The following Lemma was stated without proof in [11] with a forward reference to a publication
that was not published afterwards, neither was I able to get information about it’s status upon request
[10]. In the following V1 + V2 = {v1 + v2|v1 ∈ V1, v2 ∈ V2} = span(V1, V2) denotes the Minkowski sum
of two subspaces, and we also use the sum symbol
∑
for this concept.
Lemma 5.8. Given a finite field F, a vector space V over F and a vector h = (hI)I⊂[n] ∈ Vn, the
following two statements are equivalent:
(i) There exists a collection (Vi)i∈[n] of subspaces of V ∗ such that hI = dim
∑
i∈I Vi
(ii) There exists a collection (Wi)i∈[n] of subspaces of V such that hI = log|F|
( |V |
|⋂i∈IWi|
)
.
Proof. Let Uo = {f ∈ V ∗|f(v) = 0 ∀v ∈ U} ⊂ V ∗ denote the annihilator of a subspace U ⊂ V .
Then dimU + dimUo = dimV and for any subspaces U1, U2 ⊂ V we have (U1 ∩ U2)o = Uo1 + Uo2 .
Furthermore, the cardinality of any subspace U ⊂ V is |U | = |F|dimU , therefore
log|F|
( |V |
|⋂i∈IWi|
)
= log|F| |V | − log|F| |
⋂
i∈I
Wi|
= dimV − dim
⋂
i∈I
Wi = dim
(⋂
i∈I
Wi
)o
= dim
∑
i∈I
W oi . (5.20)
With the help of the above result we can give a partial answer to a question posed by Linden,
Matusˇ, Ruskai and Winter in [40]: Do the entropy vectors of stabilizer states respect all linear rank
inequalities? Below, we prove that the entropies of stabilizer states with square free local dimension
respect all balanced linear rank inequalities. This result together with the results in [28, 40] is a bit
disappointing, as it shows, that stabilizer states are, also from an entropic perspective, too simple to
provide a model for general quantum states. On the other hand, this adds to the existing evidence
that stabilizer codes should be thought of as quantum analogues of linear codes.
Theorem 5.9. The entropy vectors of stabilizer states with a vector space as a phase space respect all
balanced linear rank inequalities.
Proof. Let ρ be such a stabilizer state. Then, according to Theorem 5.5
S(ρI) + |I| = log |M
ω|
| ker(piI) ∩Mω| , (5.21)
where M is the isotropic subspace corresponding to ρ. But ker(piI) ∩Mω = (
⋂
i ker(pii)) ∩Mω =⋂
i (ker(pii) ∩Mω), so according to Proposition 5.8 that implies
S(ρI) + |I| = dim
∑
i∈I
(ker(pii) ∩Mω)o , (5.22)
where o denotes the annihilator in (Mω)∗. As the correction terms proportional to |I| cancel in a
balanced functional, balanced inequalities that hold for subspace ranks remain valid for the entropy
vectors of stabilizer states with vector phase space.
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Generalizing Proposition 5.8 to modules seems difficult, as the dimension of a submodule might
be ill-defined even if the supermodule is free. Also a similar statement only involving cardinalities is
problematic, as A ∩B ⊂ (Ao +Bo)o, but in general they are not equal.
It turns out though that submodules of free R-modules for R = Zd with d square free always have a
direct sum decomposition into modules of prime order. With the help of this result we can reduce the
case of square free phase space dimension stabilizers to the prime dimension case. The following results
extend the Observation from [2] that the Heisenberg-Weyl-Group factorizes for square-free dimensions
by the Fact that also stabilizer states factorize. The Lemma below is corollary of Be`zout’s Lemma:
Lemma 5.10. Let z1, ..., zk ∈ Z pairwise coprime, d =
∏k
i=1 zi and ri =
d
zi
. Then there exist ai ∈ Z
such that
k∑
i=1
airi = 1. (5.23)
Proof. We prove the lemma by induction over k. If k = 1 then r1 =
z1
z1
= 1 so a1 = 1 does the trick.
Suppose now the lemma were true up to k − 1. As zk−1 and zk are coprime, according to Be`zout’s
lemma there exist a, b ∈ Z such that azk−1 + bzk = 1. Then brk−1 + ark = dzk−1zk . As the numbers zj
are pairwise coprime, so are z′k−1 = zk−1zk and any zj with j 6= k − 1, k, and thus, according to the
induction hypothesis, we can find numbers a′i for i = 1, ..., k − 1 such that
∑k−2
i=1 a
′
izi + a
′
k−1z
′
k−1 = 1.
So ai = a
′
i for i = 1, ..., k − 2, ak−1 = a′k−1b and ak = a′k−1a fulfill (5.23)
Using this lemma we can prove the above mentioned submodule decomposition.
Proposition 5.11. Let d =
∏k
i=1 pi with pi distinct primes and M ⊂ Znd ∼= Znp1×...×Znpk a submodule.
Then M =
⊕k
i=1Mi such that Mi ⊂ Znpi.
Proof. Define ri =
d
pi
and the submodules Mi = riM . Take x ∈ Mi \ {0} then there is a y ∈ M
such that x = riy and pix = dy = 0 mod d. According to Lemma 5.10 there are ai ∈ Zd such that∑k
i=1 airi = 1 mod d. Therefore
∑k
i=1 aiMi = M , and as obviously spanZd
⋃k
i=1Mk ⊂ M we proved
spanZd
⋃k
i=1Mk = M . But the Mi are submodules and Mi ∩Mj = 0, so each element m ∈ M of M
can be decomposed uniquely into a sum m =
∑k
i=1mi such that mi ∈Mi.
We can prove now that stabilizer states in square free dimensions are tensor products of stabilizer
states of prime dimension.
Theorem 5.12. Let d =
∏k
i=1 pi with pi distinct primes and ρ ∈ B
((
Cd
)⊗n)
a stabilizer state. Then
there is a tensor product structure Cd =
⊗k
i=1 C
pi and stabilizer states ρi ∈ B
(
(Cpi)⊗n
)
such that
ρ =
⊗k
i=1 ρi.
Proof. Let M ⊂ Z2nd be the isotropic submodule corresponding to ρ according to Theorem 5.4. Then,
according to Proposition 5.11 we can write
ρ =
1
pn1 ...p
n
k
∑
m1∈M1,...,mk∈Mk
k∏
i=1
µmiw(mi). (5.24)
As the stabilizer group is a representation of the additive group of M =
⊕k
i=1Mi, which is a direct
product of the additive groups of the Mi, it is well known that there exist representations of the Mi
such that the representation of the product group is their tensor product, i.e. there exists a tensor
product structure Cd =
⊗k
i=1 C
pi where w(mi) acts on the ith tensor factor for mi ∈Mi ⊂M . Hence
we have
ρ =
k⊗
i=1
1
pnk
∑
mi∈Mi
µmiw(mi) ∈ B
(
k⊗
i=1
Cpi
)
, (5.25)
which is the desired tensor product decomposition.
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As the entropies of the factors of a product state are additive, Corollary 5.9 generalizes to square
free dimensions:
Corollary 5.13. The entropy vectors of stabilizer states with square free local dimension respect all
balanced linear rank inequalities.
Proof. Using the fact that S(ρ1 ⊗ ρ2) = S(ρ1) + S(ρ2) and Theorem 5.12, we find that the entropy
vector of any stabilizer state ρ ∈ B
((
Cd
)⊗n)
with d =
∏k
i=1 pi is
S(ρ) =
k∑
i=1
S(ρi) (5.26)
where ρi ∈ B
(
(Cpi)⊗n
)
is a stabilizer state in prime local dimension. But all the summands on the
right hand side of (5.26) respect all balanced linear rank inequalities according to Corollary 5.9, and
hence so does the left hand side.
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Chapter 6
Entropy Vectors and Type Classes
The main goal of this section is to better understand the essence of the correspondence between entropy
vectors and group sizes proved in [13] that was already briefly mentioned in Section 2.1.2. It turns out
that the result can be reformulated using only type classes, without reference to groups. This viewpoint
also makes it possible to connect this result to representation theory and find a “classical analogue”
of the Schur-Weyl decomposition that was briefly discussed in [15] in a non-representation-theoretic
way. This provides a relation between representation theory and the classical marginal problem in the
spirit of the result from [16] for the quantum case. To this end we develop a clear understanding how
strings and permutation modules are connected. The representation-theoretic formulation yields a
formula for the restrictions of irreducible representations of the Unitary group to the symmetric group
as a byproduct. The correspondence between the spectrum estimation theorem and the asymptotic
equipartition property is also easily made clearer in this framework, and we argue why a simple
quantum analogue of [13] cannot be expected.
Throughout this chapter frequency vectors of strings play an important role, let us therefore recall
their definition.
Definition 6.1 (Frequency). Let X be a finite alphabet and x ∈ X q a string. Then we define the
frequency vector f(x) ∈ NX of x by
f(x)a =
∣∣{α ∈ [q] ∣∣xα = a}∣∣ (6.1)
Another important notion is that of a
Definition 6.2 (Type Class). Let X be a finite alphabet, x ∈ X n a string and f = f(x) its frequency
vector. Then the Sn-orbit generated by x is called the type class of x, i.e.
Tf = Sn.x ⊂ X n. (6.2)
The type class has an index f instead of x because strings with the same frequency vector generate
the same type class. The size of the type class is
|Tf | = `(λ)!
λ!
=
`(λ)!∏
i λi!
, λ = sh(f), (6.3)
6.1 Type Class Characterization of Entropy Vectors
In this section we recast the main theorem from [13] purely in terms of type classes. Let us first
recall the original theorem that connects group sizes and Entropy vectors, which was already stated
in Section 2.1:
60
Theorem 6.3 ([13]). Let X = (Xi)i∈[n] be an n-partite random variable. Then there exits a sequence
of tuples of finite groups (G,G1, G2, ..., Gn)k, k ∈ N with Gi ⊂ G subgroups, such that
H(XI) = lim
k→∞
1
k
log
|G|
|GI | ∀I ⊂ [n] (6.4)
where GI =
⋂
i∈I Gi. Conversely, for any group tuple (G,G1, G2, ..., Gn) there is a random variable
Y = (YI)I⊂[n] such that
H(YI) = log
|G|
|GI | (6.5)
The proof uses a construction of Young subgroups that are the symmetry groups of the (joint
and marginal) type classes of X. It turns out that this can be formulated without reference to group
theory, in fact, looking closely at their proof we see that they actually connect type class sizes and
group sizes, the entropies appear as a mere corollary.
Suppose now the alphabet X = An is a product alphabet. Then for each subset I ⊂ [n] we define
the marginal string xI of a string x ∈ X q by setting
(xI)α = ((xα)i)i∈I . (6.6)
This definition makes sense because it is compatible with the definition of XI for a composite random
variable X = (Xi)i∈[n] where the Xi all have values on the same finite alphabet A. More precisely let
Z = Xn, then ZI = (XI)
n, where ZI is the string marginal of Z and XI as usual.
Now observe that each type class defines a rational probability distribution, the so called empirical
distribution p = fn . Conversely to each rational probability distribution p ∈ Pd∩Qd with denominator
q, i.e. such that pq ∈ Nd, and each integer k > 0 we get a corresponding type class Tkqp.
We are now ready to recast Chan’s and Yeung’s result purely in terms of type classes:
Theorem 6.4. Let X = (Xi)i∈[n] be an n-partite random variable with rational probability distribution
p of denominator q, each Xi has values on the same finite alphabet A of size d, so X has values on
X = An. Then for each integer k there exists a random variable Y (k) = (Y (k)i )i∈[n] such that Y (k)I is
uniformly distributed on the type class TqkpI ⊂
(A|I|)qk for all I ⊂ [n].
Proof. First write the type class Tkqp as an Skq-orbit, i.e.
Tkqp = Skq.x (6.7)
with a fixed string x ∈ Tkqp. Now observe that xI ∈ TkqpI and marginalization of strings commutes
with the action of the symmetric group, hence
(Tkqp)I = (Skq.x)I
= Skq.xI
= TkqpI . (6.8)
Let Y be a random variable uniformly distributed on Tkqp, p
′ its probability distribution and p′I the
distribution of YI which is defined as the marginal string of Y . Take any two elements z, t ∈ TkqpI and
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let pi ∈ Skq such that pi.z = t. Now calculate
p′I(t) = p
′
I(pi.z)
=
∑
x∈Tkqp
xi=(pi.z)i ∀i∈I
p′(x)
=
∑
x∈Tkqp
xi=zi ∀i∈I
p′(pi−1x)
=
∑
x∈Tkqp
xi=zi ∀i∈I
p′(x) = p′I(z), (6.9)
where in the second to last equality we used uniformity of p′. This proves that p′I is uniformly
distributed on its support, which is equal to the type class TkqpI according to (6.8), hence Y is the
desired random variable.
In the above theorem the random variable Y has strings of product letters as values. The random
variable obtained by taking the first letter of the string is distributed identically to X, as by definition
the frequency of the letter s is kqp(s) and Y is uniformly distributed on its support Tkqp which is
invariant under permuting the kq letters in the string.
Now observe that type class sizes are asymptotically related to entropies. In particular,
lim
k→∞
1
qk
log |TqkpI | = lim
k→∞
1
qk
log
(qk)!∏
a∈A(qkp(a))!
= lim
k→∞
1
qk
log
(qk)qk∏
a∈A(qkp(a))qkp(a)
= − lim
k→∞
1
qk
log
∏
a∈A
(p(a))qkp(a)
= H(pI), (6.10)
where for the second equality we used sterlings approximation on the factorials and discarded sub-
exponential factors. Furthermore we can relate the size of a type class to the number of cosets of a
Young subgroup, i.e. for any xI ∈ TqkpI
|TqkpI | = |SqkxI | =
|Sqk|
|Sqk,xI |
, (6.11)
where Sqk,x is the stabilizer subgroup or stabilizer of x in Sqk, which is isomorphic to Sqkp = Skqp1 ×
Skqp2 × ...× Skqpd . In the second equation we used Lagrange’s theorem for the number of cosets. But
Sqk,xI can be expressed in terms of the stabilizers Sqk,xi , i ∈ I, as an element pi ∈ Sqk stabilizes xI
exactly if it stabilizes xi for all i ∈ I. This implies that
Sqk,xI =
⋂
i∈I
Sqk,xi (6.12)
and Theorem 6.3 follows together with (6.11). The construction is also interesting in its own right
because it proves that every ray in Σn can be approached by random variables with flat marginals
[13], which is a stronger statement for the classical entropy cone than we could derive in Chapter 4
for the classical and quantum cones with the help of the differential of the entropy function.
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6.2 Permutation Modules and the Classical Marginal Problem
6.2.1 Strings and Permutation Modules: The Bipartite Case
Let us now connect Theorem 6.4 to th representation theory of the symmetric group. To this end
we look at the permutation modules Mλ introduced in Section 1.3.4, as their natural basis is the
type class of the probability distribution p = λ/n if λ ` n. In the following section I describe this
correspondence and investigate its implications.
Given an alphabet X of d letters and a string x ∈ X n, relabel the letters such that 1 is the most
frequent symbol, 2 is the second most frequent etc. Then we can encode the information in x in the
tableau T with sh(T ) = λ such that it has the positions of the ones in the first row, the positions of
the twos in the second and so on, so λ ` (n, d) is the type of x. As an example, look at the string
x = 312313231. (6.13)
Now relabel the alphabet,
x = 123121312, (6.14)
And put the positions in a Young tableau,
Tx =
1 4 6 8
2 5 9
3 7
. (6.15)
The action Sn # Mλ restricted to the basis given by row-standard tableaux is exactly the natural
action of Sn on strings of type λ. An equivalent way of looking at this representation is to describe it
as an action of Sn on the dissections of the set [n] of shape λ. Let us first define a
Definition 6.5 (Dissection). Let S be a set. A dissection of S into k parts is a set partition with
labeled parts, i.e. a tuple d ∈ (2S)k such that di ∩ dj = ∅ for i 6= j and ⋃ki=1 di = S. More generally,
we also allow a dissection of S to be indexed by an arbitrary set I.
The latter part of the definition has some advantages, as it captures the structure of the object the
best. Labels are needed (see the remark below), but the order can be chosen arbitrarily, or in other
words, forgotten about.
There is a one-to-one correspondence between strings and dissections. Let s ∈ [k]n be a string,
then we define the corresponding dissection d(x) by i ∈ d(x)xi , i.e. d(x)j is the set of indices carrying the
letter j ∈ [k] in x. Using this correspondence we define the frequency of a dissection by
f
(d)
i = |di| (6.16)
and, accordingly, the shape of a dissection sh(d) = sh
(
f (d)
)
. The natural Sk- and Sn-actions are
in a way dual to the string picture, as in this case Sk acts by permuting the indices and Sn acts
element-wise. Also the correspondence proves immediately that CSnd ∼= M sh(d).
Remark 6.6. Why are we using dissections instead of set partitions? Dissections of the same shape
generate isomorphic Sn-modules, i.e. CSnd ∼= M sh(d), but in the case of degeneracies in the frequency
vector, or, equivalently, in the corresponding partition, the order of the parts plays a role. The
corresponding fact in the string case is that we do not care about the order of the alphabet because
different orders generate isomorphic Sn-modules, but it is important to fix an order. This is understood
best by giving an extreme example: For n ≤ k, an atomic dissection of [n] into n singletons generates
M (1,...,1) = CSn, but the corresponding set partition is invariant under the Sn-action.
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This viewpoint makes it quite simple to find the decomposition of the tensor product Mλ ⊗Mµ
in terms of permutation modules. The action of Sn on this tensor product is given by permuting the
elements of [n] and keeping track of two dissections of it. But that is equivalent to keeping track of
their coarsest common refinement. If we define that having two indices, we avoid the problem of fixing
an order on the Cartesian product of two ordered sets:
Definition 6.7 (Coarsest Common Refinement). Let d1 and d2 be dissections of a set S indexed by
sets I1 and I2. Then we define the coarsest common refinement to be the dissection d of S indexed by
I1 × I2 satisfying
dij = (d1)i ∩ (d2)j (6.17)
It has now already become obvious that the tensor product of two permutation modules is isomor-
phic to a direct sum of permutation modules:
Mλ ⊗Mµ ∼=
⊕
ν`n
(Mν)⊕h
ν
λµ . (6.18)
The multiplicities hνλµ are exactly the ones defined in [15], Section 2.3.3, in the string analogue of the
Clebsch-Gordan isomorphism. Note that hνλµ = 0 if ν  λ or ν  µ, a partition always dominates its
refinement. We call the coefficients hνλµ classical Kronecker coefficients.
The interesting thing to understand is now how multiplicities larger than one emerge. For this
purpose, consider first the Sn × Sk-action on the set of dissections of S labeled by I, where |S| = n
and |I| = k. There, the set of orbits is indeed labeled by the shapes of the dissections, in other words,
the shape is the only invariant. The task of finding the multiplicities of Mλ in Mµ⊗Mν is equivalent
to understanding the Sn × Sk-invariants of S-dissections labeled by I × I. The Sn part is still easily
treated in the same way: It permutes the content of the sets and hence reduces the problem to treating
set sizes and labels. Set sizes remain invariant. Nontrivial multiplicities arise now because the Sn×Sk
action does not generate all of Sk2 , the permutation group of I × I.
For an illustrative example we switch back to the string picture for a moment, take a string x = 1122
and pair it with y = 1112 and with (14).y = 2111. One can do this by writing the two strings below
each other and view pairs of symbols as new symbols, i.e.
String Type
x 1 1 2 2 (22)
y 1 1 1 2 (31)
(14).y 2 1 1 1 (31)
x⊗ y (1, 1) (1, 1) (2, 1) (2, 2) (212)
x⊗ (14).y (1, 2) (1, 1) (2, 1) (2, 1) (212)
(6.19)
Let us look at the same product in the set dissection picture. The dissections are
x = ({12}, {34})
y = ({123}, {4})
(14).y = ({234}, {1}) . (6.20)
Writing down the refinements and ordering the indices lexicographically we get
x⊗ y = ({12}, ∅, {3}, {4})
x⊗ (57).y = ({2}, {1}, {34}, ∅) . (6.21)
Both dissections have shape (212) but the different order renders the copies of M (21
2) they generate
distinct, as the labels of the parts with two elements, (1, 1) and (2, 1), cannot be transformed into
each other by permuting 1 and 2.
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Theorem 6.4 and its proof using string marginalization shows now, that the decomposition of tensor
products of permutation modules into permutation modules is connected to the bipartite quantum
marginal problem: Two random variables with joint distribution λ/q and marginals µ/q and ν/q exist
if and only if hλµ ν 6= 0. This was already described in [15], however, this was done purely combina-
torially, not connecting the results to the representation theory of the symmetric group. The above
representation-theoretic formulation makes it easier to understand the similarities and differences be-
tween classical and quantum marginal problem, which will be discussed below. The relation between
permutation modules and the classical marginal problem was also indicated in a remark in [35] after
Theorem 6.5.1, but was not elaborated.
6.2.2 Shannon Type Inequalities from Permutation Modules
As the type classes of a probability distribution are defined to have a cardinality rate asymptotically
equal to the Shannon entropy of the latter, this result immediately yields simple Shannon type inequal-
ities. For the following discussion we introduce the notation A(k)=˙B(k) for “A(k) is equal to B(k)
in leading order in k” from [18]. The size of the type class Tλ i.e. the dimension of the permutation
module Mλ is
dimMλ =
n!
λ!
, (6.22)
where λ ` n and λ! = λ1!λ2!...λd!. Now suppose we have random variables X1 and X2 with distribu-
tions p12 = λ/q, p1 = µ/q, p2 = ν/q. Then h
λ
µν 6= 0 But that means that there exist set partitions
pλ, pµ and pν such that pλ is a common refinement of pν and pµ (As we are only interested in whether
the “classical Kronecker coefficient” hλµν is zero or not, considering partitions instead of dissections
suffices here). This implies λ ≺ µ, ν. Now we calculate
H(X1|X2) = H(X12)−H(X2)
=˙
1
kq
(log |Tkλ| − log |Tkµ|)
=
1
kq
log
(kµ)!
(kλ)!
≥ 0. (6.23)
The inequality follows because for each µi there exists a set λ|µi = {λj |j ∈ I} such that
∑
j∈I λj = µi
and these sets are distinct for different µi (this is nothing else but saying that λ is a refinement of µ),
and therefore
µ!
λ!
=
∏
i
µi!
λ|µi !
≥ 1. (6.24)
The same is true for kλ, kµ for any k. Thereby we proved monotonicity of the Shannon entropy solely
by exploiting the Asymptotic equipartition property and the string analogue of the Clebsch-Gordon
isomorphism from [15]. Subadditivity is even simpler to prove: Following the quantum version in [15],
Chapter 2, observe that Mkλ⊂˜Mkµ ⊗Mkν for all k ∈ N+ and therefore
H(X12) =˙
1
kq
log dimMkλ
≤ 1
kq
log dimMkµ ⊗Mkν
=
1
kq
log
(
dimMkµ dimMkν
)
=
1
kq
(
log dimMkµ + log dimMkν
)
=˙ H(X1) +H(X2). (6.25)
Strong subadditivity follows easily as well:
65
Proposition 6.8 (Strong subadditivity of the Shannon entropy). The Shannon entropy is strongly
subadditive, i.e. for three random variables X,Y and Z we have
H(XY ) +H(Y Z)−H(XY Z)−H(Y ) ≥ 0 (6.26)
Proof. Let us first assume that the probability distributions involved are rational, qpy = β, qpxy = µ,
qpyz = ν and qpxyz = λ for some Young diagrams β, µ, ν, λ ` q. We first express the inequality to be
proven in terms of type class sizes:
exp qk (H(XY ) +H(Y Z)−H(XY Z)−H(Y )) =˙ dimM
kµ dimMkν
dimMkλ dimMkβ
=
(kλ)!(kβ)!
(kµ)!(kν)!
. (6.27)
As the diagrams correspond to a random variable, µ, ν and λ are refinements of β. If γ is any refinement
of β, we can relabel the parts of γ by γij such that
∑
j γij = βi thus defining γ
(i) = (γij)j∈[li] ` βi for
suitable li ∈ N. With this definition we can write the expression above as
(kλ)!(kβ)!
(kµ)!(kν)!
=
∏
i
(kβi)!(kλ
(i))!
(kµ(i))!(kν(i))!
=
∏
i
dimMµ
(i)
dimMν
(i)
dimMλ
(i)
≥ 1, (6.28)
because λ(i) is a common refinement of µ(i) and ν(i) and therefore Mλ
(i)⊂˜Mµ(i)⊗Mν(i) . If the proba-
bility distribution is irrational, write it as the limit of a sequence of rational distributions and use the
fact that the Shannon entropy is continuous.
Note that the way in which we used the refinement property in the last equation of the proof
reflects the fact that the conditional mutual informations can be written as convex combination of
mutual informations using conditional probabilities, hence one should expect difficulties using a similar
technique in the quantum case, which was treated with significantly more effort in [17].
6.2.3 Sn × Sd-Duality and the Classical and Quantum Marginal Problems
Both classically and in quantum theory there is a correspondence between Young diagrams (or limits
of those) and states. In quantum theory this is facilitated by the spectrum estimation Theorem 2.7
[16, 17], in classical theory by the asymptotic equipartition property 2.2. In the following I find the
classical analogue of the Schur-Weyl decomposition of (Cd)⊗n. This yields a representation-theoretic
formulation of the asymptotic equipartition property that is a direct analogue of Theorem 2.7. This
clarifies the meaning of Theorem 6.4 in the classical Schur-Weyl picture and makes the impossibility
of a direct generalization to the quantum case apparent.
Let us look at the the representation given by the action
Sn
φ
#
(
Cd
)⊗n
(6.29)
defined in Equation (1.64). But this time we do not decompose the tensor product according to Schur
Weyl duality, but look at a decomposition into subrepresentations that respects a fixed product basis.
This is the best we can do to find as much structure as possible while still retaining the product basis
with respect to which the classical states are embedded. We cannot expect this decomposition to
contain only irreducible representations.
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Taking an arbitrary product basis vector |v〉, v ∈ [d]n we see that Sn |v〉 contains all basis vectors
|w〉 with f(v) = f(w), or, if put it in another way, Sn |v〉 = Tf(v), the orbit is the subset of product
basis vectors representing the type class of f . This decomposes
(
Cd
)⊗n
into subrepresentations that
are spanned by type classes of product basis vectors,(
Cd
)⊗n ∼= ⊕
f
spanSn |f〉 , (6.30)
where |f〉 := ∣∣1f1 ...dfd〉.
The Young subgroup Sf = Sf1 × Sf2 × ... × Sfd is the stabilizer of |v〉, so the representation
spanned by it is isomorphic to the induced representation 1 ↑SnSf∼= M sh(f), where sh(f) is the partition
corresponding to the frequency f . So we found(
Cd
)⊗n ∼= ⊕
λ`(n,d)
(
Mλ
)⊕mλ
(6.31)
with multiplicities mλ that are still to be determined.
There is of course also a natural action of Sd that preserves this decomposition, that is the one
permuting our fixed basis B of Cd that generates the product basis. It preserves the above decompo-
sition because it can only permute the frequencies of the basis vectors and thus does not change the
corresponding partition. This means we can write(
Cd
)⊗n ∼= ⊕
λ`(n,d)
Mλ ⊗W (λ), (6.32)
where W (λ) is some representation of Sd. Let us identify this representation. For this purpose we
label the standard basis of
(
Cd
)⊗n
in a different way. Given a string x we can identify it by giving the
shape of it’s frequency vector, λ, a permutation pi ∈ Sd such that pi(i) is the ith most frequent symbol
and a permutation σ ∈ Sn such that σ.
(
pi(1)λ1pi(2)λ2 ...pi(d)λd
)
= x.
This description is, however, not unique. Any σ′ = στ for some τ ∈ Sλ can replace σ, this shows
again that the corresponding representation of Sn is equal to 1 ↑SnSλ= Mλ. A similar argument holds
for pi. Let µ be the partition corresponding to the shape of the multiplicities of entries occurring in λ.
This is by far easier explained by an example than it is done with words. Take a Young diagram
λ = ,
i.e. λ = (5, 3, 22, 13). Then the multiplicity shape is µ = (3, 2, 12), because there is one triple of equal
parts, one pair and two parts that are different from all others.
Now take a string described by the triple (λ, pi, σ˜), where σ˜ = σSλ is a left coset of Sλ and suppose
λi = λj . Then the same string is also described by (λ, pi(ij), σ˜τ), where τ = (a + 1 b + 1)(a + 2 b +
2)...(a+ λi, b+ λi) with a = λ1 + ...+ λi−1 and b = λ1 + ...+ λj−1, and (ij) denotes the transposition
of i and j. This reflects the fact that two letters that occur with the same frequency can also be
interchanged by a permutation of the positions within the string.
To remove this ambiguity we replace pi by piSµ where µ is the shape of the multiplicity pattern
of λ, i.e. µ = sh(f(λ)). This observation enables us to find the representations W (λ). Let us find the
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stabilizer of Sn |λ〉 under Sd, λ =
(
λf11 λ
f2
f1+1
...λfrd−fr+1
)
. This is equal to the Young subgroup Sf ⊂ Sd,
as permuting basis vectors that have the same frequency can also be achieved by the action of Sn
like in the above example. These observations show that the representation W (λ) of Sd is equal to
M sh(f(λ)) =: Mλ
+
, because it is the one that corresponds to the action on strings with shape sh(f).
Putting things together we get (
Cd
)⊗n ∼= ⊕
λ`(n,d)
Mλ ⊗Mλ+ , (6.33)
which is the representation theoretic formulation of the string analogue of Schur Weyl duality that
has been proposed in [15].
The following observations are not of any direct use in our strive to understand the relations between
quantum and classical marginal problem, but yield a result that might be interesting in itself for
representation theory and is therefore stated here, forming a short digression.
Having done two different decompositions of the tensor product space
(
Cd
)⊗n
, we can find the
restriction of any irreducible representation of U(d) to Sd by comparing them. Using the decomposition
(1.54) on the Sn-modules M
λ in (6.33), it transforms into(
Cd
)⊗n ∼= ⊕
λ`(n,d)
⊕
µλ
CKµλ ⊗ [µ]⊗Mλ+ . (6.34)
Upon swapping the direct sums we get
(
Cd
)⊗n ∼= ⊕
µ`(n,d)
[µ]⊗
 ⊕
λ`(n,d)
λ≺µ
CKµλ ⊗Mλ+
 , (6.35)
and comparing this expression to the Schur Weyl decomposition (1.66) implies
Vµ ↓U(d)Sd ∼=
⊕
λ`(n,d)
λ≺µ
CKµλ ⊗Mλ+ , (6.36)
expressing the restriction of the U(d)-irreducible representation Vµ to Sd as a direct sum of permutation
modules. Using (1.54) once more we get the decomposition into irreducible representations,
Theorem 6.9.
Vµ ↓U(d)Sd ∼=
⊕
ν`d
[ν]⊕ηνµ (6.37)
with
ηνµ =
∑
λ`(|µ|,d)
λ≺µ
λ+≺ν
KµλKνλ+ . (6.38)
Let us return to the decomposition (6.33) and formulate the asymptotic equipartition property
(AEP) in this picture. This can be done such that it looks very similar to the spectrum estimation
theorem 2.7. A good reference for a classical treatment of this kind of information theoretic basics is
[18].
Proposition 6.10. Let ρ ∈ B (Cd) be diagonal in a fixed basis B, ρ = ∑i pi |i〉〈i| and let Qλ be the
projector onto Mλ ⊗Mλ+ in (6.33) defined with respect to B. Further define
Bn,d,(r) :=
{
λ ` (n, d)
∣∣∣ ∥∥λ− r∥∥ ≤ } , (6.39)
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with r = specρ = p ↓. Then
lim
n→∞
∑
λ∈Bn,d,(r)
trQλρ
⊗n = 1 (6.40)
for all  > 0.
Proof. The AEP as it is found in [18] makes, among other, the following statement: Let An′ ={
x ∈ X n|p(x) = 2−n(H(x)±′)
}
, then P
(
An′
) n→∞−→ 1. The projectors Qλ are Sd-invariant, let therefore
without loss of generality p1 ≥ p2 ≥ ... ≥ pd. Assume for now pd 6= 0. Take λ ` (n, d) such that
xλ ∈ An′ and calculate
2−n(H(p)+
′) ≤ pn(xλ) =
∏
i
pλii =
∏
i
p
n(pi+(λi−pi))
i ≤ 2−n(H(p)+‖λ−p‖ log(pd)), (6.41)
so 2−n′ ≤ 2n‖λ−p‖ log(pd) and therefore ‖λ − p‖ ≤ − ′log pd . So we have proven that all strings in An′
have a frequency of shape λ ∈ B
n,d,− ′
log pd
(r) and the result follows by setting ′ = − log pd. The
case where pd = 0 reduces to a lower dimension d
′ < d because the assumption 2−n(H(p)+′) ≤ pn(xλ)
already implies λd = 0 then.
Now we see what the construction in [13] means in this formulation: The random variable that is
uniformly distributed on the type class T (p) of some rational distribution p = f/q of denominator q
is nothing else but the projector onto one copy of Mλ in (6.33), it makes the limit n → ∞ obsolete
by setting the probabilities on non-typical events to zero. Note that the discarded events include the
few most probable events as well as a huge number of events of negligible probability, and that the
probability of the exactly typical sequences approaches zero for large sequence lengths.
It has been tried for some time to find a construction for the quantum case analogous to the result
of Chan and Yeung ([16], [17]).
The straightforward analogue would be taking a state of the form
ρ =
1
dim[λ]
P[λ] ⊗ |x〉〈x| (6.42)
In the Schur-Weyl picture, where |x〉 ∈ Vλ.
Given a state ρ ∈ B (Cd) with rational spectrum p = specρ ∈ Qd with denominator q, we want to
find a state
σ ∼= 1
dim[λ]
P[λ] ⊗ |x〉〈x| ∈ B ([λ]⊗ Vλ) ⊂ B
 ⊕
µ`(q,d)
[µ]⊗ Vµ
 ∼= B((Cd)⊗q) , (6.43)
where λ = sh(qp), such that ρ = tr1cσ = ρ.
The task is now to identify the vector |x〉 ∈ Vλ. Let us derive an expression for the partial trace
ρ = tr1cσ for the candidate states
σ =
1
dim[λ]
P[λ] ⊗ |vλ,B〉〈vλ,B| , (6.44)
where |vλ,B〉 is the highest weight vector in Vλ for the maximal torus T ⊂ U(d) defined by the eigenbasis
B of ρ and fix as ordering on the weights the lexicographical ordering with respect to the ordering of
the basis such that the first vector has the highest corresponding eigenvalue etc. We denote by |i〉 the
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elements of that basis and calculate
ρij = 〈i| (tr1cσ) |j〉
= tr (|j〉〈i| tr1cσ)
= tr
(|j〉〈i| ⊗ 1⊗q−1σ)
=
1
dim[λ]
tr
(|j〉〈i| ⊗ 1⊗q−1P[λ]⊗ˆ |vλ,B〉〈vλ,B|)
=
1
q! 〈λ| e†λeλ |λ〉
tr
|j〉〈i| ⊗ 1⊗n−1 ∑
pi∈Sq
pi†eλ |λ〉〈λ| e†λpi

=
1
q! 〈λ| e†λeλ |λ〉
tr
∑
pi∈Sq
pi |j〉〈i| ⊗ 1⊗n−1pi†eλ |λ〉〈λ| e†λ

=
dim[λ]2
q!3 〈λ| e†λeλ |λ〉
tr
e†λ ∑
pi∈Sq
pi |j〉〈i| ⊗ 1⊗n−1pi†eλeλ |λ〉〈λ| e†λ

= tr (Vλ(|j〉〈i|) |vλ,B〉〈vλ,B|) =
{
λi i = j
0 else
(6.45)
Here we have put a hat on the tensor product in the second line to distinguish between the two different
tensor structures of the same space present in that expression, corresponding to the notation(
Cd
)⊗n ∼= ⊕
λ`(n,d)
[λ]⊗ˆVλ
for the Schur-Weyl decomposition (1.66). eλ denotes the Young symmetrizer corresponding to the
standard tableau Tλ of shape λ with numbers 1 to n inserted from left to right and from top to
bottom, e.g.
λ =
Tλ =
1 2
3
.
In line two we used that in the Schur Weyl picture
|vλ,B〉 = eT |T 〉√
〈T | e†T eT |T 〉
(6.46)
is the normalized highest weight vector in the Weyl module eT
(
Cd
)⊗n
(see [15], Lemma 1.22). From
the second to the third line we used the fact that the Young symmetrizer is proportional to a projector
(1.52). In the last line the identity (6.46) is used again and 1q!
∑
pi∈Sq pi |j〉〈i| ⊗ 1⊗n−1pi† is just the
diagonal representation of the Lie algebra element Eji = |j〉〈i|, hence
Vλ(|j〉〈i|) = e†λ
∑
pi∈Sq
pi |j〉〈i| ⊗ 1⊗n−1pi†eλ (6.47)
is the gl(d)-representation with highest weight vector eλ |λ〉.
To return to a basis free expression we get
ρ = V †λ (|vλ,B〉〈vλ,B|) (6.48)
where here Vλ denotes the Lie algebra representation map and V
†
λ denotes its adjoint as an element
of hom (gl(d), gl (dn)).
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We have therefore found a quantum analogue of the Chan Yeung construction for n = 1: Given a
state ρ = 1q
∑d
i=1 λi |i〉〈i| we choose the maximal torus corresponding to the eigenbasis of ρ and the
state σ = Sq. |vλ,B〉〈vλ,B| is supported only on the copy of [λ] corresponding to the coherent state
eT |T 〉 where |T 〉 is the product basis vector that has |i〉 at the positions in row i of T and sh(T ) = λ.
Also it has the original state as one body marginal.
Unfortunately it is obvious that this construction does not commute with the partial trace in case
of a multipartite system: The highest weight vector |vλ,B〉 itself is, in general, entangled with respect
to the tensor product structure of the physical Hilbert space and therefore contributes to the entropy
of reduced states, and in particular, will not yield reduced states with flat spectra.
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Chapter 7
Summary and Open Questions
In this thesis I have approached the problem of characterizing multipartite quantum entropies from
different perspectives. This led to a variety of insights:
• The quantum entropy cone is more symmetric than its classical analogue.
• On the other hand it is less structured in the sense that finding quantum information inequalities
cannot be reduced to finding balanced information inequalities, as it is the case for the classical
entropy cone.
• There are weak monotonicity inequalities that define facets of the quantum entropy cone. They
have a structure similar to the monotonicity inequalities that define facets of the classical entropy
cone.
• Quantum states whose entropy vectors lie on an extremal ray of the quantum entropy cone have
a very simple structure: Their marginals have only one nonzero eigenvalue each. The same is
true for the classical analogue.
• Entropies from stabilizer states have more structure than previously known, rendering them
uninteresting to characterize the full entropy cone as well as to achieve the capacity of a general
quantum network communication scenario. However, the structural insight gained in this thesis
shows from the entropic perspective that stabilizer codes are quantum analogues of linear codes.
Linear codes are useful in classical network coding, indicating that the same should be true for
stabilizer states and future quantum network coding.
• The group characterization theorem [13] for Shannon entropy vectors can be reformulated in a
purely combinatoric language.
• There is a connection between the classical marginal problem and the representation theory of
the symmetric group. The corresponding formalism simplifies the comparison between quantum
and classical marginal problem
The main questions that remained open are the following:
• Are all inequalities that were shown to be convex independent for the von Neumann cone [52]
essential for the real quantum entropy cone as well?
• Can the reasoning behind Theorem 4.3 be generalized to states whose entropy vectors are close
to an extremal ray?
• Do stabilizer states in square dimension respect balanced linear rank inequalities? A solution
would also answer the question whether Abelian codes are more powerful than linear codes.
• Is it feasible to calculate the marginals of a state like (6.42)? Are they supported on the typical
subspaces corresponding to spectra close to the ones of the marginals of the parent state?
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Appendix A
Tripartite Quantum Marginal Problem
During the time I did the research for this Thesis, I also tried to generalize a result on the quantum
marginal problem for tripartite mixed states by Christandl, S¸ahinog˘lu and Walter [17]. This did
not lead to any significant results, but some parts of the proof of the main theorem of [17] were
quite difficult to understand, so I record my slightly more detailed reformulation of the proof in this
appendix for future benefit.
Let us first set the scene for understanding the result of Christandl, S¸ahinog˘lu and Walter [17], we
use the notation from this paper in the following.
We want to use the Clebsch-Gordan-isomorphism
[α]⊗ [β] ∼=
⊕
λ
[λ]⊗Hαβλ , (A.1)
where α, β are Young diagrams, the direct sum is taken over all Young diagrams, and Hαβλ is a
multiplicity space with dimension equal to the Kronecker coefficient gαβλ. Note that this dimension
can be zero and in fact is nonzero only for finitely many Young diagrams λ for given α and β.
Consider the following three alternative ways of decomposing [α]⊗ [β]⊗ [γ] into irreducible repre-
sentations of Sn, all three of the using the Clebsch-Gordan isomorphism (A.1) twice:
[α]⊗ [β]⊗ [γ] ∼=
⊕
η
[η]⊗ [γ]⊗Hαβη ∼=
⊕
η,λ
[λ]⊗Hηγλ ⊗Hαβη
[α]⊗ [β]⊗ [γ] ∼=
⊕
η
[η]⊗ [α]⊗Hβγη ∼=
⊕
η,λ
[λ]⊗Hαηλ ⊗Hβγη
[α]⊗ [β]⊗ [γ] ∼=
⊕
η
[η]⊗ [β]⊗Hαγη ∼=
⊕
η,λ
[λ]⊗Hηβλ ⊗Hαγη (A.2)
It is natural to ask now how the different decompositions are related. One tool is given by the so-
called recoupling coefficients. The terminology is quite misleading here, as the recoupling coefficients
are not, in general, coefficients, but maps relating the different decompositions (A.2). To understand
their definition, look at the chain of maps
Hµγλ ⊗Hαβµ ↪→
⊕
η
Hηγλ ⊗Hαβη
∼−→
⊕
η
Hαηλ ⊗Hβγη  Hανλ ⊗Hβγν (A.3)
for fixed Young diagrams α, β, γ, λ, µ and ν. The first map is just the natural embedding, the second
is the isomorphism resulting from the fact that the two direct sums are just different decompositions
of the multiplicity space of [λ] in [α]⊗ [β]⊗ [γ] and the last map is the projection onto the specified
direct summand. The composition of the three maps is the recoupling coefficient[
α β µ
γ λ ν
]
: Hµγλ ⊗Hαβµ → Hανλ ⊗Hβγν . (A.4)
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The decomposition (A.2) enables us to write down three decompositions of the Hilbert space of a
tripartite system to the n-th tensor power via Schur-Weyl duality, i.e. a Hilbert space
H = (HA ⊗HB ⊗HC)⊗n ∼= H⊗nA ⊗H⊗nB ⊗H⊗nC (A.5)
can be decomposed by first applying Schur-Weyl duality separately for H⊗nA , H⊗nB , and H⊗nC each and
then using one of the above decompositions of the triple products of irreducibles of Sn, e.g.
H ∼=
⊕
αβγ
[α]⊗ [β]⊗ [γ]⊗ Vα ⊗ Vβ ⊗ Vγ ∼=
⊕
αβγηλ
[λ]⊗Hηγλ ⊗Hαβη ⊗ Vα ⊗ Vβ ⊗ Vγ (A.6)
For each quintuple (α, β, γ, µ, λ) of Young diagrams define the operator
Qαβγγµ,λ = (Pα ⊗ Pβ ⊗ Pγ)(Pµ ⊗ Pγ)Pλ (A.7)
and similar operators for the other decompositions according to (A.2). These operators are, in fact,
orthogonal projectors, as the three projectors in their definition are all block diagonal and either zero
or the identity on each block in the direct sum decomposition on the right hand side of (A.6). One
can now easily relate the product of two such projectors to a recoupling coefficient:
Qαβγγµ,λQ
α′β′γ′
α′µ,λ′ = δαα′δββ′δγγ′δλλ′Pλ ⊗
[
α β µ
γ λ ν
]
⊗ 1Vα⊗Vβ⊗Vγ (A.8)
The product vanishes for α 6= α′ etc., because PαP ′α = δαα′Pα and, as already mentioned, the three
projectors in the right hand side of (A.7) commute.
The result of Christandl, S¸ahinog˘lu and Walter reads as follows:
Theorem A.1 ([17]). There exists a finite dimensional Hilbert space H and a state ρ ∈ B (H⊗3)
with spectra s = (rABC , rAB, rBC , rA, rB, rC) if and only if there is a sequence of Young diagrams
(λ, µ, ν, α, β, γ)k, k ∈ N such that
lim
k→∞
1
k
(λ, µ, ν, α, β, γ)k = s (A.9)
and ∥∥∥∥[ α β µγ λ ν
]∥∥∥∥ ≥ 1f(k) (A.10)
for some polynomial f .
The argument for the proof of the “only if” direction of Theorem A.1 roughly goes like this: Define
for each local dimension d, each k ∈ N and each spectrum r and δ > 0 the set
∆(k, δ, r) =
{
λ ` (k, `(r))∣∣||λ− r||1 ≤ δ} , (A.11)
with `(r) being the length of r, i.e. the dimension of the underlying Hilbert space. Furthermore, define
the projectors
Q˜k,δ1 =
⊕
Qαβγµγ,λ and
Q˜k,δ2 =
⊕
Qαβγνα,λ, (A.12)
where the direct sums are taken over all diagrams α ∈ ∆(k, δ, rA), ν ∈ ∆(k, δ, rBC) etc. Now, observe
that for any contraction P , any projector Q and an arbitrary density matrix ρ we have the elementary
bound
|trPQρ| = |trPρ− trPQρ| ≥ trPρ− trQρ, (A.13)
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which implies, together with Theorem 2.7 that for all  > 0 there exists a δ > 0 such that∥∥∥Q˜k,δ1 Q˜k,δ2 ∥∥∥∞ ≥ ∣∣∣trQ˜k,δ1 Q˜k,δ2 ρ⊗k∣∣∣ ≥ 1− 2. (A.14)
According to (A.8) all terms in Q˜k,δ1 Q˜
k,δ
2 where α 6= α′ or β 6= β′ etc. vanish such that
Q˜k,δ1 Q˜
k,δ
2 =
∑
αβγµνλ
Qαβγµγ,λQ
αβγ
να,λ, (A.15)
the sum again taken over all diagrams with normalization δ-close to the spectra of ρ. Therefore we
can conclude that
N max
αβγµνλ
∥∥∥Qαβγµγ,λQαβγνα,λ∥∥∥∞ ≥ ∑
αβγµνλ
∥∥∥Qαβγµγ,λQαβγνα,λ∥∥∥∞ ≥ ∥∥∥Q˜k,δ1 Q˜k,δ2 ∥∥∥∞ ≥ ∣∣∣trQ˜k,δ1 Q˜k,δ2 ρ⊗k∣∣∣ ≥ 1− 2
(A.16)
With N being the number of terms in the sum in (A.15), which is at most polynomial in k, and
k = q(k)e
−kδ2 for some fixed polynomial q. That is , for every δ > 0 there is a polynomial pδ and a
series of tuples of Young diagrams (λ, µ, ν, α, β, γ)
(δ)
k , k ∈ N such that∥∥∥Qαβγµγ,λQαβγνα,λ∥∥∥∞ ≥ 1− 2pδ(k) (A.17)
and the normalization of all involved diagrams are δ-close to their partner spectrum. What is more,
we can choose the set {pδ|δ ∈ R+} such that pδ(k) ≤ pδ′(k) for all δ ≤ δ′ and all k ∈ N. With this
we can prove that the series of diagrams (λ, µ, ν, α, β, γ)
(1/
4√
k)
k converges to s and the product of the
corresponding projectors, Qαβγµγ,λQ
αβγ
να,λ decreases at most polynomially in k with respect to the norm
|| · ||∞. On the other hand, this norm is equal to any norm of the corresponding recoupling coefficient
up to a factor polynomial in k.
We can now strengthen this direction of the theorem.
Theorem A.2. For any quantum state ρ ∈ B (C⊗3) with spectra s = (rABC , rAB, rBC , rAC , rA, rB, rC)
there exists a series of Young diagrams xk = (λ, µ, ν, σ, α, β, γ)k, k ∈ N such that
lim
k→∞
1
k
xk = s (A.18)
and the operator norm of one of Qk1Q
k
2Q
k
3 and cyclic permutations decay at most polynomially, where
the three projectors Qki , i = 1, 2, 3 correspond to the three ways of decomposing ([α]⊗ [β]⊗ [γ])k. More
precisely there exist polynomials pi, i = 0, 1, 2 such that∥∥∥Qk(123)i(1)Qk(123)i(2)Qk(123)i(3)∥∥∥∞ ≥ 1|pi(k)| , i = 0, 1, 2. (A.19)
In particular, the recoupling coefficients[
α β µ
γ λ ν
]
,
[
β γ ν
α λ σ
]
and
[
γ α σ
β λ µ
]
(A.20)
do not decay exponentially.
Note that there are actually there are six recoupling coefficients, but the ones missing in the
theorem are adjoints of the above.
Proof. We use the projectors (A.12) and define the analogous one corresponding to Qαβγσβ,λ, Q˜
k
3. Using
the bound (A.13) twice we get∣∣∣trQ˜k1Q˜k2Q˜k3ρ⊗k∣∣∣ ≥ ∣∣∣trQ˜k1Q˜k2ρ⊗k∣∣∣− trQ˜k3ρ⊗k ≥ trQ˜k1ρ⊗k − trQ˜k2ρ⊗k − trQ˜k3ρ⊗k ≥ 1− 3. (A.21)
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Now we employ the argument that, already at this point, we can find (λ, µ, ν, σ, α, β, γ)k such that the
projectors Qki , i = 1, 2, 3 corresponding to the different decompositions of ([α]⊗ [β]⊗ [γ])k fulfill the
inequality ∣∣∣trQk1Qk2Qk3ρ⊗k∣∣∣ ≥ 1p(k) (A.22)
for some polynomial p. We can use this inequality to bound the operator norm of trQk1Q
k
2Q
k
3 and
cyclic permutations thereof, and, in particular, the three different recoupling coefficients:∣∣∣trQk1Qk2Qk3ρ⊗k∣∣∣ ≤ ∥∥∥Qk1Qk2Qk3∥∥∥∞ ≤ min{∥∥∥Qk1Qk2∥∥∥∞ ,∥∥∥Qk2Qk3∥∥∥∞} ,∣∣∣trQk1Qk2Qk3ρ⊗k∣∣∣ ≤ ∣∣∣trQk1Qk2Qk3∣∣∣ = ∣∣∣trQk2Qk3Qk1∣∣∣ ≤ (trQk1)∥∥∥Qk2Qk3Qk1∥∥∥∞
≤
(
trQk1
)∥∥∥Qk3Qk1∥∥∥∞ . (A.23)
Analogously, ∣∣∣trQk1Qk2Qk3ρ⊗k∣∣∣ ≤ (trQk2)∥∥∥Qk3Qk1Qk2∥∥∥∞ . (A.24)
Together with (A.8) and the fact that all involved irreducible representations have a dimension at
most polynomial in k, we get the assertion using an argument completely analogous to the one in the
proof sketch above.
76
Bibliography
[1] Robert Alicki, S lawomir Rudnicki, and S lawomir Sadowski. Symmetry properties of product
states for the system of n n-level atoms. Journal of mathematical physics, 29:1158, 1988.
[2] DM Appleby, Ingemar Bengtsson, Stephen Brierley, Markus Grassl, David Gross, and Jan-A˚ke
Larsson. The monomial representations of the clifford group. Quantum Information & Compu-
tation, 12(5-6):404–431, 2012.
[3] Michael Aschbacher. The status of the classification of the finite simple groups. Notices of the
AMS, 51(7):736–740, 2004.
[4] Alexander Barvinok. A course in convexity, volume 54. AMS Bookstore, 2002.
[5] John S Bell et al. On the einstein-podolsky-rosen paradox. Physics, 1(3):195–200, 1964.
[6] Samuel L Braunstein and Carlton M Caves. Wringing out better bell inequalities. Annals of
Physics, 202(1):22–56, 1990.
[7] Josh Cadney, Marcus Huber, Noah Linden, and Andreas Winter. Inequalities for the ranks of
quantum states. arXiv:1308.0539, 2013.
[8] Josh Cadney, Noah Linden, and Andreas Winter. Infinitely many constrained inequalities for the
von neumann entropy. Information Theory, IEEE Transactions on, 58(6):3657–3663, 2012.
[9] Roger W Carter, G Segal, and I MacDonald. Lectures on lie algebras and lie groups. Lond. Math.
Soc. Student Texts, 32.
[10] Terence Chan. private communication, 19.06.2013.
[11] Terence Chan, Alex Grant, and Doris Pfluger. Truncation technique for characterizing linear
polymatroids. Information Theory, IEEE Transactions on, 57(10):6364–6378, 2011.
[12] Terence H Chan. Balanced information inequalities. Information Theory, IEEE Transactions on,
49(12):3261–3267, 2003.
[13] Terence H. Chan and Raymond W. Yeung. On a relation between information inequalities and
group theory. Information Theory, IEEE Transactions on, 48(7):1992–1995, 2002.
[14] Rafael Chaves and Tobias Fritz. Entropic approach to local realism and noncontextuality. Physical
Review A, 85(3):032113, 2012.
[15] Matthias Christandl. The structure of bipartite quantum states-Insights from group theory and
cryptography. PhD thesis, University of Cambridge, 2006.
[16] Matthias Christandl and Graeme Mitchison. The spectra of quantum states and the kronecker
coefficients of the symmetric group. Communications in mathematical physics, 261(3):789–797,
2006.
77
[17] Matthias Christandl, Mehmet Burak S¸ahinog˘lu, and Michael Walter. Recoupling coefficients and
quantum entropies. arXiv:1210.0463, 2012.
[18] Thomas M Cover and Joy A Thomas. Elements of information theory. John Wiley & Sons, 2012.
[19] Lidia Del Rio, Johan A˚berg, Renato Renner, Oscar Dahlsten, and Vlatko Vedral. The thermo-
dynamic meaning of negative entropy. Nature, 474(7349):61–63, 2011.
[20] Randall Dougherty, Chris Freiling, and Kenneth Zeger. Networks, matroids, and non-shannon
information inequalities. Information Theory, IEEE Transactions on, 53(6):1949–1969, 2007.
[21] Randall Dougherty, Chris Freiling, and Kenneth Zeger. Linear rank inequalities on five or more
variables. arXiv:0910.0284, 2009.
[22] Randall Dougherty, Christopher Freiling, and Kenneth Zeger. Insufficiency of linear coding in
network information flow. Information Theory, IEEE Transactions on, 51(8):2745–2759, 2005.
[23] Jens Eisert, Toma´sˇ Tyc, Terry Rudolph, and Barry C Sanders. Gaussian quantum marginal
problem. Communications in Mathematical Physics, 280(1):263–280, 2008.
[24] Tobias Fritz and Rafael Chaves. Entropic inequalities and marginal problems. 2011.
[25] William Fulton and Joe Harris. Representation theory: a first course, volume 129. Springer, 1991.
[26] Roe W Goodman and Nolan R Wallach. Representations and invariants of the classical groups,
volume 68. Cambridge University Press, 1998.
[27] Daniel M Greenberger, Michael A Horne, and Anton Zeilinger. Going beyond bell’s theorem. In
Bell’s theorem, quantum theory and conceptions of the universe, pages 69–72. Springer, 1989.
[28] David Gross and Michael Walter. Stabilizer information inequalities from phase space distribu-
tions. Journal of Mathematical Physics, 54(8), 2013.
[29] Daniel Hammer, Andrei Romashchenko, Alexander Shen, and Nikolai Vereshchagin. Inequalities
for shannon entropy and kolmogorov complexity. Journal of Computer and System Sciences,
60(2):442–464, 2000.
[30] Janus Heide, Morten V Pedersen, Frank HP Fitzek, and Torben Larsen. Network coding for
mobile devices-systematic binary random rateless codes. In Communications Workshops, 2009.
ICC Workshops 2009. IEEE International Conference on, pages 1–6. IEEE, 2009.
[31] Ben Ibinson. Quantum information and entropy. PhD thesis, University of Bristol, 2008.
[32] Ben Ibinson, Noah Linden, and Andreas Winter. All inequalities for the relative entropy. Com-
munications in mathematical physics, 269(1):223–238, 2007.
[33] Olav Kallenberg. Foundations of modern probability. springer, 2002.
[34] Michael Keyl and Reinhard F Werner. Estimating the spectrum of a density operator. Physical
Review A, 64(5):052311, 2001.
[35] Alexander Klyachko. Quantum marginal problem and representations of the symmetric group.
arXiv:quant-ph/0409113, 2004.
[36] Alexander A Klyachko. Quantum marginal problem and n-representability. In Journal of Physics:
Conference Series, volume 36, page 72. IOP Publishing, 2006.
[37] Rolf Landauer. Irreversibility and heat generation in the computing process. IBM journal of
research and development, 5(3):183–191, 1961.
78
[38] Oscar E Lanford III and Derek W Robinson. Mean entropy of states in quantum-statistical
mechanics. Journal of Mathematical Physics, 9(7):1120–1125, 2003.
[39] Elliott H. Lieb and Mary Beth Ruskai. Proof of the strong subadditivity of quantum-mechanical
entropy. Journal of Mathematical Physics, 14(12):1938–1941, 1973.
[40] Noah Linden, Frantisek Matus, Mary Beth Ruskai, and Andreas Winter. The Quantum En-
tropy Cone of Stabiliser States. In 8th Conference on the Theory of Quantum Computation,
Communication and Cryptography (TQC 2013), pages 270–284, 2013.
[41] Noah Linden, Mila´n Mosonyi, and Andreas Winter. The structure of re´nyi entropic inequalities.
Proceedings of the Royal Society A: Mathematical, Physical and Engineering Science, 469(2158),
2013.
[42] Noah Linden and Andreas Winter. A new inequality for the von neumann entropy. Communica-
tions in mathematical physics, 259(1):129–138, 2005.
[43] Yi-Kai Liu. Consistency of local density matrices is qma-complete. In Approximation, Random-
ization, and Combinatorial Optimization. Algorithms and Techniques, pages 438–449. Springer,
2006.
[44] Yi-Kai Liu, Matthias Christandl, and F. Verstraete. Quantum computational complexity of the
n-representability problem: Qma complete. Phys. Rev. Lett., 98:110503, 2007.
[45] John A. Smolin Maris Ozols, Graeme Smith. Bound entangled states with secret key and their
classical counterpart. arXiv:1305.0848, 2013.
[46] Frantisek Matus. Infinitely many information inequalities. In Information Theory, 2007. ISIT
2007. IEEE International Symposium on, pages 41–44. IEEE, 2007.
[47] Frantisek Matus. Two constructions on limits of entropy functions. Information Theory, IEEE
Transactions on, 53(1):320–330, 2007.
[48] Muriel Me´dard and Alex Sprintson. Network coding: Fundamentals and applications. Access
Online via Elsevier, 2011.
[49] John Neumann and Robert T Beyer. Mathematical foundations of quantum mechanics. Princeton
University Press, 1955.
[50] Michael A Nielsen and Isaac L Chuang. Quantum computation and quantum information. Cam-
bridge university press, 2010.
[51] Morten V Pedersen and Frank HP Fitzek. Implementation and performance evaluation of network
coding for cooperative mobile devices. In Communications Workshops, 2008. ICC Workshops’
08. IEEE International Conference on, pages 91–96. IEEE, 2008.
[52] Nicholas Pippenger. The inequalities of quantum information theory. Information Theory, IEEE
Transactions on, 49(4):773–789, 2003.
[53] Benjamin Schumacher. Quantum coding. Physical Review A, 51(4):2738, 1995.
[54] Benjamin Schumacher and Michael D Westmoreland. Quantum mutual information and the one-
time pad. In International Conference on Quantum Information. Optical Society of America,
2007.
[55] Claude E. Shannon. A mathematical theory of communication. The Bell System Technical
Journal, 27:379–423, 623–656, 1948.
79
[56] Alfred Wehrl. General properties of entropy. Reviews of Modern Physics, 50(2):221, 1978.
[57] Tzu-Chieh Wei, Michele Mosca, and Ashwin Nayak. Interacting boson problems can be qma
hard. Physical review letters, 104(4):040501, 2010.
[58] Raymond W Yeung. A framework for linear information inequalities. Information Theory, IEEE
Transactions on, 43(6):1924–1934, 1997.
[59] Raymond W Yeung. Information theory and network coding. Springer, 2008.
[60] Zhen Zhang and Raymond W. Yeung. A non-shannon-type conditional inequality of information
quantities. Information Theory, IEEE Transactions on, 43(6):1982–1986, 1997.
80
  
 
 
 
Erklärung 
 
Hiermit versichere ich, die eingereichte Masterarbeit selbständig verfasst und 
keine anderen als die von mir angegebenen Quellen und Hilfsmittel benutzt zu 
haben. Wörtlich oder sinngemäß aus anderen Werken übernommene Inhalte 
wurden entsprechend den anerkannten Regeln wissenschaftlichen Arbeitens 
(lege artis) kenntlich gemacht. Ich erkläre weiterhin, dass die eingereichte 
Masterarbeit weder vollständig noch in wesentlichen Teilen Gegenstand eines 
anderen Prüfungsverfahrens war oder ist. 
 
 
Ort, Datum …………………….……  Unterschrift …………………… 
 
81
