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One Qf ~the m·ajor. field of statistical quality control 
f . 
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' 
' 
·.• ' ,: ~ -~_is_ ae~ptance .sampling~ 
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The purpos.e of accep,tance sam.p.ling ·- · 
.. 
I • ' • 
· _is to determine a·. course of .action, not· to .estim·ate lot . 
......,· . 
' .' ··. . '· 
quality. ~cceptanee. sampl·ing·_ p·resc·ribes. a procedure tha~.-"'- . . · ' · . . . 
·. will·give a specifi~~ ris~ of accepti~g lots of _given 
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, .._,__, - . 
-
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·o ._ . 
· · --- -··---· quality. In other words, ~cc~p.t9.1:1oe s~pling yields ;,;· 
· · ·· qu.ali ty assurance. 
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A single sampling ·plan (1) i.s des.ignateci by 'two · · · · · 
- -.-. . 
i . . .. .,.,(' - " . 
·,(• '17. 
. numbers n and c. A sample·- of' s~~e · 1'.l ·. is t·ake:t1 ,f'rom a gi ve·n · , _ 
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1• ··' 
- . lot. ;r it contains c or ·less defective -~~t,. it is , . . .• ' > ,A' • • ~ .I .. •. --- -·-=- . 
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~ - ....... '. --· --- .. -·····. -- - --·· . - accepted. Othe.rwi~e, it _is rejected •. 
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· · An example is presented to show how GERT can be us.ed _: ·-::: __ -__ ::;, • · · 
.-- - - - -------·-
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-··-·__:_·. - in. single.sampling plan •. 
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Example 1 Let n = 100, c = .2. Two kinds or >fnrorm.ation we. 
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can obtai·n from GERT. ~et p be. the ,lot fraction def e~tive'. .. ·. 
- - - ·---------
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( a) .~h~ · system is shown in Figure 3. Wodes o., 1, 2, , 3 
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· · - ·represents an absorbing state (i.e. t·he state in which 
. -~- .J 
•,, ' 
- ' 
· the lot is rejected) e Each branch of the network is . 
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Th~s, we can ··get . . ·\ 
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',,The proba~11ity. of rejecting a lot = 'Pr = 6-. a;. 1 · 
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. \ . 
'·--;-_ ' 
. ·, ·.· ... ·· ... ·. . ·, 
. vi 
. ·, 
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this type ~or problem.· Howev:er, it is no .. t- a· practical· way 
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to .get these probabilities from the above· c9mputation. . . 
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Simui8.tion as shown in Figure 4 £or _p = 0.03. Node 2 is the 
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I· . -• . . ·From. the above .results, we c~n-:see . . ~ · 
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L~~-~ :.c.•c _·. ___ .CL-----. ....... .. The l)rObabiiftY of 0.cceptini{"a lot ·= 0.425 ·.. ' ... •~·-
. . . ·· .... · ·The p-rob:abiiity• of -j.ejacti1lg a ·J.otf =···o 9 .. 575 · .. -- -- --~- ~-- , .. --~-. -
.. ,-- --- ·--- ----- The· expected number~ of µtii ts passed , · 
, ! . ----·-- i . until the lot is ac·cepted ., = lOOeO . .. , . ~ ....... :., " 
.r • . ·' ,,------·The ,expec·ted number o.f units passed . . · .. 
s. . ~· .·v .. until the lot is rejected = 5909217 - - ~- .. .;. . . : ,_-·· .;. ___ -··· --~---··- ·.-' 
l ..... - · ~)- . The .standard< dev~ation· of units ·passed _ , 
. ..... . . ; .. - until- the lot is· accepted - .. = OoO· 
·-------------------,.------ ·------·-.· .·.-· -. ---- -- .·- ..... -... Th_e·---s,truid-irci- deviation 9f units··---p-assed·: --- . .· · .
. . . . l. < . . . : · ~. until the lot -- is rej ec_t-e.d _ · · . = 23.0884· 
. ~-- .·· _.· : · ·. •- .. - '. · The ,.minimum number .. of units .,passed 
. . , <:- ' · until the lot is .,accepted . · = 100.0 -
: .. ·.·~·---·-~--2-~--~---'·--· ____ : __ _:: ___ ~-~-------------:--~---~---~..:"~:--.~--~~--->-·_The · minimUlll nwµber of uni ts passed ___ ----· .. _ 
- · . ':. __ ·· until the -lot is rej acted_·- " ., = 14.0. --. :, --·---,- -~- _____ :_ ... _,_ L • '1 
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· __ .. :.,. _, ·._ ~\p.til th~. lot is ,accept·ed . : ·= 100.0 i?·'. 
·. ,·· ... _~ '.-<.: __ ·:i ·. The maximum number of units passe~ · 
........ , _ until the lot is rej e_cted \ = 99 .o 
The resul-~s ·observed_ fr9m. Opera~ing Characteristic 
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·cu·rv~··' for the ·sampling inspection plan n ·= 100, . c = 2, ·P = ·Q.QJ 
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(1) .are·.as fol.lows: · · 
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The probability of acceptance·= 0.43 .. · 
-· The probability of rejection =- 0.57 -
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--- . --~·--'--·---·-··-· ,--.:-.. -:-' :-· . -- Thus·, we can s~e thait th·e· probabi;tit~es obtained from 
.the · above ·. two ~ethods ar'e very. clos~. · However, GERTS II can 
give. us the expecte_d v~lues and stand~rd -deviation of ,the· 
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I! distribution- while OC curve\cannot pr~vide· us such ..,.._ . ---- ------··------~--..........---·- ---- --·-• I 
. I 
informatione . ' i 
I 
• ~ /1. • 
(b)-·Suppose only C·is known.·-we would like. to know the 
expec:ted number of sampling before rejecting the lot. 1-
.. .. 
~pr the loop system shown .in Figure 5(a) standard flow-
•. 
graph operation wo-y.,ld reduce to the graph shown in 
Figure 5(b) (11). 
.. 
' 
. \ 
) 
.: i ,· ---
.. 
. -. - : 
-J-.·-. ·, . 
·/ ·----
-·-·-·----·· .. --- -.· · ______ .. ____ -t:. -
,· .. ' l 
' . r 
-------. --··- ------- ----·-----------.----- .. -- --·----------. ------- ---·-·-----·- ... - . .. -,,;. ------
l' The.r~.fore for c, ~ N,- the system shown in· Figure 6( a) 
.~- ~-:_· -:..:~-......... _ ..... ·· -·· ········ -·········· · · :Can · .. b.e: .. re.duced--to-tli~:!:!aph ..shown in-~igu.Pe--6{:b} .. -·· :IDhu~- - . ----c--
. • .' • 'L! : . ' • • • ' ·-,. '· •• _ . ·- •• . ,•- • , .,, .. • - •. '" •. , ,0 .• :~ .. _.: . '.~. . . ·.· . '• ·: 
i 
j 
f 
I 
I 
j 
. ( 
. I 
. _.,.:-, __ -_,-;,; . 
• 
. . ,----; . . • .. 
,t -. __ 
•,•· - ·---,,. 
--, . 
W ... .... .· ·. -
·· ·. ·. o N-t-&·. 
. . ) ,. .. . . 
. C. 
Pe 
. C 1-( ,-p )e .. · 
r··· -: 
, I 0:1 0 I•! H •I• I~ I, I_., I • ! ~I< r O I~<", 0 
·.:~-,-
.· . 
-.'...... . 
.... ,_-,,.._ 
••·-~•-• -••••-·v, • ..,, •. ~ 
. Mo.tHl= Wo,N+1/ Po.~+I = .}iJ.o;N+L· 
I· 
.: ,._ 
•• ----:--:~ _7··--- - .-.--, 
• 0 'A 
---- -- ---~--- ------~------------·--·---· ---·--·- ··-· ·--------
'( · .. 
.. "-· .·. 
.. . . 
. ·-. 
' .. . 
'• 
. d fvl o, N~I 
°' C 
.,;.. .. 
.._.:_, ...... --:~ -·-------···-··· ·'~. ' . 
• 
' ', 
. . ' . 
,...--........................ .., ....... ~ . ·, ....... -~_ .•· . 
.•... .:.-.l . 
.. -·-· . -- --- ·--- .---·-
.·.-
• i 
.'- . 
.. ·-- ' .. ·.•· . ~- -. . 
C=O 
' . 
' ,_ 
__.;, 
-
N+I 
I 
''O··· 
-r 
... 
... ... ... _-- .... ·---- .·------·-·--·---. ,- - -~-~ - ... :_ __ · ... ,.-_ · .. 
· . 
\ . ... 
. . ,. = .expected: number oi' ..... s&mpling_.bef'ore 
·-.- · .. rejection for c = N b ·· · · • · •• . · •·· · 
~ . ·.· 
. . . 
....... ' 
, (• T" 
--··'-"-... 
', 
. ', 
"':.- ....... 
,,. 
·-,.~ .. 
·~-· 
•-, '· .. '" ........... -.-.~~ ... .. 
. Q -- • -- • 1-~, ·, . 
... .... -·-··--·------- ..................... _____ -- The -second moment .. can be computed by.a .... - -........... ·-- ................. -;·- ......... - -- ---- ......... -- ~ 
.,i.,, . 
. 
, 'I 
•·... :• 
...: 
. ' -·- .... -·- ··-. ·-. --~ . 
' . 
\ . 
• 
• I 
dz. Mo. N+I 
rA c-a. 
• 
-
-
. ... N+ l 
< N + 1)< Y> e c ) 
( I - ( l - p) e C)N+:t. 
(N+1)(N-p+~) p2. 
. . 
. , 
. ,. 
,,· 
-----
. ·. ' 
. ' ... - - ... .'.,.. - . 
. ....... : ' . 
,. ... ,• 
.... ~ • ! --~-- -· - ---- ··-· •. --··· ·---· -
... ' .. 
The variance for the dist~.ribution may then be. 
cdmputed'by 
2. 
Q"'o> Nt I --
-. ' 
·•· 
\( N+l)( N-p+2) 
p;t 
__ (N;-1)(1-p) 
pl.. 
- { 
'\ 
:.....i 
. - ' .. - - ., 
N+I 
2. . ) . ·- -· -...-,,-----. ----·-
. 'P 
. I 
C. 
,_ ..... , \\ . 
', 
' .. 
, · 
} ' ·).I 
' - . 
I ' 
. , 
.{ 
:_ ,. •. i ·-···. -... 
. - ._,_ __ --- -· 
. .
 
··-;·::-.-_ .,, __ - .... :-:-...... ;··· _-_ ·. ··:··-·--- """'·:·-··.··;·--·-- ·---.--·, ----·--·--.---·. ,--.-......... -· , .. , 
' 
--- . -·--: ·---- ·--·-----·· -~·-, 
., 
--~ 
'"'-,. 
Figure 
.. •.,- ~ 
···--· 
'· 
_:__ c..' 
-p)e ·_ 
• 
-·~.· re' 
'. -~--
-~ -··"-~-·----:----~ .. .;,._\ 
'. 
. . . 
Ir 
Figure 
( 
- -·- ---------~-~ -------,-·---s 
s. 
·1----
______ _... ___ ~ _ _____,_______ ______
_____ _ 
.,· 
" 
Basic-·-loop 
·------·-----
~-
:... ___ ,.. ___ : _________ ~------ ---~------. 
,,, .. ,. __ , 
. . •' . C. {,~_r)e· . C. r)e- .. (.1- C. r)e (, -
••• 
to.,) .· 
.\ -~------
.... 
,,:.::..~.J • 
( PeY( 1 
-
( 1 -
(b) 
6. Single Sampling plan for C 
' 
.,, 
. !,,t• 
-·~.--:- - . 
-
d-L. . 
-- --- ~---..--............ - .... - ...... --~ 
19 • 
-----· ·. ' ··----- .---· __
__ ,_ 
_,. 
' . 
- ~-----------
·, 
_ _. 
( . . 
., 
' ,,~·' 
- .--· · .. 
• 
... 
·• 
'· 
.. . 
.. 
··--
. - .. , __ 
'-----·-----·-·--
,-
~---...----.-
'I 
N 
.. , 
. ~-- -- __ ,...__. 
~--------------- ··--------------- ------------ _,_ ------- --·-·---- - - -- -·---- -----·---··- ·-·----- ·---- --- -··. - - --- -·-- ---------- -------------,------
' 
' 
' 
~ . 
·.,_ .. - -- . 
· .. · 20.· 
) ... 
. . . , 
----- _____ .. ______ _ 
,) 
------ --,~~- -,~- - --A ·aouble _sampling plan is designated. by five. numbers -
---'-----'--~-~· ~--~ . 
. 
------·-----------· -
' . ',. 
... 
•....•... · ..... ~···-.. ·.. :"_. .:_7;_ ie·ss tnan ·or eq11ar to·c3.._ ~:rf csampie o:r· srze ·ni IS ·1iak~Ii.frOni . '·~-. --.. "~-· . 
, . . . ' _.. ' . . -
. 
. ' ~ ' . ; - ... ··, .. · .:.··_. . . 
·-
'(<,:. - --~ 
_. ;.- . 
___ .. --·--·-- ----.. ·-----~---.--· , ___ ,;_=:,__· -----------1··----·-----.. ·---·- ---ic---.... 
-. . · ·. . . · · · . . · a g ven o u 
. .. . . . ' 
. . 
rt it-06hlf8.:i.nS C~()i1 18Sii.d8f"8Ctive uni t~---it ________ .. 
. . . . . . . ' . . 
- _:· . ----. --------·--·----
.• 
.is immediately accepted. ·.:tr it contains more ·than c2 defec-_· 
" : defective units., i-t is .. immediately rejected. 
··---·--·--·· ·- \ > ,, •• · . '. - '~· 
. •. _· .. · . 
If -the nttmber _ -· 
of defective unit 1 : is greater. than 01 but ·not -more tp.an. c2, a · 
.-. 
' 
' 
. ~ ' . ' ' 
·.second. s~ple --~~ ____ size ~2 is taken. · If there are c.3 ·or· le~~ 
. . ·- /~ 
' C ~ffi defective un!ts i-n the com~ined samples, the lo·tfi is accepte~ • 
• I• •• • 
- ,•- --- ------- .....:~·--;::-·---·--- ~. :- .. - - -
' ' 
· .. '~--~-~=-· ~· I:t' there are more than c3 defective units, the lot is 
. <>·· . .;;.··- .. 
. 0 
"-
. - . . -- ~ . 
·.-··· ·--·-·-· ·.· -
' . 
. - , .. _ .. , ··-:-· -.-· - ··~ .... ----- . -·-
\' . 
rejected. · Frequently c2 is taken· ,equal to.· c3. : . . 
. . -... ' '~ ' .. 
~ 
The probability of either acceptance or rej·ection on ·\_- _ 
. '-, . 
-····-··· 
. ·,,,< 
·_··-.- first sampling can, be obtained from th,e· method ·proposed in. 
... ' - . - ~ ... ' .... -··-,- - :--, -• - -- -
- . " . 
-~ . 
. ,, 
·, 
" 
,, 
previous·~·section. · To compute the probability of_ either ____ ·-·-----:--:---:-·,,--;---c. 
acceptance or rejection on combine_d samples, an example is -
presented for this purpose as follows: · 
l,011,,.,.,,, .... .,.,.,.,, 
Exampl.e 2 Let n1 = 50» n2 = 100, c1 _= l, c2· = 03 = 3--, and 
V . .. ~· . . p be the lot fraction de,fecti-veo The probabilities of 
' ' 
accepting and rejecting on combined samp+es can. be obtained · 
'• . .,J' I 
from the GERT network as shown in Figure·7o Nodes Oj l, 29 
3, 4 represent the number of defective unitso · Node 4 rep~ 
resents an absorbing state { i oe o the state in which. combined 
.. 
-~amples are rejected) t,. The first three branches of the 
'I 
,, 
"-"'. 
- . ·- ~ ': . '. - ' . --
~·.·- - ----------------·.-----
' 
l: 
8' ,. 
-,, 
JJ,I 
- --
__ !l!I 
----.-.--···· . . 
1).' .-
. . .. 
. . . \. 
·.:J- . . 
21.· 
- ,,.\. . 
• !'rom the first samplingo .· From Masonts,,o"Rule, ·we get· .. 
• • ' I • • • . • 
····-····· · .. ·N\h,
4
=~ p4z
1
z:/fr.--2<1-p)Z,-.2(1-p>Z~+<1-p)~Zt " 
- ---. • -. - : I ' ----.------ ---.------, - --- -------:-- ·--~--------- ·---·- -~--i·- ·-2--=-----~--·-.;--- ,-.,, - . . . - --_ .·· . --
,~-~ : ________________ ~·- ---~------ ...........•. · .. -± "1:Jt-J>1~Z1..Z,? + ( 1..- p) z.'l - ~ ( '""'"'f.~}, Zz."·--.. ,::.·~~.,--,~--~cc-·.~-=-..:...L~-· ---.. -~ 
i 
l 
l 
'•, 
. l 
I 
I! 
J 
- · .. · .: ·:i.c 1:-p)Z, z/+ .. c ,.-P)4 itz:. J ·. ·· · 
:''·-··----- .· ;· 
' .............. , ..... ·._. 
. . . . 
- ··-··· --- .. -- ... -· -·- -- - -.. - ·-- --·· - ... -· --· 
I 
~ _.- -
. . .. , 
' ~- - --~-. ·.- ·-·-----·-. ---- ··- ---------·-·-·' . - ·-·. -:'- .-· ·. . .. -- -· ---- ----- -- ------- -- --- ----
) 
- . 
--·--
. ·' •.. / 
. 4'· ... 
·-. 
- - . ,-
·-···--····- -----·----- __ _. ___ _ 
. ' . 
.•. f. 
•. 
. ., 
. .. 
' ' . " I. 
. ·--·· .... - . ---··--·--·-· - . -·- h·-· ···-·- ·-· ... :. -·· - ·.· ... -·-··--·- ··- -·- ··-· ·-·---····-····----· 
'l'he terms· s atisi'y condi t1·ons . J<.50, &nd .-j + · k ·=. 1$0 
are · as follows: 
- 14'1 
C, Z..1 Zz. , 
. .· 
: . -~ '- :·.· .. . . 
• 
. . . --·- - -- ,..._ ___ ' - - ~·-··-·- ··-
. ' ; . ·'-,.., - . ----··-:· . -·--. --· ··- - ' -- .. 
... ' ' . - - - - - - . .. ...... ,. Thus 
. ·t·· 
,', ·-,, .. 
- -----· .. ~' 
.· - - .,._,,,_ 
~~----. 
. ' -
. . . 
. , .,I . 
. . 
.. - -----~--·-·-------~ .. ------- -- -r0------- --- . ' The probability or rej~ction on combined 4'1 
. ·: 
' " 
• , •• 1· : ... ,-
... ·::. 
. . ~ ' 
.. 
.. 
samples = Pr =. ~I. C~ 
The probability of acceptance on Fl 
combined samples · = 1-.Pr 
. ; •· ---· "' 
Since this is not ·a practical .~approach, we can easily 
obtain these probabilities from the GERT Simulationo In 
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Norm.al to ~ightened:·· when ·normal inspec·tion ·1s- ·- ------~-c_,-----~-~~--
in effeot 9 tightened inspection ·shall be insti-. · 
· tuted·- when .2 out of . .5 consecutive ·1ots or · ... 
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batches· have been ~ejected on original . 
1·nspectiono· .;, / · 
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tute.d when 5 consecutive lots o batches have · I 
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. insp ~ct ion-o · _ - ,_ . ,. -r-·-- · -I 
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Reduced to no~al: when reduced·· inspection is in 
effect 9 normal inspection ·shall be instituted . 
when a lot or· batch is rej act.ado · 
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In the ·event that 10 consecutive lots or batches 
, · · -· · ··. re~ain on tightened inspection, inspecti"on under provisions · 
-
or this ~ocument should_ be disconti·nued. pending action to. 
improve the quality of submitted mat·erial. 
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A GERT neti\Tork is i'orinulated as shown in Figure 9. · 
This model can provide us the mean and variance of the· (J 
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number of lots inspectedo Node 5 represents the starting 
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The .;computer output is shown below: 
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Figure 10. GERTS II network 
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The computer outpu~t .. for Figure 9- is· shown below: ;· 
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. as the tinie that on_e item will be completed inspection., 
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. . ·. e_/= An example is presented to show how GERT can be used 
in this. typ-e of problem. 
· · ···· ····· ··· · ··· ·· · Exam;ele 4:· Let M = 4, K = 7, 8lld p = O.l.- A GERTS II network 
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is.modeled as shown in Figure ll. The meaning of the ·nodes 
>.,/) 
!,,,,can be defined as follows: t ' - . . .. --- ---- -·--··---------.---·--'"---·--. 
1 .. 
11 - starting node 
·\ 2 - the score is -2 
.. 
· · · . · · 3 1..1' the score is -1 · . .. . . ---~-~--\ 
. . 
· 4 - the score is zero 
, 5 ~ the score is l 
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6 - the score is 2 
____ 7 --the score i·s 3 
--: 8 - the score is 4 
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9 - the lot is accepted 
10 - the.lot is rejected 
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We note th'a.t once· the score reaches -2., the lot must 
be rejectedo We want to compute the probability that a lot 
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·is accepted, the probability that a lot is, rejected, the 
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,>mean and variance of time before a ·1ot is accepted, and tl:ie 
mean and variance of time before a lot is rejectedo 
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-_jJhe computer output is .shown- below: 
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~· ~~-~~FINAL RESULTS FOR 400 .srrJIULATION&,'"{~ .. . . 
. 
. . . . . . . 
.. . L 
i __ ~,=" ~. ·- 0 ·cc:.~-ic~~.~0 ·=~: ::-':i:=~~cc=-N{}DE . ... ·· ·-PROB-o IC .OUNT ;- - ·. . ··MEAN. - $Tb: ow~-:- . Ml NO ... 
. \:'. 
. . . · . . p· ( 
' . ' .;. ' 
.. "' 
, 
.9125 . __ 4 .• 5370.:,, 
-.0875 · 6 ,8571 
~· . 
- - .8876 -
.8.452. 
4~0000 6.0000 
·2.~0000 ,----······7.0·000 . 
... ··-··· - ·- . ·"-.-... c..:..;·-· ·-;··- ·~• -
. ,. r:: 
.. , ... ~ --· ----- -- ------- .. • . . . .. . •. a. .• 
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Figure 13, GERT networks for CSP -1 
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This'. thesis has investigat-ed-~the _ applica~io-n -o-f 
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. . . . . 
. ___ _, .... -- ·-----. 
·_-' GERT to quality control areao Simple and double ~amplii;lS 
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plans 11 Mili t8ry Standard 105 D; Bayes approach,· Dodge~ s con-> 
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,studied. 
. :'\ 
Single ~d double sampling plans wer~ modeled r~om · · · • · 
. . , 
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lot is, accepteg•as ·wel~ as rejected can be obtained. 
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'the probability or discont.inuing inspection, and th~ 
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.exp~cted number ,and variance of lots passed u:qtil inspection . 
is discontinued,~ A sampling game was- -formulated f~m which-------:----:--~-r- ··---_---.. 
a new sampling plan c~ be develop~d-. Bayes· ·app!oach to a··· 
quality control model (3) -was simplified and formulated in· 
. ' . 
GERT from which·the·expected number of items produced can 
Q be obtained. : (J~/ • ....__ 
'\ 
·•·r· 
.. 
I . . 
. Dodge's continuous sampling plan csp.:1 was modeled 
--from which the expected number of units passed under the 
sampling procedure before a defect is found and the 
expected number of uni ts that· ivill be_ inspected during the 
detailing state can be obtainedo In addition, the short-
run characteristics of CSP~l were modeled to define the 
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·. The vari·ous· :characteristics of control charts ware 
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•· modeled to obtain the expected n~ber ~~r ___ p_q!n.~-~-_µ.pd.er co_n .. _________ ~ --~··•-_ 
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· __ . trol until certain out ·Of control. conditions ·,occurred~ · ~-. -· ~-,--.---. ·-· . 
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, .. _:.· .. A s·topping rule· and .. a cost model were· discu~sed for 
· .. Dodg~' s--· continu(?us S8!0-pli,i:ig plan CSP--l to show the effective · 
·- . ,,-,- .. -
______ ... ___ .: .. -· -.use of GERT models. · . ~h~_ s_t_op:p_;ng· rule was pres~nted to 
. . 
- . ~ . 
. p~:r'Illit stopping· or··-· the manufacturing .pro·ces_s for analysis 
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.... and repair when incoming quality deteriorate to an · 
; . 
unacceptable level, and' the_ cost model. was pres'ented from - ~----~----~------- -
-- --·--·····-- - - --
- -------· ·-·· 
·. . . 
- - - .. ··- --- --- ------- -, - - -
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which t~e opt,imal inspection plan.- can be- ~elected· under· · · ·· 
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~--., • .¢ 
'--" given input conditions. 
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. · Several problems have been solved by Pritsker and 
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.. . ·-. . 
_Ishmael's computer p_rograms (7,8) successfully. The· 
· . readers are thus encouraged to use these programs for 
analyzing GERT network containi-ng either Exclusive-or · 
,. . \., 
C' 
or AND type nodes. 
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From the· above results, ·we can see that- GERT models. 
,. 
provide the.information of probabilities, and mean and 
variance of the distribution at the same time in an 
efficient wayo In additions the simplicity of formulation 
provides a starting point for-analysis and schedulins 
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of tl:1e operational systemo ---<>I 
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