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Abstract—We consider the two-hop interference channel (IC)
with constant real channel coefficients, which consists of two
source-destination pairs, separated by two relays. We analyze
the achievable degrees of freedom (DoF) of such network when
relays are restricted to perform scalar amplify-forward (AF)
operations, with possibly time-varying coefficients. We show that,
somewhat surprisingly, by providing the flexibility of choosing
time-varying AF coefficients at the relays, it is possible to achieve
4/3 sum-DoF. We also develop a novel outer bound that matches
our achievability, hence characterizing the sum-DoF of two-hop
interference channels with time-varying AF relaying strategies.
I. INTRODUCTION
Multi-hopping is typically viewed as an effective approach
to extend the coverage range of wireless networks, by bridging
the gap between the sources and destinations via relays. How-
ever, it has also the potential to significantly impact network
capacity by enabling new interference management techniques
(see, e.g., [1]–[3]). In particular, from the degrees of freedom
(DoF) perspective that is the focus of this paper, authors
in [4] considered a two-hop complex interference channel (IC)
consisting of two sources, two relays, and two destinations,
and they showed by introducing a new scheme called aligned-
interference-neutralization that the sum-DoF of this network is
2 (i.e., twice the sum-DoF of a single-hop IC). More recently,
authors in [5] have considered two-hop interference networks
with K sources, K relays, and K destinations, and they
showed by developing a new scheme named aligned-network-
diagonalization that relays have the potential to asymptotically
cancel the interference between all source-destination pairs,
hence the cut-set bound is achievable (i.e., sum-DoF of K).
While the aforementioned results essentially demonstrate
that significant DoF gains can be achieved by carefully
designing the interference management strategies in multi-
hop interference networks, they often require complicated
relaying strategies (such as, utilizing rational dimensions for
neutralizing the interference when the channels are not time-
varying). In this paper, we take a complementary approach and
ask how much of these DoF gains can be realized if we limit
the operation of relays to simple scalar linear strategies?
We focus on two-hop interference channels with constant
real channel coefficients (i.e., slow fading), and assume that
the relays are allowed to perform only scalar amplify-forward
(AF) operations with possibly time-varying AF coefficients.
It is easy to see that if AF coefficients of the relays remain
constant during the course of the scheme, then the problem
will induce to a single-hop IC, in which the sum-DoF is
at most 1. However, we show that, somewhat surprisingly,
by providing the flexibility of choosing time-varying AF
coefficients at the relays, a sum-DoF of 4/3 is achievable.
The key idea behind the achievability strategy is that the
flexibility of choosing the relay AF factors allows canceling, in
any specific time slot, one source signal from one destination.
So, we use this flexibility to guarantee that, for each desti-
nation, at most one third of its received symbols are distinct
interference symbols, which allows it to achieve 2/3 DoF.
To derive the outer bound, we break the end-to-end mutual
information achieved by any scheme into five different groups,
based on five distinct states that scalar linear schemes can
create at each time-step. We then proceed to prove three
outer bounds that effectively capture the tension between these
groups. Analyzing the three bounds yields that the sum-DoF
is upper bounded by 4/3 almost surely.
II. PROBLEM SETTING & MAIN RESULT
As illustrated in Figure 1, we consider the two-hop IC,
consisting of two sources, two relays, and two destinations.
Fig. 1. Two-hop IC.
We denote the two sources by s1 and s2, the two relays by
u and v, and the destinations by d1 and d2. Each source si
has a message Wi intended for di (i ∈ {1, 2}), and W1 ⊥⊥W2.
Let H1 =
[
hs1,u hs2,u
hs1,v hs2,v
]
and H2 =
[
hu,d1 hv,d1
hu,d2 hv,d2
]
be
the channels of the first and second hop, respectively. We
assume that the channel gains are real-valued and drawn
from a continuous distribution, fixed during the course of
communication, and known at all nodes.
The transmit signal of si and relay r at time k are respec-
tively denoted by Xi,k ∈ R and Xr,k ∈ R, i ∈ {1, 2} and
r ∈ {u, v}. The received signal of relay r at time k is
Yr,k = hs1,rX1,k + hs2,rX2,k + Zr,k, r ∈ {u, v}, k ∈ N,
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and for destination di, the received signal at time k is
Yi,k = hu,diXu,k +hv,diXv,k +Zdi,k, i ∈ {1, 2}, k ∈ N,
where Zr,k’s and Zdi,k’s are i.i.d (over time and with respect
to each other) noise terms distributed as ∼ N (0, 1), which are
also independent of the messages {W1,W2}. We will use Xn
to denote a random column vector [X1 X2 . . . Xn]T . Also,
for any S ⊆ {1, 2, . . . , n}, we let XS denote {Xk|k ∈ S}.
Definition 1. An (n,R1, R2)-scheme with power constraint P
on the two-hop IC consists of the following:
1) A message set Wi = {1, 2, . . . , 2nRi} at si, i ∈ {1, 2}.
2) An encoding function fi: Wi → Xni for each source si,
i ∈ {1, 2}, such that Xni = fi(Wi), and every codeword
xni satisfies the power constraint
∑n
k=1 x
2
i,k ≤ nP .
3) A relaying function fr,k: Yk−1r → Xr at r for each
r ∈ {u, v} and each k ∈ {1, 2, . . . , n}, such that
Xr,k = fr,k(Y
k−1
r ). In addition, every codeword x
n
r
should satisfy the power constraint
∑n
k=1 x
2
r,k ≤ nP .
4) A decoding function gi: Yni → Wi for destination di,
i ∈ {1, 2}, such that Wˆi = gi(Y ni ).
5) The error probability Pne of the scheme is defined
as Pne = Pr
(⋃2
i=1{Wi 6= Wˆi}
)
, where each Wi is
chosen independently and uniformly at random from
{1, 2, . . . , 2nRi}, i ∈ {1, 2}.
Definition 2. (Time-varying AF scheme) Let U and V be two
finite subsets of R. An (n,R1, R2)-scheme on the two-hop IC is
called a time-varying AF on (U ,V) if there exist {µk ∈ U}nk=1
and {λk ∈ V}nk=1 such that, for each k ∈ {1, 2, . . . , n},
fu,k(Y
k−1
u ) = µkYu,k−1 and fv,k(Y
k−1
v ) = λkYv,k−1.
Definition 3. A rate pair (R1, R2) is time-varying-AF-
achievable on (U ,V) if there exists a sequence of (n,R1, R2)-
schemes that are time-varying AF on (U ,V), s.t. lim
n→∞P
n
e = 0.
Definition 4. The sum-DoF achievable by time-varying AF,
denoted by D, is defined by
D = sup
U,V
lim
P→∞
sup
{
R1 +R2
1
2 log2 P
∣∣∣∣ (R1, R2) is time-varying-AF-achievable on (U ,V)
}
.
The main result of the paper is the following theorem.
Theorem 1. The sum-DoF of two-hop IC with time-varying
AF schemes is 4/3 for almost all values of channel gains.
In particular, the channel gain conditions needed for Theorem
1 to yield 4/3 sum-DoF are as follows:
(c-1) All channel gains are non-zero.
(c-2) rank(Hi) = 2, i ∈ {1, 2}.
(c-3) rank
(
Hi
∆
=
[
hu,d1hsi,u hv,d1hsi,v
hu,d2hsi¯,u hv,d2hsi¯,v
])
= 2,
i ∈ {1, 2}, i¯ = 3− i. (1)
It is easy to see that almost all values of channel gains satisfy
the above conditions. In the rest of the paper, in which we
prove Theorem 1, we assume that conditions (c-1)–(c-3) hold.
III. ACHIEVING 4/3 SUM-DOF BY TIME-VARYING AF
The achievability scheme consists of three phases, during
which each source sends two distinct symbols, and at the end
of the three phases each receiver is able to reconstruct an
interference free, but noisy, version of its desired symbols.
First note that, for time-varying AF strategies, the received
signals at the destinations at each time k can be written as[
Y1,k
Y2,k
]
= H2
[
µk 0
0 λk
]
H1
[
X1,k−1
X2,k−1
]
+
[
Z˜1,k
Z˜2,k
]
= Gk
[
X1,k−1
X2,k−1
]
+
[
Z˜1,k
Z˜2,k
]
,
(2)
where µk and λk are the AF coefficients at time k, Z˜i,k =
hu,diµkZu,k−1 + hv,diλkZv,k−1 +Zdi,k is the effective noise
at destination di, i ∈ {1, 2}, and Gk = H2
[
µk 0
0 λk
]
H1 is
the equivalent end-to-end channel matrix given by
Gk = (3)[
µkhu,d1hs1,u+λkhv,d1hs1,v µkhu,d1hs2,u+λkhv,d1hs2,v
µkhu,d2hs1,u+λkhv,d2hs1,v µkhu,d2hs2,u+λkhv,d2hs2,v
]
.
For notational convenience, let Gk =
[
α1,k β1,k
α2,k β2,k
]
. Also, we
will only need Z˜i,k for our analysis; so we will drop the tilde
and write Zi,k. Then, the received signal at destination di,
i ∈ {1, 2}, at time k is
Yi,k = αi,kX1,k + βi,kX2,k + Zi,k, k ∈ {1, 2, . . . , n}. (4)
Note that the variance of Zi,k depends only on channel coeffi-
cients and amplifying factors (chosen from (U ,V)), therefore
it does not scale with P .
We will now describe the three phases of our time-varying
AF achievability scheme in detail. Set U = {c}, and
V = {0,−chu,d1hs2,u/hv,d1hs2,v,−chu,d2hs1,u/hv,d2hs1,v},
where the constant c ∈ R is chosen to satisfy the power
constraint P at the relays. More specifically,
c = min
{√
1/(h2s1,u+ h
2
s2,u+ 1), l
√
1/(h2s1,v + h
2
s2,v + 1)
}
,
where
l = min{|hv,d1hs2,v/hu,d1hs2,u|, |hv,d2hs1,v/hu,d2hs1,u|}.
Note that the denominators are non-zero by condition (c-1).
Phase 1. In this phase, s1 and s2 send two symbols a1 and b1
respectively (a21, b
2
1 ≤ P ). We choose the AF factors at the re-
lays such that the interference from s2 is canceled at d1. More
specifically, we set µ1 = c and λ1 = −chu,d1hs2,u/hv,d1hs2,v .
By inserting this choice of λ1 and µ1 in (4), d1 and d2 will
respectively receive
y1,1 = α1,1a1 + z1,1, and y2,1 = α2,1a1 + β2,1b1︸ ︷︷ ︸
L1(a1,b1)
+z2,1, (5)
where α1,1 6= 0 and β2,1 6= 0 (due to conditions (c-1), (c-2),
and (c-3) in (1)), and L1(a1, b1) indicates a linear equation
in a1 and b1. Thus, as shown in Figure 2(a), d1 and d2 now
respectively have noisy versions of a1 and L1(a1, b1).
(a) Phase 1 (b) Phase 2 (c) Phase 3
Fig. 2. Illustration of achievability scheme. At each phase, the transmitted
symbols are shown on the left. The received signals at destinations are
given on the right, where the noise is dropped and L(x, y) denotes a linear
combination of x and y.
Phase 2. In this phase, s1 and s2 send two new symbols a2 and
b2 (a
2
2, b
2
2 ≤ P ). However, this time, we cancel the effect of s1
at d2, by letting µ2 = c and λ2 = −chu,d2hs1,u/hv,d2hs1,v .
Then d1 and d2 will respectively receive
y1,2 = α1,2a2 + β1,2b2︸ ︷︷ ︸
L2(a2,b2)
+z1,2, and y2,1 = β2,2b2 + z2,2, (6)
where α1,2 6= 0 and β2,2 6= 0 (due to conditions (c-1), (c-2),
and (c-3) in (1)), and L2(a2, b2) indicates a linear equation
in a2 and b2. Thus, as shown in Figure 2(b), d1 and d2 now
respectively have noisy versions of L2(a2, b2) and b2.
Phase 3. Now notice that, if, at phase 3, destination d1 receives
a linear combination of a1 and b2 (L3(a1, b2)), then it can
solve for (a noisy version of) a2 given equations (5) and (6).
Similarly, if d2 receives L4(a1, b2) then it can also solve for
(a noisy version of) b1 given equations (5) and (6). Thus, as
shown in Figure 2(c), in phase 3, s1 sends a1, s2 sends b2,
and we choose µ3 = c, and λ3 = 0, so that d1 and d2 receive
y1,3 = α1,3a1 + β1,3b2︸ ︷︷ ︸
L3(a1,b2)
+z1,3, y2,3 = α2,3a1 + β2,3b2︸ ︷︷ ︸
L4(a1,b2)
+z2,3, (7)
where β1,3 6= 0, and α2,3 6= 0 (due to condition (c-1) in (1)).
Therefore, after the three phases, d1 can construct
ya11 = a1 + z1,1/α1,1, and (8)
ya21 = a2 +
1
α1,2
z1,2 − β1,2
α1,2β1,3
z1,3 +
α1,3β1,2
α1,1α1,2β1,3
z1,1. (9)
from (y1,1, y1,2, y1,3). Let σ21 and σ
2
2 be the variances of the
noise terms in equations (8) and (9). Note that they depend
only on channel coefficients and AF factors. Hence, they are
constants that do not scale with P . Then, by using a proper
outercode, we can achieve a rate of
R1 =
1
6
(
log
(
1 +
P
σ21
)
+ log
(
1 +
P
σ22
))
≥ 1
3
log
P
σ1σ2
.
So d1 can achieve 2/3 DoF. Similarly, d2 can also achieve
2/3 DoF, hence achieving a total of 4/3 sum-DoF. Note that
a similar achievability scheme was used for binary fading
interference channels in [6, Appendix A].
IV. OUTER BOUNDS ON DOF OF TIME-VARYING AF
Consider a time-varying AF (n,R1, R2)-scheme C with
power constraint P , and error probability Pne such that P
n
e →
0 as n → ∞. We will prove that R1 + R2 ≤ (2/3) logP +
o(logP ). Let µk and λk denote the amplifying factors of C
at time k of relays u and v, respectively. Consider the end-to-
end channel matrix Gk (defined in (3)) created by scheme C
at time k. Note that the i-th column (row) of Gk (i ∈ {1, 2})
corresponds to a linear combination of columns of H1 (H2)
with coefficients µkhsi,u and λkhsi,v (µkhu,di and λkhv,di ).
Also, the entries of the main diagonal are linear combinations
of the columns of H1 (defined in (1)) with coefficients µk
and λk; similarly, the entries of the counterdiagonal are linear
combinations of the columns of H2 (defined in (1)) with
coefficients µk and λk. Since by conditions (c-1), (c-2), and (c-
3), specified in (1), all channel coefficients are non-zero, and
H1, H2, H1, and H2 have full rank, it follows that no pair of
entries in Gk can be zero unless λk = µk = 0. Therefore, at
each time k either Gk has at most one zero entry or Gk = 0.
As a result, if Gk is non-zero at any time k, then it belongs to
one of the states shown in Figure 3. Asterisks denote non-zero
entries. We denote the collective state (C1, C2, C3) by C.[∗ ∗
0 ∗
]
(a) State A
[∗ 0
∗ ∗
]
(b) State B
[∗ ∗
∗ ∗
]
(c) State C1
[
0 ∗
∗ ∗
]
(d) State C2
[∗ ∗
∗ 0
]
(e) State C3
Fig. 3. If max{|µk|, |λk|} > 0 at a time k, then the end-to-end channel
matrix Gk is in one of the above states. Asterisks denote non-zero entries.
Similarly to equation (4), we will write the vector of n
received signals at destination di (with an abuse of notation)
Y ni = α
n
i X
n
1 + β
n
i X
n
2 + Z
n
i , i ∈ {1, 2}, (10)
where αni and β
n
i are understood as n× n diagonal matrices,
where the jth entries of the diagonals are respectively αi,j ,
and βi,j (i ∈ {1, 2}, j ∈ {1, . . . , n}). Similarly, for any L ⊂
{1, 2, . . . , n}, we write
Y Li = α
L
i X
L
1 + β
L
i X
L
2 + Z
L
i , (11)
where αLi and β
L
i are |L| × |L| diagonal matrices, whose
diagonal entries are respectively {αi,l}l∈L and {βi,l}l∈L (i ∈{1, 2}).
Now, for any code C (with AF coefficients λk and µk, k =
1, . . . , n), we define the set AC as
AC = {k ∈ {1, 2, . . . , n} : µkhu,d2hs1,u+λkhv,d2hs1,v = 0}.
Similarly, let BC , CC , C1,C , C2,C , and C3,C be the sets of
time indices corresponding to states B, C, C1, C2, and C3,
respectively. Also, let SC = AC ∪BC ∪CC . So that ScC = {k ∈
{1, 2, . . . , n} : µk = λk = 0}. Note that the previously defined
sets are deterministic and well-defined, since the channel gains
are fixed and we are considering a specific scheme C which
fixes µk and λk for all k. Also, for ease of notation, we will
drop the subscript C in the rest of this section and refer to
those sets as A, B, C, C1, C2, C3, and S. We now state our
main lemma which yields D ≤ 4/3.
Lemma 1. For any time-varying AF (n,R1, R2)-scheme, C,
with power constraint P and associated sets A, B, C, as
defined above, we have
R1 +R2 ≤ 1
2
(
1 +
|C|
n
)
log2 P + τ1, (Bound 1)
R1 +R2 ≤ 1
2
(
1 +
|B|
n
)
log2 P + τ2, (Bound 2)
R1 +R2 ≤ 1
2
(
1 +
|A|
n
)
log2 P + τ3, (Bound 3)
where τ1, τ2, and τ3 are constants that do not depend on P .
Before proving Lemma 1, we first demonstrate how it yields
D ≤ 4/3. Suppose that the Lemma is true. Then, by taking
the minimum of the three bounds, we get
R1 +R2 ≤ min
L∈{A,B,C}
1
2
(
1+
|L|
n
)
log2P + τ ≤
2
3
log2P+τ,
⇒ D ≤ 4/3, (12)
where τ = max(τ1, τ2, τ3), and the second inequality
follows from the fact that min{|A|, |B|, |C|} ≤ n/3 since
|A| + |B| + |C| ≤ n. We will now go back to proving the
bounds in Lemma 1.
Proof of Bound (1) in Lemma 1
Recall that S = A ∪ B ∪ C. Then it is easy to show
that I(Xn1 ;Y
n
1 ) = I(X
S
1 ;Y
S
1 ). Similarly, I(X
n
2 ;Y
n
2 ) =
I(XS2 ;Y
S
2 ). Now, using Fano’s inequality, we get
n (R1 +R2) ≤ I (Xn1 ;Y n1 ) + I (Xn2 ;Y n2 ) + nn
= I
(
XS1 ;Y
S
1
)
+ I
(
XS2 ;Y
S
2
)
+ nn
(S=A∪B∪C)
= I
(
XS1 ;Y
A
1 , Y
B
1
)
+ I
(
XS2 ;Y
A
2 , Y
B
2
)
+ nn
+ I
(
XS1 ;Y
C
1 |Y A1 , Y B1
)
+ I
(
XS2 ;Y
C
2 |Y A2 , Y B2
)
, (13)
where n → 0, as Pne → 0. Now, we bound the last two terms:
I(XSi ;Y
C
i |Y Ai , Y Bi ) ≤ h(Y Ci )− h(Y Ci |Y Ai , Y Bi , XSi , XCi¯ )
= h(Y Ci )− h(ZCi ), (14)
where i ∈ {1, 2}, i¯ = 3− i, and the equality follows from the
fact that noise is independent of {W1,W2} and of noise terms
at other time steps. Now, to bound the first two terms in (13),
consider the following chain of inequalities.
I(XS1 ;Y
A
1 , Y
B
1 ) + I(X
S
2 ;Y
A
2 , Y
B
2 )
≤ h(Y A1 ) + h(Y B1 )− h(Y A1 , Y B1 |XS1 )
+ h(Y A2 ) + h(Y
B
2 )− h(Y A2 , Y B2 |XS2 )
= h(Y A1 ) + h(Y
B
1 )− h(βA1 XA2 + ZA1 , ZB1 |XS1 )
+ h(Y A2 ) + h(Y
B
2 )− h(αB2 XB1 + ZB2 , ZA2 |XS2 )
(a)
= h(Y A1 ) + h(Y
B
2 )− h(ZB1 )− h(ZA2 )
+
[
h(αB1 X
B
1 + Z
B
1 )− h(αB2 XB1 + ZB2 )
]
+
[
h(βA2 X
A
2 + Z
A
2 )− h(βA1 XA2 + ZA1 )
]
, (15)
where (a) follows from the fact that W1 and W2 are indepen-
dent, noise and (W1,W2) are independent, and noise terms
at different time steps are independent. Now, consider the
following lemma.
Lemma 2. Let X,Y, Z be two random vectors of size n, such
that X ⊥⊥ (Y,Z). Let M and M′ be two n × n constant
invertible matrices. Then
h(MX + Y )− h(M′X + Z) ≤
h(M′M−1Y − Z)− h(Z|Y )− log ∣∣det (M′M−1)∣∣ .
Proof:
h(MX + Y )− h(M′X + Z)
= h(M′X +M′M−1Y )− h(M′X + Z)
− log ∣∣det (M′M−1)∣∣
≤ h(M′X +M′M−1Y )− h(M′X + Z|M′M−1Y − Z)
− log ∣∣det (M′M−1)∣∣
= −h(M′X +M′M−1Y |M′M−1Y − Z)
+ h(M′X +M′M−1Y )− log ∣∣det (M′M−1)∣∣
= I(M′X +M′M−1Y ;M′M−1Y − Z)
− log ∣∣det (M′M−1)∣∣
= h(M′M−1Y − Z)− h(M′M−1Y − Z|M′X +M′M−1Y )
− log ∣∣det (M′M−1)∣∣
≤ h(M′M−1Y − Z)− h(M′M−1Y − Z|X,Y )
− log ∣∣det (M′M−1)∣∣
≤ h(M′M−1Y − Z)− h(Z|Y )− log ∣∣det (M′M−1)∣∣ .
Then we can apply Lemma 2 on the bracketed terms in
equation (15), where for the first term {X = XB1 , Y = ZB1 ,
Z = ZB2 , M = α
B
1 , and M
′ = αB2 }, and for the second term
{X = XA2 , Y = ZA2 , Z = ZA1 , M = βA2 , and M′ = βA1 }. So
by setting M1 = (αB2 )(α
B
1 )
−1, M2 = (βA1 )(β
A
2 )
−1, we get
I(XS1 ;Y
A
1 , Y
B
1 ) + I(X
S
2 ;Y
A
2 , Y
B
2 )
≤ h(Y A1 ) + h(Y B2 )− h(ZB1 )− h(ZA2 )
+ h
(
M1Z
B
1 − ZB2
)− h (ZB2 |ZB1 )− log |det (M1)|
+ h
(
M2Z
A
2 − ZA1
)− h (ZA1 |ZA2 )− log |det (M2)|
≤ h(Y A1 ) + h(Y B2 ) + γ1n, (16)
where γ1 is a constant that does not depend on P . Now, by
equations (13), (14), and (16), we get
n(R1+R2) ≤ h(Y A1 )+h(Y B2 )+h(Y C1 )+h(Y C2 )+γ2n, (17)
where γ2 is a constant that does not depend on P . Now, we
bound h(Y A1 ) by
h(Y A1 )− |A| log2(2pie)/2 ≤
∑
k∈A
h(Y1,k)− |A| log2(2pie)/2
(a)
≤
∑
k∈A
1
2
log2(α
2
1,kE[X
2
1,k−1] + β
2
1,kE[X
2
2,k−1] +E[Z
2
1,k]),
where (a) is true because Gaussian distribution maximizes
differential entropy. Define Mi,j (i, j ∈ {1, 2}) and M as
Mi,j = max
µ∈U,λ∈V
(µhu,dihsj ,v + λhv,dihsj ,v)
2,
M = max
j∈{1,2}
max
i∈{1,2}
(Mi,j).
(18)
Recall α1,k = µkhu,d1hs1,u + λkhv,d1hs1,v . Then α
2
1,k ≤M ,
∀k . Similarly, β21,k ≤M , ∀k. Also, define N
N = max
i∈{1,2}
(
max
µ∈U,λ∈V
(h2u,diµ
2 + h2v,diλ
2)
)
+ 1. (19)
Then E[Z21,k] = ((hu,d1µk)
2 +(hv,d1λk)
2 +1) ≤ N , ∀k. Thus
h(Y A1 )− |A| log2(2pie)/2
≤
∑
k∈A
1
2
log2
(
ME[X21,k−1] +ME[X
2
2,k−1] +N
)
(a)
≤ |A|
2
log2
(
N +M
∑
k∈A(E[X
2
1,k−1] +E[X
2
2,k−1])
|A|
)
(b)
≤ |A|
2
log2 (N + 2MnP/|A|)
≤ |A|
2
log2 P +
|A|
2
log2(N + 2Mn/|A|)
≤ |A|
2
log2 P +
|A|
2
log2N +
1
2
log2
(
1 +
2Mn/N
|A|
)|A|
(c)
≤ A
2
log2 P +
n
2
log2(1 + 2M/N) +
|A|
2
log2N, (20)
where (a) follows from Jensen’s inequality, (b) follows from
the power constraint P , and (c) follows from the fact that the
sequence (1+x/m)m is monotonically increasing in m when
x > 0. Therefore, we can rewrite equation (20) as
h(Y A1 ) ≤
|A|
2
log2 P + γ3n, (21)
where γ3 is a constant that does not depend on P . Similarly
h(Y B2 ) ≤
|B|
2
log2 P + γ4n, (22)
h(Y Ci ) ≤
|C|
2
log2 P + γ5,in, i ∈ {1, 2}. (23)
where γ4, γ5,1, and γ5,2 are constants that do not depend on
P . So, from equations (17), (21), (22), and (23) we get
n(R1 +R2) ≤ 1
2
(|S|+ |C|) log2 P + τ1n
≤ n
2
(1 +
|C|
n
) log2 P + τ1n,
where τ1 is a constant that does not depend on P . 
Proof of Bound (2) in Lemma 1
Define the set E = C1 ∪ C2, and consider the following.
n(R1 +R2)− nn
(a)
≤ I(Xn1 ;Y n1 ) + I(Xn2 ;Y n2 )
= I(XS1 ;Y
S
1 ) + I(X
S
2 ;Y
S
2 )
(b)
≤ I(XS1 ;Y S1 ) + I(XS2 ;Y S2 |XS1 )
≤ h(Y S1 )− h(βA1 XA2 + ZA1 , ZB1 , βC1 XC2 + ZC1 )− h(ZS2 )
+ h(Y B2 ) + h(β
A
2 X
A
2 + Z
A
2 , β
E
2 X
E
2 + Z
E
2 , Z
C3
2 )
≤ [h(βA2 XA2 + ZA2 , βE2 XE2 + ZE2 )
−h(βA1 XA2 + ZA1 , βE1 XE2 + ZE1 )]
}
(T1)
− h(ZB1 , βC31 XC32 + ZC31 |βA1 XA2 + ZA1 , βE1 XE2 + ZE1 ) (T2)
− h(ZS2 ) + h(Y S1 ) + h(Y B2 ) + h(ZC32 ), (24)
where (a) follows from Fano’s inequality, and (b) follows from
the independence of W1 and W2. Now, we will bound the term
(T1). First, set M2 = (βA1 )(β
A
2 )
−1, and M3 = (βE1 )(β
E
2 )
−1.
Then note
h(βA2 X
A
2 + Z
A
2 , β
E
2 X
E
2 + Z
E
2 )
− h(βA1 XA2 + ZA1 , βE1 XE2 + ZE1 ) ≤
h(M2Z
A
2 − ZA1 ,M3ZE2 − ZE1 )− h(ZA1 , ZE1 |ZA2 , ZE2 )
− log |det(M2) det(M3)| , (25)
where the inequality follows from Lemma 2 and the fact that
h(MX,Y ) = h(X,Y ) + log |detM|. Now, we bound (T2):
h(ZB1 , β
C3
1 X
C3
2 + Z
C3
1 |βA1 XA2 + ZA1 , βE1 XE2 + ZE1 ) ≥
h(ZB1 , Z
C3
1 |XC32 , βA1 XA2 + ZA1 , βE1 XE2 + ZE1 ) ≥
h(ZB1 ) + h(Z
C3
1 ). (26)
Then, by equations (24), (25), and (26), we get
n(R1 +R2) ≤ h(Y S1 ) + h(Y B2 )− h(ZB1 )− h(ZC31 )
+ h(M2Z
A
2 − ZA1 ,M3ZE2 − ZE1 )− h(ZS2 )− h(ZC32 )
− h(ZA1 , ZE1 |ZA2 , ZE2 )− log |det(M2) det(M3)|
≤ h(Y S1 ) + h(Y B2 ) + γ6n, (27)
where γ6 is a constant that does not depend on P . Now,
similarly to (21), we bound h(Y S1 ) as
h(Y S1 ) ≤
|S|
2
log2 P + γ7n, (28)
where γ7 is a constant that does not depend on P . Then, from
equations (27), (28), and (22), we get
n(R1 +R2) ≤ 1
2
(|S|+ |B|) log2 P + τ2n,
≤ n
2
(1 +
|B|
n
) log2 P + τ2n,
where τ2 is a constant that does not depend on P . 
The proof of the third bound is similar, and thus omitted.
V. CONCLUDING REMARKS
In this paper, we analyzed the sum-DoF of the two-hop IC
with real constant coefficients when relays are restricted to
perform time-varying AF schemes. We showed that 4/3 sum-
DoF is achievable using such schemes. In [7], we show that 4/3
is an upper bound for vector linear schemes as well. Although
we considered real channel gains, the ideas of this paper can
be extended to complex channels, for which it was previously
shown in [4] that 3/2 sum-DoF can be achieved using linear
schemes. We show in [7] that by utilizing time-varying AF
schemes, a sum-DoF of 5/3 can be achieved. We also extend
the scheme for MIMO channels with real channel gains to
achieve a sum-DoF of 2M − 2/3, where M is the number
of antennas at each node. Future research may consider the
impact of time-varying AF strategies in more general two-
unicast networks, such as the layered networks studied in [8].
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