Search Engines are used by people on a daily basis to retrieve information from the web. When an ambiguous word is present in a query, specific sense of the keyword is not considered during the search process. Search engines return a large amount of web pages as results from all the possible contexts. Users tend to browse only few pages. Improving quality of retrieved results is a challenge and needs research. There is no attempt made by search engines to establish the context/domain/intent of the query keyword, before forwarding query to the engine. Current research trends in word sense disambiguation and availability of huge knowledge bases like BabelNet which encompasses WordNet and Wikipedia, together with WordNet Domains in which senses are annotated with domain labels indicates scope for developing methods capable of performing semantic analysis of search engine queries. In this paper, an algorithm for automatically establishing context in web search queries using modern automatic word sense disambiguation technique is proposed. Further, it is illustrated how Query Expansion can be performed using the interactive feedback and deduced domain of the query keyword. The domain knowledge and query expansion helps retrieve high quality results, specific to the user's intent.
INTRODUCTION
Search Engines are used by people on a daily basis to retrieve information from the web. Amongst the thousands of results retrieved by the search engine, users tend to browse only few pages. When an ambiguous word is present in a query, multiple meanings of that word are not considered. Thus, search engines multiple web pages as results, from all the possible contexts. Hence, improving quality of retrieved results is a challenge and needs research.
Human language is inherently ambiguous. In English, many words can be interpreted in different ways, depending upon the words which occur along with it in the query. For instance, the English word 'bank' can mean a sloping piece of land near river body or a financial institution. For humans, identifying the correct sense is a trivial task due to presence of huge world knowledge for past many years in English language. However, this is a difficult task for a computer. If search engine is able to automatically identify the correct sense of word in the query context, then it can use this information to establish the domain of query keywords and thus build a better query with context information before the search process starts.
Word Sense Disambiguation is the technique to identify the correct sense of a particular word in a given context. Word sense disambiguation (WSD) has been described as an AIcomplete problem, a problem whose difficulty is equivalent to solving central problems in artificial intelligence (AI). Current research suggests the availability of state-of-art algorithms and research resources that enable researchers to pursue study in application of state-of-art WSD in semantic search & natural language processing and hence, in better Information retrieval. Query Expansion (QE) is the building of a new query from an old one. QE techniques include: Use of thesaurus, query reformulations based on query log mining and relevance feedback. However, none of the publications discuss query expansion using the domain knowledge hidden behind keywords in the query. The word 'context' in this paper refers to the domain/category of the keyword in query, unless otherwise specified.
In this paper, an algorithm for establishing context of keywords in web query using state-of-art automatic word sense disambiguation algorithm, interactive feedback and WordNet Domains is proposed. Further, it is illustrated how Query Expansion can be performed using the identified domain, which can help in retrieving better search results in terms of intended domain of query keywords.
The paper is organized as follows. Related work on word sense disambiguation and query expansion with the past and the present works is briefly discussed in Section 2. In Section 3, the motivational factors for taking up this work are given, followed by the proposed algorithm in Section 4. Section 5 provides experimental results. Section 6 concludes the paper along with directions for future research followed by the acknowledgement and references in Section 7 and 8 respectively.
Related Work
The task of WSD [7] is a historical one in the field of Natural Language Processing (NLP) which was earlier attacked using AI techniques. However, later the release of large-scale lexical resources enabled automatic methods for knowledge extraction. Lesk 1986 [8] presented a method of word sense disambiguation that compared the definitions/gloss of the ambiguous word to the definitions/gloss of the neighboring words. Sense whose overlap is largest is selected as the target sense. Unfortunately; Lesk's approach is very sensitive to the exact wording of definitions and dictionary glosses are short. Later, Banerjee and Pederson in [9] came up with an adapted Lesk algorithm in which they introduced a window of context containing of a few words to the right & left of the target word and only applied the gloss overlaps method to words within this window of context. Patwardhan, Banerjee & Pederson studied measures of semantic relatedness and generalized the adapted Lesk algorithm by [9] to a method of WSD based on semantic relatedness measures [10] . Subsequently, authors have provided implementations in Perl of research resources called WordNet::Similarity, for computation of semantic relatedness from WordNet in [10] and for WSD called SenseRelate::TargetWord in [11] and SenseRelate::AllWords in [11] . [12] introduces a measure of extended gloss overlap to compute semantic relatedness, which expands the glosses of the words being compared to include glosses of concepts that are known to be related through explicit relations (e.g.: partof, has-a, is-a, kind-of, etc.) in the lexical resource like WordNet [19] . [13] applied the same techniques to an allwords disambiguation task using an algorithm that computes a score for each sense of the target word.
Navigli in [1] suggests the use of Wikipedia along with WordNet. Author claims that in recent years progress has been made that has led to a considerable boost in disambiguation performance, from about 65% to 82-83% accuracy. In [2] , authors have come up with a methodology to automatically extend WordNet with large amounts of semantic relations from an encyclopedic resource, namely Wikipedia to form WordNet. In [14] the authors discuss further improvement to the above paper [2] to create BabelNet, a very large multilingual knowledge base. The existing WordNet++ is enriched with lexical information for multiple languages. This fully-automated approach produces a large-scale lexical resource with high accuracy.
Multilingual joint approach [15] involves exploiting of different languages together at the same time. The method exploits BabelNet, a very large multilingual knowledge base, to perform graph-based WSD across different languages. State-of-art research shows that the recent developments in lexical knowledge-base resources like WordNet++ & BabelNet makes knowledge based WSD a competitor and in some cases also outperforms other supervised & unsupervised methods.
[17] suggests a controversy over whether WSD really benefits IR. In the case where the answer to this question is no, WSD did not help due to the low accuracy achieved by automatic WSD, but that improvement was possible if WSD could be done with a high enough accuracy. Current research trends in word sense disambiguation [16] and availability of huge knowledge bases like BabelNet which encompasses WordNet and Wikipedia, together with WordNet Domains in which senses are annotated with domain labels seems to indicate that the time is ripe for developing methods capable of performing semantic analysis of search engine queries.
Query Expansion (QE) techniques include [4] : Use of thesaurus, query reformulations based on query log mining and relevance feedback. Query logs [6] only show the recorded actions and not the intent behind the queries. For example, query logs cannot tell whether a user did not click because the information they were looking for was found on the results page, or because the results were unsatisfying. However, none of the publications discuss query expansion by using context/domain of the keyword.
WordNet Domains (WNDomains) [18] is a lexical resource created in a semi-automatic way by augmenting WordNet with domain labels. WordNet Synsets have been annotated with at least one semantic domain label, selected from a set of about two hundred labels structured according the WordNet Domain Hierarchy. The resource is in form of a database which contains mapping between the WordNet 2.0 synsetID and the domain for that synset.
Motivational Factors
The best search engines like Google provide high quality of results by involving users in the search process using auto complete, related searches and did you mean features. However, there is no attempt made at establishing the context/domain of keywords in the query. The domain of keyword can enable the search engine to aid user in developing better query by performing query expansion before fetching the 1 st set of results.
Word Sense Disambiguation is the technique to identify the correct sense of keywords in a query. The major motivation was the literature survey of recent research in word sense disambiguation techniques and knowledge-base resources [16] . As mentioned in [1] , much work is still needed to prove that a proper injection of semantics into real-world applications like semantic search is always beneficial. Latest research suggests that knowledge based WSD techniques outperform other supervised & un-supervised techniques [2] . Besides, knowledge-rich WSD has been shown to achieve high performance across domains and to compete with supervised methods on a variety of lexical disambiguation tasks [3] . Recent research has introduced BabelNet [14] which complements existing resources like WordNet with millions of more semantic relations harvested from Wikipedia and mapped into WordNet via an accurate mapping algorithm with experimentally proven results. If word sense disambiguation is to be of any use to an IR system, the disambiguator must be able to resolve word senses to a high degree of accuracy [17] . The state-of-art WSD systems provide better accuracy levels and hence their application to IR needs research.
The state-of-art word sense disambiguation algorithms have a much higher accuracy then other supervised/unsupervised algorithms. However, since WSD is still an open research problem and most web queries are short, to ensure that the system captures the intended user's intent accurately, interactivity is provided by allowing user to choose the correct sense of each query keyword. The WSD algorithm aids the user by suggesting the right sense, but eventually choice is in hands of the user. The involvement of user in initial phase of sense selection helps to provide a more accurate context establishment, thus better quality of results. [20] gives a technique that helps in offering more accurate results, especially in case of Homographs. Homograph is a word that shares the same written form but has different meanings. They show how senses of words can play an important role in offering accurate search results. 
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Experimental Results
A. Experimental Setup
Experiments were carried out on Intel core i3 2.40GHz processor with 1.5GB RAM, Ubuntu (Linux) OS. Programs were implemented in Java on NetBeans7.3SDK. Algorithm was applied for the query -"Crane parts".
B. Proposed Algorithm's Output
The results returned via Google search for the query 'Crane parts' is as shown in fig 2. However, the intent of the search is not taken into account, neither is an attempt made to establish context. The top 10 search results for 'Crane parts' are in terms of the 'machine' sense. The 'bird' sense of word crane is not considered in search which could have been the intent of the user.
Fig 2: Search results for initial query
The proposed algorithm tries to disambiguate crane with respect to the context by traversing the BabelNet graph and scoring the nodes using the OutDegree measure. The WSD algorithm's output is suggested to the user along with list of other senses for that word. Since the user has chosen the bird sense, results obtained are as shown in fig 3.
Fig 3: Search results for re-formulated query
The system provides context specific results since the system attempts to understand the query keyword domain and hence the intent which can be seen in the figure above.
Conclusion
Previously there were not enough resources for performing accurate word sense disambiguation but recently there has been a lot of progress in developing knowledge bases which provide a vast amount of useful and correct semantic relations. Further, it has been experimentally proven that state-of-art knowledge based word sense disambiguation techniques utilizing such huge state-of-art knowledge bases compete & in some cases they outperform other supervised & unsupervised techniques. Given the fact that there are techniques like relevance feedback and mining of logs that contribute to re-formulation of query, these techniques highly depend upon the initial results fetched by the search engine/clicked by the user. Users usually do not prefer that their query data is mined and evaluated due to privacy reasons. Query logs only show the recorded actions and not the intent behind the queries because the user may have opened the page to check its contents and evaluate whether the contents of the page are actually relevant to his query. Logs need to be monitored over a long period of time to give good results. Hence, query expansion by establishing context has scope.
The proposed system has a standard web interface consisting of a single input box that accepts user's query. The query is pre-processed and knowledge based state-of-art Word Sense Disambiguation algorithm is applied to each word to identify its correct sense amongst all the senses of that word. WSD algorithm sense tags each word based on the context (surrounding words) of user's query. The synsetID of the selected sense is used to map into the database of WordNet domains to identify the respective domain category label/context of each word. The domain label is then appended along with the original keyword and this newly formed query is forwarded to the Search Engine via an API interface. Thus the system establishes context and also provides query re-formulation which will eventually give results with respect to the context of the particular sense of word used in the query, that is, specific to the user's intent.
The proposed system provides context specific results since the system attempts to understand the query keyword domain and hence the intent. Thus, retrieved results are relevant to the intended sense of the keyword in users query. Future work in this direction would be to develop a page re-ranking algorithm that will re-rank the set of first N web pages retrieved by the search engine by utilizing a scoring function that will take into account the bag of words consisting of keywords in the query, as well as the synonyms, hyponym and related words of each keyword along with the context/domain of keywords to be compared against each page in result set. Thus the pages relevant to searchers interest will be displayed with a higher rank. The outcome will be that the newly ranked result set will provide higher rank to pages that are similar to the intent of the user. Further, the domain information can be used to identify the searchers interests over a period of time. The context establishment algorithm can be used for various fields of computer science like information retrieval, social media mining and others as applicable.
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