A non-local evolution equation of the Camassa-Holm type with dissipation is considered. The local well-posedness of the solutions of the Cauchy problem involving the equation is established via Kato's approach and the wave breaking scenario is also described. To prove such result, we firstly construct conserved currents for the equation and from them, conserved quantities.
Introduction
The equation
where u = u(t, x), was derived by Camassa and Holm in their impacting work [3] and is named after them. Since then such equation has been widely investigated from different perspectives, ranging from the structural viewpoint, such as symmetries and conservation laws [1, 3, 10, 19, 27] , to qualitative standpoint, such as local and global well-posedness [11, 14, 25, 37] , blow-up of solutions [11, 12] and their stability [15, 16] . While in the references [11, 12, 14, 25] the Cauchy problem involving the Camassa-Holm equation is considered over the real line R with initial data u 0 ∈ H 3 (R), in [13] is considered the question of well-posedness and blow-up of solutions of the periodic Camassa-Holm equation.
It is worth mentioning that the work by Camassa and Holm was the cornerstone of an active field in Mathematics and Mathematical Physics and since its discovery several equations of the type u t − u txx = F (u, u x , u xx , u xxx ), where F is a smooth function of its arguments, have been proposed and investigated, see [1, 18-22, 26-28, 33, 35] and references thereof.
was considered in [40] and has been attracting some attention, see [4, 23, 24, 34, 39] and references thereof. We were driven to this equation by the works of Darós [23] , Darós and Arruda [24] , and Martins and Natali [34] .
The Cauchy problem involving (1.0.1) with a given initial data u 0 ∈ H s (R) is locally well-posed for s > 3/2 . This can be proved using Kato's approach [30] , see [21, 28, 33, 35] , where the Cauchy problem of equations including (1.0.1) was considered. We would also like to point out that (1.0.1) is a particular case of generalisations of the Camassa-Holm equation previously considered in [28, 33, 35, 40] .
In this paper we are concerned with the Cauchy problem    u t − u txx + λ(u − u xx ) + 3u 2 u x = uu xxx + 2u x u xx , u(0, x) = u 0 (x),
where λ is a constant. This is a natural generalisation of (1.0.1) and, for λ > 0, it can be seen as a (weakly) dissipative form of the equation (1.0.1).
Main qualitative results
A natural question about the Cauchy problem (1.0.2) is whether it is well-posed. A first answer to it is the following result: Once we have characterised conditions for having locally well-posed solutions, a follow-up question is to look for the existence or not of singularities. It is well-known that the existence of some k > 0 such that u x > −k, where u is a solution of the Camassa-Holm, prevent the formation of blow-up phenomenon for that equation, see [11] [12] [13] 25 ]. Our next result shows that equation (1.0.2) shares the same property with the Camassa-Holm equation.
Theorem 1.2. Let u be a solution of (1.0.2) with initial data u(0, x) = u 0 (x) and m 0 = u 0 (x) − u ′′ 0 (x). Assume that m 0 ∈ H 1 (R) and there exists a positive constant k such that u x > −k. Then there exists a positive constant κ such that u H 3 (R) ≤ e κt m 0 H 1 (R) . In particular, u does not blow-up in finite time.
Theorem 1.2 says that the lower limitation of the x−derivative is enough to avoid the development of blow-up phenomenon. However, we want to make two important observations:
• Theorem 1.2 does not give conditions to guarantee when the x−derivatives of the solutions of (1.0.2) are bounded from below; • it does not necessarily bring much clarity about the formation of singularities.
While at first sight the comments above are somewhat frustrating, Theorem 1.2 indicates a direction to investigate a bit more the blow-up scenario of solutions of the Cauchy problem (1.0.2): We should look for solutions of (1.0.2) satisfying the condition
where T is the maximal time of existence assured by Theorem 1.1. Moreover, the same theorem, jointly with the Sobolev Embedding Theorem, implies that the local solutions of (1.0.2) have their shape bounded, that is sup
Therefore, the comments above allude that a blow-up manifestation, if it occurs, is in the form of wave breaking, as expressed by (1.1.1). Conditions for its occurrence can now be given.
be the corresponding solution of (1.0.2) assured by Theorem 1.1. Let 
We would like to observe that the condition (1.1.3) has two main implications:
• Firstly, y(0) < 0 and, therefore, λ 0 > 0;
• secondly, ǫ 0 ∈ (0, 1).
To prove Theorem 1.3 we follow the steps of [26] , that is, we use a small parameter ǫ > 0 limited from above by ǫ 0 . Next, given the initial data u 0 , if λ ∈ [0, λ 0 ), then we can assure the wave breaking. Moreover, the restriction on the values of λ that may lead to blow-up of solutions enables us to interpret the term λ(u − u xx ) in (1.0.2) as a perturbation of the equation (1.0.1).
We observe that the presence of the cubic and quartic non-linearities in (1.0.2) does not allow the reduction of the analysis of (1.0.2) to (1.0.1), as it is possible for some Camassa-Holm type equations [31] . For further details about this matter, see the discussion about it in [26] . be done without further qualitative information of the solutions of (1.0.2), the proof of Theorem 1.3 requires some invariants of the solutions, namely, sine qua non ingredients to prove it in our framework are certain quantities conserved along the solutions. These quantities, better known as conserved quantities, bring a new problem to us: How can we find them? To overcome this issue, in Section 3 we derive some invariants for the equation:
Organisation of the paper
• We firstly construct the invariance group of the equation, but not necessarily of the Cauchy problem. We prove that the only group of diffeomorphisms acting on R 3 and leaving invariant the solutions of the equation are formed by translations in the independent variables. As a consequence, the only invariant solutions of the equation having dependence on both t and x are travelling waves;
• we construct conserved currents for the equation, which is a pair (C 0 , C 1 ) such that its divergence, when taken on the solutions of the equation, vanishes identically. As a consequence, the integral of C 0 over the whole domain is invariant with respect to t under mild conditions on the behaviour of the solutions on the boundary (here we understand ±∞ as boundary for unbounded domains). The invariants found in Section 3 will be of vital importance to prove the existence of wave breaking of solutions for (1.0.2).
From the conserved currents found and the fact that the most general solution of (1.0.2) preserving the invariance group are the travelling waves, we derive some quantities used in [24, 34] for proving their results regarding the (in)stability of solutions.
We observe that while the steps used to prove theorems 1.1-1.3 follow the ideas presented in [11] [12] [13] 25] , our way to construct the ingredients needed to prove Theorem 1.3 is rather different of the usual. Actually, in order to construct invariants required to establish qualitative information for the solutions, we borrow from group-analysis [2, 5-9, 29, 36] the machinery to construct conserved currents and, therefore, the conserved quantities emerge as an extremely natural consequence of them.
Existence and uniqueness of solutions
Here we deal with the problem of existence and uniqueness of solutions of (1.0.2) at the local level. Our main tool for establishing such result is Kato's theory [30] . To accomplish our goal, we recall some known results from the literature and next we prove the local well-posedness. Before, we introduce the notation and basic concepts used in our work.
Notation and conventions
If X and H are a Banach and Hilbert spaces, their corresponding norm and inner product are denoted, respectively, by · X and ·, · H . We denote the usual (Hilbert) Sobolev space by H s (R), for each s ∈ R. Given two functions f and g, their convolution is denoted by f * g. 
Auxiliary results
We firstly recall that the embedding H s (R) ֒→ H t (R) is continuous and dense when s ≥ t. A very useful result is:
, then u is bounded and continuous.
Proof. See [32, 38] , pages 47 and 317, respectively.
Proof. See [17] , proof of Lemma 1 and references thereof.
Let F and f be functions such that F ∈ C ∞ (R), F (0) = 0, and f ∈ H s (R), with s > 1/2. If, for some t > 1/2, the H t (R) norm of f is bounded from above by R > 0, that is
Proof. See [22] , Lemma 2.1, or [26] , claim in the Theorem 4.1.
Proof. See [32] or [38] , page 51 or exercise 6 on page 320, respectively.
Proof. See Lemma A1 in [30] .
Technical results
In what follows we assume that s > 3/2. Let B := B(0; R) ⊆ H s (R) be a ball (which we may assume to be closed) with centre at 0 and radius R > 0. Since H s (R) is continuously and densely embedded in
, for some c > 0, that will play great importance for us. Throughout this subsection c s,R stands for a generic constant, eventually depending on R and s. Proof. We firstly show that F is well-defined. Since u ∈ H s , s > 3/2, it follows that u 2
Applying lemmas 2.3 and 2.4 to the previous inequality, we obtain
we conclude that h is locally Lipschitz and, as a consequence, we have
Applying Lemma 2.4 and the fact that
Substituting the estimates above into the inequality (2.4.1) we prove the desired result. Proof. We begin with observing that
The result is then proved in a similar way as done in Proposition 2.2 and for this reason we ommit it. [33, 35, 37] for the proof of this affirmation). These observations show that (2.3.2) subjected to the initial condition u(0, x) = u 0 (x) satisfies the conditions required in [30] (see also conditions C1-C5 in [26] for a more to the point presentation). The result is then a consequence of Kato's theorem, see Theorem 6 in [30] .
Invariants
In this section we study the structural properties of the equation (2.3.1), for any value of λ. We begin with the Lie point symmetries, which tell us that the most general invariant solutions admitted by the equation are travelling waves. Next, we look for the construction of conserved currents of the equation, which provides us invariants with respect to t.
Lie symmetries
In what follows we present a to the point overview of symmetries and conservation laws for equations with two independent variables (t, x) and one dependent one u. For further details, see [2, 29, 36] .
A smooth function depending on (t, x, u) and derivatives of u up to a finite, but arbitrary, order is called differential function, while the set of all of differential functions is denoted by A. The order of a differential function F ∈ A is the order of the highest derivative appearing in it.
There are some natural operators acting on A: the total derivative operators with respect to t and x are given by
and the Euler-Lagrange operator
x, u, ǫ), x(t, x, u, ǫ), u(t, x, u, ǫ)) be a one-parameter group of transformations that at ǫ = 0 corresponds to the identity. Assuming that such transformation is analytic with respect to the parameter ǫ, we have
The coefficients τ, ξ, η, which depend only on (t, x, u), define the infinitesimal generator 
for some µ ∈ A. The operator X (3) above is the third order prolongation of the generator (3.1.3) and it is given by (here we only write the needed components of the operator. In the general case, we have more components in the prolongation.)
The condition (3.1.4) is called invariant condition. From it we prove the following result: 
which correspond to translations in t and x, respectively.
The fluxes determined by the operators in (3.1.5) are, respectively, given by e ǫX 1 (t, x, u) = (t + ǫ, x, u) and e ǫX 2 (t, x, u) = (t, x+ǫ, u), meaning that the only symmetries of (2.3.1) are translations. Taking the linear combination X 1 + cX 2 , we obtain e ǫ(X 1 +cX 2 ) (t, x, u) = (t + ǫ, x + cǫ, u), which implies that if u is a solution of (2.3.1) invariant under this flux, then u = f (x − ct), for some real function f .
Conserved currents
We recall that a conserved current for a partial differential equation F = 0 with two independent variables (t, x) and a dependent variable u is a pair C = (C 0 , C 1 ), where C 0 , C 1 ∈ A, such that Div(C) := D t C 0 + D x C 1 vanishes identically on the solutions of the equation. It is possible to show that (see [36] , page 266) it is equivalent to
2.1)
where φ ∈ A is called characteristic of the conservation law, while the expression in (3.2.1) is referred as the characteristic form of the conservation law corresponding to the conserved current C. The order of the conserved current C is defined as the maximum of the orders of its components.
Since Div(C) ∈ ker (E u ), for any C = (C 0 , C 1 ) (see [36] , Theorem 4.7, page 248), we can determine the function φ in (3.2.1) through the equation
2.2)
where E u is the Euler-Lagrange operator (3.1.1).
Let us assume that φ = φ(t, x, u, u t , u x , u tt , u tx , u xx ). We will use the condition (3.2.2) to obtain conserved currents for equation (2.3.1). We begin with the case λ = 0. Substituting
and φ into (3.2.2), we obtain the set of equations 
2.5)
where c 1 , c 2 and c 3 are arbitrary constants. Multiplying (3.2.5) and F given by (3.2.3) we obtain, after some calculations,
We have proved the following result: Theorem 3.2. The conserved currents up to second order of the equation (1.0.1) is generated by linear combinations of the currents
We observe that if we make the change u(t, x) = φ(x − ct), c = 0, the divergence of the current
where the prime ′ in (3.2.7) means derivative with respect to z. Equation (3.2.7) is nothing but a first integral of the ODE obtained from (1.0.1) assuming that u(t, x) = φ(x − ct), that is the most general solution of (1.0.1) invariant under translations in t and x, which is generated by the generators given in Theorem 3.1.
A periodic solution of the equation (3.2.7) is (see equation (9) in [24] or formula (1.8) in [34] )
where α and β are certain functions of L > 0 (for the meaning of L, see [24, 34] ), K(k) represents the complete elliptic integral of first kind and sn denotes the Jacobi snoidal function (for further properties of these functions, see the Appendix A in [4] or [24] ).
Recalling the relation k 2 sn 2 + dn 2 = 1, where dn is the Jacobi dnoidal function, we can express (3.2.8) (see equation (1.9) in [34] ) as
where E(·) is the complete elliptic integral of the second kind and this representation of the solutions satisfies the relation
The solution u(t, x) = φ(x − ct), where φ is given by (3.2.8), is orbitally stable in the energy space H 1 per ([0, L]), see Theorem 2.8 in [34] . Orbital instability of periodic waves of equation (1.0.1) was investigated in [24] , see also [34] . Corollary 3.1. Let u be a sufficiently smooth solution of (1.0.1) such that u(t, x) and its derivatives up to second order go to 0 as x → ±∞, and u 0 := u(0, x). Then the functionals 
Integrating the divergence above with respect to x, we obtain
Noting that
we are forced to conclude that
In particular, this implies that
The other conserved quantities are obtained in a similar form and, therefore, the remaining proofs are omitted.
The quantities (3.2.9)-(3.2.11) are known as conserved quantities. These conserved quantities are relevant for several reasons. To name a few, they play vital role in the investigation of orbital stability/instability of solutions of the equation, see [24, 34] . In our case, they are relevant to establish the wave breaking phenomenon, see Theorem 1.3.
In our paper we are concerned with the Cauchy problem (1.0.2) and for this reason the functionals are considered over the real line R. We note, however, that if we were interested in periodic problems, we should replace R by [0, L] in (3.2.9)-(3.2.11) and assume that u and its derivatives vanish at x = 0 and x = L. In particular, we can then construct the augmented Lyapunov functional
, where A is the constant obtained after integrating (3.2.7), which is relevant in the study of orbital stability/instability of (periodic) solutions of the solutions of (1.0.1), see [24, 34] .
It is worth mentioning that the invariants (3.2.9)-(3.2.11) are also conserved quantities for the equation (1.0.1) even for other domains such that the solutions vanish on the corresponding boundary. The demonstration is just the same for the Theorem 3.2 replacing R by the respective domain.
The proof of Corollary 3.1 gives another demonstration for Lemma 1 in [24] without using ad hoc procedures but, instead, using structural information of the equation. Actually, while most papers dedicated to qualitative properties of solutions obtain invariants using the same procedure employed in [24] , in our case we construct the invariants (3.2.9)-(3.2.11) from the structural information coming from the conserved currents associated to the equation (1.0.1). Proof. A straightforward calculation shows that equation (2.3.1) can be rewritten in the form
which can be rewritten as
The second relation comes from the identity
and the same steps used before. Proof. The proof is similar as that done in Corollary (3.1) and, therefore, is omitted.
It is worth mentioning that if λ > 0, the equation (3.2.12) implies
which will be of great relevance in our work, mainly in the investigation of wave breaking.
Combining the last observation with the Sobolev Embedding Theorem, we prove the following corollary. 
Wave breaking
Corollary 3.3 implies that the shape of the solutions of (1.0.2) remains bounded provided that λ > 0 and u 0 ∈ H s (R), with s > 3/2, that is, condition (1.1.2) is satisfied. Therefore, if the solutions of (1.0.2) blows-up, then we should look for singularities in u x like (1.1.1), which is a manifestation of wave breaking.
We observe that Theorem 1.2 gives us conditions to avoid the appearance of such singularity. In order to prove it, we rewrite (2.3.1) in the more convenient form
where h(u) is the function given in (2.3.4) and m = u − u xx .
Proof of Theorem 1.2. Note that
where we used the relations m, u x m = u x , m 2 and m, um x = u, mm x = − u x , m 2 /2
Differentiating (4.0.1) with respect to x and substituting the result into m x , m tx L 2 (R) and proceeding in a similar way as before, we obtain
where we used u xx , mm x L 2 (R) = u, ∂ x m 2 
, a straightforward calculation reads
2 .
Finally, we also have
Invoking Lemma 2.3, we conclude that h(u) H 3 (R) ≤ c 1 u H 3 (R) , for a certain constant c 1 , and then
Since m L 2 (R) ≤ m H 1 (R) we can infer that
0.4)
for some positive constant c. In addition, we have 
which, after integration, yields the inequality
, and this concludes the demonstration.
Recalling that H 3 (R) ⊆ H s (R), for any s ≤ 3, and the fact that this embedding is dense and continuous, we prove the following consequence of Theorem 1.2. From Theorem 1.2 and Corollary 4.1 we conclude that for the emergence of wave breaking we must look for solutions having no lower bound in their x−derivatives. We then begin with the following result: Lemma 4.1. Let T > 0 and v ∈ C 1 ([0, T ), H 2 (R)) be a given function. Then, for any t ∈ [0, T ), there exists at least one point ξ(t) ∈ R such that
and the function y is almost everywhere differentiable (a.e) in (0, T ), with y ′ (t) = v tx (t, ξ(t)) a.e. on (0, T ).
Proof. See Theorem 2.1 in [12] or Theorem 5 in [25] .
We recall that equation (4.0.1) is equivalent to Our aim is to evaluate (4.0.7) at (t, ξ(t)), where ξ(t) is the point assured by Lemma 4.1. Firstly, we note that (see [12] , pages 239-240; or [25] , pages 106-107)
Secondly, if we assume that at t = 0, then u(0, x) = u 0 (x), we conclude that
(uu x )(t, y)dy and then and
The last inequality can be rewritten as
We note that for each ǫ ∈ (0, ǫ 0 ], we have the inequality
Substituting (4.0.11) into (4.0.10) we obtain
(4.0.12)
From [12] , page 240, or [25] , page 108, we know that
where T is given by Theorem 1.1.
The inequality above implies
and its substitution into (4.0.12) yields Let us assume firstly that λ > 0. Defining z(t) = e λt y(t), we obtain the differential inequality
which, after integration, gives for each ǫ ∈ (0, ǫ 0 ], due to y(t) < 0. Assuming that λ ∈ (0, λ 0 ), where λ 0 = −y(0)ǫ 0 /4, we are forced to conclude that ǫ 4λ
Since the inequality (4.0.15) holds for each ǫ ∈ (0, ǫ 0 ], in particular it is true for ǫ = ǫ 0 and then, from (4.0.14) jointly with (4.0.15) and taking ǫ = ǫ 0 , we obtain 0 < e λt ǫ 0 4λ
which forces t to be finite. To determine the upper bound to t, we note that the last inequality gives e λt < (ǫ 0 y(0))/(ǫ 0 y(0) + 4λ), which implies t < 1 λ ln ǫ 0 y(0) ǫ 0 y(0) + 4λ =: T + .
Let us assume that λ = 0. From (4.0.13) we obtain the inequality 1 y(t) − 1 y(0) > ǫ 4 t and since y(t) < y(0) < 0, we conclude that
for each ǫ ∈ (0, ǫ 0 ]. This is enough to assure the wave breaking, while taking ǫ = ǫ 0 we have the upper bound to the maximal time of existence of the solution and conclude the demonstration of Theorem 1.3.
Discussion and comments
In this paper we considered the Cauchy problem (1.0.2). The equation in (1.0.2), for λ > 0, can be seen as the dissipative version of (1.0.1). No matter the value of λ, the problem (1.0.2) is locally well-posed as shown in Theorem 1.1. Similarly for the Camassa-Holm equation and other analogous equations (see [11, 12, 21, 26, 33, 35] ) (1.0.2) admits the wave breaking phenomenon (see Theorem 1.2), but differently from the Camassa-Holm equation, we cannot assure the global existence of solutions through the way we followed here, see [26, 28, 35] . The only information we have about the possibility of global existence is given in Theorem 1.2: If the solutions has x−derivative bounded from below, then the solution does not blow-up in finite time. This result is a lighthouse to guide us to look for the global existence and also for the blow-up of solutions. Although, we could not determine whether this fundamental condition is satisfied, this result drove us to the direction to establish the blow-up of solutions manifested through wave breaking.
We would also like to observe that from the symmetry group of the equation in (1.0.2) we can conclude that it is only invariant with respect to translations in t and x, which means that the most general invariant solutions of (1.0.2) are the travelling waves. Also, we note that the parameter λ is irrelevant from the point of view of Lie symmetries.
Last, but not least, we observe that the presence of the parameter λ makes the number of conserved quantities up to second order decreases. This can be seen by comparing the conserved quantities in Corollary 3.1 with those given in Theorem 3.3. This is equivalent to say that the characteristic of the conservation laws for the equation in (1.0.2) is, actually, reduced to zero order differential functions.
