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Der Paradigmenwechsel von der sektoralen Betrachtungsweise hin zu einer ganzheitlichen Be-
wirtschaftung von Wassermenge und –güte in Flussgebieten wird dokumentiert und implemen-
tiert durch die EU Wasserrahmenrichtlinie 2000/60. Dieser gemeinschaftliche Ordnungsrahmen 
zur Erhaltung bzw. Schaffung eines guten ökologischen und chemischen Zustandes verlangt nach 
neuen Planungswerkzeugen. Mathematische Modelle sind seit Jahrzehnten in der Wasserbewirt-
schaftung erfolgreich im Einsatz. Um den Paradigmenwechsel in der Praxis umzusetzen, wurden 
in der letzten Dekade vielfach die aus sektoralen Planungsmethoden bekannten Modelle be-
helfsweise über sehr einfache Schnittstellen miteinander gekoppelt. Besonderer unmittelbarer 
Handlungsbedarf besteht bei der Analyse intensiv durch Siedlungstätigkeit und Landwirtschaft 
beeinflusster Einzugsgebiete. Im Bereich der urban überformten Gewässer hat sich die Problema-
tik ergeben, möglichst bald über geeignete Maßnahmepakete zu entscheiden, damit die z. T. 
erheblichen negativen Auswirkungen von emittierten hydraulischen und stofflichen  Stoßbelas-
tungen und Frachten soweit reduziert werden können, dass in absehbarer Zeit eine guter Gewäs-
serzustand erreicht wird. 
Grundsätzlich stellt sich die Frage, wie die neuen komplexen Problemstellungen über mathema-
tische Modellanalysen effizient analysiert und gelöst werden können. Die derzeit noch oft prakti-
zierte sequentielle Anwendung von Teilmodellen stellt langfristig keine akzeptable Lösung dar. 
Andererseits ist es aus wirtschaftlichen und zeitlichen Gründen nicht praktikabel, vollständig 
neue ganzheitliche Modellsysteme zu entwickeln. Der sich anbietende Weg ist eine Integration 
von bestehenden Teilmodellen in ganzheitliche Modellsysteme. Dieser Aufgabe hat sich Frank 
Reußner gewidmet. Die Verbindung von hydraulischem und hydrologischem Fachwissen mit den 
Erfordernissen zukunftsweisender informatorischer Ansätze stellt dabei eine grundsätzliche Her-
ausforderung dar. Konkrete Herausforderungen bestehen in der Kopplung/Integration von Mo-
dellalgorithmen,  die umfassenden Datenverwaltungsprobleme und die Handhabbarkeit.   
Die Arbeit stellt einen wichtigen und bereits jetzt viel beachteten Beitrag zur Entwicklung inno-
vativer integrierter Modellierungskonzepte dar; diese erwiesen sich auch als praktisch umsetz-
bar. Sie stellt mit der Integration von Modellansätzen, Datenverwaltung und Ergebnisauswertung 
im Hinblick auf die Bewältigung aktueller Aufgaben der integrierten Wasserbewirtschaftung ei-
nen innovativen, unmittelbar umsetzbaren Beitrag dar, der deutlich über den aktuellen Stand 
des Wissens und der Entwicklung hinaus geht. 
 
Darmstadt, im April 2011  Prof. Dr.-Ing. Manfred Ostrowski 
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1 Einleitung 
„Eine Reise von tausend Meilen beginnt mit dem ersten Schritt.“ 
(Laotse) 
 
Wo immer sich der Mensch niedergelassen hat, nutzte er Wasser und produzierte damit Ab-
wasser. Die historische Entwicklung der Abwasserbehandlung geht von einfachen oberirdi-
schen Kanälen bis zum gesteuerten Kanalnetz mit angeschlossenen Kläranlagen (Gujer, 2006). 
Im Zuge dieser Entwicklung haben sich auch die Fragestellungen verändert. Auch sind die 
Anforderungen komplexer geworden. Beispielsweise war das Ziel bei der Beurteilung von 
Mischwasserentlastungen in das Gewässer in den 60er Jahren vor allem, die Belastungen des 
Gewässers von den Siedlungsgebieten fernzuhalten, oder in den 90er Jahren war das Ziel die 
Entlastunganlagen einzeln zu beurteilen, so stehen wir heute vor den Herausforderungen, das 
Zusammenwirken aller auf das Gewässer wirkenden, anthropogenen Einflüsse zu beurteilen 
und den Zustand gegebenenfalls durch Maßnahmen zu verbessern. Dies führt dazu, dass die 
Komplexität der wasserwirtschaftlichen Systeme zugenommen hat, um die aktuellen Frage-
stellungen adäquat beantworten zu können. Um auf diese Komplexität reagieren zu können, 
stellt das Werkzeug der Modellierung einen geeigneten, wenn nicht unverzichtbaren Ansatz 
dar. 
Modellierung wird in der Wasserwirtschaft schon seit geraumer Zeit eingesetzt. Für die be-
trachteten Sektoren der Wasserwirtschaft haben sich unterschiedliche Modelldomänen (siehe 
Kapitel 2.1) ausgebildet. So gibt es z. B. die Niederschlags-Abfluss-Modellierung (N-A-
Modellierung), die Kanalnetzmodellierung, die Kläranlagenmodellierung, die Gewässermodel-
lierung und die Grundwassermodellierung. Aus weiteren Fachbereichen gibt es Wettermodel-
le, Klimamodelle, Stadtentwicklungsmodelle etc. Jede dieser Modelldomänen wird für die 
Beantwortung spezieller Fragestellungen genutzt, die aus den Disziplinen Hydrologie, 
Hydromechanik, Wasserbau oder Kläranlagentechnik heraus gestellt werden. Bei detaillierte-
ren Fragestellungen müssen die Modelldomänen bezüglich ihres Zusammenwirkens betrach-
tet werden, wie z. B. eine N-A-Modellierung, die mit einem Gewässermodell oder Kanalnetz-
modell gekoppelt wird. Nähert man sich der Thematik aus dem Blickwinkel der Fachdiszipli-
nen, so ist zu beobachten, dass mit detaillierteren Fragestellungen ehemals getrennte Diszip-
linen gemeinsam betrachtet werden müssen. Als Schlagwort dafür hat sich integrierte Model-
lierung (auch integrale Modellierung) etabliert. 
Allerdings wird die integrierte Modellierung als Begriff nicht nur im hydrologischen Kontext 
verwendet. So wird beispielsweise in der Automobilforschung eine Vorhersage der Benutzer-
freundlichkeit eines in-car interface mit der Kopplung von Fahrsimulation und Simulation der 
Mobilfunknutzung als integrierte Modellierung bezeichnet (Salvucci, 2001). Im Folgenden ist 
deshalb in dieser Arbeit mit integrierter Modellierung (iM) immer der Kontext der Urban-
hydrologie bzw. Siedlungswasserwirtschaft verbunden. 
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In der Urbanhydrologie steht die iM für die Verschmelzung oder Kopplung der Fachdiszipli-
nen Abwassertechnik, Siedlungswasserwirtschaft und Hydrologie. Aus Sicht der Modelldomä-
nen werden Kanalnetzmodelle, Kläranlagenmodelle, N-A-Modelle, Gewässermodelle und 
Grundwassermodelle miteinander gekoppelt. Welche und wie viele dieser Modelle gekoppelt 
werden müssen, damit von iM gesprochen werden kann, ist nicht einheitlich definiert. Der 
Leitfaden der HSGSim (2008) definiert iM als Kopplung von mindestens drei Modelldomänen 
(in der Regel Kanalnetz, Kläranlage und Gewässer). Rauch et al. (2002) sprechen schon bei 
zwei gekoppelten Modelldomänen von iM. 
Eine Herausforderung der iM ist die Kopplung der Modelldomänen, da die Schnittstellen zwi-
schen den Modellen nicht nur den Datenaustausch darstellen, sondern auch die Skalenprob-
lematiken und Rückkopplungen lösen müssen. Diese sind räumlicher, zeitlicher und qualitäts-
bezogener Natur. Ein Beispiel für solche Problemstellungen beschreibt Marx (2007) bei der 
Kopplung von Wetterradarmessungen mit hydrologischen Modellen. Ein zweites Beispiel sind 
die Problematiken mit rückgekoppelten Systemen, wie sie z. B. bei Kopplung von Grundwas-
ser und Oberflächengewässer auftreten (Ruf et al., 2006) oder bei der Kopplung von Strö-
mungsmodellen für poröse Medien mit Strömungsmodellen für freie Strömungen (Dogan, 
2010). Ein weiteres Beispiel ist die aktuelle Diskussion in der Forschung, wie bei der Kopp-
lung von Kläranlagenmodell und Kanalnetz der unterschiedliche Detaillierungsgrad der be-
trachteten Stofffraktionen behandelt werden soll – entweder mittels detaillierterem Kanal-
netzmodell oder mittels vereinfachtem Kläranlagenmodell. 
Eine weitere Herausforderung der iM ist, dass eine integrierte Betrachtung einen erhöhten 
Aufwand der Datenerfassung beinhaltet. So ist beispielweise der Sauerstoffgehalt im Abwas-
ser bei der Kanalnetzmodellierung von geringem Interesse. Wird ein Kanalnetz aber mit ei-
nem Gewässermodell gekoppelt, so spielt der Sauerstoffgehalt für die Beurteilung der Gewäs-
sergüte eine entscheidende Rolle und muss folgerichtig bei jeder Einleitungsstelle des Kanal-
netzes in ein Gewässer berücksichtigt werden. 
Eine dritte Herausforderung der iM liegt nicht in der Modellwelt selbst, sondern in der Hand-
habbarkeit. Je mehr Modelldomänen gemeinsam betrachtet werden, desto mehr Fachkompe-
tenz muss in die Modellierung eingebracht werden. Das führt zu der Frage, inwieweit ein Sys-
tem der iM auf die Interdisziplinarität Rücksicht nehmen muss. Ein Blick in die Vergangenheit 
der Modellentwicklung zeigt, dass eine Erweiterung des Betrachtungsrahmens in der Regel 
eine Erweiterung einer bestehenden Simulationssoftware darstellte. Aus diesem Grund ist für 
die Handhabung der erweiterten Simulationssoftware auch die Fachkompetenz im gesamten 
Betrachtungsrahmen erforderlich. Inwieweit dies bei der iM noch möglich ist bzw. ob gekop-
pelte, fachspezifische Simulationssoftware nicht zielführender ist, muss und wird in dieser 
Arbeit geklärt werden. 
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1.1 Stand der integrierten Modellierung 
An welchem Punkt die iM momentan steht, ist nicht einfach zu beantworten. Grundsätzlich ist 
bemerkenswert, dass die Ideen der iM und Gedankenmodelle zur Umsetzung schon seit mehr 
als einer Dekade formuliert wurden. So ist schon seit den 70er Jahren der Bedarf einer iM 
benannt (Metcalf und Eddy, 1971; Beck, 1976; Ostrowski und Alsenz, 1990). Mitte der 90er 
Jahre wurden die Anforderungen der stofflichen Betrachtung weiter konkretisiert. Die Wich-
tigkeit der immissionsorientierten Beurteilung der Entlastungen aus den Kanalnetzen bzw. 
deren Wirkungen auf das empfangende Gewässer wurden von Novotny und Witte (1997),  
Rauch und Harremoës (1996) sowie Rauch und Harremoës (1999) als Anforderung an die 
stoffliche Betrachtung demonstriert. Ende der 90er Jahre sind Gedankenmodelle zur Umset-
zung der iM formuliert worden (FWR, 1998; Rauch und Harremoës, 1999; Bertrand-
Krajewski et al., 2000). 
Seit dem ist eine einheitlichen Interpretation der iM nicht mehr zu beobachten. Das liegt da-
ran, dass bei den Umsetzungen der iM in den letzten 10 Jahren vor allem konkrete Fragestel-
lungen beantwortet werden sollten. So betonten beispielsweise Schütze et al. (2002) und 
Vanrolleghem et al. (2005) das Zusammenfügen der Bereiche Kanalnetz und Kläranlage. Mu-
schalla (2006) legte den Fokus auf die Kopplung von Kanalnetz und Gewässer. Die Interakti-
on von Kläranlage und Gewässer war wiederum die antreibende Thematik von Solvi (2006). 
Durch die unterschiedliche Gewichtung der Modelldomänen sind alle vier iM-Systeme im Er-
gebnis unterschiedlich, obwohl sie alle die drei Modelldomänen Kanalnetz, Kläranlage und 
Gewässer miteinander koppeln. Daraus kann abgeleitet werden, dass entweder die iM noch 
kein einheitliches Ziel erreicht hat oder aber das iM vielmehr für einen Sammelbegriff steht. 
1.1.1 Stand der Forschung 
Zum jetzigen Zeitpunkt existieren in der iM ausschließlich prototypische Systeme (Piasecki et 
al., 2010; Donchyts und Jagers, 2010; Sonnenberg, 2009; Kessler et al., 2009; Ames et al., 
2009; Rahman et al., 2005; Ruf et al., 2006; Verweij et al., 2010; Peters, 2007). Diese Proto-
typen können in zwei Hauptkategorien unterteilt werden: verflochtene Modellsysteme und 
gekoppelte Modellsysteme. Erstere charakterisieren sich durch die Implementierung aller be-
trachteten Modelldomänen in ein einziges Modellsystem (Supermodel). Letztere beinhalteten 
für jede Modelldomäne ein eigenes Modellsystem, die über Schnittstellen miteinander ver-
bunden werden (Interfaced Model). Die Begriffe Supermodel und Interfaced Model stammen 
aus der Kläranlagenmodellierung (Vanrolleghem et al., 2005b; Grau et al., 2009) und wurden 
von Reußner und Heusch (2008) für die iM neu definiert. Die Schnittstellen des Interfaced 
Model können in zwei Unterkategorien geteilt werden. Zum einen in die Kategorie der pro-
prietären Schnittstellen, die exakt auf die Bedürfnisse zugeschnitten sind, allerdings nur be-
dingt übertragbar auf andere Modellsysteme sind. Zum anderen erfolgt die Aufteilung in die 
Kategorie der Kopplung über generische Schnittstellen. Ein Vertreter von generischen Schnitt-
stellen ist beispielsweise OpenMI (Gregersen et al., 2007). 
Die typischen Prozesse bei der Erstellung eines integrierten Modells sind (1) die Datenerfas-
sung bzw. deren Aufbereitung, (2) die Datenformatkonvertierung in das spezifische Eingabe-
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format der verwendeten Modelle, (3) die Modellierung der einzelnen Modelle bzw. deren 
Kopplung, (4) die Simulation des Systems (ggf. mehrere Simulationen bei sequentieller Kopp-
lung) und (5) die Datenformatkonvertierung der Ergebnisdaten zur Auswertung und Visuali-
sierung. Bei einer Optimierung bzw. Kalibrierung des Systems sind zusätzliche Iterationen von 
Punkt (4) und Punkt (2) notwendig. 
Der Prozess der Datenverarbeitung fängt an in der aktuellen Forschung an Bedeutung zu ge-
winnen (Botts et al., 2008; Henson et al., 2009; Knapen et al., 2009; Jagers, 2010; Verweij et 
al., 2010). Dabei geht es hauptsächlich darum, den Informationsfluss nicht durch Medienbrü-
che (z. B. manuelle Konvertierung der Daten) zu hindern, sondern sich generischer Standards 
zu bedienen. Diese generischen Standards bilden zudem Schnittstellen für zukünftige Syste-
me. Hauptfokus der Forschung liegt hierbei auf den Standards des Open GIS Consortiums 
(OGC), die sich überwiegend mit georeferenzierten Daten befassen. 
1.1.2 Stand der Praxis 
Das Werkzeug der Modellierung von wasserwirtschaftlichen Systemen ist in der Wasserwirt-
schaft gängige Praxis. So werden beispielweise Kanalnetze mit hydrodynamischen Simulati-
onsprogrammen dimensioniert (ATV, 1999, 1994; ATV-DVWK, 2001) oder es werden die Ent-
lastungen aus Mischwasserüberläufen emissionsorientiert beurteilt (Muschalla et al., 2007). 
In Bezug auf die iM unterscheidet sich der Stand der Technik allerdings maßgeblich vom 
Stand der Forschung. Während in der Forschung integrierte Modellsysteme entwickelt und 
benutzt wurden, so ist die iM bisher in der Praxis nur selten angewendet worden. 
Die Anforderungen eine iM zu nutzen, sind aber durchaus vorhanden. Nicht zuletzt ist mit der 
Verabschiedung der EU-Wasserrahmenrichtlinie (WRRL) der „gute chemische und ökologi-
sche Zustand des Gewässers“ durch einen kombinierten Ansatz der emissions- und immissi-
onsbasierten Beurteilung der Belastungen auf das Gewässer zu erreichen (EC, 2000). Durch 
die Komplexität der Faktoren, die auf das Gewässer einwirken, bietet sich gerade hier die iM 
an (HSGSim, 2008). Allerdings zeigt sich, dass die Komplexität den Anwender (und ggf. den 
behördlichen Prüfer) in hohem Maße fordert. 
Beispielsweise wird bei einer immissionsorientierten Beurteilung der Mischwasserüberläufe 
aus Kanalnetzen (combined sewer overflow – CSO) gegenüber der emissionsbasierten Be-
trachtung das Verständnis der Stoffprozesse im aufnehmenden Gewässer wichtig. Aus diesem 
Grund reicht die Fachkompetenz in einer Modelldomäne nicht mehr aus. Das Wissen in der 
Modelldomäne Kanalnetz muss um das Wissen der Modelldomäne Gewässergüte erweitert 
werden. In der Forschung werden diese beiden Wissensbereiche in der Regel in einer Person 
vereint. In der Ingenieurpraxis sind die Wissensbereiche meist personell getrennt, d. h. eine 
Person ist auf Kanalsysteme und eine weitere auf Gewässergüte spezialisiert. Für eine flä-
chendeckende Umsetzung, wie sie in der WRRL gefordert wird, fehlt deshalb aktuell zum ei-
nen die praxisgerechte Modellierungssoftware, zum anderen aber auch die Möglichkeit ko-
operativ an einem integrierten Modell zu arbeiten. Zwar sind iM-Systeme in Planung (Breh-
mer et al., 2009), allerdings sind diese in der Praxis noch nicht eingeführt. 
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Auch außerhalb von Europa gibt es Bestrebungen, für die Beurteilung von CSOs einen immis-
sionbasierten Ansatz zu wählen (USA, 1977; EPA, 1995). Treibende Kraft ist hier die Envi-
ronmental Protection Agency (EPA). Aber auch in den USA gibt es noch keine der Ingenieur-
praxis gerechte Umsetzung der iM, so dass das Thema noch der Forschung vorbehalten bleibt. 
1.1.3 Stand der IT-Technologien der Simulationssoftware 
Parallel zu der Formulierung der Anforderungen an die iM hat sich auch die IT-Technologie 
gewandelt. Ende der 80er Jahre wurde das Paradigma der prozeduralen Programmierung 
durch die objektorientierte Programmierung weitgehend abgelöst (Stroustrup, 1986). Stan-
den mit der prozeduralen Programmierung bei dem Entwurf von Software die Abläufe eines 
Prozesses im Vordergrund, so wird bei der objektorientierten Softwarearchitektur (OOA) ein 
generischer Ansatz verfolgt. In der OOA werden Objekte definiert, die neben Attributen auch 
Methoden besitzen. Um dies zu verdeutlichen ein Beispiel: Ein Objekt „Gewässer“ besitzt die 
Attribute „Abfluss“, „Zufluss“, „Rauhigkeitsbeiwert_kst“ und „Gefälle“. Zusätzlich dazu besitzt 
das Objekt „Gewässer“ aber auch eine Methode „Berechne_Abfluss_nach_Manning_Strickler“. 
Die OOA sieht auch die Verknüpfung von Objekten zu einer Objektstruktur vor. Um beim Bei-
spiel des Objekts „Gewässer“ zu bleiben, kann dieses eine Verknüpfung zu einem Objekt „Ge-
wässergüte“ haben. Gamma et al. (1995) zeigen mit ihren objektorientierten Entwurfsmustern 
(der englische Begriff software pattern hat sich etabliert), dass die OOA einen großen Beitrag 
zur Wiederverwendbarkeit von entworfenen Lösungen geleistet hat. Eng verbunden mit der 
Wiederverwendbarkeit steht die Weiterentwickelbarkeit von Software, bei der die OOA Erwei-
terungen der Objekte um Attribute und Methoden erlaubt oder das Hinzufügen neuer Objek-
te, welche die Objektstruktur erweitern. 
Bei großen Softwareprojekten entsteht meist eine große Objektstruktur. Diese ist durch ihre 
Komplexität immer schwerer zu erweitern und kann zu Lasten der Performanz gehen. Per-
formanz ist ein Begriff aus der Informatik, der für die Leistung bzw. das Zeitverhalten steht. 
Die negative Auswirkung der Komplexität auf die Performanz liegt darin, dass Erweiterungen 
nicht performant umgesetzt werden können, ohne die Objektstruktur grundlegend zu ändern. 
Das führt dazu, dass entweder die Entwicklung mit einem erhöhten Aufwand betrieben wer-
den muss, da die Objektstruktur verändert werden muss, oder die Erweiterung ohne Struktur-
änderungen die Performanz beeinträchtigt. Aus diesem Grunde entwickelte sich in den letzten 
Jahren ein weiteres Programmparadigma. Das neue Programmparadigma stellt einen Ansatz 
dar, schwerfällige Objektstrukturen zu vermeiden oder zumindest anwendbar zu halten, in-
dem die OOA nicht strikt befolgt wird, sondern der Ansatz der Aktion bzw. des Gebrauchs 
(englisch service) im Vordergrund steht. Dadurch können schlankere Lösungen implementiert 
werden, wenn auch auf Kosten der Strukturierung der Objekte. Dieses Prinzip der Architektur 
wird Service Oriented Architektur (SOA) genannt. Vereinfacht kann der Unterschied mit Be-
griffen aus der Grammatik erläutert werden. Wird ein System mit OOA anhand von Nomen 
konstruiert, so baut SOA vermehrt auf Verben auf. Ein weiteres Paradigma ist die funktionale 
Programmierung, die bei dem Entwurf vollständig auf Nomen verzichtet und ausschließlich 
Verben verwendet. Meist wird SOA bei Web Services angewandt (Krafzig et al., 2004). Fowler 
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(2002) zeigt neben seinen Entwurfsmustern für Enterprise Applications eine Entscheidungshil-
fe, wann welche Softwarearchitektur und welches Paradigma zu bevorzugen ist. 
In der Modellentwicklung im wasserwirtschaftlichen Bereich sind die oben beschriebenen 
neuen Paradigmen der IT-Technologien kaum berücksichtigt worden. Eine Vielzahl von Mo-
dellsoftware wurde in den 90er Jahren entwickelt und als Architektur meist das prozedurale 
Paradigma verwendet (ihwb, 2000; Bente, 2001; Arnold, 1990; Refsgaard und Storm, 1995; 
Abbott und Refsgaard, 1996). Im Bereich der hydrologischen Modelle sind vereinzelt OOA 
Ansätze zu erkennen, doch handelt es sich dabei um den hydrologischen Modellen eigenen 
modularen Aufbau der Systemelemente und nicht einer durchdachten OOA in IT-spezifischer 
Sicht. Die aktuellen Simulationsprogramme sind in der Regel zwar inhaltlich erweitert wor-
den, aber ein Umstieg auf eine modernere Softwarearchitektur fand weitestgehend nicht statt. 
Auch ist ein komponentenbasierter Ansatz im wasserwirtschaftlichen Bereich nicht zu erken-
nen. Es lässt sich zwar die Bildung von unterschiedlichen Modulen beobachten, doch sind 
diese nicht dafür konzipiert, miteinander zu kommunizieren, so dass nicht von einem kompo-
nentenbasierten Ansatz gesprochen werden kann. Der komponentenbasierte Ansatz wird aus 
der OOA abgeleitet und steht für die Entwicklung von einzelnen Komponenten, die jeweils 
spezifische Aufgaben übernehmen und als gesamte Komponente mit anderen Komponenten 
interagieren. Ein Vorteil der komponentenbasierten Architektur ist die Austauschbarkeit der 
einzelnen Komponente. 
1.2 Zum Titel der Arbeit 
Der Titel dieser Arbeit stellt eine Kurzform der Beschreibung der Inhalte dieser Arbeit dar. Die 
Langform dieser Beschreibung lautet: „Ganzheitliche integrierte Modellierung heterogener, 
wasserwirtschaftlicher Systeme durch Einsatz generischer IT-Infrastrukturen“. Die Langform 
beinhaltet Schlagwörter, die an dieser Stelle näher erläutert werden sollen. 
Was mit „Ganzheitliche integrierte Modellierung“ gemeint ist, wird in dem Kapitel 1.3 erläu-
tert. Hinter der „Ganzheitlichkeit“ steht implizit eine Nachhaltigkeit im Sinne der IT-
Strukturen, die durch den Einsatz standardisierter generischer Schnittstellen zur Kopplung 
abgebildet wird. Dadurch lassen sich Neuentwicklungen mit Altentwicklungen kombinieren. 
Bei dem Textfragment „Heterogener, wasserwirtschaftlicher Systeme“ steht die Heterogenität 
zum einen für die Probleme bei der Kopplung von heterogener Modelldomänen. Zum anderen 
aber auch für die heterogenen Daten, die genutzt und ausgetauscht werden. Beispiele hierfür 
sind Konvertierungsaufgaben wie die Umrechnungen von Schmutzfracht in Schmutzkonzent-
ration oder Namenszuordnungen (mapping) wie „Abfluss“ zu „Q“. 
Hinter dem Begriff „generischer IT-Infrastrukturen“ steht die Nutzung generischer Schnittstel-
len und bestehender Standards zur Kopplung von Modellen unterschiedlicher (aber auch glei-
cher) Modelldomänen, die Kopplung von Datencontainern mit Modellen und die Kopplung 
von Auswertungswerkzeugen an die Modelle. 
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1.3 Hypothese und Fragestellungen 
Trotz der seit Jahrzehnten andauernden Entwicklung der iM offenbaren sich Schwierigkeiten, 
die Modelldomänen miteinander zu verbinden. Wesentliche Gründe hierfür sind die Kopplung 
der Modelldomänen, der erhöhte Datenerfassungsaufwand bzw. der Detaillierungsgrad und 
die zugrunde liegende Interdisziplinarität. 
Die Hypothese dieser Arbeit ist: Es kann ein integriertes Modellsystem aufgebaut wer-
den, das die Kopplung der Modelldomänen generisch abbildet, eine Daten-
Modellkopplung implementiert und die Inter- bzw. Transdisziplinarität der integrierten 
Modellierung berücksichtigt! 
Um ein solches Modellsystem von den bisherigen prototypischen integrierten Modellsystemen 
abzugrenzen, wird das neu aufzubauende System im Folgenden als ganzheitliche integrierte 
Modellierung bezeichnet (giM). Dabei steht integriert für die fachliche Kopplung und ganzheit-
lich für die Erfassung der Arbeitsprozesse der Modellierung. 
Da die iM ihre Anwendungsgrenzen nicht erreicht hat, muss eine giM zusätzlich um unbe-
kannte Elemente erweiterbar sein. Daraus ergeben sich die in Tabelle 1.1 gezeigten Anforde-
rungen an eine giM. 
Da der Entwurf eines generischen Systems die Gefahr beinhaltet, durch Generalisierung die 
Detailprobleme so weit zu vernachlässigen, dass diese in der Abstraktionsebene nicht mehr 
berücksichtigt werden, muss ein prototypisches, real existierendes giM-System aufgebaut 
werden, welches das Gedankenmodell in ein implementiertes System überführt. 
Der Bedarf einer giM liegt einerseits in der Forschung, bei der die miteinander interagieren-
den Modelldomänen immer wieder durch neue Prozesse infolge neuer Erkenntnisse erweitert 
werden müssen. Da die vorhandenen iM-Systeme in dem Punkt Erweiterbarkeit durch ihren 
meist proprietären Ansatz ein Defizit haben, wäre ein giM-System, das in der Architektur die 
Erweiterbarkeit bereits vorsieht, eine gute Basis für zukünftige Forschungsprojekte. Nicht zu-
letzt eröffnet die Berücksichtigung der Inter- bzw. Transdisziplinarität vollständig neue For-
schungsfelder. So könnte bei Prognose- und Szenariosystemen beispielsweise eine neue Mo-
delldomäne „Stadtentwicklung“ hinzugefügt werden, die mit der Modelldomäne „Kanalnetz“ 
interagiert. Eine weitere Anwendung liegt darin, dass durch das Hinzufügen der Daten-
Modell-Kopplung ein Echtzeitkontrollsystem direkt auf Daten der Messstellen Zugriff erlangt, 
was für eine modellprädiktive Steuerung Vorteile hat. 
Andererseits eröffnet ein giM auf der Seite des praktischen Einsatzes die Möglichkeit zum 
verteilten Arbeiten, so dass auf Modelldomänen spezifizierte Fachingenieure ihr Wissen durch 
kooperatives Arbeiten bündeln können, ohne Expertenwissen in anderen Modelldomänen 
erlernen zu müssen. Durch die Daten-Modell-Kopplung kann zudem eine Schnittstelle zu den 
Datenhaltungssystemen aufgebaut werden, die in Ingenieurbüros eingesetzt werden. Eine 
Anbindung von geografischen Informationssystemen (GIS) an einzelne Modelle ist bereits 
häufig realisiert. Eine direkte Kopplung von GIS an ein iM-System wäre aber wünschenswert 
und kann durch ein giM ermöglicht werden. 
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Tabelle 1.1 Fragestellungen an ein ganzheitliches integriertes Modellsystem 
Fragestellungen an ein ganzheitliches integriertes Modellsystem 
Generische Kopplung von 
Modelldomänen 
Gibt es Möglichkeiten, die Kopplung unterschied-
licher Modelldomänen generisch zu beschreiben? 
Existieren hierfür Standards oder Ontologien? 
Daten-Modell-Kopplung Wie können Eingangsdaten mit den Modellsys-
temen gekoppelt werden? Können diese unab-
hängig von unterschiedlichen Modelldomänen 
gleichzeitig genutzt werden? Gibt es Standards 
der Datenhaltung, die für Eingabe und Auswer-
tung genutzt werden können?  
Einsatz als inter- / transdisziplinäres 
Modellsystem 
Inwieweit kann auf die Interdisziplinarität der 
integrierten Modellierung eingegangen werden? 
Können unterschiedliche Fachdisziplinen ge-
meinsam am Modell arbeiten? 
Erweiterbar mit neuen 
Modelldomänen 
Können neue Modelldomänen in das Modellsys-
tem integriert werden? Können Modellansätze 
durch andere ausgetauscht werden (z. B. hydro-
logische Kanalnetzmodellierung durch hydrody-
namische Kanalnetzmodellierung)? 
Demonstration und Implementierung 
eines ganzheitlichen integrierten  
Modellsystems 
Lässt sich ein Gedankenmodell der ganzheitli-
chen integrierten Modellierung auch in ein im-
plementiertes System überführen? Wird die He-
terogenität der Modelldomänen berücksichtigt? 
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1.4 Gliederung der Arbeit 
In Kapitel 2 werden Begriffe erläutert, die in dieser Arbeit benutzt werden. Dieses Kapitel ist 
eigenständig und kann übersprungen werden bzw. es kann auch nur bei Bedarf auf die Defini-
tionen der Begriffe zurückgegriffen werden. In Kapitel 3 werden die Grundlagen dieser Arbeit 
vorgestellt. Dabei wird unterschieden zwischen den ingenieurspezifischen Grundlagen der 
integrierten Modellierung (Kapitel 3.1) und den informationstechnisch geprägten Grundlagen 
(Kapitel 3.2). Des Weiteren werden in diesem Kapitel Sortierungen, Strukturierungen und 
Kategorisierungen der Grundlagen vorgenommen. Nachdem die Grundlagen erläutert wur-
den, folgt in Kapitel 4 die Vorstellung der Analyse und Methodik dieser Arbeit. In diesem Ka-
pitel werden auch Fragestellungen in Bezug auf eine Realisierung einer ganzheitlichen Model-
lierung präzisiert. Das Kapitel schließt mit einer kurzen Zusammenfassung der Analyse. 
Kapitel 5 und Kapitel 6 widmen sich der Realisierung einer ganzheitlichen integrierten Model-
lierung. Dabei wird in Kapitel 5 der Modellentwurf vorgestellt und in Kapitel 6 die Umsetzung 
in ein reales System. Zur Demonstration des ganzheitlichen integrierten Modellsystems wer-
den in Kapitel 6 zwei Fallbeispiele diskutiert. Die Zusammenfassung dieser Arbeit und einen 
Ausblick auf Einsatzmöglichkeiten und Erweiterungen bildet mit Kapitel 7 den Schluss dieser 
Arbeit. 
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2 Begriffe 
„Jeder ist unwissend, jedoch auf verschiedenen Gebieten.“ 
(William Penn Adair "Will" Rogers) 
 
In diesem Kapitel werden Begriffe erläutert, die in dieser Arbeit von zentraler Bedeutung und 
wichtig für das Verständnis sind. Es stellt damit ein eigenständiges Kapitel dar. Daher kann 
das Kapitel übersprungen werden und bei Bedarf auf die Unterkapitel der einzelnen Begriffe 
zurückgegriffen werden. 
2.1 Modelldomäne 
Die Herkunft des Begriffs Domäne ist das lateinische Wort dominium = Herrschaft oder Herr-
schaftsbereich von dominus = Herr. Domäne bezeichnet in der Informatik ein abgrenzbares 
Problemfeld. Auch andere Fachgebiete haben sich des Begriffs Domäne bedient. So wird Do-
mäne im Bereich Wissensmanagement für Fachgebiet oder Wissensgebiet verwendet. 
Der Begriff Modelldomäne ist eine eigene Wortschöpfung, die ein modellbezogenes Wissens-
gebiet bzw. Fachgebiet definiert. So ist z. B. ein Kanalnetzmodell ein Modell mit abgeschlos-
senem Wissensgebiet und damit eine Modelldomäne. 
2.2 Begriffe der Softwareentwicklung 
Diese Arbeit bedient sich einiger Technologien der Softwareentwicklung. Für ein besseres 
Verständnis sind nachfolgend ausgewählte Begriffe und Verfahren zusammengefasst. 
2.2.1 Entwurfsmuster – software pattern 
Bereits zu Anfang der Geschichte der Softwareentwicklung ist eine strukturierte Planung des 
Softwareprodukts eingeführt worden. Diese Planung hatte zu Anfang das Ziel, den Pro-
grammcode und Datentransformationen zu minimieren, um möglichst wenige Ressourcen des 
Zielrechners zu beanspruchen. Im Laufe der Fortentwicklung der Softwareplanung ist der 
Fokus immer mehr hin zur einer besseren Beschreibung und Lösung einer Aufgabenstellung 
gerückt. 
Dabei ist bemerkenswert, dass wesentliche Impulse aus dem Bauwesen gegeben wurden. So 
wurde der erste programmierbare Computer von einem Bauingenieur geplant und gebaut, um 
komplexe Berechnungen im Tiefbau durchzuführen (Zuse, 1936). Auch geht in der Software-
entwicklung zumindest teilweise das aktuelle Paradigma der Entwurfsmuster – der englische 
Begriff design pattern oder software pattern hat sich etabliert – gleichermaßen auf das Bauwe-
sen zurück. Ein wichtiger Ideengeber war der Entwurf einer Mustersprache (engl. pattern 
language) für Architekturentwürfe (Alexander et al., 1977). 
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Die grundlegende Idee von software patterns ist die Wiederverwendbarkeit von Lösungen, die 
in zurückliegenden Projekten bereits entwickelt wurden. Gamma et al. (1995) (gang of four 
genannt oder GOF) formalisierten diese Lösungen zu kleinteiligen pattern, welche die häufigs-
ten Anwendungsfälle der objektorientierten Softwareentwicklung abdecken. Diese patterns 
werden bis heute genutzt. Die patterns beziehen sich aber weniger auf die Softwarearchitek-
tur, sondern mehr auf die Programmcode-spezifische Umsetzung. Um den Prozess des Archi-
tekturdesigns zu unterstützen, wurden deshalb großteilige patterns formuliert (Fowler, 2002). 
Im Folgenden werden zwei software patterns der GOF näher erläutert. 
Wrapper 
Ein wrapper ist ein Entwurfsmuster der GOF. Das Klassendiagramm des Entwurfsmusters ist in 
Abbildung 2.1 gezeigt. Die Struktur eines wrapper pattern kann in vier Bestandteile unterglie-
dert werden: (1) Den Auftraggeber (Client), der über eine definierte Schnittstelle auf die 
Wrapperklasse Zugriff nimmt. (2) Die vom Client verwendete Schnittstelle (in der Abbildung 
Ziel). (3) Die zu adaptierende Klasse, welche die Funktionalität besitzt, auf die der Klient 
letztendlich Zugriff erhalten will. (4) Der Adapter oder wrapper, der die vermittelnde Funkti-
on übernimmt und von der Zielklasse zu der zu adaptierenden Klasse weiterleitet. 
Das Entwurfsmuster des wrappers eignet sich z. B. für den Zugriff auf bereits existierende Pro-
grammpakete, die in einer anderen Programmiersprache implementiert wurden (siehe Abbil-
dung 2.2). Hier wird die Namensgebung deutlich, da der wrapper die zu adaptierende Klasse 






Abbildung 2.1 Klassendiagramm des Entwurfsmusters wrapper 
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Abbildung 2.2 Wrapper als sprachenübergreifender Adapter (von Fortran nach C#) 
strategy pattern 
Das strategy pattern ist auch ein Teil der Entwurfsmuster der GOF. In Abbildung 2.3 ist das 
Klassendiagramm des Entwurfsmusters gezeigt. 
Die Klasse Strategie definiert dabei ausschließlich eine Schnittstelle für alle unterstützten Al-
gorithmen. Die Implementierung der eigentlichen Algorithmen übernehmen die konkreten 
Strategieklassen (z. B. „Konkrete Strategie A“). 
Der Kontext hält und verwaltet die Schnittstelle Strategie, hinter der eine konkrete Strategie 




Abbildung 2.3 Klassendiagramm des Entwurfsmusters strategy patterns 
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Abbildung 2.4 Beispiel für strategy pattern 
Welche konkrete Strategie instanziiert wird und damit von der Kontextklasse genutzt wird, 
legt in der Regel nicht in der Kontextklasse selbst fest, sondern die Instanzierung wird meist 
mittels des Fabrik-Entwurfsmusters (ein weiteres Muster der GOF) übernommen. Dieses Mus-
ter wird allerdings in dieser Arbeit nicht weiter erläutert. 
Ein großer Vorteil des Entwurfsmusters strategy pattern liegt in der Austauschbarkeit der kon-
kreten Strategien, ohne die Schnittstellen verändern zu müssen.  
Ein Beispiel für einen sinnvollen Einsatz ist die Auswertung von Daten (siehe Abbildung 2.4). 
Hier wäre die Kontextklasse eine Klasse, die Rohdaten enthält und diese auswerten möchte. 
Dazu ruft sie die Methode Auswerten() der Strategy-Klasse auf. Je nach dem welche konkrete 
Klasse als Strategie genutzt wird, können die Rohdaten unterschiedlich ausgewertet werden. 
Im Beispiel gibt es die konkreten Strategien der Mittelwertbildung, der Extremwertbildung 
und der Entfernung von Duplikaten in den Rohdaten. 
2.2.2 Komponentenbasierte Softwareentwicklung 
Der Grundgedanke einer komponentenbasierten Softwareentwicklung ist die Modularisierung 
der Aufgaben in einzelne Komponenten. Dadurch sind die einzelnen Komponenten wieder-
verwendbar und können aneinander angebunden werden (Heineman und Councill, 2001). 
Durch die Unterteilung von Anwendungen in wiederverwendbare Komponenten ist es mög-
lich, einzelne Komponenten neu zu entwickeln und Komponenten mit anderen Komponenten 
auszutauschen, ohne Anpassungen in weiteren Komponenten vornehmen zu müssen. Bei kon-
sequenter Einhaltung dieses Prinzips können nach dem Baukastenprinzip neue Anwendungen 
zusammengestellt werden. 
Ein weiterer Vorteil neben der Zeitersparnis bei der Entwicklung ist eine erhöhte Qualität der 
einzelnen Komponenten, da diese einzeln auf ihre Funktionalität hin getestet werden können. 
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Dieses Prinzip des Qualitätsmanagements wird z. B. konsequent bei sogenannten Unit-Tests 
durchgeführt (Crispin und Rosenthal, 2002). 
2.3 Medienbruch 
Der Begriff Medienbruch stammt aus der Informationstechnologie. Wechselt das informations-
tragende Medium innerhalb eines Informationsbeschaffungs- oder Informationsverarbeitungs-
prozesses, so wird dies als Medienbruch bezeichnet. Ein Medienbruch in der Wasserwirtschaft 
tritt z. B. bei der Übertragung handschriftlicher Aufzeichnungen von Messungen in ein elekt-
ronisches Format (z. B. Excel) auf. 
Im Allgemeinen wird durch einen Medienbruch in der Informationskette der Beschaffungs- 
oder Verarbeitungsprozess für Daten, Informationen und Inhalte erschwert, verlangsamt und 
unter Umständen auch in seiner Qualität gemindert. 
Der Begriff Medienbruch bezieht sich in erster Linie auf das physische Medium (Papier, CD, 
Bildschirm, etc.), kann aber auch auf elektronische Medien ausgeweitet werden. Ein Beispiel 
hierfür ist die Datenüberführung von Excel-Sheets in Datenbanken. Um dies gegenüber dem 
klassischen Medienbruch abzugrenzen, kann dies als virtueller Medienbruch bezeichnet wer-
den. 
2.4 Standard 
Ein Standard ist eine Norm oder Regel im Sinne einer Vereinheitlichung. Eine für diese Arbeit 
passende Definition liefert das British Standard Institute: „Ein Standard ist ein öffentlich zu-
gängliches technisches Dokument, das unter Beteiligung aller interessierter Parteien entwickelt 
wird und deren Zustimmung findet. Der Standard beruht auf Ergebnissen aus Wissenschaft und 
Technik und zielt darauf ab, das Gemeinwohl zu fördern.“ (BSI, 2010) 
Im Bereich der Informationstechnologie (IT) werden Standards in starkem Maße genutzt, da 
hier Schnittstellen spezifiziert werden, die dann von Anwendungen aus genutzt werden kön-
nen. Ein typischer Vertreter eines Standards in der IT ist das ASCII-Format. Hinter ASCII steht 
„American Standard Code for Information Interchange“, in dessen Standard eine Zuordnung 
von Zeichen, Ziffern und Buchstaben mit repräsentativen binären Werten vorgenommen wird. 
2.5 Ontologie 
Die Ontologie ist originär eine Disziplin der theoretischen Philosophie, bei der es sich um all-
gemeine Begriffsverwendung handelt. Dabei wird eine Systematik grundlegender Typen von 
Entitäten (Gegenstände, Eigenschaften, Prozesse) und ihrer strukturellen Beziehungen disku-
tiert. Ein ontologischer Grundbegriff ist beispielsweise eine Kategorie. 
Eine streng formale Definition von Beziehungen und Begriffen ist in der Informationstechno-
logie nötig, um eine Problemstellung zu definieren. Um dies zu beschreiben, hat sich die In-
formatik des Begriffs der Ontologie bedient. Der Begriff Ontologie wird in der Informatik für 
sprachlich gefasste und formal geordnete Darstellungen einer Menge von Begrifflichkeiten 
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und der zwischen ihnen bestehenden Beziehungen in einem bestimmten Gegenstandsbereich 
verwendet. Ontologien werden dazu benutzt, Wissen in digitalisierter und formaler Form zwi-
schen Anwendungsprogrammen und Diensten auszutauschen. Wissen umfasst dabei sowohl 
Allgemeinwissen als auch Wissen über sehr spezielle Themengebiete und Vorgänge (Guarino, 
1998). 
Da Ontologien in der IT eine hohe Bedeutung haben, sind formale Sprachen entwickelt wor-
den, wie diese Ontologien für Informationssysteme formuliert werden können. Ein wichtiger 
Vertreter ist dabei die Web Ontology Language (kurz OWL) (Horrocks et al., 2003). Vertreter 
von Ontologien im Bereich der Wasserwirtschaft sind das "Integrierte DV-System-Bauwesen“ 
ISYBau (Bund, 1991) oder die Ontologie WaterML (Valentine et al., 2007). 
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3 Grundlagen 
„Plant das Schwierige da, wo es noch leicht ist. Tut das Große da, wo es 
noch klein ist. Alles Schwere auf Erden beginnt stets als Leichtes. Alles 
Große auf Erden beginnt stets als Kleines.“ 
(Laotse) 
 
In diesem Kapitel werden die Grundlagen beschrieben, mit deren Hilfe ein ganzheitliches in-
tegriertes Modellsystem entworfen werden kann. Das Kapitel untergliedert sich in zwei 
Hauptteile, den ingenieurtechnischen Teil, der die integrierte Modellierung in den Vorder-
grund stellt, und den informationstechnischen Teil, der die Techniken zur Kopplung und die 
vorhandenen Standards der Datenhaltung erläutert. 
3.1 Integrierte Modellierung 
Mit integrierter Modellierung (iM) ist in dieser Arbeit die iM urbaner wasserwirtschaftlicher 
Systeme gemeint. Schon in den 70er Jahren wurde erkannt, dass die Interaktionen der urba-
nen Abwassersysteme, des Gewässers und der natürlichen Flächen nicht getrennt, sondern 
integriert zu betrachten seien (Metcalf und Eddy, 1971; Beck, 1976; Ostrowski und Alsenz, 
1990). Bezogen sich diese Aussagen damals noch auf die hydraulischen Einflüsse, sind in den 
90er Jahren Anforderungen bezüglich der stofflichen Aspekte hinzugefügt worden (Novotny 
und Witte, 1997; Rauch und Harremoës, 1996, 1999; Wittenberg, 1992). 
Die Hauptproblematik bei der Modellierung der Hydraulik in der iM ist durch die zeitlichen 
Skalenprobleme der Kopplung geprägt. Durch das Hinzufügen des Bereichs der Gütemodellie-
rung wird die Komplexität der iM gegenüber der reinen hydraulischen Modellierung um ein 
Vielfaches gesteigert. So kommen zu den zeitlichen Skalenproblemen die Konvertierungen 
bzw. die Fraktionierung der Stoffe an den Schnittstellen der Modelldomänen hinzu (Volcke et 
al., 2006). Zudem wird die Frage des Detaillierungsgrads der einzelnen Modelle wichtig, wel-
cher bei allen betrachteten Modellen aneinander angepasst sein muss (Crout et al., 2009). 
Beispielsweise ist eine detaillierte Kläranlagensimulation mit 20 Stoffgruppen, die vom Kanal-
netzmodell 5 Stoffgruppen übergeben bekommt, zumindest in Bezug auf den Wechsel des 
Detaillierungsgrades fragwürdig (Vanrolleghem et al., 2005a). Die Suche nach einer Antwort 
auf den Detaillierungsgrad der betrachteten Modelle ist aktuelle Thematik der Forschung – 
was kann weniger detailliert und was muss detaillierter betrachtet werden (HSGSim, 2008). 
Anders formuliert ist eine iM insgesamt so aussagekräftig wie ihre schwächste Kopplungsstelle 
(Kamp und Savenije, 2007). 
 
   Seite 17 
 
Abbildung 3.1 Teilbereiche der integrierten Modellierung (nach (Reußner und Heusch, 2008)) 
   Seite 18 
Was genau wird unter iM verstanden? Eine Definition der iM ist die Kopplung von mindestens 
zwei Modelldomänen (Rauch et al., 2002). Welche Modelldomänen der Urbanhydrologie mit-
einander gekoppelt werden, spielt in dieser Definition keine Rolle. Aus diesem Grund sind 
auch die bisher umgesetzten iM-Systeme grundsätzlich verschieden. Eine Übersicht, welche 
Modelldomänen zu dem Bereich der iM in der Urbanhydrologie gehören, ist in Abbildung 3.1 
dargestellt. 
In Abbildung 3.1 sind die wichtigsten Beziehungen der Teilbereiche angedeutet. Welche In-
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Abbildung 3.2 Arbeitsschritte der integrierten Modellierung 
In Abbildung 3.2 sind die Arbeitsschritte dargestellt, die bei der integrierten Modellierung 
anfallen. Neben der eigentlichen Simulation und dem Aufstellen eines iM-Systems nimmt die 
Auf- und Nachbereitung der Daten einen großen Stellenwert ein, auch weil dort in der Regel 
ein Medienbruch stattfindet. In der Vergangenheit hat sich die Forschung kaum mit diesen 
Arbeitsschritten befasst, erst in der jüngeren Vergangenheit gibt es Arbeiten zu diesem Thema 
(Jagers, 2010; Knapen et al., 2009, 2010; Henson et al., 2009; Donchyts und Jagers, 2010; 
Piasecki et al., 2010; Crooks und Naden, 2007). 
Datenaufbereitung für Auswertungen
Statistische Auswertung, grafische Aufbereitung (z. B. Ganglinien oder GIS)
Simulation
Sequenzielle oder parallele Simulation 
Verknüpfung der einzelnen Modelle
Identifikation der Verknüpfungsstellen, ggf. Konvertierungsfunktionen (z. B. bei 
unterschiedlichen Stoffgruppen der Gütemodellierung)
Aufstellen der einzelnen Modelle
Eingabe der Modelldaten (z. B. über GUI oder Textdateien)
Datenaufbereitung
Integrieren von Messdaten (z. B. Mittelwertbildung,  Kombination von Regenschreibern 
mit Regenradar), Konvertierung von Formaten
Datensammlung
Messkampagnen, stationäre Messstellen (z. B. Regenschreiber), Satellitendaten (z. B. 
Regen)
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Abbildung 3.3 Wichtigste Modelldomänen der integrierten Modellierung 
Im folgendem Kapitel werden die einzelnen Teilbereiche der iM beschrieben. Danach wird auf 
die Datenauf- und -nachbereitung eingegangen. Abschließend werden die für eine Implemen-
tierung eines giM-Systems verwendeten Modelle beschrieben. 
3.1.1 Modelldomänen der integrierten Modellierung 
Die vorwiegenden Modelldomänen der iM sind: (1) Kanalnetzmodell, (2) Kläranlagenmodell, 
(3) Gewässermodell, (4) Grundwassermodell und das Niederschlags-Abfluss-Modell (siehe 
auch Abbildung 3.3). Das N-A-Modell ist in der Regel in einem Kanalnetzmodell, Gewässer-
modell oder Grundwassermodell verankert. Auch die Gütemodellierung des Kanalnetzes oder 
des Gewässers ist meist direkt in der jeweiligen Modelldomäne integriert. 
N-A-Modellierung 
Die Niederschlags-Abfluss-Modellierung bildet die Abflussbildung durch den Niederschlag und 
nachfolgend die Abflusskonzentration ab. Dabei können die Modellansätze der Abflussbildung 
in zwei unterschiedliche Kategorien einsortiert werden: 1. Abflussbildung der undurchlässigen 
Flächen und 2. Abflussbildung der durchlässigen Flächen. Die Abflusskonzentration wird 
meist mittels linearer Ersatzsysteme (z. B. Einzellinearspeicher) abgebildet. Im Grunde ist die 
N-A-Modellierung keine eigenständige Modelldomäne mehr, da sie zur Belastungsbildung 
schon jetzt eng an die Modelldomänen Kanalnetz-, Grundwasser- und Gewässermodellierung 
gekoppelt ist. 
Kanalnetzmodellierung 
Es können zwei Arten der Kanalnetzmodellierung unterschieden werden: die hydrodynami-
sche und die hydrologische Kanalnetzmodellierung. Die hydrodynamische Modellierung wird 
überwiegend für die Dimensionierung der Haltungen genutzt. Sie ist jedoch aufwendiger in 
Bezug auf die Modellerstellung und die Simulation als die hydrologische Modellierung. Aus 
diesem Grund werden hydrologische Modelle zur Beurteilung der Entlastungen (Regenüber-
läufe, Becken etc.) insbesondere in stofflicher Hinsicht genutzt. Die hydrologischen Modelle 
haben hier durch die kürzeren Simulationszeiten den Vorteil, dass eine große Bandbreite von 
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Belastungsregen (bis hin zu historischen Regenreihen von mehr als 10 Jahren) untersucht 
werden kann. 
Die Gütemodellierung wird meist mit vereinfachten Ansätzen simuliert. So verwendet bei-
spielsweise das Modell SWMM einen einfachen Bioreaktor oder das Modell SMUSI einen rei-
nen Translationsansatz mit Absetzwirkung (Verworn, 1999). 
Gewässermodellierung 
Für die Gewässermodellierung werden überwiegend hydrodynamische Modelle verwendet. 
Diese unterscheiden sich bezüglich der numerischen Methoden (Finite Differenzen, Finite 
Volumen, Finite Elemente) und in ihrem Detaillierungsgrad der räumlichen Dimensionen. So 
werden für küstennahe Fließgewässer 2D oder 3D Modelle verwendet, aber auch 1D Modelle 
kommen bei mittelgroßen Gewässern zum Einsatz. 
Neben den hydrodynamischen Gewässermodellen gibt es hydrologische Ansätze, das Gewäs-
ser abzubilden, die sich durch ihre, im Verhältnis zu den hydrodynamischen Modellen, schnel-
leren Simulationszeiten für Prognosesysteme eignen. Das hydrologische Gewässermodell ar-
beitet für Gewässerstrecken überwiegend mit Ersatzsystemen wie Speicherkaskaden (Ost-
rowski, 1992). 
Gewässergütemodellierung 
Die Gewässergütemodellierung umfasst eine große Bandbreite an Ansätzen, wie diese model-
liert werden kann. Diese reichen von einfachsten stationären Ansätzen wie Streeter-Phelps 
(Streeter und Phelps, 1925) bis hin zu instationären Ansätzen, welche die komplexen Stoff-
prozesse mittels Differenzialgleichungen (DGL) in Reaktoren abbilden (Shanahan et al., 
2001). Die Beschreibung der DGL wird meist mittels einer sogenannten Gujer-Matrix-Notation 
(Stoffgruppen/Güteprozesse) beschrieben (Vanrolleghem et al., 2005b). 
Um neben den stofflichen Prozessen auch die Einwirkung der Hydraulik zu berücksichtigen, 
gibt es den Ansatz LaPipe, der die Hydraulik in ein Ersatzsystem überführt (Muschalla und 
Alex, 2010). Dieses Ersatzsystem basiert auf einem Lagrang‘schen Bezugsystem, ähnlich ei-
nem Plugflow (Pfropfenströmung) (Blair und Crowther, 1929), bei dem die einzelnen trans-
portierten Volumenkörper als Reaktoren definiert werden (Bach et al., 2009; Brehmer et al., 
2009; Reußner et al., 2009). 
Kläranlagemodellierung 
Die Kläranlagenmodellierung befasst sich mit der Simulation der stofflichen Umwandlungs-
prozesse, die in einer Kläranlage stattfinden. Dadurch, dass die Prozesse meist komplexer Na-
tur sind, finden dementsprechend detaillierte Modelle ihre Anwendung. Eine der gebräuch-
lichsten Abbildungen der stofflichen Prozesse sind die Belebtschlammmodelle (Activated 
Sludge Models) ASM1, ASM2 und ASM3 (Henze, 2000), deren Simulation aufwendig ist. 
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Grundwassermodellierung 
Die Grundwassermodellierung wird meist mittels numerischer Methoden wie Finite Elemente 
Methode oder Finite Volumen Methode umgesetzt. Diese setzt ein gutes Wissen über die 
Struktur der Grundwasserstockwerke und die Bodenstruktur voraus. Die Datenerfassung ist 
aus diesem Grund für ein Grundwassermodell aufwendig. 
Eine Kopplung in ein iM-System ist bisher kaum realisiert worden, da zum einen die Datener-
fassung aufwendig ist und zum anderen die Verknüpfungspunkte bzw. -flächen zu den ande-
ren Modelldomänen komplex sind. 
3.1.2 Daten und Datenaufbereitung 
Ein bisher kaum beachteter Bereich der iM ist die Behandlung von Daten. Durch die Komple-
xität der iM entsteht ein wesentlich höherer Bedarf an Daten, um ein integriertes Modell auf-
stellen zu können (HSGSim, 2008). Neben den Daten für jedes einzelne Teilmodell sind auch 
Informationen über die Schnittstellen wichtig. 
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Mit Initialisierungsdaten der Modelle sind Daten gemeint, mit deren Hilfe ein Modell aufge-
stellt werden kann oder die als Anfangsbedingungen genutzt werden. Die Daten werden nicht 
(oder nur geringfügig) über dem Simulationszeitraum verändert. Typische Vertreter dieser 
Kategorie in der iM sind Geometriedaten für das Gewässer (Querprofile, Gefälle, Gewässer-
verlauf, etc.) oder Bodenkennwerte (Landnutzung, Durchlässigkeitsbeiwert kf, Fläche). 
Die Kategorie „Randbedingungen der Modelle“ umfasst alle Eingangsdaten in ein Modell, die 
während der Simulationszeit variabel sind. Vertreter dieser Kategorie sind Niederschlagsin-
formationen (in Form von Regenschreiber- oder Regenradardaten), Stoffkonzentrationen von 
nicht modellierten oberliegenden Gewässern oder Gewässertemperatur. 
Die Plausibilisierungsdaten werden genutzt, um die Plausibilität der Ergebnisse eines Modell-
systems zu überprüfen oder ein Modellsystem zu kalibrieren. Dafür werden beispielsweise 
Pegelmessungen und Gütemessungen im Gewässer herangezogen. 
Ergebnisdaten sind Daten, die aus Simulationen von Modellen hervorgehen. Die Ergebnisda-
ten werden nach einer Simulation ausgewertet und visualisiert. Zum Teil werden diese auch 
genutzt, um die Plausibilität von weniger detaillierten Modellsystemen zu prüfen, z. B. kann 
bei dem Aufstellen von hydrologischen Kanalnetzmodellen ein hydrodynamischen Modells für 
eine Kalibrierung genutzt werden. In diesem Fall wechselt dann die Kategorie von Ergebnisda-
ten zu Plausibilisierungsdaten. 
Die benötigten Daten liegen meist in unterschiedlichen Formaten vor. Die Bandbreite geht 
hier von datenbankbasierten Speicherungen über ASCII-Dateien bis hin zu binären Datenfor-
maten. In Tabelle 3.2 sind ausgewählte Datenformate, deren Nutzung sowie Informationen zu 
etwaig vorhandenen Metadaten, aufgelistet. Mit Metadaten sind die Informationen bezüglich 
physikalischer Einheiten, geografischer Lage, Messgenauigkeit usw. gemeint.  
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Tabelle 3.2 Ausgewählte Datenformate 
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Frei definierbar Frei definierbar 
   Seite 25 
Bisher hat sich kein spezieller Standard zur Datenhaltung durchgesetzt. Es gibt zwar durchaus 
Standards bei einzelnen Datenarten (wie z. B. Niederschlagsdaten des DWD), doch werden 
diese Standards kaum für andere Datenarten oder von anderen Datenlieferanten genutzt. Dies 
führt dazu, dass es auf Seiten der gemessenen Daten eine Vielzahl an Formaten gibt. Eine 
Nutzung von gemeinsamen Standards gibt es in der Regel nicht. 
Auf Seiten der Simulationssoftware gibt es ähnlich viele Formate, wie es Simulationssoftware 
gibt. Dies liegt daran, dass jede Simulationssoftware ihre Eingangsdaten in einem eigenen 
proprietären Format verlangt. In der Praxis haben die Anwender der Software eigene Konver-
tierungsmethoden entwickelt, die von externer Seite erhaltenen Eingangsdaten in das proprie-
täre Format der angewendeten Simulationssoftware überführen (z. B. Niederschlagszeitreihen 
aus dem DWD-Format nach SMUSI-Format). 
Allen genutzten Daten ist gemeinsam, dass sie sich auf räumliche Dimensionen beziehen und 
damit im Prinzip georeferenzierbar sind. Ein Großteil der Daten ist allerdings nicht in einem 
einheitlichen Format georeferenziert. Ausnahmen hiervon sind Daten, die in GIS vorgehalten 
werden (z. B. CORINE). In der praktischen Anwendung geht diese einheitliche Georeferenzie-
rung verloren, da die Daten aus dem GIS mithilfe von Exportfunktionalitäten in die proprietä-
ren Datenformate der Simulationssoftware überführt werden. 
3.1.3 Modellkopplung 
Die Modellkopplung ist einer der zentralen Punkte dieser Arbeit. Was genau ist Modellkopp-
lung? Bei dem Prinzip Modellkopplung werden zwei (oder mehr) unterschiedliche (oder glei-
che) Modelldomänen miteinander verknüpft, so dass diese uni- (oder bi-) direktional Informa-
tionen austauschen können. 
Eine wesentliche Unterscheidung der Kopplung kann anhand des Programmcodes spezifischer 
Umsetzung vorgenommen werden. Nach Reußner und Heusch (2008) wird unterschieden 
zwischen (1) direkter Kopplung in einem Softwaresystem – bezeichnet als Supermodel – und 
(2) Kopplung von aufgeteilten Softwaresystemen – bezeichnet als Interfaced Model. Die Na-
mensgebung ist der Kläranlagensimulation entlehnt, welche die Behandlung von unterschied-
lichen Stoffgruppen im Gesamtsystem Kläranlage charakterisiert (Volcke et al., 2006). 
Eine weniger gebräuchliche dritte Art der Modellkopplung ist die Überführung der Teilmodel-
le in Ersatzsysteme. Diese Ersatzsysteme werden miteinander gekoppelt. Einen interessanten 
Ansatz zur iM mit dieser Art der Modellkopplung beschreiben Kamp und Savenije (2007), bei 
dem sie die hydrologischen, hydrodynamischen und ökologischen Teilmodelle mit unter-
schiedlichen Zeitschritten in ein Ersatzsystem überführen, so dass die Kopplung in diesem 
Ersatzsystem als Supermodel abgebildet werden kann, bei der die unten beschriebenen Nach-
teile des Supermodels minimiert werden. Als Ersatzsystem werden z. B. neuronale Netze ge-
bildet, die mit den Ergebnissen der Teilsystemsimulationen antrainiert werden. 
Bei dem Konzept des Supermodels werden die unterschiedlichen Teilgebiete der Modellierung 
in einer einzigen Modellsoftware zusammengefasst. Skalenprobleme werden direkt im Ge-
samtsystem angepasst. Nachteil des Supermodels ist, dass mit zunehmender Integration von 
weiteren Modelldomänen eine immer aufwendigere Anpassung nötig ist, so dass eine große 
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und zunehmend komplexe Quellcodebasis entsteht. Diese Codebasis ist wiederum wegen sei-
ner Komplexität schwieriger zu erweitern, so dass eine Weiterentwicklung aufwendiger wird, 
je mehr Modelldomänen betrachtet werden (Volcke et al., 2006). 
Das Konzept des Interfaced Model sieht vor, dass die Modelldomänen in eigenen Software-
komponenten implementiert werden. Diese kommunizieren über Schnittstellen (englisch In-
terface) miteinander. Die Kommunikation kann entweder asynchron oder synchron sein. Bei 
asynchroner Kommunikation werden die Simulationen nacheinander ausgeführt und die zu 
koppelnden Ergebnisse als Eingangsdaten an eine andere Komponente übergeben. Ein Bei-
spiel hierfür ist das Erzeugen einer Abflusszeitreihe eines Sonderbauwerks mit einem Kanal-
netzmodell, die dann von einem Gewässermodell als Zeitreihe eingelesen wird. Diese Art der 
Kopplung wird sequentielle Kopplung genannt (Erbe et al., 2002). Nachteil dieser Kopplungs-
art ist, dass eine bidirektionale Kopplung aufwendig ist, da dies eine Iteration der kompletten 
Simulationsläufe bedeutet. Des Weiteren müssen die Ergebnisse in der Regel umformatiert 
werden, um sie als Eingangsdaten zu nutzen, was u. U. einen Medienbruch bedeutet. 
Eine Möglichkeit, bidirektionale Kopplungen zu berücksichtigen, ist die Steuerung der Kom-
munikation über ein übergeordnetes Meta-Modell – z. B. mit dem OpenMI-Framework (Gre-
gersen et al., 2007). In diesem Fall werden die Informationen parallel zur Simulation ausge-
tauscht. Aus diesem Grund ist eine bidirektionale Kopplung durch Iteration des simulierten 
Zeitschritts möglich. Diese Art der Kopplung kann deshalb parallele Kopplung genannt wer-
den. 
Der Vorteil des Konzepts des Interfaced Model liegt in der Methodik, weitere Modelldomänen 
anzubinden. Ein Nachteil ist, dass Skalenprobleme direkt an den Schnittstellen gelöst werden 
müssen. 
Liebiga et al. (2001) unterscheiden bei einem Interfaced Model die Modellkopplung und die 
Simulation bzw. die Lösung der numerischen Gleichungen in mehreren Kategorien. So be-
zeichnen sie die Zusammenfassung der mathematischen Beschreibung aller Teilmodelle und 
die Lösung mit einem gemeinsamen Integrationsalgorithmus als One-Solver-Solution. Findet 
hingegen die Lösung in den jeweiligen Teilmodellen statt, so sprechen sie von einer Multi-
Solver-Solution. Hydrologische Modelle sind in der Regel auch ohne die Kopplung mit anderen 
Modellen eine Multi-Solver-Solution, da das System in Teilsysteme zerlegt wird, die dann ein-
zeln gelöst werden. 
In Abbildung 3.5 sind die beschriebenen Arten der Modellkopplung zusammengefasst. 
Neben den Arten der Kopplung kann die Modellkopplung anhand der verknüpften Komponen-
ten kategorisiert werden. In Abbildung 3.6 ist ein typisches iM-System dargestellt. Neben der 
Kategorie Modell-Modell-Kopplung (in der Grafik mit blauen Pfeilen) gibt es die Daten-Modell 
(graue Pfeile) und die Modell-Daten-Kopplung (dunkelblaue Pfeile). 
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Die Modell-Modell-Kopplung ist im ersten Teil dieses Kapitels beschrieben. Die Daten-Modell-
Kopplung beschreibt die Anbindung der Eingangsdaten in ein Modell. Die Daten-Modell-
Kopplung verknüpft somit Daten der Kategorien „Initialisierungsdaten der Modelle“ und 
„Randbedingungen der Modelle“ mit den Modellen. Die Modell-Daten-Kopplung beschreibt 
die Schnittstelle zwischen Modell und den erzeugten Ergebnisdaten. Die angebundenen Daten 
der Modell-Daten-Kopplung sind damit der Datenkategorie „Ergebnisdaten“ zuzuordnen. 
Bei der Daten-Modell-Kopplung werden Modelle und Datenerzeuger wie Messstellen gekop-
pelt, und bei der Modell-Datenkopplung stehen den Modellen Datenauswertungswerkzeuge 
wie GIS oder statistische Auswerter zur Verfügung. Bei einem Supermodel sind die Daten-
Modell und die Modell-Daten-Kopplung kaum sichtbar, da diese jeweils in einem einheitlichen 
Datenformat stattfinden. Damit gibt es immer genau eine Kopplung der Kategorie Daten-
Modell- und Modell-Daten-Kopplung. Deutlicher werden beide Kategorien bei dem Konzept 
des Interfaced Model, da sowohl die Modell-Daten- wie auch die Daten-Modell-Kopplung hier 
nicht unbedingt einheitlich sind. Unterschiedliche Modellkomponenten produzieren in der 
Regel verschieden formatierte Ergebnisdaten. Auch sind die Eingangsdaten und Randbedin-
gungen bei unterschiedlichen Modellkomponenten verschieden. Beispielsweise müssen die 
Niederschlagsdaten, die von einem Regenschreiber in einem Format (z. B. im DWD-Format) 
zur Verfügung gestellt werden, der Modelldomäne Kanalnetzmodell und Gewässermodell als 
Randbedingungen übergeben werden. Hier sind zwei Daten-Modell-Kopplungen notwendig, 
also zwei Konvertierungen vom DWD-Format in die jeweiligen Formate der Eingangsdaten 
der Modelle. 
3.1.4 Anwendungsfelder der integrierten Modellierung 
Die Entstehungsgeschichte der iM wurde bereits am Anfang dieses Kapitels (Kapitel 3.1) vor-
gestellt. In diesem Unterkapitel werden die praktischen Anwendungsfelder der aktuellen iM 
vorgestellt. 
Ein Anwendungsfeld ist die Beurteilung urbaner wasserwirtschaftlicher Systeme aus immissi-
onsorientierter Sicht. Novotny und Witte (1997) zeigten, dass bei der Beurteilung von Misch-
wasserüberläufen aus Kanalnetzen die reine emissionsorientierte Beurteilung nicht ausreicht, 
sondern die Wirkung auf das empfangende Gewässer entscheidend ist. Die Anforderung, eine 
immissionsorientierten Betrachtung vorzunehmen, wurde auch in der EU-WRRL (EC, 2000) 
gefordert. Für Deutschland, deren Kanalnetze zu einem erheblichen Anteil Mischwasserkana-
lisationen sind, bedeutet dies eine große Aufgabe (siehe Abbildung 3.7 und Tabelle 3.3). Da 
die EU-WRRL einen Zeitplan vorgibt, bis wann diese umgesetzt werden soll, muss ein System 
zur Beurteilung aufgebaut werden. Die iM ist ein wichtiger Baustein einer solchen Beurtei-
lung. 
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Abbildung 3.7 Kanalnetzarten in Deutschland im Jahr 2007 (nach Bundesverband der Energie- 
und Wasserwirtschaft e. V.) 
Wurden bisher Einleitungen aus Mischwasserüberläufen einzeln beurteilt, so sollen in Zukunft 
die gemeinsame Wirkung aller Einleitungen auf das Gewässer beurteilt werden. Daher sind 
mehrere urbane Gebiete zusammen mit dem empfangenden Gewässer sowohl in hydrauli-
scher als auch in stofflicher Hinsicht integriert zu betrachten (Solvi, 2006). Durch die Kom-
plexität dieses Systems bietet sich die iM als Lösung an (Butler und Schütze, 2005). Eine Her-
ausforderung für ein praktisch handhabbares iM-System ist allerdings, ein ausgewogenes Ver-
hältnis zwischen zu erfassender Datengrundlage und dem Detaillierungsgrad der abgebildeten 
Prozesse im iM-System herzustellen (HSGSim, 2008). 
Ein weiteres Anwendungsfeld der iM ist die Optimierung von Kanalnetzen und Kläranlagen in 
Bezug auf die Wirkung auf das empfangende Gewässer (Rauch und Harremoës, 1999). Dabei 
wird auch die Frage aufgeworfen, mit welchen Belastungsregen optimiert werden sollte. So ist 
generell eine Langzeitregenreihe von > 10 Jahren zu bevorzugen (Ostrowski, 1991), was 
durch die Komplexität allerdings zu Performanzproblemen führen kann. Eine mögliche Um-
setzung der iM mit Langzeitsimulationen wird in Peters (2007) beschrieben. 
 
 
Tabelle 3.3 Anzahl der Regenentlastungsanlagen in Deutschland 2007 (nach Bundesverband der 
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3.2 Generische IT-Infrastrukturen 
Ziel dieser Arbeit ist der Entwurf und die Realisierung eines giM-Systems. Eine wesentliche 
Stütze der Ganzheitlichkeit ist dabei die Verwendung von Standards der Informationstechno-
logie speziell für Modellkopplung und Datenhaltung. Diese Standards sollten weitestgehend 
offen und damit generisch sein. 
3.2.1 Generische Schnittstelle 
Eine generische Schnittstelle kann mit einem Universal-Adapter verglichen werden, über den 
unterschiedliche Komponenten gekoppelt werden können. Ein bekanntes Beispiel eines Uni-
versal-Adapters ist der Universal Serial Bus oder kurz USB. Über die USB-Schnittstelle können 
unterschiedliche Peripheriegeräte (Drucker, USB-Speichermedium etc.) an einen Personal 
Computer angebunden werden (siehe Abbildung 3.8).  
Bei der Modellierung sind generische Schnittstellen vor allem beim Interfaced Model interes-
sant, da sie die Rolle des Vermittlers zwischen den Modellen einnehmen können. Es gibt un-
terschiedliche Umsetzungen einer generischen Schnittstelle. So gibt es standardisierte Frame-
works wie Simulink von Matlab™ (Simulink, 1994), Beschreibungen von Software Interfaces 
wie OpenMI (Gregersen et al., 2007) oder deklarative Sprachen wie VHDL-AMS (Commerell, 
1999). Im weitesten Sinn können auch Ontologien wie WaterML (Ames et al., 2009) oder 
HydroML (Piasecki und Bermudez, 2003) als generische Schnittstellen angesehen werden, 
wobei diese keinen Mechanismus besitzen, wie die Schnittstellen implementiert werden. 
 
 
Abbildung 3.8 Beispiel des USB-Standards als generische Schnittstelle 
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3.2.2 Generische Schnittstellentechnologie in der wasserwirtschaftlichen 
Modellierung 
Der Bedarf, wasserwirtschaftliche Software mit Schnittstellen zu erweitern, ist erst in dem 
letzten Jahrzehnt gestiegen. Grund dafür sind unter anderem die Anforderungen aus der iM. 
Die Schnittstellen wurden meist proprietär implementiert. Ein Beispiel ist die Produktfamilie 
Infoworks (MWH, 2010), bei der die Kommunikation der einzelnen Modellsysteme über eige-
ne Firmenstandards realisiert wird. Ähnlich verhält es sich bei der Produktfamilie der ITWH 
(itwh, 2010).  
Generische Schnittstellen haben sich bisher in der Wasserwirtschaft nicht durchgesetzt. Doch 
gerade beim Einsatz von Produkten unterschiedlicher Hersteller sind generische Schnittstellen 
hilfreich. Aus diesem Grund sind Forschungsprojekte initiiert worden, die eine generische 
Schnittstellentechnologie in der wasserwirtschaftlichen Modellierung zum Ziel haben (Jagers, 
2010). Ein weiterer Grund für generische Schnittstellentechnologie ist die Wiederverwend-
barkeit bereits entwickelter Modellsoftware (Holzworth et al., 2010). 
Das Open Modelling Interface OpenMI (Gregersen et al., 2007) ist ein Projekt, das aus dem 
HarmonIT Projekt hervorgegangen ist (Blind und Gregersen, 2005; Moore et al., 2004). Har-
monIT (Gijsbers et al., 2002) befasste sich mit den theoretischen Grundlagen einer generi-
schen Schnittstellentechnologie, OpenMI führt diese Grundlagen hin zu einer Realisierung 
dieser Schnittstellen und der Bereitstellung eines Frameworks. 
Neben OpenMI gibt es weitere vielversprechende Projekte. So gibt es das Project Invisible Mo-
delling Environment (kurz TIME), das ähnlich wie OpenMI das Ziel hat, ein Modellierungsfra-
mework bereitzustellen (Rahman et al., 2003, 2005). Ein weiteres Projekt vom Consortium of 
Universities for the Advancement of Hydrologic Science (CUAHSI) beschäftig sich neben der 
Modellkopplung mit der Datenintegration von gemessenen Daten (Maidment, 2008). 
Wiederum beschäftigen sich weitere Projekte nicht vorrangig mit den generischen Schnittstel-
len, sondern mit dem generischen Datenaustausch als solchem. Notay et al. (2010) beschreibt 
hierfür ein Tensor-Objekt, das neben den auszutauschenden Daten alle weiteren Informatio-
nen beinhaltet wie z. B. räumliche, strukturelle und funktionale Informationen. 
Zusammenfassend sind Projekte durchaus vorhanden, die generische Schnittstellen für was-
serwirtschaftliche Software zum Ziel haben. Allerdings sind diese auf einem unterschiedlichen 
Entwicklungstand und deren Anwendungsziele unterschiedlich. Für diese Arbeit wurde 
OpenMI als generische Schnittstellentechnologie verwendet, da es zum einen weit entwickelt 
ist (Jagers, 2010), zum zweiten am Fachgebiet Ingenieurhydrologie und Wasserbewirtschaf-
tung der TU Darmstadt (ihwb) bereits ein abgeschlossenes Forschungsvorhaben OpenMI zum 
Thema hatte (Brehmer et al., 2009) und zum dritten OpenMI als Open-Source-Projekt die 
Möglichkeit bietet, das Projekt um bisher nicht implementierte Lösungen zu erweitern. 
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Open Modelling Interface – OpenMI 
Die Entwicklung von OpenMI geht auf das Projekt HarmonIT zurück (Gijsbers et al., 2002). 
HarmonIT beschäftigte sich hauptsächlich mit den theoretischen Grundlagen der Modellkopp-
lung von hydrodynamischen Modellen, aber auch eine Anbindung anderer Modelltypen wur-
de berücksichtigt. Mit OpenMI Version 1.0 wurde der erste Prototyp einer generischen 
Schnittstellentechnologie samt Modellframework veröffentlicht. Die Erfahrungen, die mit dem 
Prototyp gesammelt wurden, sind in die Version 1.4 eingeflossen. Mit der Einführung in Ver-
sion 1.4 sind erstmals Modellsysteme mit OpenMI-Fähigkeit veröffentlicht worden. Aktuell ist 
die Version 2.0, die zahlreiche Erweiterungen und Verbesserungen beinhaltet. Der Termin für 
die Veröffentlichung von OpenMI 2.0 lag allerdings im Dezember 2010, so dass im Rahmen 
dieser Arbeit die Version 2.0 nicht berücksichtigt werden konnte. 
OpenMI sollte von Beginn an nicht auf eine einzelne Programmiersprache festgelegt sein. Es 
gab zwar die Einschränkung, dass OpenMI für Windows-PC Systeme entwickelt wurde, aber 
durch die Implementierung von OpenMI in .NET und JAVA läuft OpenMI auch auf Linux-PC 
Systemen. Allerdings ist zu bemerken, dass die Entwicklung hauptsächlich in .NET vorange-
trieben wird, die erst anschließend daran in JAVA umgesetzt wird. Daraus ergibt sich, dass die 
JAVA-Version in der Entwicklung immer einen Schritt zurück liegt. Dies kann auch der Grund 
dafür sein, warum zurzeit keine abgeschlossenen OpenMI-Projekte veröffentlicht wurden, die 
für einen Linux-PC konzipiert sind. 
Die Funktionsweise von OpenMI baut darauf auf, dass jede angebundene Komponente zum 
einen die Schnittstellen implementiert, die von OpenMI vorgegeben werden, und zum ande-
ren die im Standard nicht spezifizierten Aufgaben übernimmt. Das heißt, die Intelligenz ver-
bleibt in der Modellkomponente. So werden z. B. Konvertierungsaufgaben oder Interpolatio-
nen von den Modellsystemen übernommen. Einige Bespiele dafür sind in Kapitel 4.1.1 erläu-
tert. 
Verknüpft werden die OpenMI-Komponenten über das OpenMI-Framework. Die Simulation 
selbst wird auch innerhalb des Frameworks gestartet. Diese arbeitet mithilfe eines sogenann-
ten Pull-Mechanismus, der nachfolgend beschrieben wird. Das Ziel des Pull-Mechanismus ist 
das Festlegen der Reihenfolge der Simulation eines Zeitschritts der jeweiligen Modellsysteme 
– also kurz die Reihenfolge der einzelnen Simulationen. Bei einem Pull-Mechanismus gibt es 
eine Initialisierungsanfrage, die an genau ein Modellsystem gestellt wird. Erfragt wird der 
späteste Wert der Simulation, also ein Wert zum Endzeitpunkt des gewünschten Simulations-
zeitraums. Als nächstes wird geprüft, ob von weiteren verknüpften Modellsystemen Werte 
benötigt werden. Wenn ja, dann werden von den verknüpften Modellen die fehlenden Werte 
erfragt. Wiederum wird geprüft, ob für die Simulation von weiteren Modellsystemen Werte 
benötigen werden. Sind alle verknüpften Modellsysteme identifiziert, stellen die Modellsyste-
me zunächst fest, ob vorherige Zeitschritte simuliert werden müssen, um den in der Initialisie-
rungsfrage erfragten Wert zurückgeben zu können. Das heißt, es wird der Simulationsstart-
zeitpunkt festgelegt. Sind alle Fragen gestellt, so wird der erste Simulationszeitschritt berech-
net und danach werden die Werte ausgetauscht. Dies wiederholt sich so lange, bis der am 
Anfang mit der Initialisierungsanfrage angeforderter Wert berechnet wurde. Dies ist gleichbe-
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deutend mit dem Ende der Simulation. In Abbildung 3.9 ist der Mechanismus schematisch 
dargestellt. 
Durch die Nutzung des Pull-Mechanismus ist eine Zeitschritt unabhängige Simulation mög-
lich. Das heißt, die einzelnen angebundenen Modellsysteme dürfen unterschiedliche Berech-
nungszeitschritte haben. Bidirektionale Verknüpfungen werden durch einfache Iteration ge-
löst. Entsprechend intelligentere Lösungen können aber direkt in den Modellkomponenten 
implementiert werden. 
Bei der Entwicklung von OpenMI wurde ein Hauptaugenmerk auf die räumlichen Definitionen 
der Verknüpfungen gelegt. So kann neben einer nicht räumlich definierten Verknüpfung (ID-
basiert) eine Punktverknüpfung (Punkt[X,Y,Z]) oder eine Grid-Verknüpfung (Flächen oder 
Punkte) definiert werden. Eine Interpolation bei nicht übereinander liegenden Flächen und 
Punkten muss von dem exportierenden Modellsystem vorgenommen werden. 
Dies soll anhand eines Beispiels mit einem Modellsystem demonstriert werden, welches Nie-
derschlagsdaten von zwei Regenschreibern (als X-Y-Punkte) exportiert. Die Koordinaten der 
Regenschreiber sind (1,1) und (1,4). Wird das Modellsystem nun mit einem weiteren Modell-
system verknüpft, das die Niederschlagsdaten für den Punkt (1,2) erwartet, so muss das ex-
portierende System mit den Niederschlagsdaten entscheiden, wie damit umgegangen wird. 
Eine Möglichkeit ist die Niederschlagsdaten für den Punkt (1,2) aus den vorhandenen Daten 
für Punkt (1,1) und Punkt (1,4) zu interpolieren. Eine weitere Möglichkeit ist die Daten des 
nächstgelegenen Datenpunkt (1,1) zu exportieren. OpenMI bietet zwar Bibliotheken, um die-
se Aufgaben zu übernehmen, welche Methode verwandt wird, muss das Modellsystem mit 





Abbildung 3.9 Pull-Mechanismus von OpenMI 
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Aufbau eines OpenMI fähigen integrierten Modellsystems im Rahmen eines Forschungs-
vorhaben am ihwb 
Im Rahmen eines Forschungsvorhabens am Fachgebiet Ingenieurhydrologie und Wasserbe-
wirtschaftung der TU Darmstadt wurde ein OpenMI basiertes integriertes Modellsystem proto-
typisch aufgebaut. Ziel dieses Systems ist die immissionsorientierte Beurteilung von Misch-
wasserüberläufen aus multiplen Siedlungsgebieten im Rahmen der Weiterentwicklung des 
bisherigen immissionsorientieren Nachweisverfahrens „Leitfaden zur Erkennung kritischer 
Gewässersituationen“ (HMULV, 2004). Im Vordergrund der Beurteilung stand, ein System zu 
schaffen, das mit möglichst geringer Datengrundlage zurechtkommt und die vom Land Hessen 
genutzte Schmutzfrachtmodell-Software SMUSI (Muschalla et al., 2007) in das System einbe-
zieht (Brehmer et al., 2009). 
Es wurde ein System aufgebaut, welches das Schmutzfrachtmodell SMUSI mit einem Gewäs-
sermodell BlueM.Sim (mit Gewässergütemodellierung) über OpenMI koppelt. Der Austausch 
der Daten erfolgt als Vektor mit Abfluss und Stoffkonzentrationen an jeder einzelnen Entlas-
tungsstelle des Kanalnetzes. Das Schmutzfrachtmodell SMUSI konvertiert dabei seine Stoff-
konzentrationen in die vom Gewässermodell erwarteten Stoffgruppen (Reußner et al., 2009). 
Der Datenaustausch erfolgt unidirektional und ist an den Verknüpfungspunkten nicht räum-
lich definiert (ID-basiert). 
Neben den Modellsystemen wurde auch ein einfaches Auswertungswerkzeug entwickelt, wel-
ches über OpenMI an das Gewässermodell angebunden werden kann, um schon während der 
Simulation Ergebnisdaten auszuwerten zu können (Reußner et al., 2009). 
Das System des Forschungsvorhabens ist in Abbildung 3.10 dargestellt. Aufbauend auf diesem 
System ist in dieser Arbeit ein giM-System implementiert worden. Die roten Pfeile sind die 
Verknüpfungen von Modellsystem zu Modellsystem. Diese sind mit der OpenMI-
Verknüpfungsmethode des oben beschriebenen Pull-Mechanismus gekoppelt. Die grünen Pfei-
le sind die Verknüpfungen von Modellsystem zu der Auswertungskomponente. Die Verknüp-
fungen an das Auswertungswerkzeug werden über OpenMI-Events gesteuert – wenn ein Mo-
dell den Zeitschritt zu Ende gerechnet hat, wird dieses Ereignis gesendet. 
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Abbildung 3.10 OpenMI basiertes integriertes Modellsystem des ihwb (nach (Reußner et al., 
2009)) 
Anbindung von Modellsystemen an OpenMI über wrapper 
Um Modellsysteme an das OpenMI-Framework anbinden zu können, müssen diese die Open-
MI Schnittstellen implementieren. Eine verbreitete Methode, diese in bereits bestehende Mo-
dellsysteme zu implementieren, ist die Nutzung des software patterns Adapter oder wrapper 
(Gamma et al., 1995). Die Modellsysteme werden dabei von einem wrapper umschlossen 
(siehe auch Kapitel 2.2.1), der dann die Kommunikation mit OpenMI und den bestehenden 
Modellsystemen realisiert (siehe Abbildung 3.11). Programmtechnisch ist der wrapper bei 
Windows-PC-Systemen als Dynamic Link Library (DLL) kompiliert, die über die .Net Schnitt-
stellen (als Assembly) aufgerufen werden kann. Das umschlossene Modellsystem ist auch als 
DLL kompiliert, allerdings ist diese DLL eine native DLL, d. h. es bietet direkt die 
Einsprungadressen (Platform Invocation Services) an, mit denen die exportierten Methoden 
aufgerufen werden können. 
In der Regel muss die Softwarearchitektur der Modellsysteme dafür verändert werden (Rizzoli 
et al., 2005; Moore et al., 2004). Z. B. sind unterschiedliche Zeitschleifen innerhalb eines Mo-
dellsystems, die aus Performanzgründen implementiert wurden, nicht mehr zulässig. Ein Bei-
spiel für verkürzte Zeitschleifen ist ein Kanalmodellsystem, welches überprüft, ob Regen in 
den nächsten 24 Stunden fällt.  Wenn kein Niederschlag fällt, wird ein integrierter Simulati-
onszeitschritt von 24 Stunden statt fünf Minuten ausgeführt (wie in der Simulationssoftware 
SMUSI (Muschalla et al., 2007)). 
Im Rahmen des oben beschriebenen Forschungsvorhabens wurden die Modellsysteme SMUSI 
und BlueM.Sim OpenMI fähig gemacht, was im Folgenden als Beispiel demonstriert wird, wie 
eine OpenMI Fähigkeit von Modellsystemen hergestellt werden kann. 
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Abbildung 3.11 OpenMI Adapter für Rechenkerne (nach (Reußner und Heusch, 2008)) 
Eine Herausforderung, Modellsysteme um die OpenMI Schnittstellen zu erweitern, besteht bei 
der Anbindung der Modellsysteme an den wrapper. Die Simulationskerne des Modellsystems 
sind in der Regel nicht in den modernen Programmiersprachen .Net oder JAVA erstellt wor-
den, so dass eine sprachübergreifende Anbindung realisiert werden muss. In dem oben be-
schriebenen Forschungsvorhaben sind dazu die in FORTRAN entwickelten Simulationskerne 
von SMUSI und BlueM.Sim mit den folgenden Schritten erweitert worden, die in Abbildung 
3.12 dargestellt sind. 
   Seite 37 
 
Abbildung 3.12 Aufgaben bei der Implementierung der OpenMI-Fähigkeit von Modellsystemen 
Ein verbreitetes Problem bei der Umstellung von EXE auf DLL sind globale Variablen und die 
in sich nicht direkt auflösbare prozedurale Struktur des Quellcodes. Aus diesem Grund kön-
nen in einer Simulationssoftware nicht mehrere Modelle gleichzeitig simuliert werden. Um 
dieses Problem zu lösen, haben Reußner et al. (2009) ein Prinzip aufgezeigt, wie eine DLL in 
Form von Instanzen behandelt werden kann. Durch diese Anbindung muss der Quellcode des 
Modellsystems nicht weiter angepasst werden (siehe Abbildung 3.13). 
 
Rechenkerne
Umbau des Rechenkerns von einer EXE zu 
einer DLL
Entflechtung der Struktur der Rechenkerne, 
um die Simulationsschnittstellen von 
OpenMI umsetzen zu können - d. h. die 
Phasen der Initialisierung und der 
Kalkulation zu trennen.
Implementierung aller weiteren nötigen 
Schnittstellen, um die benötigten Daten und 
Funktionen für OpenMI umzusetzen.
Adapter
Entwicklung eines Adapters, der 
die Aufgabe der Anbindung des 
FORTRAN-Rechenkerns hat (An-
bindung über native Einsprun-
gadressen), und Implementierung 
der Umwandlung von Übergabe-
parametern aus FORTRAN in .NET-
Typen (z. B. werden Strings bei der 
Mixed Language Kommunikation 
als Zeichenkette plus deren Länge 
mit einem unsigned integer
übergeben).
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Abbildung 3.13 Aufbau der Adapter am Beispiel von BlueM.Sim (Reußner et al., 2009) 
3.2.3 Standards der Datenhaltung und Datenkopplung 
Während die auf wasserwirtschaftliche Themenfelder spezialisierte Modellwelt stark von die-
sen geprägt ist und deshalb generische Schnittstellentechnologien auf diese Besonderheit ein-
gehen müssen, sind die Anforderungen an Standards für Daten (deren Haltung und deren 
Kopplung) nicht wesentlich durch die Spezialisierung beeinflusst. Die Herausforderungen der 
Standards für Daten liegen im Bereich der Heterogenität und der Masse der Daten. In den 
nächsten 10 Jahren werden voraussichtlich mehr wissenschaftliche Daten produziert als bis-
her in der gesamten menschlichen Geschichte (Horsburgh et al., 2009). Eine strukturierte 
Datenhaltung ist deshalb unbedingt erforderlich. Dabei darf die Struktur der Datenhaltung 
nicht zu statisch sein, um auf die Heterogenität der Daten eingehen zu können (Colomb, 
1997). 
Abbildung 3.14 zeigt eine Auswahl an Datenhaltungsstandards. Die vorgestellten Datenbank-
systeme sind die gebräuchlichsten Datenbankmanagementsysteme, die aktuell genutzt wer-
den. Die relationalen Datenbanksysteme speichern ihre Daten mit tabellarischen Verknüpfun-
gen in binärer Form. Objekt-Datenbanken verfolgen den Ansatz der objektorientierten Archi-
tektur (OOA) und speichern komplette Speicherabbilder von Objekten in ihrem Datenbank-
system. Die Objektrelationalen Datenbanken gehen einen Mittelweg, so dass nach außen, d. h. 
aus Nutzersicht, die Datenbank Objekte enthält, diese aber durch Data-Mapping intern wie 
eine relationale Datenbank behandelt werden. Als letzten Vertreter der Auswahl an Daten-
banksystemen ist die XML-Datenbank vorgestellt. Die Benutzung der XML-Datenbank erfolgt 
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mittels der Query-Sprache XPath, so dass von außen die XML-Datenbank wie eine einzige 
XML–Datei erscheint. 
In der Auswahl sind als Vertreter der textbasierten Dateien die Standards XML, WaterML und 
HydroML vorgestellt. XML ist ein universelles Format, das vor allem in der Kommunikation 
über Netzwerke bzw. dem Internet eingesetzt wird. Es hat den Vorteil, dass es sowohl ein 
mensch- als auch maschinenlesbares Format ist. WaterML und HydroML basieren beide auf 
XML, allerdings sind hier strenge Vorgaben gemacht, wo und wie welche Daten abgelegt wer-
den. Diese Vorgaben entspringen aus der zugrunde liegenden Ontologie der jeweiligen Stan-
dards. 
Als letzter Vertreter ist das Format netCDF aufgeführt, das ein binäres Datenformat ist. Neben 
den Daten werden bei netCDF gleichermaßen die Metadaten gespeichert. 
Für ein Simulationssystem sind geringe Simulationszeiten ein Hauptanliegen. Aus diesem 
Grund werden die datenbankbasierten Standards nicht weiter betrachtet, da sie im Vergleich 
zu binären Datenformaten wesentlich längere Auslesezeiten bedeuten und deshalb zu länge-
ren Simulationszeiten führen. Auch die auf XML basierenden Datenformate genügen den An-
forderungen an die Performanz nicht, so dass in dieser Arbeit das Format netCDF seine An-
wendung finden. 
In dieser Arbeit wird ein weiterer Standard zu dem Entwurf eines giM hinzugefügt: der Stan-
dard Sensor Observation Service (SOS). SOS ist Teil der vom Open Geospatial Consortium 
(OGC) erstellen OpenGIS® Standards (Botts et al., 2008). Die Verwendung von SOS demons-
triert in dieser Arbeit einen Zugriff auf die Daten, also keinen Datenhaltungsstandard, son-
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netCDF – Standard zur Haltung von Daten 
netCDF (network Common Data Form) steht zum einen für ein wissenschaftliches Datenfor-
mat, zum anderen steht es für die zugehörigen Bibliotheken und Werkzeuge (Rew und Davis, 
1990). netCDF geht auf einen Standard der NASA mit dem Namen Common Data Format 
(CDF) zurück (Treinish und Gough, 1987). 
Die zugehörigen Bibliotheken und Werkzeuge stehen für verschiedene Plattformen und Pro-
grammiersprachen zur Verfügung und werden von Unidata, einem Community Programm der 
University Corporation for Atmospheric Research (UCAR), im Rahmen eines Open-Source-
Projektes betreut. Die hauptsächliche Verwendung von netCDF findet im Bereich der Geowis-
senschaften und der Klimaforschung statt, wo netCDF zu den am weitesten verbreiteten wis-
senschaftlichen Datenformaten zählt (Zender, 2008). 
Ein wesentliches Merkmal von netCDF ist, dass neben den Daten auch Metadaten gespeichert 
werden. So besteht eine netCDF-Datei aus einem Header mit Metadaten und dem eigentlichen 
Datenblock, in dem mehrdimensionale Arrays maschinen- und plattformunabhängig in binä-
rer Form gespeichert werden. In den Metadaten werden Informationen über Herkunft, Kom-
mentare, Einheiten, Qualitätsbetrachtungen, statistische und geografische Aussagen in Zu-
sammenhang mit den Daten standardisiert in einer Datei gespeichert (Rew und Davis, 1990). 
Wie wichtig die Speicherung der Metadaten zusammen mit den Daten ist, zeigte sich bei-
spielsweise, als der 125 Millionen Dollar wertvolle Mars Climate Orbiter fast bei einem Navi-
gationsmanöver verloren ging, weil bei den empfangenen Flugbahndaten davon ausgegangen 
wurde, dass diese metrisch seien und nicht wie tatsächlich im angloamerikanisches Maßsys-
tem (Stephenson, 1999). 
Durch den schnellen Lese- und Schreibzugriff auf die Daten hat netCDF als wissenschaftliches 
Datenformat Vorteile gegenüber relationalen Datenbanksystemen (Cohen et al., 2006). Eine 
detaillierte Einführung in Aufbau und Funktionsweise von netCDF findet man unter anderem 
in Rew und G. Davis (1990) und Rew et al. (1997). 
Der Standard netCDF gibt selbst nicht vor, in welcher Konvention die Metadaten formatiert 
werden sollen. Da ursprünglich netCDF für die Speicherung von Wetter-, Klimasimulations- 
und Satellitendaten entworfen wurde (Rew und Davis, 1990), steht aus diesem Bereich mit 
den netCDF Climate and Forecast (CF) Metadata Conventions (Lawrence Livermore National 
Laboratory, 2010) eine große Anzahl an Konventionen zur Verfügung, die bei Einhaltung die-
ser Standards einen Metadatenaustausch ermöglicht. 
Die weite Verbreitung von netCDF hat auch eine Vielzahl von zusätzlichen Implementierun-
gen und Werkzeugen hervorgebracht, die eine weitere Verarbeitung und Analyse zum Ziel 
haben. Hierzu gehören z. B. Werkzeuge wie die „netCDF Operators“ (Zender, 2008) und gra-
fische Oberflächen wie „ncBrowse“ (Denbo, 2001). 
Unidata selbst stellt mit Thematic Realtime Environmental Distributed Data Services 
(THREDDS) eine Möglichkeit für den Zugriff auf netCDF über Remote Data Access Protokolle 
wie OpenDAP, HTTP, OGC Web Coverage und OGC Web Map Service zur Verfügung (Dome-
nico et al., 2006). 
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Ein weiterer Effekt ist die standardmäßige Unterstützung durch kommerzielle Software wie 
Matlab™ und ArcGIS™, der auf die weite Verbreitung von netCDF zurückzuführen ist. netCDF 
stellt damit einen aussichtsreichen Kandidaten für ein Standardaustausch- und Archivierungs-
format wissenschaftlicher Daten dar (Jagers, 2010). 
Das Datenmodell von netCDF kennt vier verschiedene Objekte (siehe Abbildung 3.15). Das 
Objekt File existiert nur einmal und beschreibt den Zugriff auf die physisch vorhandene Datei. 
Ein File hat ein oder mehrere Dimensionen. Die Dimensionen sind die Entitäten, von welchen 
die Werte abhängen. Die Objekte Variable repräsentieren die Werte. Mit den Objekten Attribu-
te werden zusätzliche Informationen angehängt (an den File, die Dimensionen oder die Variab-
len).  
Um das zu verdeutlichen, wird dies an einem einfachen Beispiel einer Zeitreihe mit Pegelmes-
sungen demonstriert. Als Variable wird die Pegelmessung verwendet. Die Messung hat unter-
schiedliche Zeitpunkte, also ist eine Dimension die Zeit. Ein Attribute könnte die Einheit der 
Messung sein (z. B. „m³/s“), die der Variable zugeordnet wird. 
Ein weiteres Beispiel ist ein Netz von mehreren Regenschreibern mit zugehörigen Daten. Alle 
Messstellen besitzen die Raumkoordinaten X und Y. Die räumlichen Koordinaten sollen als 
Dimensionen mit aufgenommen werden. In Abbildung 3.16 wird die Datenhaltung in netCDF 
visualisiert. Die Achsen beschreiben hier die Dimensionen, und die Flächen sind die Variablen, 
welche die zugehörigen Werte der Regenschreiber enthalten. 
netCDF ist ein binäres Datenformat. Von den Entwicklern von netCDF ist deshalb die Syntax 
„Network Common Data Form Language“ (CDL) entwickelt worden, wie diese Binärdaten 
illustriert werden können (siehe Abbildung 3.17). In dem Paket von netCDF sind Werkzeuge 
enthalten, mithilfe deren aus netCDF-Dateien CDL-Dateien gebildet werden (ncdump.exe) 
und aus CDL-Dateien netCDF-Dateien generiert werden (ncgen). CDL wird in dieser Arbeit 
verwendet, um den Inhalt von netCDF-Dateien als Text darzustellen. Ein Beispiel einer CDL 
Datei zeigt Abbildung 3.18. 
 
 
Abbildung 3.15 Datenmodell von netCDF 
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Abbildung 3.18 Beispiel einer Darstellung einer netCDF-Datei mittels CDL 
  
netcdf S49_windstill { 
dimensions: 
 time = UNLIMITED ; // (15732 currently) 
 location = 1 ; 
 location_x = 1 ; 
 location_y = 1 ; 
variables: 
 double time(time) ; 
  time:long_name = "time" ; 
  time:units = "days since 11-17-1858 0" ; 
  time:calendar = "ModifiedJulianDay" ; 
 double location_x(location_x) ; 
  location_x:long_name = "y-Koordinate" ; 
  location_x:short_name = "y-Coor" ; 
  location_x:units = "         m" ; 
 double location_y(location_y) ; 
  location_y:long_name = "y-Koordinate" ; 
  location_y:short_name = "y-Coor" ; 
  location_y:units = "         m" ; 
 double Zufluss(time, location_x, location_y) ; 
  Zufluss:long_name = "Result Value" ; 
  Zufluss:short_name = "Value" ; 
  Zufluss:units = "          " ; 
data: 
 
 time = 49443.3368055556, 49443.3402777778, 49443.34375, 49443.3472222222,  
    49443.3506944444, 49443.3541666667, 49443.3576388889, 49443.3611111111,  




location_x = 3481830 ; 
 
 location_y = 5515747 ; 
 
 Zufluss = 
  0.0141543187201023, 
  0.0451170355081558, 
  0.0845343768596649, 
  0.114991739392281, 
  0.128530234098434, 
  0.140349522233009, 
  0.154026329517365, 
  0.169237434864044, 
  0.184868365526199, 
(…) 
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Sensor Observation Service (SOS) der OGC 
Sensor Observations Service (SOS) ist ein von dem Open Geospatial Consortium (OGC) adap-
tierter Standard. SOS ist ein Standard für ein web service interface zum Erfragen, Filtern und 
Empfangen von gemessenen Daten bzw. den zugehörigen Messnetzinformationen. Die Kopp-
lung zwischen Messnetz und erfragendem Client ist dabei unmittelbar bzw. nahe an Echtzeit-
daten (Botts et al., 2008). 
SOS wurde von der OGC im Rahmen von Sensor Web Enablement (SWE) entwickelt, das zum 
Ziel hat, ein Framework mit offenen Standards für über das Netzwerk angebundene Sensoren 
und Sensorsysteme aller Typen (von Regenschreiben bis hin zur Webcam) zu schaffen (Botts 
et al., 2008). Die einzelnen Teile des SWE sind in Abbildung 3.19 dargestellt. 
Momentan ist SOS ein wesentlicher Bestandteil von zahlreichen Forschungsprojekten im Be-
reich der Hydrologie bzw. der Siedlungswasserwirtschaft (Beran et al., 2009; Devesa et al., 
2009; Jagers, 2010; Piasecki et al., 2010; Verweij et al., 2010). Aus diesem Grund wird SOS 
für den Entwurf eines giM in dieser Arbeit berücksichtigt, obwohl es nicht in dem implemen-
tierten giM-System umgesetzt ist. 
Hauptsächlich werden bei SOS die Daten über web services angebunden. So wird z. B. bei dem 
Projekt TIME (Rahman et al., 2005) die Nutzung der OGC-Standards dafür genutzt, das ge-
samte Modell mithilfe von web services über Inter- oder Intranet an Daten anbinden zu können 
(Fitch und Bai, 2009). Die Anbindung einer Datenbank mit wasserspezifischen Informationen 
(das National Water Information System der USA) über web services wird von Goodall et al. 
(2008) demonstriert, wobei bei diesem Projekt die OGC Schnittstellen nicht genutzt werden. 
Ein sehr ähnliches Projekt zu dem giM-System dieser Arbeit ist das Projekt Hyd³Flow, das ein 
N-A Modell und Fließgewässermodelle (2D, 1D) miteinander koppelt. Für die Datenintegrati-
on ist die Datenkopplungsschnittstelle SOS implementiert (Maßmann et al., 2010). Der Un-
terschied zu dem in dieser Arbeit vorgestellten giM-System liegt in der Modellkopplung, die 
bei Hyd³Flow nicht als generisch angesehen werden kann, da proprietäre Schnittstellen ge-
nutzt werden. 
 
   Seite 45 
 
Abbildung 3.19 Teile des OpenGIS® Standards, die bei Sensor Web Enablement des OGC ver-
wendet werden (nach (Botts et al., 2008)) 
•Standard Modelle und XML Schema für 
Beobachtungs- und Messdaten
Observations & Measurements 
Schema (O&M) 
•Standard Modelle und XML Schema zum 
Beschreiben von Sensornetzen und Prozessen (z. B. 
räumliche Lage von Messstellen)
Sensor Model Language 
(SensorML)
•Konzeptuelles Modell und XML Schema zum 
Beschreiben von gestreamten Daten von 
Sensornetzen
Transducer Markup Language 
(TransducerML or TML)
•Standard web service Interface zum Erfragen, Filtern 
und Empfangen von gemessenen Daten bzw. den 
zugehörigen Messnetzinformationen
Sensor Observations Service 
(SOS)
•Standard web service Interface zum Erfragen von 
benutzerspezifischen Informationen bezüglich des 
Sensornetzes
Sensor Planning Service (SPS)
•Standard web service Interface zum Veröffentlichen 
an Alarmsysteme
Sensor Alert Service (SAS)
•Standard web service Interface zur asynchronen 
Verteilung von Nachrichten der Alarme von SAS und 
SPS
Web Notification Services 
(WNS)
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4 Analyse und Methodik der Erweiterung der integrierten 
Modellierung 
„Wahrheit ist gleich ein derart schwieriges Problem, 
daß die meisten in ihr keines sehen.“ 
 (Friedrich Dürrenmatt) 
 
Die integrierte Modellierung hat sich in der Vergangenheit hauptsächlich mit der Modellie-
rung als solche beschäftigt. Dabei wurden Besonderheiten in Bezug auf Datenintegration und 
der Interdisziplinarität der Thematik kaum berücksichtigt. Mit dieser Arbeit wird ein System 
entwickelt, dass mit Hilfe von IT-Technologien diese Besonderheiten aufgreift, und damit den 
Gesamtprozess der Modellierung unterstützt – ein ganzheitliches integriertes Modellsystem. 
Der Weg zu diesem Ziel geht über die Analyse der bisherigen integrierten Modellsysteme, der 
Modellkopplung und den in der IT-Technologie existierenden Standards hin zu einem Ent-
wurf, der auf den existierenden Standards aufbaut und diese günstig kombiniert. Auf diesem 
Weg müssen Detailfragen berücksichtigt und geklärt werden, die alle für sich genommen ein-
fache Fragmente darstellen, deren Beantwortung sich aber zu einem Mosaikbild zusammen-
fügen, das zeigt, wie ein giM-System aufgebaut werden kann. 
In Kapitel 3 wurden die Grundlagen erläutert, die für den Aufbau einer giM und der Imple-
mentierung eines giM-Systems wichtig sind. Dieses Kapitel baut auf diesen Grundlagen auf, 
analysiert die Ausgangslage, konkretisiert die Fragestellungen und schließt mit einer Metho-
dik zum Aufbau einer giM. 
Als erstes werden die Detailprobleme bei gekoppelten Simulationen analysiert (Kapitel 4.1). 
Eine wichtige Eigenschaft eines ganzheitlichen Systems ist die Möglichkeit, Komponenten 
auszutauschen oder eine Verfeinerung an bestimmten Stellen des Systems vorzunehmen. Dies 
ist Thema des Kapitels 4.2. Die in der Einleitung (Kapitel 1.1) angeführte Inter- bzw. Trans-
disziplinarität wird in Kapitel 4.3 beleuchtet. Kapitel 4.4 stellt die zunehmende Wichtigkeit 
von georeferenzierten Daten und Modellen in den Fokus. Die für eine Implementierung eines 
giM-Systems verwendeten Modelle und sonstigen Komponenten werden in Kapitel 4.5 vorge-
stellt. 
Die Berücksichtigung aller Grundlagen und analysierten Punkte führt dann in Kapitel 4.6 zu 
einer Methodik, die in einem Entwurf für ein giM endet (Kapitel 5). 
4.1 Detailfragen und Detailprobleme der gekoppelten Simulation 
Bei der Simulation gekoppelter iM-Systeme sind die Modellsysteme der unterschiedlichen 
Modelldomänen meist im Detaillierungsgrad verschieden. Gerade beim Datenaustausch müs-
sen deshalb Detailfragen zu den ausgetauschten Daten und Informationen untersucht werden, 
um dann gegebenenfalls die Detaillierungsgrade anzupassen. 
   Seite 47 
Neben dem Datenaustausch ist in der Modellierung bzw. der Simulation die Performanz von 
Simulationssystemen von entscheidender Bedeutung für die Anwendbarkeit. So sind hydro-
dynamische Modelle in der Regel besser geeignet, die Realität abzubilden, haben aber einen 
erhöhten Rechenaufwand. Ist aber für die Aufgabenstellung notwendig, einen langen Zeit-
raum in der Simulation zu betrachten, dann gewinnen hydrologische Modelle trotz ihrer un-
genaueren Abbildung der Realität in der Anwendung an Bedeutung, da die hydrologischen 
Modelle nur einen Bruchteil der Simulationszeiten im Vergleich zu hydrodynamischen Model-
len benötigen. 
4.1.1 Datenaustausch 
Der Datenaustausch kann nach zwei Arten anhand der Richtung des Datenaustauschs unter-
schieden werden. Den unidirektionalen Datenaustausch, bei dem ein Modellsystem Daten an 
ein weiteres übergibt, ohne von diesem weitere Daten zu benötigen. Die zweite Austauschart 
ist der bidirektionale Datenaustausch, bei dem ein Modellsystem Daten von dem jeweilig an-
deren benötigen, an das es Daten liefern soll. Ein Beispiel für den unidirektionalen Datenaus-
tausch ist der Niederschlag aus einem Wettermodell in ein Kanalnetzmodell, bei dem ein uni-
direktionaler Datenaustausch stattfindet. Ein Vertreter des bidirektionalen Datenaustauschs ist 
die Kopplung von zwei hydrodynamischen Gewässermodellen, die den Abfluss und den Was-
serstand austauschen. Da der Wasserstand von dem Abfluss abhängt und umgekehrt der Ab-
fluss den Wasserstand festlegt, muss an der Kopplungsstelle ein bidirektionaler Datenaus-
tausch stattfinden. 
Bidirektionaler Datenaustausch impliziert eine parallele Modellkopplung, da eine sequentielle 
Modellkopplung die nötigen Iterationen eines einzelnen Simulationszeitschritts nicht abbilden 
kann. Das gleiche gilt, wenn ein Ringschluss des Datenaustauschs durch mehrere Modellsys-
teme entsteht. Ein solcher Ringschluss ist beispielsweise die Kopplung von Kanalnetz zu Ge-
wässer, Gewässer zu Grundwasser und Grundwasser zu Kanalnetz. Auch dann kann das ge-
samte Modellsystem nur parallel gekoppelt werden, um diesen Umstand adäquat abbilden zu 
können. 
Auch Peters (2007) kommt bei der Diskussion seines iM-Systems, welches auf sequentieller 
Kopplung beruht, zu dem Schluss, dass die  Datenauf- und -nachbereitung bei der sequentiel-
len Kopplung sehr aufwendig ist und empfiehlt ein einheitliches Austauschformat. Wenn al-
lerdings ein einheitliches Austauschformat entwickelt ist, dann ist der Mehraufwand gering, 
eine sequentielle Kopplung in eine parallele zu überführen. 
Neben der Richtung des Datenaustauschs ist auch der Zeitpunkt des Datenaustauschs zu be-
achten. Idealerweise tauschen Simulationssysteme zum gleichen Zeitpunkt die Daten aus. 
Zwischen den Zeitpunkten des Austauschs liegt dann jeweils ein Simulationszeitschritt. Aller-
dings können die Modellsysteme einen unterschiedlichen Detaillierungsgrad besitzen, der 
auch in Bezug auf die Simulationszeitschritte auftreten kann. Daraus folgen mitunter unter-
schiedliche Zeitspannen der Simulationszeitschritte der einzelnen Teilmodelle. Dies wiederum 
führt dazu, dass der Datenaustausch nicht mehr zum gleichen Zeitpunkt stattfinden kann. 
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Eine einfache Möglichkeit, diese zeitlichen Skalenprobleme zu lösen, ist das Angleichen des 
Zeitschritts, so dass der Datenaustausch an einem gleichen Zeitpunkt stattfinden kann. Dafür 
wählt das Simulationssystem mit der größeren zeitlichen Skala einen Simulationszeitschritt, 
der ein Vielfaches des Zeitschritts ist, der bei dem Simulationssystem mit der kleineren zeitli-
chen Skala gewählt ist. Damit liegt der Datenaustausch wieder auf einem Zeitpunkt, den bei-
de Modelle zur Diskretisierung nutzen. Eine Grundproblematik bleibt dabei aber erhalten, da 
zwischen den Zeitpunkten des Datenaustauschs unterschiedlich viele Simulationszeitschritte 
der einzelnen Modelle liegen können. Darauf muss je nach der Quantität, die ausgetauscht 
wird, reagiert werden. So sind zeitlich unabhängige Quantitäten geeigneter – beispielsweise 
der Abfluss (m³/s) oder Stoffkonzentrationen (mg/l) –, jedoch müssen zeitlich abhängige 
Werte – beispielsweise Volumen (m³) oder Schmutzfrachten (kg) – beim Austausch entspre-
chend verarbeitet werden – z. B. durch Aussummierung während der Simulationszeitschritte, 
bei denen keine Daten ausgetauscht werden. 
Ein weiterer Punkt, der beim Austausch zu berücksichtigen ist, sind die Konvertierungen von 
auszutauschenden Daten in Bezug auf deren physikalischen Einheiten – d. h. Konvertierungen 
sowohl als Überführungen der physikalischen Einheiten (m³/s zu l/s) als auch komplexe 
Stoffgruppenumrechnungen, wie sie z. B. beim Datenaustausch unterschiedlicher Fraktionie-
rungen des chemischen Sauerstoffbedarfs (CSB) auftreten. Hier müssen von den Modellsys-
temen entsprechende Lösungen implementiert werden. 
Nicht zuletzt ist die Frage der räumlichen Anbindung innerhalb des Datenaustauschs ein zent-
rales Thema bei gekoppelten Modellsystemen. Während hydrologische Modelle normalerwei-
se ohne georeferenzierte Systemelemente und damit ohne georeferenzierten Datenaustausch 
erstellt werden, ist der Datenaustausch bei hydrodynamischen Modellen meist wegen ihrer 
räumlich abgebildeten Rechengitter möglich, da die Rechengitter georeferenziert sind oder 
diese leicht georeferenziert werden können. 
Ein georeferenzierter Datenaustausch hat bei Verknüpfungen von Modellen den Vorteil, dass 
alle Punkte, die verknüpft werden sollen, in einer Kopplung zusammengefasst werden kön-
nen. Ein Bespiel dafür ist ein Kanalnetzmodell, das alle Einleitungsstellen der Mischwasserent-
lastungsanlagen als georeferenzierte Punktesammlung vorhält, und das an ein Gewässermo-
dell gekoppelt werden soll. Das Gewässermodell kann dann anhand der georeferenzierten 
Punktesammlung die Einleitungsstellen innerhalb seines Modells automatisch festlegen, daher 
wird nur eine Kopplung der Modelle benötigt. Wären die Punkte nicht georeferenziert, so 
müsste bei der Verknüpfung jede einzelne Einleitungsstelle gekoppelt werden, so dass mehre-
re Kopplungen nötig wären. 
Ein georeferenzierter Datenaustausch ist vor allem bei dem Ansatz Interfaced Model hilfreich. 
Bei einem Supermodel werden die Verknüpfungspunkte zur gleichen Zeit modelliert, wie der 
gesamte Datensatz aufgestellt wird. 
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4.1.2 Performanz 
Die Performanz von Simulationssystemen ist in der Modellierung schon immer von großer 
Wichtigkeit gewesen. Deutlich wird das bei der numerischen Modellierung im dreidimensio-
nalen Raum bei wasserwirtschaftlichen Simulationen, welche erst in den letzten Jahren durch 
bessere Central Processing Units (CPU) der Computer bzw. Graphical Processing Units (GPU) 
der Grafikkarten eingesetzt werden. 
In der iM spielt die Performanz der Simulationssysteme dementsprechend eine große Rolle. 
Vor allem die Anwendungsfälle der iM geben zum Teil aufgrund der Rechenzeiten vor, mit 
welchen Modellsystemen eine Modelldomäne abgebildet werden kann. So kann z. B. ein hyd-
rodynamisches 3D-Gewässermodell trotz seiner guten Abbildung der Realität nicht zielfüh-
rend eingesetzt werden, wenn die Belastungen durch Mischwasserüberläufe aus Kanalnetzen 
beurteilt werden sollen. Dies liegt daran, dass a priori unbekannt ist, welcher spezifische Re-
gen (Form und Intensität) für den kritischsten Fall ursächlich ist. Dadurch müssen Langzeit-
simulationen genutzt werden. In diesem Fall ist es zweckdienlicher, den Detaillierungsgrad 
des Gewässermodells zu verringern (z. B. mit einem hydrologischen Gewässermodell), um 
Langzeitsimulationen durchführen zu können. 
Anhand dieses Beispiels ist ersichtlich, dass ein giM-System die Fähigkeit besitzen sollte, An-
passungen an den Modellsystemen vornehmen zu können, um auch bezüglich der Rechenzei-
ten ein angepasstes Modell aufzustellen. Diese Fähigkeit schließt ein, dass der Detaillierungs-
grad einzelner Modelldomänen vereinfacht oder verfeinert werden kann. 
Ziel des in dieser Arbeit entwickelten giM-Systems ist nicht, dass dieses System ausschließlich 
auf High-Performance-Computer (HPC) zum Einsatz kommt, sondern auf aktuellen Windows-
PC lauffähig und anwendbar ist. 
4.2 Austauschbarkeit 
Ein giM-System sollte eine größtmögliche Flexibilität aufweisen. Neue Fragestellungen benö-
tigen u. U. einen feineren Detaillierungsgrad von einzelnen Modellen oder aber einen gröbe-
ren Detaillierungsgrad (z. B. wegen Rechenzeiten). Ein giM-System muss deshalb zum einen 
innerhalb der Modelldomänen eine Erweiterbarkeit und Austauschbarkeit berücksichtigen, 
zum anderen aber auch die Möglichkeit vorsehen, bisher unberücksichtigte Modelldomänen 
zu integrieren. 
Im Einzelnen bedeutet das, dass die jeweiligen Modellsysteme austauschbar sein müssen. Bei-
spielsweise sollte es möglich sein, einen modellierten Datensatz mit mehreren Kanalnetzmo-
dellen, einem Gewässermodell und einem vereinfachten Kläranlagenmodell bei einer neuen 
Fragestellung, die eine detailliertere Modellierung der Kläranlagen erfordert, den schon auf-
gestellten Datensatz weitestgehend übernehmen zu können. In dem Beispiel soll deshalb nur 
das Kläranlagenmodell ausgetauscht werden können. 
Des Weiteren muss die Möglichkeit zum „Freischneiden“ bestimmter Stellen im Modell vor-
handen sein, um dort geeignetere Modelle einzufügen. So können beispielsweise bei Bedarf 
Brückenbauwerke im Gewässer berücksichtigt werden, indem die Flußquer-
   Seite 50 
schnittsverengungen hydrodynamisch modelliert werden, wobei das Gewässer weiterhin 
hydrologisch modelliert werden kann. Hier sollte ein giM-System die Flexibilität besitzen, das 
System an dieser Stelle „Freizuschneiden“, um die Brückenbauwerke mit einem hydrodynami-
schen Modellsystem abbilden zu können. Natürlich muss in diesem Beispiel genau abgewogen 
werden, inwieweit diese Verfeinerung ein besseres Ergebnis liefert oder ob der Wechsel des 
Detaillierungsgrads an den Schnittstellen unzulässig ist. Trotzdem ist dieses Mittel der Model-
lierung unbedingt in dem giM-System vorzusehen. 
Das gleiche Prinzip lässt sich auch auf den im Kapitel 4.1.1 beschriebenen Datenaustausch 
bezüglich der Richtung anwenden. Auch wenn unidirektionaler Datenaustausch in den aktuel-
len Fragestellungen ausreichen würde, so sollte die Möglichkeit bestehen, einen bidirektiona-
len Datenaustausch nutzen zu können. Das bedeutet, dass eine sequentielle Kopplung für das 
giM-System ausgeschlossen wird und eine parallele Kopplung angestrebt wird. 
4.3 Interdisziplinarität 
Die iM setzt sich aus Wissen verschiedener Bereiche zusammen, insofern ist die iM eine inter-
disziplinäre Modellierung. In dieser Arbeit ist mit Interdisziplinarität das Zusammenwirken 
von unterschiedlichen Ingenieurwissenschaften, Naturwissenschaften oder Geisteswissen-
schaften gemeint. Wenn die Wissenschaft und Gesellschaft zusammen interagieren, wird dies 





Abbildung 4.1 Inter- und Transdisziplinarität (aus (Ostrowski, 2008)) 
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Abbildung 4.2 Komplexität der wasserwirtschaftlichen Modellierung (nach (Ostrowski, 2001)) 
Abbildung 4.2 zeigt eine schematische Übersicht über die Zusammenhänge und die Komplexi-
tät wasserwirtschaftlicher Modellierung. Wurde im Erscheinungsjahr der Grafik (2001) der 
aktuelle Stand der Forschung bei dem physikalischen Modelle gesehen, so hat sich aus heuti-
ger Sicht der Stand auf die ökologischen Modelle verschoben. Ziel eines giM ist die Entwick-
lung hin zu einem System, das die zukünftigen Entwicklungen in Richtung integrierter öko-
nomischer Modelle und der Einbindung von Modellen aus den Sozialwissenschaftsbereichen 
mit einbeziehen kann. 
Nachfolgend sind zwei Beispiele für eine inter- bzw. transdiziplinäre Verwendung einer iM 
vorgestellt. Das erste Beispiel ist ein Prognosesystem zur Beurteilung von Gewässerbelastun-
gen in Folge zukünftigen Stadtentwicklung. Neben den typisch vertretenen Modelldomänen 
muss das iM-System um eine Modelldomäne erweitert werden, welche die Stadtentwicklung 
abbildet (siehe Abbildung 4.3). Durch die Integration der Modelldomäne Stadtentwicklung 
wird der Modellkopplungsansatz des Supermodels in seiner Anwendung schwierig. Das liegt 
vor allem daran, dass das Arbeiten von unterschiedlichen Experten an einem Modellsystem 
langwierige Einarbeitungen benötigt. Bei dem Interfaced Model Ansatz wiederum können alle 
beteiligten Experten in ihrer gewohnten Modellumgebung an ihren Fachmodellen arbeiten. 
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Lediglich an den Schnittstellen zu anderen Modelldomänen muss eine Interaktion mit ande-
ren Experten stattfinden. 
Ein zweites Beispiel ist ein iM-System zur Maßnahmenplanung mit dem Ziel, eine Verbesse-
rung der Gewässersituation zu erreichen (siehe Abbildung 4.4). Denkbar ist für diesen An-
wendungszweck der Anschluss eines Decision Support Systems (DSS) an das iM-System. Proto-
typische Umsetzung der Kopplung eines DSS an OpenMI-fähige Modelle existieren bereits. 
Diese sind aber aus Sicht des DSS modelliert und daher an ein spezifisches DSS gebunden. 
Eine Austauschbarkeit des genutzten DSS ist damit nicht möglich (Ostrowski et al., 2003; 
Jolma et al., 2005; Dirksen et al., 2005). 
Die Kopplung eines DSS an die Modelle stellt grundsätzlich neue Anforderungen (Liu et al., 
2008), die in dieser Arbeit nicht behandelt werden, da sie eindeutig den Rahmen der Arbeit 
sprengen würden. Allerdings sollte bei dem aufgebauten System prinzipiell die Möglichkeit 
bestehen, das giM-System mit einem DSS zu koppeln. Dabei ist mit der Kopplung gemeint, 
das weder das DSS das giM-System integriert, noch das giM-System ein DSS integriert, son-
dern beide Systeme als gleichwertig mit einander verbunden werden. Das bedeutet, dass Er-
gebnisdaten strukturiert von allen Modelldomänen abrufbar sind und Parameter der Modelle 







Abbildung 4.3 Schema eines Prognosesystems zur Beurteilung der Immissionen basierend auf der 
zukünftigen Stadtentwicklung 
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Abbildung 4.4 Schema eines integrierten Modellsystems zur Maßnahmenplanung 
4.4 Georeferenzierung und Benutzerfreundlichkeit 
In der Regel liegen die Daten der Datenkategorien Initialisierungsdaten und Randbindungen in 
georeferenzierter Form vor. So werden z. B. die Daten für Bodenkennwerte in einem GIS vor-
gehalten. An dieser Stelle sollte ein giM-System die Möglichkeit bieten, dass die Daten direkt 
(oder zumindest in automatisierter Form) angebunden werden können. Dies hat den Vorteil, 
dass die volle Funktionalität eines GIS gerade in Bezug auf die Übersichtlichkeit für einen 
Anwender genutzt werden kann. 
Die Visualisierung der Daten der Kategorie Ergebnisdaten mit einem GIS ist eine weitere wün-
schenswerte Anwendung eines GIS. Ein direktes Einlesen der Ergebnisdaten in GIS verbessert 
maßgeblich die Auswertung der Ergebnisse. Auch ist in den letzten Jahren auf Seiten der Her-
steller von GIS-Systemen zu beobachten, dass die Visualisierung von Zeitreihen im Fokus 
steht. Aus diesem Grund sollten Ergebnisdaten, die aus einem Modellsystem mit georeferen-
zierten Elementen stammen, diese Referenzierung beibehalten, um direkt im GIS visualisiert 
werden zu können. 
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4.5 Verwendete Modellsysteme und weitere Komponenten zur De-
monstration eines ganzheitlichen Modellierungssystems 
In diesem Unterkapitel werden die Modellsysteme beschrieben, die für das implementierte 
giM-System in Kapitel 6 verwendet werden. Die Modelle werden im Folgenden beschrieben. 
4.5.1 Schmutzfrachtmodell – SMUSI 
Zum Zwecke der Beurteilung von Einleitungen aus Kanalnetzen in ein empfangendes Gewäs-
ser wurde in den 90er Jahren die Simulationssoftware SMUSI entwickelt. Wenn eine Einlei-
tungsstelle aus einem Kanalnetz in Hessen beurteilt werden soll, ist eine Simulation mit SMU-
SI zwingend vorgeschrieben (ATV, 1992). Die aktuelle Version von SMUSI ist die Version 5.2, 
die im Jahr 2010 veröffentlicht wurde. 
SMUSI steht für Schmutzfrachtmodell urbaner Siedlungsgebiete und ist ein hydrologisches Mo-
dell. Die Hydraulik wird dabei mit vereinfachten Modellansätzen abgebildet, und die stoffli-
che Modellierung bezieht sich ausschließlich auf die Wirkung der Retention auf die Stoffkon-
zentrationen. Stoffeinträge werden über einen einfachen Akkumulations- und Abtrags-Ansatz 
abgebildet (Muschalla et al., 2007). SMUSI ist im Rahmen des in Kapitel 3.2.2 beschriebenen 
Forschungsvorhabens um die OpenMI-Fähigkeit erweitert worden (OpenMI Version 1.4) 
(Reußner et al., 2009). 
Die in SMUSI modellierten Stoffgruppen sind: (1) Abfiltrierbare Stoffe (AFS), (2) chemischer 
Sauerstoffbedarf (CSB) ohne weitere Fraktionierung, (3) Biologischer Sauerstoffbedarf (BSB), 
(4) Ammonium als NH4-N und (5) Phosphor als PO4-P. Es werden keine dynamischen Güte-
prozesse berücksichtigt, so dass sich die Behandlung der einzelnen Stoffgruppen nicht unter-
scheidet. 
SMUSI ist in der Programmiersprache FORTRAN programmiert worden. Im Rahmen der Er-
weiterung um die OpenMI-Fähigkeit wurde SMUSI als Dynamic Link Library (DLL) kompiliert 
und erlaubt deshalb einen Zugriff auf den Rechenkern zur Laufzeit des Programms. 
Die Ergebnisse werden als Bilanzen und Ganglinien in proprietär formatierten ASCII-Dateien 
ausgegeben. 
4.5.2 Softwarepaket des ihwb – BlueM 
Am ihwb ist in den letzten Jahrzehnten aus zahlreichen Forschungs- und Dissertationsarbeiten 
die Programmbibliothek BlueM entstanden. BlueM beinhaltet zum einen ein hydrologisches 
Gewässermodell (BlueM.Sim), ein Optimierungswerkzeug (BlueM.Opt) und ein Werkzeug zur 
Analyse der Daten (BlueM.Analyser). 
Gewässermodell mit Gütemodellierung – BlueM.Sim 
BlueM.Sim ist ein am ihwb entwickeltes hydrologisches Gewässermodell. Es bildet natürliche 
Einzugsgebiete, Transportstrecken, Verzweigungen und urbane Siedlungsgebiete ab. Im Rah-
men des in Kapitel 3.2.2 beschriebenen Forschungsvorhabens wurde das Modell sowohl um 
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eine Gütemodellierung der Gewässerabschnitte – LaPipe – (Muschalla und Alex, 2010) als 
auch um die OpenMI-Fähigkeit (OpenMI Version 1.4) erweitert (Reußner et al., 2009). 
BlueM.Sim ist in FORTRAN programmiert worden und als Dynamic Link Library (DLL) kompi-
liert. Das Gütemodell – LaPipe und das Simple Water Quality Model (Alex und Schütze, 2009) 
– ist in C++ programmiert und als zusätzliche DLL direkt in BlueM.Sim eingebunden. 
Im Folgenden werden die wichtigsten verwendeten Modellansätze beschrieben. 
Natürliche Einzugsgebiete 
Die Berechnung der Abflüsse aus natürlichen Einzugsgebieten mithilfe deterministischer Mo-
delle erfordert neben den meteorologischen Eingangsdaten eine mathematisch-physikalische 
Beschreibung des Einzugsgebiets. Die beschreibenden Informationen werden für die system-
hydrologische Berechnung von Belastungsbildung, Abflussbildung und Abflusskonzentration 
verwendet. Eine detaillierte Beschreibung der in BlueM.Sim verwendeten Ansätze gibt Bach 
(2010). 
Transportelemente 
Bei der Abflussberechnung der Transportelemente wird die Retention und Translation der 
Fließstrecke abgebildet. Für die Berechnung stehen in BlueM.Sim vier Optionen zur Verfü-





Abbildung 4.5 Berechnungsoptionen für Transportelemente in BlueM.Sim 
  
Angabe einer Translationszeit
Querprofileingabe mit automatisierter Berechnung der Kennlinien der Flächen-Höhen 
Beziehung A=f(h) und der Abfluss-Höhen Beziehung Qab = f(h) des Gewässerabschnittes
Eingabe von bekannten Kennlinien [A=f(h) und Qab = f(h)] des Gewässerabschnittes
Verdolungstrecken: Eingabe des Rohrprofils und der Rauigkeit
   Seite 56 
Nicht-linearer Speicher als systemübergreifender Baustein 
Der Abflusstransport wird mit einem Ersatzsystem berechnet, das auf einem Simulationsbau-
stein zur nicht-linearen Speicherberechnung basiert. Das Verfahren geht auf einen Ansatz von 
Ostrowski (1992) zurück. 
Das Verfahren baut auf dem Prinzip des exponentiellen Euleransatzes auf, bei welchem nicht-
lineare Funktionen durch einen bereichsweise linearen Polygonzug ersetzt werden. Die Funk-
tionen werden a priori bestimmt, was eine volumengetreue analytische Lösung ermöglicht, 
ohne aufwendige Iterationsrechnungen während der Simulation ausführen zu müssen. 
Gewässergütemodellierung 
BlueM.Sim verfügt über ein dynamisches Gewässergütemodell. Der Ansatz des Gütemodells 
beinhaltet ein Ersatzsystem für den hydraulischen Zustand in der Gewässerstrecke, das auf 
einem Plugflow aufbaut. Dadurch werden Volumenkörper transportiert, die als einzelne Reak-
toren definiert werden. In diesen Reaktoren finden jeweils biologische und chemische Prozes-
se statt, die als Differentialgleichung dem Gütemodell bekannt sind. 
Ersatzsystem LaPipe – Lagrange‘scher Ansatz  
Das hydraulische Ersatzsystem hat den Namen LaPipe und basiert auf einem Lagrange‘schen 
Ansatz, das heißt, im Gegensatz zum Ansatz nach Euler werden Partikel verfolgt (Muschalla 
und Alex, 2010). Im Fall von LaPipe stellen die Partikel Volumenpakete dar, die in einer Reihe 
durch den Gewässerabschnitt transportiert werden. Als Eingangsdaten benötigt LaPipe den 
Zufluss und den Abfluss, anhand dessen die Volumenpakete bewegt werden. Da die Volu-
menpakete ihre Nachbarn kennen, ist auch die Simulation der Dispersion möglich. Eine weite-
re Besonderheit ist die Möglichkeit, Transportstrecken aneinander zu koppeln, so dass mehre-
re Volumenpakete, die aus einem Abschnitt herausgenommen werden, unverändert in die 
neue Transportstrecke hinzugefügt werden können. Somit werden die Pakete nicht zu einem 
gesamten Volumenpaket zusammengefügt, sondern bleiben als einzelne Pakete in der Reihen-
folge erhalten. Dadurch wird die numerische Dispersion vermindert (Alex und Schütze, 
2009). 
Übersicht über das Simple Water Quality Model (SWQM) 
Die biologischen und chemischen Prozesse finden in den einzelnen Volumenpaketen von La-
Pipe statt. In dem Simple Water Quality Modell (SWQM) sind diese Prozesse als Differential-
gleichung formuliert. 
Das SWQM stellt einen Kompromiss zwischen einem sehr detaillierten dynamischen Gewäs-
sergütemodell einerseits (z. B. das River Quality Modell No. 1 (Shanahan et al., 2001)) und 
einer erheblich einfacheren Vorgehensweise dar (z. B. Ansatz nach Streeter Phelps (Streeter 
und Phelps, 1925)). Dieser Kompromiss folgt dem Grundprinzip der angewandten Modellie-
rung: „So einfach wie möglich und so detailliert wie nötig“. 
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Die mit dem SWQM modellierten Stoffgruppen sind in Abbildung 4.6 dargestellt. Im Gegen-
satz zu dem sehr detaillierten Gewässergütemodell River Quality Modell No. 1 (Shanahan et 
al., 2001) wird organisches Material (CSB) in zwei Fraktionen aufgeteilt. 
Die Prozesse der biochemischen Umwandlungen, die mit SWQM abgebildet werden, sind in 
Abbildung 4.7 dargestellt bzw. in Abbildung 4.8 ausführlicher beschrieben. In der Gujer-
Matrix-Notation stellt sich das SWQM wie Abbildung 4.9 dar. 
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Abbildung 4.6 Stoffgruppen des Simple Water Quality Modell (nach (Alex und Schütze, 2009)) 
 




gelöste, inerte CSB-Fraktion, einschließlich des nicht sedimentierten Anteils der 
partikulären inerten CSB-Fraktion (XI)
gelöste abbaubare CSB-Fraktion, einschließlich im Wasser transportierte abbaubare 
partikuläre CSB-Fraktion (XS  und XH).
Konservative Substanz (d.h. keinerlei Abbauprozessen unterliegend)
Alkalinität (HCO3-Äquivalent)
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Abbildung 4.8 Beschreibung der Prozesse des Simple Water Quality Modells 
•Für die Wiederbelüftung verwendet SWQM den modifizierte 
Ansatz nach Wolf (ATV, 1997). Die Fließgeschwindigkeit und die 
Wassertiefe werden dynamisch aus der aktuellen hydraulischen 
Berechnung für jeden Simulationszeitschritt ermittelt. Die 
Temperaturabhängigkeit der Wiederbelüftung wird gemäß dem 
Ansatz von Churchill et al. (1962) abgebildet.
Wiederbelüftung
•Der Prozess der Nitrifikation beschreibt den Abbau des 
Ammoniums unter Zehrung von Sauerstoff. Die Abbildung des 
Prozesses geht auf Lijklema et al. (1996) zurück.
Nitrifikation
•Der Sedimentsauerstoffbedarf wird in Analogie zu anderen 
Gewässergütemodellen (z. B. (Lijklema et al. 1996; Chapra et al. 
2005; Bowie et al. 1985)) beschrieben. Durch die Division durch die 
Wassertiefe h wird der geringere Einfluss des 




•Die Sonneneinstrahlung hat Einfluss auf den Sauerstoffgehalt. Da 
im Allgemeinen jedoch keine detaillierten Daten zu 
Sonneneinstrahlung, Bewölkung, Beschattung usw.  vorliegen, ist 
die Photosynthese stark vereinfacht abgebildet.
Photosynthese
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Abbildung 4.9 Prozessmatrix des Simple Water Quality Modells (Alex und Schütze, 2009) 
Konvertierungsfunktionen zum Austausch von Gütedaten 
Die Modellierung der Gewässergüte wird in BlueM.Sim wie beschrieben mittels des Gewäs-
sergütemodells SWQM vorgenommen. Da sich die Stoffgruppen der Simulation des Kanal-
netzmodells SMUSI von denen des SWQM unterscheiden, ist eine Konvertierung der SMUSI-
Stoffgruppen nach SWQM-Stoffgruppen nötig. Dazu müssen unter anderem der CSB, der in 
SMUSI als Gesamt-CSB abgebildet ist, in die sieben CSB-Fraktionen des SWQM überführt 
werden. 
Entsprechend der unterschiedlichen Eigenschaften der Einleitungen und entsprechend der 
unterschiedlichen Datenlage werden dafür Konverterfunktionen definiert. So hat eine Einlei-
tung aus einer Kläranlage eine andere Konverterfunktion als eine Einleitung von Regenwasser 
eines Trenngebiets. Die Konverterfunktionen sind im Programmsystem von SMUSI verankert. 
Alle Konverterfunktionen basieren auf den Fraktionierungen entsprechend des Gewässergü-
temodells nach Lijklema (Schütze et al., 2002), dem Activated Sludge Model No. 3 (Henze, 
2000), den Simulationsergebnissen von dynamischen Kläranlagensimulationen (Alex et al., 
1999) sowie für Mischwassereinleitungen der Fraktionierung nach A131 (ATV, 1991). 
Analysekomponente – BlueM.Analyser 
Im Rahmen des in Kapitel 3.2.2 beschriebenen Forschungsvorhabens ist das Analysewerkzeug 
BlueM.Analyser entwickelt worden, das die zu analysierenden Daten über OpenMI übermittelt 
bekommt. Es wurde aus der Notwendigkeit heraus entwickelt, dass während Langzeitsimula-
tionen eine sehr große Anzahl an Daten anfällt. Um dem zu begegnen, wurde der 
BlueM.Analyser entwickelt, der die anfallenden Daten zur Laufzeit der Simulation verarbeitet. 
Das folgende Beispiel demonstriert, welche Mengen an Daten bei Langzeitsimulationen zur 
immissionsorientierten Beurteilung von Mischwasserüberläufen anfallen können. Um abschät-
zen zu können, welche Größe die Datenmenge erreicht, ist zunächst eine einfache Datenbank-
struktur entwickelt worden, die als Referenz zur Speicherung der Daten genutzt wird (siehe 
Abbildung 4.10). Die Datenbank enthält drei Tabellen. In der Tabelle Values werden die Er-
gebniswerte gespeichert. Die Tabellen Parameter und Element enthalten die Informationen 
über den Ort (z. B. „Element G123“) und über die Art des Werts (z. B. „Abfluss [m³/s]“). 
   Seite 61 
Ein Tupel (entspricht einer Zeile in der Tabelle) der Tabelle Value ist 26 Byte groß. Die Tupel 
der beiden anderen Tabellen sind jeweils 106 Byte groß (siehe Tabelle 4.1, Tabelle 4.2 und 
Tabelle 4.3). in Tabelle 4.4 werden die Anzahl der Tupel dargestellt. Daraus folgt eine Größe 
der Ergebnisdaten von 1,5 Gigabyte an Rohdaten, bei einer Langzeitsimulation von 10 Jahren 
und 20 Beobachtungsstellen (siehe Tabelle 4.5). 
Die Weiterbearbeitung bzw. Analyse der Daten in einer Datei mit einer Größe von über einem 
Gigabyte stößt bei Standardsoftware (wie z. B. Excel) an Grenzen. Aus diesem Grund wurde 
der BlueM.Analyser entwickelt. Das Auswertungswerkzeug wird direkt an die Modelle gekop-














Abbildung 4.10 Einfache Datenbankstruktur zur Speicherung von Ergebnisdaten (Reußner et al., 
2009) 
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value float 4 
valueID long 8 
nodeID Int 3 
ParametertypeID int 3 
Date datetime 8 
 Summe 26 
 
  
   Seite 63 







nodeID int 4 
NodeName Varchar(100) 100 
 Summe 104 
 
Tabelle 4.4 Parameter zur Ermittlung der Tupelanzahl für eine Langzeitsimulation 
Überprüfte Orte 20 Orte 
Überprüfte Parameter 3 (Abfluss, O2 und NH3-N) 
Simulationszeit 10 Jahre a 5 Minuten Zeitschritt 




Tabelle 4.5 Berechnung der Größe der anfallenden Daten der Langzeitsimulation 
Tabellen in Da-
tenbank 
Anzahl Tupel Größe [Byte] 
Element 20 2080 
Parameter 3 312 
Value 20 × 3 × 1051200 1639872000 
Summe der Größe 
der Datenbank 
 1639874392 Bytes 
1601440 KBytes 
1564  MBytes 
1,53  GBytes 
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Die Auswertungen im Rahmen des Forschungsvorhabens umfassen Grenzwerte für Über- und 
Unterschreitungen, Auswertung nach Häufigkeits-Dauerstufen-Matrix (9erMatrix) (BWK, 
2008; FWR, 1994) und überschlägige Ermittlung von Hochwasserabflüssen (HQ1,2) (Verfah-
ren nach (DVWK, 1999)). 
Der BlueM.Analyser ist in seiner Softwarearchitektur so konzipiert, dass es die Möglichkeit 
gibt, weitere Auswertungsverfahren hinzufügen zu können. Die Umsetzung erfolgte über das 
strategy pattern (Reußner et al., 2009). 
Eine Auswertung während der Simulationszeit, also ohne Wissen über die nachfolgenden 
Werte, ist nicht trivial. So zeigten z. B. Schindler et al. (2010), dass der Einfluss der Wahl von 
Schwellwerten zum Auswerten einen entscheidenden Einfluss hat. Die Thematik der statisti-
schen Auswertung während der Simulationszeit wird allerdings in dieser Arbeit nicht weiter 
aufgegriffen, da es den Rahmen dieser Arbeit sprengen würde. 
4.5.3 Generic Engine Interface (GEI) 
Eine weitere Komponente, die in dieser Arbeit für die Implementierung des giM-System ge-
nutzt wurde, ist das Generic Engine Interface (GEI). GEI ist eine Software der Bundesanstalt 
für Wasserbau (BAW). Die BAW hat GEI entwickelt, um Initialisierungsdaten und Randbedin-
gungen an die hydrodynamische Küstenmodellsoftware Delft3D über OpenMI koppeln zu 
können (Schade et al., 2008). Das System ist prototypisch im Einsatz und wurde bisher aus-
schließlich mit dem Modell Delft3D gekoppelt. 
Das Grundprinzip von GEI ist, die unterschiedlichen Formate der Daten in einer Komponente 
einlesen zu können, die dann den Modellen über die Schnittstelle OpenMI zur Verfügung ge-
stellt werden (siehe Abbildung 4.11). 
 
 
Abbildung 4.11 Aufbau und Schnittstellen des Generic Engine Interface (GEI) 
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4.6 Ergebnisse der Analyse und Methodik 
In diesem Kapitel sind Thematiken behandelt worden, die für den Entwurf einer giM wichtig 
sind. Die wichtigsten Erkenntnisse zusammengefasst lauten: 
1. Grundsätzlich muss ein giM-System auch einen bidirektionalen Datenaustausch zulas-
sen. Damit entfällt eine Lösung mit sequentieller Kopplung (siehe Kapitel 4.1.1). 
2. Die Interdisziplinarität spielt in der iM eine große Rolle. Deshalb sollte ein giM die 
Möglichkeit bieten, dass Experten mit den vertrauten Werkzeugen bzw. Modellen ar-
beiten können. Aus diesem Grund wird der Ansatz des Supermodels verworfen (siehe 
Kapitel 4.2 und Kapitel 4.3). 
3. Daten liegen meist in georeferenzierter Form vor. Diese sollten wenn möglich bei der 
Modellkopplung genutzt werden (siehe Kapitel 4.4). Mit OpenMI steht ein Kopplungs-
framework zur Verfügung, das räumliche Anbindung ermöglicht. 
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5 Entwicklung einer ganzheitlichen integrierten Modellie-
rung 
„Ordnung führt zu allen Tugenden. Was aber führt zur Ordnung?“ 
(Georg Christoph Lichtenberg) 
 
Im Folgenden werden die Architekturansätze eines ganzheitlichen integrierten Modellsystems 
(giM) vorgestellt und diskutiert. Es wird dabei zunächst gezeigt, wie die Softwarearchitektur 
eines einfachen Modellsystems aufgebaut ist. Dies dient auch dazu, in die Symbolik einzufüh-
ren. Darauf folgend wird das giM-System entworfen. Das System beschreibt dabei die einzel-
nen Komponenten ohne genauere Spezifizierung. So wird beispielsweise für die Kopplung von 
Daten und Modellsystemen zwar die Nutzung eines Standards vorgesehen, aber ohne diesen 
weiter zu konkretisieren. Welche konkreten Standards genutzt werden, wird dann im Kapitel 
5.2 thematisiert. 
In den folgenden Grafiken werden Symbole genutzt, die an dieser Stelle erläutert werden. 
Diese sind in Abbildung 5.1 dargestellt. Die Symbole sind im Wesentlichen auf der Unified 
Modelling Language (UML) basierende Symbole. Mit den Pfeilen Datenfluss wird der Aus-
tausch von Daten und Informationen bezeichnet. Der Austausch erfolgt entweder manuell, 
automatisiert oder aber halb-automatisiert – z. B. mit externen Werkzeugen, die nicht an das 
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5.1 Architekturentwurf eines ganzheitlichen integrierten Modellsys-
tems 
Aus der Analyse (Kapitel 4) geht hervor, dass für das aufzubauende giM-System der Ansatz 
des Interfaced Model gewählt wird, um die Modellkopplung umzusetzen. In diesem Kapitel 
werden der Weg zum Entwurf des giM-Systems und der Entwurf selbst erläutert. 
5.1.1 Einfaches Modellsystem 
Wie sieht ein einfaches Modellsystem in seiner Softwarearchitektur aus? Diese Frage wird 
genutzt, um in die Symbole und die Schemata der Abbildungen dieses Kapitels einzuführen. 
In Abbildung 5.2 ist ein einfaches Modellsystem gezeigt, das für die Abflussberechnung ge-
nutzt wird. 
Das einfache Modellsystem ist für die Beantwortung der Fragestellung konzipiert worden, 
welche zeitliche und räumliche variierte Abflussganglinie Q(x,t) aus einem System hervor-
geht, das mit einer spezifischen Regenreihe R(x,t) belastet wird. Die Eingangsdaten sind AS-
CII-Dateien, die von dem Benutzer erstellt werden. Dazu sind ggf. Konvertierungen und Integ-
rierungen der Daten erforderlich. Beispielsweise sind Konvertierungen von Niederschlagsda-
ten aus dem DWD-Format in das modellspezifische Format nötig. Oder aber bei einer Vor-Ort-
Begehung werden aufgenommene handschriftliche festgehaltende Querprofildaten eines Ge-
wässerabschnitts in die Eingangsdaten eingetragen.  
 
 
Abbildung 5.2 Architektur eines einfachen Modellsystems 
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Das Modell selbst liest die ASCII-Dateien ein und berechnet mithilfe hydrologischer Ansätze 
die Auswirkung des Niederschlags auf den Abfluss in dem Gewässer Q(x,t). Diese werden in 
einer Ausgabedatei ausgegeben (ASCII-Datei). Um die Ergebnisdaten nutzen zu können, müs-
sen diese wiederum aufbereitet werden, um sie in gängigen Analyse- und Visualisierungs-
werkzeugen weiterzuverarbeiten. 
Um dieses Modellsystem als Interfaced Model nutzen zu können, müssen Schnittstellen imple-
mentiert werden, die den Datenaustausch mit weiteren Modellen ermöglichen. Des Weiteren 
muss die Simulationssteuerung von außen möglich sein. Das heißt, dass das Modell von au-
ßen den Auftrag bekommt, einen Zeitschritt zu simulieren und es dann auf weitere Instrukti-
onen wartet. Wie dieser Umbau vorgenommen werden kann, ist von Reußner et al. (2009) 
beschrieben worden. 
5.1.2 Integriertes Modellsystem mit dem Ansatz Interfaced Model  
In Abbildung 5.3 ist ein iM-System mit dem Ansatz des Interfaced Models als Systemskizze 
gezeigt. Es ist das iM-System, das aus dem Forschungsvorhaben hervorgegangen ist, das in 
Kapitel 3.2.2 beschrieben ist. Die Fragestellung, die mit diesem iM-System beantwortet wird, 
ist aus Niederschlagsinformationen R(x,t) und Informationen zu Schmutzstoffbelastungen 
CPotential(x,t) die resultierenden Abflussganglinien Q(x,t) und die Stoffkonzentrationsgangli-
nien C(x,t) im Gewässer zu ermitteln. 
Dabei werden die Eingangsdaten der jeweiligen Modelle als ASCII-Dateien erstellt. Diese be-
inhalten auch die zeitlich variablen Daten (Datenkategorie Randbedingungen). Die ASCII-
Dateien werden dabei wie bei dem oben beschriebenen einfachen Modell manuell erstellt. 
Das Gewässermodellsystem besitzt intern ein Gewässergütemodell (Kapitel 4.5.2). Es existiert 
somit ein Modul zur Berechnung der Gewässerhydraulik und ein angeschlossenes Modul zur 
Berechnung der Gewässergüte. Nach außen hin sind diese Module nicht sichtbar und stellen 
als Gewässermodell eine Einheit dar. Neben dem Gewässermodell enthält das iM-System ein 
Kanalnetzmodellsystem (SMUSI, Kapitel 4.5.2). Die Komponente zur Auswertung und Analyse 
ist die dritte im System enthaltene Komponente (BlueM.Analyser, Kapitel 4.5.2). 
In der schematischen Darstellung sind die Modellsysteme und die Auswertungskomponente 
gezeigt. Dabei ist jeweils ein Kanalnetzmodellsystem und ein Gewässermodellsystem in der 
Grafik enthalten. Dies heißt allerdings nicht, dass nur ein Modell des jeweiligen Typs in einem 
iM enthalten sein darf. Vielmehr kann in einem iM eine Vielzahl von Modellen der Modellsys-
teme Kanalnetz und Gewässer enthalten sein. 
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Abbildung 5.3 Architektur eines verteilten Modells 
Der Datenaustausch zwischen den drei Komponenten Gewässer, Kanal und Auswertung er-
folgt automatisch über parallele Modellkopplung zur Simulation. Dabei werden die Daten in 
jedem Simulationszeitschritt ausgetauscht. Konvertierungen bzw. Stofffraktionierungen wer-
den dabei von den Modellkomponenten selbst übernommen. Bei asynchronen Zeitschritten, 
wenn das Gewässermodell beispielsweise mit einer Minute Simulationszeitschritt rechnet und 
das Kanalnetzmodell mit einem Zeitschritt von 5 Minuten, werden die Daten trotzdem bei 
jedem Zeitschritt ausgetauscht. Das heißt, ein Austausch würde bei jedem Zeitschritt des Ge-
wässermodells stattfinden. Eine Simulation des Kanalnetzmodells findet in diesem Fall aber 
nur statt, wenn dies notwendig ist, also alle 5 Minuten. 
Neben den Ausgabemöglichkeiten der gekoppelten Modelle gibt es durch die Auswertungs- 
und Analysekomponente die Möglichkeit, Ergebnisdaten in einem einheitlichen Format aus-
zugeben. Die Ergebnisdaten werden im XML-Format ausgegeben. Durch das einheitliche For-
mat der Ergebnisse können aus den Ergebnisdaten halbautomatisch Ganglinien visualisiert 
bzw. zusammengefasste Ergebnisse (z. B. Anzahl von Unterschreitungen der für Lachse leta-
len Sauerstoffkonzentration) präsentiert werden. 
5.1.3 Ganzheitliches Integriertes Modellsystem mit Datenintegration 
Das in dem vorherigen Kapitel vorgestellte System hat sich als brauchbares iM-System für 
einen praktischen Einsatz erwiesen. Allerdings hat es Schwächen, was den Umgang und die 
Integration von Daten angeht. Vor allem die zeitlich variablen Eingangsdaten (Datenkategorie 
Randbedingungen) werden in den modellsystemeigenen proprietären Formaten benötigt. Ge-
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nau hier setzt der Entwurf für ein giM-System an. Die Datenintegration der Kategorie Randbe-
dingungen wird mithilfe von Datenstandards an das integrierte Modellsystem angebunden. 
Abbildung 5.4 zeigt den Ansatz, wie diese Integration erreicht werden kann. Das Modellsys-
tem wird durch eine Datenintegrationskomponente erweitert, welche die Daten in standardi-
sierter Form (hier als netCDF-Datei) direkt an die einzelnen Modellkomponenten anbinden 
kann. Der Datenaustausch zwischen der Datenintegrationskomponente und den Modellkom-
ponenten wird dabei auf die gleiche Art und Weise vollzogen, wie die Modellkopplung selbst 
und ist damit automatisch. Der Datenaustausch zwischen den Daten und der Datenintegrati-
onskomponente ist als halbautomatisch dargestellt, da die verwendeten Daten u. U. mehr In-
formationen besitzen müssen, als in den Rohdaten vorhanden sind. Beispielsweise beinhalten 
die Daten eines Regenschreibers nicht die Informationen, für welchen räumlichen Bereich 
diese genutzt werden können. Diese Information wird extern ermittelt (z. B. mittels 
Isohyetenmethode) und als zusätzliche Informationen an die Datenintegrationskomponente 
übergeben. 
Eine weitere Änderung gegenüber dem vorherigen Architekturentwurf ist die automatisierte 
Anbindung der Ergebnisdaten. Hier werden in standardisierter Form (als netCDF Datei) ne-
ben den Werten auch Meta-Informationen (z. B. räumliche Lage) übergeben. 
In Abbildung 5.5 ist die Integration des giM-Systems zusammen mit den Arbeitsschritten der 
Datensammlung, der Datenaufbereitung und Datenaufbereitung für Auswertungen dargestellt 
(Arbeitsschritte aus Kapitel 3.1). Durch die Nutzung von Standards der Datenhaltung bietet 
das giM-System Schnittstellen an, die von Messstellen, Datenloggern und Auswertungswerk-
zeugen (z. B. GIS) genutzt werden können. 
 
Abbildung 5.4 Architektur eines verteilten Modells mit zusätzlicher Schnittstelle für Daten 





































   Seite 71 
 
Abbildung 5.5 Architektur des ganzheitlichen integrierten Modellsystems 
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5.2 Nutzung vorhandener Standards in dem Architekturentwurf 
Der vorgestellte Architekturentwurf zeigt, auf welcher Ebene die Module miteinander kom-
munizieren und wie die Kopplung strukturiert ist. Ohne die Nutzung von bereits etablierten 
Standards läuft das vorgestellte System aber Gefahr, im Prinzip wieder ein proprietäres Sys-
tem zu werden, auf dem kein neues System aufgebaut bzw. das System erweitert werden 
kann. Genauer gesagt könnte das System zwar erweitert werden, der Aufwand wäre aber mit 
jeder neu hinzugefügten Komponente immer größer. An dieser Stelle liegt aber der Reiz des 
Entwurfs. An den entscheidenden Stellen der Modellkopplung und der Datenintegration wer-
den Standards genutzt. Die Nutzung dieser Standards und deren Kombination führt zu einem 
erweiterbaren System.  
In Kapitel 3.1.3 wurden die Arten der Modellkopplung in Abbildung 3.6 vorgestellt. Anhand 
dieser Grafik wird in Abbildung 5.6 gezeigt, welche Standards und Komponenten zur Unter-
stützung im giM-System verwendet werden. Die Modellkopplung wird mithilfe des Standards 
OpenMI realisiert, mit dem bei einem Forschungsvorhaben an dem Fachgebiet ihwb gute Er-
fahrungen gemacht wurden (siehe Kapitel 3.2.2). Auf Seite der Datenintegration werden die 
Standards netCDF und SOS eingesetzt. Zur Kopplung von Initialisierungs- und Randbedin-
gungsdaten wird die OpenMI-fähige Komponente GEI der Bundesanstalt für Wasserbau ge-
nutzt. Die Auswertungskomponente BlueM.Analyser ist erweitert worden, um die Ergebnisda-




Abbildung 5.6 Nutzung multipler Standards 
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Abbildung 5.7 Austauschbarkeit durch Nutzung des Standards OpenMI 
Die Nutzung von OpenMI ermöglich es zum einen, die im Architekturentwurf vorgestellte 
Kopplung zu realisieren, zum anderen aber die Möglichkeit der Austauschbarkeit jeder Kom-
ponente, die z. B. ein „Freischneiden“ von Modellsystemen erlaubt (siehe Kapitel 4.2). Eine 
beispielhafte Erweiterung ist in Abbildung 5.7 dargestellt. 
Die durch die Nutzung multipler Standards zum ganzheitlichen integrierten Modellsystem 
erweiterte Softwarearchitektur ist in Abbildung 5.8 skizziert. In der Grafik sind die Modellsys-
teme und zusätzlichen Komponenten zur Datenkopplung blau dargestellt. Die genutzten 
Standards sind grau markiert. Die wesentliche Erweiterung ist die Datenkopplung, die in der 
Grafik auf der linken Seite dargestellt ist. 
Das giM-System ist ein Modellsystem nach dem Ansatz des Interfaced Model zusammen einer 
Datenintegration die auf Standards basiert. Durch diesen Aufbau ist nicht nur jedes einzelne 
Teil-Modellsystem austauschbar, sondern auch die Integration von Eingangs- und Ausgangs-
daten standardisiert. Eine Nachhaltigkeit im Sinne der IT-Strukturen, wie sie in der Einleitung 
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Abbildung 5.8 Nutzung multipler Standards für ein ganzheitliches integriertes Modellsystem 
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6 Implementierung und Demonstration eines ganzheitlichen 
integrierten Modellsystems 
„Es ist nicht genug zu wissen, man muß auch anwenden; es ist nicht genug 
zu wollen, man muß auch tun.“ 
(Johann Wolfgang von Goethe) 
 
Im vorangegangenen Kapitel ist der Architekturentwurf eines ganzheitlichen integrierten Mo-
dellierungssystems durch Nutzung und Kombination multipler Standards vorgestellt worden. 
Der Weg von diesem Entwurf einer Architektur hin zu einem implementierten Modellsystem 
ist Thema dieses Kapitels. 
Kern des Ansatzes ist die Modell- und Datenkopplung mittels OpenMI zu realisieren und Da-
tenstandards wie netCDF zu integrieren. Dafür wurden umfassende Modifikationen an Mo-
dellsystemen, Eingabekomponenten, Beispieldaten und Auswertungswerkzeugen vorgenom-
men. Diese werden auf den folgenden Seiten vorgestellt und beschrieben. Die Fallbeispiele am 
Ende dieses Kapitels demonstrieren die praktische Einsatzfähigkeit des aufgebauten Modell-
systems. 
6.1 Zielsetzung für das prototypische ganzheitliche integrierte Modell-
system 
Das implementierte giM-System ist eine Erweiterung des am ihwb bestehenden Modellie-
rungswerkzeugs zur Bewertung von Mischwasserentlastungen und deren Wirkung auf das 
Gewässer, welches im Rahmen des in Kapitel 3.2.2 beschriebenen Forschungsvorhabens auf-
gebaut wurde. Bei dieser Erweiterung sind die Ziele umgesetzt, wie sie in Abbildung 6.1 dar-
gestellt sind. 
Das so aufgebaute System vereinfacht die Datenkopplung von Niederschlagsdaten an jedes 
Teilmodell, das als Eingangsdaten diese Niederschlagsdaten benötigt. Außerdem wird die 
Auswertung und Visualisierung der Ergebnisdaten durch ein einheitliches Format verbessert. 
Die Systemskizze mit den genutzten Modellsystemen und Komponenten zeigt Abbildung 6.2. 
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Abbildung 6.1 Zielsetzung für das implementierte ganzheitliche integrierte Modellsystem 
 
Gekoppeltes Modellsystem aus Kanalnetz, vereinfachter Kläranlage, 
natürlichen Einzugsgebieten und Gewässer
Anbindung von Niederschlagsdaten im Datenformat netCDF
Ausgabe von Ergebnisdaten im Datenformat netCDF
Datenkopplung an Modelle über OpenMI  durch Nutzung der Komponente 
GEI
Erweiterung der Modellsysteme um eine georeferenzierte Datenkopplung
Anbindung an GIS
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Abbildung 6.2 Implementiertes ganzheitliches integriertes Modellsystem 
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6.2 Arbeiten an Modellsystemen und Komponenten 
Um das giM-System umzusetzen, wurden zahlreiche Erweiterungen und Anpassungen in den 
verwendeten Modellsystemen und angeschlossenen Komponenten vorgenommen. Eine Erwei-
terung ist die Neuentwicklung einer Georeferenzierung der Systemelemente der verwendeten 
Modellsysteme. Eine weitere Erweiterung ist das Hinzufügen von Schnittstellen für Nieder-
schlagsdaten der Simulationskerne. Ferner ist das Werkzeug GEI der BAW angepasst worden, 
so dass volle OpenMI-Fähigkeit erreicht wurde. Des Weiteren wurde der Standard netCDF in 
das Gesamtsystem implementiert. 
6.2.1 BlueM.Sim 
Der Rechenkern von dem Gewässermodell BlueM.Sim kannte keine georeferenzierten Ele-
mente. Wegen der in Kapitel 4.4 beschriebenen Gründe ist eine Georeferenzierung für ein 
ganzheitliches Konzept von Vorteil. Aus diesem Grund wurde BlueM.Sim so erweitert, dass 
die Systemelemente rudimentär um räumliche Koordinaten erweitert wurden. Dabei wurde 
jedem Systemelement ein X-Y-Punkt zugewiesen, der in der Eingabedatei mit der Dateien-
dung *.SYS angegeben wird. 
In Abbildung 6.3 ist die *.SYS Datei dargestellt. Die Spalten X und Y enthalten die Werte für 
Hoch- und Rechtswert in Gauß-Krüger-Koordinaten. Bei früheren Versionen von BlueM.Sim 
wurden diese Spalten genutzt, um den Datensatz mittels grafischen Systemeditors zu visuali-
sieren. In der aktuellen Version gibt es keinen Systemeditor mehr, und die Spalten waren in 
ihrer bisherigen Nutzung obsolet. 
Die Darstellung als X-Y-Punkt ist eine sehr vereinfache Darstellung, da Flächen besser durch 
einen umschließenden Polygonzug dargestellt werden sollten oder Gerinnestrecken besser 
durch eine Linie beschrieben werden. Allerdings ist diese Darstellung zu Demonstrationszwe-
cken ausreichend. Bei Bedarf könnte die Repräsentationsart der räumlichen Zuordnung erwei-
tert werden, ohne das entwickelte Gesamtkonzept zu verändern. Genutzt wird die Georefe-
renzierung der Systemelemente bei allen Flächentypen (natürliche Einzugsgebiete, urbane 









*|       S  y  s  t  e  m        |    Zulauf      |      Ablauf    |WEL|BIL|   X   |   Y   |O|S| 
*|    Beschreibung        |  Nr. |  1    2    3   |  1    2    3   |   |   |       |       | | | 
*|<--------------------->-|-<-->-|-<-->-<-->-<-->-|-<-->-<-->-<-->-|-+-|-+-|<----->|<----->|+|+| 
 | natürl. Fläche         | F001 |                | S001           | J |   |2538400|5927400|2|0|natürl. Fläche 
 | natürl. Fläche         | A002 |                | S002           | J |   |2538000|5927600|2|0|natürl. Fläche 
 | natürl. Fläche         | A003 |                | S003           | J |   |2538000|5927400|2|0|natürl. Fläche 
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Eine zusätzliche Erweiterung von BlueM.Sim sind die neu hinzugefügten Schnittstellen, um 
Niederschlagsdaten während der Simulation erhalten zu können. Dafür wurden zwei Schnitt-
stellen implementiert, die beide Niederschlagsdaten erwarten. Die erste Schnittstelle erlaubt 
die Verknüpfung von externen Niederschlagsdaten, die über OpenMI gekoppelt werden, an 
eine einzelne Fläche (als ID basierte Verknüpfung also ohne räumliche Daten). Die zweite 
Schnittstelle fasst alle Flächen in einer Verknüpfung zusammen und stellt dabei jede einzelne 
als X-Y-Punkt dar. Über diese Verknüpfung kann dann über OpenMI eine räumliche Verknüp-
fung mit Niederschlagsdaten (implementiert ist die Übergabe als Niederschlagsintensität) so 
realisiert werden, dass nur eine Verknüpfung benötigt wird. 
Bei dem Prinzip des Austauschs räumlich verknüpfter Daten mittels OpenMI können mehrere 
Datenpunkte in einer Sammlung zusammengefasst werden. Werden diese Sammlungen mit 
OpenMI verknüpft, so muss die Komponente, aus der die Daten entspringen, die Zuordnung 
der Datenpunkte übernehmen. 
In Abbildung 6.4 ist dies anhand des Beispiels der Verknüpfung von Niederschlagsdaten und 
Einzugsgebieten eines Modells demonstriert. Dabei exportiert die sendende Komponente (der 
Niederschlagsdaten) alle zu exportierenden Informationen in einer Sammlung von Punkten 
mit Daten – rot dargestellt – (z. B. aus Regenschreibern an jedem Punkt). Die Niederschlags-
daten sollen mit Einzugsgebietsflächen eines anderen Modells verknüpft werden. Die drei  
X-Y-Punkte (für jede Fläche ein Punkt) sind in der Abbildung rechts oben mit blau dargestellt. 
Werden nun die beiden Sammlungen miteinander über OpenMI verknüpft, so muss die Quelle 
der Daten, also die sendende Komponente mit den Niederschlagsdaten, entscheiden, welche 
Werte an die drei Punkte übermittelt werden. Die einfachste Möglichkeit ist, ausschließlich 
bei genauer Überschneidung der Punkte die entsprechenden Werte zu übergeben. Dies ist in 
der Komponente GEI in der beschriebenen Form umgesetzt. Darüber hinaus könnten auch 
Interpolationen getätigt werden, um die Werte entsprechend an das Ziel weiterzuleiten. 
Neben den Schnittstellen für die Flächen wurde auch die Schnittstelle des Exports von Infor-
mationen der Gerinneelemente um eine räumliche Zuordnung erweitert. 
 
Abbildung 6.4 Satz aus Elementen und Austausch mittels OpenMI 
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6.2.2 SMUSI 
Die Modifikationen von SMUSI erfolgen analog zu denen bei BlueM.Sim. Die Einzugsgebiets-
flächenelemente wurden für das Modellsystem georeferenziert und Schnittstellen für den Da-
tenimport von Niederschlagsintensitäten implementiert. 
6.2.3 BlueM.Analyser 
Das Auswertungswerkzeug BlueM.Analyser ist um Ganglinienausgaben erweitert worden. 
Zum einen ist eine Ganglinienausgabe im Format XML hinzugefügt worden, zum anderen eine 
Ganglinienausgabe im Format netCDF. 
Bei der Erweiterung wurde das in der Softwarearchitektur vom BlueM.Analyser vorhandene 
strategy pattern (siehe Kapitel 2.2.1) genutzt. In Abbildung 6.5 ist das Klassendiagramm des 
erweiterten BlueM.Analyser dargestellt. Dabei wurden zwei Klassen für die Ganglinienausga-
ben hinzugefügt (rot markiert) und entsprechend die Factoryklassen (software pattern zum 
Erzeugen von Objekten) erweitert. 
Für den Zugriff auf den Standard netCDF wurde ein neues Programm konzipiert und entwi-
ckelt, das eine Schnittstelle von der .Net Programmiersprache C# zu den netCDF-Programm 
enthält (siehe Kapitel 6.3.2). 
Die Ausgabe im XML-Format besitzt keine Georeferenzierung der Ausgabeelemente. Für die 
Ganglinienausgabe nach netCDF wurde die Georeferenzierung berücksichtigt, so dass in der 
netCDF-Datei gespeichert wird, von welchem Ort die Ergebniswerte stammen. Wie beschrie-
ben exportiert BlueM.Sim zunächst für Gerinnestrecken nur einen X-Y-Punkt. Aus diesem 
Grund befindet sich beispielsweise der Abfluss aus dem Gerinneabschnitt im Modell exakt an 
der gleichen Stelle wie der Zufluss. Insofern ist die implementierte Georeferenzierung nur 
eine grobe räumlich Zuordnung und dient der Demonstration des Prinzips. 
   Seite 81 
Abbildung 6.5 Klassendiagramm BlueM.Analyser mit erweiterten Ganglinienausgaben 
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6.2.4 Generic Engine Interface (GEI) 
Die Bundesanstalt für Wasserbau hat für diese Arbeit ihre OpenMI-fähige Komponente GEI 
zur Verfügung gestellt. Neben der kompilierten Version stand zudem der Quellcode der 
OpenMI Schnittstellen von GEI zur Verfügung, so dass dort auch Anpassungen vorgenommen 
werden konnten. 
Die ursprüngliche Version von GEI wurde bisher nur in einem Projekt genutzt, wo es mit der 
Simulationssoftware Delft3D von Deltares gekoppelt wurde. Beim Koppeln mit anderer 
OpenMI-fähiger Software ist ein Fehler aufgetreten, der darin lag, dass Implementierungen 
mit proprietären Klassen aus der Entwicklungsumgebung von Deltares genutzt wurden. Diese 
Klassen sind im Rahmen dieser Arbeit durch Klassen aus der OpenMI Bibliothek ersetzt wor-
den. 
Des Weiteren wurde für die Demonstration des implementierten giM-Systems eine neue Da-
ten-Entität Niederschlagsintensität hinzugefügt. Dazu wurden die Konfigurationsdateien von 
GEI erweitert. Im Anhang sind die Erweiterungen der Dictonary-Dateien von GEI gezeigt (sie-
he Anhang 9.1). 
Die in GEI vorhandene räumliche Zuordnung bei unterschiedlichen Rechennetzen, die über 
OpenMI verknüpft werden, wurde nicht verändert, so dass bei georeferenzierter Verknüpfung 
die auszutauschenden Punkte aufeinander liegen müssen. An dieser Stelle könnte GEI zukünf-
tig durch intelligentes Mapping erweitert werden. 
6.2.5 Parallelisierung 
Wie in Kapitel 0 ausgeführt hat die Performanz von Simulationssystemen eine große Bedeu-
tung. Insofern ist im Rahmen dieser Arbeit untersucht worden, inwieweit die Performanz des 
implementierten giM-Systems verbessert werden kann. Da die aktuelle Entwicklung von CPUs 
(Central Prozessing Unit) in die Richtung der Mehrkernprozessoren und nicht die Steigerung 
der Rechenleistung eines einzelnen Rechenkerns fortschreitet, liegen die Möglichkeiten zur 
Steigerung der Performanz zum Großteil in der Parallelisierung des Simulationsprozesses. 
Da OpenMI mithilfe des Pull-Mechanismus die Simulationssysteme steuert bzw. den einzelnen 
Systemen die Anweisung zum Rechnen eines Zeitschritts erteilt, wäre an dieser Stelle eine 
Parallelisierung wünschenswert. Allerdings ist in der aktuellen Version von OpenMI keine 
Parallelisierung vorgesehen. Dies liegt daran, dass die Möglichkeit eines bidirektionalen Da-
tenaustauschs neu gelöst werden müsste. Aus diesem Grund muss eine Steigerung der Per-
formanz innerhalb der Simulationssysteme umgesetzt werden. 
Die Simulationssysteme SMUSI und BlueM.Sim wurden deshalb um eine topologische Sortie-
rung der hydrologischen Systemelemente erweitert. Daraus resultiert eine Liste von in der 
Weise sortierten Elementen, dass eine parallele Simulation von zumindest einigen Elementen 
möglich ist. 
Die Parallelisierung wurde mithilfe von OpenMP – Open Multi-Processing (OAR, 1997) – rea-
lisiert. OpenMP ist eine Parallelisierung, die nach dem Shared-Memory Prinzip arbeitet, also 
nicht für Cluster, sondern für Multi-Kern-Systeme konzipiert ist. 
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In den Simulationssystemen wurde über OpenMP die Schleife der Berechnung aller System-
elemente, die auf der gleichen topologischen Stufe sind, als parallele Berechnung implemen-
tiert. 
Bei nicht verzweigten Systemen (z. B. nur aneinander gereihte Gewässerabschnitte) zeigt sich 
allerdings, dass der Overhead der Parallelisierung zu längeren Rechenzeiten führt. Das liegt 
daran, dass die Elemente nicht in der gleichen topologischen Stufe liegen, sondern voneinan-
der abhängen, so dass deshalb sequentiell gerechnet werden muss. Bei verzweigten Systemen 
(z. B. mehrere natürliche Einzugsgebiete und das dazugehörige Gewässer) können aber kür-
zere Rechenzeiten erzielt werden. 
Eine Parallelisierung mithilfe von MPI - Message Passing Interface -, die z. B. bei Clustersys-
temen zur Anwendung kommt, wurde nicht untersucht. 
6.3 Implementierung der Standards 
Das implementierte giM-System baut auf den Standards OpenMI und netCDF auf. Im Folgen-
den werden die Umsetzungen und die Integration der genutzten Standards in das System er-
läutert. 
6.3.1 OpenMI 
Kern des implementierten giM-Systems ist die Kopplung mithilfe von OpenMI. Über OpenMI 
werden Modellsysteme mit weiteren Modellsystemen verknüpft, die Auswertungskomponente 
BlueM.Analyser erhält über die angebundenen Modellsysteme die Ergebnisdaten. Die Kompo-
nente GEI liefert den Modellsystemen die Randbedingungsdaten. 
Für die Umsetzung wurde OpenMI Version 1.4 verwendet. Die Version 2.0 ist im Dezember 
2010 veröffentlicht worden und würde zahlreiche Schwachstellen, die z. B. die Performanz 
von OpenMI betreffen, beheben. Aus diesem Grund wurde der Versuch schon mit einer Beta-
Version von OpenMI 2.0 unternommen, alle OpenMI Komponenten auf die Beta-Version 2.0 
anzuheben, was jedoch scheiterte, da OpenMI 2.0 zu diesem Zeitpunkt (September 2010) 
noch nicht in den Teilen umgesetzt wurde, welche für diese Arbeit benötigt wurden. Deshalb 
ist in dieser Arbeit ausschließlich OpenMI 1.4 verwendet worden. 
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6.3.2 netCDF 
Als Datenformat des implementierten giM-Systems wird der Standard netCDF genutzt. Die 
aktuelle Version von netCDF ist Version 4.0. Allerdings wird diese Version von den meisten 
Programmen noch nicht unterstützt (z. B. von ArcView™), so dass für diese Arbeit die Version 
3.6 verwendet wurde. 
Um netCDF für den BlueM.Analyser nutzen zu können, wurde eine Schnittstelle von C# auf 
die netCDF Bibliotheken erstellt. Die Schnittstellen sind in Abbildung 6.6 dargestellt. 
 
Abbildung 6.6 Schnittstellen von C# zur netCDF Bibliothek 
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6.4 Demonstration der ganzheitlichen integrierten Modellierung an-
hand von Fallbeispielen 
Das implementierte giM-System ist anhand von zwei Fallbeispielen auf Funktionalität und 
Anwendbarkeit getestet worden. Dabei wurde das Hauptaugenmerk auf das giM-System ge-
legt und nicht auf die Aussagekraft der untersuchten Fallbeispiele. 
Das erste Beispiel zeigt die Funktionalität des Systems anhand eines einfachen integrierten 
Modellsystems. Dabei wird ein Gewässermodell mit einem Kanalnetzmodell gekoppelt. Beide 
Modelle erhalten zum Zeitschritt die Niederschlagsintensität aus einer netCDF Datei. Beispiel-
haft wird ein Gerinneabschnitt ausgewertet. 
Das zweite Beispiel ist ein realitätsnahes Fallbeispiel mit multiplen urbanen Gebieten, die an 
einem Gewässer liegen. Hier wird gezeigt, wie sehr die Anwendbarkeit der iM vereinfacht 
werden kann, indem Niederschlagsdaten in das giM-System zentral verteilt werden. Die bei-
den Beispiele werden nachfolgend vorgestellt. 
6.4.1 Demonstration der Funktionalität anhand eines fiktiven Beispiels 
Um die Funktionalität des aufgebauten giM-Systems zu demonstrieren, ist ein einfaches Bei-
spiel konstruiert worden, bei dem ein realitätsnaher Kanalnetzdatensatz mit einem einfach 
strukturierten Gewässer gekoppelt wurde. Die Daten des Niederschlags werden mit der Kom-
ponente GEI an beide Modelle übergeben. Dafür ist ein Gitter aus sechs Punkten definiert, die 
jeweils eine fiktive Regenserie besitzen. Der Datensatz des Kanalnetzes wurde für eine Fläche 
georeferenziert. Die Fläche hat die gleichen Koordinaten wie ein Punkt des Gitters der Nieder-
schlagsinformationen. Das Gewässermodell besitzt drei georeferenzierte Flächen. Zwei davon 
liegen auf den gleichen Koordinaten. Alle drei Punkte des Gewässermodells entsprechen 
Punkten des Niederschlagsgitters. 
Die Modelle wurden über OpenMI verknüpft. Die Niederschlagsdaten sind über die Kompo-
nente GEI mit den Modellen verbunden (siehe Abbildung 6.7). Abbildung 6.8 zeigt die Ver-
knüpfungen zwischen GEI (Niederschlag) und SMUSI (Kanalnetz). Da alle Daten georeferen-
ziert sind, reicht eine einzelne Verknüpfung aus, bei der die Punktesammlungen der Modelle 
und des Niederschlags miteinander verbunden werden. Wenn die einzelnen Punkte des Nie-
derschlaggitters mit denen der Flächen der Modelldatensätze übereinander liegen, werden an 
diesen Punkten die Daten ausgetauscht (siehe auch Kapitel 6.2.1). 
In Abbildung 6.9 wird die Anbindung des Gewässermodells an die Auswertungskomponente 
gezeigt. Hier sind die einzelnen Gerinnestrecken mit jeweils einer Verknüpfung an die Aus-
wertungskomponente angebunden, d. h. in diesem Beispiel wird genau eine Gerinnestrecke 
verbunden. Als Auswertung ist die Generierung einer Ganglinie im Format netCDF ausge-
wählt. Das Ergebnis ist in Abbildung 6.10 gezeigt. Die netCDF-Variable Zufluss enthält zwei 
Werte und zwei Zeitschritte (Variable time). Um die Anwendbarkeit zu demonstrieren reichen 
diese zwei Zeitschritte aus. Da das Gewässersystem bei zwei Zeitschritten unterhalb der Reak-
tionszeit auf den Niederschlag liegt, wurde die Korrektheit der übergebenen Werte direkt an 
den Ergebnisausgaben der Einzugsgebiete von BlueM.Sim festgestellt. 
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Das Fallbeispiel ist voll funktionsfähig und die Niederschlagsdaten werden korrekt übergeben. 
Die erzeugte Ganglinie im netCDF-Format kann direkt in GIS eingelesen werden und, da sie 
















Abbildung 6.7 Mittels OpenMI verknüpftes Gesamtmodell 
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Abbildung 6.9 Anbindung des Gewässermodells an die Auswertungskomponente 
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Abbildung 6.10 Generierte netCDF Datei 
6.4.2 Demonstration der Anwendung anhand eines realen Fallbeispiels 
Nachdem das vorherige Beispiel den Fokus auf der Funktionalität und Einsatzbereitschaft des 
aufgebauten giM-Systems gelegt hat, wird in diesem Beispiel gezeigt, wo Vorteile des giM-
Systems liegen. Das Fallbeispiel ist ein realitätsgetreues integriertes Modell und damit wesent-
lich komplexer als das fiktive Fallbeispiel. Mit dem realen Fallbeispiel wird gezeigt, wo die 
Vorteile einer Georeferenzierung in einem giM-System liegen und dass die Anbindung von 
Eingangsdaten in einem einheitlichen Format eine wesentliche Erleichterung darstellt. 
Als reales Fallbeispiel wurde als Basis ein integriertes Modell der oberen Modau (Hessen) 
gewählt, das von Bach (2010) aufgestellt wurde. Das integrierte Modell umfasst drei Kanal-
netzmodelle (Abwasserverband Modau (AVM), Ernsthofen und Brandau), die mit einem Ge-
wässermodell gekoppelt sind. Die ruralen Flächen sind dem Gewässermodell zugeordnet. In 
Abbildung 6.11 sind die wichtigsten Daten zusammengefasst. 
Zielsetzung des hier vorgestellten Fallbeispiels ist die Untersuchung des Einflusses von räum-
lich und zeitlich versetzen Regenereignissen auf maximale Abflussspitzen. Dafür werden alle 
Einzugsgebiete (urban und rural) mit ein-jährlichen Blockregen mit unterschiedlichen Dauer-
stufen belastet. Der Anfang des Regenereignisses für ein Einzugsgebiet wird dann entspre-
chend der Zugrichtung und Geschwindigkeit eines virtuellen Regenbandes verschoben. Unter-
sucht werden vier Szenarien: 1. Windstille, 2. Zugrichtung von Ost nach West, 3. Zugrichtung 
von West nach Ost und 4. Zugrichtung von Süd nach Nord. 
 
netcdf zpg(8)_Zufluss(1) { 
dimensions: 
 time = UNLIMITED ; // (2 currently) 
 location = 1 ; 
 location_x = 1 ; 
 location_y = 1 ; 
variables: 
 double time(time) ; 
  time:long_name = "Zeit" ; 
 double location_x(location_x) ; 
 double location_y(location_y) ; 
 double Zufluss(time, location_x, location_y) ; 
data: 
 
 time = 49379.0590277778, 49379.0763888889 ; 
 
 location_x = 2538400 ; 
 
 location_y = 5927400 ; 
 
 Zufluss = 
  3.26729345321655, 
  3.90327024459839 ; 
} 
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Abbildung 6.11 Steckbrief Fallbeispiel Obere Modau 
• Obere Modau (bis Hochwasserrückhaltebecken Ober-Ramstadt)
Flussgebiet
• 37 km²
• 44 % landwirtschaftliche Nutzung
• 43 % natürlichen Gebiete
• 13 % urbanisierten Gebiete
Einzugsgebiet






• 2 Kläranlage 
Kanalnetzdatensätze (SMUSI)
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Abbildung 6.12 Systemlogik des Datensatzes obere Modau (aus (Bach, 2010)) 
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R 01 Modau Im Wiesengrund
Luetzelbacher Strasse, RU1
R 02 Odenwald-/Lindenstrasse
R 05 Modau Wiesenweg, R 06 Odenwaldstrasse Auto Kuh
B 13 Rohrbach Buergerhaus, R 12 Carl-Schneider-Strasse
R 03 Modau - An der Modau, R 04 Odenwaldstrasse Modautal


























































GeoRef Brandau bis Ernsthofen
GeoRef Ernshofen
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Die Systemlogik und die Verknüpfungspunkte zwischen den Kanalnetzen und dem Gewässer 
sind in Abbildung 6.12 als Systemskizze visualisiert. Die Elemente beginnend mit dem Buch-
staben „S“ sind Gerinnestrecken, die Elemente mit „A“ bezeichnen rurale Flächen. Die Entlas-
tungsbauwerke der Kanalnetze sind mit „R“ für Regenüberläufe und „B“ für Becken gekenn-
zeichnet. 
Der gesamte Datensatz wurde im Rahmen dieser Arbeit vereinfacht georeferenziert. So wur-
den alle Einzugsgebiete vier georeferenzierten Punkten zugeordnet. Die räumliche Lage der 
Einzugsgebiete, der Gerinnestrecken, der Mischwassereinleitung und die Lage der georeferen-
zierten Punkte sind in Abbildung 6.13 gezeigt. Die grobe räumliche Aufteilung mit vier Punk-
ten ist stark vereinfacht, im Prinzip sollten alle Flächen und Strecken eine eigene Lage im 
Raum zugewiesen bekommen, damit belastbare Ergebnisse produziert werden können. Da 
dies aber für die Demonstration des giM-Systems nicht notwendig ist, wird darauf verzichtet. 
Als Belastungsregen wird eine ein-jährliche Blockregenserie angesetzt, mit deren Hilfe die 
hydraulisch zulässige Belastung geprüft werden kann (Brehmer et al., 2009). Die Blockregen 
sind aus dem KOSTRA-Atlas des Deutschen Wetterdienstes (Abteilung Hydrometeorologie) 
gebildet worden. Dabei sind zwei unterschiedliche Blockregenserien genutzt worden, einmal 
für Brandau und den südlichen Teil des Gewässers (in Abbildung 6.13 als Flächen gelb mar-
kiert) und eine weitere für die weiter nördlich liegenden Flächen. 
Des Weiteren sind für den Belastungsregen vier Szenarien entworfen worden (siehe Abbil-
dung 6.14). Die Windgeschwindigkeit ist mit 4,9 m/s angesetzt worden. Dies entspricht nach 
DWD den mittleren Windgeschwindigkeiten in 80 m Höhe für das untersuchte Gebiet (siehe 
auch Anhang 9.2). 
Auf das Nord-Süd-Szenario wurde verzichtet, da es entgegen der Stromrichtung verläuft und 
deshalb ein unkritischerer Lastfall bezogen auf die hydraulische Belastung des Gewässers er-
wartet wurde. 
 
Abbildung 6.14 Untersuchte Szenarien 
•Windstille
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Tabelle 6.1 Abstände der X-Y-Punkte nach Himmelsrichtungen 
Punkt Blockregennr. Abstand Süd Nord Abstand Ost West 
Brandau 1 0 km 0 km 
Brandau bis  
Ernsthofen 
2 2,8 km 0,7 km 
Ernsthofen 2 4,2 km 1,8 km 
AVM 2 6,8 km 1,3 km 
 
Für dieses Beispiel wurde zu Grunde gelegt, dass die Windgeschwindigkeit gleich der Wol-
kengeschwindigkeit ist. Um für die Szenarien die zeitliche Verzögerung der Niederschlagser-
eignisse für die einzelnen Einzugsgebiete zu ermitteln, werden daher zuerst die räumlichen 
Abstände der Flächen festgestellt, um dann mittels der Wolkengeschwindigkeit die Zeiten zu 
bestimmen, wie lange eine Wolke braucht, um das nächste Einzugsgebiet zu erreichen. Maß-
einheit der Zeiten ist dabei die Zeitschrittlänge der Simulation (5 Minuten). Tabelle 6.1 zeigt 
die Abstände der Punkte in Nord-Süd und Ost-West Richtung, mit denen die Datensätze geo-
referenziert wurden. Da die Zeitschrittlänge der Simulation fünf Minuten ist und in fünf Mi-
nuten ein Regenband mit der Geschwindigkeit von 4,9 m/s sich um 1,47 km weiterbewegt, 
ergeben sich für die Szenarien die in Abbildung 6.16, Abbildung 6.17 und Abbildung 6.18 
dargestellten zeitlichen Verschiebungen der Blockregenserien. Die Verschiebungen sind in den 
Grafiken als Anzahl der Zeitschritte dargestellt, d. h. bei dem Szenario West-Ost fällt beim 
georeferenzierten Punkt bei Brandau zum frühesten Zeitpunkt der Niederschlag (0 Zeitschrit-
te). Bei den übrigen Punkten fällt der Regen einen Zeitschritt später (1 Zeitschritt). Bei dem 
Szenario Süd-Nord bewegt sich das Regenband in der gleichen Richtung, wie die Fließrich-
tung der Modau. In diesem Szenario zeigen sich auch die größten zeitlichen Verschiebungen 
des Niederschlags. Abbildung 6.15 zeigt einen Auszug der zugehörigen netCDF-Datei, welche 
die Niederschlagsdaten enthält. In dem Datenbereich sind die Verschiebungen anhand der 
Zeilen zu erkennen. 
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Abbildung 6.15 Auszug aus der netCDF Datei mit dem Niederschlag des Szenarios Süd-Nord 
Für die Auswertung wurde an zwei ausgewählten Stellen des Gewässers der Abfluss als Gang-
linie (im netCDF-Format) ermittelt. Die erste Stelle liegt direkt hinter der Einleitung der Klär-
anlage Ernsthofen (Element S49)). Die zweite Stelle liegt am Ende des modellierten Daten-
satzes (Element S34). Beide Stellen wurden in dem Gewässermodell georeferenziert. Das so 
aufgebaute integrierte Modell ist in Abbildung 6.19 gezeigt. 
netcdf brandaubensheim_mit_leer { 
dimensions: 
 time = UNLIMITED ; // (2244 currently) 
 node = 4 ; 
 strlen1 = 20 ; 
 strlen2 = 40 ; 
 strlen3 = 10 ; 
variables: 
 float rainfall(time, node) ; 
(…) 
rainfall = 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 0, 0, 0, 
0, 1.16, 0, 0, 
0, 0, 0, 0, 
1.02, 0, 0, 0, 
0, 0, 0, 1.02, 
0, 0, 0, 0, 
0, 0, 1.02, 0, 
(…) 
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Abbildung 6.16 Zugrichtung des Niederschlags und resultierende Änderungen der Zeitschritte 
(West nach Ost) 
Z e i t s c h r i t t e :  1
Z e i t s c h r i t t e :  1
Z e i t s c h r i t t e :  1
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Abbildung 6.17 Zugrichtung des Niederschlags und resultierende Änderungen der Zeitschritte 
(Ost nach West) 
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Abbildung 6.18 Zugrichtung des Niederschlags und resultierende Änderungen der Zeitschritte 
(Süd nach Nord) 
Z e i t s c h r i t t e :  5
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Z e i t s c h r i t t e :  2
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Abbildung 6.19 Integriertes Modell der oberen Modau in OpenMI 
Jedes Szenario ist einzeln simuliert worden. Im Folgenden werden die Ergebnisse der Simula-
tionen diskutiert. Die Grafiken der Ergebnisganglinien sind mit dem Visualisierungswerkzeug 
BlueM.Wave generiert worden. 
In Abbildung 6.20 ist die Abflussganglinie des Gerinneabschnitts S34 gezeigt, welches das 
letzte modellierte Element ist und in der Nähe der Gemeinde Modau liegt. Über dem Abfluss 
ist der Belastungsniederschlag aufgetragen. Die Abflussganglinie zeigt den Abfluss, der sich 
aufgrund des Niederschlags bei dem Szenario Windstill einstellt. Die Maximalabflüsse infolge 
der Regenereignisse unterscheiden sich maßgeblich. Die absoluten Maxima werden bei den 
Dauerstufen 15 Minuten und 20 Minuten des ein-jährlichen Blockregens erreicht. Ab der Dau-
erstufe 90 Minuten (und länger) ist zu erkennen, dass die Regenereignisse zeitlich zu nah 
aneinander gereiht sind und sich in der Wirkung der Regenereignisse überlagern. Da die Ma-
ximalabflüsse aber sehr gering im Verhältnis zu der Dauerstufe 20 Minuten sind und dieses 
Beispiel reinen Demonstrationszwecken dient, wurde an dieser Stelle auf eine Anpassung ver-
zichtet. Ähnlich verhält es sich mit dem Initialisierungsabfluss in dem Gewässer, der vor dem 
ersten Regenereignis bei etwa 1 m³/s liegt, wobei sich später für das unbelastete System ca. 
0,5 m³/s einstellt. Auch hier werden die Ergebnisse bezüglich des Maximalereignisses der 
Dauerstufe 20 Minuten nicht beeinflusst. Das Szenario Windstill wird als Referenzzustand für 
die anderen Szenarien verwendet. 
Abbildung 6.21 zeigt für den gleichen Gerinneabschnitt (S34) die Abflussganglinien aller vier 
Szenarien. Zur Orientierung ist der Niederschlag des Szenarios Windstill in der Grafik aufge-
tragen. Zu beobachten ist, dass wie beim Szenario Windstill bei allen drei anderen Szenarien 
die Maximalabflüsse infolge der 15 und 20 minütigen Dauerstufen des ein-jährlichen Blockre-
gen erreicht werden. Abbildung 6.22 zeigt im Detail die Abflussganglinien infolge des 20 mi-
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nütigen ein-jährlichen Blockregens für alle Szenarien. Zu erkennen ist, dass sich die Form der 
Abflussganglinien unterscheiden. Allerdings ist bei dem Scheitelpunkt der Abflüsse nur ein 
geringer Unterschied erkennbar. 
Abbildung 6.23 zeigt diesen Unterschied im Vergleich des Szenarios Windstill und dem Szena-
rio Süd-Nord. Zur Orientierung sind die Regenereignisse beider Szenarien in dem Diagramm 
mit angegeben (Niederschlag auf Fläche A38). Aufgrund der zeitlichen Verzögerung des Nie-
derschlags im nördlichen Teil der Einzugsgebiete ist der ansteigende Ast der Abflusswelle bei 
dem Süd-Nord Szenario um 25 Minuten verschoben. Auch der Scheitelpunkt ist um ca. 25 
Minuten verschoben. Allerdings wird durch die Überlagerung der Abflusswelle des südlichen 
mit dem nördlichen Teil der Einzugsgebiete ein minimal höherer Scheitel bei dem Süd-Nord 
Szenario erreicht. 
Den Vergleich des Nord-Süd mit dem Windstill Szenario der Abflussganglinien des zweiten 
untersuchten Punkts (bei Gerinnestrecke S49 hinter der Kläranlageneinleitung bei Ernstho-
fen) zeigt Abbildung 6.24. Auch hier ist zu erkennen, dass die ansteigenden Äste der Abflüsse 
um 25 Minuten verschoben sind. Das Maximum des Windstill Szenarios ist an dieser Gerin-
nestrecke höher als das des Süd–Nord Szenarios. 
Da das giM-System Ergebnisganglinien mit Georeferenzierung im netCDF Format erzeugen 
kann, ist die Darstellung der Ganglinien mithilfe von ArcView™ direkt möglich. So zeigt Ab-
bildung 6.25 das Eigenschaftsfenster von ArcMap™ für eine angehängte netCDF Datei. Unter 
Nutzung des GIS ist die Kartendarstellung in Abbildung 6.26 erstellt worden. Hier sind die 
Maximalscheitelabflüsse aller vier Szenarien für die zwei Auswertungspunkte dargestellt. Ein 
interessanter Aspekt ist, dass a priori nicht abgeschätzt werden kann, wie die Wirkung der 
Niederschlagsverteilung auf die einzelnen Gerinnestrecken bezüglich des Abflusses ist. So 
führt das Süd-Nord Szenario für das Gerinneelement S34 zu dem größten Abfluss, wohinge-
gen der Maximalabfluss des Süd-Nord Szenarios beim Element S49 unter dem des Windstill 
Szenarios liegt. Das Maximum am Punkt S49 wird beim Szenario Ost-West erreicht. 
 
Abbildung 6.20 Ganglinie des letzten Gerinneabschnitts (S34) – Szenario Windstill 
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Abbildung 6.22 Detailansicht des maximalen Abflussereignisses (für S34) – alle Szenarien 
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Abbildung 6.24 Detailansicht – Vergleich Szenario Windstill mit Süd Nord (für S49 hinter Kläran-
lage Ernsthofen) 
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Generell unterscheiden sich die Maxima der Abflüsse um etwa 1 %, was durchaus unterhalb 
der Modellunsicherheit liegen sollte. Insofern ist eine Aussagekraft der Ergebnisse dieser Fall-
studie kritisch zu beurteilen. Auch ist der Auflösungsgrad der räumlich verteilten Elemente 
sehr grob (4 Punkte für 34 km²). Um ein aussagekräftigeres Fallbeispiel zu erzeugen, müsste 
diese Rasterung erheblich verfeinert werden. Außerdem könnten die Simulationszeitschritte 
von 5 Minuten auf eine Minute verkleinert werden, was auch eine detailliertere zeitliche Auf-
lösung ermöglicht. Ferner könnten neben den vier Szenarios weitere Variationen untersucht 
werden. So ist zu erwarten, dass die Windgeschwindigkeit einen Einfluss besitzt, die in die-
sem Beispiel mit einer konstanten Durchschnittsgeschwindigkeit angesetzt wurde. Bezüglich 
der Windrichtung könnten die vom DWD veröffentlichten Verteilungsfunktionen berücksich-
tigt werden. 
Allerdings ist das Ziel im Rahmen dieser Arbeit nicht die Beantwortung der Frage, inwiefern 
die Niederschlagsverteilung bei der immissionorientierten Beurteilung berücksichtigt werden 
sollte, sondern die Demonstration des giM-System und mögliche Einsatzgebiete dieses Sys-
tems. 
Ohne das neu aufgebaute giM-System wäre die Bearbeitung dieses Fallbeispiel sehr mühsam. 
Bei einem konventionellen Vorgehen würde sich der Aufwand, die Niederschlagseingangsda-
ten an die Teilmodelle zu koppeln mindestens verdoppeln, da jedes Teilmodell mit einem an-
deren Datenformat arbeitet. Wenn die Teilmodelle ein proprietäres Eingabeformat nutzen, 
würde der Aufwand sogar ein Vielfaches betragen. Hier konnte gezeigt werden, dass das neue 
Werkzeug der giM das Aufstellen, das Simulieren und das Auswerten entscheidend unterstüt-
zen kann.  Auch werden die Ergebnisdaten bei dem giM-System standardisiert ausgegeben, so 
dass auch hier eine große Verbesserung gegenüber einem konventionellen Vorgehen liegt. 
Vorher konnte ein solches Fallbeispiel zwar bearbeitet werden, doch war der Aufwand enorm. 
Mit dem neuen System können integrierte Modelle sehr viel praktikabler bearbeitet werden. 
 
 
Abbildung 6.25 Eigenschaftenfenster von ArcView™ für netCDF-Datei 
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Abbildung 6.26 Kartendarstellung der Simulationsergebnisse (netCDF) mit ArcView™ 
Maximaler Abfluss S49
Szenario Windstill: 5,919 m³/s 
Szenario West-Ost: 5,918 m³/s 
Szenario Ost-West: 5,920 m³/s 
Szenario Süd-Nord: 5,870 m³/s 
Maximaler Abfluss S34
Szenario Windstill: 9,163 m³/s 
Szenario West-Ost: 9,151 m³/s 
Szenario Ost-West: 9,177 m³/s 
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6.4.3 Analyse der Ergebnisse 
Die beiden Fallbeispiele haben gezeigt, dass das entwickelte giM-System einsatzfähig ist und 
bei der integrierten Modellierung ein wichtiges Werkzeug darstellt. Das aufgebaute giM-
System besitzt zurzeit die Möglichkeit, Niederschlagsinformationen als Randbedingungen 
vorzugeben und Abflussinformationen in georeferenzierter Form auszugeben. Trotz dieser 
rudimentären Schnittstellen zwischen den Komponenten konnte aber der ganzheitliche Aspekt 
bezüglich der Datenbereitstellung über den Standard netCDF, der integrierten Simulation 
mittels OpenMI und der anschließenden Analyse von den im Standard netCDF ausgegebenen 
Ganglinien gezeigt werden. 
Ein weiterer wesentlicher Vorteil des giM-Systems ist die Austauschbarkeit von Modellkompo-
nenten. Dafür müsste als nächster Schritt ein weiteres Fallbeispiel aufgebaut werden, anhand 
dessen eine Austauschbarkeit der Simulationskomponenten oder eine Verfeinerung des Detail-
lierungsgrads an ausgewählten Stellen demonstriert werden kann. So wäre ein Fallbeispiel 
dafür passend, welches die Auswirkungen von Einleitungen aus Kanalnetz und Kläranlage auf 
die Gewässergüte untersucht, bei dem zunächst die Kläranlage vereinfacht simuliert wird und 
dann mittels dynamischer Kläranlagenmodellierung ersetzt wird. Da der Rahmen dieser Ar-
beit allerdings nicht ausreicht, alle Vorteile anhand von Beispielen zu demonstrieren, wurde 
auf weitere Fallbeispiele verzichtet.  
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7 Zusammenfassung, Bewertung und Ausblick 
„Wo damals die Grenzen der Wissenschaft waren, da ist jetzt die Mitte.“ 
(Georg Christoph Lichtenberg) 
 
Die Hypothese dieser Arbeit lautete: Es kann ein integriertes Modellsystem aufgebaut werden, 
das die Kopplung der Modelldomänen generisch abbildet, eine Daten-Modellkopplung imple-
mentiert und die Inter- bzw. Transdisziplinarität der integrierten Modellierung berücksichtigt!  
In der Arbeit wurde ein integriertes Modellsystem aufgebaut, deren einzelnen Modelle mithil-
fe des Standards OpenMI gekoppelt werden. Für die Datenintegration wurde der Standard 
netCDF verwendet und gezeigt, dass mit bestehenden Komponenten (die generic engine inter-
face und dem BlueM.Analyser) Daten an Modelle gekoppelt werden können und eine einheit-
liche standardisierte Datenausgabe für ein verteiltes Modellsystem erreicht werden kann. 
Durch die Verwendung des Interfaced Model Ansatzes kann die Interdisziplinarität berücksich-
tigt werden, da sich Fachingenieure und weitere Beteiligte in ihren gewohnten Arbeitsumge-
bungen bewegen können und sich nur an den Schnittstellen miteinander austauschen müssen. 
In Bezug auf die Transdiziplinarität konnte durch die standardisierte Ergebnisausgabe eine 
gute Basis zur Integration eines Entscheidungssystems (DSS) aufgebaut werden. Damit ist die 
Hypothese erfüllt, und es wurde ein neues Werkzeug zur ganzheitlichen integrierten Model-
lierung durch Kombination bestehender Standards entwickelt. 
7.1 Bewertung 
Die Fragestellungen aus Kapitel 1.3 werden in im Folgendem aufgegriffen, um das aufgebaute 
giM zu beurteilen. 
Generische Kopplung von Modelldomänen: 
Gibt es Möglichkeiten, die Kopplung unterschiedlicher Modelldomänen generisch zu beschreiben? 
Existieren Standards oder Ontologien? 
Es existieren Standards zur Modellkopplung. Der Standard OpenMI wird genutzt. Wasserwirt-
schaftlich geprägte Ontologien gibt es, doch werden diese nicht benötigt, um eine generische 
Modellkopplung vorzunehmen. 
Daten-Modell-Kopplung: 
Wie können Eingangsdaten mit den Modellsystemen gekoppelt werden? Können diese unabhängig 
von unterschiedlichen Modelldomänen gleichzeitig genutzt werden? Gibt es Standards der Daten-
haltung, die für Eingabe und Auswertung genutzt werden können?  
Es existieren sowohl Datenhaltungsstandards als auch Datenkopplungsstandards mit deren 
Hilfe Daten an Modellsysteme gekoppelt werden können. Mit dem vorgestellten Entwurf kön-
nen über die Nutzung von der generic engine interface (GEI) unterschiedliche Modelldomänen 
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gleichzeitig auf die Daten zugreifen. Als beispielhafte Standards sind im Entwurf network 
common data format (netCDF) und sensor observation service (SOS) enthalten. 
Einsatz als Inter- / Transdisziplinäres Modellsystem: 
Inwieweit kann auf die Interdisziplinarität der integrierten Modellierung eingegangen werden? 
Können unterschiedliche Fachdisziplinen gemeinsam am Modell arbeiten? 
Durch den Interfaced Model Ansatz können Fachexperten mit denen von ihnen gewohnten 
Simulationsumgebungen modellieren, die dann im zweiten Schritt zu einem Gesamtmodell 
gekoppelt werden.  
Erweiterbar mit neuen Modelldomänen: 
Können neue Modelldomänen in das Modellsystem integriert werden? Können Modellansätze 
durch andere ausgetauscht werden (z. B. hydrologische Kanalnetzmodellierung durch hydrody-
namische Kanalnetzmodellierung)? 
Der Ansatz des Interfaced Model und die Nutzung von OpenMI ermöglichen den Austausch 
kompletter Modellsysteme und bieten zudem die Möglichkeit, neue Modelldomänen in beste-
hende Gesamtmodelle zu integrieren. 
Demonstration und Implementierung eines ganzheitlichen integrierten Modellsystems: 
Lässt sich ein Gedankenmodell der ganzheitlichen integrierten Modellierung auch in ein imple-
mentiertes System überführen? Wird die Heterogenität der Modelldomänen berücksichtigt? Gehen 
durch die Abstraktion der giM die Detailprobleme verloren? 
Es wurde im Rahmen dieser Arbeit ein ganzheitliches integriertes Modellsystem entwickelt 
und anhand von zwei Fallbeispielen die Funktionalität und die Anwendung demonstriert. Die 
Ergebnisse dieser Studien zeigen, dass sich das Gedankenmodell eines ganzheitlichen inte-
grierten Modells in ein real existierendes System überführen lässt.  
7.2 Zusammenfassung 
Mit dieser Arbeit ist ein weiter Bogen gespannt worden, der von der Bedeutung der integrier-
ten Modellierung über die Möglichkeiten der IT-Technologien bis hin zu einem ganzheitlichen 
integrierten Modellsystem anhand von Fallbeispielen gespannt wurde. Das Ziel der Arbeit 
bestand darin, die aktuelle integrierte Modellierung bezüglich ihrer Werkzeuge und ihrer Ar-
beitsschritte zu analysieren. Die Ergebnisse dieser Analyse fließen ein in einen Entwurf und 
die Entwicklung eines integrierten Modellsystems, welches ganzheitlich die Modellierung un-
terstützt. 
Die Einleitung und das Grundlagenkapitel führen in die integrierte Modellierung urbaner Ab-
wassersysteme ein. Dabei wurden die Themenfelder der Forschung und die zugehörigen pro-
totypischen Modellsysteme vorgestellt. Ferner wurde darauf hingewiesen, dass es eine Diskre-
panz zwischen den Bedürfnissen der praktischen Anwendung der integrierten Modellierung 
und den Systemen, die in der Forschung entwickelt wurden, gibt. Der viel zitierte Satz: „So 
einfach wie möglich, so detailliert wie nötig.“ beschreibt dieses Dilemma in kurzen Worten. 
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Da dieser gordische Knoten mit einer einzelnen Arbeit wahrscheinlich nicht gelöst werden 
kann, sucht diese Arbeit nicht eine Lösung der generellen Problematik der integrierten Model-
lierung, sondern einen Weg, eine deutliche Verbesserung der integrierten Modellierung zu 
erreichen, der diese Widersprüche mit berücksichtigt. Aus diesem Grund sind im Grundlagen-
kapitel die Methoden der Modellierung wasserwirtschaftlicher Systeme untersucht worden. 
Ein Schwerpunkt dieser Analyse sind die Fragen bezüglich der Interdisziplinarität und der 
Transdisziplinarität der integrierten Modellierung und mögliche Strukturen, diese zu berück-
sichtigen. Ein zweiter Schwerpunkt liegt in der Analyse der verwendeten IT-Infrastrukturen 
im wasserwirtschaftlichen Kontext. Diese Analyse mündet in Vorschläge für IT-Konzepte, wel-
che die Modellierung unterstützen können. Dabei wurden die Methoden der Softwareentwick-
lungskonzepte wie z. B. die komponentenbasierte Softwareentwicklung vorgestellt. Zusätzlich 
wurde die Bedeutung von generischen Schnittstellen und Standards zur Datenhaltung in Be-
zug auf die wasserwirtschaftliche Modellierung hervorgehoben. 
Eine deutliche Verbesserung der integrierten Modellierung ist durch die Zusammenführung 
von ingenieurwissenschaftlichen Verfahren und informationstechnologischen Werkzeugen zu 
erreichen. Es wurde analysiert, welche Verfahren zur Modellierung integraler Systeme ange-
wendet werden können. Dabei wurden zwei Ansätze zur Modellkopplung beurteilt. Das Su-
permodel als vereintes Modell, welches neue Modelldomänen direkt in dem Modellsystem 
implementiert, und der Interfaced Model Ansatz, welcher einen verteilten Ansatz der Modell-
systeme vorsieht. Die Modelle werden beim Interfaced Model Ansatz über Schnittstellen mitei-
nander gekoppelt. Für das ganzheitliche integrierte Modellsystem wurde der Interfaced Model 
Ansatz gewählt, da er die größte Flexibilität und Erweiterbarkeit aufweist. Außerdem wurde 
die Bedeutung der Datenintegration an die Modellsysteme hervorgehoben und untersucht, 
welche Datenkategorien existieren und wie diese an Modelle gekoppelt werden können. 
Der Kern dieser Arbeit ist der Entwurf eines ganzheitlichen integrierten Modellsystems. Dabei 
steht „integriert“ für die Modellkopplung verschiedener Modelldomänen und „ganzheitlich“ 
für die Unterstützung der Arbeitsprozesse der Modellierung und der Datenintegration. Die 
Zielsetzung des ganzheitlichen integrierten Modellsystems ist ein System, das die Modellkopp-
lung generisch abbilden kann und die Datenintegration vereinfacht. Um ein nachhaltiges Sys-
tem aufzubauen, sind dabei bestehende Standards kombiniert worden. 
Entwickelt wurde ein ganzheitliches integriertes Modellsystem, das zwei Teil-Modellsysteme 
beinhaltet. Als Kanalnetzmodell ist das Schmutzfrachtmodell SMUSI verwendet worden. Um 
das Gewässer abzubilden, wurde das hydrologische Gewässermodell mit Gewässergütemodel-
lierung BlueM.Sim genutzt. Beide Modelle wurden um eine Georeferenzierung erweitert und 
besitzen nun Schnittstellen zur externen Eingabe von Niederschlagsdaten und Ausgabe von 
georeferenzierten Abflusswerten. Für die Kopplung von Niederschlagsdaten an die Modellsys-
teme ist die Komponente GEI der Bundesanstalt für Wasserbau verwendet worden, die erwei-
tert wurde, so dass sie netCDF-Dateien mit Niederschlagsintensitäten einlesen kann und diese 
über OpenMI an die Modellsysteme zu jedem simulierten Zeitschritt übergeben kann. Für die 
Datenauswertung wurde das Auswertungswerkzeug BlueM.Analyser dahingehend erweitert, 
dass eine Ausgabe von Ganglinien in netCDF-Format mit Angabe der räumlichen Informatio-
nen möglich ist. 
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Das aufgebaute System wurde auf zwei Fallbeispiele angewendet. Das Ziel des fiktiven Fall-
beispiels ist der Nachweis der grundsätzlichen Funktionalität des Systems. Das zweite, reale 
Fallbeispiel zeigt eine Anwendung des Systems und die Vereinfachungen der Modellierung für 
den Anwender. Das Beispiel untersucht die Auswirkung des Windes bzw. der Zugrichtung 
eines Regenbandes auf eine immissionsorientierte Beurteilung bezüglich der hydraulischen 
Belastung von Mischwasserentlastungsanlagen anhand deren Abflussspitzen im Gewässer. 
Dafür wurden vier Szenarien untersucht, die sich in der Windrichtung unterscheiden (Wind-
still, Wind von West nach Ost, Wind von Ost nach West und Wind von Süd nach Nord). An-
hand der Diskussion und Auswertung der Ergebnisse der Simulationen werden die Vorteile 
des aufgebauten ganzheitlichen integrierten Modellsystems verdeutlicht. 
7.3 Ausblick 
Diese Arbeit hat die Leistungsfähigkeit des erstellten ganzheitlichen integrierten Modellsys-
tems aufgezeigt. Anhand eines realistischen Fallbeispiels wurde dargestellt, wie Nieder-
schlagsdaten an unterschiedliche Modelle verteilt und wie Abflüsse in georeferenzierter Form 
mithilfe von geografischen Informationssystemen ausgewertet werden können. Eine wesentli-
che Erweiterung des Systems besteht darin, neue Quantitäten neben den Niederschlagsdaten 
und den Abfluss hinzuzufügen. So sind Initialisierungsdaten wie Bodenkennwerte durchaus 
reizvoll, wenn sie automatisiert in georeferenzierter Form an Modelle verteilt werden, um z. 
B. die Autokalibrierung integrierter Modelle zu vereinfachen. Auch könnten neben den Nie-
derschlagsinformationen weitere Randbedingungsdaten wie die Gewässertemperatur ange-
bunden werden. Nicht zuletzt könnte die Aussagekraft des vorgestellten Fallbeispiels dadurch 
erhöht werden, indem die Verteilung der Niederschlagsquantitäten mittels Regenradar be-
stimmt wird und direkt an die Modellsysteme gekoppelt wird. 
Eine weitere Verbesserung des ganzheitlichen integrieren Modellsystems bezieht sich auf die 
Behandlung georeferenzierter Daten. Hier könnten zum einen die verwendeten Modellsyste-
me mit komplexeren Geometrien, wie Flächenbeschreibung mittels Polygonzüge oder Linien 
für Gerinnestrecken, erweitert werden. Zum anderen bietet das Feld der Interpolation und 
Transformation an den Schnittstellen der Modelle (bzw. Daten-Modellkopplung) viel Platz zur 
Erweiterung und zur Forschung. Auch bietet sich durch die Verwendung georeferenzierter 
Daten eine Anbindung an GIS an, um die in der Einleitung (Kapitel 1.3) beschriebene Praxis-
tauglichkeit zu erreichen. 
Nicht zuletzt steht mit dem entwickelten ganzheitlichen integrierten Modellsystem ein Werk-
zeug zur Verfügung, um neue Anwendungsgebiete für die integrierte Modellierung zu er-
schließen. So ist z. B. eine Umsetzung eines Echtzeitkontrollsystems in der integrierten Model-
lierung möglich, bei dem direkt auf die Daten der Messstellenlogger über den Standard 
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9 Anhang 
„Das Prinzip aller Dinge ist das Wasser, 
denn Wasser ist alles und ins Wasser kehrt alles zurück.“ 
(Thales von Milet) 
 
9.1 Anpassungen der generic engine interface (GEI) 
Folgende Dateien wurden für die Erweiterung um Niederschlagsinformationen in GEI erwei-
tert: 
phyvgl.cfg.dat (siehe Abbildung 9.1) 
phydef.cfg.si.dat (siehe Abbildung 9.2) 
phydef.cfg.rest.dat (siehe Abbildung 9.3) 
phydef.cfg.de.dat (analgog zu phydef.cfg.si.dat) 
phydef.cfg.en.dat (analgog zu phydef.cfg.si.dat) 
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Abbildung 9.1 Angepasste Konfigurationsdatei von GEI – Entitäten (phyvgl.cfg.dat ) 
 
# SCCS-IDs : @(#) 10/22/09 1.38 phyvgl.cfg.dat 
# phyvgl.cfg.dat ----------------------------------------------------------- 
# -------------------------------------------------------------------------- 
# Konfigurationsdatei fuer automatische Differenzen-Ermittlung ------------- 
#  
# Hinweis: je umzuwandelnder phys. Groesse sin 2 Datenzeilen anzugeben 
#          Zeile 1: Relationen zwischen Ein- und Ausgangsgroesse 








# Angaben zu synoptischen Groessen ----------------------------------------- 
# -------------------------------------------------------------------------- 
# ----------- 1 -- 2 -- 3 -- 4 -- 5 -- 6 -- 7 -- 8 -- 9 --10 --------------- 
# --AB---BC---CD---DE---EF---FG---GH---HI---IJ---JK---KL---L <KOMMENTAR ---> 
    1    0                                                   spez. Durchfl. 
           NONE 
    2    1 1436                                              Stroemung 
           DIFB 
    3    2  110  918                                         Wasserstand 
           DIFF DIFS 
    4    0                                                   Stroemungs-Ri. 
           NONE 
    5    1 1442                                              Salzgehalt 
           DIFF 
    6    0                                                   Temperatur 
           NONE 
    7    1 1469                                              Schwebstoffgehalt 
           DIFF 
   10    1  951                                              Druck 
           DIF1 
   11    0                                                   Luftdruck 
           NONE 
   16    0                                                   GesamtWasserTiefe 
           NONE 
   17    0                                                   Topographie 
           NONE 
  109    0                                                   skal. Windgeschw. 
           NONE 
  111    0                                                   skal. Windricht. 
           NONE 
  113    0                                                   Dichte 
           NONE 
 1641    0                                                   Niederschlag 
           NONE 
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#     ---------------------------------------------------------------- 
#     Konfigurationsdatei fuer physikalische Groessen (Rest) 
#     in dieser Datei werden die frueher in den Unterprogrammen 
#     phydef3 bis phydef9 definierten Groessen zusammengefasst 
# 
#     SCCS-IDs : @(#) 04/19/10 2.79 phydef.cfg.rest.dat 








1641    1    1   16 Niedersch    0  1.0000000        1        22     15951 F  1    -1 
ENDDATA 
C <<< Konfigurationsdatei fuer Einheiten und deren Bezug zum SI-System >>> 
C 
C     In dieser Datei muss immer dann ein neuer Eintrag durchgefuehrt 
C     werden, sobald in den Dateien phydef.cfg.de|en.dat eine neue, 
C     bislang noch nicht benutzte Einheit erstmals eingefuehrt wird. 
C                                                                                
C     ----------------------------------------------------------------           
C     Konfigurationsdatei fuer physikalische Groessen und Einheiten                     
C     Deutsche Version                                                                    
C     SCCS-IDs : @version 1.3 vom 03/02/10, Quellcode: phydef.cfg.si.dat 
C     - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
C     2006-12-11 : G. Lang : Erstversion 
C     ----------------------------------------------------------------           
 
(…) 
C Lfd Code- DimDE----- Beschreibung (deutsch)-------------------------------------- 
DimEN----- Beschreibung (englisch)---- 
(…) 
  103   103 mm/min     Millimeter pro Minute           
mm/min     millimeter per minute       
(…)                                   
ENDDATA 
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9.2 Mittlere Windgeschwindigkeiten nach Deutschem Wetterdienst 
 
Abbildung 9.4 Mittlere Windgeschwindigkeiten in 80 m Höhe (Karte vom Deutschem Wetter-
dienst) 
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