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Abstract
Causal Dynamical Triangulations provide a non-perturbative regulariza-
tion of a theory of quantum gravity. We describe how this approach connects
with the asymptotic safety program and Horˇava-Lifshitz gravity theory, and
present the most recent results from computer simulations.
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1 Introduction
We do not know if there exists a theory of quantum gravity and precisely
how we should think about quantizing geometry. The amazing successes
of quantum mechanics and quantum field theory have been obtained in the
rigid background of flat spacetime. Can we extend the realm of quantization
to include the geometry of spacetime itself in a consistent way? Even if
the answer is affirmative (as will be argued shortly), we are still faced with
the problem that starting out with general relativity (GR) and expanding
around a fixed classical background geometry, the gravitational fluctuations
are non-renormalizable in a conventional field-theoretical sense.
How should we deal with the non-renormalizable aspects? The logic be-
hind string theory is in a sense in line with how non-renormalizable theories
have been handled until now. Two examples in point are the four-fermion
model of the weak interactions and the non-linear sigma model of pion inter-
actions. In both cases new degrees of freedom were introduced, which made
the more fundamental, underlying field theories renormalizable. The appar-
ent non-renormalizability of the models was due to our incomplete under-
standing of the underlying short-distance physics. String theory introduces
an infinite number of new field degrees of freedom in order to tame the UV
divergences of the gravitational field. This solution to the UV problem has a
certain elegance, since it can be described as moving from zero-dimensional
point particles to one-dimensional strings in an (almost) unique way, dictated
by relativistic invariance. When the string is expanded into modes, one is
led to an infinite set of fields. However, despite the presence of an enormous
number of degrees of freedom string theory has had difficulties reproducing
anything like the universe we observe. Loop quantum gravity and its ramifi-
cations constitute other attempts to define a theory of quantum gravity [1].
In loop quantum gravity one insists that holonomies are quantum objects
which are finite. This leads to a somewhat non-standard quantization with
non-separable Hilbert spaces, and it is in general difficult to show that one
obtains a h¯→ 0 limit which can be identified with classical GR.
The asymptotic safety program [2] tries to address the problem of non-
renormalizability in a more mundane way, using only ordinary quantum field
theory. It appeals to the Wilsonian concept of renormalizability, where the
UV or IR behaviour of a quantum field theory are linked to the existence
of fixed points of the renormalization group. Accordingly, in this framework
one conjectures that the behaviour of quantum gravity at high energies is
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governed by a non-Gaussian fixed point in the UV, which has properties
similar to the Gaussian UV fixed point known from renormalizable quantum
field theories. In a renormalizable theory with a Gaussian UV fixed point,
sufficiently close to it there are only a finite number of independent operators
that take us away from the fixed point when we integrate out high-frequency
modes. Furthermore, the coupling constants associated with these operators
scale to zero at the fixed point. For a Gaussian UV fixed point in flat space-
time we can (except for possible complications with gauge invariance etc.)
obtain the possible operators by power counting. The associated coupling
constants are in principle the only ones that need fine-tuning in order to reach
the fixed point. One can use perturbation theory to check this picture when
one is close to the Gaussian fixed point. Asymptotic safety assumes that
a similar scenario is valid for a putative non-Gaussian fixed point, the only
problem being that we currently have no examples of such non-Gaussian UV
fixed points in four-dimensional conventional quantum field theory. Since the
fixed point in question is non-Gaussian, we do not have perturbation theory
available to investigate it. It is nevertheless a logical possibility that such
a fixed point exists precisely in the case of quantum gravity. Over the last
20 years investigations using improved renormalization group techniques[3],
as well as 2+ε dimension expansions[4] have produced some evidence for the
existence of such a UV fixed point for quantum gravity.
Finally, a simple way to address the non-renormalizability issue using
only conventional quantum field theory has more recently been suggested
by Horˇava and since been dubbed Horˇava-Lifshitz gravity[5]. It emphasizes
unitarity and the requirement that the theory should be renormalizable. It
achieves this by insisting on at most second-order time derivatives in the
action but allowing for higher-order spatial derivatives. The price one pays
is that the theory violates Lorentz invariance at short distances where the
higher-derivative terms are important, the hope being that – in agreement
with observations – the Lorentz invariance is approximately restored at large
distances.
Causal dynamical triangulations (CDT) is a lattice regularization of quan-
tum gravity[6, 7]. It provides us with a non-perturbative definition of the
path integral of quantum gravity, where the length of the lattice links a acts
as a UV cut-off. Formally, the continuum limit is obtained when a→ 0. As a
lattice theory it fits naturally into a Wilsonian framework and can therefore
be thought of as an independent way of investigating the asymptotic safety
scenario; one has a phase diagram in terms of the bare coupling constants and
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looks for second-order phase transition points which can serve as the non-
Gaussian UV fixed points of asymptotic safety. Having identified such fixed
points one can study the renormalization group flow close to them. At the
same time, CDT is well suited to serve as a regularization of Horˇava-Lifshitz
(HL) gravity models, since both in CDT and HL gravity one integrates in
the path integral over geometries which have a preferred time foliation. As
will be discussed below, the CDT phase diagram also has many similarities
with a Lifshitz phase diagram.
Before entering the detailed discussion of CDT results, let us discuss three
key issues:
(1) Does it make sense to talk about a quantum theory of gravity, which
includes fluctuating geometries, when conventional quantization is al-
ways performed with reference to a fixed geometry?
(2) Does it make sense to consider a lattice regularization of a diffeomorphism-
invariant theory?
(3) Does it make sense to talk about aWilsonian framework in a diffeomorphism-
invariant theory, where one has not even defined what is meant by a
(diffeomorphism-invariant) correlation length?
As it happens, all of the above questions can be answered affirmatively with-
out addressing the more difficult question of whether there exists a quantum
gravity theory in four-dimensional spacetime. In two dimensions, gravity
becomes a very simple theory, since the integral of the scalar curvature is
topological. Thus there is no dynamical action. Nevertheless the theory
has a non-trivial partition function, and produces non-trivial amplitudes for
universes with one boundary geometry “propagating” into another bound-
ary geometry and for matter fields living on such fluctuating geometries. Of
course, this theory has no propagating local gravitational degrees of freedom.
However, the conceptual questions mentioned above do not really refer to the
propagation of gravitational degrees of freedom, but to the fact that we are
dealing with fluctuating geometry, in a setting where we only want to ask
diffeomorphism-invariant questions. Viewed in this perspective, one could
even say that the two-dimensional theory provides us with the ultimate test,
since there hardly is any classical action (only the cosmological term). If we
think about the quantum theory using the path integral as a sum over space-
time histories, we are dealing with a situation that is “maximally quantum”,
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in the sense that each configuration in the path integral has the same weight.
This corresponds formally to the limit h¯ → ∞, i.e. the ultimate quantum
limit.
So-called 2d Liouville quantum gravity can be solved analytically, both
using canonical quantization and the path integral. It is the quantum theory
of fluctuating two-dimensional geometries with fixed topology, and therefore
answers (1) above. The same theory can be regularized using lattices, using
the formalism called “dynamical triangulations” (DT). In it one performs
the path integral in the Euclidean sector by using equilateral triangles as
building blocks, and gluing them together in all possible ways compatible
with the given topology. In this way the path integral becomes the sum
over a class of piecewise linear geometries, whose geometry is determined
entirely by the way the building blocks are glued together, justifying the
name “dynamical triangulations”. The link length a of the building blocks
acts as a UV cut-off. Somewhat surprisingly, one can solve this lattice theory
analytically and in the limit a→ 0 recover the continuum quantum Liouville
results. In other words, there exists a lattice regularization where one sums
over spacetime geometries (as opposed to spacetime metrics), no gauge-fixing
is needed (and therefore no issue of diffeomorphism-invariance arises), and
the a→ 0 limit leads to a diffeomorphism-invariant theory, namely, quantum
Liouville theory.
The lattice theory also fits beautifully into a Wilsonian framework, thereby
answering question (3) above. To start with, it has universality in the sense
that we are not restricted to using equilateral triangles as building blocks.
Using instead almost any ensemble of polygons with side-length a, and gluing
them together with almost any positive weights, the continuum limit a→ 0
will still be the same. By adding suitable higher-curvature action terms to
this theory of planar graphs one again obtains the same continuum limit,
demonstrating a Wilsonian universality with respect to both regularization
and the choice of action.
Finally, is it possible to define the concept of diffeomorphism-invariant
correlators depending on a diffeomorphism-invariant correlation length? In
two dimensions, where we have no propagating gravitational field degrees of
freedom, one has to add matter fields to the fluctuating geometries to answer
this question. This can be done, and the answer is again in the affirmative [8].
To be more explicit, let us consider a matter field φ(x), whose dynamics is
governed by some diffeomorphism-invariant action. Clearly it makes no sense
to consider the correlation between two local fields φ(x) and φ(y), since x
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and y are just coordinates. In addition, since the geometry of spacetime
is fluctuating, the geodesic distance between x and y will depend on the
geometry, and we are summing over these geometries. How do we then
define a meaningful diffeomorphism-invariant correlation between fields? In
flat d-dimensional spacetime, let us rewrite the correlator of the scalar field
φ(x) in the form
〈φφ(R)〉V ≡
1
V
1
s(R)
∫
Dφ e−S[φ]
∫
ddx
∫
ddy φ(x)φ(y) δ(R−|x− y|). (1)
As indicated, this expression depends on a chosen distance R, but no longer
on specific points x and y, which instead are integrated over. The integrand
can be read “from right to left” as first averaging over all points y at a
distance R from some fixed point x, normalized by the volume s(R) of the
spherical shell of radius R, and then averaging over all points x, normalized
by the total volume V of spacetime. We assume translational and rota-
tional invariance of the theory and that V is so large that we can ignore any
boundary effects related to a finite volume. This definition of a correlator is
of course non-local, but unlike the underlying locally defined correlator has
a straightforward diffeomorphism-invariant generalization to the case where
gravity is dynamical, namely,
〈φφ(R)〉V ≡
1
V
∫
D[g]
∫
D[g]φ e
−S[g,φ] δ
(
V −
∫
ddx
√
det g
)
×
∫
ddx
∫
ddy
√
det g(x)
√
det g(y)
s[g](y, R)
φ(x)φ(y) δ(R−D[g](x, y)),(2)
which now includes a functional integration over geometries. The geometry
corresponding to a metric gij is denoted by [g] and the dependence of the
action, measures, distances and volumes refers to the specific geometry [g],
which is finally integrated over, but with R and V kept fixed. It can be
shown that this definition allows us to think about correlators in the standard
way. Most importantly in this context is the fact that the Wilsonian concept
of a divergent correlation length when approaching a second-order phase
transition – key to the universality of the continuum limit – is still true when
integrating over fluctuating geometries[8].
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Figure 1: A triangulation in CDT consists of four-dimensional triangulated
layers assembled from (4,1)- and (3,2)-simplices, interpolating between adja-
cent integer constant-time slices (left), which in turn are triangulations of S3
in terms of equilateral tetrahedra. Each purely spatial tetrahedron at time t
forms the interface between two (4,1)-simplices, one in the interval [t− 1, 1],
and the other in [t, t+1], as illustrated on the right. Although a (3,2)-simplex
shares none of the five tetrahedra on its surface with a constant-time slice
(the tetrahedra are all Lorentzian), it is nevertheless needed in addition to
the (4,1)-building block to obtain simplicial manifolds with a well-defined
causal structure.
2 Causal Dynamical Triangulations
The CDT lattice regularization differs in a crucial way from the DT lattice
regularization discussed in the Introduction. While it uses the same action
(the discretized Einstein-Hilbert action, in the form of the so-called Regge
action[9]) as DT, it uses only triangulated manifolds with the topology of a
direct product [0, 1]× 3Σ, and subject to a preferred proper-time foliation in
the time direction. The motivation for this is twofold. While DT is inherently
Euclidean in its set-up, CDT is an attempt to define the regularized path
integral in spacetimes with Lorentzian signature. Following earlier ideas[10]
we insist on including in the path integral only locally causal geometries,
whose light cone structure is everywhere non-degenerate. CDT is an attempt
to implement such a path integral, defined as a lattice regularization, much in
the same way as was done using DT. (We refer the reader to a comprehensive
recent review [11] for details.) Like the DT geometries, the CDT geometries
are piecewise linear geometries constructed by gluing together a few standard
building blocks, but such that they respect the proper-time foliation. In this
7
construction we have space-like lattice links, to which we assign a length
ds2 = a2s = a
2, and time-like lattice links, to which we assign a proper-time
length ds2 = a2t = −αa
2, where a and as are positive. This is illustrated in
Fig. 1 in the case of four-dimensional spacetime, where four standard building
blocks are needed, the so-called (4,1)- and (3,2)-building blocks shown in
the figure and time-reversed (1,4)- and (2,3)-building blocks, the numbers
referring to the number of vertices of the four-dimensional simplex at spatial
slice t and spatial slice t+1. The spatial slice at any t is assumed to have the
topology 3Σ = S3 (we assume that space is compact, and have chosen the
simplest topology), and is triangulated in terms of equilateral tetrahedra of
link length as. At discrete times t and t+ 1 we thus have two purely spatial
triangulations of S3. Fig. 1 illustrates how to fill in the four-dimensional
“slab” between the two S3-triangulations with four-simplices, preserving the
topology [0, 1]× S3. In the path integral we will sum over all triangulations
of the three-sphere at t, all triangulations of the three-sphere at t + 1, etc.,
and over all four-dimensional triangulations of the slabs compatible with
the given choices of the spherical triangulations at t, t + 1, . . . . For each
spacetime geometry thus obtained we can perform a rotation to Euclidean
signature by rotating α from positive to negative values in the lower-half
complex plane. The corresponding Regge action also rotates in the way
expected for a rotation from Lorentzian to Euclidean signature, that is,
iSL(α) = −SE(−α). (3)
The constraint of local causality is not a topological constraint, and after
rotation to Euclidean signature leads to a summation over a restricted class
of Euclidean geometries. The corresponding theory is therefore potentially
different from “Euclidean quantum gravity” a` la Hawking. This brings us
to the second motivation for replacing the DT with the CDT regularization
in spacetime dimensions d larger than two. If one restricts oneself to the
Euclidean Einstein-Hilbert action in Regge form, the DT lattice theory has
no continuum limit. Studying the theory with Monte Carlo simulations,
one finds a phase transition as a function of the bare gravitational coupling
constant, but it is of first order. Such a first-order transition cannot be used to
define a continuum quantum field theory. As discussed in the Introduction,
we need a second-order transition to which we can associate a divergent
correlation length. The situation will be different when we use the CDT
regularization.
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3 CDT phase structure
We will discuss here the four-dimensional CDT theory. We rotate it to Eu-
clidean signature as described above. Because the four-dimensional theory
cannot be solved analytically, we need to rotate it to Euclidean signature to
be able to study it by Monte Carlo simulations.
Let us first write down the regularized Euclidean Einstein-Hilbert ac-
tion for a CDT configuration. As mentioned earlier, we use the so-called
Regge action, which can be used for any piecewise linear geometry. For
a d-dimensional triangulation the curvature will be located at the (d − 2)-
dimensional subsimplices, which implies that in four dimensions the curva-
ture is concentrated at the two-dimensional subsimplices (the triangles). In
the case of CDT the Regge action becomes exceedingly simple, because we
are using fixed building blocks to construct the geometries. The curvature
depends only on how we glue these building blocks together. After using var-
ious identities relating the number of subsimplices and the order of vertices,
links and triangles, the action will only depend on the total number N0 of
vertices, the total numbers N
(4,1)
4 and N
(3,2)
4 of (4,1)- and (3,2)-simplices and
the parameter α,
SE [−α;T ] = −(κ0 + 6∆)N0(T ) + κ4
(
N
(3,2)
4 (T ) +N
(4,1)
4 (T )
)
(4)
+∆
(
N
(3,2)
4 (T ) + 2N
(4,1)
4 (T )
)
,
where the asymmetry parameter ∆ is a function of α such that ∆(α=1) = 0.
In this formula κ0 ∝ 1/G0, the bare inverse gravitational coupling constant,
while κ4 can be more or less identified with Λ0/G0, Λ0 being the bare cos-
mological coupling constant. The CDT partition function is given by
Z(κ0, κ4,∆) =
∑
T
e−SE [T ], (5)
where one sums over four-dimensional CDT triangulations of the kind de-
scribed in the previous Section. We should point out that formula (5) con-
tains a small subtlety. In the first place, one would not consider ∆ as a cou-
pling constant. It was merely chosen to parametrize the asymmetry between
the links in spatial and temporal directions, but the classical Einstein-Hilbert
action was adjusted precisely to take this into account. However, it turns out
that in the region of bare coupling-constant space where we observe a poten-
tially interesting phase structure, the entropy of configurations with the same
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action is as important as the action itself1. Although the entropy is indepen-
dent of ∆, the real quantum effective action becomes in this way a function
of ∆. In the classical limit the contribution of the (bare) action will always
be much more important than the entropy term, simply because the action is
multiplied by 1/h¯, while this is not the case for the entropy term. However,
the interesting Planckian physics we observe is of course not in this semi-
classical limit. It follows that we have a theory depending on three coupling
constants, κ0, κ4 and ∆. For technical convenience, we keep the four-volume
fixed during the Monte Carlo simulations, which effectively removes κ4 as a
coupling constant. We are thus left with two coupling constants, κ0 and ∆.
The numerical set-up is as follows: we choose a four-volume (the dis-
crete number of four-simplices) and a large proper-time extent t (the discrete
number of lattice time steps), and perform the Monte Carlo simulations for
a given choice of κ0 and ∆. We can measure the three-volume distribution
as a function of proper time t′ between 0 and t, and deduce from the mea-
surements that there are three qualitatively different types of three-volume
profiles N3(t
′), depending on the choice of κ0 and ∆. Here N3(t
′) denotes
the number of tetrahedra forming a triangulation of the spatial slice at time
t′. The different profiles correspond to different phases, which we have de-
noted by A, B and C [12]. The corresponding phase diagram is shown in
Fig. 2 (we refer to elsewhere[13] for details). In phase B we observe a col-
lapse of the four-dimensional universe to a three-dimension one, in the sense
that all of the three-volume N3(t
′), t′ ∈ [0, t], is located at a single time.
The situation in phase A is completely opposite. The three-volume N3(t
′) is
spread out over the whole time interval [0, t], and the magnitude of N3(t
′)
is close to being a random variable, with little correlation with the neigh-
bouring three-volumes N3(t
′ + 1) and N3(t
′ − 1) (at least, the correlation is
rather short-ranged). Finally, in phase C the situation is again very different.
There is no collapse of three-volume around a single spatial slice. Instead,
the three-volumes N3(t
′) at adjacent times are highly correlated, resulting in
a genuinely four-dimensional universe. The universe has a definite extension
in the time direction, independent of the choice of t, as long as t is suffi-
ciently large compared to the given choice of N4. Along the remainder of the
t-axis one finds only vanishing three-volume (to be precise, one finds three-
volumes which are close to the minimal cut-off size of 5 tetrahedra, since we
do not allow the computer algorithm to shrink the three-volume to strictly
1By entropy we here simply mean the relation S = ln(number of configurations).
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Figure 2: The phase diagram of four-dimensional CDT.
zero). The actual time extension of the universe depends on the chosen N4
and scales proportional to N
1/4
4 as one would na¨ıvely expect. Similarly, the
non-zero three-volumes N3(t
′) scale proportional to N
3/4
4 . This is the rea-
son why we claim that the universe is four-dimensional[12]. At first sight it
may seem a triviality that the universe should scale in this fashion, but it is
in fact highly non-trivial. Although the elementary building blocks are four-
dimensional, nothing tells us that they will line up to form a four-dimensional
object with approximately N
1/4
4 building blocks in each direction. Since ab-
solutely no “background” geometry has been put in by hand to ensure the
four-dimensionality of the resulting “quantum spacetime”, this will in gen-
eral not happen at any scale, as exemplified by the situation in phases A and
B. Furthermore, as we have already noted and as will be discussed later, in
phase C we are far from any choice of the bare coupling constants where the
classical action dominates.
We thus have identified three phases with very different geometric large-
scale characteristics. Associated with these phases are phase transition lines,
as shown in Fig. 2. We have investigated the order of these transitions,
with the result that the transition A-C is first order, while the transition
B-C is second order[14]. (We are currently not particularly interested in the
transition A-B, since geometry in neither phase A nor B seems relevant as a
11
Figure 3: A typical three-volume profile (and the average profile) for some
choice of coupling constants in phase C.
model for a four-dimensional universe.)
Following the Wilsonian logic on how to take the continuum limit, our
main interest will be focused on the B-C phase transition line. Can it be
used to define a UV limit of quantum gravity? Before addressing this point,
we will take a closer look at the situation in phase C, where we seemingly
observe four-dimensional universes.
4 The physics of phase C
A typical three-volume profile in phase C is shown in Fig. 3. Fig. 4 highlights
the average value of the profile and the size of typical fluctuations. The data
are collected for fixed values of the coupling constants and fixed N4. For the
average profile there is a perfect scaling ∝ N
3/4
4 of the height and ∝ N
1/4
4
of the width of the profile. However, the fluctuations of the height of the
profile scale like N
1/2
4 . This means that for fixed values of the bare coupling
constants, taking N4 → ∞, the relative fluctuations will go to zero and we
will have a well-defined limit. For fixed values of the bare coupling constants,
the average profile can be fitted perfectly to the formula
〈N3(i)〉 ∝ N
3/4
4 cos
3
(
i
s0N
1/4
4
)
, (6)
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Figure 4: The average three-volume profile and the fluctuations for N4 =
360.000, at κ0 = 2.2 and ∆ = 0.6.
where i denotes (integer) lattice time, N4 the total number of four-simplices
2
and N3(i) the number of tetrahedra at time i [15], and s0 is a constant which
will depend on the choice of bare coupling constants (the formula is of course
not valid in the “stalk”, where N3(i) ≈ 5.).
Can the functional form of the expectation value found in (6) be obtained
directly from an action principle? The answer is yes [16]. The minisuperspace
approach to quantum gravity by Hartle and Hawking[17], which only involves
the scale factor of the universe (equivalently, the three-volume) reduces the
Einstein-Hilbert action to the “effective” action
S
eff = −
1
24piG
∫
dt

 V˙32(t)
V3(t)
+ k2V
1/3
3 (t)− λV3(t)

 , (7)
where t denotes proper time, k2 is a numerical constant and λ is a Lagrange
multiplier (not a cosmological constant), because the total four-volume V4
is kept fixed in the simulations. The classical solution of the equations of
motion corresponding to Seff is precisely the cos
3(t/V
1/4
4 ) referred to in eq.
(6).
2For fixed values of the coupling constants, we can use for N4 either the total number of
four-simplices or the total number (4, 1)-simplices, say. The numbers will be proportional,
the constant of proportionality changing somewhat with the coupling constants κ0 and ∆.
13
From the computer simulations and the measurements of 〈N3(i)〉 and
〈N3(i)N3(j)〉 it is possible to reconstruct the effective discretized action lead-
ing to (6). It has the form[15]
Sdiscr = k1
∑
i
(
(N3(i+ 1)−N3(i))
2
N3(i)
+ k˜2N
1/3
3 (i)− λ˜N3(i)
)
. (8)
This is precisely the discretized version of (7), except for an overall sign.
This overall sign does not affect the equations of motion derived from the
actions, but it shows that in phase C we are far away from any semiclassical
limit, even if the effective outcome (the average universe) is similar. Since
the effective action (8) comes from combining the discretized, bare Einstein-
Hilbert action and the entropy of configurations, as discussed earlier, it is
clear that entropy plays an important role in phase C.
Finally, from the effective action (8), and comparing to (7), it is natural
to consider k1, which we can actually measure, as the dimensionless coupling
constant
k1 ∝ a
2/G(a), (9)
where we have assumed a scale-dependence of the gravitational coupling con-
stant G, using as scale parameter the lattice cut-off a. In the asymptotic
safety scenario, k1 should run to a constant different from zero when we ap-
proach a non-trivial UV fixed point, while it should go to zero in the IR,
where G(a) → G, the ordinary gravitational coupling constant. We have
measured k1(κ0,∆), and there is a clear indication that it goes to zero when
we keep ∆ fixed and increase κ0, moving in phase C towards phase A. Sim-
ilarly, there is some evidence that k1(κ0,∆) does not go to zero when we
approach the B-C phase transition line moving in phase C, keeping κ0 con-
stant while decreasing ∆. This points to the B-C line being associated with
UV physics. We will now discuss this further by studying lines of constant
physics in phase C.
5 Renormalization group flow
The renormalization group equation in terms of the dimensionless gravita-
tional coupling constant Gˆ(a) ∝ 1/k1(a) reads
G(a) = a2Gˆ(a), a
dGˆ
da
= −β(Gˆ), β(Gˆ) = 2Gˆ− cGˆ2 + . . . . (10)
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The β-function is assumed to have a non-trivial zero (if we ignore the dots,
which signify higher-order contributions, it is at Gˆ∗ = 2/c). Close to the
fixed point we can write
Gˆ(a) = Gˆ∗ −Kac˜, k1(a) = k
∗
1 + K˜a
c˜, (11)
for some K, K˜, where the approach to the fixed point is governed by the
exponent
c˜ = −β ′(Gˆ∗). (12)
In a standard lattice theory one would now relate the lattice spacing near the
fixed point to the bare coupling constants with the help of some correlation
length ξ. As we have already discussed, the concept of a correlation length
makes perfect sense even in a theory of fluctuating geometries (see eq. (2)
for a definition of a diffeomorphism-invariant correlator). Having such a
correlation length available would allow us to define a path of constant physics
when we change the bare coupling constant (denoted by g0), namely, by
insisting that the correlation length ξ(g0), expressed as the number of lattice
spacings times the lattice length a, represents a physical length, which is
constant when we approach the fixed point g∗0 where ξ(g0) diverges. Typically
one has
ξ(g0) =
c
|g0 − g∗0|
ν
, i.e. a(g0) ∝ |g0 − g
∗
0|
ν, (13)
thus determining how we should scale the lattice spacing to zero as a function
of the bare coupling constant g0. However, in four-dimensional quantum
gravity without matter we do not yet have a suitable correlation length at
our disposal which could play this role. In search of an alternative, let us first
consider the equation V4 = N4a
4, which defines the dimensionful continuum
four-volume V4 in terms of the number N4 of four-simplices and the lattice
spacing. If we could consider V4 as fixed, we could replace the a-dependence
of (11) by a N4-dependence, with the advantage that N4 is a parameter we
can straightforwardly control. Re-expressing eq. (11) in terms of N4 yields
k1(N4) = k
∗
1 −K
′N
−c˜/4
4 , (14)
for some K ′. Since we can measure k1, we could determine the flow to the
fixed point.
In order to apply (14), we need to ensure that we can consider V4 as fixed
when we change N4. For each value of coupling constants and each value N4
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one has a three-volume profile like the one shown in Fig. 4. Let us be more
specific and rewrite (6) as
N3(i) =
3
4ω
N˜
3/4
4 cos
3
(
i
ωN˜
1/4
4
)
, (15)
and for the fluctuations
δN3(i) = γN˜
1/2
4 F
(
i
ωN˜
1/4
4
)
, (16)
where N˜4 is the number of four-simplices of type (4,1) (and by construction
the total number of tetrahedra contained in the spatial slices), and where
F (t) is a function we have measured[15]. N˜4 is on average proportional to
the total number of four-simplices, the constant of proportionality depending
somewhat on the choice of bare coupling constants, as already noted. γ and
ω depend on the bare coupling constants κ0 and ∆. We can now write
δN3(i)
N3(i)
=
4γω
3N˜
1/4
4

 F (i/(ωN˜1/44 ))
cos3(i/(ωN˜
1/4
4 ))

 . (17)
Well away from the phase transition boundaries, our measurements show
that ω and γ are independent of N˜4, when N˜4 is not too small. Thus, increas-
ing N˜4 while staying at a specific point (κ0,∆) in phase C does not correspond
to keeping V4 fixed, because during this process the size of the quantum fluc-
tuations in the three-volume decreases relative to the expectation value of
the three-volume according to
δN3
N3
∝
1
N˜
1/4
4
. (18)
It is a reasonable requirement for a continuum limit that the ratio (17)
be independent of N˜4 for fixed i/(ωN˜
1/4
4 ). Thus, if we start at a given N˜
(0)
4 ,
using coupling constants κ0(0) and ∆(0), and change N˜4, we have to change
κ0 and ∆ such that
γ(κ0,∆)ω(κ0,∆) = γ(κ0(0),∆(0))ω(κ0(0),∆(0))
N˜
1/4
4
(N˜
(0)
4 )
1/4
(19)
holds. We can measure ω(κ0,∆) and γ(κ0,∆) in phase C, and have done
so, but eq. (19) is not sufficient to determine a curve (κ0(N˜4),∆(N˜4). We
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need another condition. It is tempting to choose as a second condition that
ω(κ0,∆) stay constant along a curve of constant V4. This requirement implies
according to (15) that all three-volume profiles along the curve can be scaled
to coincide by identical scaling in “time” and “space” directions, something
which is compatible with our intuitive understanding of what it means to have
constant V4. The requirement that ω(κ0,∆) = ω(κ0(0),∆(0)) determines a
curve starting at (κ0(0),∆(0)). Moving along this curve, eq. (19) determines
the relationship between γ and N˜4 according to
γ(κ0(N˜4),∆(N˜4)) = γ(κ0(0),∆(0))
N˜
1/4
4
(N˜
(0)
4 )
1/4
, (20)
provided it can be satisfied.
In Fig. (5) we show the lines of constant ω as functions of κ0 and ∆,
superimposed on a contour plot of γ(κ0,∆). If we start out some distance
from the B-C phase boundary, the plot indicates that it is impossible to
flow to the B-C transition line along lines of constant ω with increasing N˜4.
However, the situation changes as we move closer to the B-C phase transition
line. The lines of constant ω now seem to be directed towards the triple point.
In addition, the increase of γ is maximal when we move in the same direction
towards the triple point. Thus there is the tantalizing possibility that we can
have paths of constant physics leading to the triple point, with (20) satisfied
when moving along the path.
While the condition ω = const. may seem a reasonable requirement to
impose for constant V4, we are not forced to adopt it. One can even argue
that one should not use it. The reason is that ω changes as a function of
the bare coupling constants κ0 and ∆. Its main dependence is on ∆, and ω
goes to zero when we approach the B-C phase transition line by decreasing
∆ (within measuring accuracy). We thus have two options: if we regard the
change in ω as reflecting a change in our universe, the universe contracts in
the time direction when we approach the B-C line. In order to obtain a finite
continuum time extent at the transition line one may therefore have to scale
time and space with different powers of the cut-off a when approaching the
B-C line. This leads naturally to a Horˇava-Lifshitz scenario, which we will
discuss in the next Section.
Alternatively, one could adopt the viewpoint that all universes of the form
(15) can be identified if we are allowed to rescale time relative to space by
some constant that depends on the bare coupling constants. Such a freedom
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Figure 5: The flow diagram in phase C. The flow lines correspond to constant
ω in eq. (15) (black lines). The contour plot refers to the change of γ (γ
increases going from the blue to the red region).
implies that we are not taking literally the microscopic identification of proper
time as the number of lattice steps in the “time” direction times at, the lattice
spacing in the time direction, but only claim that it is proportional to the
“real” proper time. Thus we are not forced to take a path of constant ω
to consider V4 constant. However, as mentioned above, it leaves us short of
one condition if we want to determine a path in the coupling constant space
corresponding to what we call constant V4.
6 Relation to Horˇava-Lifshitz gravity
As we have described above, CDT provides a non-perturbative lattice regu-
larization for a quantum theory of geometries, characterized by the presence
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of a preferred time foliation3. In the Euclidean sector one can prove that the
lattice theory has a transfer matrix which is reflection-positive[7]. One would
therefore expect that a continuum theory obtained from the lattice theory
will have a unitary time evolution.
The features just mentioned resemble those imposed in Horˇava-Lifshitz
gravity [5]. This suggests that CDT can provide a lattice regularization of
quantum Horˇava-Lifshitz gravity. Indeed, in the simplest case of two space-
time dimensions, one can prove that CDT coincides with so-called quantum
projectable HL gravity [19] with at most quadratic derivative terms. Of
course, the situation in two dimensions is rather special. Although 1+1
dimensional CDT has a preferred time foliation, it is related to standard
two-dimensional Euclidean quantum gravity (Liouville quantum gravity) in
a simple way [6, 20]. CDT is the “effective” theory obtained from Liouville
quantum gravity by integrating out all Liouville quantum gravity “baby uni-
verses”. As a consequence, the amplitudes of the two theories are related by
a simple (non-analytic) mapping between their respective coupling constants.
In higher dimensions, Horˇava’s idea was to introduce higher-derivative
terms in the spatial directions to render the theory renormalizable, while
having only second-order time derivatives to ensure unitarity. Unlike HL
gravity, CDT does not introduce explicit higher-order derivative terms in
the spatial directions. However, as already mentioned, since entropic terms
are important, it may be that such higher-derivative terms are present in
the effective CDT action. It is conceivable that for some choices of bare
coupling constants CDT provides us with a regularization of quantum general
relativity, while for others it is a regularization of quantum HL gravity.
The CDT phase diagram presented in Fig. 2 has a striking similarity to
a Lifshitz phase diagram, as noticed already elsewhere[13, 21]. Even the
characteristics of the phases A, B and C can be described in a language
similar to the one used for a magnetic Lifshitz system (details can be found
in earlier work [13]).
When we move towards the second-order phase transition line B-C, we
observe a contraction of the quantum universe in the time direction. This is
in agreement with the fact that we have a second-order transition and that
the universe in phase B collapses to a single time slice. It indicates that in
order to obtain a genuine continuum limit when approaching the B-C line,
3Note that recent work [18] indicates that the strict time foliation may be relaxed, if
at the same time local causality is maintained.
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one may have to scale time and space differently, a characteristic feature of
HL gravity too. Various possible isotropic and anisotropic relations between
space and time have been discussed [13].
Can the average quantum universe we observe on the computer be un-
derstood as a HL universe rather than a universe coming from the effective
GR minisuperspace action (7)? In the context of HL gravity, one can also
derive a minisuperspace action[22], namely,
Smini =
2pi2
16piG
∫
dt a(t)3
(
3(1− 3λ)
a˙2
a2
− γ
6
a2
+ 2Λ + V˜ (a)
)
, (21)
where we have used the scale factor a(t) instead of V (t) ∝ a(t)3. The pa-
rameters λ and γ are equal to 1 in the case of ordinary general relativity, but
can be different from 1 in HL gravity, and define the IR limit of HL gravity.
The potential V˜ (a) contains inverse powers of the scale factor a coming from
possible higher-order spatial derivative terms.
Our reconstruction of the effective action from the computer data is com-
patible with the functional form (21) of the minisuperspace action. If we
were able to extract the constant k˜2 in front of the potential term in (8), it
would enable us to fix the ratio (1 − 3λ)/2γ appearing in (21) [15, 23]. At
this stage, the precision of our measurements is insufficient to do so. The
same is true for our attempts to determine V˜ (a) for small values of the scale
factor, which is important for understanding UV quantum corrections to the
potential near a(t) = 0.
7 Summary
CDT was born as an attempt to formulate a non-perturbative path integral
directly in spacetimes with Lorentzian signature. It can be rotated explic-
itly to Euclidean signature, a necessity if one wants to use Monte Carlo
simulations to study the non-perturbatively defined theory of fluctuating ge-
ometries. Like the ADM formalism, the Lorentzian formulation introduces
an asymmetry between space and time. This asymmetry survives after ro-
tation to Euclidean signature, and can potentially make the theory different
from so-called Euclidean quantum gravity. CDT rotated to Euclidean signa-
ture has a positive definite transfer matrix and thus a unitary time evolution
when the theory is rotated back to Lorentzian time. Both the set-up with
a preferred (proper) time and the resulting unitarity are reminiscent of the
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starting point of HL gravity in the continuum. The CDT formalism can be
used as regularization of a quantum HL gravity theory, something which has
already been done successfully in 2+1 dimensions [24]. Our original goal was
to provide a non-perturbative regularization of GR, as a possible realization
(and truly non-perturbative verification) of the asymptotic safety scenario.
For this reason we have never added higher-order spatial derivative terms to
the bare action, as is done in HL gravity, but such terms could in principle
be created by the entropy factor. The phase diagram we observe is quite
similar to a Lifshitz diagram, indicating that an interpretation in terms of
HL gravity may be natural. An appealing possibility is that our approach
includes both scenarios, where the asymptotic safety scenario with full GR
invariance may correspond to a special choice of bare coupling constants,
i.e. a fine-tuning of the relation between the Regge action and the entropy
term in the effective quantum action. Better data and more observables
will be required to discriminate between a “pure gravity” behaviour and an
anisotropic deformation a` la Horˇava-Lifshitz in the deep ultraviolet.
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