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Natural and artificial honeycomb lattices are of great interest because the band structure of these lattices, if
properly constructed, contains a Dirac point. Such lattices occur naturally in the form of graphene and carbon
nanotubes. They have been created in the laboratory in the form of semiconductor 2DEGs, optical lattices, and
photonic crystals. We show that, over a wide energy range, gases (of electrons, atoms, or photons) that propagate
through these lattices are Lorentz gases and the corresponding classical dynamics is chaotic. Thus honeycomb
lattices are also of interest for understanding eigenstate thermalization and the conductor-insulator transition due
to dynamic Anderson localization.
DOI: 10.1103/PhysRevE.93.012204
I. INTRODUCTION
Artificial honeycomb lattices have been realized in a
variety of physical systems and support propagation of a
variety of waves. Honeycomb lattices composed of carbon
atoms, in the form of graphene sheets and carbon nanotubes,
occur naturally and support electron matter wave propagation
[1,2]. Honeycomb lattices that have also been patterned
in two-dimensional semiconductor materials (2DEGs) can
also support electron wave propagation [3,4]. Honeycomb
lattices have been realized in optical lattices and support
the propagation of atomic matter waves [5–8]. In addition,
photonic crystals have been constructed with honeycomb
structure and support interesting effects in electromagnetic
wave propagation [9–11]. One reason for the great interest
in these honeycomb lattices is the unusual band struc-
ture, which if properly constructed, can support a Dirac
point.
As we show below, there is another reason why honeycomb
lattices might be particularly interesting. Over a wide energy
range, gases (composed of electrons, rubidium atoms, or
photons) that traverse the honeycomb lattice can be considered
to be a Lorentz gas, and the dynamics is classically chaotic.
This means that the honeycomb lattice is an ideal system for
studying eigenstate thermalization [12–14] or the effects of
dynamic Anderson localization on the conduction properties
of the lattice [15].
In the sections below, we focus on the dynamics of a
dilute gas of rubidium atoms in a honeycomb optical lattice
because, as we shall show, this system provides an ideal
system for studying the classical-quantum correspondence in
lattice systems and, in particular, the effect of chaos on wave
propagation in lattices [16,17]. In subsequent sections, we
focus only on the unit cell of a honeycomb optical lattice
and study the classical-quantum correspondence in the unit
cell.
As shown in [18], the honeycomb optical lattice can
be formed by an electric field of the form E(x,y,t) =∑3
j=1ε̂jE0cos(kj · r + ψj + ωLt), where ωL = kLc; c is the
speed of light; k1 = 0, k2 =
√
3
2 kLŷ − 12kLx̂, and k3 =√
3
2 kLŷ + 12kLx̂; kL is the wave vector of the radiation; ε̂j is
the polarization of the j th wave; and ψj denotes the phases of
the waves. If we write the electric field in the form E(x,y,t) =
A(x,y)eiωLt + A∗(x,y)e−iωLt , the Hamiltonian describing the
center-of-mass motion of rubidium atoms in this radiation field













where d is the atomic dipole moment,  is the detuning
of the laser frequency from resonance with the atom, and
|A(x,y)|2 is the intensity of the radiation and determines the
potential energy experienced by the rubidium atoms due to
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where ψij = ψi − ψj denotes the relative phases of the waves.
The depth of the potential well V (x,y) is proportional to the
laser intensity and is determined by the angle between the
polarization vectors of the radiation fields. Each polarization
vector ε̂j is perpendicular to the direction of propagation kj
of its radiation field, but ε̂j can be rotated about that axis.
The polarization vectors, in spherical coordinates, can be
written ε̂1 = ẑ, and ε̂j = cos(φj )sin(θj )x̂ + sin(φj )sin(θj )ŷ +
cos(θj )ẑ for j = 2,3, with φ2 = 120◦ and φ3 = 60◦. Then the
coefficients in Eq. (2) can be written α1 = ε̂1 · ε̂2, α2 = ε̂1 · ε̂3,
and α3 = ε̂2 · ε̂3 = cos(θ2)cos(θ3) + 12 sin(θ2)sin(θ3).
Let us now introduce dimensionless variables, x ′, y ′, t ′, H ′,
U ′, E′, where x ′ = kLx, y ′ = kLy, t ′ = ωLt , H = H ′EL, E =




, px = kLp′x ,
and py = kLp′y . If we rewrite the Hamiltonian in terms of x ′,
y ′, t ′, H ′, E′, U ′, then drop the primes and subtract a factor
3U/2, we can write the Hamiltonian in the form
H = p2x + p2y + UV (x,y) = E − 32U, (3)
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and we have made a particular choice of the phases ψ21 =
0, ψ31 = ψ32 = −π to give a convenient orientation of the
lattice unit cell with respect to the coordinate frame. This
Hamiltonian neglects the interactions between the rubidium
atoms, which form a dilute gas, and only accounts for the
atom-radiation interaction. For gas comprised of rubidium
atoms, mRb = 86.909u (the mass of 87Rb). The recoil energy of
rubidium is EL = 2.156×10−30J so ωL = 2.044×104 rad/s.
The Hamiltonian in Eqs. (3) and (4) has an important scale
invariance. Let us change the intensity of the laser radiation so
that the new intensity Ũ is proportional to the old intensity U
with Ũ = βU . For the case β > 1 (β < 1) this will increase
(decrease) the height of the optical lattice potential energy
and change the energy scale of the dynamics. However, let us
now make the following changes in the variables: E = βẼ,
H = βH̃ , px =
√
βp̃x , py =
√
βp̃y , and t = t̃/
√
β. Then the
Hamiltonian in Eq. (3) takes the form
H̃ = p̃2x + p̃2y + UV (x,y) = Ẽ − 32U. (5)
Also, Hamilton’s equations remain unchanged, except they are
expressed in terms of the variables {p̃x,p̃y,x,y,t̃} rather than
{px,py,x,y,t}, and U remains unchanged. This scaling prop-
erty is very important for the quantum-classical correspon-
dence of the system because action variables associated with
periodic orbits scale as
√
β. Since semiclassical quantization
stipulates that action is quantized in units of Planck’s constant
h [21], it means that the number of quantum states that a given
periodic orbit in the classical phase space can support increases
as
√
β. As we scale the laser intensity, the spatial scale and
identity of dynamical structures such as periodic orbits and
Kolmogorov-Arnold-Moser (KAM) islands do not change, but
their energy and the number of quantum states they support
does change. Thus, this is a perfect system for studying the
quantum-classical correspondence for wave motion through
a periodic lattice. In subsequent sections, we will analyze the
dynamics for U = 20, a value attainable in current experiments
[22] and a value for which localized states can exist in the
graphene optical lattice.
When the polarizations of all three waves are parallel,
for example, θ2 = θ3 = 0 so α1 = α2 = α3 = 1, the optical
lattice has a perfect hexagonal structure similar to graphene.
In Fig. 1(a), we show a contour plot of the potential energy
V (x,y) for the case α1 = α2 = α3 = 1. We have indicated the
lattice unit cell of graphene by the dashed lines. The primitive
vectors for the graphene unit cell are a1 = 2πêx + 2π√3 êy and
a2 = 2πêx − 2π√3 êy , and the lattice constant is |a1| = |a2| =
4π√
3
. The unit cell has an area of  = 8π2√
3
.
It is interesting to consider what happens to the lattice when
the laser polarizations are not perfectly aligned. In Fig. 1(b),
we show a contour plot of the lattice potential energy for the
case θ2 = 30◦ and θ3 = 60◦, so that α1 =
√
3
2 , α2 = 12 , and
FIG. 1. (a) Contour plot of the potential energy for U = 20 and
θ1 = θ2 = θ3 = 0◦ (graphenelike honeycomb). (b) Contour plot of





8 . All the maxima, and the five saddle points of the
unit cell, remain in the same position. However, the interior of
the unit cell becomes twisted relative to that of graphene and
the position of the two potential energy minima inside the unit
cell changes.
II. CLASSICAL DYNAMICS
The classical dynamics of the optical lattice gives important
insight into the behavior of the quantum system. The “unit cell”
for the classical dynamics is one-half of the graphene unit cell
described above—for example, the equilateral triangle on the
right half of the graphene unit cell—which we shall call the
half cell. The structure of the classical dynamics repeats itself
in each of these half cells. In subsequent sections we will focus
the classical dynamics in the right half cell. The classical half
cell forms a symmetric equilateral triangle and has potential
energy maxima at each corner of the triangle. It has a saddle at
the center of each boundary line, and it has a potential energy
minimum at its center.
We can determine the location of the dominant fixed points
of the lattice from Hamilton’s equations, which can be written
dpx
dt

























































Fixed points are points for which ṗx = ṗy = ẋ = ẏ = 0.
There are several fixed points of these equations that are
independent of the values of U and αj , as can be seen in
Figs. 1(a) and 1(b). These include the potential energy maxima
and the saddle points. The potential energy maxima occur at
the corners of the half cell (xmx = 2π,ymx = 0) and (xmx =
0,ymx = ± 2π√3 ), and have energy Emx = (α1 + α2 + α3)U +
3U
2 . There are three saddle points associated to the half cell.
The saddle point located at (xsd1 = 0,ysd1 = 0) has energy
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Esd1 = (α1 − α2 − α3)U + 3U2 . The saddle points lo-
cated at (xsd± = π,ysd± = ± π√3 ) have energy Esd± =
(−α1±α2∓α3)U + 3U2 . For graphene (α1 = α2 = α3 = 1), the
saddle points have equal energy Esd1 = Esd± = 10. For other
values of αi , the saddle points, which control the flow of
trajectories through the lattice, have different energy.
There is one potential energy minimum inside the half cell.
For the case of graphene (α1 = α2 = α3 = 1), the fixed point at
the potential energy minimum is located at (xmn = 2π3 ,ymn =
0) and it has energy Emn = 0. For the lattice shown in Fig. 1(b),
the fixed point at the potential energy minimum is located at
(xmn = 2.53,ymn = 0.45) and the potential energy is Emn =
−1.08.
For the graphenelike optical lattice, the classical dynamics
for the energy interval below the saddle point energy (0  E 
10) has a mixed phase space. We can visualize the dynamics
with Poincarè surfaces of section [23]. Each half cell has
three straight lines that are local minima of the potential
energy (minimum potential energy “trenches”). They start at
the saddle points and end at the potential energy minimum at
the center of the half cell. We can use Birkhoff coordinates
to obtain Poincarè surfaces of section (SOSs) along each of
these trenches, and they will be identical due to the symmetry
of the lattice. All SOSs we show here are plots of px versus
x, plotted each time the trajectory crosses the line y = 0 with
positive py . While only the portion of this line 0 < x < 2π/3
is a trench, we can extend the line y = 0 across the full width
of the half cell to a more extended SOS. In Fig. 2. we show
the progression of the dynamics for surfaces of section along
the y = 0 trench in the unit half cell. In Fig. 2(a), we show
the SOS for energy E = 5.338. It is dominated by a KAM
torus. All SOSs in an approximate energy range 0 < E  5.5
have this same large-scale structure and simply grow in size as
the energy increases. Above energy E ≈ 5.5 the chaos begins
to spread, as can be seen in Fig. 2(b), and as we reach the
saddle point energy the phase space is dominated by chaos.
It is interesting to note that these SOSs are invariant under
changes in U due to the scaling property discussed earlier.
Figures 2(a) and 2(b) show the dominant stable and unstable
periodic orbits of the SOS. The corresponding configuration
space orbits are shown in Fig. 3. There are two dominant
period-one stable periodic orbits in Fig. 2(a), located at ( px√
E
=
0,x = 1.55) and ( px√
E
= 0,x = 2.74). These are due to the con-
figuration space periodic orbit in Fig. 3(a) and its time-reversed
twin. This periodic orbit, and its time reversed twin, each un-
dergo a bifurcation at energy E = 9.09 and give rise to the pairs
of small stable islands shown in the middle and on the right side
of Fig. 2(c). The configuration space version of the bifurcated
orbit is shown in Fig. 3(b). There are three unstable period-one
periodic orbits in Fig. 2(a), located at ( px√
E
= ±0.66,x = 1.60)
and ( px√
E
= 0,x = 2.38) coming from the three independent
unstable periodic orbits in Fig. 3(c). If one moves slightly
off of these unstable periodic orbits, the trajectory lies in the
chaotic sea and undergoes a random walk through the phase
space, as shown in Fig. 3(d). This random walk occurs mostly
in the neighborhood of the periodic orbits, but the trajectory
eventually visits the neighborhood of all three periodic orbits.
When the phase space is predominantly integrable, and
large regions of KAM tori exist, we can hope to use
FIG. 2. Surfaces of section of (px,x) for y = 0 and py > 0 below
and at the saddle energy: (a) E = 5.338, (b) E = 7.5, and (c) E =
10.0.
semiclassical quantization to determine the existence of
quantum states in this region. The semiclassical quantization
condition allows us to determine if the potential well below
the saddle can hold a quantum state. To hold a quantum
state, a classical orbit must satisfy the action relationship
J = nh, where J is the action (equal to the area enclosed
by the orbit in phase space), h is Planck’s constant, and n is
an integer. The dominant period-one stable periodic orbits
satisfy this condition at energy E ≈ 5.473. This periodic
orbit, and its time-reversed twin, appear to allow the creation
of a standing-wave bound state of the lattice. (This energy
differs only slightly from the symmetric quantum ground state
shown in Fig. 7 and with E ≈ 5.30.) Above these energies,
the growing regions of chaos, and destruction of action as
a good quantum number, preclude the use of semiclassical
quantization [23].
For energies above the saddle point energy, there is chaotic
flow throughout the lattice. In the half cell, trajectories can
enter and leave the half cell through all three saddle points.
The mixing of the chaotic flow from the three saddle points
can be seen in Fig. 4. The saddle points themselves have
energy E = 10. However, the saddle provides an unstable
period-one orbit in the SOS for energies 10  E < 90, where
012204-3
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FIG. 3. Configuration space plots of key periodic orbits (x axis is horizontal and y axis is vertical). (a) Dominant periodic orbit below the
saddle point energy, E = 5.473. (b) Bifurcated orbit in (a) but at energy E = 10. (c) Three unstable periodic orbits at E = 6.25. (d) Trajectory
in chaotic sea at E = 6.25. (e) Two dominant periodic orbits at high energy, E = 90.
E = 90 is the energy of the potential peak. In Fig. 4(a),
we show the unstable manifold coming off the saddle at
(x = 0,y = 0) and energy E = 12.5. The saddles have a stable
direction, along which the orbits oscillate periodically, and an
unstable direction in which the orbits (roll down the hill) move
away from the saddle point with growing speed. An unstable
manifold at energy E = 12.5 has an oscillatory motion as
it moves away from the fixed point that allows for a clean
SOS. The unstable manifold is area preserving and crosses
and recrosses its own saddle region as it evolves. It appears
to fill the chaotic region of the phase space [see Fig. 4(c)].
In Fig. 4(b) we show the same surface of section but now
include the flow of the stable manifolds that originate from
the saddles at (x = π,± π√
3
). The unstable manifolds from
all three saddle points mix together and flow back and forth
across the saddle at (x = 0,y = 0). If we did SOSs along the
minimum potential energy trenches that start from the saddle
points at (x = π,± π√
3
), we would see identical behavior. This
gives a clear indication of the highly mixing behavior of the
chaotic flow through the optical lattice. Indeed, trajectories in
the chaotic sea undergo a random walk through the optical
lattice, even though the Newtonian dynamics is completely
deterministic.
For energies above the saddle point energy, 10  E  90,
atoms moving though the optical lattice “see” potential barriers
arranged like that of a Lorenz gas. For the energy interval
Esd = 10 to about E ≈ 32, the SOS in the half cell is
dominated by chaos, although small stable islands do appear in
the SOS. For the energy range 32 < E < 55, no stable islands
appear in the SOS, as can be seen from the SOS in Fig. 5(a),
and the dynamics may well be a true K flow, in analogy to
the behavior found in [24]. Above E ≈ 55, three stable fixed
points emerge in the SOSs. At slightly higher energies, three
additional, but much smaller, stable fixed points appear in the
SOS. These six stable fixed points begin to dominate the SOS
at energy Epeak = 90, as can be seen in Fig. 5(b). They are the
result of periodic orbits that exist in the configuration space
at these higher energies. The two configuration space periodic
orbits that give rise to the six dominant stable fixed points in
Fig. 5(b) are shown in Fig. 3(e). As we go higher in energy,
larger regions of chaos appear and then gradually disappear
at very high energies. Indeed, there still is significant chaos
at E = 360. This complex structure of the phase space, for
energies above E = 90, is the result of higher-order resonances
that exist at these high energies.
The potential energy for the honeycomb half cell has
some similarities to several other systems whose dynamics
have been well studied. At low energy, the SOS for the
half cell is similar to that of the Henon-Heiles system [25].
The Henon-Heiles system (developed to study the dynamics
of galaxies) has three symmetrically placed potential energy
hills whose upward slopes always have positive curvature.
The orbits shown in Fig. 2(a) are almost identical to low
energy SOSs from the Henon-Heiles system, and result from
trajectories bouncing between half-cell potential energy hills
in an energy region where the hills have upward positive
curvature. The Henon-Heiles system differs in two important
respects. It doesn’t have saddle points between the peaks. In
the Henon-Heiles system, once a trajectory passes between
the potential energy hills, it travels out over an increasingly
negative potential energy landscape. Another system that has
similarities to the honeycomb half cell is the triple hill potential
studied by Jung and Richter [24]. The triple hill potential has
saddle points between the potential hills, like the honeycomb
half cell. However, the potential well under the saddle is very
shallow, with a depth below the saddle of about 5% of the
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FIG. 4. (a) SOS of (px,x) for y = 0 and py > 0, of the unstable
manifold that emerges from the saddle at (x = 0,y = 0) for energy
E = 12.5. (b) SOS of (px,x) for y = 0 and py > 0 containing the
unstable manifolds coming from all three saddles in the half cell for
E = 12.5. The unstable manifold coming from the central saddle at
(x = 0, y = 0) is in blue (dark gray, small dots), from the saddle at
(π,π/
√
3) is in orange (medium gray, big dots), and from the saddle
at (π, − π/√3) is in green (light gray, big dots). (c) Phase space SOS
of (px,x) for y = 0 and py > 0 for a range of initial conditions in the
half cell for energy E = 12.5.
potential height (for the honeycomb half cell it is about 11%),
so it is less likely to support a quantum bound state. The upward
slope of the triple hill potential, like that of the honeycomb half
cell, changes from positive to negative part-way up. Jung and
FIG. 5. SOS of (px,x) for y = 0 and py > 0 for (a) E = 45 and
(b) E = 90.
Richter [24] have analyzed the structure of periodic orbits in
the triple hill system and show that there is an energy interval,
below the potential energy maximum, where all periodic orbits
are unstable, indicating that, in that energy interval, the motion
is completely chaotic, i.e., it is a K flow and similar to the
dynamics of a truly chaotic scattering system consisting of
three hard disks [26–29]. (The scattering dynamics of three
hard disks is a K flow at all energies.) Thus, in many respects,
the behavior of the triple hill system is very similar to that of
the honeycomb half cell.
III. QUANTUM DYNAMICS
Each unit cell of graphene consists of two half cells of the
classical system. If we consider only the dynamics of the unit









where b1 = 12 êx +
√
3
2 êy and b2 = 12 êx −
√
3
2 êy are the recip-







∇2 + V (r)
)
uE(r) = EuE(r). (8)
The boundary condition for uk(r) is uk(r + ai) = uk(r), i =







where G = n1b1 + n2b2 (n1, n2 = 0, ± 1, ± 2, . . . ,
± ∞), and AG are coefficients to be determined. The basis set
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FIG. 6. The wave functions for the lowest energy eigenstates in
the unit cell: (a) E = 5.30, (b) E = 5.31.






′−G)·r = δG′,G. (10)
After we substitute Eq. (9) into Eq. (8), then, with the aid










AG′ = EkAG. (11)
In Fig. 6 we show the wave functions (to within an overall
phase factor) of the two lowest energy eigenstates (with
energies E = 5.30 and E = 5.31) of the unit cell (the plots
obtained for −7  n1  7 and −7  n2  7). The ground
state of the lattice (E = 5.30) is symmetric in the unit cell.
The first excited state (E = 5.31) is antisymmetric in the unit
cell. These two lowest states are the only eigenstates with
energy below the saddle point energies and may be thought to
correspond to the π bonds of graphene. The next higher energy
eigenstates have energies just above the saddle energies and
form two degenerate pairs of states. The wave functions for
FIG. 7. The wave functions for the third through sixth energy
eigenstates. They form degenerate pairs. (a) and (b) have energy
E = 10.09, which is just above the saddle. (c) and (d) have energy
E = 10.25.
FIG. 8. (a) Wave function for an energy eigenstate in the chaotic
sea at energy E = 57.8. The dashed line indicates the unit cell.
(b) The same state with focus on the probability amplitude in the
half cell.
the degenerate states with energy E = 10.09 are shown in
Figs. 7(a) and 7(b). This pair of degenerate states is clearly
associated with the saddle points. The wave functions for
the degenerate states with energy E = 10.25 are shown in
Figs. 7(c) and 7(d). These states appear to be excited states of
the potential wells in the unit cell.
In Fig. 8(a), we show an energy eigenstate for energy
E = 57.79 where the phase space is in the chaotic regime.
The unit cell is indicated by the dashed lines. For the laser
intensity we are considering, U = 20, the system is far from
the semiclassical regime. However, some of the signatures of
chaos can be seen. The state is symmetric about the line x = 0
and it is antisymmetric about the line y = 0. In Fig. 8(b), we
focus on the half cell. There is a sixfold symmetry for this state,
but within each of the six triangles in the half cell, we begin to
see the irregular nodal patterns characteristic of eigenstates in
a chaotic system. As we increase the laser intensity, the energy
of these states will scale upward in the manner described
earlier, and we expect to see a denser irregular pattern of nodal
lines, similar to chaotic billiards like the stadium or the Sinai
billiard [23].
IV. CONCLUSIONS
We have analyzed the classical and quantum dynamics of
the unit cell of a honeycomb optical lattice. The honeycomb
optical lattice is of particular interest because, with the proper
scaling, the dynamical structure of the phase space remains
unchanged as the energy of the system is changed. This means
that it is possible to go from the quantum regime to the
semiclassical regime, without changing the basic dynamics
of the system. Below the saddle, classical trajectories are
localized. Above the saddle, the system consists of an array
of circular barriers, and the dynamics of particles (electrons,
atoms, photons) confined to the lattice is that of a Lorentz
gas. The particle dynamics over a wide energy range is
chaotic.
For a laser intensity commonly found in optical lattice
experiments, we have found that the unit cell of the honeycomb
lattice contains a ground state that is symmetric and has energy
below the low energy saddle (and an antisymmetric state with
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only slightly higher energy). These two low energy states are
well separated in energy from all other energy eigenstates, all
of which lie above the saddle.
This system, because it can be scaled from the quantum
regime to the semiclassical regime without changing the qual-
itative structure of the dynamics, provides an important system
for studying the effects of lattice dynamics on the Dirac point,
the validity of the “eigenstate thermalization hypothesis,” and
the possible occurrence of dynamic Anderson localization as a
mechanism for the conductor-insulator transition in the lattice.
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