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Abstract 
The manner in which people preferentially interact with others 
like themselves suggests that information about social 
connections may be useful in the surveillance of opinions for 
public health purposes. We examined if social connection 
information from tweets about human papillomavirus (HPV) 
vaccines could be used to train classifiers that identify anti-
vaccine opinions. From 42,533 tweets posted between October 
2013 and March 2014, 2,098 were sampled at random and 
two investigators independently identified anti-vaccine 
opinions. Machine learning methods were used to train 
classifiers using the first three months of data, including 
content (8,261 text fragments) and social connections (10,758 
relationships). Connection-based classifiers performed 
similarly to content-based classifiers on the first three months 
of training data, and performed more consistently than 
content-based classifiers on test data from the subsequent 
three months. The most accurate classifier achieved an 
accuracy of 88.6% on the test data set, and used only social 
connection features. Information about how people are 
connected, rather than what they write, may be useful for 
improving public health surveillance methods on Twitter. 
Keywords:  
Machine learning; Social media; HPV vaccines; Public health 
surveillance; Twitter messaging; Text mining. 
Introduction 
Social media surveillance applications that provide value to 
public health include surveying demographics, estimating 
population-wide sentiment about public health issues like 
vaccines, forecasting influenza outbreaks, and producing 
spatial indicators of language, behaviour, and mood [1-7]. One 
of the specific problems associated with using Twitter for 
online surveillance is the brevity and non-standard text 
structures of Twitter posts (tweets), which limit the text 
fragments that can be used to train classifiers, and may limit 
performance [8, 9]. 
We hypothesized that connections between users on social 
media may help to improve surveillance methods for the 
following reasons: (a) homophily – where people tend to form 
connections with others who share similar attributes or 
opinions [10-12]; (b) contagion of opinions – where social 
connections represent the conduits through which information 
flows, influencing and shaping opinions [13-15]; and (c) 
temporal dynamics – where user relationships may change 
more slowly than the content in the topics being discussed. 
To test the hypothesis that social connections could improve 
the performance of opinion classification methods, we 
considered a classification task in the surveillance of anti-
vaccine rhetoric about human papillomavirus (HPV) vaccines 
on Twitter. The growth of anti-vaccine rhetoric in the media is 
an international problem [16, 17]. HPV vaccines are a 
relatively recent introduction to the armament of public health, 
and uptake is highly variable by country, demographic, and 
location [18]. Anti-vaccine rhetoric specifically directed at 
HPV vaccines is present in media articles and websites [19-
21], and this appears to have the capacity to alter vaccine 
acceptance and decision-making [22]. 
The aim of this study was to determine if information about 
social connections could be used to improve the performance 
of classifiers intended for ongoing use in public health 
surveillance, using anti-vaccine rhetoric as an example. 
Methods 
Study Data 
English-language tweets (42,533 tweets) containing keywords 
related to HPV vaccines were collected between October 1, 
2013 and March 31, 2014. We identified these tweets by 
searching for combinations of keywords (HPV, vaccine, 
Gardasil, Cervarix, vaccination, cervical, cancer) via repeated 
calls to the Twitter application programming interface (API), 
in accordance with the terms of service for Twitter developers. 
For each of the users responsible for the tweets (21,166 users), 
the sets of users they followed (sources), as well as the sets of 
users that followed them (followers), were accessed through 
separate API requests and recorded soon after the first time 
they tweeted about HPV vaccines in the six-month period. 
We split the six months of data into two distinct but 
contiguous three-month periods and randomly sampled tweets 
for use in the classifier training (1050 tweets from October 
2013 to December 2013) and testing (1100 tweets from 
January 2014 to March 2014). Two investigators (DA and 
AD) independently rated each tweet as having presented an 
anti-vaccine opinion or otherwise. Agreement between the 
investigators was 95% in the training period (Cohen’s kappa 
0.88; p<0.001), and 95% in the testing period (Cohen’s kappa 
0.86; p<0.001). Disagreements were resolved by discussion. 
Tweets were removed if they were deleted or the user had 
become protected or suspended, or if the text was identical 
after pre-processing. Final samples used included 884 and 907 
tweets in the training and testing period, of which 247 (28%) 
and 201 (22%) were labelled as anti-vaccine, respectively. 
Data pre-processing 
We pre-processed the text (content) to remove punctuation, 
words that were unlikely to confer meaning (e.g. ‘and’), and 
other non-word elements (e.g. URLs). The remaining text was 
used to produce sets of unigrams (one word) and bigrams (two 
contiguous words), which were then available for use in the 
classifier training. An example is given in Figure 1. 
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 Figure 1– The text is decomposed into n-gram features (left). 
The follower network for the two users posting the tweets is 
decomposed into source and follower features (right) 
We then determined the source and follower relationships 
among the set of 21,166 users who tweeted at least once about 
HPV vaccines. Social connection features were constructed 
directly from the follower relationships between users. An 
example of the decomposition is given in Figure 1. 
Statistical analysis of content and connection features 
Using the sample from the training period, we identified 
content and connection features that were significantly over-
represented in one of the two classes by applying Fisher’s 
exact tests to each feature and then a Bonferroni correction. 
To examine how low-frequency features might affect the 
performance of classifiers in the training and testing periods, 
we also relaxed the inclusion criteria to create alternative sets 
of features to be used as inputs to the classifier training. The 
first included all features for which the p-values were less than 
0.05, and the second included the set of all features 
represented in at least three tweets in the sample. 
The frequencies of the features exhibiting significant 
associations in period one were then compared to their 
frequencies in period two, to measure how the associations 
may degrade over time. For each of the sets of significant 
features, we calculated the proportion of features that retained 
a significant over-representation in the same class.  
Classification algorithms 
To demonstrate how the temporal variation in the content and 
connection information might affect the performance of 
supervised machine learning classifiers, we demonstrated the 
approach by constructing classifiers using support vector 
machine (SVM) methods. SVM classifiers have been widely 
applied in text-based classification [23, 24], and sentiment 
analysis [25, 26], and are considered the standard and the most 
appropriate classifier for unbalanced datasets and a large 
number of features. We chose to apply radial basis function 
kernels [27], and used consistent parameter values across all 
the classifiers in order to avoid retrospectively influencing the 
reporting of the performance. 
Feature selection methods are heuristics that are used in the 
training of machine learning classifier to improve performance 
by ignoring features that are not useful, and including 
combinations of features that are best able to discriminate 
between classes. We applied a hybrid method of forward 
selection and backward elimination [28, 29]. 
Classifier construction and testing in the training period was 
undertaken using a ten-fold cross validation. Note that we 
determined the potential features using the statistical analysis 
covering the entire training period. In the testing period (the 
subsequent three months), the classifiers were applied directly 
to the full set of tweets from the period as a holdout set, in 
order to examine the temporal degradation. To compare the 
classifier performance from training to testing periods, we 
calculated the standard performance measures: precision, 
recall, accuracy, and F1-score. The research project was 
approved by the Human Ethics Advisory Panels of The 
University of New South Wales and Macquarie University. 
Results 
Temporal degradation in content and connection features 
From the set of 42,533 unique English-language tweets 
spanning six months, a random sample of 2150 were extracted 
and then manually labelled as anti-vaccine or otherwise. After 
pre-processing, 884 tweets remained in the sample in the first 
six months (training period), and these came from 877 unique 
users. Applying Fisher’s exact tests and Bonferroni 
corrections, we identified text fragments and social 
connections that were found to be significantly more frequent 
in one class relative to the other (Table 1). 
Table 1– The frequency of content and connection features compared across the two periods 
Characteristic Set 
Number 
of unique 
tweets 
Number of 
anti-vaccine 
tweets (%) 
Number of 
significant 
features 
Features that 
were no longer 
significant (%) 
Features that 
switched 
direction (%) 
Features that 
were still 
significant (%) 
Bigrams (content)       
Bonferroni-corrected 884 247 (28%) 25 24 (96%) 0 1 (4%) 
p-value <0.05 884 247 (28%) 232 228 (98%) 2 (0.86%) 2 (0.86%) 
Followers (connections)       
Bonferroni-corrected 877 220 (25%) 73 0 0 73 (100%) 
p-value <0.05 877 220 (25%) 542 220 (41%) 0 322 (59%) 
Sources (connections)       
Bonferroni-corrected 877 220 (25%) 82 2 (2.5%) 0 80 (98%) 
p-value <0.05 877 220 (25%) 494 183 (37%) 0 311 (63%) 
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When the same features were then compared across classes in 
the tweets from the testing period, the comparison showed that 
only 1 of 24 (4%) of the content features were also significant 
in the subsequent three months (Figure 2). In comparison, 80 
of 82 (98%) of the connection-based source features were also 
significant in the subsequent three months, as well as 73 of the 
73 (100%) of the connection-based follower features (Table 
1). The results show that very few text-based features retained 
their significant differences in the testing period, while social 
connections nearly always retained their significant 
differences in the testing period. 
It might be expected that the reason why connection features 
are stable from one period to the next is because the same 
users are responsible for anti-vaccine tweets in both periods. 
However, among the users in the tweets sampled from the 
training period (877 users), and the testing period (797 users), 
only 4.1% of the users (66 of 1,608) appear in both samples. 
Extending this analysis to consider all original tweets in the 
two periods and not just the sampled sets, only 11.3% of users 
(2,382 of 21,166) posted tweets about HPV vaccines in both 
periods. The small overlap suggests that the connection 
features were stable across the two periods not as a 
consequence of tweets being posted by the same users, but 
because users posting about HPV vaccines for the first time in 
the six month period often followed the same accounts as 
other users who expressed similar opinions. 
Classifier training and testing in period one 
The classifiers trained using only connection features 
produced similar levels of accuracy (often with higher 
precision and lower recall) to the classifiers that were trained 
using only content features (Table 2). The best-performing 
classifier that only used connection features achieved an 
accuracy of 89.4% (95% CI 87.4-91.4), which was roughly 
equivalent to the best-performing classifier trained using only 
content features (89.8% accuracy; 95% CI 87.9-91.8). The 
overall best-performing classifier in the training period was 
constructed from both content and connection features (94.4% 
accuracy; 95% CI 93.1-96.3), and used 23 social connections 
and 28 text-based features. 
 
Figure 2– The proportional appearance of text fragments from 
the Bonferroni-corrected set of content features from the first 
three months (left), and the subsequent three months (right). 
Features with non-significant differences in the testing period 
are illustrated in grey 
The performances of the classifiers that were constructed from 
connection-based source features were slightly better than 
classifiers from connection-based follower features. The 
accuracies of classifiers that selected from sources (86.2% to 
88.0%) were slightly higher than their direct counterparts that 
were selected from followers (84.0% to 87.1%). The complete 
results are given in Table 2. 
 
Table 2– The performances of classifiers trained to classify anti-vaccine tweets within the training period (the first three months) 
Input Feature Set Features selected Precision Recall F1-score Accuracy (95% CI) 
Content: bigrams      
Bonferroni correction 11 0.74 0.56 0.63 82.0 (79.5-84.5) 
p-value < 0.05 26 0.77 0.70 0.73 85.8 (83.5-88.1) 
threshold = 3 37 0.88 0.74 0.82 89.8 (87.9-91.8) 
Connections: followers      
Bonferroni correction 13 0.87 0.44 0.57 84.0 (81.6-86.4) 
p-value < 0.05 21 0.89 0.48 0.62 85.5 (83.2-87.8) 
threshold = 3 36 0.91 0.55 0.68 87.1 (84.9-89.3) 
Connections: sources      
Bonferroni correction 18 0.88 0.55 0.67 86.7 (84.2-89.3) 
p-value < 0.05 13 0.88 0.53 0.65 86.2 (83.9-88.5) 
threshold = 3 28 0.88 0.60 0.71 88.0 (86.0-90.0) 
Connections: followers, sources      
Bonferroni correction 23 0.86 0.57 0.68 87.0 (84.8-89.2) 
p-value < 0.05 33 0.88 0.65 0.74 89.0 (86.9-91.1) 
threshold = 3 39 0.88 0.67 0.76 89.4 (87.4-91.4) 
Combined: bigrams, sources      
Bonferroni correction 17 0.86 0.63 0.72 87.8 (85.5-90.1) 
p-value < 0.05 38 0.90 0.82 0.86 93.1 (91.3-94.9) 
threshold = 3 42 0.91 0.84 0.87 93.8 (92.1-95.5) 
Combined: bigrams, followers, sources      
Bonferroni correction 24 0.91 0.64 0.74 88.9 (86.7-91.1) 
p-value < 0.05 51 0.94 0.84 0.88 94.4 (92.8-96.0) 
threshold = 3 47 0.94 0.85 0.89 94.7 (93.1-96.3) 
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Classifier testing in period two 
The performance of the classifiers was not sustained in the 
testing period, and the performance degradation observed 
from the training period to the testing period varied 
substantially across the classifiers (Table 3). The classifiers 
that included content features and had the highest accuracies 
in the training period exhibited the greatest degradation in 
performance when tested on tweets from the testing period. 
Classifiers that used social connection information tended to 
perform similarly in the training and testing periods, with 
smaller changes in accuracy compared to the content-based 
classifiers (Table 3). These results are consistent with the 
statistical analysis of the features, which showed that the 
social connections were more consistently distributed across 
the two classes in the training and testing periods, compared to 
the text fragments. 
Table 3 – The change in performance when applying the 
classifiers to the testing period (the subsequent three months) 
Classifier 
Accuracy  
(95% CI) 
Accuracy 
change (%) 
Bigrams (content)   
  Bonferroni correction 85.2 (82.9-87.5) 3.2 
  p-value < 0.05 82.6 (80.1-85.1) -3.2 
  threshold = 3 53.6 (50.4-56.9) -36.2 
Followers (connections)   
  Bonferroni correction 86.0 (83.6-88.4) 2.0 
  p-value < 0.05 85.5 (83.1-87.9) 0.0 
  threshold = 3 84.1 (81.6-86.6) -3.0 
Sources (connections)   
  Bonferroni correction 88.6 (86.4-90.8) 1.9 
  p-value < 0.05 81.6 (78.9-84.3) -4.6 
  threshold = 3 87.3 (85.0-89.6) -0.7 
Bigrams, sources (both)   
  Bonferroni correction 88.6 (86.4-90.8) 0.8 
  p-value < 0.05 82.2 (79.5-84.9) -10.9 
  threshold = 3 87.1 (84.8-89.4) -6.7 
The two best performing classifiers were capable of 
distinguishing anti-vaccine tweets from all other tweets with 
88.6% accuracy in the testing period. One was trained using 
only social connections and the other was trained using social 
connections and text fragments. 
Discussion 
We demonstrated that social connection information can be 
used to improve classifiers capable of identifying anti-vaccine 
opinions for HPV vaccines on Twitter, addressing the 
temporal degradation associated with using content features 
alone. While we have examined this phenomenon for only one 
topic, the results suggest that this approach may help to reduce 
the frequency at which social media surveillance systems 
would need to be updated through manual intervention. 
Previous attempts at using social network information as 
features in supervised machine learning for Twitter 
classification have demonstrated reasonable performance – the 
best reported accuracies on various datasets were 68% and 
73% using information from replies and retweets [30, 31], and 
between 58% and 77% using follower connections [32-34]. 
We believe our study is the first to demonstrate the difference 
in temporal degradation across classifiers constructed from 
content and social connection features. 
The results suggest that information about who users follow, 
rather than who follows them, may be more useful for 
predicting the direction of their expressed opinions. A 
plausible explanation for this comes from the friendship 
paradox [35]. For any given user posting a tweet about HPV 
vaccines, the users they follow are likely to have more 
followers on average. More popular and influential users are 
expected to be better connected to the communities that tweet 
about HPV vaccines and as a consequence, may produce more 
useful features. The results may also suggest that there is a 
core of users that may be influential in vaccine information 
communities and that their followers tend to express similar 
opinions as a consequence of homophily or contagion [12, 
14]. 
Limitations 
There were several important limitations to the experiments 
reported here. Firstly, rate-limited access to Twitter precluded 
the instantaneous collection of user information each time we 
captured a relevant tweet, so calls to the API were staggered 
throughout the period and the information was collected only 
once for each user. However, given the stability of the social 
connections and the relatively small proportion of users that 
tweeted in both periods, this limitation is unlikely to have 
affected the conclusions. In addition, we did not apply any 
query expansion methods or evaluate the overall quality of the 
search terms we used. 
Secondly, alternative feature space constructions and selection 
methods could have been chosen to produce classifiers, and 
these may have yielded different results. Specifically, there 
may be combinations of time-invariant text fragments that 
could out-perform our most accurate classifier (88.6% 
accuracy). 
Finally – and importantly – we prospectively chose to 
demonstrate the results of the statistical analysis by 
implementing one type of classifier (SVMs using a radial 
basis function kernel) and fixed the parameter values to 
balance precision and recall in an unbalanced sample. If we 
had chosen other parameter values, different kernels, or other 
less appropriate machine learning algorithms, the results may 
have been different. However, since we tested the significant 
associations for all content and connection features 
independently of the classifier training and testing, our 
conclusions are largely independent of, but confirmed by, the 
construction of the classifiers.  
Conclusion 
For the task of classifying tweets about HPV vaccines as anti-
vaccine or otherwise, information about the social connections 
between users provided a useful addition to the content of 
what people write. In particular, we showed that it is possible 
to use information about the users that people follow online to 
help predict their opinions. Our findings also suggest some 
potential avenues for the development of opinion forecasting – 
prospectively predicting the opinions of individuals and 
populations based on their social connections, rather than 
reactively classifying their opinions based on what they write. 
References 
[1] Burger JD, Henderson J, Kim G, and Zarrella G. 
Discriminating gender on Twitter, In: Proceedings of the 
Conference on Empirical Methods in Natural Language 
Processing. Edinburgh, United Kingdom, 2011; pp. 1301-
9. 
[2] Salathé M, and Khandelwal S. Assessing vaccination 
sentiments with online social media: Implications for 
infectious disease dynamics and control. PLoS Comput 
Biol 2011: 7: e1002199. 
X. Zhou et al. / Using Social Connection Information to Improve Opinion Mining764
[3]  Signorini A, Segre AM, and Polgreen PM. The use of 
Twitter to track levels of disease activity and public 
concern in the U.S. During the influenza A H1N1 
pandemic. PLoS ONE 2011: 6: e19467. 
[4]  Collier N, Son N, and Nguyen N. OMG U got flu? 
Analysis of shared health messages for bio-surveillance. J 
Biomed Semantics 2011: 2(S9). 
[5]  Chew C, and Eysenbach G. Pandemics in the age of 
Twitter: Content analysis of tweets during the 2009 H1N1 
outbreak. PLoS ONE 2010: 5: e14118. 
[6]  Mocanu D, Baronchelli A, Perra N, Gonçalves B, Zhang 
Q, and Vespignani A. The Twitter of Babel: mapping 
world languages through microblogging platforms. PLoS 
ONE 2013: 8: e61981. 
[7]  Dodds PS, Harris KD, Kloumann IM, Bliss CA, and 
Danforth CM. Temporal patterns of happiness and 
information in a global social network: Hedonometrics 
and twitter. PLoS ONE 2011: 6: e26752. 
[8]  Saif H, He Y, and Alani H. Alleviating data sparsity for 
Twitter sentiment analysis. In: 2nd Workshop on Making 
Sense of Microposts, 21st International Conference on the 
World Wide Web. Lyon, France, 2012; pp. 2-9. 
[9]  Zhang K, Cheng Y, Xie Y, Honbo D, Agrawal A, Palsetia 
D, Lee K, Liao W-K, and Choudary A. SES: Sentiment 
elicitation system for social media data. In: 11th 
International Conference on Data Mining Workshops.  
2011; pp. 129-136. 
[10] Coiera E. Social networks, social media, and social 
diseases. BMJ 2013: 346: f3007. 
[11] Centola D. An experimental study of homophily in the 
adoption of health behavior. Science 2011: 334: 1269-72. 
[12] McPherson M, Smith-Lovin L, and Cook JM. Birds of a 
feather: homophily in social networks. Ann Rev 
Sociology 2001: 27: 415-44. 
[13] Dietz K, Epidemics and rumours: a survey. J R Stat Soc 
1967: 130: 505-28. 
[14] Iyengar R, Van den Bulte C, and Valente TW. Opinion 
leadership and social contagion in new product diffusion. 
Marketing Science 2011: 30: 195-212. 
[15] Coleman J, Katz E, and Menzel H. The diffusion of an 
innovation among physicians. Sociometry 1957: 20: 253-
70. 
[16] Leask J. Target the fence-sitters. Nature 2011: 473: 443-
5. 
[17] Gangarosa EJ, Galazka AM, Wolfe CR, Phillips LM, 
Gangarosa RE, Miller E, and Chen RT. Impact of anti-
vaccine movements on pertussis control: the untold story. 
Lancet 1998: 351: 356-61. 
[18] Fisher H, Trotter CL, Audrey S, MacDonald-Wallis K, 
and Hickman M. Inequalities in the uptake of human 
papillomavirus vaccination: A systematic review and 
meta-analysis. Int J Epidemiol 2013: 42: 896-908. 
[19] Larson HJ, Smith D, Paterson P, Cumming M, 
Eckersberger E, Freifeld CC, Ghinai I, Jarrett C, Paushter 
L, Brownstein JS, and Madoff LC. Measuring vaccine 
confidence: analysis of data obtained by a media 
surveillance system used to analyse public concerns 
about vaccines. Lancet Infect Dis 2013: 13: 606-13. 
[20] Madden K, Nan X, Briones R, and Waks L. Sorting 
through search results: a content analysis of HPV vaccine 
information online. Vaccine 2012: 30: 3741-6. 
[21] Mahoney ML, Tang T, Ji K, and Ulrich-Schad J. The 
digital distribution of public health news surrounding the 
human papillomavirus vaccination: a longitudinal 
infodemiology study. JMIR Public Health Surveill 2015: 
1: e2. 
[22] Sotiriadis A, Dagklis T, Siamanta V, Chatzigeorgiou K, 
and Agorastos T. Increasing fear of adverse effects drops 
intention to vaccinate after the introduction of 
prophylactic hpv vaccine. Arch Gynecol Obstet 
2012;285:1719-24. 
[23] Joachims T. Transductive inference for text classification 
using support vector machines. In: Proceedings of the 
16th International Conference on Machine Learning. 
Bled, Slovenia, 1999; pp. 200-9. 
[24] Sebastiani F. Machine learning in automated text 
categorization. ACM Comput Surv 2002: 34: 1-47. 
[25] Pang B, Lee L, and Vaithyanathan S. Thumbs up?: 
Sentiment classification using machine learning 
techniques. In: Proceedings of the 7th Conference on 
Empirical Methods in Natural Language Processing. 
Philadelphia, United States, 2002; pp. 79-86. 
[26] Mullen T, and Collier N. Sentiment analysis using 
support vector machines with diverse information 
sources. In: Proceedings of the 9th Conference on 
Empirical Methods in Natural Language Processing. 
Barcelona, Spain, 2004; pp. 412-8. 
[27] Keerthi SS, and Lin C-J. Asymptotic behaviors of support 
vector machines with gaussian kernel. Neural Comput 
2003: 15: 1667-89. 
[28] Kohavi R, and John GH. Wrappers for feature subset 
selection. Artificial Intelligence 1997: 97: 273-324. 
[29] Guyon I, and Elisseeff A. An introduction to variable and 
feature selection. J Machine Learning Res 2003: 3: 1157-
82. 
[30] Jiang L, Yu M, Zhou M, Liu X, and Zhao T. Target-
dependent twitter sentiment classification. In: 
Proceedings of the 49th Annual Meeting of the 
Association for Computational Linguistics: Human 
Language Technologies. Portland, United States, 2011; 
pp. 151-60. 
[31] Boutet A, Kim H, and Yoneki E. What’s in your tweets? I 
know who you supported in the UK 2010 general 
election. In: Proceedings of the 6th International AAAI 
Conference on Weblogs and Social Media. Dublin, 
Ireland, 2012; pp. 411-4. 
[32] Speriosu M, Sudan N, Upadhyay S, and Baldridge J. 
Twitter polarity classification with label propagation over 
lexical links and the follower graph. In: Proceedings of 
the 1st Workshop on Unsupervised Learning in NLP, 
16th Conference on Empirical Methods in Natural 
Language Processing. Edinburgh, Scotland, 2011; pp. 53-
63. 
[33] Hu X, Tang L, Tang J, and Liu H. Exploiting social 
relations for sentiment analysis in microblogging. In: 
Proceedings of the 6th ACM International Conference on 
Web Search and Data Mining. Rome, Italy, 2013; pp. 
537-46. 
[34] Tan C, Lee L, Tang J, Jiang L, Zhou M, and Li P. User-
level sentiment analysis incorporating social networks. 
In: Proceedings of the 17th ACM SIGKDD International 
Conference on Knowledge Discovery and Data Mining. 
San Diego, United States, 2011; pp. 1397-1405. 
[35] Feld SL. Why your friends have more friends than you 
do. Am J Sociol 1991: 96: 1464-77. 
 
Address for correspondence 
Xujuan Zhou and Adam G. Dunn, Centre for Health Informatics, 
Australian Institute of Health Innovation, Macquarie University, 
2109, NSW, Australia. Emails: susan.zhou@mq.edu.au; 
adam.dunn@mq.edu.au 
 
X. Zhou et al. / Using Social Connection Information to Improve Opinion Mining 765
MEDINFO 2015 
Studies in Health Technology and Informatics 
This book series was started in 1990 to promote research conducted under the auspices of the EC programmes’ 
Advanced Informatics in Medicine (AIM) and Biomedical and Health Research (BHR) bioengineering branch. A 
driving aspect of international health informatics is that telecommunication technology, rehabilitative technology, 
intelligent home technology and many other components are moving together and form one integrated world of 
information and communication media. The series has been accepted by MEDLINE/PubMed, SciVerse Scopus, 
EMCare, Book Citation Index – Science and Thomson Reuters’ Conference Proceedings Citation Index. 
Series Editors: 
Dr. O. Bodenreider, Dr. J.P. Christensen, Prof. G. de Moor, Prof. A. Famili, Dr. U. Fors, 
Prof. A. Hasman, Prof. E.J.S. Hovenga, Prof. L. Hunter, Dr. I. Iakovidis, Dr. Z. Kolitsi, 
Mr. O. Le Dour, Dr. A. Lymberis, Prof. J. Mantas, Prof. M.A. Musen, Prof. P.F. Niederer, 
Prof. A. Pedotti, Prof. O. Rienhoff, Prof. F.H. Roger France, Dr. N. Rossing, 
Prof. N. Saranummi, Dr. E.R. Siegel, Prof. T. Solomonides and Dr. P. Wilson 
Volume 216 
Recently published in this series 
Vol. 215. L. Botin, P. Bertelsen and C. Nøhr (Eds.), Techno-Anthropology in Health In-formatics – Methodologies for 
Improving Human-Technology Relations 
Vol. 214. A. Georgiou, H. Grain and L.K. Schaper (Eds.), Driving Reform: Digital Health is Everyone’s Business – 
Selected Papers from the 23rd Australian National Health Informatics Conference (HIC 2015) 
Vol. 213. J. Mantas, A. Hasman and M.S. Househ (Eds.), Enabling Health Informatics Applications 
Vol. 212. D. Hayn, G. Schreier, E. Ammenwerth and A. Hörbst (Eds.), eHealth2015 – Health Informatics Meets 
eHealth 
Vol. 211. B. Blobel, M. Lindén and M.U. Ahmed (Eds.), pHealth 2015 – Proceedings of the 12th International 
Conference on Wearable Micro and Nano Technologies for Personalized Health, 2–4 June 2015, Västerås, 
Sweden 
Vol. 210. R. Cornet, S.K. Andersen, L. Stoicu-Tivadar, C.L. Parra Calderón, M. Hercigonja-Szekeres and A. Hörbst 
(Eds.), Digital Healthcare Empowering Europeans: Proceedings of MIE2015 
Vol. 209. G. Gillis, D. Newsham and A.J. Maeder (Eds.), Global Telehealth 2015: Integrating Technology and 
Information for Better Healthcare 
Vol. 208. K.L. Courtney, A. Kuo and O. Shabestari (Eds.), Driving Quality in Informatics: Fulfilling the Promise 
Vol. 207. M. Graña, C. Toro, R.J. Howlett and L.C. Jain (Eds.), Innovation in Medicine and Healthcare 2014 
Vol. 206. A.J. Maeder, M. Mars and R.E. Scott (Eds.), Global Telehealth 2014 
Vol. 205. C. Lovis, B. Séroussi, A. Hasman, L. Pape-Haugaard, O. Saka and S.K. Andersen (Eds.), e-Health – For 
Continuity of Care: Proceedings of MIE2014 
Vol. 204. H. Grain, F. Martin-Sanchez and L.K. Schaper (Eds.), Investing in E-Health: People, Knowledge and 
Technology for a Healthy Future – Selected Papers from the 22nd Australian National Health Informatics 
Conference (HIC 2014) 
Vol. 203. G. Riva, P. Ajmone Marsan and C. Grassi (Eds.), Active Ageing and Healthy Living – A Human Centered 
Approach in Research and Innovation as Source of Quality of Life 
ISSN 0926-9630 (print) 
ISSN 1879-8365 (online) 
MP
EDI
roceeding
NFO 
s of the 15th
Paulo M
Amst
2015: 
 World Co
Indr
Br
Andr
Mac
azzonc
Unive
erdam • Ber
eHeal
ngress on H
 
Edited by
a Neil Sa
own Univers
ew Geor
quarie Unive
and 
ini de Az
rsity of São 
lin • Tokyo •
th-ena
ealth and B
 
rkar 
ity 
giou 
rsity 
evedo M
Paulo 
 Washingto
bled H
iomedical
arques 
n, DC 
ealth
 Informatic
 
s 
© 2015 IMIA and IOS Press. 
This book is published online with Open Access by IOS Press and distributed under the terms of the Creative Commons 
Attribution Non-Commercial License. 
ISBN 978-1-61499-563-0 (print) 
ISBN 978-1-61499-564-7 (online) 
Publisher 
IOS Press BV 
Nieuwe Hemweg 6B 
1013 BG Amsterdam 
Netherlands 
fax: +31 20 687 0019 
e-mail: order@iospress.nl 
Distributor in the USA and Canada 
IOS Press, Inc. 
4502 Rachael Manor Drive 
Fairfax, VA 22032 
USA 
fax: +1 703 323 3668 
e-mail: iosbooks@iospress.com 
LEGAL NOTICE 
The publisher is not responsible for the use which might be made of the following information. 
PRINTED IN THE NETHERLANDS 
Introductory Remarks from the Scientific Program Chairs 
Fernando Martin-Sanchez
a
, Kaija Saranto
b 
a 
Health and Biomedical Informatics Centre, Melbourne Medical School, The University of Melbourne, Australia 
b
 Department of Health and Social Management, University of Eastern Finland, Kuopio, Finland  
 
MEDINFO is the premier international Health and Biomedical 
Informatics event. MEDINFO 2015 is hosted by SBIS 
(Brazilian Health Informatics Society) on behalf of the 
International Medical Informatics Association (IMIA) and 
will take place in the city of São Paulo from the 19
th
 to 23
rd
 
August 2015. MEDINFO 2015 continues a 41-year tradition 
of bringing together world leaders, policy makers, researchers, 
practitioners, educators, and students to exchange ideas and 
contribute to the latest developments, innovations, and global 
trends in this rapidly advancing, multidisciplinary field of 
Health and Biomedical Informatics. This is the first 
MEDINFO that has been organized to reflect the new two-
yearly cycle approved by IMIA. We were thus very happy 
when we reached the submission and registration deadlines 
with numbers very similar to previous MEDINFOs that had 
been organized in three-yearly cycles.  
Under the theme: “eHealth-enabled Health”, the world 
leaders in this field will gather in Brazil to share knowledge 
and analyze how Health and Biomedical Informatics is 
contributing to address some of the most challenging 
problems in health care, public health, consumer health and 
biomedical research. Researchers, clinicians, technologists 
and managers will attend and share experiences on the use of 
information methods, systems and technologies to promote 
patient-centered care, improve patient safety, enhance care 
outcomes, facilitate translational research, enable precision 
medicine and improve education and skills in health 
informatics. 
This is an historical event as MEDINFO is hosted in Latin 
America for the first time. Inclusiveness has been a main goal 
in MEDINFO 2015 with affordable registration fees for the 
regional audience and use of Spanish and Portuguese 
language in tutorials and simultaneous translation in sessions 
held in the main auditorium. MEDINFO 2015 features a pre-
congress offering of an extensive tutorial program by leading 
experts and a student paper competition that draws the best 
young talent from all over the world. The main program 
includes keynote talks, papers, posters, panels, workshops, 
and scientific demonstrations that span a broad range of topics 
from emerging methodologies that contribute to the 
conceptual and scientific foundations of Health and 
Biomedical Informatics, to successful implementations of 
innovative application, integration, and evaluation of eHealth 
systems and solutions.  
The conference program features five keynote presentations, 
178 paper presentations, 248 poster abstract presentations, 27 
panels, 30 workshops and 17 scientific demonstrations.   
The contributions and presentations included in the program 
were carefully selected through a rigorous review process 
involving almost 400 reviewers for a large number of 
submissions (793) sent by 2500 authors from 59 countries all 
over the world. The Scientific Program Committee Co-Chairs 
are grateful to the four Track Chairs, the members of the 
Scientific Program Committee and all the reviewers who have 
contributed to the process, and thank the Editorial Committee, 
the Local Organizing Committee and the IMIA officers (in 
particular CEOs and VP Medinfo) for assisting us in putting 
this program together. 
The conference participants come to São Paulo from all 
continents and 60 different countries. We hope that you will 
enjoy the published proceedings and the overall program! 
 
Sincerely, 
 
Fernando Martin-Sanchez, PhD, FACHI, FACMI & 
Kaija Saranto, PhD, FACMI, FAAN 
Co-Chairs, MEDINFO 2015 Scientific Program Committee 
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Introductory Remarks from the Editorial Committee Chair 
Indra Neil Sarkar
a 
a 
Center for Biomedical Informatics, Warren Alpert Medical School of Brown University, Providence, RI, USA 
 
Let me join the rest of the organizing committees in 
welcoming you to MEDINFO 2015 in São Paulo. As the 
Editorial Committee Chair, I had the distinct honor to review 
every accepted submission to this year’s congress. I 
personally wish to extend a thanks to the authors for their fine 
contributions. Together with the meeting participants, 
MEDINFO 2015 is positioned to be an unprecedented 
exposition of the finest biomedical informatics innovations 
with global impact. 
Appreciating the international scope of the MEDINFO 
congresses, it is essential to embrace principles to support 
scientific inclusivity. Therefore, in contrast to many scientific 
meetings, the general criteria used for selection into the 
MEDINFO proceedings is based mostly on scientific merit; 
language issues are not reason alone for a submission to be 
not selected. The cost of this inclusivity is that each accepted 
submission must be carefully reviewed and edited to adjust for 
language that does not impact the scientific contribution. It is 
important to note that even submissions from native English 
speakers may require editing due to variance from the 
required template, typographical errors, or grammatical issues. 
Building on the framework developed by Christoph Lehmann 
for MEDINFO 2013, Assistant Editors (AEs) were recruited 
from biomedical informatics training programs (Table 1). The 
minimum criterion for selection as an AE was at least one first 
author peer-reviewed English publication (ideally in an 
informatics conference or journal). Poster submissions were 
reviewed by one AE; paper submissions by two AEs. The 
edits were then finalized and assembled into the final 
proceedings that are in front of you now. 
It is important for authors to understand the costs associated 
with the editing and overall production efforts to ensure the 
MEDINFO proceedings are of the highest quality possible. 
Following my esteemed colleagues who served as Editorial 
Committee Chairs for previous MEDINFOs, I make a plea to 
each of you to consider the work that is involved when aiming 
to circumvent the standards established by the organizing 
committees.  
Even moreso than in previous MEDINFOs, strict adherance to 
the template guidelines was deemed an essential criterion for 
inclusion in the proceedings. Nonetheless, a number of 
submissions did clear the peer-review process that still 
required formatting edits to ensure consistency in font size, 
spacing, and overall style. In some instances, text had to be 
significantly edited or figures drastically shrunken or 
eliminated all together to ensure page limits were respected. 
Even with such edits, a good faith effort was still made for 
preserving the scientific message of the contributions. I am 
thankful for the dedication and hard work of 26 AEs that 
worked, word-by-word, through each submission and made 
edits that were ultimately vetted and approved by me.  
Table 1– Assistant Editors (AEs) for MEDINFO 2015 
Assistant Editor Institution 
Samira Y. Ali Carlow University 
Andrew B.L. Berry University of Washington 
Haresh L. Bhatia Vanderbilt University 
Richard Brandt Texas Tech University 
Matthew K. Breitenstein Mayo Clinic 
Jacqueline E. Brixey University of Texas at El Paso 
David Chartash Indiana University 
Perry M. Gee Dignity Health 
Mattias Georgsson Blekinge Institute of Technology
Anupama Edward Gururaj University of Texas Health 
Science Center at Houston 
Zhe He Columbia University 
Kate Fultz Hollis Oregon Health &  
Sciences University 
Silis Y. Jiang Columbia University 
Saeed Mehrabi Mayo Clinic 
Amir Mohammad Yale University 
Tiffany Nicole Moncur University of South Florida 
Shauna Marie Overgaard University of Minnesota 
Jennifer Elizabeth Prey Columbia University 
Lisiane Pruinelli University of Minnesota 
Balaji Polepalli Ramesh University of Massachusetts 
Joseph D. Romano Columbia University 
Charlene Ronquillo University of British Columbia 
Ning Shang Columbia University 
Harry Tunnell Indiana University-Purdue 
University Indianapolis 
Mary Regina Wysocki University of Texas Health 
Science Center at Houston 
Rafeek Adeyemi Yusuf University of Texas Health 
Science Center at Houston 
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and Andrew Georgiou), along with Alvaro Margolis (IMIA 
Vice President for MEDINFO), Peter Murray (Immediate Past 
IMIA CEO), Elaine Huesing (Interim IMIA CEO), the leader-
ship of the Local Organizing Committee (Beatriz de Faria 
Leão and Claudio Giulliano Alves da Costa) and the Scientific 
Program Committee Co-Chairs (Fernando Martin Sanchez and 
Kaija Saranto). These proceedings and this meeting are the 
product of a true team effort– I hope you enjoy MEDINFO 
2015 in São Paolo! 
 
Sincerely, 
 
Indra Neil Sarkar, PhD, MLIS, FACMI 
Chair, Editorial Committee  
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