Abstract. Based on decadal hindcast experiments of BCC-CSM1.1, FGOALS-g2, FOAM-EAKF, FOAM-NUDGING, GFDL-CM2.1 and MPI-M initialized every five years during 1960-2005, the hindcast skills of surface air temperature (2mT) over East Asia are evaluated. The results show that the skill of the 2mT hindcasts of each model is pretty low over the Tibetan Plateau due to complex topography there. The 2-5 year hindcast skill of climate variability based on the detrended 2mT hindcast is significantly lower than that of the original data with well predicted linear trend. The multimodel superensemble (SUP) based on cross-validation and ensemble mean (MEM) hindcast skills are much higher than those of individual models in terms of the RMSE. In addition, the SUP hindcast skill is higher than that of the MEM hindcast.
Introduction
Decadal hindcasts of the climate variability have received increased attention in recent years [1] . It's necessary to provide skillful decadal hindcasts in East Asia where large population densities have existed throughout history. High quality decadal hindcasts can improve living standard of the people and are of importance for the prevention and mitigation of meteorological disasters. Currently, the prediction of global climate change mainly depends on the development of global climate models (GCMs) [2] . Meehl et al. emphasized the importance of climate prediction and put forward some dependent technical issues such as initialization, bias adjustment and predictability [3] . A further study of the predictability over the Indian Ocean, the Atlantic, and the Pacific as well as over the land was conducted [4] . Decadal predictions are expected to provide more reliable information for the near future [5, 6] .
The Coupled Model Inter-comparison Project phase 5 (CMIP5) has added near-term hindcast on 10-30 year timescale, also referred to as the decadal predictions (hindcasts) [7] . Many studies evaluated the hindcast skill of the climate variability over the Pacific and the Atlantic and found that the hindcast skill over the Atlantic is higher than that over the Pacific [8, 9] . Skillful prediction of sea surface temperature (SST) may lead to higher prediction skill over land [1, 10, 11] . Previous studies mainly focused on the evaluation of the climate change in East Asia and found the simulations are skillful for sea surface pressure, wind field and surface air temperature, among which the prediction skill of the surface temperature is the highest [12] [13] [14] .
It is a long-lasting difficult task for coupled GCMs (CGCMs) to provide accurate decadal predictions. Krishnamurti et al. proposed the multimodel superensemble (hereafter referred to as SUP) prediction method to improve prediction skill and reduce direct model errors [15] . The SUP method is applied frequently to weather forecasts, tropical cyclone track and intensity forecasts as well as climate prediction or hindcast [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
The aim of this study is to evaluate and improve the hindcast skills of the surface air temperature (2mT) over East Asia. Section 2 introduces data and methods, the evaluation of 2mT is shown in section 3. In section 4, we use the SUP methodology to improve hindcast skill of the climate variability over East Asia.
Data and Analysis Methods

Data
The reference dataset used in this study is the monthly mean air temperature reanalysis during the period 1960-2015. This dataset has a 2.5°×2.5° horizontal resolution.
The (10°N-60°N, 70°E-150°E ). a The first line provides the list of individual models. The second line provides the full name of the institution. The third line provides AGCM used in individual models.
Analysis Methods
The purpose of this study is to evaluate the hindcast skill of the decadal climate variability of the surface air temperature over East Asia. Previous studies have shown the existence of model drift that results from a number of factors, including systematic errors from individual models, which can cause the increase of bias with time (sometimes called initialization shock). Therefore, the bias must be removed in order to obtain accurate signals in hindcasts [32] . Usually, model drift is defined as the difference between the ensemble mean prediction ( , ) and the observations ( , ). Bias can be removed by subtracting this drift from each ensemble member. The model drift is written as .
(1) and the bias-corrected prediction , , as .
(2) where j=1,…n identifies the initial times and τ 1, … 10 the prediction range and m 1, … 12 the 12 months. The bias-corrected predictions can be regarded as the difference between hindcasts and the corresponding drift, or as the sum of the observation and prediction anomalies. Figure 1 shows obvious drift for the 2-4 year prediction of GFDL, MPI, and BCC. The amplitudes of interannual variability of FOAM and FGOALS are fairly minor compared with other models. All CGCMs have bias compared with the reference, but can simulate the warming trend of the surface air temperature quite reasonably. The systematic error of the FOAM is larger compared to other CGCMs. As the FOAM only outputs the air temperature of the lowest atmosphere layer (20-50m), and the surface air temperature of FOAM is obtained by using vertical interpolation. The bias-corrected hindcasts are closer to the observation for all models after removing the drift as shown in Figure 2 . Note that mean bias adjustment does not change the anomaly of hindcast. Bias adjustment can reduce systematic errors of individual models but are incapable to improve correlation coefficients between model hindcasts and the observation [32] . (10°N-60°N, 70°E-150°E ) from the bias-corrected model hindcasts and the ensemble mean. As in Figure 1 but for bias-corrected hindcasts. The red dashed lines represent the multimodel ensemble mean of the individual models.
In the following, the skills of 1-10 year hindcasts of each model and the multimodel superensemble hindcasts are assessed. Anomalies are determined by removing the climatological monthly mean from bias-corrected MEM of individual models, then are averaged annually to remove the seasonal cycle. The ACC and RMSE are employed as statistics to describe hindcast skills. The former (ACC) gives the quality of prediction pattern, and the latter (RMSE) is used to measure the agreement in amplitude of the anomalies. In this study, we focus on East Asia (10°N-60°N, 70°E-150°E) . Note that the regional mean has been calculated using an area-weighted average of data on a regular grid.
The hindcasts of BCC, GFDL, FGOALS-g2, MPI, FOAM-EAKF and FOAM-NUDGING model systems are used for the construction of SUP hindcast. Here the SUP prediction is established based on the reference and model runs. At each grid point and for a certain prediction time, the SUP prediction can be constructed as [33] :
where represents the real-time superensemble prediction value, the mean observed value in the training period, , the ith prediction value (i=1,2,3,…,n; where n is the number of models), the mean prediction value of the ith model in the training period and the weight of the ith model. The weight coefficient can be estimated by normalizing the inverse of RMSE between the reference and prediction during the training period. Thus, the smaller the RMSE, the greater the . Figure 3 shows the ACC pattern averaged over leads of 2-5 year and 6-9 year for original hindcasts (left panels) and the detrended hindcasts (right panels). The skill of decadal hindcasts for FGOALS, BCC, and FOAM is comparable to that of GFDL and MPI. Hindcast skills from original hindcasts are less than 0 over the Tibetan Plateau where the predictability is very limited due to the complex topography. However, when ACC is calculated based on the detrended 2mT, hindcast skills decrease rapidly both over leads of 2-5 year and 6-9 year. Previous studies indicated that there are higher hindcast skills in the areas where linear trend is significant [9] . In our study, the high hindcast skills (left panels) are mainly attributed to the successful hindcast of the linear trend, and the skills become pretty low (right panels) when the linear trend is removed. In order to make a comparison of 6 CGCMs between prediction leads of 2-5 and 6-9 years, Tylor diagrams of 2mT hindcasts over East Asia are depicted as shown in Figure 4 . The FGOALS-g2 hindcast has the best performance with higher ACC, and its standard deviation is closer to the reference both for 2-5 year and 6-9 year predictions. The hindcast skill of BCC decreases with the increase of prediction leads for the drop off of standard deviation. The change of hindcast skill for other CGCMs is not obvious. 
Skill of the Decadal Hindcasts
Multimodel Superensemble Hindcasts
Length of the Training Period
In this section, the SUP hindcasts are carried out from BCC, FGOALS, FOAM-EAKF, FOAM-NUDGING, MPI and GFDL for prediction leads of 2-5 years over East Asia. MEM is calculated by averaging the same models. The average is conducted for the dates starting every 5 year from 1960-2005. For the given start dates , the averaged hindcasts are calculated using the averaged values of 2-5 year hindcasts for all start dates. Due to limited samples, the training period is examined by using cross-validation. For example, prediction period is 5n (n=1, 2... 9) years and the training period should be the remaining (50-5n) years. The averaged ACC and RMSE are conducted by using the same length of the training period for all possible circumstances. It was found that the hindcast skills (ACC, RMSE) are independent of the length of training period (Fig. 5) . In order to make full use of the hindcast results, the length of running training period is set to be 45 years. In this case, the SUP hindcasts can be conducted using the hindcasts of 1960-2005. Figure 5 . ACC and RMSE of the SUP hindcasts using different training period. Figure 6 and Figure 7 show the spatial distribution of ACC and RMSE, respectively, which are calculated for each grid point during 1960-2005. In Figure 6 , the negative correlation coefficients are found over the Tibetan Plateau while most other areas have higher ACC (above 0.5). The spatial distributions of the SUP and MEM skills are quite similar. The improvement of the SUP hindcast skill is mainly manifested by the robust reduction of the RMSE (Fig. 7) . As the weight of the SUP hindcast is estimated by the inversed RMSE of the hindcasts, significant decrease of the hindcast RMSE is reasonable. As shown above, the spatial distribution of the hindcast skill for 2-5 year predictions has been analyzed. In order to depict the skill of the SUP and MEM hindcasts more clearly, the hindcast skills are averaged over East Asia during (Fig. 8) . In general, ACC of the SUP hindcast is slightly higher than that of MEM hindcast, but is smaller than that of MPI hindcast. However, the SUP and MEM hindcast skills are much higher than those of individual models in terms of the RMSE. In addition, the SUP hindcast skill is higher than that of the MEM hindcast. 
Comparison of Superensemble and Individual Predictions
Conclusions
In this study, 6 CGCMs are used to evaluate the surface air temperature (2mT) hindcast skills over East Asia, and multimodel ensemble hindcasts based on these 6 models are conducted. It was found that the skill of the 2mT hindcasts is pretty low over the Tibetan Plateau due to complex topography there. The hindcast skill of climate variability based on the detrended 2mT is significantly lower than that of the original data with well predicted linear trend. The SUP and MEM hindcast skills are much higher than those of individual models in terms of the RMSE. In addition, the SUP hindcast skill is higher than that of the MEM hindcast.
