a WKB wave function free from divergence for any real argument x ∈ R even around the classical turning point. It is expected in asymptotic analysis that any WKB method for differential equations can be translated in one-to-one manner to the corresponding steepest descent method for integrals. This paper presents newly a steepest descent method that corresponds to our divergence-free WKB method. The experience of this translation lets us notice that the key to improving the traditional steepest descent method for general integrals to become divergence-free is the choice of integration variable to express a given integral.
§1. Introduction
The asymptotic expansion theory 1) consists of two parts. One part is devoted to the method to solve differential equations asymptotically, whereas the other part is devoted to the method to obtain some asymptotic form of integrals. Namely, any asymptotic expansion theory is expressed mathematically as two methods applied to two different objects, differential equation and integral (see Table I ).
Actually, the most well-known asymptotic expansion theory developed since the 19th century is expressed mathematically as the traditional WKB method for differential equations (see Refs. 2) and 3) and references therein) and the traditional steepest descent method for integrals (see Ref. 4) and references therein). Similarly, the theory of uniform approximation, 1) which was initiated by Langer 5) in 1931, is expressed as the comparison equation method 6) for differential equations and the Chester-Friedman-Ursell method 7) for integrals.
Recently we proposed a new WKB method, which we name the divergence- 3) This method is based on a dressed classical dynamics of physical system, which is derived from the bare classical dynamics by incorporating quantum corrections nonperturbatively. Because of this dressed classical dynamics, the notorious divergence of WKB wave function at the classical turning point is removed. The next question after our investigation of the divergence-free WKB method for differential equations is whether this method can be translated into the corresponding steepest descent method for integrals.
In §2, we translate the most primitive divergence-free WKB method, which we name the cubic-WKB method , 2), 3) to the corresponding steepest descent method. The experience of this translation lets us notice that a key to improving the traditional steepest descent method for general integrals to become divergence-free is the choice of integration variable to express a given integral.
When the traditional steepest descent method is applied to a given integral, we have a degree of freedom to choose the integration variable to rewrite the given integral before the traditional steepest descent method is applied to the rewritten integral. Different choices of integration variable can result in various qualities of the final asymptotic evaluation obtained by applying the traditional steepest descent method to the rewritten integral. What is the ultimate correct choice of integration variable to yield the most accurate asymptotic evaluation of a given integral when the traditional steepest descent method is applied to it? This can be a new research program in asymptotic analysis. §2. Translation of cubic-WKB method to the corresponding steepest descent method
Laplace integral and Laplace-type differential equation
In this section 2, we consider a specific class of integral, Laplace integral, * ) as a target integral which some steepest descent methods are applied to. The Laplace integral can be expressed by two arbitrary polynomials A(s) and B(s) of integration variable s as 8) Ψ (x) = In (2 . 1), is the small parameter to represent the asymptotic limit. The reason why we take up the Laplace integral is described in the following of this section 2.1.
As mentioned in §1, the purpose of this paper is to present a novel steepest descent method for integrals that corresponds in some sense to the cubic-WKB method W III * ) for differential equations. This novel steepest descent method is termed the cubic steepest descent method and is denoted by S III . When this cubic steepest descent method S III is applied to a general integral of the form This asymptotic evaluation I III by the cubic steepest descent method S III corresponds in some sense to the asymptotic evaluation by the cubic-WKB method, which we called the cubic-WKB wavefunction Ψ III (x). 2), 3) The most straightforward manner to derive such asymptotic evaluation I III (2 . 4) is to reinterpret directly the cubic-WKB wave function Ψ III (x) for differential equations in the language of steepest descent method for integrals. For this purpose, we need to restrict the target integral I (2 . 3) to an integral that (i) involves a control parameter x ∈ C and (ii) satisfies a certain differential equation with respect to x.
The Laplace integral Ψ (x) (2 . 1) provides us with an ideal working place in which the cubic-WKB wave function Ψ III (x) is reinterpreted as the asymptotic evaluation I III by the cubic steepest descent method S III . This is because the Laplace integral Ψ (x) (2 . 1) satisfies the Laplace-type differential equation * * )
and the functions a(s) and f (s; x) in (2 . 1), although not being arbitrary functions of s and x, contain general polynomials A(s) and B(s) and can be said to belong to a very "wide" class. We here note that the cubic steepest descent method obtained from this direct reinterpretation of Ψ III (x) is incomplete in the sense that it can be applied only to * ) The traditional WKB method for Schrödinger equation is based on a quadratic equation (AE II ) as mentioned in Refs. 2) and 3). Accordingly, mathematical symbols in this method have the suffix II. Similarly, the cubic-WKB method for Schrödinger equation is based on a cubic equation (AE III ) and mathematical symbols in it have the suffix III.
* * ) The Laplace-type differential equation 8) is defined as a class of linear differential equations that have following two properties: (i) the order of differential equation is arbitrary and (ii) the coefficient of an n-th order differentiation We also note that the Laplace-translation F •W III •D of the cubic-WKB method W III can give us a sufficient hint to surmise the cubic steepest descent method S III , which is complete in the sense that it can be applied to any integral of the form (2 . 3). This will be seen later in §3.
Laplace-translation of cubic-WKB method

Procedure of Laplace-translation
We now explain the procedure of Laplace-translation for a given WKB method (see Fig. 1 ). We use in this paper either the traditional WKB method W II or the cubic-WKB method W III as the given WKB method.
• 
According to the commutative diagram shown in Fig. 1 
where
In the above equations, the prime ( ) denotes the differentiation with respect to s. This asymptotic expression Ψ II (2 . 7) of the Laplace integral (2 . 1) reminds us of the well-known asymptotic formula in the traditional steepest descent method. 4) According to this method, which is denoted by S II in this paper, a general integral of the form I = C a(s)e −f (s)/ ds is asymptotically evaluated to be 
where 
The substitution of (2 . 15) into the Airy equation (2 . 14) yields (ODE II ) : 
where the 0th-order solution y II (x) satisfies the quadratic equation
As is well-known, the wave function obtained from this expansion (2 . 17) diverges at the classical turning point x = 0 (see Fig. 2 ). This divergence means that the above assumption in the traditional WKB method W II breaks down just around the classical turning point x = 0. Namely, the differential term dy dx in the Riccati equation (ODE II ) (2 . 16), which is neglected in the process to have (AE II ) (2 . 18), takes a large value just around x = 0. Hence, higher-order corrections y 2 , which is proportional to the square of the small parameter , is sufficiently small compared with other terms in the differential equation (ODE III ) (2 . 20) for y(x). According to this assumption, the 0th-order truncation of the cubic-WKB expansion y(x) ∼ = y III (x) satisfies the cubic equation
It is considered that a significant "quantum correction" can be incorporated into the solution y III (x) of this cubic equation (AE III ) through the term 1 2 , which is proportional to 1 .
Based on the 0th-order truncation y(x) ∼ = y III (x) of the cubic-WKB expansion, the 0th-order cubic-WKB wave function Ψ III (x) is obtained as
With use of the integration by parts, the 0th-order solution y III (x) is integrated as
At the second equality, x is expressed in y III by using (AE III ) (2 . 21). The substitution of (2 . 23) into the cubic-WKB wave function Ψ III (x) (2 . 22) yields
As demonstrated in Fig. 2 , this cubic-WKB wave function Ψ III (x) is free from divergence at the classical turning point x = 0 and is very accurate whenever x is on the real axis (see Refs. 2) and 3) for details). Now, in order to interpret the cubic-WKB wave function Ψ III (x) (2 . 24) and the algebraic equation (ABE III ) (2 . 21) in the language of steepest descent method for integrals, they are reexpressed solely in terms of the phase function f (s; x) = 1 3 s 3 −xs in the Airy integral (2 . 13) as
The reader may wonder if there is no other possibilities to rewrite the equations (2 . 24) and (2 . 21) in terms of f (s; x). Actually, there may be such uncertainty as long as we are concerned only with the Airy integral (2 . 13). However, this uncertainty vanishes, if our working place for the Laplace-translation F •W III •D of the cubic-WKB method W III is extended from the Airy integral (2 . 13) to general Laplace integrals of the form Ψ (x) = C a(s) e −f (s;x)/ ds (2 . 1). This is shown in Appendix A. When the cubic-WKB method W III is applied to general Laplace-type differential equations (2 . 5), which general Laplace integrals satisfy, the cubic-WKB wave function Ψ III (x) for it is uniquely expressed in terms of a(s) and
f (y III ;x) = 0 (2 . 12). §3. Cubic steepest descent method
Promising asymptotic expression by cubic steepest descent method
We are now on an intermediate stage to build the cubic steepest descent method S III for integrals of the form 
We next identify the asymptotic expression Ψ
III (x) (2 . 11) in F • W III • D with the asymptotic expression I III by the cubic steepest descent method S III . Hence, if this method S III is applied to an integral I (3 . 1), the asymptotic expression I III becomes
where the overall numerical factor √ 2π is multiplied to the right-hand side of (2 . 11) in order that this asymptotic evaluation I III (3 . 3) approaches in the limit of → 0 the traditional asymptotic evaluation I II (2 . 9).
Subsequently, the saddle point s III and the asymptotic evaluation I III in the cubic steepest descent method S III are termed respectively the cubic saddle point and the cubic asymptotic evaluation.
Key to building the cubic steepest descent method
We have obtained a promising asymptotic expression I III (3 . 3) with (SE III ) (3 . 2) in the cubic steepest descent method S III . We subsequently explain how this asymptotic expression is derived directly from an arbitrary given integral I of the form According to a general theory of steepest descent, the amplitude factor a(s) in a given integral I = a(s) e −f (s)/ ds (3 . 1) is assumed to be slowly varying with s. In this assumption, the stationary point of the integrand a(s)e −f (s)/ is not so different from the stationary point of its exponential factor e −f (s)/ . Then, the saddle point s II is generally specified by the stationary point of just the exponential factor e −f (s)/ of the integrand a(s)e −f (s)/ , i.e. On the other hand, if the amplitude factor a(s) rapidly varies with s, the stationary point of the integrand a(s)e −f (s)/ can differ from the stationary point of its exponential factor e −f (s)/ . In this case, the saddle point s II is rather specified by the stationary point of the integrand a(s)e −f (s)/ itself, i.e. 9) for a large value of x, then the amplitude factor s x−1 rapidly increases with s and the saddle point s II should be specified by the stationary point of the integrand s x−1 e −s , i.e. appears in the integral I as the Jacobian arising from this variable transformation. Actually, according to the above transformation (3 . 6), the given integral I is Fig. 3 . Three-step procedure of cubic steepest descent method S III . The phase function F (t), which appears newly in the rewritten integral, is specified by
rewritten in the new integration variable t as
Hence, the saddle point of the new integrand e −F (t)/ in (3 . 7) is specified by
which agrees with the cubic saddle point equation (SE III ) (3 . 4). It is worth noting here that when the traditional steepest descent method S II is applied to a given integral I, we have a degree of freedom to choose the integration variable to rewrite the given integral I before the traditional steepest descent method S II is applied to the rewritten integral. Different choices of integration variable can result in various qualities of the final asymptotic evaluation obtained by applying the traditional steepest descent method S II to the rewritten integral.
Procedure to build the cubic steepest descent method
Based on the discussion in the previous section 3.2, we now present a procedure to build the cubic steepest descent method S III for a given integral I (3 . 1) (see Fig. 3 ).
(step 1)
The original integration variable s in the given integral I is changed to a new variable t by the variable transformation dt = f (s)ds (3 . 6); the given integral I is rewritten in the new integration variable t as I (3 . 7).
(step 2)
The traditional steepest descent method is applied as a tool to the rewritten integral expressed in the new variable t to obtain the asymptotic evaluation
Here, t * denotes the saddle point of the integrand e −F (t)/ , i.e.
where the dot (˙) denotes the differentiation with respect to t. We name the quantity φ (3 . 10) the core function of the asymptotic evaluation (3 . 9).
(step 3)
The above asymptotic evaluation (3 . 9) for I is transformed back to be expressed in terms of the original integration variable s. First, through the inverse variable transformation from t to s, the saddle point t * in t-space is transformed to a point s III in s-space. The transformed point s III , which we call the cubic saddle point, satisfies
Next, the asymptotic evaluation (3 . 9) obtained via (step 2) is transformed back to be expressed in the original variable s. The transformed asymptotic evaluation is written as
a(s) . According to the standard procedure of asymptotic expansion theory, the above infinite series (3 . 14) for the core function φ(s) is truncated at some order of small parameter in order to asymptotically evaluate the given integral I. At this stage, a subtle point in the cubic steepest descent method S III , which does not exist in the traditional one S II , appears. The infinite series (3 . 14) for the core function φ(s) looks apparently to be a pure power series in but actually is not, since the third term It may be a matter of our choice whether this logarithm ln(f (s) + Δ(s)) is expanded or not in powers of before φ(s) is truncated at some order of . Accordingly, there are two possible schemes to truncate the core function φ(s) (3 . 14) at some order of ; these schemes are named the direct scheme and the expanded scheme. In the direct scheme, the logarithm ln(f (s) + Δ(s)) in φ(s) (3 . 14) is never expanded further in ; according to it, the truncation of the core function φ(s) at 1st-order in becomes
On the other hand, in the expanded scheme, the logarithm ln(f (s) + Δ(s)) in φ(s) (3 . 14) is expanded further in to have
is truncated at some order of ; according to it, the 1st-order truncation of φ(s) becomes
We use in this paper the expanded scheme to build the cubic steepest descent method S III because of the following reason. We aim to build a novel steepest descent method corresponding to the cubic-WKB method W III . In the previous section 2, we have translated the cubic-WKB wave function Ψ III (x) for Laplace-type differential equations into the corresponding asymptotic evaluation (see (3 . 3))
for Laplace integrals. In this section 3, we have tried to build the cubic steepest descent method S III , which stands on its own foot as a steepest descent method.
But at the present stage, we ask a guide from this translation I III (3 . 18) in order to reveal which of the two schemes is appropriate for our aim of this paper. According to this guide, the expanded scheme is appropriate for our aim. This is because the 1st-order core function φ (1) direct (s) (3 . 15) in the direct scheme does not agree with the core function ϕ(s) that appears in the translation I III (3 . 18), whereas the 1st-order core function φ (1) expanded (s) (3 . 17) in the expanded scheme does agree with it.
We note that, for the above expansion (3 . 16) of the logarithm ln(f (s) + Δ(s)) to be valid, the cubic saddle point s III must satisfy the following condition:
which is termed the availability condition of the cubic saddle point s III . According to the expanded scheme, an n-th order core function φ (n) (s) (n = 1, 2, . . .) * ) is written as where the first three expansion coefficients are
.
(3 . 21)
Each n-th order core function φ (n) (s) (n = 1, 2, . . .) yields the n-th order cubic asymptotic evaluation I
Physical meaning of cubic saddle point
After our presentation of the above procedure to build the cubic steepest descent method S III , the reader may ask the meaning of the specific variable transformation dt = f (s)ds (3 . 6) introduced at the first step in this procedure. This question is equivalent with the question to ask the meaning of the cubic saddle point s III , because this variable transformation dt = f (s)ds is originally introduced to interpret the cubic saddle point equation (SE III ) (3 . 4) in the context of steepest descent method. In short, the cubic saddle point s III means essentially the average value
for a given integral I = C a(s)e −f (s)/ ds. To show it, we first examine the difference between the cubic saddle point s III and the traditional one s II . From (SE III ) (3 . 4), this difference is written as * )
Next, the first-order moment s − s II of the "distribution function" a(s)e −f (s)/ around s II is calculated to be
Since the right-hand side of (3 . 24) agrees with that of (3 . 25) up to the order 1 , the cubic saddle point s III means essentially the average value s for the given integral
Contrary to this, the traditional saddle point s II corresponds to the most probable value of the distribution e −f (s)/ , since it is specified by (SE II ) : Both of the traditional steepest descent method S II and the cubic one S III build the entire framework for each asymptotic calculation by expanding the integrand a(s)e −f (s)/ around their saddle points respectively. The traditional steepest descent method S II expands it around the "most probable value" s II , whereas the cubic one S III expands it around the "average value" s III .
If the distribution a(s)e −f (s)/ is highly symmetric around the traditional saddle point s = s II , then the most probable value s II and the average value s III for the distribution are not so different. In this case, the traditional steepest descent method S II and the cubic one S III are not so different in accuracy.
On the other hand, if the distribution a(s)e −f (s)/ is far from symmetric around s = s II , then the average value s III and the most probable value s II for the distribution are very different. In this case, the average value s III is more appropriate as a control point for expansion than the most probable value s II . This supremacy of the cubic saddle point s III over the traditional one s II is to be demonstrated in the next section 4 through the application of cubic steepest descent method S III to the Airy function Ai(x).
This supremacy of the "average value" s III over the "most probable value" s II in asymptotic analysis reminds us of the discussion why the classical thermodynamics fails to explain quantitatively the critical phenomena, whereas the statistical mechanics with the help of renormalization group theory succeeds in it. The prescription of the statistical mechanics evaluates the average of some probability distribution of a system, whereas the postulate of thermodynamics oversimplifies it; this postulate incorrectly identifies the most probable value of the probability distribution as the average of it. This oversimplified postulate breaks down when the fluctuations become dominant, namely in the critical region. Then, the probability distribution becomes very broad with asymmetry and the distinction between average and most probable value becomes significant. This is the reason why the thermodynamics fails to explain the critical phenomena, whereas the statistical mechanics succeeds in it (see Callen 12) 
for details). §4. Application to the Airy function
In order to demonstrate numerically the supremacy of the cubic steepest descent method S III over the traditional one S II , we take up again the Airy function 9) Ai(x) = 1 2πi as an example which these methods are applied to. It will be shown in this section that the cubic steepest descent method S III yields the asymptotic evaluation of Ai(x) free from diverge over the control parameter space X ≡ {x ∈ C}.
Application of traditional steepest descent method
As well known in a conventional theory of steepest descent method, the asymptotic evaluation can diverge just at a certain degenerating point of multiple saddle II (x) diverges at the origin x = 0 of X, where two traditional saddle points s II,0 (x) and s II,1 (x) collide. Furthermore, as seen from Fig. 4(B) , the 2nd-order traditional asymptotic evaluation Ai (2) II (x) diverges there more rapidly than the 1st-order one Ai (1) II (x) does.
Application of cubic steepest descent method
We subsequently proceed to the application of cubic steepest descent method S III . The details of it are explained in Appendix B and we report here a numerical calculation to show the quality of cubic steepest descent method.
To report it, we first mention the position of degenerating points that appear in the present application. The collision of cubic saddle points {s III,m (x) : m = 0, 1, 2} occurs at the points * * )
One degenerating point x III exists on the real axis of control parameter space X, whereas the others are apart from the real axis. We ask in the following report whether the cubic asymptotic evaluation is free from divergence even at every degenerating point x = x III ω m (m = 0, 1, 2). * ) We distinguish the degenerating point of multiple saddle points from the caustic. If the asymptotic evaluation diverges at a degenerating point, it is called the caustic. Namely, any caustic is always a degenerating point but each degenerating point is not always a caustic (see also §5 in Ref. 4) ). 
On the real axis {x ∈ R}
For real values of control parameter x, the 1st-order and 2nd-order cubic asymptotic evaluations {Ai (n) III (x) : n = 1, 2} are plotted as a graph in Fig. 5 . A surprising observation is that these asymptotic evaluations never exhibit any divergence over the real axis {x ∈ R} even around the degenerating point x III on it. Even the 1st-order cubic asymptotic evaluation Ai (1) III (x) is very accurate for any x ∈ R; its maximum error around the origin x = 0 is 5.86%. Furthermore, the 2nd-order one Ai (2) III (x) is more accurate than the 1st-order one Ai (1) III (x) uniformly over x ∈ R; its maximum error is 3.47%.
We intuitively explain the reason why this virtue of the asymptotic evaluation is gained by the cubic steepest descent method S III . Two cubic saddle points s III,1 (x) and s III,2 (x) collide at the degenerating point x = x III and hence if either of them is contributing * ) to the asymptotic evaluation of the Airy function Ai(x) just at x = x III then this asymptotic evaluation will diverge there. However, according to the analysis in Appendix B, both of them are non-contributing to the asymptotic evaluation of Ai(x) when x is around x III (see Fig. 6 ). Hence, the asymptotic evaluation of Ai(x) by the cubic steepest descent method S III is very accurate even around the degenerating point x III , although two cubic saddle points s III,1 (x) and s III,2 (x) collide there.
We note that both of two cubic saddle points s III,1 (x) and s III,2 (x) are contributing when x is on a part x ∈ X : 2π 3 < arg x < 4π 3 of complex plane X, which is apart from the degenerating point x III . On the other hand, the other cubic saddle point s III,0 (x) is contributing to the asymptotic evaluation of Ai(x) when x is on its complementary part x ∈ X : − 
Over the complex plane {x ∈ C}
A virtue of the cubic asymptotic evaluation Ai III (x) when x is on the real axis x ∈ R is lost when the control parameter x is extended to the complex plane X. The relative errors in the 1st-order and 2nd-order cubic asymptotic evaluations {Ai (n) III (x) : n = 1, 2} are depicted in Fig. 7 .
Although the cubic asymptotic evaluation Ai
III (x) is still free from divergence over the complex plane X, it has a large error at the two degenerating points x III ω and x III ω 2 . * ) The 1st-order one Ai (1) III (x) has a large error 8.05% at x = x III ω, x III ω 2 , whereas the 2nd-order one Ai (2) III (x) takes a further large error 17.6% there. Namely, the 2nd-order cubic asymptotic evaluation Ai (2) III (x) has an about twice larger error than the 1st-order one Ai (1) III (x). When an even higher-order cubic asymptotic evaluation Ai n = 3, 4, . . .) is taken up, its relative error takes a larger value when x is near the degenerating points x III ω and x III ω 2 . In this sense, we have to say that the cubic asymptotic evaluation Ai (n) III (x) is not completely divergence-free. We refer to the points x III ω and x III ω 2 as the smeared caustics. In our terminology, the smeared caustic means a point where the asymptotic evaluation does not diverge at any order of small parameter but its error rapidly increases as the order of small parameter is raised. §5.
Summary and discussion
The main subject of this paper is to build a new steepest descent method, cubic steepest descent method S III . The cubic steepest descent method S III for integrals and the cubic-WKB method W III for differential equations 2), 3) are considered to be based on some common asymptotic expansion theory behind them, cubic asymptotic expansion theory.
In §4, we applied the cubic steepest descent method S III to the Airy function Ai(x). An n-th order cubic asymptotic evaluation Ai III (x) (n = 1, 2, . . .) does not diverge anywhere on the real axis {x ∈ R} and is very accurate at any point on it. However, this excellent quality of the cubic asymptotic evaluation on the real axis {x ∈ R} is lost when it is tested over the whole complex plane X ≡ {x ∈ C}. The cubic asymptotic evaluation Ai III (x) does not diverge at any point over the whole complex plane X for any order of n, but, as the order n is raised, its error becomes larger and larger at a certain point where multiple cubic saddle points collide. In this sense, the cubic asymptotic evaluation Ai (n) III (x) is not completely divergence-free over the whole complex plane X.
Our next task is to develop a completely divergence-free steepest descent method in which (i) the asymptotic evaluation does not diverge anywhere on the control parameter space X in any order of small parameter and (ii) the asymptotic evaluations with increasing orders give a uniformly converging series to approximate a given integral I(x) for any value of control parameter x ∈ X. The present paper fails to build a completely divergence-free steepest descent method but it suggests a key to achieving it. * ) The reader may be surprised to hear that the cubic asymptotic evaluation Ai III (x) is free from divergence even at the degenerating points x III ω and x III ω 2 ; two cubic saddle points collide there and either of them is contributing to the asymptotic evaluation when x is around there (see Fig. 6 ). This fact comes from our choice of scheme to build the cubic steepest descent method S III ; if use the direct scheme instead of the expanded scheme, the logarithm ln(f (s) + Δ(s)) in the core function φ(s) (3 . 14) will diverge at these degenerating points (see §3.3 again). The key is the degree of freedom to choose the most appropriate integration variable before applying the traditional steepest descent method to the rewritten integral. As far as we know, this degree of freedom has been overlooked in the long history of steepest descent method. We think that the most important contribution of the present paper to the asymptotic expansion theory is that a completely new research program is presented; what is the ultimate correct choice for the integration variable to yield the most accurate asymptotic evaluation of a given integral when the traditional steepest descent method is applied to the rewritten integral? Figure 8 depicts the procedure to build an optimized steepest descent method according to the above research program. This procedure is quite similar to the previous procedure to build the cubic steepest descent method S III (see Fig. 3 ) except for the difference between the transformation functions in these methods. The transformation function G(s) in the cubic steepest descent method S III is specified from the beginning to be G(s) = f (s), whereas the transformation function G(s) to build an optimized steepest descent method is determined finally in order that the resultant asymptotic evaluation is optimized in some sense.
The above procedure to build an optimized steepest descent method reminds us of how the Langer modification 5), 13) is justified. When the traditional WKB method W II is applied to the radial Schrödinger equation (RSE) there is a degree of freedom to choose the position coordinate to rewrite RSE before the traditional WKB method W II is applied to the rewritten Schrödinger equation. It is shown in Refs. 5) and 13) that the variable transformation x = ln r from the radial coordinate r to a new coordinate x improves drastically the accuracy of quantization condition in the traditional WKB method (see Fig. 9 ). At present, we think that it may be difficult to obtain the ultimate transformation function G(s) that specifies the ultimately best choice for the integration variable. However, we have already obtained several more promising transformation functions compared with the present transformation function f (s), which yields the cubic steepest descent method S III of this paper. By using a certain transformation function among them, we have constructed more improved steepest descent method than the cubic steepest descent method. It is termed the least sensitive steepest descent method . 11) It is speculated with the help of numerical calculation that the least sensitive steepest descent method achieves a completely divergencefree asymptotic evaluation for any given integral I(x) in generic if the given integral I(x) has only one complex control parameter x ∈ C. Namely, this steepest descent method is expected to be free from the divergence that comes from fold caustics. This is to be reported in our subsequent paper. 11) where the integration path C connects a valley of integrand to another valley of it. As shown below, the Laplace integral (A . 1) satisfies the differential equation 
A.2. Translation of traditional WKB method
According to the prescription of any WKB method, we begin by expressing the wave function Ψ (x) by another function y(x) through the relation
The substitution of (A . Next, the 1st-order correction y
II (x) to the 0th-order solution y II (x) is calculated by substituting the WKB expansion y(x) = y II (x) + y 
The lowest-order traditional WKB wave function Ψ II (x) is obtained by the 1st-order truncation y(x) ∼ = y II (x) + y (1) II (x) of the solution y(x) of (ODE II ) (A . 7) as
With use of the integration by parts, the 1st-order truncation y II (x) + y
II (x) of y(x) is integrated step by step as
At the second equality, (AE II ) :
at the final equality. By substituting (A . 13) into
We subsequently calculate the lowest-order cubic-WKB wave function Ψ III (x). This is obtained by the 0th-order truncation y(x) ∼ = y III (x) of the cubic-WKB expansion as
In a similar way to that of traditional WKB method, the solution y III (x) of the algebraic equation (AE III ) (A . 18) is integrated as
The substitution of (A . 21) into the cubic-WKB wave function Ψ III (x) (A . 20) yields 
Appendix B Cubic Steepest Descent Method Applied to the Airy Function
This appendix applies the cubic steepest descent method S III to the Airy function 9) Ai(x) = 1 2πi s 3 +xs are specified by (see Fig. 10 ) (ii) it passes through the cubic saddle point s III,m (x) (B . 5); (iii) it starts from a valley V i (B . 3) and terminates at another valley V j . Such path is termed the cubic stationary phase path and is denoted by E m (x). The direction of this path E m (x) is specified in our convention 4) as follows:
The tangential direction of the path E m (x) just at the cubic saddle point s III,m (x) points to the right half-plane of the integration variable space {s ∈ C}.
B.3. Connectivity graph according to cubic steepest descent method
The topological feature of the cubic stationary phase paths {E m (x)} on integration variable space {s ∈ C} is reduced to what we call the connectivity graph 4) G A maximal open domain in the control parameter space X ≡ {x ∈ C} over which the connectivity graph G(x) is constant is termed the atomic domain. In the present application, there are five atomic domains named {D a : a = 0, 1, 2, 3, 4}. The constant value of the connectivity graph G(x) over every atomic domain is depicted as a graph in Fig. 11 .
On each of atomic domains D 0 , D 1 and D 2 , the number of edges are two (not three). This is because one saddle point among {s III,m (x) : m = 0, 1, 2} is excluded there, since it does not satisfy the availability condition (B . 7).
We comment on the switching line l, 4) which is the boundary of two adjacent atomic domains D 0 and D 2 and is also the boundary of atomic domains D 3 and D 4 . When the control parameter x ∈ X crosses the switching line l, the 0th edge E 0 reverses the direction suddenly. The switching line is a kind of branch cut as explained in our previous paper. 4) 
B.4. Evaluation along the path in connectivity graph
The cubic asymptotic evaluation (3 . 22) of the Airy function Ai(x) = I(V 2 , V 1 ; x) is calculated along a path γ(x) * * ) in the graph G(x) that connects the initial vertex V 2 ∈ V to the terminal vertex V 1 ∈ V. According to the connectivity graph G(x) * ) Strictly speaking, the analytic function e −F (t(s))/ (B . 4) is double-valued on the integration variable space {s ∈ C} and two Riemann sheets are required to express it in a single-valued manner on them. However, for the calculation of the cubic asymptotic evaluation, it is sufficient to consider either of two Riemann sheets. * * ) The path in graph theory is explained in the Appendix of our previous paper. 4) Throughout our papers, the terminology "path" is used in two meanings; one is the path γ used in the context of graph theory and the other is the path C along which some line integral is evaluated. depicted in Fig. 11 , the simple path γ(x) * ) from V 2 to V 1 is read as
(B . 9)
We comment on the 4th and 5th lines on the right-hand side of (B . 9). When the control parameter x is in the atomic domains D 3 and D 4 , the connectivity graph G(x) has a cycle and hence there are two simple paths connecting the vertex V 2 to * ) A path is called simple if and only if any edge does not appear more than once in the path (see also §3 in Ref. 4 
)).
Downloaded from https://academic.oup.com/ptp/article-abstract/122/6/1347/1852601 by guest on 07 January 2019 the vertex V 1 . Corresponding to it, we have two candidates of cubic asymptotic evaluation when x is in these domains. Accordingly, we need to select the more appropriate asymptotic evaluation between these two candidates.
B.5. Principle of excluding worst edge
When the control parameter x is in the atomic domains D 3 and D 4 , we need a principle to select the more appropriate path between the two paths (V 2 , +1, E 0 , V 1 ) and (V 2 , +1, E 1 , V 0 , −1, E 2 , V 1 ) for x ∈ D 3 , (V 2 , −1, E 0 , V 1 ) and (V 2 , +1, E 1 , V 0 , −1, E 2 , V 1 ) for x ∈ D 4 .
(B . 10)
Intuitively speaking, we avoid using the cubic saddle point that is expected to include the largest error among all the cubic saddle points {s III,m : m = 0, 1, 2}. Such cubic saddle point is termed the worst saddle point. When an n-th order cubic asymptotic evaluation I (n) III (n = 1, 2, . . .) (3 . 22 ) is used to asymptotically evaluate the Airy function Ai(x), its error may be estimated by the next-order correction to the n-th order asymptotic evaluation I (n) III . Since this correction is given by the (n + 1)-th order term φ n+1 (s) n+1 in the core function φ(s) (3 . 20), we use it as the indicator for the worst saddle point.
By using the worst saddle point, we introduce a principle termed the principle of excluding worst edge:
A path γ(x) that does not pass the worth edge is selected to calculate the asymptotic evaluation. Here, the worst edge is defined as the edge E m that corresponds to the cubic stationary phase path E m (x) passing through the worst saddle point s III,m (x). After using the principle of excluding worst edge for every point x in the atomic domains D 3 and D 4 , the path γ(x) is changed from (B . 9) to In asymptotic analysis, 4) an edge is termed the contributing edge if and only if it is included in the path γ(x) (B . 11). Furthermore, any saddle point that corresponds to a contributing edge is termed the contributing saddle point. In the present application, the two saddle points s III,1 (x) and s III,2 (x) are contributing on a part x ∈ C : (see Fig. 6 in §4). With use of the above path γ(x) (B . 11), we have obtained the asymptotic evaluation Ai III (x) of the Airy function Ai(x) by the cubic steepest descent method S III ; its relative error is depicted in Fig. 7 in  §4. 
