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Unfortunately, while such high-level protocols are useful, they embed complex functionality and are therefore difficult to design, debug, and modify. One option for addressing this problem is to implement the functionality as a collection of smaller protocol objects (a protocol suite)
and then use a system like ADAPTIVE [37] , Horus [38] , or the x-kernel [23] to combine the objects into a network subsystem. Such systems allow the overall functionality to be separated into more manageable modules, thereby accruing advantages in the areas of incremental development, system customization, and code reuse.
Despite their advantages over monolithic realizations, current systems still have a number of deficiencies when it comes to implementing high-level protocols. These include inadequate support for fine-grained modules with complex interaction patterns, limited facilities for data sharing, and an orientation towards hierarchical protocol composition at the expense of more flexible combinations. Experience suggests that these limitations increase the difficulty of implementing high-level protocols using these systems. For example, problems of this type have been encountered with the x-kernel, both in Consul, a protocol suite implementing atomic multicast [29, 35] , and xAMP, a real-time atomic multicast protocol [39] .
In this paper, we describe a new x-kernel-based structuring approach that addresses these problems. With our approach, a high-level network protocol is constructed from a collection of micro-protocol objects (or just microprotocok) transmission.
Micro-protocols can also be used to implement different semantic variants of the same property. For example, with RPC, there may be multiple micro-protocols implementing different policies for how the request is handled if the server fails, such as exactly once, at least once, or at most once semantics [34] . A system is then configured based on the particular properties needed for the given application.
This micro-protocol approach is realized by augmenting the x-kernel's standard hierarchical object composition model with the ability to internally structure protocol objects. The result is a two-level model in which selected micro-protocols are first combined with a standard runtime system or framework to form a composite protocol.
This composite protocol, whose external interface is indistinguishable from a standard x-kernel protocol, is then composed with other x-kernel protocols in the normal hierarchical way to realize the overall functionality required of the network subsystem. Internally, the framework implements an event-driven execution paradigm, in which microprotocols are executed whenever events for which they are registered-for example, message arrival or a timeoutoccur. Thus, when compared with standard x-kernel protocol objects, micro-protocols are typically finer-grain objects that interact more closely and do so using mechanisms provided by the framework rather than the x-kernel Uniform Protocol Interface (UPI).
Our approach has a number of benefits. For example, the flexibility inherent in the two-level aspect of this model is useful for dealing with dependencies among the constituent properties implemented by these complex protocols. It also offers the development benefits associated with modular implementations, as well as an enhanced ability to tailor the system to the specific characteristics of a given application or architecture.
Among other things, this configurability makes the approach suitable for constructing adaptive systems, which alter their behavior based on changes in the environment [5, 14] . Our approach is also related to recent work in configurable operating systems [4, 18, 31] .
In contrast with similar systems for constructing configurable protocols, our approach provides finer granularity and more flexible inter-object communication, which is especially useful for configuring closely-related service variants of the same general type of high-level protocol (e.g., variants of atomic multicast).
Here, our focus is on describing the design and performance of the prototype implementation, which is integrated with x-kernel version 3.2 running on Mach. Below, we first
give further motivation and goals, followed by a summary of the services provided by our system and a description of the model. The prototype implementation is then described, together with performance figures from a micro-protocol suite capable of supporting multiple variants of group RPC.
Finally, related work is described and conclusions offered.
Motivation and Goals
Early protocol systems were designed as monolithic entities, and their implementations reflected this. Even as the layered model gained acceptance as a conceptual tool to view protocol composition, implementations still tended to be ad hoc, reflecting a concern that implementing each protocol as a distinct entity would result in significant performance penalties. It is only recently, in fact, that software support for protocol composition has reached a level where hierarchical collections of protocol objects can be combined into a system whose performance is competitive with monolithic implementations.
Constructing a network service from collections of protocol objects has a number of advantages. Perhaps the most important is that it allows, at least in theory, reuse to construct new services. In other words, a new service can be constructed by writing a new object that implements just the new aspect of the service, and then combining it with existing, well-tested objects that provide the other necessary functionality.
Over time, a comprehensive library of objects can be developed, thereby simplifying the development effort, facilitating performance comparisons between protocol implementations, and allowing experimentation with new protocol concepts.
While this hierarchical approach has worked well for a large class of protocols, a persuasive case can be made that it lacks the flexibility needed to implement certain types of protocols. For example, in designing and implementing Consul using the x-kernel, a number of inherent problems with the model were discovered [30] . These include the following:
q Provisions for communicating between protocol objects on the same machine are insufficient to implement the necessary complex interactions. In the x-kernel, the specific problem is that the UPI lacks sufficient flexibility, thus requiring the programmer to use control operations as a workaround. Dependencies between microprotocols are explicit since "back door" communication channels are unnecessary. This makes understanding the micro-protocols easier and the interactions obvious.
Future opportunities for optimization.
Explicit dependencies create the potential for code optimization. For example, it may be possible to in-line code using techniques similar to [1] to yield a system with efficiency competitive to monolithic implementations.
Availability of x-kernel protocols.
Since our system is incorporated in the x-kernel, all existing and future x-kernel protocols can be used without modification, In summary, then, our goal is to extend current technology to encompass more fine-grained composition of protocol objects, both to simplify development and to increase the configurability of the network subsystem.
Constructing Composite Protocols
In the standard x-kernel model, a hierarchical graph of protocol objects is used to realize a communication service.
A thread shepherds each message along a path through the graph executing the x-kernel operations call, push, pop, and demux to route the message on the correct path from the application to the network or vice versa. Messages can be modified, destroyed or created as they traverse the graph. ways for protocol objects at the same level to communicate. In addition, we have extended the one-thread-per-message model to multiple-threads-per-message model and provided an event-driven mechanism for protocol communication.
ATwo-Level Model of Protocol Composition
In our model, thestandard x-kernel hierarchical model is augmented with the ability to include composite protocols in the protocol graph in conjunction with simplex-kernel protocols.
Unlike simple protocols, each composite protocol has an internal structure formed of a collection of micro-protocols executed in an event-driven manner. The major components of a composite protocol are:
A section of code that implements a single well-defined property or provides some specific functionalist y. Consists of header information, private data, initialization code, and a collection of event handlers.
May export data for use by other rnicroprotocols. or not. Some events of interest are predefine (e.g., message arrival); others are defined by micro-protocols (e.g., change in group membership).
Framework
A runtime system that implements the event registration and triggering mechanism, and contains shared data (e.g., messages) that can be accessed by more than one micro-protocol.
An example of this model is shown in Figure 1 . Above is an x-kernel protocol graph that contains a composite protocol CP implementing atomic multicast. Below is an expanded view of CP illustrating the components of the model. In the middle of CP is the runtime framework, which contains a shared data structure-in this case a bag of messagesand some event definitions. The boxes to the left represent micro-protocols, while to the right are some common events with the list of micro-protocols that are to be invoked when the event occurs.
Micro-Protocols
A micro-protocol is structured as shown in Figure 2 . Events relevant to a micro-protocol are declared as either exported or imported. An exported event is one that is raised by the micro-protocol, while an imported event is one for which the micro-protocol provides a handler. The micro-protocol may also contain private events that are used for internal communication and declare private data visible to all handlers defined in the micro-protocol. Data inspection routines are exported when a microprotocol maintains information and wants to make it available to other micro-protocols. For example, a membership micro-protocol might export a routine that returns the current membership list. In these situations, only the microprotocol declaring the data can alter it, so that changes by other micro-protocols must be requested by raising an event or calling an exported routine that modifies the data. When a micro-protocol modifies its data, it will often raise an event to notify other micro-protocols about the state change. For example, the membership micro-protocol might react to a "timeout" event by suspecting that a process has failed. If, after further checking-for example, by running an agreement protocol with the other processes-it determines that a failure has indeed occurred, it would update the membership list and raise an event declaring a change to that list.
We express micro-protocols in an informal protocol description language that supports the structure of rnicroprotocol programming described above, and enforces visibility and modularity rules. An example micro-protocol written in this pseudo-code is given in section 3.5.
Other aspects of micro-protocols shown in Figure 2 (e.g., message attributes) are described below.
Events and Handler Execution
Events are a general communication mechanism used to inform micro-protocols that something of interest has happened.
A micro-protocol requests notification from the runtime system for a given event by declaring a handler as shown above. Each event may have multiple handlers, which can be useful when multiple micro-protocols need to be notified that the event has occurred. For example, the arrival of a message from the network may trigger one handler involved with detecting host failures and another that is involved with inserting the message into an ordering graph.
Handlers are not necessarily known to the micro-protocol raising the event.
This property helps decouple microprotocols from one another, thereby simplifying the task of writing micro-protocols that can be combined in a flexible fashion with other micro-protocols.
As an example of this decoupling, one micro-protocol can be responsible for detecting a situation, with another implementing the policy for resolving it. This type of structure allows the policies for each to be realized orthogonally based on the needs of the application and the specific collection of micro-protocols configured into the framework.
Events can also have parameters.
For example, when an event corresponding to the expiration of an acknowledgment timer occurs, we might also want to communicate which message is lacking the acknowledgment.
Such functionality can be realized by passing that information as an argument to the registered event handlers. All parameters are passed by value.
Events can either be user-defined or predefine by the runtime system. A user-defined event, such as the one related to timer expiration above, is exported (declared) by a given micro-protocol and explicitly raised by invoking a routine implemented by the framework. Predefine events, on the other hand, are exported by the runtime framework and implicitly raised when the framework detects that the event has occurred. In both cases, the event can be imported (handled) by any number of other micro-protocols.
The following list gives the predefine events currently supported; here, xMsg refers to an x-kernel message and CPMsg refers to a composite protocol message, both of which are described in more detail in section 4.1 below:
Message_Popped-To.CP(xMsg):
An x-kernel message from a lower level x-kernel protocol has been popped to the composite protocol.
MessageYopped.From_CP( CPMsg): A message has been popped from the composite protocol to the xkemel higher level protocol.
MessageJ%shed_To-CP(xMsg):
An x-kernel message from a higher level x-kernel protocol has been pushed to the composite protocol.
Message-Pushed_From-CP(CPMsg): A message has been pushed from the composite protocol to the xkemel lower level protocol.
Message_lnserted_ lnto_Bag(CPMsg):
A message has been constructed and inserted into the shared bag of messages.
MessageDeleted-From-Bag(CPMsg): A message has been deleted from the shared bag of messages.
Message fleady.To5e-Sent(CPMsg):
All microprotocols are satisfied that the message can leave the composite protocol, either to be popped or pushed.
In addition, there are provisions for timer events that are generated after a specified amount of time has passed.
A micro-protocol can only handle events that it declares as imported, or private events that are locally generated and handled by the same micro-protocol. An event must be exported by a micro-protocol to be imported by another micro-protocol.
Handlers are scheduled for execution when an event is raised. If there are multiple handlers registered for that event, the order in which they are executed is indeterminate.
In fact, they may be executed in parallel given the appropriate hardware.
Execution of a micro-protocol that raises an event can either block until all handlers have completed (synchronous) or proceed without blocking (asynchronous).
The choice of semantics is specified as an argument in the system call that raises an event, implying that it can vary on a per-invocation basis. These semantics extend as expected through multiple levels of recursively raised events.
Framework
The framework is a runtime system that implements the event mechanism and provides a shared bag of messages on which micro-protocols operate. It also implements an x-kernel compliant interface for the composite protocol, which enables it to interoperate with other x-kernel protocols in the standard way.
The framework accepts messages from the x-kernel and transfers control to micro-protocolsby raising theappropriate events and executing the appropriate event handlers.
As already noted, in the x-kernel, one thread shepherds any given message through the entire protocol graph, executing code in various protocol objects on behalf of the message.
To handle the execution of potentially many event handlers, however, we extend this model to allow multiple threads to execute on behalf of the message during its residence in the composite protocol.2 This model provides more flexibility y than the one thread per message in the context of composite protocols, and also allows the possibility of true parallel execution, as noted above. The one thread per message model is restored when a message leaves a composite protocol and is handed over to a standard x-kernel protocol object.
Messages that arrive at a composite protocol are placed in an unordered bag of messages maintained by the framework that functions as a global pool accessible to all rnicroprotocols. This feature is intended to support two aspects of programming that are common in the type of high-level protocols for which this approach is intended.
First, it allows micro-protocols to make state changes based on information in an entire collection of messages, rather than just a single message. This can be important, for example, in an atomic multicast protocol that requires waiting for a collection of messages to arrive and then deterministically sorting the collection before presenting messages to higher levels [29, 35] . Second, a shared bag of messages allows multiple micro-protocols to access messages concurrently.
This can be important, for example, in a situation where a message is acknowledged by one micro-protocol while concurrently being ordered relative to other messages by a second micro-protocol.
Prior to being placed in the bag, a verify micro-protocol is executed to determine if the message is acceptable. For instance, a message might be rejected if corruption is detected or if it is destined for a process that no longer exists.
If the message is acceptable, the verifying micro-protocol places the message in the bag using a routine provided by the framework. A default version of the micro-protocol is provided with the framework, although an alternative can easily be substituted by the user to perform message screening and bag insertion under program control.
Each message in the bag has a collection of attributes 2This is optimized in the implementation to a series of procedure calls on sequential hardware; see section 4.
that encode certain types of per-message information.
Predejinedattributes are supplied by the framework. For example, one such attribute is direction, which indicates whether the message is being sent up or down the x-kernel graph.
Micro-protocol attributes contain micro-protocol-specific information about the message. For example, a reliability protocol may keep private state information about the message indicating whether it was acknowledged or is being retransmitted and by which hosts. Such attributes can be declared either private or public; a private attribute is visible only to the micro-protocol that defines it, while a public attribute can be read by all micro-protocols. In addition, attributes are used to build headers for messages that are pushed from the framework. This is done by an attnbuteto-header routine provided by the user and invoked by the framework as a message is exiting the composite protocol.
Similarly, when a message is popped to the framework, a header-to-attribute mapping routine is invoked that unpacks the header and creates attributes using this information. As with verify, default mapping routines are supplied, but can be overridden by the user if desired.
As already noted, data defined within a micro-protocol can also be shared by exporting appropriate inspection routines. Any necessary synchronization within these routines is done explicitly using semaphores. With our prototype implementation, such synchronization is only necess~if the data is not written atomically and either a message push or an explicit event triggering is done in the middle of the code effecting the change.
Example: Micro-Protocols from a Group RPC Suite
To illustrate the structure of micro-protocols and the eventdriven programming paradigm, we present two short examples of micro-protocols that might be part of a suite used to implement a group RPC service. The first is a simple membership micro-protocol that updates a membership list whenever a host is suspected of having failed. Note that the indication of this suspicion would most likely be in the form of an event generated by another micro-protocol, such as a Iiveness micro-protocol that tracks message arrivals. The second is an acknowledgment micro-protocol that sends an ACK message for each reply message received, sends a "still working" message to a client if the reply from the local server is slow, and raises the SuspectHost-Dead event if a server is suspected to have failed.
Membership Micro-Protocol. Figure 3 shows the code for the membership micro-protocol.
At the top is an exports section that specifies inspection routines, events, and attributes that are exported for use by other micro-protocols.
Here, an event for membership change and a routine for ac- 
Implementation and Performance
Our prototype implementation is based on x-kernel version 3.2 running on Mach version MK82 and runs as a user-level task. The prototype is written in C and is structurally a collection of library routines that is linked with the userwritten micro-protocols to generate a composite protocol.
After such a protocol has been produced, it is included in the x-kernel protocol graph in the normal way.
Here, we focus on describing the implementation details of the runtime framework since much of the system's functionality is implemented there. Initial performance results from a group RPC micro-protocol suite and a null protocol test are also given.
without requiring changes to the existing protocols. As noted in the previous section, multiple threads of control may be spawned in the course of executing event handlers. In the prototype, the x-kernel thread facility based on Mach C-threads is used as the underlying mechanism. The choice to use this facility rather than spawn C-threads directly was made primarily for two reasons. One is that this makes the threads visible to the x-kernel, and, in particular, its built-in features for doing execution monitoring and debugging. This allows the programmer to exploit these features, thereby simplifying the programming process. The other reason is that it allows us to exploit the x-kernel's optimized thread management.
In particular, since the x-kernel preallocates a pool of Cthreads at initialization time and manages them directly, the cost of performing thread creation at runtime is avoided.
Thread management is simplified even further in a second version of the prototype in which handler invocations are implemented by procedure calls rather than by explicitly forking a thread. This optimization is targeted for sequential /* Send "still working" message if server slow.*/ Timeout(CP_Msg_t msg) && Server + machines where a procedure call is typically more efficient We also alter the x-kernel thread structure by assuming control over a thread that enters the composite protocol. In general, it will execute some sequence of event handlers and then a push or pop to exit the composite protocol. Alternatively, it can simply terminate within the protocol after the last event has been handled. The thread behavior is naturally different depending on whether handler execution is implemented by threads or procedure calls. In the thread implementation, the thread that enters the composite protocol returns to the caller after raising the first event. Once the event is raised, other threads are activated to execute the handlers. On the other hand, with the procedure-based implementation, the entering thread executes each event handler until all handlers are executed (recursively) and Uniform Interfaces. The framework encapsulates the then returns to the caller. Timing event are necessarily imrnicro-protocols and delivers messages to and from other plemented as threads and are based on the x-kernel timer events. x-kernel protocols. To accomplish this, the framework provides the standard x-kernel interface operations, such as call, push, pop, and demux. These allow composite proBag of Messages. A CP message is a structure that contocols to be added to an existing x-kernel protocol graph tains an x-kernel message pointer, attributes, and send bits. Micro-protocols written in the protocol description language psuedo-code are currently translated by hand into C files that are compiled using the standard C compiler. We enforce visibility rules using C extems and static declarations.
CP Messages. CP messages are based on x-kernel messages, which are optimized for message manipulations such as header pushes and pops, fragmentation, and assembly. The usual x-kernel message operations are still supported, but we add additional information in the form of attributes that are efficiently accessed. The scope of micro-protocol attribute names is limited to the micro-protocol in which they are declared, but public attributes must have globally unique names.
Implementation
Portability.
The runtime framework relies only on facilities provided by the x-kernel. As a result, it it is automatically portable to another environment that has a working x-kernel implementation. No Mach facilities are used directly.
Performance
We present two sets of initial performance results. The first is based on a group RPC micro-protocol suite that supports multiple variations of the protocol, while the second is from a null composite protocol in which a series of event handlers are executed to test overhead. All measurements were done on DecStation 5000/240s connected by a 10 Mb Ethernet.
The network was not completely isolated from other traffic, but was separated from the main departmental network by a bridge. Also, an effort was made to perform the tests during periods of relatively low network activity.
The first set of performance experiments measure several configurations of a group RPC composite protocol Group-RPC. These configurations were constructed from a collection of micro-protocols implementing different properties of such a service: The tests consisted of a client sending a 4-byte integer to one or more servers, which respond with an integer.
Each test makes 1000 RPC calls and was run 10 times. The roundtrip times are the average of the 10 test runs. To provide a baseline, a version of Sun RPC implemented using the standard x-kernel was also tested. Note, however, that Sun RPC is a peer-to-peer rather than group protocol, and, as a result, implements less functionality than Group.RPC.
The tested configurations can be summarized as follows: Test data is given for two servers. Such a configuration might be used, for example, in a simple replicated database, where the application must know that each group member has completed the request before continuing.
GRPC, ASYNC, FIFO, lAC, MEM: Implements an asynchronous call with FIFO ordering. The ordering micro-protocol ensures that the server executes all calls from a given client in FIFO order, despite the possible variations introduced by the asynchronous call interface and network transmission.
GRPC, ASYNC, FIFO, lAC, MEM, BND: Identical to the above, but with the addition of bounded termination. This micro-protocol ensures that the client call returns within a bounded interval.
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The average rountrip times for the various configurations are given in Additional micro-protocols are currently being implemented, including other reply ordering policies, two different policies for handling orphan computations, and provisions for atomic execution of requests by the server. [21] elaborates further on various abstract properties of RPC and describes the different combinations that are possible using our micro-protocol approach.
The second set of performance figures are from a null composite protocol designed to measure the event mechanism. Each of the tests measured roundtrip message transmission times for two processes using the experimental network described above. The first is a normal x-kernel implementation of UDP without composite protocols; this provides a baseline. In the second, a composite protocol using the procedure call event implementation (CP-P) is inserted between the UDP protocol and user program on both the client and server sides. On the client side, CP-P simply passes messages and acknowledgments to the UDP protocol and user program, respectively, with no changes.
On the server side, CP-P generates an acknowledgment for each message, as well as passing it through to the user program. 19 events are generated for each message round trip, and 19 handlers are invoked. The third testis identical, except that a runtime framework with the thread-based event mechanism is used. This composite protocol is called CP-T. Figure 5 illustrates the structure and message flow of the second and third configurations. The results are shown in Table 2 . Although these numbers clearly indicate some overhead, the results are encouraging. Based on the one byte test, each event handler activation costs no more than 33.7 microseconds for procedure-based event dispatching and 206 microseconds for thread based.
Note that this figure includes amortizing all execution costs associated with a composite protocol over the handler activations, not just the cost of the invocation itself. The variance was again observed to be low.
Although we have not yet profiled the system in detail, our belief is that the vast majority of the time in both sets of experiments is attributable to the overhead imposed by [16] .
LJ
In contrast to these, our approach is more general and provides more flexibility for the protocol designer. Also in the area of fault-tolerance, [7] explores orthogonal properties of transactions. Such characterizations are complemental to our work since they suggest applications that might be suitable for implementation using our model.
Another area of related work concerns development of system support for constructing modular protocols. The .xkemel itself is, of course, one such system. Our work is an extension of the x-kernel model, with the goal of supporting finer-grain protocol objects that require richer facilities for communication and data sharing, while retaining the programming and configurability advantages of the x-kernel.
As noted above, the need for such facilities has been directly motivated by earlier experience using the x-kernel to construct the type of high-level protocols that are the target of this research [30] . Many of our goals related to system customization, code reuse, and protocol configurability are adopted from the x-kernel.
Other x-kernel related work has explored the use of finergrain protocol objects [33] , but the emphasis there is on syntactic decomposition of higher-level protocols within a hierarchical framework.
This work, however, does lend credence to the claim that such fine-grain modularity can be introduced without sacrificing performance. System V Streams [36] also supports modularization of protocols, but its model is also hierarchical and relatively coarse-grained. Horus [38] supports stack-line configurations of coarsegrained protocols.
Somewhat closer to our work is the ADAPTIVE system [37] , which is also designed to support flexible combinations of protocol objects. The goal of the system is to support efficient construction of transport services with different quality-of-service (QoS) characteristics, especially for multimedia applications using high-performance networks.
In contrast with our work, the designers of ADAPTIVE emphasize runtime reconfiguration, automatic generation of sessions-i.e., instances of protocol objects-from highlevel specifications, and support for alternative process architectures and parallel execution. Moreover, the type of protocol objects supported appear relatively coarse-grained when compared to our objects-multicast rather than individual properties of multicast, for instance-and more oriented toward hierarchical composition and limited data sharing.
Several other efforts have also concentrated on supporting parallel execution of modular protocols, including [15, 26] . While similar to our work in the sense of decomposing protocols along semantic lines, these efforts differ in their emphasis on using parallel execution to improve throughput and latency for high-performance scientific applications. They also retain a single-level composition model, which we believe does not offer enough flexibility for high-level protocols.
Finally, recent work on new generation operating systems has emphasized similar customization goals, but in a more general context [4, 18, 31] . These projects attempt to increase the ability of users to configure different types of services, but for many aspects of operating system functionality rather than just network protocols. However, the configurability they provide is typically more coarse-grained than our approach, which emphasizes choice among specific semantic properties of high-level protocols. 
