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Abstract
We consider a dynamical system moving in a Riemannian space and prove two theorems which relate
the Lie point symmetries and the Noether symmetries of the equation of motion, with the special projective
group and the homothetic group of the space respectively. These theorems are used to classify the two
dimensional Newtonian dynamical systems, which admit Lie point/Noether symmetries. The results of the
study i.e. expressions of forces / potentials, Lie symmetries, Noether vectors and Noether integrals are
presented in the form of tables for easy reference and convenience. Two cases are considered, Hamiltonian
and non-Hamiltonian systems. The results are used to determine the Lie / Noether symmetries of two
different systems. The Kepler - Ermakov system, which in general is non-conservative, and the conservative
system with potential similar to the He`non Heiles potential. As an additional application, we consider
the scalar field cosmologies inFRW background with no matter, and look for the scalar field potentials for
which the resulting cosmological models are integrable. It is found that the only integrable scalar field
cosmologies are defined by the exponential and the Unified Dark Matter potential. It is to be noted that
in all aforementioned applications the Lie / Noether symmetry vectors are found by simply reading the
appropriate entry in the relevant tables.
Keywords: Dynamical systems, Lie point symmetries, Special projective group, Noether symmetries, Homo-
thetic motions, scalar field cosmology, Kepler, Ermakov, He`non Heiles potential
PACS - numbers: 2.40.Hw, 4.20.-q, 4.20.Jb, 04.20.Me, 03.20.+i, 02.40.Ky
1 Introduction
The study of Lie point symmetries of a given system of ODEs consists of two steps (a) the determination of the
conditions, which the components of the Lie symmetry vectors must satisfy and (b) the solution of the system
of these conditions. Step (a) is formal and it is outlined in e.g. [1, 2]. These conditions can be quite involved,
but today it is possible to use algebraic computing programs to derive them. Therefore the essential part of
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the work is the second step. For a small number of equations (say up to three) one can possibly employ again
computer algebra to look for a solution of the system. However for a large number of equations such an attempt
is prohibitive and one has to go back to traditional methods to determine the solution.
The purpose of the present work is to provide an alternative way to solve the system of Lie point symmetry
conditions for the second order equations of the form:
x¨i + Γijkx˙
j x˙k = F i. (1)
Here Γijk(x
r) are general functions, a dot over a symbol indicates derivation with respect to the parameter s
along the solution curves and F i(xj) is a C∞ vector field. This type of equations is important, because it
contains the equations of motion of a dynamical system in a Riemannian space, in which the functions Γijk(x
r)
are the connection coefficients of the metric, s being an affine parameter along the trajectory. In the following
we assume this identification of Γijk’s
1.
The key idea, which is proposed here, is to express the system of Lie symmetry conditions of (1) in a
Riemannian space in terms of collineation (i.e. symmetry) conditions of the metric. If this is achieved, then
the Lie point symmetries of (1) will be related to the collineations of the metric, hence their determination will
be transferred to the geometric problem of determining the generators of a specific type of collineations of the
metric. One then can use of existing results of Differential Geometry on collineations to produce the solution
of the Lie symmetry problem.
The natural question to ask is: If the Lie symmetries of the dynamical systems moving in a given Riemannian
space are from the same set of collineations of the space, how will one select the Lie symmetries of a specific
dynamical system? The answer is as follows. The left hand side of Equation (1) contains the metric and
its derivatives and it is common to all dynamical systems moving in the same Riemannian space. Therefore
geometry (i.e. collineations) enters in the left hand side of (1) only. A dynamical system is defined by the force
field F i, which enters into the right hand side of (1) only. Therefore, there must exist constraint conditions,
which will involve the components of the collineation vectors and the force field F i, which will select the
appropriate Lie symmetries for a specific dynamical system. Indeed Theorem 1 (see section 3) relates the Lie
point symmetry generators of (1) with the elements of the special projective Lie algebra of the space where
motion occurs, and provides these necessary constraint conditions. A similar approach can be found in [3],[4]
and for geodesic equations in [5, 6].
What has been said for the Lie point symmetries of (1) applies also to Noether symmetries. The Noether
symmetries are Lie point symmetries which satisfy the constraint
X [1]L+ L
dξ
dt
=
df
dt
. (2)
Theorem 2 (see section 4) relates the generators of Noether symmetries of (1) with the homothetic algebra of
the metric and provides the required constraint conditions.
Before we continue, we recall briefly some definitions from Riemannian geometry. A collineation in a Rie-
mannian space is a vector field X i which satisfies an equation of the form
LXA = B (3)
1Of course it is possible to look for a metric for which a given set of Γi
jk
are the connection coefficients, or, even avoid the metric
altogether. However we shall not attempt this in the present work. For such an attempt see [7].
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where LX denotes Lie derivative, A is a geometric object (not necessarily a tensor) defined in terms of the metric
and its derivatives (e.g. connection coefficients, Ricci tensor, curvature tensor etc.) and B is an arbitrary tensor
with the same tensor indices as A. In Table 1 we show examples of collineations which we shall use in the
present work
.
Table 1: Collineations of space
Collineation A B
Killing vector (KV) gij 0
Homothetic vector (HV) gij ψgij , ψ,i = 0
Conformal Killing vector (CKV) gij ψgij , ψ,i 6= 0
Affine Collineation (AC) Γijk 0
Projective collineation (PC) Γijk 2φ(,jδ
i
k), φ,i 6= 0
Special Projective collineation (SPC) Γijk 2φ(,jδ
i
k), φ,i 6= 0 andφ,jk = 0
From Differential Geometry we know that the special projective Lie algebra of the Euclidian space En
consists of the vector fields of Table 2
.
Table 2: Collineations of Euclidean space En
Collineation Gradient Non-gradient
Killing vectors (KV) SI = δ
i
I∂i XIJ = δ
j
[Iδ
i
j]xj∂i
Homothetic vector (HV) H = xi∂i
Affine Collineation (AC) AIJ = xJδ
i
I∂i
Special Projective collineation (SPC) PI = SIH.
where the indices I, J = 1, 2, . . . , n.
In the following sections we apply Theorem 1 and Theorem 2 to determine all Newtonian dynamical systems
with two degrees of freedom, moving under the action of a general force F i, which admit Lie and Noether
symmetries. We also derive for each case the relevant Noether function and the corresponding Noether integral.
The case F i = 0 corresponds to the Lie point symmetries of the geodesic equations and has been considered in
[6]. The case of a conservative force has been addressed previously by Sen [8] and more recently by Damianou et
al [9]. As it will be shown both treatments are incomplete. We demonstrate the use of the results in two cases.
The non-conservative Kepler - Ermakov system [10, 11, 12] and the case of the He`non Heiles type potentials
[13, 14]. In both cases we recover and complete the existing results. Finally we consider the interesting case
of scalar field cosmologies, which is reduced to a system of two equations of motion in a flat two dimensional
Lorentzian space, and show that the only scalar field potentials which lead to an integrable cosmological model,
are the exponential potential [19] and the Unified Dark Matter (UDM) potential [17, 18].
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2 The Lie point symmetry conditions
Using the standard approach we derive the Lie point symmetry conditions for equation (1). We prefer to use
the more geometric method outlined in [2] rather that the more algebraic (but equivalent) derivation given e.g.
in [1].
We write the system of ODEs (1) in the form x¨i = ωi(x, x˙, t) where
ωi(x, x˙, t) = −Γijk(x)x˙j x˙k − F i. (4)
The associated linear operator defined by this system of ODEs is
A =
∂
∂t
+ x˙i
∂
∂xi
+ ωi(t, xj , x˙j)
∂
∂x˙i
. (5)
The condition for a Lie symmetry for the system of equations is [2]
[X[1],A] = λ(xj)A (6)
where X [1] is the first prolongation of the symmetry vector X = ξ(t, x)∂t + η
i(t, x)∂xi defined as follows
X[1] = ξ(t, x, x˙)∂t + η
i(t, x, x˙)∂xi +G
[1]i∂x˙i . (7)
G[1]i is the component of the first prolongation X[1] along ∂x˙i . It is a standard result [2] that (6) leads to the
three conditions:
−Aξ = λ (8)
G[1]i = Aηi − x˙iAξ (9)
X [1](ωi)−A(G[1]i) = −ωiAξ. (10)
For any function f(t, xi), Af = df/dt, where df/dt = f,t+ f,ix˙
i is the total derivative of f. Using this result
we write the symmetry conditions as
λ = −dξ
dt
(11)
G[1]i =
dηi
dt
− x˙i dξ
dt
(12)
X [1](ωi)−A(G[1]i) = −ωi dξ
dt
. (13)
We note that condition (12) defines the first prolongation G[1]i. Condition (11) gives the factor λ. Therefore
the essential condition for a Lie point symmetry is equation (13).
We introduce the second prolongation G[2]i of X with the formula
G[2]i
(
t, xi, x˙i
)
=
dG[1]i
dt
− x¨i dξ
dt
= A(G[1]i)− ωi dξ
dt
. (14)
Then the condition for a Lie symmetry becomes [2]:
G[2]i = X [1]ωi. (15)
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After a rather long but standard calculation we find that the Lie point symmetry conditions of (1) are
LηF
i + 2ξ,t F
i + ηi,tt= 0 (16)
(
ξ,k δ
i
j + 2ξ,j δ
i
k
)
F k + 2ηi,t|j −ξ,tt δij = 0 (17)
LηΓ
i
(jk) = 2ξ,t(j δ
i
k) (18)
ξ(,i|jδ
k
r) = 0. (19)
We note that for F i = 0 we recover the Lie point symmetry conditions of the geodesic equations (see [6])
ηi,tt = 0 (20)
2ηi,t|j −ξ,tt δik = 0 (21)
LηΓ
i
jk − 2ξ,t(j δik) = 0 (22)
ξ(,j|kδ
i
d) = 0. (23)
3 Lie point symmetries and collineations
Following a similar approach as in [6] we express the Lie point symmetry conditions (16) - (19) in terms of the
collineations of the metric.
Equation (19) means that ξ,j is a gradient Killing vector (KV) of gij . This implies that the metric gij is
decomposable. Equation (18) means that ηi is a projective collineation of the metric with projective function
ξ,t. The remaining two equations are the constraint conditions, which relate the components ξ, n
i of the Lie
point symmetry vector with the vector F i. Equation (16) gives2
(
Lηg
ij
)
Fj + g
ijLηFj + 2ξ,tg
ijFj + η
i
,tt = 0. (24)
This equation restricts ηi further because it relates it directly to the metric symmetries. Finally equation (17)
gives
− δijξ,tt +
(
ξ,jδ
i
k + 2δ
i
jξ,k
)
F k + 2ηi,tj + 2Γ
i
jkη
k
,t = 0. (25)
We conclude that the Lie symmetry equations are equations (24) ,(25) where ξ(t, x) is a gradient KV of
the metric gij and η
i (t, x) is a special Projective of the metric gij with projective function ξ,t. We state the
solution of the system of equations (16) - (19) as Theorem 1.
Theorem 1 The Lie point Symmetries of the equations of motion of an autonomous system with force function
F j(xi), in a general Riemannian space with metric gij , namely
x¨i + Γijkx˙
j x˙k = F i (26)
are given in terms of the generators Y i of the special projective Lie algebra of the metric gij as follows.
One Lie symmetry vector is ∂t (autonomous equation of motion).
Case A: The force is not necessarily conservative
2LηVb = V,bcη
c + ηc,b V,c
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Case A1.
Y i is an element of the Affine algebra of the metric.
The Lie symmetries are:
X =
(
1
2
d1a1t+ d2
)
∂t + a1Y
i∂i, (27)
where a1 and d1 are constants, provided the force satisfies the condition:
LY F
i + d1F
i = 0. (28)
Case A2.
Y i is a gradient KV or HV (if it exists) and Y i 6= F i.
The Lie symmetries are:
X = 2ψ
∫
T (t) dt∂t + T (t) Y
i∂i, (29)
where the function T (t) is the solution of the equation
T,tt = a1T (30)
provided the force F i satisfies the condition
LYF
i + 4ψF i + a1Y
i = 0. (31)
Case A3
Y i is a special PC.
In this case the Lie symmetry vectors are (the index J counts the gradient KVs)
XJ = (C (t)SJ +D (t)) ∂t + T (t) Y
i∂i, (32)
where the functions C(t), T (t), D(t) are solutions of the system of simultaneous equations
D,t
T
=
1
2
d1 ,
T,tt
T
= a1 ,
T,t
C
= c2 ,
D,tt
C
= dc ,
C,t
T
= a0, (33)
provided the force satisfies the conditions
LY F
i + 2a0SF
i + d1F
i − a1Y i = 0 (34)(
S,kδ
i
j + 2S,j δ
i
k
)
F k − (2Y i; j − a0Sδij) c2 + dcδij = 0. (35)
Case B: The force is conservative and F i = −V ,i.
In addition to the cases of Case A we have the following extra cases.
Case B1.
Y i is a gradient HV and Y i = κV ,i, where κ is a constant.
In this case the potential is the function generating the gradient HV of the metric and the Lie symmetry vectors
are
X = D (t) ∂t + T (t)V
,i∂i (36)
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where the functions D (t) , T (t) are the solutions of the system of simultaneous equations
D,tt − 2ψT,t = 0 (37)
κT,tt + 2D,t = 0. (38)
Case B2.
Y i is a special PC and Y iJ = λSJV
,i, where V ,i is a gradient HV and S,iJ is a gradient KV.
The Lie symmetry vectors are:
XJ = (C (t)SJ + d1) ∂t + T (t)λSJV
,i∂i
where the functions C (t) and T (t) are computed from:
T,tt
T
+ 2
C,t
T
= λ1 ,
T,t
C
= λ2 , C,t = a0T (39)
provided the potential function satisfies the conditions
LYJV
,i + λ1SJV
,i = 0 (40)
[λ2 (2λ− a0) + λ1]SJδij + 2(1 + λλ2)SJ,jV .i = 0. (41)
Conditions (40) and (41) is possible to be written in a simpler form. Let H = kV ,i (k 6= 0) then Y i =
λSJV
,i = λkSJH .
Then condition (40) gives (we have changed λ1 to λJ):
H(lnSJ) =
λJ
λ
k (42)
which is a condition on the gradient HV Hi.
Concerning the second condition (41) we find:
2(1 + λλ2)(lnSJ ),j H
.i = −k [λ2 (2λ− a0) + λ1] δij . (43)
This condition is also a constraint between the gradient functions SJ , H for all J.
4 The Noether symmetries of an autonomous conservative dynam-
ical system moving in a Riemannian space
Consider a particle moving in the Riemannian space with metric gij under the influence of the ”time” inde-
pendent potential V
(
xk
)
, where by ”time” it is understood the affine parameter along the trajectory. The
Lagrangian of motion is
L =
1
2
gij x˙
ix˙j − V (xk) . (44)
A vector field X = ξ
(
t, xk
)
∂t + η
i
(
t, xk
)
∂xi is a Noether Symmetry of the Lagrangian if condition
X[1]L+
dξ
dt
L =
df
dt
(45)
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is satisfied, where X[1] = ξ
(
t, xk
)
∂t+η
i
(
t, xk
)
∂xi +
(
dηi
dt − x˙i dξdt
)
∂x˙i is the first prolongation of X and f(x
i, t).
We compute X[1]L and noting that the resulting equation is an identity in x˙k, we set the coefficient of each
power of x˙k equal to zero. We find the following conditions for a Noether symmetry to be admitted by the
Lagrangian (44)
V,kη
k + V ξ,t = −f,t (46)
ηi,tgij − ξ,jV = f,j (47)
Lηgij = 2
(
1
2
ξ,t
)
gij (48)
ξ,k = 0. (49)
Equation (49) implies ξ = ξ (t) and reduces the system as follows
Lηgij = 2
(
1
2
ξ,t
)
gij (50)
V,kη
k + V ξ,t = −f,t (51)
ηi,t = f,i. (52)
Equation (50) implies that ηi is a conformal Killing vector of the metric provided ξ,t 6= 0. Because gij is
independent of t and ξ = ξ (t) the ηi must be is a HV of the metric. This means that ηi (t, x) = T (t)Y i
(
xj
)
where Y i is a HV. If ξ,t = 0 then η
i is a Killing vector of the metric. Equations (51), (52) are the constraint
conditions, which the Noether symmetry and the potential must satisfy for former to be admitted.
We state the solution of the system of equations (50) - (52) as Theorem 2.
Theorem 2 The Lagrangian:
L =
1
2
gij x˙
ix˙j − V (xk) (53)
of an autonomous conservative dynamical system, moving in a Riemannian space with metric gij , has two sets
of Noether symmetries:
a. The Noether symmetry:
X = ∂t , f = constant (54)
which accounts for the autonomous character3 of the potential and has the Noether Integral:
E =
1
2
gij x˙
ix˙j + V
(
xk
)
(55)
where E is the Hamiltonian of the system.
b. The Noether symmetries which are generated by the homothetic algebra. We have the following cases.
Case A: The KVs and the HV satisfy the condition:
V,kY
k + 2ψY V + c1 = 0. (56)
The Noether symmetry vector is
X = 2ψY t∂t + Y
i∂i, f = c1t, (57)
3Note that autonomous is understood with the meaning “independent of the affine parameter along the trajectory”. This
parameter need not be the time.
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where T (t) = a0 6= 0. The corresponding Noether integral is (ψY = 0 for a KV and 1 for the HV)
φII = 2ψY tE − gijY ix˙j + c1t. (58)
Case B: The metric admits the gradient KVs SJ and the gradient HV H and the potential satisfies the condition
V,kH
,k + 2ψHV = c2H + d. (59)
In this case the Noether symmetry vector and the Noether function are
X = 2ψY
∫
T (t) dt∂t + T (t)H
,i∂i , f
(
t, xk
)
= T,tH
(
xk
)
+ d
∫
Tdt. (60)
The functions T (t) and K (t) (T,t 6= 0) are computed from the relations
T,tt = c2T , K,t = d
∫
Tdt+ constant (61)
where c2 is a constant. The corresponding Noether Integrals are
φIII ,J = 2ψH
∫
T (t) dt E − gijHix˙j + T,tH + d
∫
Tdt. (62)
5 The Newtonian dynamical systems with two degrees of freedom
which admit Lie symmetries
In this section we apply Theorem 1 to determine all Newtonian dynamical systems with two degrees of freedom
which admit at least one Lie point symmetry. The reason for considering this problem is that a Lie point
symmetry leads to first integrals, which can be used in many ways to study a given system of differential
equations e.g. to simplify, to determine the integrability of the system etc. Because the Newtonian systems
move in E2 we need to consider the generators of the special projective algebra of E2 and then use the constraint
conditions for each case to determine the functional form of the force field F i.
We consider Cartesian coordinates so that the metric of the space is:
ds2 = dx2 + dy2. (63)
The special Projective algebra of E2 in Cartesian coordinates consists of the following vector fields (see also
Table 2):
Table 3: Collineations of Euclidean space E2
Collineation Gradient Non-gradient
Killing vectors (KV) ∂x , ∂y y∂x − x∂y
Homothetic vector (HV) x∂x + y∂y
Affine Collineation (AC) x∂x , y∂y , y∂x , x∂y
Special Projective collineation (SPC) x2∂x + xy∂y , xy∂x + y
2∂y
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We note that the special projective algebra of the two dimensional Lorentz space
ds2 = −dx2 + dy2
is the same with that of the space E2, with the difference that the non gradient Killing vector is replaced with
y∂x + x∂y . We shall use this observation in subsection 7.3 where we study the Lie and Noether symmetries of
scalar field cosmologies.
5.1 The case of non-conservative forces
We examine first the case where the force F i is non-conservative. In the next subsection we consider the case
of conservative forces. In certain cases the results are common to both cases, however for clarity it is better to
consider the two cases separately. Finally for economy of space, easy reference and convenience we present the
results in the form of tables.
In order to indicate how the results of the tables are obtained we consider case A1 of theorem 1. The Lie
point symmetry vectors for case A1 are given by (27) i.e.
X =
(
1
2
d1a1t+ d2
)
∂t + a1Y
i∂i, (64)
where a1 and d1 are constants and Y
i is a vector of the affine algebra of E2. The force field must satisfy
condition (28) i.e.:LYF+ d1F = 0. Writing F = F
x∂x + F
y ∂y and Y = Y
x∂x + Y
y ∂y we obtain a system of
two differential equations involving the unknown quantities F x, F y and the known quantities Y x, Y y. For each
vector Y we replace Y x, Y y from Table 3 and solve the system to compute F x, F y. For example for the gradient
KV ∂x we have Y
x = 1, Y y = 0 and find the solution F x (x, y) = e−dxf (y) , F y (x, y) = e−dxg (y) where d is a
constant and f (y) , g (y) are arbitrary (but C∞) functions of their argument. Working similarly we determine
the form of the force field for all cases of Theorem 1. The results are given in tables 4 and 5.
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Table 4: Case A1: The affine algebra
Lie ↓ F i → Fx (x, y) /Fθ (r, θ) Fy (x, y) /Fθ (r, θ)
d
2 t∂t + ∂x e
−dxf (y) e−dxg (y)
d
2 t∂t + ∂y e
−dyf (x) e−dyg (x)
d
2 t∂t + (y∂x − x∂y) f (r) e−dθ g (r) e−dθ
d
2 t∂t + x∂x + y∂y x
(1−d)f
(
y
x
)
x(1−d)g
(
y
x
)
d
2 t∂t + x∂x x
(1−d)f (y) x−dg (y)
d
2 t∂t + y∂y y
−df (x) y(1−d)g (x)
d
2 t∂t + y∂x
(
x
y g (y) + f (y)
)
e−d
x
y g (y) e−d
x
y
d
2 t∂t + x∂y f (x) e
−d y
x
(
y
xf (x) + g (x)
)
e−d
y
x
Table 5: Case A2: Y i is a gradient KV or HV and T,tt = mT.
Lie ↓ V → Fx (x, y) Fy (x, y)
T (t) ∂x −mx+ f (y) g (y)
T (t) ∂y f (x) −my + g (x)
2
∫
T (t) dt ∂t + T (t) (x∂x + y∂y) −m4 x+ x−3f
(
y
x
) −m4 y + y−3g ( yx)
Case A3: Y i is a special PC
There is only one dynamical system in this case, which is the forced harmonic oscillator, acted upon the
external force F i = (x+ a) ∂x + (y + b) ∂y. As it can be seen from Table 3 the Lie symmetry algebra is the
sl (4, R) . This result agrees with that of [24].
Except the above three cases we have to consider the Lie point symmetries generated from linear combinations
of the vectors Y i. It is found that the only new cases are the ones given given in Table 6 and 7
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Table 6: Case A1: Y i is a linear combination of generators of affine collineations
Lie ↓ F i → Fx (x, y) /Fr (r, θ) Fy (x, y) /Fθ (r, θ)
d
2 t∂t + ∂x + b∂y f (y − bx) e−dx g (y − bx) e−dx
d
2 t∂t + (a+ x) ∂x + (b+ y) ∂y f
(
b+y
a+x
)
(a+ x)
(1−d)
g
(
b+y
a+x
)
(a+ x)
(1−d)
d
2 t∂t + (a+ x) ∂x + (b+ hy) ∂y f
((
b
h + y
)
(a+ bx)−
h
b
)
(a+ bx)1−
d
b g
((
b
h + y
)
(a+ bx)−
h
b
)
(a+ bx)
h−d
b
d
2 t∂t + (x+ y) ∂x + (x+ y)∂y

 f (y − x) x+
+g (y − x)

 (y + x)− d2

 f (y − x) y+
−g (y − x)

 (y + x)− d2
d
2 t∂t +
(
a2x+ ay
)
∂x a (ax+ y)
− d
1+a2 × a2 (ax+ y)− d1+a2 ×
+(ax+ y) ∂y ×

 xa2f
(
y − xa
)
+
+g
(
y − xa
)

 ×

 af
(
y − xa
)
+
−g (y − xa)


d
2 t∂t + (−ay + x) ∂x + (ax+ y) ∂y f (θ − a ln r) r1−d g (θ − a ln r) r1−d
Table 7: Case A2: Y i is a linear combination of gradient KV or HV and T,tt = mT.
Lie ↓ F i → Fx (x, y) Fy (x, y)
T (t) (∂x + b∂y) −mx+ f (y − bx) −mbx+ g (y − bx)
2
∫
T (t) dt ∂t+ −m4 (a+ x) + −m4 (b+ y)+
+T (t) [(a+ x) ∂x + (b+ y)∂y] +f
(
b+y
a+x
)
(a+ x)
−3
+g
(
b+y
a+x
)
(a+ x)
−3
5.2 The case of Hamiltonian systems
In this subsection we assume F i to be conservative with potential function V (x, y). In this case the results of
the previous Tables differentiate. Furthermore according to Theorem 1 we have to consider the cases of Case
B. The results of the calculations are given below. The results of the calculations are given in tables 8 and 9.
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Table 8: Case A1: The affine algebra
Lie ↓ V → d = 0 d 6= 0 d = 2
d
2 t∂t + ∂x c1x+ f (y) f (y) e
−dx f (y) e−2x
d
2 t∂t + ∂y c1y + f (x) f (x) e
−dy f (x) e−2y
d
2 t∂t + (y∂x − x∂y) θ + f (r) f (r) e−dθ f (r) e−2θ
d
2 t∂t + (x∂x + y∂y) x
2f
(
y
x
)
x2−df
(
y
x
)
c1 lnx + f
(
y
x
)
d
2 t∂t + x∂x c1x
2 + f (y) ∄ ∄
d
2 t∂t + y∂y c1y
2 + f (x) ∄ ∄
d
2 t∂t + y∂x x
2 + y2 + c1x ∄ ∄
d
2 t∂t + x∂y x
2 + y2 + c1y ∄ ∄
Table 9: Case A2: Y i is a gradient KV or HV
Lie ↓ V → T,tt= mT.
T (t) ∂x −mx22 + c1x+ f (y)
T (t) ∂y −my
2
2 + c1y + f (x)
2
∫
T (t) dt ∂t + T (t) (x∂x + y∂y) −m8
(
x2 + y2
)
+ 1x2 f
(
y
x
)
The linear combinations give the following new cases listed in tables 10,11 and 12
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Table 10: Case A1: Y i is a linear combination generators of ACs
Lie ↓ V → d = 0 d 6= 0
d
2 t∂t + a∂x + b∂y f (ay − bx) [c1 + f (ay − bx)] e−d
x
a
d
2 t∂t + (a+ x) ∂x + (b + y)∂y f
(
b+y
a+x
)
(a+ x)
2
f
(
b+y
a+x
)
(a+ x)
(2−d)
d
2 t∂t + (x+ y) ∂x + (x+ y) ∂y f (y − x) + c1 (x+ y)2 (x+ y)(2−
d
2 )
d
2 t∂t +
(
a2x+ ay
)
∂x + (ax+ y)∂y c1
(
x2 + y2
)
+ f (ay − x) c1 (ax+ y)
(
2− d
1+a2
)
d
2 t∂t + (−ay + x) ∂x + (ax+ y)∂y f (θ − a ln r) r2 f (θ − a ln r) r2−d
Table 11: Case A1 (continuation of Table 10)
Lie ↓ V → d = 2 d = 1
d
2 t∂t + ∂x + b∂y [c1 + f (y − bx)] e−2
x
a [c1 + f (y − bx)] e−xa
d
2 t∂t + (a+ x) ∂x + (b + y)∂y f
(
b+y
a+x
)
+ c1 ln (a+ x) f
(
b+y
a+x
)
(a+ x)
d
2 t∂t + (x+ y) ∂x + (x+ y) ∂y (x+ y) (x+ y)
3
2
d
2 t∂t +
(
a2x+ ay
)
∂x + (ax+ y)∂y ln (ax+ y)
(
d = 2
(
1 + a2
))
(ax+ y)
(
1+2a2
1+a2
)
d
2 t∂t + (−ay + x) ∂x + (ax+ y)∂y c1 ln r + f (θ − a ln r) c1r + f (θ − a ln r) r
Table 12: Case A2 Y i is a linear combination generators of the gradient HVs
Lie ↓ V → T,tt= mT
T (t) (a∂x + b∂y) −m2 (x2 + y2) + c1x+ f (ay − bx)
2
∫
T (t) dt ∂t + T (t) [(a+ x) ∂x + (b+ y) ∂y] −m8
(
x2 + y2 + 2ax+ 2by
)
+ (a+ x)−2 f
(
b+y
a+x
)
As it was stated in section 1 the determination of all two dimensional potentials which admit a Lie point
symmetry has been addressed previously in [8] and [9]. Our results contain the results of both these papers
and additionally some cases missing, mainly in the linear combinations of the HV with the KVs. Obviously
the derivation discussed above is systematic and can be generalized to higher dimensions in a straightforward
manner. However the possible symmetries increase dramatically so this task can only be considered elsewhere.
6 The Newtonian dynamical systems with two degrees of freedom
which admit Noether symmetries
Noether symmetries are associated with a Lagrangian. Therefore we consider only the case in which the force F i
is conservative. Furthermore, Noether symmetries are special Lie point symmetries, hence we look into the two
14
dimensional potentials which admit a Lie point symmetry. These potentials were determined in the previous
section. We apply Theorem 2 to these potentials and select the potentials which admit a Noether symmetry.
The calculations are similar to the ones for the Lie point symmetries and are omitted. The results are listed in
tables 13,14,15 and 16.
Table 13: Case A. Y i is a HV
Noether Symmetry V (x, y)
∂x cx+ f (y)
∂y cy + f (x)
y∂x − x∂y cθ + f (r)
2t∂t + x∂x + y∂y x
−2f
(
y
x
)
Table 14: Case A. Y i is a linear combination of HVs
Noether Symmetries V (x, y)
∂x + b∂y f (y − bx)− cx
(a+ y) ∂x + (b − x) ∂y f
(
1
2
(
x2 + y2
)
+ ay − bx)
2t∂t + (x+ ay) ∂x + (y − ax) ∂y r−2 f (θ − a ln r)
2t∂t + (a+ x) ∂x + (b + y)∂y f
(
b+x
a+x
)
(a+ x)
−2 − c (a+ x)−2 ( 12x2 + ax)
Table 15: Case B. Y i is a gradient HV
Noether ↓ V → T,tt= mT
T (t) ∂x f (y)− cx− m2 x2
T (t) ∂y f (x)− cy − m2 y2
2
∫
T (t) dt ∂t + T (t) (x∂x + y∂y) x
−2f
(
y
x
)− m8 (x2 + y2)
Table 16: Case B. Y i is a linear combination of gradient HVs
Noether ↓ V → T,tt= mT
T (t) ∂x + bT (t) ∂y −m2
(
x2 + y2
)− m2 (y − bx)2 + f (y − bx)− cx
2
∫
T (t) dt ∂t + T (t) ((a+ x) ∂x + (b+ y) ∂y) f
(
b+x
a+x
)
(a+ x)
−2 − c2 (a+ x)−2 x (x+ 2a)
−xm(x+2a)
8(a+x)4


(
(a+ x)
2
+ a2
)
y (y + 2b)+
+x (x+ 2a) (b+ (a+ x)) (−b+ (a+ x))


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7 Applications
In this section we demonstrate the application of the results of sections 5 and 6 in three cases. The first case is
the Kepler-Ermakov system, which (in general) is not a conservative dynamical system, the second is the He`non
- Heiles type potential and the third is the scalar field cosmology.
7.1 The Lie Symmetries of the Kepler-Ermakov system.
The Ermakov systems are time dependent dynamical systems, which contain an arbitrary function of time
(the frequency function) and two arbitrary homogeneous functions of dynamical variables. A central feature
of Ermakov systems is their property of always having a first integral. The Kepler-Ermakov system is an
autonomous Ermakov system defined by the equations [15]
x¨+
x
r3
H (x, y)− 1
x3
f
( y
x
)
= 0 (65)
y¨ +
y
r3
H (x, y)− 1
y3
g
( y
x
)
= 0 (66)
where H, f, g are arbitrary functions. In [10] it has been shown that this system admits Lie point symmetries for
certain forms of the function H (x, y) . Furthermore it has been shown that for special classes of these equations
there exists a Lagrangian (see also [11]).
In the following we demonstrate the use of our results by finding the Lie symmetries simply by reading the
entries of the proper tables. Looking at the tables we find that equations (65), (66) admit a Lie point symmetry
for the following two cases.
Case 1.
When H (x, y) =
h( yx )
x . Then line 4 of Table 4 applies for d = 4. Also line 3 of Table 5 for m = 0. Therefore
the Lie point symmetries are:
X =
(
c1 + c22t+ c3t
2
)
∂t + (c2x+ c3tx) ∂x + (c2y + c3ty)∂y. (67)
Case 2.
When H (x, y) = ω2r3 +
h( yx )
x where m = −4ω2 and m 6= 0. In this case line 3 of Table 5 for m 6= 0 applies
and the Lie point symmetry generator is
X =
(
c1 − c2
ω
cos (2ωt) +
c3
ω
sin (2ωt)
)
∂t + (c2 sin (2ωt) + c3 cos (2ωt))x∂x + (c2 sin (2ωt) + c3 cos (2ωt)) y∂y.
These symmetries coincide with the ones found in [10]. We note that in both cases the Lie symmetry vectors
come from the HV x∂x + y∂y of the Euclidean metric.
In a subsequent publication [11] it was shown that the Lagrangian considered in [10] was incorrect and that
the correct Lagrangian is:
L =
1
2
(
r˙2 + r2θ˙
2
)
− 1
2
ω2r2 − µ
2r2
− C (θ)
2r2
(68)
where C(θ) = sec2 θf(tan θ) + csc2 θg(tan θ) and the functions f, g satisfy two compatibility conditions (see
equation (5.2) of [11]).
In order to find the Noether symmetries of this Lagrangian we note that for every function C (θ) the potential
is of the form V (r, θ) = m2
(
x2 + y2
)
+ x−2V
(
y
x
)
. This means that line 4 of Table 13 and line 3 of Table 15
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with ω = 0 ,m = 0 apply. It follows that the Lie symmetries are also Noether symmetries and that the Noether
Integrals (in addition to the Hamiltonian E) corresponding the these Noether symmetries are
I1 = 2tE − rr˙ (69)
I2 = t
2E − trr˙ + 1
2
r2. (70)
In total we have three Noether integrals4. Since we do not look for generalized symmetries, we do not expect
to find the Ermakov - Lewis invariant [12].
7.2 On the He`non - Heiles potential
The He`non - Heiles potential
V (x, y) =
1
2
(
x2 + y2
)
+ x2y − 1
3
y2
has been used as a model for the galactic cluster. Computer analysis has suggested that for sufficiently small
values of the energy, there exists a first integral independent of energy. In [13] it is proposed to study if there
exists a Lie point symmetry of the potential which could justify such a first integral. Working in a slightly more
general scenario, in [13] are considered potentials of the form
V (x, y) =
1
2
(
x2 + y2
)
+Ax3 +Bx2y + Cxy2 +Dy3 (73)
where A,B,C,D are real parameters. The He`non - Heiles potential is the special case for A = C = 0, B =
1, D = − 13 .
Using standard Lie analysis in [13] it is shown that only the potentials V1 (x, y) =
1
2
(
x2 + y2
)
+x3, V2 (x, y) =
1
2
(
x2 + y2
)
+ y3, V3 (x, y) =
1
2
(
x2 + y2
) ± (ay ± x)3 , V4 (x, y) = 12 (x2 + y2) ± (ay ∓ x)3 admit Lie point
symmetries, hence the He`non - Heiles potential does not admit a Lie symmetry and the existence of a first
integral it is not justified. We apply the results of sections 5, 6 to give the Lie point symmetries and the
Noether quantities of these potentials, simply by reading the relevant tables.
The potential V1 (x, y) is of the form cy
2 + f (x) and belongs to the types:
Table Line Parameters Lie Type of vector
8 6 d = 0, c1 =
1
2 , f (x) =
1
2x
2 + x3 y∂y Affine
9 2 m = −1, c1 = 0, f (x) = 12x2 + x3 (cos t or sin t)∂y gradient KV
Therefore the Lie symmetries admitted by this potential are:
X = c0∂t + c1 sin t∂y + c2 cos t∂y + c3y∂y.
4When ω 6= 0 only line 3 of Table 15 for m = −4ω2 applies and the Lie symmetry is also Noether symmetry with Noether
integrals
I′1 = −
1
ω
cos (2ωt)E − sin (2ωt) rr˙ + ω cos (2ωt) r2 (71)
I
′
2 =
1
ω
sin (2ωt)E − cos (2ωt) rr˙ − ω sin (2ωt) r2. (72)
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We note that the Lie symmetry y∂y, which is due to the Affine collineation, has not been found in [13].
The potential V2 (x, y) is obtained by V1 (x, y) with x, y interchanged. Therefore the Lie symmetries admitted
by the potential V2 (x, y) are:
X = c0∂t + c1 sin t∂x + c2 cos t∂x + c3x∂x
and again in [13] the Lie point symmetry y∂y is missing.
The potential V3 (x, y) is of the form
1
2
(
x2 + y2
)
+ f (x− ay) and belongs to the types:
Table Line Parameters Lie Type of vector
12 1 m = −1, c1 = 0, b = ±1, 6= 0, (cos t or sin t) (a∂x ± ∂y) gradient KV
10 5 d = 0, c1 =
1
2 , f = ± (ay ± x)3 (ax+ y) (a∂x + ∂y) two gradient KVs
Therefore its Lie point symmetries are:
X = c0∂t + (c1 cos t+ c2 sin t) (a∂x ± ∂y) + c3 (ax+ y) (a∂x + ∂y) .
The potential V4 (x, y) is of the same form as V3 (x, y) with x, y interchanged. Therefore the Lie point
symmetries are:
X = c0∂t + a(c1 cos t+ c2 sin t) (a∂x ∓ ∂y) + c3 (ax+ y) (a∂x + ∂y) .
We observe that in all four cases the Lie symmetries depend on four free parameters (the c0, c1, c 2, c3). The
parameter c0 determines the vector c0∂t and the rest c1, c 2, c3 the x− y part of the symmetry generators.
The Lie point symmetries which are possibly Noether symmetries are the ones generated by the KVs. We
check that the Lie point symmetries which are due to the gradient KVs (with m 6= 0) are Noether Symmetries of
the potentials (plus the ∂ t whose Noether integral is the Hamiltonian). The Noether integrals and the Noether
functions corresponding to each of these symmetries are given in Table 17.
Table 17: Noether symmetries admitted by the potentials V1, V2, V3, V4
V (x, y) Noether Symmetry Noether Integral
1
2
(
x2 + y2
)
+ x3 sin t∂y y˙ sin t− y cos t
cos t∂y y˙ cos t+ y sin t
1
2
(
x2 + y2
)
+ y3 sin t∂x x˙ sin t− x cos t
cos t∂x x˙ cos t+ x sin t
1
2
(
x2 + y2
)± (ay ± x)3 sin t (∓a∂x + ∂y) (∓ax˙+ y˙) sin t− (∓ax+ y) cos t
cos t (∓a∂x + ∂y) (∓ax˙+ y˙) cos t+ (∓ax+ y) sin t
1
2
(
x2 + y2
)± (ay ∓ x)3 sin t (±a∂x + ∂y) (±ax˙+ y˙) sin t− (±ax+ y) cos t
cos t (±a∂x + ∂y) (±ax˙+ y˙) cos t+ (±ax+ y) sin t
These results coincide with those of [13, 14].
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7.3 Scalar field cosmology
Scalar field cosmological models are used extensively in the study of dynamics of the inflationary universe [16]
and the dynamics of unified UDM [17, 18]. In these models one normally considers a Friedmann Robertson
Walker (FRW) space time and a scalar field with potential V (φ) minimally coupled to the gravitational field.
The form of the scalar field potential is taken at will, without a deeper physical or geometrical hypothesis. In
the following we propose that the form of the potential should be fixed by the requirement that the Lagrangian
of the equations of ”motion” admits a second Noether symmetry (besides the trivial ∂t). In this case one has
two Noether symmetries, hence two Noether integrals, and the dynamical system will be integrable.
The gravitational field equations5 of the FRW space time containing a scalar field φ only are (see e.g. [18],
[19]):
3
(
H2 +
k
a2
)
=
1
2
φ˙
2
+ V (φ) (74)
2
a¨
a
+H2 +
k
a2
= −1
2
φ˙
2
+ V (φ) (75)
and are supplied by the field equation (known as the Klein Gordon equation) for φ :
φ¨+ 3Hφ+ V ′(φ) = 0. (76)
Here H = a˙a is the Hubble parameter, k = 0,±1 is the curvature of the 3-d space and an overdot (respectively
prime) indicates derivation with respect to time (respectively φ). The scalar field is assumed to inherit6 the
symmetries of the space. Equation (74) is equivalent to the matter conservation equation
µ˙ = −3(µ+ p)H (77)
where µ is the matter energy density of the FRW spacetime. This is trivially satisfied, because we have assumed
that space time contains a scalar field only (hence µ = 0). We conclude that the scalar field cosmological model
(for all potentials V (φ)!) can be considered as a dynamical system with two degrees of freedom a, φ defined by
the equations (75), (76) or, equivalently, by the Lagrangian:
L = 3aa˙2 − a3 φ˙
2
2
+ a3V (φ)− 3ka. (78)
We apply Theorem 2 to determine the forms of the potential V (φ) for which the Lagrangian (78) admits
Noether symmetries. To do that we write the Lagrangian in the form L = T − U , where:
T = 3aa˙2 − a3 φ˙
2
2
(79)
U = −a3V (φ) + 3ka. (80)
In the phase space of a, φ the kinetic energy defines the metric:
ds2 = 6ada2 − a3dφ2
5We set 8piG = c = 1.
6That is the scalar field satisfies the condition Lξφ = 0 for all Killing vectors ξ
a of the metric. Because the 3-spaces are
maximally symmetric this implies that φ = φ(t).
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making this space an Einstein space. We compute the Ricci scalar R = 0, hence the space is a two dimensional
Lorentzian flat space. Applying the transformation:
x =
√
3a3/2 sinh
(√
3
2
φ
)
, y =
√
3a3/2 cosh
(√
3
2
φ
)
(81)
the metric is written in its canonical form and in the canonical coordinates x, y the Lagrangian becomes:
L =
1
2
(
y˙2 − x˙2)+ 1
2
(y2 − x2)V
( y
x
)
− k(y2 − x2) 13 (82)
where we have absorbed the constants into V
(
y
x
)
.
We determine the Lie and the Noether symmetries of this Lagrangian for the cases k = 0 , k 6= 0 assuming
that V (φ) 6=constant.
Case 1: k = 0
Lie symmetries
From Table 8, Line 4 with d = 0 we find that the Lie symmetries are
XA = c1∂t + c2 (x∂x + y∂y)
where V
(
y
x
)
is an arbitrary function of its argument.
From Table 10, line 5 with d 6= 0 we find the Lie symmetry:
XB = (c1 + c32t)∂t + c2 (x∂x + y∂y) + c3
4
d
(y∂x + x∂y)
and V
(
y
x
)
= e−d arctan
y
x . In the special case d = ±2 then the system admits the additional Lie symmetry ∂x±∂y
For V ( yx ) =
ω1
2
x2
x2−y2 − ω22 y
2
x2−y2 where ω1, ω2 are constants and ω1 6= ω2, the Lagrangian (82) describes the
anisotropic oscillator.
From Table 8, lines 5 and 6 and Table 9 lines 1,2 we read the generic Lie symmetry:
XC = c1∂t + (c2 sin (
√
ω1t) + c3 cos (
√
ω1t) + c4x) ∂x + (c5 sin (
√
ω2t) + c6 cos (
√
ω2t) + c7y) ∂y.
For V ( yx) =
ω1
2
x2
x2−y2 (i.e. ω2 = 0) we find the Lie symmetry:
XC1 = c1∂t + (c2 sin (
√
ω1t) + c3 cos (
√
ω1t) + c4x) ∂x + (c5 + c6t+ c7y) ∂y.
For V ( yx) = −ω22 y
2
x2−y2 (i.e. ω1 = 0) we find the Lie symmetry:
XC2 = c1∂t + (c2 + c3t+ c4x) ∂x + (c5 sin (
√
ω2t) + c6 cos (
√
ω2t) + c7y) ∂y.
Noether symmetries
For V
(
y
x
)
=arbitrary there is only the standard Noether symmetry ∂t, with Noether integral the Hamiltonian
E.
For V
(
y
x
)
= e−d arctan
y
x we have the extra Noether symmetry from Table 14, line 3:
2t∂t +
(
x∂x +
4
d
y∂x
)
+
(
y∂y +
4
d
x∂y
)
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with Noether integral
φ = 2tE +
(
x+
4
d
y
)
x˙−
(
y +
4
d
x
)
y˙.
For the value d = ±2, we have the extra Noether symmetry ∂x ± ∂y whose Noether Integral is φd=2 = x˙∓ y˙
For V ( yx) =
ω1
2
x2
x2−y2 − ω22 y
2
x2−y2 we have the extra Noether symmetries from Table 15 lines 1 and 2
XN = (n2 sin (
√
ω1t) + n3 cos (
√
ω1t)) ∂x + (n4 sin (
√
ω2t) + n5 cos (
√
ω2t)) ∂y
with Noether integrals
In2 = sin (
√
ω1t) x˙−√ω1 cos (√ω1t)x
In3 = cos (
√
ω1t) x˙+
√
ω1 sin (
√
ω1t)x
In4 = sin (
√
ω2t) y˙ −√ω2 cos (√ω2t) y
In5 = cos (
√
ω2t) y˙ +
√
ω2 sin (
√
ω2t) y
For V ( yx) =
ω1
2
x2
x2−y2 we have, from the same table and lines, the extra Noether symmetries
XN1 = (nHO1 sin (
√
ω1t) + nHO2 cos (
√
ω1t)) ∂x + (nF1 + nF2t) ∂y
with Noether integrals
IHO1 = sin (
√
ω1t) x˙−√ω1 cos (√ω1t)x
IHO1 = cos (
√
ω1t) x˙+
√
ω1 sin (
√
ω1t)x
IF1 = y˙ , IF2 = ty˙ − y.
For V ( yx) = −ω22 y
2
x2−y2 we have, from the same table and lines, the extra Noether symmetries
XN2 = (nF1 + nF2t) ∂x + (nHO1 sin (
√
ω2t) + nHO2 cos (
√
ω2t)) ∂y
with Noether integrals
IHO1 = sin (
√
ω2t) y˙ −√ω2 cos (√ω2t) y
IHO1 = cos (
√
ω2t) y˙ +
√
ω2 sin (
√
ω2t) y
IF1 = x˙ , IF2 = tx˙− x.
Case 2: k 6= 0
Lie symmetries
For the arbitrary potential V
(
y
x
)
there is only the trivial Lie symmetry ∂t.
For the potential V
(
y
x
)
= e−C arctan
y
x we have from Table 10, line 5 with d 6= 0 the extra Lie symmetry:
2
3
t∂t + (x∂x + y∂y) +
4
3C
(y∂x + x∂y) .
Noether symmetries
For all potentials only the trivial Noether symmetry ∂t is admitted.
We conclude that in a flat (i.e. k = 0) FRW spacetime with no matter present the scalar field cosmological
models which admit Noether symmetries, hence possibly integrable, are the ones defined by the UDM potential
(ω1,2 < 0) [18] and the exponential potential. Indeed, the analytical solution for the exponential potential has
been given in [19].
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8 Conclusion
We have presented two theorems which relate the Lie point symmetries and the Noether symmetries of the
second order system (1) with the generators of the special projective algebra and the homothetic algebra of
the metric respectively. Therefore if one knows these algebras of a Riemannian space, then one computes the
Lie (and the Noether) symmetries of all dynamical systems moving in that space, by simply checking which
Y i′s satisfy the appropriate constraint conditions with F i. We have applied these theorems to classify all two
dimensional Newtonian dynamical systems which admit at least one Lie point symmetry, and in the case of
conservative forces, all potentials V (x, y) which admit a Lie point symmetry and a Noether symmetry.
We have demonstrated the application of the results in various important cases. We considered the Kepler-
Ermakov system, which is an autonomous, but in general not conservative dynamical system and we determined
the classes of this type of systems which admit Lie point and Noether symmetries; we also considered the case
of the He`non Heiles type potentials and determined their Lie point symmetries and their Noether symmetries.
These results are compatible and complete previous results in the literature. We continued with scalar field
cosmological models and proved that the exponential potential and the UDM potential are the only scalar field
potentials in a flat FRW spacetime in the absence matter, which lead to integrable models.
The conclusion from the above is that the symmetries of a space modulate the motion of dynamical systems
moving in that space. That is, the space (i.e. the metric) is not a simple substratum in which a dynamical
system develops its motion according to an external force (cause), but it is the space itself which, via the
special projective algebra, selects those forces which posses Lie point symmetries and Noether symmetries. An
equivalent way to state this conclusion is to say that a dynamical system moving in a Riemannian space has
conserved quantities, in the standard sense of first integrals and/or Noether integrals, only if the force causing
the motion is compatible with the geometry (i.e. metric) of the space.
There are many directions that the present work can be extended. The immediate topic to consider is the
classification of all three dimensional Newtonian dynamical systems, conservative and non-conservative, which
admit Lie point and Noether symmetries [20]. However initial work has shown, that this topic involves a large
number of cases and must be considered separately. Perhaps the next step to be taken is to depart form the
easy case of flat spaces and consider motion in curved Riemannian spaces. Following [8], it would also be
interesting to use the above results, and study the relation between the Lie point / Noether symmetries and the
integrability of second order systems. Of course, a wealth of results will follow if the theorems presented in this
paper are generalized to the case of a time dependent potential, a problem on which we are currently involved.
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A Appendix
In this appendix we discuss the relation between the Lie symmetries of the harmonic oscillator and those of a
free particle.
We consider first the one dimensional case.
22
The equation of motion of the damped, attractive or repulsive, forced, time dependent harmonic oscillator
is:
d2x
dt2
+ γ
dx
dt
+ εω2(t)− f(t) = 0 (83)
where γ is a constant and ε = +1 for the attractive and −1 for the repulsive oscillator.
Theorem 3.4 (p. 961) of [3] states that:
The second order differential equation
d2x
dt2
+ a(t, x)
(
dx
dt
)3
+ b(t, x)
(
dx
dt
)2
+ c(t, x)
dx
dt
+ d(t, x) = 0 (84)
can be reduced by a change of variables (t, x)→ (t¯, x¯) to the equation
d2x¯
dt¯2
= 0 (85)
if and only if the following conditions hold:
3
∂2d
∂x2
− 2 ∂
2c
∂t∂x
+ 3d
∂b
∂x
+ 3b
∂d
∂x
− 2c ∂c
∂x
+
∂2b
∂t2
+ c
∂b
∂t
− 6d∂a
∂t
− 3a∂d
∂t
= 0 (86)
∂2c
∂x2
− 2 ∂
2b
∂t∂x
− b ∂c
∂x
+ 3d
∂a
∂x
+ 6a
∂d
∂x
+ 3
∂2a
∂t2
+ 2b
∂b
∂t
− 3c∂a
∂t
− 3a∂c
∂t
= 0. (87)
Comparing (83) with (84) we find:
a = b = 0, c = γ, d = εω2(t)x− f(t).
It is easy to show that for these values of a, b, c, d conditions (86), (87) are satisfied, therefore there exists a
coordinate transformation which transforms equation (83) to equation (85). Because under a change of variables
the Lie symmetry algebra of the equation does not change, we infer that the damped, attractive or repulsive,
forced, time dependent harmonic oscillator shares the same Lie symmetry algebra (i.e. the sl(3, R), with the
free particle [21, 22, 23].
We continue with the n dimensional case.
The isotropic time dependent n dimensional harmonic oscillator is defined by the equation [24]:
d2xi
dt2
+ εω2(t)xi = 0. (88)
In order to check that (88) is reducible to the free particle equation of motion (i..e. the geodesic equations) we
use Theorem 3.2. (p. 960) of [3] which states that:
The differential system
d2xi
dt2
+ ajk(x, t)
dxi
dt
dxj
dt
dxk
dt
+ bijk(x, t)
dxj
dt
dxk
dt
+ cij(x, t)
dx
dt
j
+ di(x, t) = 0 (89)
is reducible by a change of variables (t, xi)→ (t¯, x¯i) to the differential system
d2x¯i
dt¯2
= 0 (90)
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if, and only if, for i > 3 the Weyl projective tensor in the space {xi, t} of the associated projective connection
with components
Πijk = b
i
jk −
1
n+ 1
(bmjkδ
i
m + b
m
mkδ
m
j )
2Πitj = c
i
j −
1
n+ 1
cmmδ
i
j
Πtjk = −ajk
Πitt = d
i
Πttj = −
1
n+ 1
bmmj
Πttt = −
1
n+ 1
cmm
vanishes. The corresponding transformation involves n(n+ 2) arbitrary constants.
Comparing (88) with (89) we find:
ajk = 0, b
i
jk = 0, c
i
j = 0, d
i = εω2(t)xi.
It follows that for these values of the coefficients ajk, b
i
jk, c
i
j , d
i the only non vanishing component of the
projective connection is:
Πitt = εω
2(t)xi.
A standard computation shows that the Weyl projective tensor vanishes. Hence the time dependent n di-
mensional harmonic oscillator is equivalent to the free particle moving in the n dimensional space whose Lie
symmetry algebra is [24] the sl(n + 2, R). We note that the result holds for any function ω2(t) hence we ar-
rive at Leach’s conclusion that the Lie point symmetry algebra for any linear system in n−dimensions is the
sl(n+ 2, R).
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