1. INTRODUCTION Chaloner and Duncan [Z] are concerned with eliciting a beta prior distribution on the parameter of a binomial distribution. This is done by first fixing the mode of the predictive distribution. The establishment of a mode naturally generates a series of inequalities between the model value and that of its neighbors. A violation of these inequalities would suggest a reassessment of the elicitations.
More specifically, let pa&)=( (:) ~~'(1 -p)'-XPX-;;~-;)y-l dp (1.1) denote the predictive distribution for the number of successes from a binomial distribution with n trials, each of which has probability p of success.
If as a test inequality on ~1, /I to determine whether a reassessment of the elicited mode m and dropoff ratios pa,8(m -l)/p,,p(m) and p&m + l)/ p&m) is required. (Actually, due to an evident misprint, Chaloner and Duncan give the inequality (1.2) in reversed order.) The right-hand side of (1.2) is equal to the predictive distribution arising from the same binomial distribution together with a degenerate prior. Consequently, the inequality (1.2) is a comparison of the predictive distribution at the mode m relative to two adjacent points m -1 and m + 1 for a general prior versus a degenerate prior.
However, we should expect this comparison to hold not only for adjacent points, but for all points equidistant from the mode. This suggests the inequality 3) where p0 denotes the predictive distribution arising from a degenerate prior.
It was inequality (1.3) that motivated the study of how generally such inequalities might be true. The importance in these comparisons is based on the fact that the predictive ratio is the second difference of the log predictive distribution. Hence large values of it indicate a quickly changing log predictive distribution as a function of the data. This suggests that large values of the predictive ratio are associated with high degrees of prior uncertainty, and conversely. It is this intuition that this paper seeks to make precise.
The predictive ratio is thus a measure of spread for predictive distributions. In the exponential family, ordering according to the predictive ratio at x1 and x1 is equivalent to ordering according to posterior variance (or covariance matrix) of the parameters, evaluated at some data point x on the line between x, and x2 (Theorem 2). Since for opinionated priors the posterior variance is zero for all x, this implies inequalities comparing non-opinionated with opinionated priors (Corollary 1). In exploring further the implications of these inequalities, Section 4 sets out a monotonicity property about how the posterior variance of the natural exponential family might behave as a function of the hyperparameter n,. This monotonicity property is shown to be true for many examples: binomial, Poisson, normal, multinomial, and some other cases, but does not hold uniformly in the exponential family (Example 2).
PREDICTIVE RATIOS AND AN INFORMATION MEASURE
The first theorem relates the basic quantities appearing in (1.3) to an information measure that is related to, but different from, Fisher's information. The inequality obtained makes use of the Loewner ordering for matrices: A > B means that A -B is nonnegative definite. (See, e.g., Marshall and Olkin [4] .)
More generally than (1.1) let be the predictive distribution of x with respect to the prior g. Here x may be vector-valued. For two points x1 and x2 with mean X we consider the ratio comparison P (Xl)P 62) /2,(x,, x,)=LJ--P,(E) P,(S).
( 2.2)
The inequality ( for all x E L(x,, x,), where
ProojI
Let qJx) = log p,(x) and H,(x,, x2) = log h,(x,, x2). Then
Applying the mean-value theorem to the right-hand side, 3x E L(x,, x2) such that where u = x 1 -x2. Hence
if and only if 8) which is true if and only if (2.4) holds. Conversely if (2.7) holds, then so does (2.6), which completes the proof. 1
The information measure V2 log p,(x) is related to, but not the same as, Fisher information. In particular, both V2 log p,(x) and Fisher information involve second derivatives of a log density, but V2 log p,(x) is the second derivative with respect to the data of the log predictive distribution, whereas Fisher's information is the second derivative with respect to the parameter of the log likelihood.
INFORMATION AND THE NATURAL EXPONENTAL FAMILY
To further study the nature of our new information measure we restrict attention to the natural exponential family, ((Xl~)=A(e)B(*)eXP{~,xiCi(e)}, (3.1) 'where 8 and x = (x1, . . . . xk) may be vectors. Henceforth, the summation extends from 1 to k and we write C = (C,, . . . . C,). By confining ourselves to the exponential family we are able to translate the inequality (2.2) to an inequality on covariance matrices. This shows more explicitly the ordering according to the posterior covariance matrix of the parameters.
THEOREM 2. Let f be the density (3.1) of the exponential family, then logCh,(
for some x E L(x,, x2).
Before proving Theorem 2, we require a lemma.
LEMMA. Zf then wgw=cov,,x(c).
Proof A direct computation yields = 1, kqe)&~~CJe)g(e) de ci(e)ci(e)A(e)e="iC;(e'g(e) d9 I -ci(e)A(e)e~.~~C~(e)g(e) de ci(e)A(e)e~~~C~ ( The corollary provides the generalization of the Chaloner-Duncan inequality stated in the Introduction. It is seen to apply to all members of the natural exponential family, all priors, and to be unrestricted as to the values of m and k. Formally it requires extending the domain of the predictive distribution to be open and convex.
INEQUALITIES FOR POSTERIOR COVARIANCES FOR THE NATURAL EXPONENTIAL FAMILY USING CONJUGATE FAMILIES OF PRIORS
Theorem 2 is of interest in the issue of when posterior covariance matrices are smaller, for all values of the data, for one prior as compared to another in nondegenerate cases. To examine this question we adopt two assumptions, of which only the second is restrictive.
To find conditions on priors g and g* such that
Cov,,.(C) 2 co+, x(C) (4.1) for all possible data x, we reparametrize the model by letting tii = C,(Q). Then (3.1) can be rewritten as
With only a slight abuse of notation we write v as 0 and put A* in the exponent to achieve the simplified form The second assumption, and this is restrictive, is to limit the class of prior distributions under discussion to the conjugate class, namely, ~Cn,,x,(~) = ew{~oxo~ '-~o~W) de. (4.4) Diaconis and Ylvisaker [3] note that it is natural to consider no as a measure of prior sample information. The monotonicity property we consider here is that the covariance matrix of @Ix is decreasing in no for all x for members of the exponential family. Under the assumption (4.4) of a conjugate prior, let s exp{ea'-h(e)) dJ=exp{Wa, 6)). 10gb(e'@'(x)=k(t+x+n,x,,n,+1)-k(x+n,x,,n,+1).
Consequently the posterior variance is the second derivative with respect to the first argument:
~no,xo(~IX)=~ll(X+~oxo,~o+ 1).
We find this expression to be a convenient form for computations. At this point it seems intuitive and natural to expect this quantity to be decreasing in no for all x. We call this the monotonicity property and show that it holds for a wide class of natural exponential distributions, but is not generally true.
EXAMPLES
In this section we examine in several examples whether the variance of the natural parameter is decreasing in n, for all x. This is true for the Poisson (Example I), the normal (Example 3), and the multinomial (Example 4), but not for the exponential (Example 2) distributions. We do not know whether it holds for the negative multinomial distribution (Example 5), but conjecture that it does. Suppose p(xl A) is exponential with parameter A, and ,I has a gamma distribution with parameters a = n, + 1 and /I= n,x,. Without loss of generality suppose no > no*. The result above then implies that there exist pairs (x\l), x:1)) and (x(1*), xi*') such that
The second case is contrary to the monotonicity property stated at the start of these examples. Thus as a general matter about natural exponential families with conjugate priors, the monotonicity property does not hold. The cumulant generating function of 0 given x is log 6(et3' 1 x) = x,*t'+ it A*-lt', from which the covariance matrix is the matrix of second derivatives. Cov(0) x) = A* ~' = (C+n, A)-', which is monotone decreasing in no in the sense of the Loewner ordering. The conjugate prior for pl, . . . .
n;"=, pg'-'/B(a,, aI, . . . . ak) dp, pk is a Dirichlet distribution n(p) dp = Cf=, pi= 1, where B(a,, a1, . . . . ak) = IX==, r(WQa0 + aI + . . . + a,), which yields the posterior distribution n,(p) dp = I-I:=, pF*-'/B(a$, a:, . . . . a:) dp with a* = ai + xi, i = 0, . . . . k.
The joint m.g.f. of Qi = log(p,/p,) given X = x, is b(e"@ 1 X = x) = B(@o* -Cf ti, aI* + t, 3 . ..y cCk* + tk) B(a,*, a:, . ..) ak*) .
The Hessian matrix of second derivatives of the cumulant generating function evaluated at t = 0 yields conditional covariances Cov(Q,, Qjl x) = cg= ly(n,x; + x0) + +'(nOx; + Xi) b,, where 6, is the Kronecker delta. Let C(0 ( no) denote the covariance matrix with elements cij. The following monotonicity relation holds: If $' < nf', then C(O(nr')> C(Olnf'). To see this write C(O)n,) =a1 +Db, where a= IC/'(n,xi +x0), D,= diag(b,, . . . . bk) with 6, = Il/'(n,xy + xi). The result follows from the fact that a and bi, i= 1, . . . . k, are monotone decreasing in n,.
The case k= 1 yields the binomial distribution with Var(O Ix) = Ic/'(n,,xO + x) + @'(n,( 1 -x0) + n -x), which is decreasing since a Var(Olx) 8 no = XO$n(ncJXO + x) + (1 -xg) Il/"(#,( 1 -x0) f n -x) < 0. d(e'@'l X = x) = B(a,*, a: + t,, . . . . a,* + t,)/B(a,*, a:, . . . . a,*), from which Cov(O,, Oil X=x) = tC/'(n,xp) 6,-$'(no(C~=, xp + r)). In the case of the simple negative binomial distribution Var(B 1 x) = $'(noxo)-$'(no(xo+ I)+ 1). We conjecture that this variance and its multivariate generalization above are decreasing in no. Some numerical calculations show that the function h(z) = +'(z) -)L'(z + zd+ 1) is decreasing in z for d>O.
