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The paper concerns a new variant of the hierarchical facility location problem on metric
powers (HFLβ [h]), which is a multi-level uncapacitated facility location problem deﬁned
as follows. The input consists of a set F of locations that may open a facility, subsets
D1, D2, . . . , Dh−1 of locations that may open an intermediate transmission station and a
set Dh of locations of clients. Each client in Dh must be serviced by an open transmission
station in Dh−1 and every open transmission station in Dl must be serviced by an open
transmission station on the next lower level, Dl−1. An open transmission station on the
ﬁrst level, D1 must be serviced by an open facility. The cost of assigning a station j on
level l  1 to a station i on level l − 1 is ci j . For i ∈ F , the cost of opening a facility at
location i is f i  0. It is required to ﬁnd a feasible assignment that minimizes the total cost.
A constant ratio approximation algorithm is established for this problem. This algorithm is
then used to develop constant ratio approximation algorithms for the bounded depth Steiner
tree problem and the bounded hop strong-connectivity range assignment problem.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Background
The HFLβ [h] problem
The paper concerns a new variant of the hierarchical facility location problem on metric powers (HFLβ [h]), which is
a multi-level uncapacitated facility location (UFL) problem deﬁned as follows. The input consists of a tuple 〈S, F =
D0, D1, . . . , Dh, c, f 〉, where S = {1,2, . . . ,n} is a set of locations, F ⊆ S contains locations at which one may open a fa-
cility, D1, D2, . . . , Dh−1 ⊆ S are subsets of locations which may open an intermediate transmission station and Dh ⊆ S is a
set of locations of clients.
A feasible assignment is an assignment of stations to stations one level down, which satisﬁes the following requirements.
• A station i on level 0  l  h − 1 must be open if there exists a station j ∈ Dl+1 assigned to it. (Here we refer to a
facility as a station on level 0.)
• Every client j ∈ Dh must be assigned to some station i ∈ Dh−1.
• Every open station j ∈ Dl on level 1 l h − 1 must be assigned to some station i ∈ Dl−1.
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input for the HFLβ [h] problem includes a positive real power parameter β  1 and a distance metric between the locations
in S , denoted by dist(i, j) for every i, j ∈ S . The cost is deﬁned as ci j = distβ(i, j). We refer to this cost type as a metric
power. For i ∈ F , the cost of opening a facility at location i is f i  0. It is required to ﬁnd a feasible assignment that
minimizes the total cost.
The paper deals also with applications to two special cases, the bounded depth Steiner tree problem and the family of
bounded hop range assignment problems. Within this family we look at the bounded hop center forest problem that reduces to
the bounded hop strong connectivity problem. In more detail, these problems are deﬁned as follows.
The bounded depth Steiner tree problem
The problem, denoted h-steiner(h, s), is deﬁned as follows. Given an undirected complete graph G(V , E) with nonneg-
ative edge weights ω, representing a general metric space, a subset V ⊆ V , a source node s ∈ V and a positive constant
integer h, a h-steiner tree T (h, s) is a tree of depth at most h rooted at s that spans V , i.e., such that for any node v ∈ V
there is a path of at most h hops (edges) from v to s. The cost of a tree T (h, s), denoted by cost(T (h, s)), is the sum of its
edge weights. The goal is to ﬁnd a minimum weight h-steiner tree rooted at s.
The related bounded diameter minimum Steiner tree problem (BDST) is deﬁned similarly, except that the parameters s and
h are replaced by a constant integer parameter d, and the Steiner tree is required to be of diameter at most d. I.e., for every
node v ∈ V , the number of hops from v to any other node in V is at most d.
These problems ﬁnd applications in communication network design. The BDST problem is NP-hard (see problem ND4 in
[9]). It is shown in [3] based on the result of [8,13] that the problem on general graphs has no better than lnn approxima-
tion.
The bounded hop range assignment problem
The formal deﬁnition of range assignment problems is as follows. Given a set of locations S = {1,2, . . . ,n}, represented
as points in 2- or 3-dimensional Euclidean space, a range assignment for S is a function r : S →R+ assigning a nonnegative
real r(i) to every location i ∈ S . The cost of a range assignment r is deﬁned as its total power consumption, that is,
cost(r) =
∑
i∈S
r(i)β
for some ﬁxed positive real β > 1. A range assignment r for a set S of stations determines a logical directed communication
graph Gr = (S, E) such that for every i, j ∈ S , the directed edge ( j, i) occurs in E if and only if r( j) dist(i, j). In this case,
we say that j covers i, or that j can transmit to i.
Depending on the particular application, the communication graph is required to satisfy a certain property Π . For any
desired graph property Π , the Min-Range(Π) problem is deﬁned as follows:
Input: A set of points S.
Output: A range assignment r for S such that Gr satisﬁes Π and cost(r) is minimized.
Speciﬁcally, we are interested in the following property.
Bounded hop strong connectivity (hSC ), for integer h  1: Gr must contain a directed path of at most h hops from every
station j ∈ S to every other station i ∈ S .
Another property that interests us in the current paper is the following. A central base under the assignment r is a node
of outdegree n − 1 in Gr . Equivalently, a node i is a central base if r(i) ρi , where ρi = max{dist(i, j) | j ∈ S} is the radius
of i (namely, the distance from i to the node farthest from it). Denote by CBr(S) the set of central base nodes in S . The
property is now stated as:
Bounded hop center forest (hC F ): For every i ∈ S , Gr must contain a directed path of at most h hops from i to some central
base node cbr(i) in CBr(S).
It is obvious that the (h−1)C F property implies the hSC property, i.e., if Gr enjoys the (h−1)C F property then for every
i, j ∈ S there is path of at most h hops from i to j (composed of a subpath of at most h − 1 hops from i to its central base
cbr(i), and then to j), hence Gr is h-strongly connected. This means that every feasible solution to the Min-Range((h−1)C F )
problem is also a feasible solution to the Min-Range(hSC) problem.
1.2. Related work
The classical uncapacitated facility location problem UFL is deﬁned as follows. We are given a set F of locations at which
facilities can be built. The cost of opening a facility at location i is f i . In addition, the input contains a set D of clients
to be serviced by the opened facilities. If the client j is assigned to an open facility at location i, there is an associated
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a subset of facilities and ﬁnd an assignment from clients to open facilities that minimizes the total cost.
Several papers deal with the UFL problem [5,14,15]. The ﬁrst constant factor approximation algorithm is given in [15].
Currently, the best approximation ratio for this problem is 1.52 [14].
Another known extension of the UFL problem is the h-level uncapacitated facility location problem, denoted h-UFL, where
each client must be serviced by a sequence of different facilities [1,16]. These sequences are deﬁned by a hierarchy of
production and distribution systems and can be presented as facility paths. The set of admissible facility paths is given.
Each facility has a ﬁxed cost. Each client incurs a transportation cost for being served. The input speciﬁes the transportation
cost for each client and each facility path. A 3-approximation algorithm for this problem is presented in [1] and 1.77-
approximation for the 2-level instance is presented in [16].
Observe that the UFL and HFLβ [1] problems are equivalent when β = 1, but for h  2, HFLβ [h] is different from h-UFL
even when β = 1.
The bounded depth and bounded diameter Steiner tree problems were also studied previously. An O (logn) approxima-
tion algorithm for the bounded diameter Steiner tree problem on general graphs when the diameter is constant is shown
in [4,11]. An algorithm for the bounded depth minimum spanning tree of total expected cost O (logn) times the optimal
minimum cost h-hop spanning tree is presented in [2].
Several variations of the range assignment problem have been studies in the past. For strong connectivity (SC ), in the
one-dimensional case, i.e., when the stations are located on the real line, the problem is polynomial; an O (n4)-time algo-
rithm for it is described in [10]. When the stations are spread in d-dimensional space (d > 1), ﬁnding an optimal solution
for Min-Range(SC) is NP-hard [7,10], and moreover, it is APX-hard for d  3 [10]. On the positive side, the problem has a
2-approximation algorithm based on constructing a minimum spanning tree [10].
Turning to the bounded hop strong connectivity property (hSC ), when the locations of S are on the line, an O (hn3)-time
2-approximation algorithm for β = 2 and any h > 0 is described in [6]. In higher dimensions, lower and upper bounds
are shown in [7] on the optimal cost for any 2-dimensional instances with distance power gradient β  1, where h is an
arbitrary constant. It is also shown there that when S is a family of well-spread instances (namely, the locations in S are
suitably distributed), the Min-Range(hSC) problem on S admits a polynomial time approximation algorithm with constant
ratio, i.e., Min-Range(hSC) is in APX. Additionally, it is shown that the Min-Range(hSC) problem with a uniform instance
probability is in the class Av-APX.
1.3. Our results
The paper presents constant factor approximation algorithms for the above problems. In Section 2 we show a polynomial
time approximation algorithm of ratio (1 + 3β) · (3β+1)h−1 for the HFLβ [h] problem. We then use this algorithm to derive
constant approximations for the other problems. Speciﬁcally, in Section 3 we show that for complete graphs whose weight
function is a metric, there exists a polynomial time approximation algorithm for the bounded depth Steiner tree problem
with ratio 1.52 · 9h−2 for constant h, and in Section 4 we present a polynomial time approximation algorithm for the
bounded diameter Steiner tree problem with ratio 1.52 · 9( d2 	−2) for constant d.
Finally, Section 5 presents a polynomial time approximation algorithm for Min-Range(hSC) on general metrics for con-
stant h and β , with ratio (1/( h
√
2− 1))β(1+ 3β)(3β+1)h−2. Speciﬁcally, in Section 5.1 we show that the cost of the optimal
solution for the Min-Range((h − 1)C F ) problem is less than (1/( h√2− 1))β times the cost of the optimum solution for the
Min-Range(hSC) problem and in Section 5.2 we show that Min-Range(hC F ) is a special case of HFLβ [h]. It follows that our
algorithm approximates Min-Range(hSC) with ratio (1/( h
√
2 − 1))β(1 + 3β)(3β+1)h−2. The input for the approximation al-
gorithm is a metric space (S,dist), hence in particular the algorithm applies for every Euclidean d-dimensional space. These
are the ﬁrst constant approximation guarantees known for those problems.
As may be expected, the Min-Range(hSC) problem is shown (in Section 6) to be NP-hard on general metric spaces for
constant h.
2. Approximating hierarchical facility location
In this section we develop a constant ratio approximation algorithm for HFLβ [h].
2.1. An ILP representation for HFLβ [h]
The HFLβ [h] problem can be represented in a straightforward manner as an integer linear program where for every i ∈ F ,
the boolean variable yi indicates whether i is an open facility, and for 1 l  h, the boolean variable xli j indicates that the
open transmission station j ∈ Dl on level l is assigned to the station at location i ∈ Dl−1 on level l−1. The resulting program
is deﬁned as follows.
Program HFL−β [h, I]
Minimize cost(x, y) =∑i∈F f i yi +∑hl=1∑i∈D ∑ j∈D cijxl , subject to the following constraints.l−1 l i j
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∑
i∈Dh−1 x
h
i j = 1 for every j ∈ Dh .
(C1.2) xli j 
∑
k∈Dl−2 x
l−1
ki , for every j ∈ Dl, i ∈ Dl−1, and l ∈ {2,3, . . . ,h}.
(C1.3) x1i j  yi , for every i ∈ F and j ∈ D1.
(C1.4) xli j ∈ {0,1}, for every j ∈ Dl , i ∈ Dl−1 and l ∈ {1,2, . . . ,h}.
(C1.5) yi ∈ {0,1}, for every i ∈ F .
Constraint (C1.1) ensures that every client j ∈ Dh is assigned to some open transmission station i ∈ Dh−1 on level h − 1.
Constraint (C1.2) ensures that for every level l (2 l h), every open transmission station j ∈ Dl on level l is assigned to an
open transmission station i ∈ Dl−1 on level l − 1. Constraint (C1.3) ensures that every open transmission station j ∈ D1 on
the ﬁrst level is assigned to an open facility i ∈ F . Note that if location j occurs on two consecutive levels, i.e., j ∈ Dl ∩ Dl−1
and j is an open transmission station on level l, then j can be assigned to itself, i.e., xlj j = 1 satisfying constraint (C1.1) or
constraint (C1.2) respectively at cost c jj = 0.
Unfortunately, while the integer linear program HFL−β [h, I] ensures feasible assignment for integer numbers, its fractional
relaxation HFL−β [h,R] fails to approximate the problem. In particular, to obtain HFL−β [h,R], the boolean constraints (C1.4)
and (C1.5) are replaced with
(C1.4 f ) xli j  0, for every i ∈ Dl−1, j ∈ Dl and 1 l h.
(C1.5 f ) yi  0, for every i ∈ F .
However, the solution for the fractional linear program HFL−β [h,R] can be far away from the integer solution to HFL−β [h, I],
particularly for constraints (C1.1)–(C1.3), as illustrated in the following example.
Example. Consider an instance of the problem involving n + 2 locations, S = {0, . . . ,n + 1}, where D2 = {n + 1}, D1 =
{1,2, . . . ,n} and F = {0}. The distance between any two locations is 1 and the cost of opening a facility at location 0 is n
(i.e., ci j = 1 for every i = j ∈ S and f0 = n). It is clear that the facility at location 0 must be open in every feasible integral
assignment for HFL−β [h, I]. Fig. 1(b) illustrates a possible optimum solution with cost of 2+ f0 = n+ 2.
In the fractional version of this instance HFL−β [h,R] there exists a fractional feasible assignment where the ﬂow from the
client at location n+ 1 is divided among all transmission stations that belong to D1 (i.e., x2in+1 = 1/n for every i ∈ D1), from
this transmission station to the facility at location 0 (i.e., x10i = 1/n for every i ∈ D1) and ﬁnally the facility at location 0 is
only fractionally opened (i.e., y0 = 1/n). This assignment satisﬁes the constraints of HFL−β [h,R], with cost of 2 + f0/n = 3,
yet as we show the ﬂow from the clients might disappear as it advances to lower levels, as illustrated in Fig. 1(a).
Therefore, we consider an alternative integer linear program HFLβ [h, I] making use of ﬂow variables z, where the optimal
solution of the linear relaxation HFLβ [h,R] is close to the optimal solution of HFLβ [h, I]. Flow variables were used before
in different contexts [1] but not in the context of our problem. Consider ﬁxed 0  1 < 2 < · · · < k  h. For every i1 ∈
D1 , . . . , ik ∈ Dk , let D[i1 , . . . , ik ] denote the collection of all possible choices of nodes i0 ∈ D0, . . . , ih ∈ Dh , except that
the choices from D1 , . . . , Dk are ﬁxed to be i1 , . . . , ik , respectively. For example, if h = 4, 1 = 2 and 2 = 3, then for
every i2 ∈ D2 and i3 ∈ D3,
D[i2, i3] = D0 × D1 × {i2} × {i3} × D4 =
{
(i0, i1, i2, i3, i4) | i0 ∈ D0, i1 ∈ D1, i4 ∈ D4
}
.
In particular, D = D[] = D0 × D1 × · · · × Dh .
Fig. 1. (a) In the fractional case, y0 = 1/n satisﬁes the constraints of HFL−β [h,R]. (b) In the integral case, y0 = 1 is necessary for satisfying the constraints
of HFL−β [h, I].
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and i. (b) Constraint (C2.3) ensures that for every client ih , the fractional value of yi is greater than the sum of ﬂows from ih to the facility at location i.
The dashed box illustrates how the ﬂow can split and join in its way up to the facilities.
For i¯ = (i0, i1, . . . , ih) ∈ D, the variable zi¯ represents the amount of ﬂow going from ih via ih−1, . . . , i1, i0. We refer to the
edge (il−1, il) for il−1 ∈ Dl−1 and il ∈ Dl as a channel, and the variable xlil−1 il represents its capacity. The resulting program
is deﬁned as follows.
Program HFLβ [h, I]
Minimize cost(x, y) =∑i∈F f i yi +∑hl=1∑i∈Dl−1 ∑ j∈Dl ci jxli j , subject to the following constraints.
(C2.1)
∑
i¯∈D[ih] zi¯ = 1, for every ih ∈ Dh .
(C2.2.l) xlil−1 il 
∑
i¯∈D[il−1,il,ih] zi¯ , for every 1 l h − 1 and every il−1 ∈ Dl−1, il ∈ Dl and ih ∈ Dh .
(C2.2.h) xhih−1 ih 
∑
i¯∈D[ih−1,ih] zi¯ , for every ih−1 ∈ Dh−1 and ih ∈ Dh .
(C2.3) yi0 
∑
i¯∈D[i0,ih] zi¯ , for every i0 ∈ F and ih ∈ Dh .
(C2.4) xli j ∈ {0,1}, for every i ∈ Dl−1, j ∈ Dl and 1 l h.
(C2.5) yi ∈ {0,1}, for every i ∈ F .
(C2.6) zi¯ ∈ {0,1}, for every i¯ ∈ D.
Constraint (C2.1), coupled with (C2.6), ensures that from every client ih ∈ Dh there is a unit ﬂow to some facility i0 ∈ F .
Constraint (C2.2) ensures that if there is ﬂow in zi¯ for some i¯ = (i0, i1, . . . , ih) then the related channels from il to il−1 (for
l = h,h − 1, . . . ,1) have suﬃcient capacity, i.e., are open. Speciﬁcally, if zi¯ = 1 then constraint (C2.2) implies that xlil−1 il = 1,
for every 1  l  h. Constraint (C2.3) ensures that if there exists some ﬂow in zi¯ for a chain i¯ that ends at facility i0 ∈ F
then the facility i0 is open, i.e., zi¯ = 1 implies that yi0  1.
Note that the optimal assignment for HFLβ [h, I] is the same as that of HFL−β [h, I]. However, when we relax this linear
program and look at HFLβ [h,R], constraint (C2.2) ensures that the sum of ﬂows from each client ih ∈ Dh that cross a
channel (il−1, il) does not exceed the (fractional) capacity of this channel, xll−1,l , and constraint (C2.3) ensures that the sum
of ﬂows from each client ih ∈ Dh to some facility i0 in F does not exceed the fraction yi0 to which this facility is open. As
proved later on, this guarantees that the optimum fractional solution for HFLβ [h,R] is close to the optimal solution for the
integer linear program HFLβ [h, I], as illustrated in Fig. 2.
Also note that in the h-UFL variant of [1], the target function charges the z entries instead of the x entries as in our
variant.
2.2. Approximation algorithm for HFLβ [h]
We derive a constant ratio approximation algorithm for the HFLβ [h] problem where h is constant. The algorithm consists
of h rounds. In each round l we assign values only to the variables xl of level l.il−1 il
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on the set T of facilities) and assign every client j ∈ Dh to the closest open transmission station iˆ in T , i.e., such that ciˆ j =
min{ci j | i ∈ T }, by setting xˆhiˆ j to 1. For h  2, in the next round, deﬁne an instance 〈h − 1, S, F , D1, D2, . . . , Dh−2, T , c, f 〉 of
the problem HFLβ [h−1] (i.e., where the clients belong to T instead of Dh−1), and apply the same procedure for HFLβ [h−1].
In each round l, consider the instance of the current HFLβ [h − l + 1], and decide the assignment of the xl variables on
the last level and the transmission stations that will be open on level l − 1. This is done by solving the linear relaxation
of the integer linear program HFLβ [h, I] and then rounding the vector xl of the optimal fractional solution to a boolean
vector xˆl . Finally, when left with an instance of HFLβ [h] for h = 1, we decide which facilities to open and assign each
station to its closest facility, i.e., decide the assignment of xˆ1 and yˆ. The rounding procedure consists of two phases, using
the ﬁltering and rounding technique of [12] for solving the k-median problem. (For h = 1, the procedure resembles the
approximation algorithm of [15] for the UFL problem.) The ﬁrst phase modiﬁes the fractional solution (x, y, z) obtained for
the linear program into a new fractional solution (x¯, y¯, z¯) that enjoys the closeness property, namely, such that whenever a
node j ∈ Dh is fractionally assigned to a fractionally open transmission station i ∈ Dh−1, the cost ci j of this assignment is
not too large. (In this section, for simplicity, we sometimes write i ∈ Dh−1 and j ∈ Dh instead of ih−1 ∈ Dh−1 and ih ∈ Dh .
In the notation xli j , the i and j refer to locations i ∈ Dl−1 and j ∈ Dl .) The second phase rounds the last level (the vector x¯h)
of the new fractional solution (x¯, y¯, z¯) to a boolean vector xˆh . We then show (for h 2) that there exists a mixed (integral-
fractional) solution (xˆh x˜h−1 x¯h−2 . . . x¯1, y¯, zˆ), (speciﬁcally, integral on the last level xˆh and fractional on the rest of the levels)
that is close to the optimal solution. This mixed assignment increases the total cost by at most a constant factor.
We now deﬁne for the next round an instance of the linear program for HFLβ [h − 1,R], where the clients are the open
stations of the set T , and solve it recursively. We then continue to assign the clients of T to lower levels, with the same
procedure. At the end of the algorithm, (xˆ, yˆ, zˆ) becomes an integral feasible assignment that approximates the optimal
solution of HFLβ [h, I] by a constant factor.
Consider the fractional relaxation HFLβ [h,R] to the integer program HFLβ [h, I], where the boolean constraints (C2.4),
(C2.5) and (C2.6) are replaced with
(C2.4 f ) xli j  0, for every i ∈ Dl−1, j ∈ Dl and 1 l h.
(C2.5 f ) yi  0, for every i ∈ F .
(C2.6 f ) zi¯  0, for every i¯ ∈ D.
Note that in HFLβ [h,R] the minimization of the target function cost(x, y) implies that in constraint (C2.2.h), the inequality
can be changed into an equality, requiring
xhi j =
∑
i¯∈D[i, j]
zi¯, for every i ∈ Dh−1 and j ∈ Dh. (1)
(Note that this is not the case for constraint (C2.2.l) for 1 l < h.) Therefore, by constraint (C2.1),∑
i∈Dh−1
xhi j =
∑
i¯∈D[ j]
zi¯ = 1, for every j ∈ Dh. (2)
Given a real parameter g j > 0 for every j ∈ Dh , a feasible solution (x, y, z) to the linear program HFLβ [h,R] is g-close if it
satisﬁes the following closeness property:
(C2.7) For every i ∈ Dh−1 and j ∈ Dh , if xhi j > 0 then ci j  g j .
Note that this closeness property implies that if zi0 i1...ih−2 i j > 0, i.e., there is ﬂow on channel (i, j), then ci j  g j .
We now describe Procedure Gen_Close implementing the ﬁrst phase of the rounding procedure. Given a feasible frac-
tional solution (x, y, z) and a ﬁxed fraction 0 < α < 1, deﬁne for every client j ∈ Dh an (α, j)-count  j , an (α, j)-weight
c j(α) and an (α, j)-fraction α j as follows. Given a client j ∈ Dh , consider the permutation π of the transmission stations
Dh−1 ordered by distance from location j, i.e., such that cπ(1) j  cπ(2) j  · · ·  cπ(|Dh−1|) j . For k  1, the k transmission
stations closest to j, {π(1),π(2), . . . ,π(k)}, contribute a fraction α j(k) = ∑k=1 xhπ() j  1 of j’s assignment, and each
of them does it at a cost not exceeding cπ(k) j . Let  j be the smallest k such that the fraction α j(k) exceeds α, i.e.,
 j = min{k |∑k=1 xhπ() j  α}. (Such  j exists by equality (2).) Denote the set of transmission stations on level h − 1 far-
ther away from j than π( j) by F j = {π() |   j} and denote the set of transmission stations on level h − 1 closer to j
than π( j) by C j = {π() |    j}. Note that π( j) belongs to both sets, i.e., π( j) ∈ F j ∩ C j . Deﬁne the (α, j)-weight as
c j(α) = cπ( j) j and the (α, j)-fraction as α j = α j( j) =
∑
i∈C j x
h
i j . Note that by deﬁnition, α j  α.
Procedure Gen_Close operates as follows. For every i¯ = (i0, i1, . . . , ih−2, i, j) ∈ D, allow ﬂow through i¯ only if i is one of
the transmission stations close to j, setting
z¯i0 i1...ih−2 i j =
{
zi0 i1...ih−2 i j/α j, if i ∈ C j,
0, otherwise.
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x¯hi j =
{
xhi j/α j, if i ∈ C j,
0, otherwise.
For the intermediate levels, we must use α as a lower bound on all possible values of α j , so for every il ∈ Dl, il−1 ∈ Dl−1
and for every l ∈ {1,2, . . . ,h − 1}, set
x¯lil−1 il =min
{
1, xlil−1 il/α
}
.
Finally, for every i ∈ F , set
y¯i =min{1, yi/α}.
The following lemma is proved by applying the ﬁltering technique of [12,15].
Lemma 2.1. Given an instance of HFLβ [h,R], a feasible fractional solution (x, y, z) and a ﬁxed 0 < α < 1, deﬁne the function g :
Dh → R+ as g j = c j(α), for every j ∈ Dh. Then the fractional solution (x¯, y¯, z¯) constructed by Procedure Gen_Close is g-close and
feasible. Moreover, ignoring the costs associated with the last level, the new solution is at most 1/α times more expensive than the
original one, namely,
∑
i∈F
f i y¯i +
h−1∑
l=1
∑
i∈Dl−1
∑
j∈Dl
ci j x¯
l
i j 
1
α
(∑
i∈F
f i yi +
h−1∑
l=1
∑
i∈Dl−1
∑
j∈Dl
ci jx
l
i j
)
.
Proof. Note that the construction of procedure Gen_Close satisﬁes the closeness property, as the choice x¯h ensures that
ci j  g j = c j(α) whenever x¯hi j > 0, hence (x¯, y¯, z¯) is g-close. Next we show that (x¯, y¯, z¯) is feasible. First, the choice of x¯h
ensures that
∑
i∈Dh−1
x¯hi j =
∑
i∈C j
xhi j
α j
= 1
α j
·
∑
i∈C j
xhi j =
1
α j
· α j = 1.
By inequality (1) and the way we set z¯,
x¯hi j =
∑
i¯∈D[i, j]
z¯i¯, for every i ∈ Dh−1 and j ∈ Dh.
Hence constraint (C2.1) holds. (Note that when h = 1, ∑i¯∈D[i, j] z¯i¯ = z¯i j .)
Also, constraint (C2.2.h) is trivial because of the way we select x¯h and z¯. We prove that (C2.2.l) is satisﬁed for every
1 l h − 1. As mentioned earlier, α j  α for each j ∈ Dh . Therefore, for every i¯ = (i0, i1, . . . , ih−1, j) ∈ D,
z¯i¯ 
1
α j
zi¯ 
1
α
zi¯ . (3)
We have shown that the z¯ variables satisfy constraint (C2.1), and therefore∑
i¯∈D[il−1,il, j]
z¯i¯  1, for every il ∈ Dl, il−1 ∈ Dl−1 and j ∈ Dl.
Combining constraint (C2.2.l) for (xl, z) and the above inequalities, and recalling that x¯lil−1 il =min{1, xlil−1 il/α}, we get that
x¯lil−1 il 
∑
i¯∈D[il−1,il, j]
z¯i¯, for every il−1 ∈ Dl−1 and j ∈ Dh.
I.e., constraint (C2.2.l) is satisﬁed for every 1 l h − 1.
Next, constraint (C2.3) is satisﬁed, for every i0 ∈ F and j ∈ Dh , since by inequality (3) we get that ∑i¯∈D[i0, j] z¯i¯ 
1
α
∑
i¯∈D[i0, j] zi¯ on the one hand, and on the other hand
∑
i¯∈D[i0, j] z¯i¯  1. Combining with constraint (C2.3) for (y, z) we
get that
∑
i¯∈D[i0, j] z¯i¯ min{1, yi0/α} = y¯i0 , for every i0 ∈ F . Constraints (C2.4 f ), (C2.5 f ) and (C2.6 f ) hold trivially.
Finally, the cost bound stated in the lemma holds trivially by the choice of x¯li j and y¯i . 
We now show how to exploit this closeness property to ﬁnd a subset of transmission stations on the ﬁrst level, T ⊆ Dh−1,
and show that there exists a 3β g-close integral assignment such that these transmission stations are opened and the cost
is close to the optimal solution.
For a set of vertices U , denote dist( j,U ) = min{dist(i, j) | i ∈ U } and let d j = β√g j . We present a rounding proce-
dure named Round, that given an instance of HFLβ [h, I] and a g-close feasible fractional solution (x¯, y¯, z¯) for the relaxed
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j ∈ Dh and show that for h = 1 there exists a solution close to the optimal using only facilities from T .
For h  2 we show that there exists a mixed solution close to the optimal and using only the transmission
stations of T on level h − 1. We then approximate the optimal solution for HFLβ [h − 1, I] for the tuple 〈h −
1, S, F , D1, D2, . . . , Dh−2, T , c, f 〉, namely, with T as the set of clients, and get a cost that is close to the optimal so-
lution for the original problem. The input is the tuple 〈Dh−1, Dh, c, f , x¯h, g〉, where 〈h, S, F , D1, D2, . . . , Dh, c, f 〉 is the
input for HFLβ [h, I] and (x¯, y¯, z¯) is a feasible fractional solution generated by Procedure Gen_Close(α, x, y, z) for some
0 < α < 1, where (x, y, z) is the optimal solution for HFLβ [h,R] that satisﬁes the g-closeness property for the given func-
tion g : Dh →R+ where g j = c j(α).
Initially the procedure ﬁnds the set T of transmission stations i such that there exists a client j that integrally supplies
i in xˆh , i.e., T = {i ∈ Dh−1 | ∃ j ∈ Dh such that x¯hi j = 1}. Next, the procedure ﬁnds the set B ′ of clients that are fractionally
or integrally assigned to transmission stations in T , B ′ = { j ∈ Dh | ∃i ∈ T s.t. x¯hi j > 0}. Throughout the execution of the
procedure, Dˆh denotes the set of clients in Dh that are still unassigned under the current solution T , i.e.,
Dˆh =
{
j ∈ Dh | ∀i ∈ T , x¯hi j = 0
}
.
The procedure iteratively picks new transmission stations in Dh−1 that will be opened in addition to those selected in
previous iterations. In each iteration it ﬁrst ﬁnds the client j∗ ∈ Dˆh that has the smallest g j , i.e., g j∗ = min{g j | j ∈ Dˆh}.
Let A be the set of transmission stations that supply to j∗ in x¯h , i.e., A = {i ∈ Dh−1 | x¯hi j∗ > 0}. Let B be the subset of
unassigned clients that are supplied in x¯h by some transmission station from A, i.e., B = { j ∈ Dˆh | ∃i ∈ A s.t. x¯hi j > 0}. The
procedure picks a transmission station i∗ ∈ A to be opened and adds i∗ to T . (The choice is arbitrary, except that for h = 1,
i∗ is the station with smallest f i∗ in A.) The procedure then updates the set of unassigned clients (deleting from Dˆh the
clients that belong to B). These iterations are repeated until Dˆh becomes empty. The resulting set T is returned as the set
of transmission stations on level Dh−1 that will be opened. The formal code of Procedure Round is presented next.
Procedure Round〈h, Dh−1, Dh, c, f , x¯h, g〉
1. /*Initialization*/
(a) T ← {i ∈ Dh−1 | ∃ j ∈ Dh such that x¯hi j = 1}. /* Open transmission stations in Dh−1 */
(b) B ′ ← { j ∈ Dh | ∃i ∈ T s.t. x¯hi j > 0}. /* Clients fractionally assigned to open transmission stations */
(c) Dˆh ← Dh \ B ′ .
2. While Dˆh = ∅ do:
(a) Find j∗ ∈ Dˆh such that g j∗ is the smallest, i.e., g j∗ =min{g j | j ∈ Dˆh}.
(b) A ← {i | i ∈ Dh−1 and x¯hi j∗ > 0}.
(c) B ← { j | j ∈ Dˆh and ∃i ∈ A s.t. x¯hi j > 0}.
(d) If h = 1, then ﬁnd i∗ ∈ A s.t. f i∗ is the smallest in A, else ﬁnd arbitrary i∗ ∈ A.
(e) Set T ← T ∪ {i∗}.
(f) Dˆh ← Dˆh \ B . /* Unassigned clients */
3. Return T .
Later on, in Lemma 2.3, we show that there exists a mixed assignment close to the optimal solution of HFLβ [h], where
the set of transmission stations and facilities on level h−1 is the set T output by Procedure Round. In Lemma 2.6 we show
that there exists an assignment close to the optimal solution of HFLβ [h] using only facilities from T .
We now describe how to exploit the properties of Procedure Round and provide a constant ratio approximation algo-
rithm AlgHFL for HFLβ [h]. Given the input tuple 〈h, S, F , D1, D2, . . . , Dh, c, f 〉, we ﬁrst solve the linear program HFLβ [h,R]
and get a fractional solution (x, y, z). Next we ﬁlter this solution to a g-close solution (x¯, y¯, z¯) using Procedure Gen_Close.
Using Procedure Round, we ﬁnd a subset T ⊆ Dh−1 of transmission stations or a subset T ⊆ F of facilities (for h = 1) to
be opened, and assign each client j ∈ Dh to the closest transmission station/facility in T respectively, i.e., for every j ∈ Dh
we ﬁnd i∗ = argmin{ci j | i ∈ T } and set xˆhi∗ j ← 1. In addition, for h = 1 we set yi = 1 for every i ∈ T , and for h  2 we
recursively call Algorithm AlgHFL for HFLβ [h − 1, I] where the clients in the input are the opened transmission stations of
the set T , i.e., the input is the tuple 〈h − 1, S, F , D1, D2, . . . , Dh−2, T , c, f 〉. At the end, the algorithm returns (xˆ, yˆ) as the
output.
Algorithm AlgHFL〈h, S, F , D1, . . . , Dh, c, f 〉
1. Find an optimal fractional solution (x, y, z) for HFLβ [h,R].
2. If h = 1 then α = 1/(1+ 3β), else α = 1/3.
3. (x¯, y¯, z¯, g) ← Gen_Close(α, x, y, z) /* Filter (x, y, z) to a g-close solution (x¯, y¯, z¯).*/
4. If h = 1 then do:
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(b) For every i ∈ T do: Set yˆi ← 1. /* Assign 1 to opened facilities */
(c) For every i ∈ F \ T do: Set yˆi ← 0.
(d) For every j ∈ D do: /* Assigning the clients to an opened facilities */
i. Find i∗ ∈ T such that ci∗ j is the smallest, i.e., ci∗ j =min{ci j | i ∈ T }.
ii. Set xˆ1i∗ j ← 1.
iii. For every i ∈ F \ {i∗} do: Set xˆ1i j ← 0.
5. Else do:
(a) T ← Round〈h, Dh−1, Dh, c, f , x¯h, g〉.
(b) For every j ∈ Dh do: /* Assigning the clients to an opened transmission stations */
i. Find i∗ ∈ T such that ci∗ j is the smallest, i.e., ci∗ j =min{ci j | i ∈ T }.
ii. Set xˆhi∗ j ← 1.
iii. For every i ∈ Dh−1 \ {i∗} do: Set xˆhi j ← 0.
(c) (xˆh−1 xˆh−2 . . . xˆ1, yˆ) ← AlgHFL〈h − 1, S, F , D1, . . . , Dh−2, T , c, f 〉
6. Return (xˆ, yˆ).
2.3. Analysis
Analysis of Procedure Round
We now analyze the properties of the solution produced by Procedure Round. First we deﬁne some notation. Let T =
{i∗1, i∗2, . . . , i∗m, i∗m+1, . . . , i∗m′ } where i∗ for 1 m is the node added to T in the th iteration of the loop in step 2e, and
i∗m+1, . . . , i∗m′ are the nodes added to T on the initialization part of Procedure Round (on step 1a).
For 1 m, let j∗ , B and A denote the corresponding j∗, B and A selected by the algorithm in the th iteration. For
m + 1 m′ , let A = {i∗} and let j∗ be some node assigned integrally to i∗ , i.e., such that x¯hi∗ j∗ = 1. Recall that i
∗
 was
added to T at the beginning of the execution (on step 1a) since there existed a client j∗ that was integrally assigned to i∗ .
Therefore i∗ was an integrally open station in x¯h−1.
For 1   m′ and h  2, let Aˆ ⊆ Dh−2 be the set of transmission stations that supply to A in x¯h−1, i.e., Aˆ = {k ∈
Dh−2 | ∃i ∈ A s.t. x¯h−1ki > 0}, and let C be the set of clients assigned to i∗ in xˆh , i.e., C = { j ∈ Dh | xˆhi∗ j = 1}.
Note that a client j that was erased from Dˆh in the th iteration for some 1 m, since it belonged to the set B of
clients connected to some station in A , will not necessarily be assigned to that i∗ ; rather, it may be added to C′ for some
′ =  if i∗
′ turns out to be closer to j than i
∗
 (i.e., it is possible that B = C).
Deﬁne the input ﬂow from client j ∈ Dh to transmission station k ∈ Dh−2 on level h − 2 as InFlow( j,k) =∑i¯∈D[k, j] z¯i¯ .
Note that by choice of A , for j∗,
∑
k∈ Aˆ InFlow( j
∗
,k) = 1.
Lemma 2.2. The output T of Algorithm Round maintains the following two properties.
(1) For every 1 m, for every i1, i2 ∈ A , dist(i1, i2) 2d j∗ .
(2) For every j ∈ Dh, dist( j, T ) 3d j , i.e., there exists i ∈ T s.t. ci j  3β g j .
Proof. For every i1, i2 ∈ A we have x¯h−1i1 j∗ > 0 and x¯
h−1
i2 j∗
> 0, hence ci1 j∗  g j∗ and ci2 j∗  g j∗ , since x¯ is g-close, or equiva-
lently dist(i1, j∗) d j∗ and dist(i2, j
∗
) d j∗ . By the triangle inequality, dist(i1, i2) 2d j∗ .
For any client j ∈ Dh there are two possibilities. If there exists some i∗ ∈ T such that x¯hi∗ j > 0 then clearly dist( j, T ) d j .
Otherwise, j was erased in the th iteration of Loop 2 of Procedure Round, i.e., j ∈ B for some 1    m. But j ∈ B
because there exists some i ∈ A such that x¯hi j > 0. Therefore dist(i, j)  d j . By (1), dist(i, i∗)  2d j∗ , and the way d j∗ has
been chosen implies that, d j∗  d j , hence by the triangle inequality, dist( j, i
∗
) 3d j . Since i∗ ∈ T , it follows that dist( j, T )
3d j . 
Lemma 2.3. For h  2, there exists a mixed assignment (xˆ, yˆ, zˆ), where the integral part of xˆ (i.e., xˆh) is the same as that of the
algorithm AlgHFL, maintaining the following properties with respect to the output T of Algorithm Round.
(P1) (xˆ, yˆ, zˆ) is a feasible fractional solution.
(P2) xˆhi j ∈ {0,1}, for every i ∈ Dh−1 and j ∈ Dh.
(P3) For every i ∈ Dh−1 and j ∈ Dh, if xˆhi j = 1 then i ∈ T and cij  3β g j .
(P4) cost(xˆ, yˆ) 3β+1 · cost(x, y).
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same channels will also be used for every other client j ∈ C .
Proof. Given the output T of Algorithm Round and the feasible g-close fractional solution (x¯, y¯, z¯), we show how to con-
struct a mixed assignment (xˆ, yˆ, zˆ) satisfying the above four properties. Initially we set zˆ ← 0¯, yˆ ← y¯ and xˆl ← x¯l for
h − 2 l  1. These values of yˆ and xˆl for 1 l  h − 2 will remain unchanged until the end of the construction, and our
remaining goal is to assign integral values to xˆh and assign approximate (fractional) values to xˆh−1 (on the next to last level)
to ensure the desired properties. Assigning integral values to xˆh is also straightforward: For every j ∈ Dh we pick the closest
transmission station in i∗ ∈ T , i.e., dist(i∗, j) = dist( j, T ), we set xˆhi∗ j ← 1 and set xˆhi j ← 0 for every i ∈ Dh−1 \ {i∗}.
It is left to show how to set the vectors xˆh−1 and zˆ. First we aggregate the inﬂow from j∗ to each node k on level h− 2;
whereas the original ﬂow went through a number of vertices in A ⊆ Dh−1, we now reroute all of those ﬂows through their
transmission station, i∗ .
Second, for each client j ∈ C , we reroute its upward ﬂows making them identical to those of j∗ (expect of course for
the ﬁrst channel, which is from j to i∗ ). Fig. 3 illustrates the modiﬁcation in the channels used for ﬂow from j∗ (and all
clients in C in general) through k ∈ Aˆ . We set xˆh−1 as follows.
xˆh−1ki =
{
InFlow( j∗,k), if i = i∗ for some 1 m′,
0, i ∈ Dh−1 \ T .
For every 1 m′ , set
zˆi0 i1...ih−3ki∗ j =
∑
i∈A
z¯i0 i1...ih−3ki j∗ , for every j ∈ C.
Note that when j∗ ∈ C , the ﬂow from every j ∈ C is to i∗ and then to transmission stations in Aˆ going through the
same channels as the ﬂow from j∗ . The ﬂow from Aˆ to transmission stations on lower levels and then to the facilities uses
the same channels as the ﬂow from j∗ in z¯.
Now we show that the mixed ﬂow (xˆ, yˆ, zˆ) satisﬁes the above four properties. First, (xˆ, yˆ, zˆ) is feasible fractional solution.
Every j ∈ Dh is assigned in xˆh to some open transmission station, i.e., there exists some i∗ ∈ T such that xˆhi∗ j = 1, hence
j ∈ C . As mentioned, ∑k∈ Aˆ InFlow( j∗,k) = 1, therefore∑
i0∈F
∑
i1∈D1
. . .
∑
k∈ Aˆ
zˆi0 i1...ih−3ki∗ j = 1
and hence
∑
i¯∈D[ j] zˆi¯ = 1 for every client j ∈ Dh . The fact that zˆi0 i1...ih−2 i j > 0 implies that i = i∗ ∈ T for some 1   m′ ,
j ∈ C and xˆhi∗ j = 1, hence constraints (C2.1) and (C2.2.h) hold.
If i /∈ T or if i = i∗ ∈ T and j /∈ C then zˆi0 i1...ih−2 i j = 0 for every i0 ∈ F , i1 ∈ D1, . . . , ih−2 ∈ Dh−2 and j ∈ Dh on the one
hand, and on the other hand, for every i∗ ∈ T , j ∈ C and for every k ∈ Dh−2,
xˆh−1ki∗ = InFlow( j
∗
,k) =
∑
i¯∈D[k, j∗ ]
z¯i¯ =
∑
i¯∈D[k,i∗ , j]
zˆi¯ .
Hence constraint (C2.2.h − 1) holds.
The ﬂows on lower levels were set according to the nodes in T and the j∗ nodes. Recall that for every j ∈ Dh there is
an 1 m′ such that j ∈ C , hence we have
xˆlil−1 il = x¯lil−1 il 
∑
i¯∈D[i ,i , j∗]
z¯i¯ =
∑
i¯∈D[i ,i , j]
zˆi¯,l l−1  l l−1
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yˆi0 = y¯i0 
∑
i¯∈D[i0, j∗ ]
z¯i¯ =
∑
i¯∈D[i0, j]
zˆi¯,
for every i0 ∈ F . It follows that all the constraints (C2.2.), for  = 1,2, . . . ,h − 2 and (C2.3) hold. We set xˆ so as to ensure
that xˆhi j ∈ {0,1} for every j ∈ Dh and i ∈ Dh−1. Hence (P1) and (P2) hold and by Lemma 2.2, (P3) holds as well.
Now we show that (P4) holds. Note that the cost components based on yˆ and xˆl for 1 l  h − 2 do not change since
yˆ = y¯ and xˆl = x¯l for 1  l  h − 2. Hence it remains to bound the cost increase on xˆl for l = h,h − 1. First we deﬁne
some notation. Let ming() be the smallest g j in the th iteration of the algorithm Round, i.e., ming() = g j∗ and let
mind() = β√ming().
Claim 2.4. For every 1 m′ ,
∑
k∈ Aˆ
cki∗ xˆ
h−1
ki∗
 3β ·
(
ming() +
∑
i∈A
∑
k∈ Aˆ
cki x¯
h−1
ki
)
.
Proof. For m+ 1 m′ , recall that A = {i∗} implies that xˆh−1ki∗ = x¯
h−1
ki∗
for every k ∈ Dh−2. Therefore,∑
k∈ Aˆ
cki∗ xˆ
h−1
ki∗

∑
i∈A
∑
k∈ Aˆ
cki x¯
h−1
ki .
It is left to show the claim for 1   m. Partition Aˆ into Aˆnear() = {k ∈ Aˆ | dist(i∗,k)  3 · mind()} and Aˆfar() =
Aˆ \ Aˆnear(). Let
Xnear() =
∑
k∈ Aˆnear()
cki∗ xˆ
h−1
ki∗
and Xfar() =
∑
k∈ Aˆfar()
cki∗ xˆ
h−1
ki∗
.
By Lemma 2.2(1), dist(i∗, i) 2 ·mind() for every i ∈ A(). Therefore, for every k ∈ Aˆnear() clearly cki∗  3β ·ming().
Recall that∑
k∈ Aˆnear()
xˆh−1ki∗ 
∑
k∈ Aˆ
xˆh−1ki∗ = 1,
so Xnear() 3βming().
For every k ∈ Aˆfar(), by triangle inequality and Lemma 2.2(1), dist(i,k) > mind(). Therefore, dist(i∗,k)  dist(i,k) +
2 · mind()  3 · dist(i,k), hence cki∗  3βcki for every i ∈ A(). On the other hand, the way we set xˆh−1 ensures that
xˆh−1ki∗ 
∑
i∈A x¯
h−1
ki for every 1 m and k ∈ Aˆ , hence cki∗ xˆh−1ki∗  3
β
∑
i∈A cki x¯
h−1
ki for every k ∈ Aˆfar(). Therefore,
Xfar() 3β
∑
k∈ Aˆ
∑
i∈A
cki x¯
h−1
ki ,
implying the claim. 
Claim 2.5. c j(α) 11−α
∑
i∈Dh−1 ci jx
h
i j .
Proof. The deﬁnition of  j implies that ci j  c j(α) for every i ∈ F j and that ∑i∈F j xhi j  1− α. Hence∑
i∈Dh−1
ci jx
h
i j 
∑
i∈F j
ci jx
h
i j  (1− α)c j(α),
implying the claim. 
The way we set xˆh−1 ensures that
∑
i∈Dh−1
∑
k∈Dh−2 cki xˆ
h−1
ki 
∑m′
=1
∑
k∈ Aˆ cki∗ xˆ
h−1
ki∗
(since xˆh−1ki = 0 for every i /∈ T and
for every k /∈ Aˆ). Combining with Claim 2.4 yields
∑
i∈D
∑
k∈D
cki xˆ
h−1
ki  3
β ·
(
m∑
=1
ming() +
∑
i∈D
∑
k∈D
cki x¯
h−1
ki
)
. (4)h−1 h−2 h−1 h−2
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3βc j(α). Combining this with Claim 2.5 we get that
∑
j∈Dh
∑
i∈Dh−1
ci j xˆ
h
i j 
∑
j∈Dh
3βc j(α)
3β
1− α
∑
j∈Dh
∑
i∈Dh−1
ci jx
h
i j . (5)
Since xˆli j = x¯li j for every i ∈ Dl−1, j ∈ Dl and 1 l h − 2,
h−2∑
l=1
∑
j∈Dl
∑
i∈Dl−1
ci j xˆ
h
i j =
h−2∑
l=1
∑
j∈Dl
∑
i∈Dl−1
ci j x¯
h
i j . (6)
Combining inequalities (4), (5) and (6) we get that
cost(xˆ, yˆ) =
∑
i∈F
f i yˆi +
h∑
l=1
∑
i∈Dl−1
∑
j∈Dl
ci j xˆ
l
i j

∑
i∈F
f i y¯i +
h−2∑
l=1
∑
i∈Dl−1
∑
j∈Dl
ci j x¯
l
i j + 3β ·
(
m∑
=1
ming() +
∑
i∈Dh−1
∑
k∈Dh−2
cki x¯
h−1
ki
)
+ 3
β
1− α
∑
j∈Dh
∑
i∈Dh−1
ci jx
h
i j .
Hence
∑m
=1ming()
∑
j∈Dh c j(α) and by Lemma 2.1 we get that
cost(xˆ, yˆ) 3
β
α
(∑
i∈F
f i yi +
h−1∑
l=1
∑
i∈Dl−1
∑
j∈Dl
ci jx
l
i j
)
+ 2 · 3
β
1− α ·
( ∑
i∈Dh−1
∑
j∈Dh
ci jx
h
i j
)
.
Therefore,
cost(xˆ, yˆ)min
{
3β
α
,
2 · 3β
1− α
}
· cost(x, y).
By setting α = 1/3 we get cost(xˆ, yˆ) 3β+1 · cost(x, y), hence property (P4) holds. 
Analysis of AlgHFL. We now prove that Algorithm AlgHFL is a polynomial time approximation algorithm with ratio (1 +
3β) · (3β+1)h−1 for the HFLβ [h] problem.
Lemma 2.6. Algorithm AlgHFL approximate HFLβ [h = 1] with ratio 1+ 3β .
Proof. For h = 1, Algorithm AlgHFL works as follows. After getting the set T output by Procedure Round, the algorithm
sets (xˆ, yˆ, zˆ) as follows. For each client j ∈ D1, let i j ∈ T denote the closest facility to j in T . The algorithm assigns j to the
facility i j , i.e., sets xˆ1i j j ← 1, zˆi j j ← 1 and xˆ1i j ← 0, zˆi j ← 0 for every i = i j . In addition, it opens all the facilities in T , i.e.,
sets yˆi ← 1 for every i ∈ T and yˆi ← 0 for every i /∈ T .
Claim 2.7. The output T of algorithm Round maintains∑
i∈T
f i 
1
α
∑
i∈F
yi f i .
Proof. It suﬃces to show that∑
i∈T
f i 
∑
i∈F
y¯i f i,
since ∑
i∈F
y¯i f i 
1
α
∑
i∈F
yi f i .
The only facilities that may increase the summation are those for which i ∈ T and y¯i < 1. Such a facility i adds to T in
step 2e of Procedure Round. Denote by i∗ the facility selected in step 2e. Note that f i∗ is the smallest among all i ∈ A, and
that
∑
i∈A y¯i  1 (since
∑
i∈A x¯1i j∗ = 1). Therefore f i∗ 
∑
i∈A y¯i f i . On the other hand, the other facilities in A do not belong
to T . This implies the claim. 
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3β g j = 3βc j(α) 3
β
1− α
∑
i∈F
ci jx
1
i j .
Combining with Claim 2.7, we get that
∑
i∈F
f i yˆi +
∑
i∈F
∑
j∈D
cij xˆi j 
1
α
∑
i∈F
f i yi + 3
β
1− α
∑
j∈D
c j(α)
max
{
1
α
,
3β
1− α
}(∑
i∈F
f i yi +
∑
i∈F
∑
j∈D
cijxi j
)
.
By setting α = 1/(1+ 3β) we get that cost(xˆ, yˆ) (1+ 3β) · cost(x, y). 
Theorem 2.8. Algorithm AlgHFL is a polynomial time approximation algorithm for the HFLβ [h] problem, with ratio (1 + 3β) ·
(3β+1)h−1 .
Proof. The polynomial bound on the time complexity of the algorithm is clear from its deﬁnition. We prove the bound on
the approximation ratio of the algorithm by induction on h. The base of the induction is Lemma 2.6. Now assuming that
the approximation ratio for HFLβ [h] is (1+ 3β) · (3β+1)h−1 we show that the ratio for HFLβ [h + 1] is (1+ 3β) · (3β+1)h .
We start with a fractional feasible solution (x, y, z). Applying Procedure Gen_Close(α, x, y, z) for α = 1/3, we get a
g-close feasible assignment (x¯, y¯, z¯, g). By executing Procedure Round 〈h + 1, Dh, Dh+1, c, f , x¯h+1, g〉 we get a set of trans-
mission stations T , then round xˆh+1 to T . By Lemma 2.3 there exists a mixed assignment, where xˆh+1 is a boolean with
respect to T whose cost is less than 3β+1 · cost(xh+1, xh, . . . , x1, y).
Denote by (x˜h, x˜h−1, . . . , x˜1, y˜, z˜) the optimal fractional solution for the instance 〈S, F , D1, . . . , Dh−1, T , c, f 〉 of HFLβ [h,R].
Hence cost(xˆh+1)+cost(x˜h, x˜h−1, . . . , x˜1, y˜) 3β+1 ·cost(xh+1, xh, . . . , x1, y). By the inductive hypothesis, AlgHFL returns a so-
lution (xˆh, xˆh−1, . . . , xˆ1, yˆ) with respect to T whose cost is less than (1+3β) · (3β+1)h−1 · cost(x˜h, x˜h−1, . . . , x˜1, y˜). Combining
this with Lemma 2.3 we get that,
cost(xˆ, yˆ) = cost(xˆh+1, xˆh, . . . , xˆ1, yˆ) cost(xˆh+1)+ (1+ 3β) · (3β+1)h−1cost(x˜h, x˜h−1, . . . , x˜1, y˜)

(
1+ 3β) · (3β+1)h−1(cost(xˆh+1)+ cost(x˜h, x˜h−1, . . . , x˜1, y˜))

(
1+ 3β) · (3β+1)h−1 · 3β+1(cost(xh+1, xh, . . . , x1, y))
= (1+ 3β) · (3β+1)h · cost(x, y).
Recall that cost(x, y) is the optimal solution for HFLβ [h + 1,R], which is no greater than the optimal solution for HFLβ [h +
1, I]. 
Let AlgHFL1 be a variant of algorithm AlgHFL for HFL1[h] (or simply HFL[h]) in which step 4 of AlgHFL is replaced by
the 1.52-approximation algorithm of [14] for UFL. For this algorithm we get the following.
Theorem 2.9. Algorithm AlgHFL1 is a polynomial time approximation algorithm with ratio 1.52 · 9h−1 for the HFL[h] problem.
3. Approximating bounded depth Steiner tree
The h-steiner(h, s) problem is a special case of the HFL[h − 1] problem. A given instance I = 〈h, s, V , V,ω〉 for the
h-steiner(h, s) problem can be transformed into an instance I ′ of HFL[h−1] by setting Dh−1 = V \ {s}, Dh−2 = Dh−3 = · · · =
D1 = V \ {s}, F = V \ {s}, cuv = ω(u, v) and f v = ω(v, s) for every u, v ∈ V \ {s}. The relations between the two instances
are stated in the following two claims.
Claim 3.1. Let (x, y) be a feasible solution for the deﬁned HFL[h − 1] instance I ′ . Then there exists an h-steiner(h, s) tree T (h, s) for
the original instance I such that cost(T (h, s)) cost(x, y).
Proof. Consider a feasible solution (x, y) for the transformed HFL[h − 1] instance I ′ . We now describe an algorithm named
HFL-to-Tree for transforming (x, y) into an h-steiner(h, s) tree for the original instance I with cost bounded by cost(x, y).
Throughout the execution of the algorithm, the set of edges T denotes the constructed tree and the set V ′ denotes the
nodes that are not yet connected to the growing tree T .
The algorithm initializes the set T to be empty and initializes V ′ to V with s removed. Upon termination of the algo-
rithm, T spans V and all the nodes of V are deleted from V ′ . The algorithm starts by adding edges to the ﬁrst level of the
tree T . Speciﬁcally, for every v ∈ V ′ such that v is an open facility (yv = 1), it adds (s, v) to T and deletes v from V ′ .
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the property that there exists a node u ∈ V \ V ′ that is already in constructed tree T such that xiuv = 1. For those nodes,
the algorithm ﬁnds u, connects v and u in T and updates V ′ (adding only one edge from a lower level to v). A formal
description of Algorithm HFL-to-Tree is given in the following ﬁgure.
HFL-TO-TREE(x, y, s,h)
1. T ← ∅, V ′ ← V \ {s}.
2. For every v ∈ V ′ do: If yv = 1 then T ← T ∪ {(s, v)} and V ′ ← V ′ \ {v}.
3. For i ← 1 to h − 1 do
(a) For every v ∈ V ′ do
i. For every u ∈ V \ V ′ do
A. if xiuv = 1 then T ← T ∪ {(u, v)}, V ′ ← V ′ \ {v} and exit the loop.
4. Return T (h, s) ← T .
By the description of the algorithm it is obvious that the cost of the resulting tree T is bounded above by cost(x, y). It
remains to show that T is an h-steiner tree that spans V . The constraints of HFL[h − 1] ensure that for every v ∈ V there is
a path xh−1uh−2v = xh−2uh−3uh−2 = · · · = x1u0u1 = y0 = 1. Therefore every ui on this path is on level l  i + 1, hence v is on level at
most h. 
Conversely we have the following.
Claim 3.2. Let T (h, s) be an h-steiner(h, s) tree for the given instance I . Then there exists a feasible solution (x, y) for the correspond-
ing HFL[h − 1] problem I ′ such that cost(x, y) = cost(T (h, s)).
Proof. Denote by Li the set of nodes on level i and let L˜i denote the nodes on levels lower than i, i.e., L˜i =⋃0 ji L j .
Now we show how to compute Li (for 0  i  h − 1). Initially set L0 = {s} and recursively construct Li+1 = {v /∈ L˜i | ∃u ∈
Li s.t. (u, v) is in T (h, s)}.
Now transform T (h, s) into a feasible solution for HFL[h − 1] as follows. For every v ∈ L1, open a facility at v by setting
yv = 1. Next, for every level 2  i  h, and for every v ∈ Li , add v to level i − 1 in x by setting xi−1uv = 1, where u is the
node on level i − 2 connected to v in T (h, s), and if v ∈ V then also set x jvv = 1 for i < j  h − 1.
The resulting solution (x, y) is feasible since T (h, s) spans V and its depth is bounded by h. Therefore, V ⊆ L˜h−1, hence
for every v ∈ V there exists u ∈ V such that xh−1uv = 1. The way the x variables are set ensures that constraints (C1.2) and
(C1.3) are also satisﬁed. In addition, it is obvious that cost(x, y) is equal to cost(T (h, s)). 
By Claims 3.1 and 3.2 we get that an optimal solution for HFL[h − 1] can be transformed to a minimal h-steiner(h, s)
tree. Combining this with Theorem 2.9, we get the following.
Theorem 3.3. There is a polynomial time approximation algorithm with ratio 1.52 · 9h−2 for the h-steiner(h, s) problem.
4. Approximating bounded diameter Steiner tree
Using the result of the previous section, we present a polynomial time constant ratio approximation algorithm for the
bounded diameter Steiner tree (BDST) problem for a positive constant d. The reduction from BDST to h-steiner is done
slightly differently for the cases of even and odd d. Speciﬁcally, for the case of even diameter we make use of the approxi-
mation algorithm for the minimal h-steiner(h, s) problem. For odd diameter, we deﬁne a generalized version of the problem
named h-steiner(h, s, t), with three parameters, and use an approximation algorithm for this problem to approximate the
BDST problem.
4.1. Approximation algorithm for BDST with even d
In this subsection we describe our approximation algorithm for the BDST problem when d is an even positive constant.
Speciﬁcally, letting h = d2 , we ﬁrst show that the minimal BDST tree with diameter d is a h-steiner(h, s) tree, and then we
use this property and the algorithm of Section 3 to present an approximation algorithm for the BDST problem with even d.
Let T ∗ be a minimal weight Steiner tree of diameter at most d = 2h that spans V .
Lemma 4.1. There exists a node s ∈ V such that T ∗ = T (h, s) is an h-steiner(h, s) tree, i.e., there is a path of at most h hops in T ∗
from s to any node v ∈ V .
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u to v is d∗ . Denote this path by u = w0 − w1 − · · · − wd∗ = v , and Let h∗ =  d∗2 	.
Claim 4.2. For any node v ∈ V there is a path from wh∗ to v in T ∗ with at most h = d2 hops.
Proof. Suppose, towards contradiction, that there exists a node r ∈ V such that the length of the simple path from wh∗ to r
is greater than h. Denote this path by (wh∗ = s0, s1, . . . , sh, . . . , sh′ = r), where h′ > h. Since T ∗ is a tree, this path is disjoint
from one of the paths (u = w0,w1, . . . ,wh∗−1) or (wh∗+1,wh∗+2, . . . ,wd∗ = v). Without loss of generality assume the
latter. Therefore, the path (u = w0,w1, . . . ,wh∗−1,wh∗ = s0, s1, . . . , sh, . . . , sh′ = r) between u and r is of length h∗ + h′ >
h∗ + h d∗ , contradiction. 
By Claim 4.2, T ∗ is an h-steiner(h,wh∗ ) tree, implying the lemma. 
We now describe our approximation algorithm for the BDST problem when d is a constant even integer. For every node
s ∈ V , the algorithm ﬁnds an h-steiner(h, s) tree T˜ (s), by executing the algorithm of Section 3. Next, it returns a tree T˜ (s′)
whose cost is minimal, i.e., cost(T˜ (s′)) = min{cost(T˜ (s)) | s ∈ V }, as its output.
By Lemma 4.1, there exists a node s∗ ∈ V such that T ∗ = T (s∗) is an h-steiner(h, s∗) tree. The cost minimality of T˜ (s′)
implies that cost(T˜ (s′))  cost(T˜ (s∗)). By Theorem 3.3 we get that cost(T˜ (s∗))  1.52 · 9h−2cost(T ∗). Combining these
inequalities implies that
cost
(
T˜ (s′)
)
 1.52 · 9h−2cost(T ∗),
yielding the following theorem.
Theorem 4.3. There is a polynomial time approximation algorithm with ratio 1.52 · 9( d2 	−2) for the bounded diameter Steiner tree
problem with constant positive even d.
4.2. Approximation algorithm for BDST with odd d
We now describe our approximation algorithm for the BDST problem when d is an odd positive constant. Speciﬁcally,
letting h = d−12 , we ﬁrst deﬁne a problem named h-steiner(h, s, t) and present an approximation algorithm for it. Later on,
we show that the minimal cost BDST tree of diameter d is an h-steiner(h, s, t) tree, and then we use these properties to
present an approximation algorithm for the BDST problem with odd d.
Given a positive integer h and a pair of nodes s, t ∈ V , an h-steiner tree T (s, t) is a tree of depth at most h that contains
the edge (s, t) and spans V , i.e., such that for any node v ∈ V there is a path of at most h hops from v to s or from v
to t . The cost of a tree T (s, t), denoted cost(T (s, t)), is the sum of its edge weights. The minimum h-hop (s, t) Steiner tree
(h-steiner(h, s, t)) problem is deﬁned as follows. Given a positive integer h and a pair of nodes s, t ∈ V , the goal is to ﬁnd
a minimum weight h-steiner tree T (s, t). We now describe an approximation algorithm for this problem.
An instance I = 〈h, s, t,w, V , V〉 of the h-steiner(h, s, t) problem can be reduced into an instance I ′ = 〈h, rst ,w ′, V ′, V ′〉
of the h-steiner(h, rst) problem, where the edge (s, t) is cancelled by “gluing” together the two nodes s and t into one node
rst . The sets V ′ and V ′ are deﬁned as follows V ′ = V \ {s, t}∪ {rst} and V ′ = V \ {s, t}. Finally, the weight function ω′ is equal
to ω except that ω′(rst , v) =min{ω(v, s),ω(v, t)} for every v ∈ V ′ \ {rst}.
It is important to note that ω′ does not necessarily preserve a general metric space. Nevertheless, our algorithm of the
HFL[h − 1] for the h-steiner(h, rst) can be used for these special instances, since the edges of nodes on the ﬁrst level (i.e.,
the edges incident to rst ) are represented as open facilities, and the weight function c of HFL[h − 1] is a general metric
space. This yields the following.
Claim 4.4. Let (x, y) be a feasible solution for the deﬁned HFL[h− 1] instance I ′ . Then there exists an h-steiner(h, s, t) tree T (h, s, t)
for the original instance I such that cost(T (h, s, t)) cost(x, y).
Proof. Consider a feasible solution (x, y) for the transformed HFL[h − 1] instance I ′ . We now describe an algorithm named
HFL-to-Tree for transforming (x, y) into an h-steiner(h, s, t) tree for the original instance I with cost bounded by cost(x, y).
Throughout the execution of the algorithm, the set of edges T denotes the constructed tree and the set V ′ denotes the nodes
that are not yet connected to the growing tree T .
The algorithm initializes the set T to be {(s, t)} and initializes V ′ to V with s and t removed. Upon termination of the
algorithm, T spans V and all the nodes of V are deleted from V ′ . The algorithm starts by adding edges to the ﬁrst level of
the tree T . Speciﬁcally, for every v ∈ V ′ such that v is an open facility (yv = 1), it adds (s, v) to T if ω(v, s) ω(v, t) and
otherwise adds (v, t) to T and deletes v from V ′ .
The algorithm then iteratively constructs the tree level by level. On level i, the algorithm searches for nodes v ∈ V ′ with
the property that there exists a node u ∈ V \ V ′ that is already in the constructed tree T such that xiuv = 1. For those nodes,
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description of Algorithm HFL-to-Tree is given in the following ﬁgure.
HFL-TO-TREE(x, y, s, t,h)
1. T ← {(s, t)}, V ′ ← V \ {s, t}.
2. For every v ∈ V ′ , If yv = 1 then do:
(a) If ω(v, s)ω(v, t) then T ← T ∪ {(s, v)}, otherwise, T ← T ∪ {(t, v)}.
(b) V ′ ← V ′ \ {v}.
3. For i ← 1 to h − 1 do
(a) For every v ∈ V ′ do
i. For every u ∈ V \ V ′ do
A. if xiuv = 1 then T ← T ∪ {(u, v)}, V ′ ← V ′ \ {v} and exit the loop.
4. Return T (h, s, t) ← T .
By the description of the algorithm it is obvious that the cost of the resulting tree T is bounded above by cost(x, y). It
remains to show that T is an h-Steiner tree that spans V . The constraints of HFL[h− 1] ensure that for every v ∈ V there is
a path xh−1uh−2v = xh−2uh−3uh−2 = · · · = x1u0u1 = y0 = 1. Therefore every ui on this path is on level l  i + 1, hence v is on level at
most h. 
Conversely we have the following.
Claim 4.5. Let T (h, s, t) be an h-steiner(h, s, t) tree for the given instance I . Then there exists a feasible solution (x, y) for the
corresponding HFL[h − 1] problem I ′ such that cost(x, y) = cost(T (h, s, t)).
Proof. Denote by Li the set of nodes on level i and let L˜i denote the nodes on levels lower than i, i.e., L˜i =⋃0 ji L j .
Now we show how to compute Li (for 0 i  h − 1). Initially set L0 = {s, t} and recursively construct Li+1 = {v /∈ L˜i | ∃u ∈
Li s.t. (u, v) is in T (h, s, t)}.
Now transform T (h, s, t) into a feasible solution for HFL[h−1] as follows. For every v ∈ L1, open a facility at v by setting
yv = 1. Next, for every level 2  i  h, and for every v ∈ Li , add v to level i − 1 in x by setting xi−1uv = 1, where u is the
node on level i − 2 connected to v in T (h, s, t), and if v ∈ V then also set x jvv = 1 for i < j  h − 1.
The resulting solution (x, y) is feasible since T (h, s, t) spans V and its depth is bounded by h. Therefore, V ⊆ L˜h−1, hence
for every v ∈ V there exists u ∈ V such that xh−1uv = 1. The way the x variables are set ensures that constraints (C1.2) and
(C1.3) are also satisﬁed. In addition, it is obvious that cost(x, y) is equal to cost(T (h, s, t)). 
By Claims 4.4 and 4.5 we get that an optimal solution for HFL[h − 1] can be transformed to a minimal h-steiner(h, s, t)
tree. Combining this with Theorem 2.9, we get the following.
Theorem 4.6. There is a polynomial time approximation algorithm with ratio 1.52 · 9h−2 for the h-steiner(h, s, t) problem.
We now establish the following connection between the minimum weight BDST for constant odd d and the
h-steiner(h, s, t) tree for some s, t in V . Let T ∗ be a minimal weight Steiner tree of diameter at most d = 2h + 1 that
spans V , for a constant positive odd integer d.
Lemma 4.7. There exists an edge (s, t) in T ∗ such that T ∗ = T (s, t) is an h-steiner(h, s, t) tree, i.e., there is a path of at most h = d−12
hops in T ∗ from v to s or from v to t, for any node v ∈ V .
Proof. Denote by d∗  d the diameter of T ∗ . There are two cases to consider. If d∗ < d, then by Lemma 4.1 there exists
a node s ∈ V such that for every v ∈ V there is a path with at most h hops from s to v . The second case is when
d∗ = d = 2h + 1. In this case, there exist two nodes u, v ∈ V such that the length of the simple path from u to v is
d = 2h + 1. Denote this path by (u = w0,w1, . . . ,wh,wh+1, . . . ,w2h+1 = v) and let s = wh and t = wh+1.
Claim 4.8. For any node v ∈ V there is a path from s to v or a path from t to v in T ∗ with at most h = d−12 hops.
Proof. Suppose, towards contradiction, that there exists a node r ∈ V such that the length of the simple paths from s to r
and from t to r are greater than h. Without loss of generality assume that s is closer to r than t . Denote the path from s to
r by (r = u0,u1, . . . ,uh′ = s), where h′ > h. Since T ∗ is a tree, this path is disjoint from the path (t = wh+1, . . . ,w2h+1 = v).
Therefore, the path (r = u0,u1, . . . ,uh′ = s, t = wh+1, . . . ,w2h+1 = v) between r and v is of length h + h′ + 1 > 2h + 1 d,
contradiction. 
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We now describe our approximation algorithm for the BDST problem when d is a constant odd integer. For every pair
of nodes s, t ∈ V , construct an h-steiner(h, s, t) tree T˜ (s, t) as described above. Next, return the tree T˜ (s′, t′) whose cost is
minimal, i.e., cost(T˜ (s′, t′)) = min{cost(T˜ (s, t)) | s, t ∈ V }, as the output.
By Lemma 4.7 there exists a pair of nodes s∗, t∗ ∈ V such that T ∗ = T (s∗, t∗) is a h-steiner(h, s∗, t∗) tree. The cost
minimality of T˜ (s′, t′) implies that cost(T˜ (s′, t′)) cost(T˜ (s∗, t∗)). By Theorem 4.6 we get that cost(T˜ (s∗, t∗)) 1.52 ·9h−2 ·
cost(T ∗). Combining these inequalities yields
cost
(
T˜ (s′, t′)
)
 1.52 · 9h−2 · cost(T ∗),
implying the following theorem.
Theorem 4.9. There is a polynomial time approximation algorithm with ratio 1.52 · 9( d2 	−2) for the bounded diameter Steiner tree
problem with constant positive odd d.
Combining Theorems 4.3 and 4.9 yields our ﬁnal result.
Theorem 4.10. There is a polynomial time approximation algorithm with ratio 1.52 · 9( d2 	−2) for bounded diameter Steiner tree
problem with constant positive integer d.
5. Approximating h-strong connectivity range assignment
5.1. Relating strong connectivity to center forest
We ﬁrst show that the optimal solution to Min-Range((h−1)C F ) is a (1/( h√2−1))β approximation for Min-Range(hSC).
Let r : S →R+ be a range assignment, ϕ > 0 a constant and  an integer. Consider some i ∈ S . We say that r is a (ϕ, )-
assignment for i if there exists some node j ∈ S such that j is farthest from i, i.e., ρi = dist(i, j), Gr contains a directed
-hop path from i to j (i = i1 → i2 → ·· · → i → i+1 = j), and
r(ik)
ρik
ϕ
for every 1 k . (7)
As this path belongs to Gr , r(ik) dist(ik, ik+1) for every 1 k .
The following claims provide an upper bound for ρi and a lower bound for r(i) in terms of ϕ, and ρi .
Claim 5.1. If r is an (ϕ, )-assignment for i, then ρi  ρi1(1+ 1ϕ )−1 .
Proof. We prove this claim by induction on . For  = 1 this is trivial. Assume that the claim holds for − 1. Let j′ be some
node farthest from i . Then by the triangle inequality,
ρi = dist(i, j′) dist(i, i−1) + dist(i−1, j′) ρi−1
(
1+ 1
ϕ
)
,
where the right inequality follows from our assumption (7) on r(i−1). By the inductive hypothesis we get that ρi 
ρi1(1+ 1ϕ )−2(1+ 1ϕ ), implying the claim. 
Claim 5.2. If r is an (ϕ, )-assignment for i, then
r(i) ρi1
(
1− 1
ϕ
−2∑
k=0
(
1+ 1
ϕ
)k)
.
Proof. On the one hand, dist(i1, i+1) = ρi1 , and on the other, by the triangle inequality and assumption (7),
dist(i1, i) dist(i1, i2) + dist(i2, i3) + · · · + dist(i−1, i)
 1
ϕ
(ρi1 + ρi2 + · · · + ρi−1 ). (8)
Therefore, by Claim 5.1,
dist(i1, i)
ρi1
ϕ
−2∑(
1+ 1
ϕ
)k
.k=0
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r(i) dist(i, i+1) ρi1 − (ρi1/ϕ)
−2∑
k=0
(
1+ 1
ϕ
)k
,
implying the claim. 
Hereafter, ﬁx ϕ = 1/( 
√
2− 1).
Lemma 5.3. If r is a (ϕ, )-assignment for i, then ϕ · r(i) ρi .
Proof. Suppose that r is (ϕ, )-assignment for i. By Claims 5.1 and 5.2 it suﬃces to show that
ϕ · ρi1
(
1− 1
ϕ
−2∑
k=0
(
1+ 1
ϕ
)k)
 ρi1
(
1+ 1
ϕ
)−1
,
or equivalently, that ϕ −∑−1k=0(1 + 1/ϕ)k  0. Noting that ∑−1k=0(1 + 1/ϕ)k = ϕ · (1 + 1/ϕ) − ϕ , it remains to show
that 2ϕ −ϕ(1+ 1/ϕ)  0. Since, ϕ > 0, it suﬃces to show that (1+ 1/ϕ)  2. This follows directly from the choice of
ϕ . 
Lemma 5.4. An optimal solution for Min-Range((h − 1)C F ) is a (ϕh)β approximation for Min-Range(hSC).
Proof. Let r∗ : S → R+ be the optimal solution for Min-Range(hSC). Given r∗ , we construct an (h − 1)C F assignment
rˆ : S → R+ by setting rˆ(i) = ϕh · r∗(i) for every i ∈ S . We now show that rˆ is a (h − 1)C F assignment. Speciﬁcally, we
show that for every node i ∈ S there is a central base at most h − 1 hops away.
Consider an arbitrary node i ∈ S . If r∗ is a (ϕ, )-assignment for i for some 1    h, then the node i on the path
asserted by the property is a central base for rˆ, since by Lemma 5.3, ϕ · r∗(i) ρi , and on the other hand  h implying
that ϕ  ϕh , so rˆ(i) = ϕh · r∗(i) ρi . Note that i is at most h − 1 hops away from i, hence we are done.
Now suppose r∗ is not a (ϕ, )-assignment for i for any   h. Denote by j ∈ S the node farthest from i, i.e., such
that dist(i, j) = ρi . Since r∗ is an hSC assignment, Gr∗ contains a directed path of at most h hops from i to j. Denote the
shortest such path by (i = i1 → i2 → ·· · → i+1 = j), where  h. As this path belong to Gr∗ , r∗(ik) dist(ik, ik+1) for every
k ∈ {1,2, . . . , }. Since r∗ is not a (ϕ, )-assignment, this path does not satisfy assumption (7). Hence r∗(ik)  ρik/ϕ for
some 1 k , and therefore also rˆ(ik) = ϕh · r∗(ik) ϕ · r∗(ik) ρik , so ik is a central base and we are done. 
5.2. An approximation for the Min-Range((h − 1)C F ) problem
The Min-Range(hC F ) problem is a special case of the HFLβ [h] problem, where the facilities correspond to central bases
and the cost of opening a central base (facility) at location i is the cost of covering all nodes from location i, i.e., f i = (ρi)β =
max{ci j | j ∈ S}. The input of Min-Range(hC F ) is a set of locations S . However, in Min-Range(hC F ) every node in S is a
potential central base, therefore F = S and potential transmission station on every level, hence Dh−1 = Dh−2 = · · · = D1 = S .
Furthermore, each node in S should be assigned to some open transmission station, therefore Dh = S . Thus a given instance
S = {1,2, . . . ,n} for Min-Range(hC F ) is transformed into an instance I˜ of HFLβ [h] by setting D1 = D2 = · · · = Dh = S , F = S ,
ci, j = distβ(i, j) and f i = (ρi)β =max{ci j | j ∈ S} for every i, j ∈ S .
Claim 5.5. Let r be a feasible assignment for S, β for theMin-Range(hC F ) problem. Then there exists a feasible solution (x, y) for the
instance I˜ of HFLβ [h] with cost(x, y) cost(r).
Proof. Denote by Lk the set of nodes on level k and let L˜k denote the nodes on levels lower than k, i.e., L˜k =⋃0lk Ll .
Now we show how to compute Lk (for 0 k  h). Initially set L0 = {i | r(i) ρi} and recursively construct Lk+1 = { j /∈ L˜k |
∃i ∈ Lk s.t. r( j) dist(i, j)}.
Now transform r into a feasible solution for HFLβ [h] as follows. For every i ∈ L0, open a facility at i by setting yi = 1
and set xlii = 1 for l = 1, . . . ,h. Next, for every level 1  l  h, and for every j ∈ Ll , add j to level l in x by setting xli j = 1,
where i is a node on level l − 1 such that dist(i, j) = min{dist(i′, j) | i′ ∈ Ll−1}, and set xkj j = 1 for l < k  h. The rest of the
variables are set to 0.
The resulting solution (x, y) is feasible since r is an hC F for S . The depth of any tree in the forest is at most h, hence
L˜h = S , which implies that for every j ∈ S = Dh there exists i ∈ S = Dh−1 such that xh−1i j = 1. The way the x variables are
set ensures that constraints (C1.2) and (C1.3) are also satisﬁed. In addition, it is obvious that cost(x, y) cost(r). 
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Min-Range(hC F ) problem with cost(r) cost(x, y).
Proof. Given a feasible solution (x, y) for I˜ , set the assignment r as follows.
r( j) =
{
ρ j, if y j = 1,
max{dist(i, j) | xli j = 1, for some l ∈ {1, . . . ,h}}, otherwise.
Clearly, cost(r) cost(x, y), and it is left to show that r is hC F assignment. Note that the set CBr(S) = {i ∈ S | yi = 1} is
the set of central base node in S with relation to r. Let j ∈ S = Dh . The constraint of HFLβ [h] implies that there exist (not
necessarily different) indices i0, i1, . . . , ih−1 in x, y such that xhih−1, j=ih = xh−1ih−2,ih−1 = · · · = x1i0,i1 = yi0 = 1. The way we set r
implies that r(il) dist(il, il−1), and therefore il is connected to il−1, hence there is a path of length at most h hops from j
to some central base node in S . 
The solution (x, y) for the instance I˜ of the HFLβ [h] problem can transform to a solution for the hC F problem for S, β .
By the above claims and by Theorem 2.8 we get the following.
Lemma 5.7. There is a polynomial time approximation algorithm for Min-Range((h − 1)C F ) with ratio (1+ 3β) · (3β+1)h−2 .
Lemma 5.4 now yields our ﬁnal result.
Theorem5.8. There is a polynomial time approximation algorithm forMin-Range(hSC)with ratio (1/( h
√
2−1))β(1+3β)(3β+1)h−2 .
6. Hardness results
In this section we show that for constant h 2, the Min-Range(hSC) problem in a general metric space is NP-hard. The
input for the problem is a set of locations S = {1,2, . . . ,n}, represented as points in general metric space. The proof is by a
reduction from the minimum vertex cover problem.
A vertex cover of a graph G(V , E) is a set of vertices that touch every edge in the graph. The minimum vertex cover problem
is to ﬁnd minimum cardinality vertex cover V ′ ⊆ V in a given graph G(V , E). This problem is known to be NP-hard (cf. [9]).
Given an instance G(V , E) of the minimum vertex cover problem, where |V | = n and |E| = m (let assume that n  5)
we construct an instance of the Min-Range(hSC) problem as follows. The power parameter β = 2, and the set of locations
is S = SU ∪ SV ∪ SE , where SU = {u1,u2, . . . ,uh−1}, SV = V = {v1, v2, . . . , vn} and SE = {e1i j, e2i j | (vi, v j) ∈ E and i > j}, i.e.,
every edge in E is represented as two locations. Deﬁne the metric between the locations as follows.
1. dist(v, v) = 0, for every v ∈ S .
2. dist(vi, v j) = 2, for every vi = v j ∈ SV .
3. dist(e′, e′′) = 2, for every e′ = e′′ ∈ SE .
4. dist
(
vi, e
1
jk
)= dist(vi, e2jk)=
{
1, if i = j or i = k,
2, otherwise,
for every e1jk, e
2
jk ∈ SE and vi ∈ SV .
5. dist(v,ul) = (l − 1) · 2n + 3, for every v ∈ SV and 1 l < h.
6. dist(e,ul) = (l − 1) · 2n + 4, for every e ∈ SE and 1 l < h.
7. dist(ui,u j) = (i − j) · 2n, for every 1 j < i < h.
(See Fig. 4.)
Obviously the above deﬁnition of the distances forms a metric, i.e., it is symmetric and satisﬁes the triangle inequality.
Let V ′ ⊆ V , denote SV ′ = V ′ and set rV ′ : S →R+ as a range assignment with relation to V ′ as follows.
1. rV ′(v) =
{
3, if, v ∈ SV ′ ,
2, otherwise,
for every v ∈ SV .
2. rV ′
(
e1i j
)= rV ′(e2i j)=
{
1, if i ∈ SV ′ or j ∈ SV ′ ,
2, otherwise,
for every e1i j, e
2
i j ∈ SE .
3. rV ′(u1) =
{
3, if h = 2,
2n, otherwise.
4. rV ′(u) = 2n, for every u ∈ SU \ {u1}.
Consider a node v ∈ SV and an assignment r : S → R+ . We say that v is a base node in r if v is connected to u1, i.e.,
r(v) 3.
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represent distance 1, e.g., dist(vi , e1i j) = 1. The distances from an edge node in SE to a node in SV that is not incident to that edge is 2, for example
dist(vi , eljk) = 2 (these edges do not appear in the ﬁgure). The distances inside SV and SE are 2, i.e., there is a clique of distance 2 inside SV and SE (these
edges are not drawn either). The dashed arrow indicate the distances between the locations.
Claim 6.1. For any nonempty subset V ′ ⊆ V , rV ′ is a feasible assignment.
Proof. The way we construct rV ′ ensures that every node v ∈ SV ′ is a base node in rV ′ and every v ∈ SV and e ∈ SE are
connected to some base node in SV ′ . Therefore there is a path in GrV ′ of length at most two from every node v ∈ SV ∪ SE
to any other node in SV ∪ SE and to u1.
When h = 2, u1 is connected to all the nodes of SV , hence there is a path of length at most 2 from u1 to all the nodes in
SV ∪ SE . When h > 2, the farthest node from u1 in GrV ′ is uh−1 and there exists a path (u1 → u2 → ·· · → uh−1) of length
h−2 from u1 to uh−1, therefore there exists a path of length at most h from every v ∈ SV ∪ SE to every u ∈ SU . The reverse
direction is obviously correct. From every u ∈ SU there is a path of length at most h − 2 to u1 and then from u1 to all the
nodes in SV ∪ SE . 
Claim 6.2. Let r∗ be an optimal solution for Min-Range(hSC) for S. Then r∗(v) 3, for every v ∈ SV , r∗(e) 4 for every e ∈ SE and
when h > 2, r∗(ui) = 2n, for every ui ∈ SU .
Proof. The network is connected, hence r∗(v) 1 for every v ∈ SV ∪ SE ∪{u1}, r∗(ui) 2n for every ui ∈ SU \{u1}. It is clear
that when h = 2 this assertion holds, and when h > 2 there is at least one node v ∈ SV ∪ SE ∪ {u1} such that r∗(v) 2n.
Assume, towards contradiction, that there exists a node v ∈ S such that r∗(v) 2n + 3. Therefore,
cost(r∗) 2m + n + (h − 2)(2n)2 + (2n + 3)2 = 2m + n+ (h − 1)(2n)2 + 12n + 9.
Note that cost(rV ) = 2m + 9n + (h − 1)(2n)2, hence cost(r∗) > cost(rV ), leading to contradiction. Therefore, it is clear that
r∗(v) 3 for every v ∈ SV , r∗(e) 4 for every e ∈ SE and r∗(u) = 2n for every u ∈ SU . 
The above claim implies that there is a directed path uh−1 → uh−2 → ·· · → u1 and from u1 to all the other nodes of S
and in the reverse direction from every v ∈ SV ∪ SE there must be a path of length at most 2 from v to u1 and then from
u1 to all other nodes of SU using the path u1 → u2 → ·· · → uh−1.
Claim 6.3. Let r∗ be an optimal solution for the Min-Range(hSC) problem on S. Then r∗(e) 2 for every e ∈ SE , r∗(v) 2 for every
v ∈ SV and there exists at least one node v ∈ SV such that v is a base node in r∗ .
Proof. Assume, towards contradiction, that there exists some e∗ = el∗i∗ j∗ ∈ SE such that r∗(e∗) > 2. The assignment r∗ is an
optimal, which implies that r∗(e∗) 4, i.e., e∗ is connected to u1 (the next node that can be connected to e∗). Denote the
assignment of e∗ as r(e∗) = a.
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of S , let r′ equal to r∗ (vi∗ is a base node in r′). Note that r′ is a feasible range assignment (since e∗, v j∗ are connected to vi∗
in r′ and dist(w, vi∗ ) dist(w, e∗), for every w ∈ S \ {e∗, v j∗ }, which implies that if w is connected to e∗ in r∗ then it is also
connected to vi∗ in r∗ and also in r′ , hence there is a path of at most 2 hops from w to u1). The nodes whose assignment
is changed in r′ only decrease the total cost, i.e., (r∗(vi∗ ))2 + (r∗(v j∗ ))2 + (r∗(e∗))2 > a2 > (r′(vi∗ ))2 + (r′(v j∗ ))2 + (r′(e∗))2 =
(a−1)2+22+1= a2−2a+6, since a 4. Therefore, cost(r′) is less than cost(r∗) this leads to contradiction. Hence, r∗(e) < 4
(i.e., e is not connected to u1) for every e ∈ SE .
The network is connected therefore there is at least one base node in SV . Moreover the fact that dist(v,w) 2 for every
w ∈ S \ (SE ∪ {v}), implies that r∗(v) 2, for every v ∈ SV . 
Claim 6.4. Let r∗ be an optimal solution for Min-Range(hSC) for S. Then r∗(e) = 1, for every e ∈ SE .
Proof. Let v ′ ∈ SV be a base node in r∗ (by Claim 6.3 there is a base node in r∗). As dist(v ′, e)  2, for every e ∈ SE ,
therefore r∗(e) 2 for every e ∈ SE (there is a path of length 2, e → v ′ → u1).
Assume that there exists an eli j ∈ SE such that r∗(eli j) = 2. There are two possibilities to consider. If vi or v j is a base
node in r∗ , then clearly, changing the assignment of eli j to 1, i.e., setting r
∗(eli j) = 1, leaves r∗ as a feasible range assignment
(since there is a path of two hops from eli j to u1) decreases the total cost of r
∗ , thus leading to contradiction.
The second possibility is that r∗(vi) = r∗(v j) = 2. The nodes e1i j, e2i j must be connected to some base node in SV , recall
that dist(e1i j,w) = dist(e2i j,w) = 2 for every w ∈ SV \ {vi, v j}, hence r∗(e1i j) = r∗(e2i j) = 2. Deﬁne a range assignment r′ that is
equal to r∗ on all the nodes except that vi is the base node that supplies e1i j, e
2
i j in r
′ , i.e., r′(vi) = 3 and r′(e1i j) = r′(e2i j) = 1.
Clearly r′ is a feasible range assignment and the cost of r′ on vi, e1i j, e
2
i j (which is 11) is less than the cost of r
∗ on these
nodes (which is 12), therefore cost(r′) < cost(r∗), leading to contradiction. 
Lemma 6.5. Let V ′ ⊆ V be a minimum vertex cover for G(V , E). Then rV ′ is an optimal assignment for Min-Range(hSC) on S.
Proof. Let r∗ be a solution for Min-Range(hSC) on S . By Claim 6.4, r∗(e) = 1, for every e ∈ SE . For h = 2 obviously r(u1) = 3,
and for h > 2, by Claim 6.2, r∗(u) = 2n for every u ∈ SU . Combining the above Claim 6.2 (r∗(v) 3, for every v ∈ SV ) and
Claim 6.4 (r∗(e) = 1, for every e ∈ SE ) implies that r∗(v) = 2 or r∗(v) = 3, for every v ∈ SV . (This is because there is no
base node in SE , dist(v,w) = 2, for every w ∈ SV \ {v} and there must be a path of length at most 2 from v to u1. Hence
v itself is a base node or it must be connected to some base node in SV , hence r∗(v) 2.) Therefore, r∗ is of the form of
an rV ′ assignment for some vertex cover V ′ ⊆ V of G . (V ′ is a vertex cover since r∗(eli j) = 1 implies that vi or v j in SV ′ .)
Recall that when V ′ is a vertex cover, the cost of rV ′ is
cost(rV ′) = 2m + 32|V ′| + 22
(
n − |V ′|)+ {32, if, h = 2,
(h − 1)(2n)2, otherwise.
Hence, if V ′ is a vertex cover of minimum cardinality, then rV ′ is an optimal solution for Min-Range(hSC). 
Theorem 6.6. The Min-Range(hSC) problem is NP-hard on general metric spaces for constant h.
It is left open whether the Min-Range(hSC) problem is NP-hard on the Euclidean space with power cost.
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