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Abstract. Linear mixed-effects models are widely used in analyzing clustered or repeated
measures data. We propose a quasi-likelihood approach for estimation and inference of
the unknown parameters in linear mixed-effects models with high-dimensional fixed effects.
The proposed method is applicable to general settings where the cluster sizes are possibly
large or unbalanced. Regarding the fixed effects, we provide rate optimal estimators and valid
inference procedures that are free of the assumptions on the specific structure of the variance
components. Separately, rate optimal estimators of the variance components are derived
under mild conditions. We prove that, under proper conditions, the convergence rate for
estimating the variance components of the random effects does not depend on the accuracy
of fixed effects estimation. Computationally, the algorithm involves convex optimization and
is loop-free. The proposed method is assessed in various simulation settings and is applied
to a real study regarding the associations between the body weight index and polymorphic
markers in a heterogeneous stock mice population.
Keywords: clustered data, debiased Lasso, longitudinal data, random effects, variance
components.
1. Introduction
Data with cluster structures commonly arise from many fields, such as biology, genetics,
and economics. Linear mixed-effects models provide a flexible tool for analyzing clus-
tered data, which include repeated measures data, longitudinal data, and multilevel data
(Pinheiro and Bates, 2000; Goldstein, 2011). The linear mixed-effects models incorporate
both the fixed and random effects, where the random effects induce correlations among the
observations within each cluster and accommodate the cluster structure. In many modern
genomic and economic studies, the dimension of the covariates can be large and possibly
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much larger than the sample size. A variety of statistical models and approaches have been
proposed and studied for analyzing high-dimensional data. However, most of them are re-
stricted to dealing with independent observations, such as linear models and generalized
linear models. Statistical inference with respect to high-dimensional linear mixed-effects
models remains to be a challenging problem. Motivated by a study of the association
between the body weight index (BMI) and polymorphic markers in a stock mice popu-
lation, we consider estimation and inference of unknown parameters in high-dimensional
mixed-effects models.
We first introduce the general setting of a linear mixed-effects model. For simplicity
of presentation, we use the setting for clustered data to present our models and methods.
For repeated measurement data, the repeated measures form a cluster. Let i = 1, . . . , n
be the clustering index. For the i-th cluster, we are given a response vector yi ∈ Rmi ,
a design matrix for the fixed effects Xi ∈ Rmi×p, and a design matrix for the random
effects Zi ∈ Rmi×q, where mi is the size of the i-th cluster. A linear mixed-effects model
(Laird and Ware, 1982) can be typically written as
yi = X
iβ∗ + Ziγi + ǫi, i = 1, . . . , n, (1)
where β∗ ∈ Rp is the vector of true fixed effects, γi ∈ Rq is the vector of the random effects
of the i-th cluster, and ǫi ∈ Rmi is the noise vector of the i-th cluster. For i = 1, . . . , n, we
assume γi and ǫi are independently distributed with mean zero and variance Ψη∗ ∈ Rq×q
and σ2eImi , respectively. Detailed assumptions are given in Sections 2 and 3.
Many existing literatures on linear mixed-effects models assume that the number of the
random effects q and cluster size mi are fixed. Without special emphasis, we say a fixed-
dimensional setting if p, q, and {mi}ni=1 are all fixed numbers, and a high-dimensional
setting if p is large and possibly much larger than N , where N =
∑n
i=1mi is the total
sample size. We refer to γi and ǫi as random components.
1.1. Related literatures
In the fixed-dimensional setting, many methods have been proposed to jointly estimate
the fixed effects and variance parameters. We refer to Gumedze and Dunne (2011) for a
comprehensive review. Among them, the maximum likelihood estimators (MLE) and re-
stricted MLEs are most popular for estimation and inference in linear mixed-effects models.
Restricted MLEs can produce unbiased estimators of the variance components in the low-
dimensional setting but it is not applicable in the high-dimensional setting. Furthermore,
these likelihood-based estimators rely heavily on the normality assumptions of the ran-
dom components. Computationally, maximizing the likelihood can generally lead to a
nonconvex optimization problem which typically has multiple local maxima. Hence, the
performance of likelihood-based methods are lack of guarantees in real applications. As an
alternative, Sun et al. (2007) proposed moment estimators of the fixed effects and variance
parameters for a random effect varying-coefficient model. Peng and Lu (2012) considered
such moment estimators for fixed-dimensional linear mixed-effects models. Their proposed
estimators have closed-form solutions and are computationally efficient. The consistency
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and asymptotic normality of these estimators are justified under certain conditions in the
fixed-dimensional setting. Ahmn et al. (2012) proposed another moment-based method for
the estimation and selection of the variance components of the random effects in the fixed-
dimensional setting. This method works especially well when the number of the random
effects is as large as the cluster sizes, i.e. m1 = · · · = mn = q.
In terms of statistical inference on the fixed effects, the likelihood ratio, score, and Wald
tests are broadly used. For the variance components, the aforementioned three methods
(Stram and Lee, 1994; Lin, 1997; Verbeke and Molenberghs, 2003; Demidenko, 2004) are
also available. However, when testing the existence of the random effects, the asymptotic
distribution of the likelihood ratio is usually a mixture of chi-square distributions (Miller,
1977; Self and Liang, 1987). Since theses methods are based on the MLEs or restricted
MLEs as initial estimators, they also suffer from the drawbacks of likelihood-based methods
discussed above.
In the high-dimensional setting, the problems are much more challenging. Assuming
fixed cluster sizes, Schelldorfer et al. (2011) analyzed the rate of convergence for the global
maximizer of the ℓ1-penalized likelihood with fixed designs. As mentioned before, how-
ever, the analysis for the global optimum may not apply to the realizations due to the
existence of local maxima. Fan and Li (2012) studied the fixed effects and random effects
selection in a high-dimensional linear mixed-effects model when cluster sizes are balanced,
i.e. (maximi)/(minimi) < ∞. The selection is conducted with concave penalties and
minimum signal strength conditions regarding the fixed effects and the random effects are
assumed for selection consistency. Bradic et al. (2017) considered testing a single coefficient
of the fixed effects in the high-dimensional linear mixed-effects models with fixed cluster
sizes and sub-Gaussian designs. We mention that the theoretical analyses in all three afore-
mentioned papers require the positive definiteness on the covariance matrix of the random
effects. This condition takes prior knowledge on the existence of the random effects and
can be hard to fulfill in applications. Moreover, the optimal convergence rate of parameter
estimation remains unknown. In fact, the proposed estimators in Schelldorfer et al. (2011)
and Bradic et al. (2017) may not be rate-optimal according to our upper and lower bound
analysis.
The problems of estimation and inference of the fixed effects in linear mixed-effects
models are well connected with the literature on high-dimensional linear models. Many
penalized methods have been proposed for prediction, estimation, and variable selec-
tion in high-dimensional linear models; see, for example, Tibshirani (1996); Fan and Li
(2001); Zou (2006); Candes and Tao (2007); Meinshausen and Bu¨hlmann (2010); Zhang
(2010). Statistical inference on a low-dimensional component of high-dimensional regres-
sion coefficients has been considered and studied in linear models and generalized lin-
ear models with “debiased” estimators (Zhang and Zhang, 2014; van de Geer et al., 2014;
Javanmard and Montanari, 2014). The idea of debiasing has also been studied and ex-
tended to solve other statistical problems, such as statistical inference in Cox models
(Fang et al., 2017) and simultaneous inference (Zhang and Cheng, 2017; Dezeure et al.,
2017).
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1.2. Our contributions
We develop a method for inference for the unknown parameters in high-dimensional linear
mixed-effects models with general applicability and computational efficiency. Tthe number
of the random effects can be possibly large. The cluster sizes can be either fixed or large,
balanced or unbalanced.
We highlight the following advances of the proposed methods in this paper. First, the
proposed methods are computationally fast and stable. In fact, they are loop-free and the
computations in every step are either analytic or convex. Second, the proposed estimator
for the fixed effects is rate optimal from the minimax perspective under general conditions.
Procedures are provided for the construction of valid confidence intervals for a single co-
ordinate of the fixed effects. The proposed estimator is free of normality assumptions and
free of the structural assumptions on the variance components. Third, we propose to es-
timate the variance components with any consistent estimators of the fixed effects. The
convergence rate of the proposed estimator is shown to be minimax optimal and does not
depend on the convergence rate of the fixed effects estimation.
Our analysis provides a novel angle for understanding and simplifying the linear mixed-
effects models by approximating the true unknown covariance matrix of the random com-
ponents with some simple proxy matrices. In this way, one separates the tasks of estimating
the fixed effects and variance components and avoids the nuisance parameters in each of the
optimizations. This improves computational efficiency and simplifies theoretical analysis.
1.3. Notations
Throughout the paper, we use i to index the i-th cluster and k to index the k-th observation
in each cluster. Let y, γ, ǫ, and X be obtained by stacking vectors yi, γi, ǫi, and matrices
Xi underneath each other, respectively. Let Z ∈ RN×(nq) be a block diagonal matrix with
the i-th block being Zi. Let θ = (η⊤, σ2e)
⊤ ∈ Rd+1 denote generic variance parameters. Let
Σiθ = Z
iΨηZ
i+σ2eImi and Σθ ∈ RN×N be a block diagonal matrix with the i-th block being
Σiθ. Let Σ
i
z = (Z
i)⊤Zi/mi and Σ
i
z,x = (Z
i)⊤Xi/mi, i = 1, . . . , n. Let Z
i = U iΛi(V i)⊤ =∑mi
k=1 λi,kui,kv
⊤
i,k be the singular value decomposition of Z
i, where λi,1 ≥ λi,2 ≥ · · · ≥ λi,mi
are the singular values and ui,k ∈ Rmi and vi,k ∈ Rq are orthonormal basis. Note that
λi,q+1 = · · · = λmi = 0.
For a random variable u ∈ R, define its sub-Gaussian norm as
‖u‖ψ2 = sup
l≥1
l−1/2E1/l[|u|l] (sub-Gaussian norm).
For a random vector U ∈ Rn0 , define
‖U‖ψ2 = sup
‖v‖2=1,v∈Rn0
‖〈U, v〉‖ψ2 .
For a matrix A ∈ Rn1×n2 , let R+(A, c, S) and R−(A, c, S) be the upper and lower restricted
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eigenvalues:
R+(A, c, S) = sup
{‖Aα‖22
‖αS‖22
: 0 6= α ∈ Rn2 , ‖αSc‖1 ≤ c‖αS‖1
}
.
R−(A, c, S) = inf
{‖Aα‖22
‖αS‖22
: 0 6= α ∈ Rn2 , ‖αSc‖1 ≤ c‖αS‖1
}
.
If n1 = n2, A  0 means that A is semi-positive definite and A ≻ 0 means that A is
positive definite. Let Λmax(A) and Λmin(A) denote the largest and smallest eigenvalues
of A, respectively. Let ‖A‖2F = Tr(A⊤A), where Tr(A) is the trace of matrix A. Let
Diag(A) ∈ Rn1×n1 denote a diagonal matrix with the j-th diagonal element being Aj,j.
Let c, c0, c1, . . . , C,C0, C1, . . . denote some generic positive constants which can vary in
different statements.
1.4. Organization of the rest of the paper
The rest of the paper is organized as follows. In Section 2, we introduce the proposed
quasi-likelihood approach for the fixed effects inference and the main motivations for the
current work. In Section 3, we provide theoretical analysis for the proposed inference
procedures in Section 2. In Section 4, we introduce our proposal for estimating variance
components and provide upper and lower bound analysis. In Section 5, we display the
empirical performance of the proposed method in different simulation settings. In Section
6, we apply our proposed methods to a real study regarding the associations between the
body weight index and polymorphic markers in a stock mice population. In Section 7, we
bring more discussions to the current topic. Proofs are provided in the supplementary files.
2. Statistical inference for the fixed effects: the method
In many applications of the linear mixed-effects models, inference of the coefficients of the
fixed effects are of main interest. In this section, we present our proposal for the fixed
effects inference and describe its motivations. We assume that the fixed effects β∗ is sparse
such that ‖β∗‖0 ≤ s with s unknown. Let S denote the support of β∗. We consider model
(1) when p, s, and q grow with n and p can be much larger than N . The cluster sizes
{mi}ni=1 can be either fixed or grow with n.
2.1. Motivations of the proposed method
For fixed effects estimation with respect to model (1), the main challenges are posed by the
high-dimensionality of the fixed effects and the clustered structure of observations. Before
developing a new method, it is helpful to understand how the cluster structure makes model
(1) different from a high-dimensional linear model in terms of estimation and inference.
Equivalently, we would like to study the consequences of misspecifying a linear mixed-
effects model to a linear model. For this purpose, we consider applying an ℓ1-penalized
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method for high-dimensional linear models, the Lasso (Tibshirani, 1996), directly to the
observations generated from (1). Specifically, define a linear model estimator
βˆ(lm) = argmin
b∈Rp
{
1
2N
‖y −Xb‖22 + λ(lm)‖b‖1
}
(2)
for some tuning parameter λ(lm) > 0. The properties of the Lasso have been well-
established. In a typical analysis, the convergence rate of βˆ(lm) concerns the restricted
isometries of the sample gram matrix, X⊤X/N , the sparsity of the true coefficients, and
the so-called “empirical process” part of the problem, ‖ 1NX⊤(y−Xβ∗)‖∞. It is known that
for linear models with row-wise independent sub-Gaussian (X,y), the “empirical process”
part is of order
√
log p/N , which gives the optimal rate of convergence in ℓ2-norm. In the
following proposition, we study the size of “empirical process” part when the true model
is (1).
Proposition 2.1. (The rate of the Lasso for linear mixed-effects models).
Suppose that the responses yi are generated with respect to model (1) and each row of X
is independently generated with covariance matrix Σx|z conditioning on Z. Then for any
fixed j ∈ {1, . . . , p},
E
[∣∣∣∣ 1NX⊤.,j(Zγ + ǫ)
∣∣∣∣2 ∣∣Z
]
=
σ2e
N
+
(Σx|z)j,j
∑n
i=1miTr(Ψη∗Σ
i
z)
N2
+
∑n
i=1m
2
i ‖Ψ1/2η∗ E[Σiz,x|Z]‖22
N2
. (3)
If Ψη∗ is positive definite and {Σiz}ni=1 all have bounded eigenvalues, then the second term
on the right hand side of (3) is ≍ q/N . If it further holds that E[Σiz,x|Z] 6= 0, i.e. X and
Z are correlated, then the third term can be & min1≤i≤nmi/N . That is to say, the Lasso
may not be rate optimal for clustered data if either q grows, or, {mi}ni=1 grow and X and
Z are correlated. On the other hand, if the q and mi’s are all constant, it is not hard to
prove that the original Lasso is still rate optimal for model (1).
Therefore, proper methods need to be developed for high-dimensional linear mixed-
effects models under general conditions on q and mi and possibly allowing the correlation
between X and Z. For the ith block, the covariance of the random components is Σiθ =
ZiΨηZ
i + σ2eImi , which includes unknown parameters. Instead, we define
Σia = aZ
i(Zi)⊤ + Imi
with some predetermined constant a > 0 and Σa ∈ RN×N be the block diagonal matrix
with the i-th block being Σia. We show that (Σ
i
a)
−1 can be viewed as a proxy matrix
of (Σiθ∗)
−1, which serves as a weighting matrix in the likelihood function. The following
proposition shows that this approximation is indeed valid up to some scaling constant.
High-dimensional mixed-effects models 7
Proposition 2.2. If Ψη∗ is positive definite, then for any constant a > 0,
min
{
1
σ2e
,
a
Λmax(Ψη∗)
}
Σ−1a  Σ−1θ∗  max
{
1
σ2e
,
a
Λmin(Ψη∗)
}
Σ−1a .
Therefore, if Ψη∗ has positive bounded eigenvalues, approximating Σ
−1
θ∗ with Σ
−1
a for any
a > 0 does not affect the convergence rate but some constants. Fan and Li (2012) derived a
class of proxy matrices from the profile likelihood, where the same technique is considered
in Bradic et al. (2017). However, the analysis in Bradic et al. (2017) requires the strictly
positive definiteness of Ψη∗ , which is hard to fulfill in real applications. We will analyze
the proposed method without requiring positive definite Ψη∗ .
Our idea is to estimate β∗ using the linearly transformed observations (Xa,ya) for
(Xa,ya) = (Σ
−1/2
a X,Σ
−1/2
a y). The problem is then to estimate and construct confidence
intervals for β∗j in the following model,
ya = Xaβ
∗ +Σ−1/2a (Zγ + ǫ),
However, even with carefully proposed proxy matrices, statistical inference regarding the
fixed effects is a more challenging problem than in the linear models since the transformed
data has correlated and heterogeneous noises. As we show in the next section, estimation
of β∗ can be obtained via a weighted Lasso based on the above model. However, extra
efforts are needed to justify the limiting distribution of the estimator for inference and to
derive a consistent variance estimator for it. Our proposed variance estimator is adapted
from Bu¨hlmann et al. (2015) and Dezeure et al. (2017), where the original proposal is for
dealing with the misspecified linear models. We will show that the applicability of this
type of robust variance estimators in this more challenging set-up.
2.2. The quasi-likelihood approach
Let Σa ∈ RN×N be the block diagonal matrix with the i-th block being Σia. Let Xa and
ya denote the transformed observations such that (Xa,ya) = (Σ
−1/2
a X,Σ
−1/2
a y).
First, we estimate the fixed effects via the following weighted Lasso procedure. For
some fixed a > 0, define
βˆ = argmin
β∈Rp
 12Tr(Σ−1a )‖ya −Xaβ‖22 + λ
p∑
j=1
ξj|βj |
 (4)
for some tuning parameter λ > 0 and weights ξj ≥ 0, j = 1, . . . , p. It reduces to a Lasso
estimator if ξ1 = · · · = ξp = 1. In Section 5, we show that the proposed method is robust
to different choices of a via numerical experiments. We will study the convergence rate of
βˆ and its optimality under proper conditions.
Given the task of making inference of β∗j , we propose the following debiased estimator.
βˆ
(db)
j = βˆj +
w⊤j (ya −Xaβˆ)
w⊤j (Xa).,j
, (5)
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where wj ∈ RN can be viewed as a correction score. It can be computed via another
Lasso regression (Zhang and Zhang, 2014; van de Geer et al., 2014) or via a quadratic
optimization (Zhang and Zhang, 2014; Javanmard and Montanari, 2014). For computa-
tional convenience, we consider the Lasso approach. Define the correction score wj =
(Xa).,j − (Xa).,−jκˆj , where
κˆj = argmin
κj∈Rp−1
{
1
2Tr(Σ−1a )
‖(Xa).,j − (Xa).,−jκj‖22 + λj‖κj‖1
}
, (6)
for some tuning parameter λj > 0. A two-sided 100 × (1 − α)% confidence interval for βj
can be constructed as
βˆ
(db)
j +±zα/2
√
Vˆj , (7)
where zτ is the τ -th quantile of a standard normal distribution and Vˆj is an estimator of
the variance of βˆ
(db)
j . In fact, the asymptotic variance of βˆ
(db)
j involves nuisance parameters
θ∗. Without relying on the specific structure of the variance components, we propose to
use the following robust estimate:
Vˆj =
∑n
i=1
[
(wij)
⊤(yia −Xiaβˆ)
]2
(w⊤j (Xa).,j)
2
, (8)
where βˆ is the initial Lasso estimator (4), wij ∈ Rmi is the i-th sub-vector of wj such that
wj = (w
1
j , . . . , w
n
j )
⊤, and yia is the i-th sub-vector of ya. We will show that under mild
conditions, Vˆj is consistent.
3. Statistical inference of the fixed effects: theoretical guarantees
In this section, we move on to provide theoretical guarantees for the procedures described
in Section 2.2. We first detail our assumptions.
Condition 3.1 (Sub-Gaussian random components). The random noises ǫi,k, i =
1, . . . , n, k = 1, . . . ,mi, are i.i.d. from a distribution with mean zero and variance σ
2
e . The
random effects γi ∈ Rq, i = 1, . . . , n, are i.i.d. from a distribution with mean zero and
covariance Ψη∗ . θ
∗ = ((η∗)⊤, σ2e)
⊤ is in the parameter space
Θ∗ =
{
(η∗, σ2e) : 0 < σ
2
e ≤ K1, 0  Ψη∗  K2Iq
}
for some unknown positive constants K1 and K2. (Σ
i
θ∗)
−1/2(Ziγi + ǫi), i = 1, . . . , n are
i.i.d. sub-Gaussian with max1≤i≤n ‖(Σiθ∗)−1/2(Ziγi + ǫi)‖ψ2 ≤ K0. Moreover, γ and ǫ are
independent of X and Z.
Classical linear mixed-effects models always assume Gaussian random components (Pinheiro and Bates,
2000). However, this assumption can be restrictive in real applications. In Condition 3.1,
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the sub-Gaussian assumption only specifies the tail properties of random components,
which is more robust to model misspecifications than classical assumptions. In addition,
we do not require Ψη∗ to be strictly positive definite.
Regarding the conditions on the designs, the estimation and inference in the linear
mixed-effects models are usually conditioning on Z in order to maintain the cluster struc-
ture. Schelldorfer et al. (2011) and Fan and Li (2012) assume both X and Z are fixed.
Jiang et al. (2016) considers estimation and inference in a misspecified linear model when
both X and Z are random. Bradic et al. (2017) assumes the design for the fixed effects
X is sub-Gaussian with mean zero and the design for the random effects Z is fixed, which
implies that X and Z are independent. We comment that the difference between fixed
designs and random designs is relatively trivial. However, as suggested by Proposition 2.1,
it is important to characterize the correlation between X and Z under general cluster size
conditions. In the current work, we assume that X is row-wise independent sub-Gaussian
conditioning on Z and the dependence ofX and Z is shown by the possibly nonzero E[X|Z].
Condition 3.2 (Sub-Gaussian X conditioning on Z). Conditioning on Z, each row
of X is independent sub-Gaussian with covariance matrix Σx|z such that 0 < K∗ ≤
Λmin(Σx|z) ≤ Λmax(Σx|z) ≤ K∗ <∞ and
max
1≤i≤n,1≤k≤mi
∥∥∥(Xik,. − E[Xik,.|Z])Σ−1/2x|z ∥∥∥ψ2 ≤ K0.
The assumption of independent sub-Gaussian designs is commonly adopted in high-dimensional
regression. In general, it is hard to deal with the correlation between X and Z without
assumptions of E[X|Z]. In our theorems, we will characterize the effects of this conditional
mean on the rates of convergence.
3.1. Fixed effects estimation
In this subsection, we analyze the performance of (4) under Conditions 3.1 and 3.2. Define
a constant
Ca = K0
√
σ2e +
K2
a
. (9)
Lemma 3.1 (Fixed effects estimation with weighted Lasso). For βˆ defined in
(4), let us take a vector ξ such that minj /∈S |ξj | ≥ 1/c0 and ‖ξS‖∞ ≤ 1/c0 for some positive
constant c0. Assume that Condition 3.1 and 3.2 hold true. If max1≤j≤p ‖E[(Xa).,j|Z]‖22 ≤
c1Tr(Σ
−1
a ) for some large enough c1, then there exists a large enough c2 such that for
λ ≥ c2c0Ca
√
log p
Tr(Σ−1a )
, we have with probability at least 1− 2 exp(−c3 log p),∥∥∥βˆ − β∗∥∥∥
1
≤ C1sλ,
∥∥∥βˆ − β∗∥∥∥
2
≤ C2
√
sλ, and
1
Tr(Σ−1a )
∥∥∥Xa(βˆ − β∗)∥∥∥2
2
≤ C3sλ2, (10)
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where C1 − C3 are large enough constants.
Lemma 3.1 provides upper bounds for the prediction error and the estimation errors
in ℓ1-norm and ℓ2-norm. In comparison to the standard results of linear models, a larger
tuning parameter is needed for linear mixed-effects model as long as K2 > 0. The results
of Lemma 3.1 hold for any Ψη∗  0 such that θ∗ ∈ Θ∗ and any positive constants a. Also
notice that larger choice of a can lead to smaller Ca, which should be favored. However,
larger constant a can lead to smaller restricted eigenvalues of Xa. From the optimization
perspective, a can be either set as some fixed nonzero constant or be treated as a tuning
parameter in the optimization (4). Lemma 3.1 also requires that the correlation between
X and Z is not too large such that max1≤j≤p ‖E[(Xa).,j|Z]‖22 . Tr(Σ−1a ).
Remark 3.1. If E[Xi|Zi] = ZiΓ∗ for some fixed Γ∗ ∈ Rq×p, then a sufficient condition
for max1≤j≤p ‖E[(Xa).,j|Z]‖22 . Tr(Σ−1a ) is
max1≤j≤p ‖Γ∗.,j‖22 ≤ Tr(Σ
−1
a )
n .
Remark 3.2. For any constant a > 0,
Tr(Σ−1a ) ≥ N −
ac∗
ac∗ + 1
nq,
where c∗ = min1≤i≤n ‖Zi‖22.
Remark 3.1 is a direct result of Lemma 1.1 in the Supplemental Materials. Together
with Remark 3.2, we see that this assumption gets milder as q gets smaller. In the next
subsection, we study the optimality of the proposed estimator.
3.2. Rate optimality of the proposed estimator
We study the optimality of proposed estimator for the fixed effects by restricting ourselves
to
Xik,.|Z ∼i.i.d. N
(
E[Xik,.|Z],Σx|z
)
, γi ∼i.i.d. N(0,Ψη∗) and ǫi,k ∼i.i.d. N(0, σ2e ), (11)
k = 1, . . . ,mi, i = 1, . . . , n. We consider the following parameter space. Define
Ξ(s) =
{
ν = (β∗, θ∗,Σx|z) : ‖β∗‖0 ≤ s, θ∗ ∈ Θ∗,
1/K∗ ≤ Λmin(Σx|z) ≤ Λmax(Σx|z) ≤ K∗ <∞, E[X|Z] = 0
}
, (12)
where K∗ ≥ 1. We see that (11) and (12) defines a special case of Condition 3.1 and 3.2.
We prove the minimax optimal rate of convergence in ℓ2-norm with respect to Ξ(s).
Theorem 3.1. (Minimax lower bounds for estimating the fixed effects).
Suppose that (1) and (11) are true.
If s ≤ cmin{Tr(Σ−1a )/ log p, pν} for 0 < ν < 1/2 and c > 0, then there exists some constant
c1 > 0 such that for any constant choice of a,
inf
βˆ
sup
ν∈Ξ(s)
Pν
(
‖βˆ − β∗‖22 ≥ c1
s log(p/s2)
Tr(Σ−1a )
|Z
)
≥ 1
4
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Together with (10), in Ξ(s), βˆ is minimax rate optimal in ℓ2-norm. In the proof, we use
the minimax optimality of ℓ1-penalized MLE, which has Σ
−1
θ∗ as the weighting matrix, and
Proposition 2.2 to show the minimax optimality of the proposed estimator.
It has not been addressed so far the optimality of the proposed estimator when Ψη∗ is
singular. If Ψη∗ is singular, where a special case is Ψη∗ = 0, we know the optimal rate for
estimation in ℓ2-norm satisfies &
√
s log p/N . By Remark 3.2, the proposed estimator is
rate optimal for singular Ψη∗ as long as q/m¯ ≤ c1 < 1.
3.3. Statistical inference of the fixed effects
Debiased estimators can be used for statistical inference of linear combinations of the
high-dimensional regression coefficients (Zhang and Zhang, 2014; van de Geer et al., 2014;
Javanmard and Montanari, 2014). Under certain conditions, the debiased estimators are
asymptotically normal and can be used to construct confidence interval with optimal
lengths (Cai and Guo, 2017). Given the task of making inference of β∗j , we consider the
debiased Lasso estimator proposed in (5). Next theorem provides the asymptotic normality
of βˆ
(db)
j .
Theorem 3.2. (Asymptotic normality of the debiased Lasso estimator).
Suppose that κˆj is a solution of (6) for some λj ≍
√
log p
Tr(Σ−1a )
. Then under Conditions 3.1
and 3.2, for βˆ
(db)
j defined in (5), if (10) holds, (s log p)
2 ≪ Tr(Σ−1a ), ‖wj‖22 ≥ c1Tr(Σ−1a ),
and max1≤i≤n
‖wij‖
2
2
‖wj‖22
= oP (1), then it holds that
w⊤j (Xa).,j
‖wj‖22
(
βˆ
(db)
j − β∗j
)
= R0,j + oP (1),
where R0,j|X,Z→ N (0, V0,j) for V0,j = w
⊤
j Σ
−1/2
a Σθ∗Σ
−1/2
a wj
‖wj‖22
.
Theorem 3.2 demonstrates the asymptotic normality of the debiased Lasso estimator of
β∗j . Moreover, the results of Theorem 3.2 does not depend on the sparsity condition of
the population precision matrix of the design. If one would assume that, some technical
conditions can be weakened (Theorem 2.4 of van de Geer et al. (2014)). We mention that
the condition max1≤i≤n
‖wij‖
2
2
‖wj‖22
= oP (1) is for fulfilling the regularity conditions of the central
limit theory.
If one has a consistent estimator of θ∗, confidence intervals can be constructed based on
the limiting distribution of βˆ
(db)
j . However, estimating the nuisance parameters θ
∗ requires a
knowledge on the structures of variance components and extra efforts. In the next Lemma,
we consider a robust estimator of the variance of βˆ
(db)
j , Vˆj defined in (8). The idea is to
approximate ∑n
i=1 E[((w
i
j)
⊤(Σia)
−1/2(Ziγi + ǫi))
2|Z]
(w⊤j (Xa).,j)
2
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by its empirical version. The proposed variance estimator (8) has been considered in
Bu¨hlmann et al. (2015) and Dezeure et al. (2017) to deal with model misspecification and
heteroscedastic errors in linear models. In the next lemma, we show that it can serve as a
convenient and consistent estimate of the unknown variance under mild conditions.
Lemma 3.2 (Convergence rate of the variance estimator). Under Conditions
3.1 and 3.2, if (10) holds true, max1≤i≤n
‖wij‖
2
2
‖wj‖22
= an = oP (1) and max
1≤i≤n,1≤l≤p
‖E[(Xia).,l|Z]‖22 ≤
C <∞, then∣∣∣∣∣ [w⊤j (Xa).,j]2‖wj‖22 Vˆj − V0,j
∣∣∣∣∣ = OP
(
a1/2n + ans log p+ s log p
√
an
Tr(Σ−1a )
)
for Vˆj defined in (8).
Therefore, if min{(an)−1,Tr(Σ−1a )} ≫ max{1, s log p}, the proposed variance estimator is
consistent under the conditions of Lemma 3.2. The proposed Vˆj is robust in the sense
that it does not rely on the specific structure of the variance components, but it is still
consistent under mild conditions.
Based on Theorem 3.2 and Lemma 3.2, hypothesis testing and constructing confidence
intervals are both achievable. Especially, we propose to construct confidence intervals ac-
cording to (7), which have correct coverage probability asymptotically under the conditions
of Theorem 3.2 and Lemma 3.2. We will demonstrate the performance of the proposed
confidence interval in various simulation settings.
We conclude this section with a further comment on the benefits of using the quasi-
likelihood. In fact, even if we have a consistent estimator of θ∗, say θˆ, using proxy matrixΣa
to compute the debiased estimator βˆ
(db)
j still has favorable aspects over using Σθˆ. First,
using θˆ can bring complex dependence structure to R0,j as the correction score would
also depend on the random components. This makes it difficult to justify the asymptotic
normality of R0. Second, Σ
−1
θˆ
may not approximate Σ−1θ∗ well enough in the sense that the
magnitude of the error in θˆ can be larger than the magnitude of the bias of the debiased
Lasso estimator. As a result, the sample size condition for the asymptotic normality may
be impaired.
4. Estimation of variance components
In this section, we consider estimating the unknown parameters of variance components.
Specifically, we consider Ψη∗ with linear structures, i.e.
Ψη∗ =
d∑
j=1
η∗jGj ∈ Rq, (13)
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where G1, . . . Gd are symmetric basis matrices which are linearly independent in the sense
that
d∑
j=1
cjGj = 0 iff c1 = · · · = cd = 0. (14)
The structure of Ψη∗ (13) incorporates most commonly used models in applications, such
as the random intercept model and the models used in twin or family studies (Wang et al.,
2011). One should note that any symmetric Ψη∗ can be represented via (13) with η
∗ being
the vector of its upper diagonal elements.
4.1. Estimating variance components
We consider a moment estimator based on the quasi-likelihood function considered in the
previous section. We investigate the following moment equation
E[Σ−1/2a (y −Xβ∗)(y −Xβ∗)⊤Σ−1/2a |Z] = Σ−1/2a Σθ∗Σ−1/2a .
As it is a matrix equality, we use Frobenius norm in the loss function and replace the
expectation with empirical realizations:
g0(θ; a, β
∗) =
n∑
i=1
∥∥∥(Σia)−1/2[(yi −Xiβ∗)(yi −Xiβ∗)⊤ − Σiθ](Σia)−1/2∥∥∥2
F
.
If β∗ is unknown, one can estimate θ∗ by the minimizer of the above function with β∗
replaced by its estimate, say βˆ given in (4).
Since βˆ is biased, plugging in βˆ directly may substantially increase the bias of η∗, which
will be proved in the Appendix. In fact, it will be seen in Theorem 4.2 that the minimax
optimal rate for estimating η∗ is independent of the accuracy of βˆ, as long as it is consistent.
Our upper bound analysis matches the optimal rate under mild conditions but requires a
sample splitting step. The n clusters are splitted into two folds such that I1 ∪ I2 = [n],
I1 ∩ I2 = ∅, and |I1 ≈ |I2| ≈ n/2. Let βˆ(2) be an initial estimate of β∗ with the second half
of the data {Xi, Zi, yi}i∈I2 . We compute the residuals r̂esi = yi −Xiβˆ(2) for i ∈ Il. Our
proposed estimator of θ∗ is
θˆ = argmin
θ∈Θ∗
g(θ; {r̂esi}i∈I1), (15)
where
g(θ; {r̂esi}i∈I1) =
∑
i∈I1
∥∥∥(Σia)−1/2[r̂esir̂es⊤i − Σiθ](Σia)−1/2∥∥∥2
F
. (16)
In practice, one can run another round of (15) with samples in the two folds switched
and estimate θ∗ with the average of two estimates. Computationally, (15) involves a convex
optimization, which is loop-free and stable. The main ideas of our proposal are illustrated
in the coming subsection.
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4.2. Upper bound analysis
In this subsection, we analyze the proposed estimator (15) for estimating variance compo-
nents. We assume the following technical condition.
Condition 4.1 (Positive definite Hessian matrix). We assume d is fixed and max1≤j≤d ‖Gj‖2 ≤
K1 <∞. Let Ba ∈ Rd×d be such that
{Ba}j,k = Tr
(
Σ−1a
∂Σθ
∂θj
Σ−1a
∂Σθ
∂θk
)
. (17)
For l = 1, let B
(1)
a is a version of Ba which is computed only based on clusters in I1. It
holds that B
(1)
a  cDiag
(
B
(1)
a
)
≻ 0 for some constant c > 0.
In fact, B
(1)
a is the Hessian matrix of the g(·) function (16) which is free of true parameters.
We see that B
(1)
a will be the Hessian matrix for the MLE at θ = θ∗ if a is replaced by θ∗.
We comment on the last statement of Condition 4.1. We note that for any fixed dimen-
sion positive definite matrix A1 and A2, there exists a positive constant c =
Λmin(A1)
Λmax(A2)
such
that A1  cA2. However, (Ba)d+1,d+1 can be much larger than the other diagonal elements
if N ≫ nq. Loosely speaking, the last statement of Condition 4.1 is to assure that the
eigenvalues of Ba have the same order of magnitude as the diagonal elements of Ba. This
condition allows us to evaluate the concentration of d correlated quadratic forms (i.e. the
score function) separately.
Theorem 4.1. (Convergence rate for estimating variance components.) Let
θˆ be computed via (15). Assume that ‖uˆ(2)‖2 := ‖βˆ(2) − β∗‖2 = oP (1). Under Conditions
3.1, 3.2, and 4.1, if E[X|Z] = 0, then
‖ηˆ − η∗‖2 = OP
(
max
1≤j≤d
(B(1)a )
−1/2
j,j
)
and (18)
|σˆ2e − σ2e | = OP
(
(B(1)a )
−1/2
d+1,d+1 + ‖uˆ(2)‖22
)
. (19)
We see that the convergence rate of ηˆ is dominated by the parametric rate while the error
of the fixed effects estimation does not play a role. In fact, our proof shows that the
convergence rate of ηˆ is same as the rate when β∗ is known, or equivalently, having a
random effects model. On the other hand, the convergence rate of σˆ2e depends on the
accuracy of fixed effect estimation. This can be roughly understood from the following
moment equation. For now, let assume that X is row-wise independent Gaussian with
mean zero and covariance Σx|z conditioning on Z. Then
E
[
yiy
⊤
i |Z
]
=
(
(β∗)⊤Σx|zβ
∗ + σ2e
)
Imi +
d∑
j=1
η∗jZ
iGj(Z
i)⊤.
High-dimensional mixed-effects models 15
Since Imi is linearly independent of Z
iGj(Z
i)⊤ for j = 1, . . . , d, the error of the fixed effects
estimation will affect the accuracy of estimating σ2e but not η
∗. For βˆ(2) realized via (4),
under the conditions of Lemma 3.1, we have ‖uˆ(2)‖22 = OP
(
s log p/[
∑
i∈I2
Tr((Σia)
−1)]
)
.
Another condition required in Theorem 4.1 is E[X|Z] = 0 which suggests weak depen-
dence between two design matrices in real applications. In the simulation experiments
presented in Section 5, we will carefully examine the effects of the correlation between X
and Z on the accuracy of statistical inference.
4.3. Rate optimality of estimating variance components
Now we turn to study the minimax lower bound for estimating variance parameters θ∗. We
consider Gaussian designs and random components (11) and parameter space Ξ(s) (12).
Theorem 4.2. (Minimax lower bounds for estimation of variance compo-
nents.) Suppose that (1) and (11) are true. If s ≤ cmin{Tr(Σ−1a )/ log p, pν} for 0 < ν <
1/2 and c > 0 for some c0 > 0, then there exists some constants c1 − c3 > 0 such that
inf
σˆ2e
sup
ν∈Ξ(s)
Pν
(
|σˆ2e − σ2e | ≥ c1(Tr(Σ−2a ))−1/2 + c2
s log(p/s2)
Tr(Σ−1a )
|Z
)
≥ 1
4
inf
ηˆ
sup
ν∈Ξ(s)
Pν
(‖ηˆ − η∗‖2 ≥ c3‖(Ba)1:d,1:d‖−12 |Z) ≥ 14 .
Theorem 4.2 and (18) together imply that θˆ is rate optimal in Ξ(s) under the conditions of
Theorem 4.2 if the largest and smallest eigenvalues of (Ba)1:d,1:d is of the same order. The
proof of the first statement is based on the proof of Theorem 3.1. The proof of the second
statement is by considering the case where s = 0 and σ2e is known.
Finally, we comment on statistical inference with θˆ. In (15), θˆ is realized via an opti-
mization with a convex constraint. The limiting distribution of the unconstrained version
follow from classical central limit theorem under proper conditions and is omitted in the
present work. We refer to Miller (1977) and Self and Liang (1987) for some discussion on
the limiting distributions for the constrained estimators.
5. Simulation results
In this section, we evaluate the empirical performance of the proposed method and com-
pare it with some other methods in various simulation settings. Specifically, 95% two-
sided confidence intervals for the fixed effects are constructed according to (7) and their
lengths and coverage probabilities are assessed. We also compare the estimation accu-
racy of the variance components of the proposed method (15) and the ℓ1-penalized MLE
(Schelldorfer et al., 2011).
We generate data as follows. Each row of (X,Z) are i.i.d. generated from a normal
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distribution with mean zero and covariance
ρ1q1
⊤
q
Ip 0(p−q)×q
· · · Iq

That is, the correlation between Xik,j and Z
i
k,j is ρ if 1 ≤ j ≤ q and is 0 if j > q. The
random effects are i.i.d. generated via γi ∼ N(0,Ψη∗) and the random noises are i.i.d.
generated via ǫi ∼ N(0, σ2eImi). The responses y are generated via model (1). We restrict
ourselves to the case of equal cluster sizes, i.e. m1 = · · · = mn = m. Each setting is
replicated with 300 independent Monte Carlo simulations.
We set (N, p) ∈ {(144, 300), β∗ = {1, 0.5, 0.2, 0.1, 0.05, 0, . . . , 0} and σ2e = 0.25.We
consider three levels of correlations, ρ ∈ {0, 0.4, 0.8}, and three different cluster sizes,
m ∈ {4, 8, 12}.
5.1. Statistical inference with the proposed method
We first examine the empirical performance of the proposed confidence intervals (7). In
the first setting, we consider a positive definite covariance matrix of the random effects.
Specifically,
Ψη∗ =
(
0.56 0.2
0.2 0.56
)
.
We will refer to this setting as “positive definite Ψη∗” in the rest of Section 5. In the second
setting, we consider
Ψη∗ =
(
0.56 0
0 0
)
.
We will refer to this setting as “singular Ψη∗” in the rest of Section 5.
For the proposed method, the tuning parameter λ is chosen as
σˆ(init)
√
2 log p/N , where σˆ(init) is computed via a scaled Lasso procedure (Sun and Zhang,
2012). To reduce computational cost, the tuning parameter for computing κˆj (6), λj, is
fixed to be
√
2 log p/N .
In Table 1, let cov.S denote the average coverage probability for βj , j ∈ S, i.e., j ∈
{1, . . . , 5} and cov.Sc denote the average coverage probability for βj , j ∈ Sc ∩ {1, . . . , 10},
i.e., j ∈ {6, . . . , 10}. Let wid.S denote the average width of the confidence intervals for
βj , j ∈ S and wid.Sc denote the average width of the confidence intervals for βj, j ∈
{6, . . . , 10}. When generating the results presented in Table 1, we set a = 8. From Table 1,
we see that the coverage probabilities of the proposed confidence intervals are close to the
nominal level and they have shorter lengths when m is increased. Moreover, the proposed
method is robust to singular Ψη∗ and the correlation between X and Z, which is aligned
with our theory.
Table 2 shows that the proposed method for the fixed effects inference is robust to the
choices of a. The choice of a = 0 is equivalent to fitting a Lasso for linear models to the
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Table 1. 95%-confidence intervals for the fixed effects with the proposed method
when (N, p) = (144, 300).
ρ m
Positive definite Ψη∗ Singular Ψη∗
cov.S cov.Sc wid.S wid.Sc cov.S cov.Sc wid.S wid.Sc
0
4 0.949 0.957 0.136 0.126 0.948 0.950 0.131 0.122
8 0.964 0.953 0.124 0.108 0.963 0.964 0.120 0.106
12 0.967 0.959 0.123 0.102 0.963 0.955 0.122 0.099
0.4
4 0.948 0.951 0.140 0.126 0.957 0.954 0.138 0.124
8 0.966 0.959 0.128 0.108 0.957 0.955 0.126 0.106
12 0.978 0.958 0.128 0.101 0.955 0.961 0.127 0.101
0.8
4 0.953 0.955 0.175 0.131 0.956 0.962 0.169 0.129
8 0.967 0.954 0.161 0.109 0.967 0.945 0.160 0.109
12 0.971 0.962 0.166 0.103 0.963 0.959 0.164 0.102
Table 2. Robustness to the choice of a with positive definite Ψη∗ when (N, p) =
(144, 300) and m = 8.
a
ρ = 0 ρ = 0.4
cov.S cov.Sc wid.S wid.Sc cov.S cov.Sc wid.S wid.Sc
0 0.962 0. 965 0.228 0.203 0.963 0.971 0.244 0.202
4 0.965 0.948 0.127 0.108 0.970 0.957 0.130 0.107
16 0.965 0.961 0.123 0107 0.961 0.966 0.127 0.106
64 0.958 0.966 0.121 0.106 0.963 0.964 0.127 0.107
256 0.956 0.951 0.122 0.107 0.955 0.945 0.127 0.106
1024 0.970 0.961 0.122 0.107 0.963 0.955 0.126 0.106
data and the results show that the lengths of confidence intervals are significantly increased
while the coverage probabilities are well maintained.
5.2. Estimating variance components
In this subsection, we consider estimating variance component with the proposed method
in comparison to the ℓ1-penalized MLE. For the ℓ1-penalized MLE, it is mentioned in
Schelldorfer et al. (2011) that the tuning parameter should be of order (log n)2
√
log p/n
and the authors suggested to choose the tuning parameter by using Bayesian Information
Criterion. We consider the support of tuning parameters being 10 equally spaced values in
the range [1, 20]·(log n)2√log p/n. For the proposed estimators, we computed via (15) with
βˆ computed by (4). To make the results comparable, we realize the proposed method with
tuning parameter λ chosen by 5-fold cross validation with the support being 10 equally
spaced values in the range [0.2, 2] ·√2 log p/N . We fix a = 8 and use the whole data to
estimate θ∗.
Table 3 shows the mean absolute errors of σ2e (mae.σ
2
e ), η
∗
1 (mae.η1), and η
∗
2 (mae.η2),
respectively, when Ψη∗ is positive definite. The basis matrices are set to be
G1 =
(
1 0
0 0
)
, G2 =
(
0 0
0 1
)
, and G3 =
(
0 1
1 0
)
.
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Table 3. Estimation of variance components with the proposed method and
ℓ1-penalized MLE when Ψη∗ is positive definite.
ρ m
Proposed ℓ1-penalized MLE
mae.σ2
e
mae.η1 mae.η2 mae.η3 mae.σ
2
e
mae.η1 mae.η2 mae.η3
0
4 0.079 0.140 0.137 0.102 0.070 0.182 0.127 0.143
8 0.077 0.162 0.164 0.114 0.049 0.188 0.139 0.157
12 0.067 0.187 0.197 0.126 0.051 0.203 0.148 0.160
0.4
4 0.080 0.146 0.136 0.099 0.068 0.191 0.142 0.137
8 0.069 0.153 0.159 0.108 0.052 0.195 0.140 0.148
12 0.066 0.193 0.201 0.125 0.048 0.190 0.137 0.170
0.8
4 0.081 0.147 0.137 0.102 0.085 0.192 0.190 0.159
8 0.067 0.151 0.166 0.110 0.078 0.190 0.199 0.182
12 0.067 0.194 0.177 0.119 0.065 0.199 0.182 0.184
Table 4. Estimation of variance components with the proposed
method and ℓ1-penalized MLE when (N, p) = (144, 300) and Ψη∗ is
singular.
ρ m
Proposed ℓ1-penalized MLE
mae.σ2
e
mae.η1 mae.η2 mae.σ
2
e
mae.η1 mae.η2
0
4 0.083 0.138 0.060 0.042 0.185 0.060
8 0.071 0.166 0.014 0.050 0.183 0.040
12 0.065 0.186 0.008 0.041 0.204 0.041
0.4
4 0.079 0.140 0.043 0.045 0.185 0.068
8 0.069 0.157 0.017 0.047 0.203 0.057
12 0.067 0.188 0.008 0.043 0.188 0.053
0.8
4 0.081 0.137 0.050 0.045 0.184 0.113
8 0.061 0.169 0.012 0.038 0.184 0.123
12 0.061 0.178 0.008 0.037 0.187 0.137
In this formulation, the true parameter η∗ = (0.56, 0.56, 0.2)⊤ . The proposed estimators of
variance component has comparable accuracy with ℓ1-penalized MLE for σ
2
e . For η
∗, the
proposed estimator is more accurate in most settings. Moreover, the correlation between X
and Z has nonsignificant effects on the estimation accuracy. Table 4 presents the estimation
results for singular Ψη∗ , where we set
G1 =
(
1 0
0 0
)
and G2 =
(
0 0
0 1
)
,
and the true parameter η∗ = (0.56, 0)⊤. We see that both methods are robust to the
singularity of Ψη∗ and the proposed one delivers more accurate estimates of η
∗ in most
cases.
Finally, in term of the computation efficiency, the average computational time of the
proposed method is about 2% of the ℓ1-penalized MLE in each round of simulations with
comparable estimation accuracy on variance components.
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Figure 1. Cage density of the stock mice population. The average density of cages with at least
two individuals is 3.70.
6. Application to a genome-wide association study in a mouse population
We apply the proposed method to estimate the effects of genetic variants on the body mass
index (BMI) in a heterogenous stock mice population kept by the Welcome Trust Centre
for Human Genetics http://gscan.well.ox.ac.uk. The dataset consists of 1814 mice,
each genotyped over 10,346 polymorphic markers (SNPs) and has been used for genome-
wide genetic association studies of mutiple traits (Shifman et al., 2006; Valdar et al., 2006).
Measured phenotypes include BMI, body weight, body length, coat color, gender, season,
month, and day. The data is available in R package “BGLR” (Perez and de los Campos,
2014). We are interested in identifying the genetic variants that are associated with the
BMI phenotype. The measurements of BMI are transformed as described in Valdar et al.
(2006) so that the data distribution is close to normal.
This mice population consists of 8 liters and were housed in 523 different cages, each
including a different number of mice. The distribution of cage density is in Figure 1. In
many mice experiments, cages often contribute significant environmental effects to the phe-
notypes such as BMI and mice in the same cage tend to be correlated in their phenotype
measurements. It is therefore important to account for such cage effect in genetic associa-
tion studies. In the current analysis, we incorporate the effect of cages as a single random
effect and consider the following model
Yi,k = β0 +
p∑
j=1
βjX
i
j,k + τ1agei,k + τ2genderi,k + γi + ǫi,k,
where Yi,k is the BMI of the kth mouse in the ith cage, X
i
j,k is the numerical genotype at
the genetic variant K for the ith mouse in cage k, β0 and βj are the regression coefficients
corresponding to the intercept and genetic variants, τ1 and τ2 are the regression coefficients
for age and gender, γi is the cage-specific random effect for the i-th cage. For cages with
only one individual, we only fit the fixed effects.
This mouse population was generated from the crossing of eight inbred lines, followed
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by 50 generations of random mating. As a result, this population exhibits a high level
of linkage disequilibrium. The polymorphic markers are highly correlated due to such a
high linkage disequilibrium. We first perform pre-screening to exclude highly correlated
covariates. That is, for each cluster of genotypes with pairwise correlations larger than 0.9
or smaller than −0.9, only one genetic variant is used for analysis. After the screening,
a total of 3456 covariates are used for further analysis. The response and covariates are
standardized before model fitting and analysis.
6.1. Identification of BMI associated genetic variants
The fixed effects are estimated via a weighted Lasso (4) with a = 8. Due to the high
correlation among the design, we first compute ridge regression estimates of the fixed effects,
say βˆ(rr), with tuning parameter 4.35 (chosen by cross validation) and use normalized
{1/|βˆ(rr)j |}pj=1 (sum up equal to p) as the weights for the Lasso estimates. Note that√
2 log(3456)/1814 ≈ 0.095. Then βˆ is obtained by fitting (4) with tuning parameter
0.655 × 0.095, where 0.655 is the noise level estimated by the scaled Lasso. In terms of
statistical inference, we compute the debiased Lasso estimates for each fixed effect via (5)
and their variances according to (8).
We control the false discovery rate (FDR) at 5% via the procedure proposed in Xia et al.
(2018) and 27 covariates are selected (see Table 5). The QQ plot of the z-scores of all
the genetic variants, age and gender is given in the left panel of Figure 2, showing some
deviation from N(0, 1) at both tails, indicating that some variants are associated with BMI.
Some of the genetic variants identified are in or near the genes known to be associated
with body growth, body size, metabolism or obesity. For example, SNPs rs13478535
and rs13478536 are two variants in Auts2 gene, which has been shown to be relate to
with either low birth weight or small stature mice (Gao et al., 2014). SNP rs4152477 is
inside the Cred-binding protein (Crebbp), which promotes lipid metabolism and results in
increased body weight (Moreno et al., 2016). SNP rs13481003 belongs to gene Ebf1, a
key regulator of metabolic signaling pathways in mature adipocytes (Griffin et al., 2013).
SNP rs6361963 is one of the genetic variants in gene Rims1, which is associated with
impaired insulin secretion (Andersson et al., 2012) and obesity. These results indicate that
the proposed estimation and inference methods for the linear mixed-effects model indeed
provide an effective way of identifying important genetic variants associated with BMI in
mice.
6.2. Evaluation of cage effect
For estimating the variance components, we only use the clusters with at least two obser-
vations. The estimated variance of the random effects is 0.374 and the estimated variance
of the noise is 0.159. We compute the standard error of the estimated variance of the
random effects assuming the random components are normally distributed. The estimated
standard deviation is 0.023, which indicates a strong cage effect.
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Table 5. Selected covariates at FDR level 0.05. Twenty six SNPs and gender
are selected at FDR ≤ 0.05 and their z-scores are reported. The genes that
the SNPs are in or closed to are presented when they are available.
SNP Gene z-score SNP Gene z-score
rs6361963 Rims1 4.101 rs13481003 Ebf1 -4.952
gnf01.037.906 Berr7 3.920 rs3670642 -3.590
CEL-1 52638753 3.574 rs4152477 Crebbp 3.833
rs13477110 Gm30173 5.459 rs6251709 Csnka2ip 3.641
rs13478133 Fbxl13 3.800 rs13483072 4.306
rs13478535 Auts2 -4.523 rs6185805 Mtcl1 -3.713
rs13478536 Auts2 4.678 rs3688406 Olfr1434 -5.010
rs3023058 Srrm3 4.945 gnfX.070.167 -4.244
rs4225605 Gtf3a -3.695 CEL-X 74073918 -3.658
rs13478587 4.775 CEL-X 74272691 4.282
rs3707602 Cacnal1 3.712 rs6296843 Gm6427 3.901
rs3023102 Emp1 3.712 rs3697198 Tcea17 3.594
rs3696018 Gabrg3 -4.076 gender 13.169
rs13480072 -3.607
We also consider applying the proposed procedure with a = 0. This is equivalent to
applying the Lasso to fit the linear model to without considering the random cage effects.
The tuning parameters are chosen in the same way as above. Only gender is selected as
nonzero at FDR level 0.05. This is possibly due to the model misspecification and larger
variances of the debiased Lasso estimators. The QQ-plot of the z-scores based on the
de-biased Lasso estimation of the linear model (right panel of Figure 2) shows that the
z-scores clearly deviate from the standard normal distribution.
7. Discussion
The present work addresses the problem of estimation and inference of unknown parameters
in a high-dimensional linear mixed-effects model under general assumptions. We establish
the optimal rate of convergence and developed computationally efficient estimators that
are rate optimal. The proposed methods have general applicability in modeling repeated
measures data and longitudinal data, especially when the cluster sizes are large or hetero-
geneous. The desirable properties of the proposed estimators are mainly due to the proper
approximations of the unknown oracle weighting matrix Σθ∗ employing the quasi-likelihood
functions. While the quasi-likelihood approach is rate optimal under proper conditions,
it may not be as efficient and lead to wider confidence intervals. However, our proposed
estimation procedure is computationally efficient and does not require strong distributional
assumptions on the random effects and error distribution. One way to achieve an efficient
estimator is to apply a one-step correction of the proposed estimator towards the MLE.
Such a two-step procedure is still computationally more efficient than computing the MLE
directly.
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Figure 2. The left panel shows the normal QQ-plot of the z-score based on the debiased Lasso
estimators with a = 8 for 3456 fixed effects with x-axis being the theoretical quantiles and y-axis
being the empirical quantiles. The straight reference line is with slope 1 and intercept 0. The right
panel presents normal QQ-plot of the z-score based on the debiased Lasso estimators with a = 0
for 3456 fixed effects without considering the cage effect.
We illustrated the proposed method using data of stock mice housed in different cages.
Our analysis showed strong cage-effect on BMI and ignoring such an effect can lead to model
misspecification and loss of power in identifying the phenotype-associated genetic variants.
The proposed methods can be equally applied to large-scale genetic association studies in
humans, including both family-based studies where the kinship coefficients can be used
to specify the random effects and population cohort studies where the random effects can
be used to adjust for population stratification (Yang et al., 2014). Instead of considering
one genetic variant at a time in typical mixed-effects models used in genetic association
studies (Yang et al., 2014), our model considers all the variants jointly. We expect gain
in power in detecting genetic variants that are associated with complex phenotypes by
allowing flexible random effects and by considering all genetic variants jointly in the high-
dimensional mixed-effects models.
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