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 (is an octree)
Fig. 1: Specications des textures volumiques.eleve ; au niveau moyen une representation volumique sut pour les eets de parallaxe et lesoccultation (ce niveau correspond a quelques pixels) ; le modele d'illumination stocke danschaque voxel simule la geometrie au niveau inferieur a celui du pixel.Le rendu des texels comporte des similitudes avec le rendu volumique qui utilise aussi le ray-tracing. En 1994 Lacroute et Levoy ont introduit une nouvelle approche [LL94] adaptee aunouvelles fonctionnalites des processeurs des cartes graphiques, qui a rendu interactif le volumerendering. Cette approche consiste a regrouper les voxels en tranches qui peuvent ainsi êtrerepresentes par une texture contenant une valeur de transparence. Le rendu consiste alorsa rendre la superposition de ces tranches. Les cartes graphiques d'aujourd'hui permettent lerendu de faces texturees transparentes sans coût prohibitif supplementaire.1.2 Notre approcheCe papier presente une methode permettant le rendu interactif de scene complexes et repetitive.L'idee est d'adapter les textures volumiques presentees precedemment au Z-buer en utilisantla même approche que celle de Lacroute et Levoy. Nous voulons ainsi obtenir le même type decomplexite visuelle qu'avec les textures volumiques, mais avec interactivite en plus.Contrairement au rendu volumique la quantite de donnee volumique que nous traitons estpetite. Nous pouvons donc rendre plusieurs volume interactivement. Par exemple un volumede 64 tranches peut être rendu avec 64 faces texturees (i.e. 2 64 triangles) alors que le mêmemodele represente avec des polygones en contiendrait plusieurs milliers.D'un autre cote l'utilisation des processeurs graphiques apporte des limitations : l'eclairage etles ombres sont precalculees, ils ne seront pas remis a jour si la source de lumiere se deplace.Alors que le ray-tracing permet le deplacement de la lumiere en gardant des ombres exactes.Le plan de ce papier est le suivant : le paragraphe 2 decrit la representation de notre modeleainsi que l'algorithme de rendu correspondant ; celui-ci est ameliore dans le paragraphe 4.3. Leparagraphe 3 indique comment construire les objets a partir de modeles existants. La partieanimation du paragraphe 5 est similaire a l'animation en ray-tracing des textures volumiques.Ce papier nit par une presentation des resultats (paragraphe 6) et une conclusion.2 Representation de base et renduDans ce paragraphe nous introduisons notre methode pour representer des objets complexesconstitue d'une surface couverte de details repetitifs et nous expliquons comment en eectuerle rendu. La creation des donnees fait l'objet du paragraphe suivant.
Fig. 2: Un texel est dessine en rendant une superposition de faces texturees.2.1 Structure de donneesA la maniere des textures volumiques utilises en ray-tracing [Ney95b] la specication d'unesurface est une triangulation contenant a chaque sommet des coordonnees textures (u,v) et unvecteur denissant la hauteur et la direction de la texture 3D (voir la gure 2).La partie volumetrique de notre modele est dierente de celle utilise en ray-tracing : chaque voxelde notre volume de donnee contient quatre composantes (RGBA ou A code la transparence, 0pour transparent et 255 pour entierement opaque), tous les voxels d'une même tranche formentainsi une texture 2D.2.2 RenduLe rendu utilise une carte graphique standard comportant des fonctionnalites 3D (OpenGL dansnotre implementation), en dessinant les faces texturees au dessus de chaque face de la surfacetexelisee. Nous pouvons utiliser le mipmap [Wil83] implante en hardware pour supprimer l'eetd'aliasing quand la surface est lointaine ou bien que l'angle de vue est rasant. Il est a noter quel'utilisation de texture, de la transparence et du mipmap ne coûte pratiquement pas plus cherque le rendu d'un polygone "nu" si ces fonctionnalites sont câblees sur la carte graphique.L'utilisation de la transparence et du Z-buer pose certains problemes si l'on rend les polygonesdans un ordre quelconque. Tant que l'on utilise une transparence qui ne peut prendre commevaleur que 0 ou 255 cela ne pose pas de probleme : les pixels dont l'alpha vaut 0 ne sont pastraces et les pixels dont l'alpha vaut 255 recouvre entierement ce qu'il y a derriere. Lorsquel'on rend un pixel dont la transparence est semiopaque on prend bien en compte les pixels setrouvant derriere seulement si ils ont ete rendu avant. Une solution pour resoudre ce problemeest de rendre les tranches de l'arriere vers l'avant, ce qui est trivial au sein d'un unique texelmais qui demande un trie selon les Z des texels lorsque la scene en comporte plusieurs. Pourun unique texel rendre les faces de l'arriere vers l'avant est egalement utile aussi pour eviter leserreurs du a l'imprecision de stockage des Z.Pour choisir l'ordre de trace il sut d'eectuer un produit scalaire entre le vecteur normalea la surface et la direction de vue, ceci si le texel n'est pas trop deforme par les vecteurs dehauteurs.Comme nous utilisons un Z-buer classique pour rendre chaque face, l'intersection de deuxtexels ne posent pas de probleme, ce qui n'etait pas le cas en ray-tracing. Cette proprieteimportante est illustree sur la gure 9 (droite) dans le paragraphe 6.3 Creation du motif de referenceDans ce paragraphe nous decrivons comment creer un motif de texture 3D. Nous faisons laconversion d'un modele existant sous un autre format (i.e. facettes, ...). Bien sur utiliser une
Fig. 3: En haut : topologie cyclique du motif. En bas : motif isole.
Fig. 4: Gauche : contours. Milieu : Contours remplis. Droite : On voit a travers les tranches.approche texturale pour repeter les details apporte des contraintes sur la construction du motif :le motif de texture 3D (c'est-a-dire le volume de reference) va se plaquer repetitivement sur lasurface en suivant les coordonnees textures (u,v) qui se trouvent sur chaque sommet. Ceciimplique que notre volume de reference soit cyclique, soit que les objets se trouvant dans notrevolume ne "touchent" jamais les bords du volume, soit que ces objets se prolongent cycliquementcomme l'illustre la gure 3.Une fois que l'utilisateur a choisi son modele pour representer les details, il reste a construirele motif de reference pour que le modele reproduise le même eet visuel que la representationpolygonale. nous procedons donc de la facon suivante :{ couper en tranches le modele 3D,{ evaluer l'eclairement en chaque point,{ remplir l'interieur de l'objetCe dernier point sur la conversion de representation polygonales est un point cle. La descriptionde l'objet est une surface donc chaque tranche n'est qu'un contour de l'objet (voir gure 4 agauche). Lorsque que la direction de vue n'est pas orthogonale a la surface on pourra voirl'interieur de l'objet. Il faut donc que l'interieur de l'objet soit plein, les pixels a l'interieur del'objet doivent avoir une opacite egale a un, en outre la couleur de ces pixels doit correspondrea la couleur du bord de l'objet de maniere a avoir une impression visuelle de continuite exacte(voir gure 4 au milieu). Nous utilisons donc un algorithme de remplissage pour chaque couche.Cette solution n'est pas susante lorsque l'angle de vue est tres rasant puisqu'alors on peutvoir a travers les tranches (voir gure 4 a droite). Ce probleme est resolu au paragraphe 4.3.3.1 Construction d'une tranche avec son eclairageDans le cas d'une description standard d'un objet par des polygones (par exemple un chierOpenInventor), nous utilisons un algorithme standard de rendu pour couper en tranches l'objetet obtenir au passage le calcule de l'eclairage. Pour ceci nous utilisons les deux plans de clipingqui denissent ainsi une tranche de l'objet (comme le montre la gure 5). Chaque image RGBAainsi calculee nous donne une tranche (la valeur alpha est importante). On deplace ces deuxplans de cliping pour obtenir chaque tranche. Il est a noter que l'eclairage est ainsi xe a la
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}hFig. 6: Critere base sur la quantite d'information que l'on peut voir de l'interieur de l'objet.
Fig. 7: Trois directions de tranches.ce paragraphe nous introduisons un critere de qualite qui indique quand l'apparence d'un texelest satisfaisant ou non, et nous ajoutons deux directions de tranches de maniere a avoir toujoursune apparence correcte quelque soit le point de vue.4.1 Critere de qualiteQuand le direction de vue est loin de la verticale du texel, il est possible que l'on voit a traversles tranches parce que la projection a l'ecran des tranches superposees (voir gure 2 a droite)n'est pas continue. Ceci depend de l'angle a, de la hauteur h entre deux tranches et de lalargeur e de l'objet (voir gure 6). Le premier critere de qualite h:tan(a)=e <= 1 nous indiquedonc quand un defaut apparât. Nous utilisons ce critere pour choisir le nombre de tranches aacher pour avoir un aspect visuel correcte pour un angle donnee, ou pour basculer vers uneautre direction de tranche (voir paragraphe 4.2).Nous pouvons utiliser ce critere pour limiter la quantite de pixel, que l'on peut voir a l'interieurde l'objet. Si l'utilisateur ne veux pas que l'on voit plus de d pixels a l'interieur de l'objet (voirgure 6) le critere precedent nous donne h:tan(a)=d <= 1. Une valeur maximale pour d est e=2,en eet la couleur de l'interieur de l'objet ressemble a la couleur du bord donc si l'on depassele "milieu" de l'objet on va voir une couleur du cote oppose qui a souvent le contraste inverse.Ce critere va aussi nous donner le nombre de tranche a avoir (au minimum) pour respecter unequalite donnee.4.2 Trois directions de tranchesLa solution pour ne pas voir a travers le texel lorsque l'angle de vue est tres rasant est de stockerdeux directions de tranches supplementaires (voir gure 7).Au moment du rendu le produit scalaire ci entre les trois directions et la direction de vue indiquelaquelle des trois directions de tranches a utiliser. Comme on le suggerait dans le paragrapheprecedent, on peut aussi choisir la direction de tranche ou le critere de qualite est le plusavantageux. La tangente de l'angle de vue est p1  c2i =ci, donc la direction a utiliser est le ipour lequel (1=c2i   1)  h2i est minimum (ou hi est la longueur Li du texel dans la direction
surface deformation
mapping deformation
texel content modificationFig. 8: Trois directions de tranches.i divise par le nombre Ni de tranches). Un volume peut alors être visualise correctement den'importe quel point de vue.4.3 OptimisationRendre une scene complexe avec ce modele consiste en fait a rendre des milliers de polygonestexturees, ce qui au bout du compte peut être assez coûteux.On peut utiliser les criteres vus au paragraphe precedent pour limiter au maximum le nombre defaces texturees a rendre. Pour une qualite visuelle donnee les criteres nous donnent le nombrede polygones a rendre, ce nombre est la plupart du temps inferieur au nombre de tranchesreellement existantes. Si l'on supprime simplement certaines tranches on va perdre de l'infor-mation, on procede donc a une sorte de MIP-mapping [Wil83] dans la 3e dimension de latexture. On combine donc deux images pour n'en faire qu'une qui contiendra la somme desinformations des images de depart. Ceci augmente un peu l'occupation memoire mais amelioreaussi les performances en terme de nombre d'images par seconde.5 AnimationsTrois manieres d'animer les textures volumiques sont possibles [Ney95a] (voir gure 8) :{ deformer la surface sur laquelle se trouve les texels.{ deformer l'orientation des vecteurs de hauteur se trouvant sur chaque sommet de la surface(par exemple pour simuler du vent dans l'herbe).{ animer le volume de reference a la maniere d'un dessin anime.Ces methodes, prevues a l'origine pour le ray-tracing, sont utilisables dans notre modele in-teractif. La modication des vecteurs de hauteurs, qui peut se faire par exemple en suivantun modele physique necessite de recalculer les coordonnees des tranches texturees a chaquepas de l'animation. Stocker une animation du contenu du volume de reference necessite plus dememoire texture mais il est a noter que sur SGI O2 il n'y pas de dierence entre la memoire viveet la memoire texture donc ceci n'est pas vraiment une limitation dans notre implementation,mais cela peux en être une sur d'autres plates-formes.
Fig. 9: Gauche, milieu : poire 643. Droite : Superposition de deux texels.
Fig. 10: Gauche, milieu : poire 643. Droite : Superposition de deux texels.6 ResultatsLe premier exemple est un objet Inventor representant une poire ayant environ 1000 faces. Lagure 9 montre un unique texel a la resolution de 64 64 64 depuis dierents points de vue(utilisant dierentes directions de tranches). A droite la gure illustre que l'on peut superposerdeux texels sans que cela ne pose probleme.La gure 10 presente le plaquage de 96 texels sur une sphere. Si l'ecran a la resolution d'unevideo (768  576) la scene tourne a 3 images/secondes sur une SGI O2. La scene coûte donc64  2 polygones textures alors la même scene rendu avec uniquement des polygones auraitcoûtee 96000 polygones. Il est a noter que la poire est un modele simple, le gain est plusimportant pour un modele complexe.Le second exemple est base sur un buisson genere par AMAP [dREF+88] qui contient 3500triangles (le remplissage n'est pas necessaire ici). Le texel est de taille 64 256 256. Le rendude 16 instances de ce buissons sur la gure 10 (droite) tourne a 7 images/seconde.Le troisieme exemple utilise un champ de hauteurs cree par un bruit de Perlin cyclique. Letexel est de taille 64  256  256 (i.e. avec 64 tranches) (voir gure 12). Un texel de ce typeserait represente par 256 256 2 = 131072 alors qu'avec notre modele il est represente par2  64 polygones texturees pour une complexite visuelle equivalente (ici le gain en polygonesest d'environ 1000). L'image 13 represente le mapping de 96 texels sur une sphere trianguleeavec 196 triangles. Le rafrâchissement est d'environ 2 images/seconde toujours sur une O2. Cetaux de rafrâchissement peut être largement ameliore en utilisant le critere de qualite vu auparagraphe 4.1. De plus la plupart des texels dans cette scene ne sont pas visibles puisqu'ilssont de l'autre cote de la sphere.
Fig. 11: Texture de Perlin cyclique. Gauche : champ de hauteur. Droite : shading.
Fig. 12: Des texels deformes.
Fig. 13: Gauche : Texels sur une sphere. Droite : Texels sur un plan.
7 ConclusionNous avons presente un nouveau modele permettant d'augmenter fortement la complexite vi-suelle d'une scene dans un contexte de rendu interactif, en adaptant au Z-buer, le modele detextures volumiques base sur le ray-tracing [Ney95b] [Ney95a] et ainsi utiliser les fonctionna-lites des cartes graphiques. Chaque texel plaque sur la surface est constitue d'une superpositionde faces texturees transparentes. Ces faces texturees sont contrôlees par des vecteurs de hau-teurs sur chaque sommet de la surface. Nous avons aussi propose des methodes pour construireces textures 3D a partir de diverses representations (polygones, surfaces implicites, champs dehauteurs).Compare a la version utilisant le ray-tracing la qualite de rendu est bien sûr inferieur (l'eclairageet les ombres sont precalculees). Mais compare a la pauvrete visuelle des scenes existantes enrealite virtuelle nous avons grandement augmente la qualite des details. Parmi les applicationspossibles de cette technique nous pensons a une implementation dans un simulateur d'operationchirurgicale : lors d'une simulation la surface de l'organe va se deformer ; enrichir cette surfacepar une texture 3D permet d'accrôtre le realisme.Parmi les travaux qui sont en cours de realisation nous pensons enrichir le modele en permettantla modi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