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La inclusión de las redes inalámbricas de sensores y tecnologías IoT (Internet of Things) 
en ambientes industriales busca el monitoreo y registro autónomo de una mayor cantidad 
de variables del proceso industrial con una alta confiabilidad y resiliencia, además, 
procuran realizar un análisis previó para obtener parámetros de las señales que puedan 
dar a conocer una mejor descripción del estado del sistema y su condición de operación. 
Esto permite reducir el consumo de energía al disminuir la transmisión de datos netos 
medidos con paquetes hasta mil veces más largas que un parámetro calculado desde el 
sensor hacia los centros de control. La finalidad del monitoreo propuesto es el análisis para 
la identificación de anomalías que puedan afectar la disponibilidad de la planta o 
incrementar los costos de producción, y mejorar los procesos de mantenimiento. En este 
proyecto se desarrolló un sistema de monitoreo y diagnóstico remoto basado en una red 
de sensores cuyos nodos remotos se encarguen de la recolección de datos y su posterior 
análisis para la identificación de anomalías que representen fallas críticas para el proceso 
o sistema industrial. 
 
El sistema propuesto se enfocó en el diagnóstico de falla de motores de inducción debido 
a que representan el mayor porcentaje de equipos en aplicaciones industriales. El proyecto 
se limitó a la identificación de falla entre espiras (2, 4 y 6 espiras), como un antecedente 
de fallas críticas, corto circuito fase-fase y corto circuito fase-tierra al presentarse como un 
deterioro del aislamiento. Se empleo el método de análisis de corriente de estator (MCSA). 
 
El nodo remoto inteligente se implementó con MCU LPCXpresso54114 con conexión a 
una red inalámbrica de sensores basada en protocolo ZigBee mediante tarjetas de 
comunicación XBee. El nodo concentrador (gateway) está compuesto de una tarjeta 
Raspberrry PI con comunicación mediante protocolo HTTP y formato JSON (PI Web API) 
a la base de datos del sistema de monitoreo industrial PI System.  
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El diagnóstico se ejecuta de manera remota por medio de un análisis preliminar para el 
cálculo de indicadores de falla y luego mediante SVM (Support Vector Machine) se 
clasifican los datos en comportamientos conocidos de condiciones de falla. Se plantearon 
indicadores basados en la medición neta de las corrientes, FFT (Fast Fourier Transform) 
y DWT (Discrete Wavelet Transform).   
 
Se realizó validación en laboratorio de la clasificación en tiempo real de fallas entre espiras 
aplicadas a un motor de inducción tipo jaula de ardilla, comparando diferentes 
configuraciones del diagnóstico, del análisis para la extracción de indicadores y de los 
indicadores de falla empleados; permitiendo plantear mejoras para la reducción de los 
porcentajes de error por falsa detección de falla, o no detección de falla. Estos avances 
finalmente se traducen a incrementar la confiabilidad del diagnóstico, la observabilidad de 
la falla, la diferenciación entre condiciones de falla, la precisión de la clasificación, la 
tolerancia a transitorios, sensibilidad, entre otros. 
 
Palabras clave: Análisis distribuido, Corriente de estator, Diagnóstico de fallas, 
Motor-Current Signature Analysis, Motor de Inducción, Redes inalámbricas de 























The inclusion of sensors wireless networks and Internet of Things (IoT) technologies in 
industrial environments seeks an autonomous monitoring and storage with high reliability 
and resilience of a greater number of industrial process variables, in addition, they attempt 
to perform a preliminary analysis to obtain parameters of the signals that can give a better 
description of system state and its operation condition. This allows reducing energy 
consumption by decreasing the transmission of raw data, a parameter calculated from the 
sensor to the control centers in change of a thousand times longer package. The purpose 
of the proposed monitoring is the analysis for the identification of anomalies that may affect 
the availability of the plant or increase production costs and improve maintenance 
processes. In this project, a remote fault diagnosis and monitoring system based on 
wireless sensor networks was developed whose remote nodes are responsible for data 
collection and analysis for the identification of anomalies over industrial process or system, 
previously to critical faults. 
 
The proposed system was focused on the induction motor fault diagnosis because these 
represent the highest percentage of equipment in industrial applications. This project was 
based on identify interturn faults (2, 4 and 6 turns) using Motor Current Signature Analysis 
(MCSA), because of the Interturn faults are produced by insulation deterioration and evolve 
in critical faults, phase to phase short-circuit and ground fault.   
 
The developed intelligent remote node was implemented with MCU LPCXpresso54114 
with connection to a ZigBee protocol wireless sensor network through XBee 
communication module. The gateway node is a Raspberrry PI with communication through 
HTTP protocol and JSON format (PI Web API) to the PI System database (industrial 
monitoring system). 
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The diagnosis is remotely executed, where a preliminary analysis is applied to calculate 
fault indicators. Then, with a SVM (Support Vector Machine), the data are classified in 
known behavior of fault conditions. Different fault indicators were proposed based on 
current measurement’s raw data, FFT (Fast Fourier Transform) and DWT (Discrete 
Wavelet Transform).   
 
Real time interturn fault classification was validated in laboratory with a squirrel cage 
induction motor comparing different settings and configuration of diagnosis, analysis for 
indicators extraction and testing diversified fault indicators. This allowed proposing 
improvements to reduce of error percentage by false detection or missing detection. The 
progress finally are reflected in increase the diagnosis reliability, the observability of the 
failure, the differentiation between fault conditions, classification accuracy, tolerance to 
transients, sensitivity, etc. 
 
 
Keywords: Distributed Analysis, Fault Diagnosis, Induction Motor, Motor-Current 






1. Diagnóstico de fallas en motores de inducción ..................................................... 7 
1.1 Motor Current Signature Analysis (MCSA ) ...................................................... 10 
1.1.1 Voltaje y otras señales ................................................................................... 12 
1.1.2 Aproximación con Inteligencia Artificial .......................................................... 13 
1.1.3 MCSA y Vibraciones ...................................................................................... 15 
1.2 Técnicas de clasificación de fallas .................................................................... 16 
1.3 Selección de técnicas de diagnóstico de fallas ................................................. 17 
1.4 Antecedentes de implementación de diagnóstico de fallas ............................... 24 
2. Marco Teórico ......................................................................................................... 27 
2.1 Fallas en motores de inducción ........................................................................ 27 
2.2 DWT ................................................................................................................. 28 
2.3 Suport Vector Machine (SVM) .......................................................................... 34 
3. Diseño e Implementación ...................................................................................... 37 
3.1 Arquitectura del sistema de diagnóstico ........................................................... 37 
3.2 Requerimientos básicos de implementación ..................................................... 40 
3.3 Definición de la plataforma de desarrollo .......................................................... 42 
3.4 Acondicionamiento de señal ............................................................................. 45 
3.5 Nodo remoto .................................................................................................... 61 
3.6 Nodo Coordinador ............................................................................................ 67 
3.7 Servidor ............................................................................................................ 73 
4. Pruebas y Resultados ............................................................................................ 75 
4.1 Plataforma de pruebas ..................................................................................... 75 
4.2 Procedimiento de pruebas y validación ............................................................ 77 
4.3 Clasificación basada en DWT: Energía ............................................................ 80 
4.4 Clasificación basada en DWT: Otros Indicadores ............................................. 87 
4.5 Clasificación basada en desbalance: Valores AC ............................................. 90 
4.6 Clasificación basada en FFT ............................................................................ 94 
5. Conclusiones y Recomendaciones ..................................................................... 103 
5.1 Conclusiones ...................................................................................................103 
5.2 Recomendaciones ...........................................................................................105 





Lista de figuras 
Pág. 
 
Figura 0-1: Electric Motor Driven System – EMDS ..................................................... 1 
Figura 0-2: Procesamiento de datos de monitoreo de condición. (a) Captura de 
señales en nodos sensores de IWSN y diagnóstico centralizado. (b) Extracción de 
parámetros en nodo sensor de IWSN. (c) Diagnóstico de fallas en nodos sensores de 
IWSN [12]. 6 
Figura 1-1: Esquema general del diagnóstico de fallas. Basado en [14][5]. ................ 8 
Figura 1-2: Data de entrenamiento de clasificación usando transformada Wavelet 
Haar de 3° nivel. (1) Normal, (2) Stado estable, (3) Inicio Corto Circuito, (4) Fin Corto 
Circuito [45]. 25 
Figura 2-1: Análisis DWT a) Descomposición de la señal con Wavelet b.) 
Reconstrucción de la señal previamente filtrada con Wavelet [42]. ................................. 30 
Figura 2-2: Aplicación de la DWT hasta un nivel 3. .................................................. 30 
Figura 2-3: Algoritmo Lifting. .................................................................................... 31 
Figura 2-4: Mapeo de Kurtogram mediante estructura de filtros en árbol [60] ........... 32 
Figura 2-5: Modos de extensión de señal de entrada para DWT [62]. ...................... 34 
Figura 2-6: Ejemplo vectores de soporte en dos dimensiones [63]. .......................... 35 
Figura 2-7: Ejemplo vectores de soporte aplicando diferentes Kernel. Izquierda: 
Kernel RBF. Derecha: Kernel para tres dimensiones [63]. .............................................. 36 
Figura 3-1: Arquitectura del sistema. ........................................................................ 37 
Figura 3-2: Único motor con múltiple nodo remoto. .................................................. 38 
Figura 3-3: Estructura del nodo remoto. ................................................................... 39 
Figura 3-4: Estructura del nodo coordinador. ............................................................ 40 
Figura 3-5: Diagrama de bloques del acondicionamiento de señal. .......................... 45 
Figura 3-6: Prueba sobre protoboard del circuito de acondicionamiento de señal. ... 46 
Figura 3-7: Resultados prueba en protoboard del acondicionamiento de señal. ....... 47 
Figura 3-8: Resultados prueba en protoboard del acondicionamiento de señal. Zoom 
y acople en AC de la señal de salida. ............................................................................. 47 
Figura 3-9: Resultados almacenados en el MCU sin escalar para la corriente de la 
Figura 3-7 48 
Figura 3-10: Resultados almacenados en el MCU sin escalar para una señal de 
corriente/tensión senoidal perfecta (generador de señales a 60 Hz). .............................. 48 
Figura 3-11: Pruebas de laboratorio dinámico. Señal de Clk. ..................................... 50 
Figura 3-12: Señal de entrada y salida filtrada. Izquierda a 60 Hz y derecha a 9 kHz. 51 
Contenido XV 
 
Figura 3-13: Función de transferencia del acondicionamiento de señal para 𝑓𝑐 en 10 
kHz y 20 kHz. 52 
Figura 3-14: Función de transferencia del filtro dinámico con 𝑓𝑐 en 10 kHz y 20 kHz. 52 
Figura 3-15: Función de transferencia normalizada del filtro dinámico para diversas 𝑓𝑐.
 53 
Figura 3-16: Función de transferencia del filtro dinámico con 𝑓𝑐 en 10 kHz y 20 kHz en 
escala logarítmica .......................................................................................................... 54 
Figura 3-17: Función de transferencia normalizada del filtro dinámico para diversas 𝑓𝑐 
en escala logarítmica...................................................................................................... 55 
Figura 3-18: Ángulo de fase del acondicionamiento de señal para 𝑓𝑐 de 5 kHz y 20 
kHz. 56 
Figura 3-19: Ángulo de fase del filtro dinámico para 𝑓𝑐 de 5 kHz y 20 kHz. ............... 57 
Figura 3-20: Diagrama de bloques del acondicionamiento de señal para fuente simple.
 57 
Figura 3-21: Arquitectura de IDEA1 [68]. ................................................................... 58 
Figura 3-22:  Operación basada en Threads del módulo batería planteado por IDEA1 
[67]. 59 
Figura 3-23:  Calculo del consumo energético planteado por IDEA1. ........................ 60 
Figura 3-24:  Energía consumida en [uJ] durante la transmisión de datos por 
diagnóstico en función del tamaño de trama .................................................................. 60 
Figura 3-25:  Energía consumida en [uJ] durante el procesamiento por diagnóstico en 
función del tiempo empleado. ......................................................................................... 61 
Figura 3-26: Diagrama de flujo del software del nodo remoto. ................................... 62 
Figura 3-27: Diagrama de flujo del software del nodo remoto- Ciclo de interrupciones 
por Hardware. 63 
Figura 3-28: Esquemático Shield para Raspberry. ..................................................... 68 
Figura 3-29: Shield para Raspberry (implementado). ................................................. 68 
Figura 3-30: Diagrama de flujo del software del nodo coordinador. ........................... 70 
Figura 3-31: Diagrama de flujo del software del nodo coordinador – Interrupción 
automática de mensaje recibido. .................................................................................... 70 
Figura 3-32: Visualización en PI ProcessBook del sistema de diagnóstico. ............... 74 
Figura 4-1: Diagrama esquemático del sistema de pruebas de laboratorio. ............. 75 
Figura 4-2: Bancada de pruebas grande. ................................................................. 76 
Figura 4-3: Montaje de motor con breakers para efectuar los cortos controlados entre 
espiras [54]. 77 
Figura 4-4: Procedimiento de pruebas para el diagnóstico ...................................... 77 
Figura 4-5: Resultado esperado del diagnóstico de fallas mediante visualización de 
PI Vision para el 17/01/2019 19:55:00. ........................................................................... 79 
Figura 4-6: Resultado de la energía de los detalles Wavelet 1°, 2° y 3° para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. .................................................. 81 
Figura 4-7: Resultado de la energía de los detalles Wavelet 4°, 5° y 6° para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. .................................................. 82 
Figura 4-8: Resultado de la energía de los detalles Wavelet 7° y 8° para falla C1 con 
velocidad nominal y 60% de la carga, 19/12/2018. ......................................................... 82 
XVI Sistema de diagnóstico distribuido de motores de inducción basado en redes 
inalámbricas de sensores y protocolo ZigBee 
 
Figura 4-9: Resultado de los valores AC de la corriente de la fase A, B y C para falla 
C1 con velocidad nominal y 60% de la carga, 19/12/2018. ............................................. 83 
Figura 4-10: Comparación XY de la energía del detalle 3° y el detalle 7° para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. ................................................... 83 
Figura 4-11: Clasificación normalizada basado en la energía del detalle 3° y el detalle 
7° para falla C1 con velocidad nominal y 60% de la carga, 19/12/2018. ......................... 84 
Figura 4-12: Clasificación normalizada basado en la energía del detalle 3° y el detalle 
7° para falla C1 con velocidad nominal y 60% de la carga, 19/12/2018. ......................... 85 
Figura 4-13: Resultado del diagnóstico de fallas con SVM polinomial basado en 
energía D3 y D7. 15/01/2019 13:31:30. .......................................................................... 86 
Figura 4-14: Señal de energía de D3 y D7 en función del tiempo. 15/01/2019 13:27:45. 
Izquierda: D3 y Falla de entrenamiento. Derecha: Comparación D3 y D7. ...................... 86 
Figura 4-15: Comparación de la energía del detalle 7 vs el valor kurtosis del detalle 3 
en condición de falla C1, velocidad 100%, carga 60% y corto C1. 24/02/2019................ 89 
Figura 4-16: Comparación XY de los valores AC de la fase A y B para falla C1 con 
velocidad nominal y 60% de la carga, 19/12/2018. ......................................................... 90 
Figura 4-17: Clasificación normalizada basado el valor AC de la fase A y B para falla 
C1 con velocidad nominal y 60% de la carga, 19/12/2018. ............................................. 91 
Figura 4-18: Clasificación normalizada basado el valor AC de la fase A y B para falla 
C1 con velocidad nominal y 60% de la carga, 19/12/2018. ............................................. 92 
Figura 4-19: Resultados de diagnóstico basado en el valor AC de la fase A y B para 
falla C1 con velocidad nominal. 17/01/2019. ................................................................... 92 
Figura 4-20: Resultados de diagnóstico basado en el valor AC de la fase A y B para 
falla C1 con velocidad 80%. 17/01/2019. ........................................................................ 93 
Figura 4-21: Valor AC de la fase A y RMS del componente principal en frecuencia 
mediante FFT de la fase A para falla C1 con velocidad 100%. 23/01/2019. .................... 95 
Figura 4-22: Valor RMS de los armónicos mediante FFT de la fase A (indicadores F2 a 
F9) para falla C1 con velocidad 100%. 23/01/2019. ........................................................ 96 
Figura 4-23: Comparación XY de la amplitud y la frecuencia del componente principal 
entre 𝑓𝑠𝑡ℎ𝑀𝐼𝑁 y 𝑓𝑠𝑡ℎ𝑀𝐴𝑋 para falla C1 con velocidad nominal y carga al 20%, 40% y 
60% del nominal. 23/01/2019. ......................................................................................... 96 
Figura 4-24: Comparación XY de la amplitud y la frecuencia del componente principal 
entre 𝑓𝑠𝑡ℎ𝑀𝐼𝑁 y 𝑓𝑠𝑡ℎ𝑀𝐴𝑋 para falla C1 con velocidad nominal y carga al 20%, 40% y 
60% del nominal. Valores normalizados de frecuencia. 23/01/2019. ............................... 97 
Figura 4-25: Clasificación basado en seguimiento de frecuencias para falla C1 con 
velocidad nominal y carga variable, 23/01/2019. ............................................................. 98 
Figura 4-26: Verificación de la clasificación basado en el seguimiento de frecuencias 
para falla C1 con velocidad nominal y 60% de la carga, 23/01/2019. .............................. 99 
Figura 4-27: Clasificación normalizada basado en seguimiento de frecuencias para 
falla C1 con velocidad nominal y carga variable, 23/01/2019. ....................................... 100 
Figura 4-28: Verificación de la clasificación normalizada basado en el seguimiento de 
frecuencias para falla C1 con velocidad nominal y 60% de la carga, 23/01/2019. ......... 100 
Figura 6-1: Estudio inicial de diagnóstico de fallas. ................................................ 114 
Contenido XVII 
 
Figura 6-2: Estudio inicial de diagnóstico de fallas (Continuación). .........................115 
Figura 6-3: Estudio inicial de diagnóstico de fallas (Continuación). .........................116 
Figura 6-4: Estructura de la ANN propuesta por [32]. .............................................120 
Figura 6-5: Metodología de análisis empleando SES y Wavelet [40] ......................123 
Figura 6-6: Circuito esquemático jerárquico para el acondicionamiento de señal 
inicial. 133 
Figura 6-7: Circuito esquemático para el filtro y el offset por fase de la Figura 6-6. 133 
Figura 6-8: Circuito esquemático para generación del Offset de la Figura 6-6. .......134 
Figura 6-9: Circuito impreso del acondicionamiento de señal. ................................134 
Figura 6-10: Circuito esquemático jerárquico de la tarjeta con filtros con capacitor 
conmutado. 135 
Figura 6-11: Circuito esquemático por fase para el filtro con capacitor conmutado de la 
Figura 6-10. 135 
Figura 6-12: Circuito esquemático para generación del Offset, segunda versión. .....136 
Figura 6-13: Circuito impreso del acondicionamiento de señal. Segunda versión. ....136 
Figura 6-14: Circuito esquemático para el filtro y el offset por fase para fuente simple.
 137 
Figura 6-15: Circuito esquemático para generación del Offset para fuente simple. ...137 
Figura 6-16: Circuito impreso del acondicionamiento de señal. Tercera versión. ......138 
Figura 6-17: Circuito esquemático fuente de alimentación independiente a 3.3V 
controlable con TPS62172. ...........................................................................................138 
Figura 6-18: Circuito esquemático fuente de alimentación independiente a 5V de alta 






Lista de tablas 
Pág. 
 
Tabla 0-1: Fallas comunes del motor de inducción, causas y efectos [6]. ..................... 2 
Tabla 0-2: Comparación de las propiedades de ZigBee y algunas de las principales 
tecnologías para redes inalámbricas [10]. ......................................................................... 5 
Tabla 1-1: Comparación de restricciones y mejoras de las técnicas de diagnóstico para 
fallas en el estator. .......................................................................................................... 19 
Tabla 1-2: Comparación de restricciones y mejoras de las técnicas de diagnóstico para 
fallas en el estator (Continuación). .................................................................................. 20 
Tabla 1-3: Severidad de falla mínima detectada por técnicas de diagnóstico. Todos los 
motores son de inducción  trifásico [5] ............................................................................ 21 
Tabla 1-4: Comparación de restricciones y mejoras de las técnicas de diagnóstico para 
fallas en rodamientos ...................................................................................................... 23 
Tabla 2-1: Frecuencias características de las fallas mecánicas según tipo de falla en 
rodamiento [6]. ................................................................................................................ 28 
Tabla 2-2: Definición de los vectores empleados para la corrección de defectos de 
borde en DWT [62]. ......................................................................................................... 33 
Tabla 2-3: Definición de los Kernel disponibles para la SVM en ℝ𝑛 [64]. .................... 36 
Tabla 3-1: Resumen comparativo de amplificadores operacionales de alto desempeño.
 43 
Tabla 3-2: Comparación de tarjetas de desarrollo filtradas por requerimientos mínimos.
 44 
Tabla 3-3: Comparación de la ganancia para diferentes frecuencias de corte. ........... 54 
Tabla 3-4: Comparación de la ganancia para diferentes frecuencias de corte. ........... 55 
Tabla 3-5: Ecuaciones empleadas para el cálculo de los indicadores. ........................ 67 
Tabla 3-6: Data ID definidos para la identificación de mensajes, ejemplo de la fase A.
 72 
Tabla 4-1: Variación del coeficiente Kurtosis en falla tipo C1 respecto a la condición sin 
falla para velocidad 100% y carga 60% para varias correcciones de borde. ................... 88 
Tabla 4-2: Variación del valor pico a pico por detalle en falla tipo C1 respecto a la 
condición sin falla para velocidad 100% y carga 60% para varias correcciones de borde.
 88 
Tabla 4-3: Variación de la energía por detalle en falla tipo C1 respecto a la condición 
sin falla para velocidad 100% y carga 60% para varias correcciones de borde. .............. 89 
Tabla 6-1: Objetivos y codificación de salidas de acuerdo a [32]. ............................. 120 
Contenido XIX 
 
Tabla 6-2: Datos de entrada para el entrenamiento de la ANN de acuerdo a [32]. ....121 







Lista de Símbolos y abreviaturas 
 
Símbolos con letras latinas 
 
Z Término Unidad SI Definición 
𝕃2  Señales de energía - Ecuación (6-2) 
ℝ  Números reales - - 
𝕍𝑗  Espacio vectorial j - - 
ℤ  Números enteros  - - 
{𝑎}  Conjunto de elementos del tipo de 𝑎 - - 
〈𝑎, 𝑏〉  Producto interno entre 𝑎 y 𝑏 - Ecuación (6-13) 
⊕  Suma de espacios vectoriales - - 
𝑥  Sobremuestreo (Upsample) de 𝑥 - Ecuación (6-22) 
?̅?  Función conjugada invertida - Ecuación (6-25) 
𝑎 ∗ 𝑏  Convolución  Ecuación (6-24) 
𝑓(𝑡)  Función continua - - 
𝑓[𝑛]  Función discreta - - 
𝑥[𝑛]  Vector discreto - - 
𝑥[𝑁]   𝑥𝑁  Vector evaluado en 𝑁 - - 
‖𝑥‖  Valor absoluto de 𝑥 - - 
 
Símbolos con letras griegas 
 
Símbolo Término Unidad SI Definición 
𝜙𝑗,𝑛(𝑡)  Función de análisis MRA - Ecuación (6-4) 
𝜓  Función wavelet o de aproximación - - 





i Valor específico de una serie o vector 
j Valor específico de una serie o vector 








n Exponente, potencia 






ADC Analog-Digital Converer 
AI Artificial Intelligence 
ANFIS Adaptive Neuro-Fuzzy Inference System 
ANN Artificial Neural Networks 
API Application Programming Interface 
COT Continuous Online Training 
CWD Choi Williams Distribution 
CWT Continuous Wavelet Transform 
DHWT Discrete Harmonic Wavelet Transform 
DMA Direct Memory Access 
DSP Digital Signal Processors 
DWT Discrete Wavelet Transform 
EMD Empirical Mode Decomposition 
EMDS Electric Motor Driven System 
E/S Entrada/Salida 
FFT Fast Fourier Transform 
FL Fuzzy Logic 
FP Factor de Potencia 
FPGA Field-Programmable Gate Array 
GA Genetic Algorithm  
GMM Gaussian Mixture Model 
GMT Continuous Online Training 
HW Hardware 
HHT Hilbert-Huang Transform  
HP Horsepower 
HTTP Hypertext Transfer Protocol 
IoT Internet of Things 
IWSN Industrial Wireless Sensor Networks 
JSON JavaScript Object Notation 
MCFT Maximum Covariance-Based Frequency Tracking 
MCA Multiply-accumulate operation 
MCSA Motor-Current Signature Analysis 
MCU Microcontrolador 
MRA Multi Resolution Analysis 
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Abreviatura Término 
NN Neural Networks 
OS Operative System 
PCB Printed Circuit Board 
PSD Pseudo Spectrum Density 
rbf Radial Basis Function  
RF Radiofrecuencia 
rpm Revoluciones por minuto 
SES Squared Envelope Spectrum 
SoC System on Chip 
STFT Short Time Fourier Transform 
STW Stationary Wavelet Ttransform 
SVM Support Vector Machine 
SW Software 
UART Universal Asynchronous Receiver-Transmitter 
UDWT Undecimated DWT 
WVD Wigner Ville Distribution 
WSN Wireless Sensor Networks 
XWT Cross Wavelet Transform 
















La investigación en el diagnóstico de fallas de motores ha tomado relevancia debido a que 
permite identificar problemas en los motores con anterioridad a un evento mayor que afecte 
el despeño general del sistema basado en motores eléctricos (Electric Motor Driven 
System - EMDS) (ver Figura 0-1). Esto podría representar salidas de operación, pérdidas 
económicas y reducción de la vida útil de la planta y equipos. La identificación temprana 
de fallas en ambientes industriales permite realizar un mantenimiento preventivo eficiente, 
reducir costos operacionales y mejorar la confiabilidad de la operación en los procesos 
[1][2][3].  
 
Figura 0-1: Electric Motor Driven System – EMDS 
 
 
En general, una falla en alguno de los elementos del EMDS afecta la operación de proceso 
de producción, pero las fallas con mayor complejidad de reparación son las del convertidor 
de frecuencia y del motor eléctrico. Adicionalmente, el 80% de los motores empleados 
industrialmente son de motores de inducción [4]. De esta forma el presente estudio se 
enfocó en el diagnóstico de fallas en los motores de inducción asociados a EMDS.  
 
El 21% de las fallas ocurridas en los motores eléctricos corresponden a fallas de corto 
circuito en el estator. Se ha encontrado que la mayoría de estas fallas comienzan con fallas 
entre espiras debido a averías en el aislamiento, pero que rápidamente se convierten en 
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fallas más graves [5]. Por lo tanto, para un sistema de diagnóstico de fallas de motores es 
primordial identificar este tipo de fallas. 
 
Las demás fallas presentes en motores eléctricos pueden ser clasificadas como fallas del 
rotor (broken rotor bar / end-rings) y fallas mecánicas (bearing failures y air gap 
eccentricity). La Tabla 0-1 muestra los diferentes efectos de las fallas de motores eléctricos 
donde se puede observar que la falla de rodamientos presenta una mayor cantidad de 
consecuencias incluyendo daños en el rotor. Por lo tanto, es posible la detección anticipada 
de fallas de rotor por medio de fallas en los rodamientos. 
 
Tabla 0-1: Fallas comunes del motor de inducción, causas y efectos [6]. 




Envejecimiento térmico de larga duración y deterioro 
del aislamiento del devanado 
1.) Apertura o corto de uno o más 
circuitos del devanado 
2.) Puede llevar a daños severos, 
calor excesivo 
Barra de 





1.) Estrés térmico durante arranque o sobrecargas 
térmicas que resultan en: 
- Sobrecalentamiento en la jaula del rotor, expansión 
térmica 
- Estrés mecánico 
- Estrés magnético (fuerzas electromagnéticas, pulsos 
magnéticos desbalanceados, ruido electromagnético) 
- Estrés medioambiental (contaminación y abrasión del 
material del rotor) 
1.) Reducción de la eficiencia del 
motor 
2.) Calentamiento del rotor 
localizado 
3.) Vibraciones debidas a la 
expansión del rotor y curvaturas 
Falla en 
rodamientos 
1.) Calor conducido desde el eje del rotor, induciendo 
alta temperatura de rodamientos, deterioro gradual del 
lubricante y fricción. 
2.) Vibraciones del eje del rotor debidas a alto par de 
salida 
3.) Tensión en el rotor induce corrientes en los 
rodamientos y deterioro del lubricante 
4.) Instalación inapropiada de rodamientos 
5.) Corrientes circulantes de modo común en el caso de 
motores con inversores 
1.) Desgaste general del 
rodamiento 
2.) Corrosión de rodamientos 
generando excentricidades, 
astillamientos o perforaciones 
3.) Contaminación del material del 
rodamiento 
4.) Marcas o hendiduras en los 
aros 
5.) Fallas en barras del rotor 
 
Excentricidad 
del Air Gap 
1.) Excentricidad estática: Irregularidades en la forma 
circular del núcleo del estator, alineamiento incorrecto 
del rotor o del estator 
2.) Excentricidad dinámica: curvas en el eje del rotor, 
uso del rodamiento, desalineamiento de partes, 
resonancia mecánica a velocidades críticas, pulsos 
magnéticos desbalanceados debido a excentricidades 
estáticas 
3.) Excentricidad mixta: Combinación de ambas 
1.) Fallas de rodamientos  
2.) Desgastes del estator al rotor 
 
Cada una de las posibles fallas presentes en los motores de inducción (rodamientos, 
estator, rotor, etc.) presentan diversos síntomas que pueden ser monitoreados para 
generar un diagnóstico. Algunos síntomas se resumen a continuación: 
Introducción 3 
 
• Incremento de pulsaciones del par 
• Reducción del par promedio 
• Incremento de las pérdidas y reducción de la eficiencia 
• Temperatura excesiva 
• Distorsión del flujo en el entre hierro (air-gap) 
• Vibración en la estructura del estator 
• Ruido acústico 
• Descarga parcial en aislamiento 
• Desbalances de corriente 
• Cambios en las impedancias 
 
Cada uno de los síntomas propuestos puede ser asociado a variables físicas que luego de 
ser caracterizadas con y sin condición de falla permite generar un diagnóstico del motor 
empleando algoritmos o herramientas de tomas de decisión donde el objetivo es la 
identificación de patrones de comportamiento y su correcta clasificación.  
 
Existe una gran variedad de métodos para la extracción de parámetros o indicadores de 
fallas a partir del análisis de variables que pueden ser obtenidas por medio de monitoreo 
de campo electromagnético, medición de temperatura, reconocimiento infrarrojo, 
monitoreo de emisiones de señales de radio, monitoreo de vibraciones y ruido, análisis 
químico, análisis de impedancias, análisis espectral de corrientes, o análisis basados en 
modelo de simulación. La técnica con mayor facilidad de implementación de sistemas de 
diagnóstico está basada en monitoreo y análisis espectral de corrientes (Motor-Current 
Signature Analysis - MCSA) al ser un proceso no invasivo, representa un costo bajo de la 
integración de los sensores (sin requerimientos especiales) y la instalación sin requerir 
cambio alguno en la instalación [7]. A pesar de que MCSA presenta diversas dificultades 
como fuga de información espectral, la resolución espectral, la tasa de muestreo y la 
complejidad de análisis, se han diseñado diversos métodos alternativos que plantean 
mejoras en el análisis como la integración de técnicas de inteligencia artificial y métodos 
de análisis espectral invariantes en el tiempo. Por ejemplo Discrete Wavelet Transform 
(DWT), Hilbert-Huang Transform o la Discrete Harmonic Wavelet Transform (DHWT) [8] 
permiten estudiar múltiples fallas del motor de inducción mediante el monitoreo de una 
única variable, fallas de rodamientos, fallas de corto circuito en el estator o el rotor e incluso 
fallas en los sistemas asociados (variador de velocidad o la carga mecánica) [9]. 
4 Introducción 
 
Los sistemas de monitoreo requeridos para la caracterización y diagnóstico usualmente 
emplean una red cableada asociada a múltiples sistemas automatizados con elevados 
costos de mantenimiento, complejidad de instalación, gran número de señales no 
necesarias, baja confiablidad ante modificaciones del sistema y errores de transmisión 
debido a la comunicación cableada. Además, presentan dificultades para la 
implementación de nuevos nodos, agregación de señales o cambios de estructura. 
Actualmente, se han desarrollado herramientas tecnológicas de bajo costo para monitoreo 
y diagnóstico basado en condición mediante redes inalámbricas de sensores (Wireless 
Sensor Networks - WSN) y su integración con dispositivos System On Chip (SoC) de bajo 
costo empleando señales digitales, análogas y de radiofrecuencia (RF). Las WSN 
solucionan retos de los sistemas clásicos tales como las restricciones de instalación, la 
relocalización de dispositivos al trabajar con redes enmalladas y facilidad de configuración 
de la red (usuarios, encriptación y redireccionamiento) [3] 
 
Un sistema de diagnóstico basado en condición donde se emplean WSN debe considerar 
en su diseño el tiempo de uso estimado, el empleo de fuentes de alimentación 
independientes, la tasa de muestreo, la complejidad de los métodos de análisis, la 
frecuencia de análisis, la capacidad de memoria y de procesamiento de los dispositivos, 
entre otros que afectan directamente su desempeño. En este sentido, el desarrollo de las 
comunicaciones inalámbricas y la disponibilidad de dispositivos con altas capacidades en 
protocolos de comunicación y procesamiento, permiten implementar múltiples soluciones 
para la transmisión de datos de monitoreo y diagnóstico con diferentes ventajas según la 
tecnología. En la Tabla 0-2 se presenta una comparación de protocolos inalámbricos donde 
se observa que ZigBee es de los más acertados para diagnóstico empleando WSN cuando 
se tienen restricciones energéticas. 
 
Este trabajo se enfoca en el desarrollo de un sistema de monitoreo de corrientes MCSA 
sobre una WSN empleando protocolo ZigBee para la retransmisión de datos. La 
arquitectura propuesta incluye nodos remotos para la medición, análisis y reporte de datos, 
junto a un concentrador con capacidades de comunicación inalámbrica encargado de la 
recolección y gestión de datos para su posterior almacenamiento y visualización. Una vez 
desarrollado el sistema de monitoreo se plantea la integración de herramientas de 
diagnóstico de fallas basado en técnicas de clasificación de datos o toma de decisiones. 
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Tabla 0-2: Comparación de las propiedades de ZigBee y algunas de las principales 
tecnologías para redes inalámbricas [10]. 











Tamaño de datos 
origen 
4 – 32 Kb 16 Mb+ 1 Mb+ 250 Kb+ 
Vida de la batería 
(días) 
100 - 1000+ 1 – 7 0.5 – 5 1 – 7 
Tamaño de la red ~Ilimitado (264) 16 Mb+ 32 7 
Ancho de banda 
(Kb/s) 
100 – 1000+ 64 – 128+ 11000 – 54000 720 










Costo y confort 
 
Con el propósito de reducir el consumo de energía de los nodos sensores, extender el 
tiempo de uso en operación y la vida útil de las baterías, se reduce la cantidad de datos a 
transmitir, debido a que los módulos de comunicación representan el mayor consumo de 
potencia en el nodo sensor [11]. Se plantean diferentes topologías donde las etapas del 
monitoreo y diagnóstico del motor son realizadas de manera distribuida (en los nodos 
sensores) como se muestra en la Figura 0-2: un análisis distribuido total es donde la 
extracción de parámetros y el diagnóstico de falla se realizan en el nodo remoto para 
reportar únicamente el resultado de la clasificación del estado, presencia o no de una falla; 
un análisis distribuido parcial realiza la extracción de parámetros y los reporta al nodo 
coordinador, el cual realiza un análisis y diagnóstico de falla (algoritmos de inteligencia 
artificial). La opción óptima se centra en un análisis distribuido de la información y reportar 
solamente los resultados (totales o parciales) del diagnóstico [12][13].  
 
Una opción adicional para reducir el consumo de energía Consiste en cambiar la 
periodicidad del análisis de diagnóstico, cada 5 minutos o más en vez de aplicar un 
monitoreo constante permanente, permitiendo extender la vida útil de 10 a 73 días [3]. Bajo 







Figura 0-2: Procesamiento de datos de monitoreo de condición. (a) Captura de señales 
en nodos sensores de IWSN y diagnóstico centralizado. (b) Extracción de parámetros en 
nodo sensor de IWSN. (c) Diagnóstico de fallas en nodos sensores de IWSN [12]. 
            
 
El presente documento se divide en cuatro secciones principales: la primera corresponde 
a la revisión, análisis y selección de las técnicas de diagnóstico de fallas de motores de 
inducción, luego se presenta el marco teórico correspondiente a los algoritmos de análisis 
implementados. En la tercera sección se presenta la arquitectura del sistema, sus 
funcionamiento, características e implementación. En la cuarta sección se presentan las 
diferentes pruebas realizadas y sus respectivos resultados. Finalmente se presentan las 







1. Diagnóstico de fallas en motores de 
inducción 
El proceso de diagnóstico de fallas puede ser descrito como se presenta en la Figura 1-1, 
en donde se realiza la medición de variables, posteriormente se hace un análisis de los 
datos para extraer parámetros y calcular indicadores, los cuales son empleados para 
generar un diagnóstico de estado del motor de inducción. El diagnóstico de fallas 
usualmente requiere de un entrenamiento con un conjunto de datos (indicadores) con 
estados discretos conocidos, sin falla y con falla; para así ajustar los límites de la 
clasificación de los datos y tomar una decisión acertada de presencia de falla con 
mediciones futuras. En el caso de diagnóstico basado en históricos, los indicadores son 
pasados a los datos de entrenamiento constantemente para ser luego tomados como 
referencia para el diagnóstico. 
 
Es importante aclarar que el diagnóstico tiene como propósito clasificar el estado actual 
del motor basado en valores medidos o que tuvieron un análisis previo con determinado 
algoritmo. En cambio, el análisis propuesto (ver Figura 1-1) se enfoca únicamente en servir 
como una herramienta para mejorar la identificación de la falla (observabilidad y 
diferenciación). En muchas ocasiones técnicas de diagnóstico requieren de análisis 
específicos para su correcta operación, o por el contrario una vez se plantea una técnica 
de análisis acertada su clasificación se puede realizar hasta gráficamente sin requerir 
diagnóstico con técnicas avanzadas. Entonces se separa la etapa de análisis y diagnóstico 
para tener claro cuál es el propósito de incluir determinado algoritmo durante el diagnóstico 
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Figura 1-1: Esquema general del diagnóstico de fallas. Basado en [14][5]. 
 
 
Analíticamente, en cada una de las técnicas de diagnóstico de falla se parte del monitoreo 
de alguna variable física del motor 𝑥 :  
 
𝑥 = {𝑥𝑖𝑗 ∶ 𝑖 < 𝑚  ∩   𝑗 < 𝑛 }                                       (1-1) 
𝑚 = 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 𝑎𝑑𝑞𝑢𝑖𝑟𝑖𝑑𝑎𝑠 ;  𝑛 = 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑚𝑢𝑒𝑠𝑡𝑟𝑎𝑠 
 
posteriormente se extraen parámetros 𝑋 de las señales medidas y se definen indicadores 
𝑌. Sobre los cuales se plantean las herramientas de diagnóstico. Para la extracción de 
parámetros se pueden emplear diferentes técnicas de análisis que van desde análisis 
estadísticos hasta métodos empíricos, incluyendo análisis de respuesta en frecuencia. 
 
𝑋 = 𝑓(𝑥𝑖𝑗)                                                      (1-2) 
𝑌 = 𝑓(𝑋1, 𝑋2, … 𝑋𝑙)              (1-3) 
𝑙 = 𝑐𝑎𝑛𝑡𝑖𝑑𝑎𝑑 𝑑𝑒 𝑝𝑎𝑟á𝑚𝑒𝑡𝑟𝑜𝑠 𝑜 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 𝑒𝑛 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑐𝑖ó𝑛 
 
Máquina / Motor 
Muestreo de señal (Medición) 
Extracción de parámetros (Análisis) 
Definición / Cálculo de indicadores 
Diagnóstico de fallas 
(Clasificación) 




Modelos de simulación 
Modelos de elementos finitos 
Cálculos teóricos 
Históricos (Base de datos) 
Tablas de referencia 
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Las técnicas de clasificación de fallas (o herramientas de diagnóstico) son funciones o 
algoritmos 𝜑 que parten de diversos indicadores y parámetros para la identificación de 
patrones de comportamiento y posteriormente realizar la clasificación de falla. Es decir: 
 
𝜑 ∶  ℝ𝑛 → 𝑈 = 𝑓(𝑋 , 𝑌)                 (1-4) 
En donde  
𝑍 = {𝑍𝑖 ∶  ∀𝑍𝑖 ∈ ℕ , 𝑖 < 𝐶0} 
𝐶0 = # 𝑑𝑒 𝑐𝑙𝑎𝑠𝑒𝑠/𝑒𝑠𝑡𝑎𝑑𝑜𝑠 𝑝𝑜𝑠𝑖𝑏𝑙𝑒𝑠 𝑑𝑒 𝑙𝑜𝑠 𝑑𝑎𝑡𝑜𝑠 
 
Es importante aclarar que la definición de 𝜑 varía según cada una de las técnicas de 
diagnóstico o herramienta de inteligencia artificial que se emplee en la clasificación de 
fallas, puesto que se definen diversas etapas de entrenamiento según la lógica interna. 
Además 𝐶0 puede identificar más de dos estados en las cuales pueden clasificarse los 
datos adquiridos según la capacidad o complejidad de la técnica empleada.  
 
Usualmente en las operaciones posteriores a la falla corresponden a la notificación o 
generación de alarmas, aunque dependiendo del análisis planteado en esta etapa se 
incluye la toma de decisión asociada a revisar las estadísticas del diagnóstico y 
clasificación aplicadas. De igual forma, en la extracción de parámetros también se incluyen 
procesos de estimación de señales, como es el caso de la estimación del par o la velocidad 
a partir de mediciones indirectas. 
 
Actualmente existen diversas variables que pueden ser monitoreadas con las cuales 
plantear indicadores y realizar una estimación del estado del motor de inducción basadas 
en diferenciar un comportamiento característico de la falla. En el Anexo A se presenta la 
revisión inicial realizada de variables y técnicas de análisis para la identificación de fallas 
en el motor de inducción. Dentro de las posibilidades, MCSA (Motor Current Signature 
Analysis) es la más acertada para identificar fallas de múltiples orígenes, la adquisición de 
sus variables es un proceso no invasivo y ha logrado un amplio desarrollo. A continuación, 
se presentan los principales avances de MCSA para análisis de fallas de estator y fallas 
mecánicas, para luego realizar una selección de las técnicas adecuadas para un análisis 
distribuido mediante dispositivos programables. 
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1.1 Motor Current Signature Analysis (MCSA) 
El objetivo del monitoreo de corrientes del estator MCSA (Motor Current Signature 
Analysis) es la identificación de patrones de comportamiento en diversos rangos de 
frecuencia, en donde se presentan variaciones asociados a la falla. Para lograr una 
diferenciación de la respuesta en frecuencia en condición de falla, se han planteado 
diversas técnicas de análisis con sus respectivos indicadores como se presenta más 
adelante en esta sección. MCSA generalmente se emplea para analizar fallas de estator, 
pero es posible su uso para fallas de rodamientos en combinación del análisis de 
vibraciones (ver sección 1.1.3 y 2.1).  
 
Las técnicas de análisis para diagnóstico de fallas se pueden clasificar en tres grupos: las 
técnicas basadas en realizar análisis en el dominio del tiempo, quienes presentan 
dificultades debido a que el tiempo por si solo no presenta características claras ante 
condiciones de falla [15], por ejemplo, la frecuencia instantánea depende del punto de 
operación del motor, además no logra discriminar entre fallas estáticas, fallas dinámicas o 
transitorios del motor/carga [16].  Otro grupo son las técnicas en el dominio de la 
frecuencia, en donde FFT (Fast Fourier Transform) es la técnica base de análisis debido a 
su eficiencia computacional y solo aplica para condiciones estacionarias, debido a su 
dependencia a la velocidad y carga del motor. Con el fin de tener una menor sensibilidad 
a variaciones del deslizamiento se emplean tiempos de análisis cortos, lo que produce una 
baja resolución y alta incertidumbre (principalmente bajas frecuencias) [15]. Otra 
alternativa de mejora considerable ante la sensibilidad al ruido, alta resolución y un bajo 
muestreo consiste en emplear técnicas de subespacios [14][15].   
 
De igual forma FFT presenta dificultades al trabajar en condiciones de desbalances de 
tensión, puesto que solo se pueden usar determinados 𝑘 y 𝑚 (ver ecuación (2-1)) para 
realizar diagnóstico. Entonces se puede realizar descomposición en componentes de 
secuencia positiva y negativa o aplicar transformada Park (componente de eje directo y 
cuadratura) para eliminar el efecto de los desbalances de tensión [5][17]. Una etapa 
posterior es remover parte de los resultados basado en parámetros del motor sin fallas y 
luego realizar la identificación de la falla. 
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El tercer grupo de técnicas de análisis contemplan las condiciones no estacionarias típicas 
de motores con usos industriales, corresponden a técnicas de análisis en el dominio del 
tiempo-frecuencia que reducen la sensibilidad al punto de operación. Dentro de estas se 
encuentran técnicas basadas en distribuciones de probabilidad WVD (Wigner Ville 
Distribution), Zhao Atlas Marks Distribution; las técnicas mejoradas para reducir su auto 
interferencia PWVD (Pseudo WVD), smoothed PWVD y CWD (Choi Williams Distribution). 
Una parte importante de estas técnicas son las que analizan bandas de frecuencias: STFT 
(Short Time Fourier Transform), HHT (Hilber-Huang Transform), CWT (Continuous 
Wavelet Transform) y DWT (Discrete Wavelet Transform) [15]. 
 
FFT no permite realizar un análisis bajo condiciones de operación dinámicas, por lo tanto, 
se prefiere emplear STFT, aunque esta requiere una gran capacidad de procesamiento 
(memoria) y se encuentra restringida a las características de la ventana escogida. Por ello, 
se prefiere usar transformada Wavelet con la cual se puede usar cambios en tiempo de 
ejecución. Adicionalmente, se han desarrollado algoritmos a fin de requerir menos 
capacidad de computación requiriendo los componentes 𝑑𝑞 de la corriente para la 
extracción de los indicadores [5]. 
 
El ruido es uno de las restricciones más importantes debido a que su fuerte presencia en 
ambientes industriales puede afectar la precisión de las técnicas de diagnóstico, por ello 
en [18] se realiza un análisis probabilístico de la sensibilidad de diversas técnicas de 
diagnóstico logrando determinar el impacto en la efectividad y en [19] se presente una 
forma de optimizar la tasa de error basados en el ruido presente. De esta forma, las 
técnicas modernas de diagnóstico son consideradas como procesos aleatorios que 
permiten incluir variables de ruido y contemplar la baja relación entre las condiciones de 
falla y las señales extraídas o analizadas [14]. Algunas técnicas como promediar el 
resultado de la Pseudo Spectrum Density (PSD), Zoom FFT (ZFFT), Maximum Covariance-
Based Frequency Tracking (MCFT), Zoomed-multi signal clasification (ZMUSIC), análisis 
basados en eigenvalores, proponen mejoras ante la presencia de ruido. De esta forma, las 
técnicas avanzadas de diagnóstico son consideradas como procesos aleatorios que 
permiten incluir variables de ruido y contemplar la baja relación entre las condiciones de 
falla y las señales extraídas o analizadas [14]. En consecuencia, la clasificación de las 
fallas puede basarse en el análisis de tendencias de comportamiento y por lo tanto aplicar 
algoritmos de clasificación de fallas. 
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Otro de los problemas de FFT es la resolución en frecuencia con la que se trabaja, por lo 
tanto, se incluyen diversas modificaciones como análisis estadístico, ventanas u otros para 
mejorar la confiabilidad. Actualmente se emplea el método MUSIC o diversas variaciones 
cuya complejidad es elevada al trabajar con relaciones y eigenvectores [14]. Métodos 
completamente probabilísticos basados en las corrientes de estator, como lo es Gaussian 
Mixture Model, logran una precisión del 99% con más de 240 vueltas y 50% de carga al 
aplicar la clasificación Bayesiana. 
 
El análisis mediante Wavelet es uno de los más apropiados cuando se cuenta con 
variaciones de carga en el tiempo debido a su facilidad de analizar franjas del espectro. 
Versiones mejoradas de DWT (Discrete Wavelet Transform) han sido desarrolladas para 
agregarle la propiedad de invariante al desplazamiento como lo son UDWT (Undecimated 
DWT – transformada wavelet estacionaria). En estos se analiza los cambios en la energía 
espectral presentando mejores resultados que la DWT básica [5]. 
 
Wavelet presenta una desventaja cuando el espectro de corriente de falla es débil, debido 
a que el análisis se realiza con una única familia wavelet para todos los datos. Una 
alternativa para mejorar la identificación de señales con niveles espectrales bajos es la 
implementación de filtros adaptativos para remover el componente fundamental. Este 
método conlleva a una mayor complejidad computacional y hardware adicional. Por otro 
lado, aplicando la descomposición en modos empíricos (EMD) se logra un mejor 
desempeño con espectros de baja amplitud, además de ser independiente de la frecuencia 
del rotor y ser más tolerante al ruido. La principal desventaja de EMD es el tiempo de 
respuesta del análisis debido a que es un proceso iterativo [5]. 
1.1.1 Voltaje y otras señales 
Con el fin de mejorar la identificación de fallas de estator (confiabilidad o precisión) se 
analizan en simultáneo otras señales adicionales a las corrientes del estator. Una opción 
es medir las tensiones de cada fase con el de analizar la impedancia de secuencia 
negativa-positiva, las cuales cambian en estado estable ante una falla entre espiras. Una 
de las restricciones presentes es la necesidad de conexión del motor en Y, pero permite 
no tener en cuenta las no linealidades asociadas con el inversor. La impedancia de 
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transferencia (𝑉𝑛𝑒𝑔/𝐼𝑝𝑜𝑠) ha demostrado ser una herramienta con una alta sensibilidad a 
fallas de estator (1 de 216 espiras) [16] [20], permitiendo compensar los efectos de 
desbalances de tensión y si se aplica el algoritmo de Goertzel se reducen los 
requerimientos de computación para sistemas on-line [16]. 
 
Por otro lado, hay técnicas que se enfocan en analizar los armónicos presentes en las 
señales de tensión mediante transformada Clarke, identificar variación de parámetros en 
los desfases vectoriales entre la tensión y las corrientes (ángulo de variación de péndulo), 
o analizar la impedancia de secuencia negativa (componente DC) con impulsos de alta 
frecuencia [5]. 
 
Otras magnitudes físicas posibles de analizar en simultaneo son el flujo magnético disperso 
para motores con o sin variador de velocidad, la temperatura, las vibraciones [6] y el perfil 
de control del variador de velocidad; pero dependiendo de la configuración e instalación 
difícilmente se logra una medición no invasiva. Y en el caso de las vibraciones no se tiene 
una respuesta clara con fallas en el estator. 
1.1.2 Aproximación con Inteligencia Artificial 
En inteligencia artificial (AI – Artificial Intelligence) se aplican algoritmos con determinado 
grado de libertad para tomar decisiones, con los cuales basados en datos previos de fallas 
aplicadas a un motor, se logra determinar la presencia de falla a un grupo de características 
medidas. La mayoría de los algoritmos tienen una etapa de entrenamiento donde se 
retienen las características de fallas y la cual debe ser aplicada cada vez que se realiza un 
cambio en el motor o el sistema. Por otro lado, el alcance de estos algoritmos llega hasta 
poder identificar la gravedad de la falla, lo cual hace que las técnicas basadas en IA no 
solo identifiquen, sino que también logren clasificar la falla. 
 
La inteligencia artificial mediante redes neuronales artificiales (ANN – Artificial Neural 
Networks), lógica difusa (fuzzy logic), redes neuronales difusas (fuzzy neural networks) y 
algoritmos genéticos  mejoran el desempeño del diagnóstico cuando se tienen espectros 
no deseados provenientes del inversor o algunos arrancadores suaves [6]. En el caso de 
las redes neuronales (NN), estas presentan una mayor precisión (no dar falsas alarmas) 
cuando se realiza diagnóstico basado en el espectro de las corrientes. 
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Se pueden aplicar transformaciones lineales, como Clarke-Concordia, para luego realizar 
un análisis basado en gráficas resultantes de la red neuronal no supervisada, manteniendo 
el enfoque en la identificación de la falla y logrando un mejor rango de detección de fallas 
entre espiras. Una alternativa comparable con inteligencia artificial es aplicar Gaussian 
Mixture Model (GMM) a la envolvente de la corriente normalizada, se realiza la clasificación 
por medio de probabilidades con el inconveniente de que se necesita una gran cantidad 
de datos en condiciones de falla. Aunque requiere menos procesamiento de datos [5]. 
 
La principal dificultad de emplear inteligencia artificial es la necesidad de conocer 
previamente los datos de falla de cortocircuito para la etapa de entrenamiento requerido 
para su correcta aplicación, además estos aplican para un solo modelo de motor. Como 
consecuencia se puede llegar a no detectar la falla o realizar falsas alarmas cuando se 
cambia de motor (modelo o potencia). Posibles soluciones se basan en realizar un 
monitoreo continuo (COT – Continuous Online Training) calculando ponderados con 
señales previas o Global Minimum Training (GMT), en las cuales periódicamente se 
entrena la NN para su análisis posterior análisis basado en promedios y ponderados de 
historial. Por otro lado, existe la posibilidad de no detectar fallas cuyo desarrollo sea lento 
e incurrir en mayores tiempos de análisis. Entonces una alternativa planteada es Diagonal 
Recurrent NN en donde principalmente se verifica la magnitud del error antes de realizar 
un nuevo entrenamiento de la NN. Algunos avances previos enfocados a no emplear 
parámetros del motor de inducción para realizar el diagnóstico son presentados en [7] con 
una efectividad del 93% en donde se analizan las corrientes y tensiones para detectar 
fallas entre espiras en el estator, rompimiento de barra, fallas en rodamientos y de 
excentricidades en el air gap [21]. 
 
Diversas mejoras han sido planteadas, como son los Adaptive Neuro-Fuzzy Inference 
System (ANFIS) que  emplea algunos indicadores de la FFT de la corriente y la frecuencia 
mecánica combinando NN o FL (Fuzzy Logic), para así reducir el problema de la cantidad 
de variables a analizar en inteligencia artificial [5]. Por otro lado, para reducir el tiempo de 
entrenamiento de las NN y obtener un sistema robusto se aplica un algoritmo genético 
(GA) para definir los parámetros bajo condiciones de no linealidades de esta etapa. 
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1.1.3 MCSA y Vibraciones 
El análisis de las vibraciones tiene una alta sensibilidad y una alta penetración industrial 
siendo el más usado para identificar fallas en rodamientos o en la transmisión mecánica 
[16]. Además, se ha demostrado previamente que las vibraciones son mejores que la 
corriente o el ruido acústico para identificar fallas en secciones mecánicas [22]. Avances 
recientes permiten realizar un seguimiento a la vida útil de los rodamientos basados en 
modelos de desgaste e inteligencia artificial (Neo-fuzzy neuro-network) o aplicando filtro 
Kalman [23] [16], pero en general se necesita conocer el comportamiento previo del 
desgaste para hacer la estimación, esto último no es posible para un sistema on-line 
industrial donde se trabaja en simultaneo con diversos motores. Soluciones finales como 
la aplicación SVM (Support Vector Machine) permiten reducir la sensibilidad al ruido y los 
análisis de envolvente mediante EMD (Empirical Mode Decomposition) soluciona los 
problemas de estimación de prioridades [16]. Adicionalmente el análisis espectral de alta 
resolución de las vibraciones incrementa la complejidad debido al ancho de banda de 
armónicos generados, aunque existen técnicas de clasificación de estas fallas mecánicas 
basadas en inteligencia artificial [6]. 
 
Las fallas en los rodamientos producen excentricidades en el rotor y a su vez inducen 
armónicos en el espectro de corrientes del estator, lo que permite la visualización de la 
falla al aplicar MCSA, pero al mismo tiempo confundirla con otro tipo de fallas. Entonces el 
monitoreo de la desviación estándar del espectro de corriente puede ser usado como 
indicador, pero se debe retirar los armónicos de corrientes debido a factores externos como 
oscilaciones de carga, rompimiento de barras, excentricidades del rotor, etc. [6].  
 
MCSA para fallas de rodamientos presenta una alta complejidad debido a filtros 
adaptativos, riesgo de no identificar la falla al eliminar espectro no deseado y tiempos 
extenuantes por los múltiples análisis, pero presenta una ventaja respecto al análisis de 
vibraciones cuando el sistema mecánico externo tiene vibraciones, ya que estas no se ven 
reflejadas en el espectro de corriente [6]. Una alternativa para analizar fallas en 
rodamientos y excentricidades es implementada con múltiples sensores (corrientes, 
vibraciones y ruido acústico) con inconvenientes en la transmisión de datos. [6] Para este 
último sistema los inconvenientes pueden ser reducidos al implementar un sistema 
distribuido de análisis [24]. 
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El uso de la corriente de estator en MCSA tiene una gran variedad de técnicas por su 
facilidad de implementación, pero actualmente aún necesita trabajar en la resolución, 
velocidad de respuesta, requerimientos computacionales, sensibilidad al ruido y su 
dependencia a transitorios del punto de operación [16] [15]. En referencia a las fallas de 
rodamientos, se necesita una alta resolución en bajas frecuencias implicando un 
requerimiento en memoria bastante grande [16]. Una alternativa considerada ampliamente 
es un análisis espectral de la envolvente y realizar una selección de frecuencias basado 
en el Kurtosis-Kurtogram, la cual tiene una mejor eficiencia computacional cuando se 
realiza Wavelet Kurtogram [23]. Otra opción se basa en analizar la entropía de señales 
Wavelet [16][25]. En general Wavelet representa mejoras en seguimiento de frecuencias y 
su discriminación en baja frecuencia respecto a FFT, se puede observar en [23], [26] donde 
se analiza el tiempo computacional. 
1.2 Técnicas de clasificación de fallas 
Aunque se cuenta con diversos avances no hay una técnica de identificación de fallas 
definida ni un indicador específico. Se pueden emplear valores RMS, Thresholding, Factor 
de cresta, Medidas de distribución, Gráficas 3D, Filtros Notch, Kernels, etc. [15]. Pero 
recientemente con el avance en la capacidad de integración de dispositivos digitales se ha 
creado la tendencia a emplear modelos adaptativos y aplicar redundancia con diferentes 
sensores para mejorar la exactitud del diagnóstico. 
 
Debido a la relación poco clara entre causas de fallas y la información espectral estadística, 
la aplicación de técnicas de inteligencia artificial es necesaria para clasificar las diferentes 
fallas. Además, los componentes de frecuencia eléctrica analizados son dependientes de 
la carga del motor [14]. 
 
La forma más básica de clasificación de la falla y diagnóstico de la falla (determinar su 
gravedad) se basa en niveles porcentuales establecidos y en comparar resultados con 
patrones de motores previamente caracterizados en falla, como es el caso de MCSA. De 
esta forma la tendencia a realizar este tipo de análisis se enfoca en la aplicación de 
algoritmos de toma de decisiones, en donde se puede incluir múltiples técnicas de 
inteligencia artificial: ANN, lógica difusa, sistemas neuro-difusos, etc. [7]. En algunos casos 
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la lógica difusa se emplea para simplificar análisis de ubicar un valor determinado rango 
de severidad de la falla. 
 
Un método para determinar la gravedad de la falla se enfoca en clasificar la severidad 
mediante Rough Set Theory [17]. Se realiza el análisis de su precisión, pero se evalúa en 
conjunto con la identificación de la falla, esta última emplea coeficientes Cross Wavelet 
Transform (XWT) (contempla correlaciones entre señales) aplicados al resultado de la 
transformada Park. Se logra una precisión del 92% en la determinación de la gravedad1 
según matriz de confusión y una precisión al 83% con variaciones de carga. 
 
Una sección importante del diagnóstico de motores emplea parámetros propios del motor 
además de tener datos de fallas ocurridas en el mismo motor, entonces se pude plantear 
un diagnóstico que pueda ser independiente de cualquier motor logrando una precisión del 
93% en clasificar e identificar la gravedad de una falla (4 alternativas de falla) [21]. 
 
Debido a la complejidad de las técnicas de inteligencia artificial su implementación en 
dispositivos programables se ha encontrado restringido a SVM [27], análisis de 
determinantes y probabilidades y redes neuronales artificiales básicas ANN 
[19][28][29][30]. Además, en sistemas de diagnóstico automatizados con redes de 
sensores la etapa de toma de decisiones y de reporte de información usualmente se 
encuentra implementada en un computador de análisis centralizado. 
1.3 Selección de técnicas de diagnóstico de fallas 
Hoy en día, las técnicas de diagnóstico se encuentran en constante cambio debido a que 
continuamente se proponen mejoras conforme se logra superar alguno de los siguientes 
problemas presentes en las técnicas de identificación y diagnóstico: 
 
▪ Una de las principales restricciones para las técnicas de diagnóstico es su correcta 
operación bajo variaciones típicas del punto de operación (velocidad y carga) 
cuando el motor se encuentra en un ambiente industrial, puesto que usualmente 
 
 
1 La precisión encontrada se refiere a que la gravedad calculada fue igual a la desarrollada, aun 
así, la falla la identifico con una gravedad mayor o menor. 
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con mayor porcentaje de carga es más fácil identificar la falla. Adicionalmente las 
constantes variaciones de velocidad influyen en las frecuencias a identificar 
implicando complicaciones en el análisis. 
 
▪ La Precisión y confiabilidad del sistema propuesto ha sido ampliamente estudiado 
debido a que múltiples factores pueden llegar a producir una falsa detección u 
omisión de la falla (confiabilidad). Así mismo el ruido o la presencia de una baja 
carga del motor puede afectar la precisión debido a que las señales medidas son 
muy pequeñas y se lograr confundir u omitir, baja relación señal-ruido (SNR) [18]. 
 
▪ La sensibilidad de la técnica de diagnóstico es un punto importante en el sistema 
de diagnóstico debido a que se busca detectar fallas incipientes (máximo 30 espiras 
para fallas entre espiras), entonces si la falla es muy grave no es posible generar 
una alarma y se necesitaría un sistema de parada automático del motor. Este factor 
es indispensable para mejorar la confiabilidad del análisis y de los resultados del 
sistema de monitoreo confiable [6]. 
 
▪ Un sistema de diagnóstico automatizado necesita de técnicas que no implique 
modificar o desconectar el sistema variador-motor-carga, entonces las técnicas de 
diagnóstico no deben ser invasivas y que se empleen la menor cantidad de señales 
para facilitar la instalación de sensores. 
 
▪ Dado que el análisis se realiza en un dispositivo programable, la complejidad del 
proceso de análisis a ser llevado a cabo es un punto de comparación importante 
puesto que implica tiempos muy altos de análisis, altos requerimientos de hardware 
o memoria. Por ejemplo, en [23] aplicando análisis basado en modelos se logra una 
sensibilidad de 8% pero con tiempo de procesamiento de 106 s. 
 
▪ Debido a que los transitorios de arranque afectan el desempeño del diagnóstico se 
deberá identificar el arranque y apagado del motor o las técnicas de diagnóstico no 
deberán ser sensibles a transitorios presentes en las señales medidas. 
Adicionalmente se deberán contemplar las condiciones de alimentación del motor 
Capítulo 1 19 
 
ajenas al sistema tales como armónicos de tensión, desbalances, sags, swells o 
flickers. 
▪ La cantidad de fallas clasificadas por la técnica de diagnóstico puede llegar a ser 
un punto importante de análisis, puesto que la mayoría de las técnicas de 
procesamiento de señales se enfocan en un solo tipo de fallas. Entonces el sistema 
ideal sería poder implementar un único sensor con una única técnica para identificar 
múltiples fallas. Este tema aún necesita ser desarrollado e implementado de 
manera simplificada, es decir, sistemas portables y de una menor complejidad en 
hardware y software [14]. A pesar de que se postula la medición de flujo disperso 
como una alternativa clara para este análisis [16][15]. 
 
En la Tabla 1-1 se presenta el resumen comparativo de las restricciones y mejoras 
descritas anteriormente para cada una de las técnicas de diagnóstico de falla en el estator 
basado únicamente en corrientes de estator, se incluyen algunas que agregan el análisis 
de tensión de alimentación. Con base a estos se realiza la selección de técnicas a 
implementar en el sistema de diagnóstico con redes de sensores inalámbricas y 
contemplado aquellas técnicas con antecedentes de implementación sobre dispositivos 
programables (estado de arte presentado en la propuesta de tesis). 
 
Tabla 1-1: Comparación de restricciones y mejoras de las técnicas de diagnóstico para 
fallas en el estator.  
Señales Técnicas Restricciones Mejoras 
Corriente (*) FFT • k y m específicos con desbalance 
de tensión (ecuación (2-1)) 
• Variación de punto de operación  
• Resolución espectral (problema de 
incertidumbre) 
• Eficiencia computacional   
Corriente (*) FFT + Park • Variación de punto de operación  
• Resolución espectral 
• No afecta desbalance de 
tensión   
Corriente (*) ZFFT 
 
• Reducir sensibilidad al ruido   
Corriente (*) STFT • Características de la ventana 
Memoria  
• Reduce sensibilidad a Vel. y 
par   
Corriente 
(*) 
Wavelet • Tiempos de computación  
• Baja magnitud espectral de falla  
• Baja Sensibilidad a Vel. y par 
Uso de memoria  
Corriente 
(*) 
Wavelet +  
Park 
• Baja magnitud espectral de falla   • Baja Sensibilidad a Vel. y par 
• Tiempo de computación  
Corriente MUSIC • Complejidad computacional   • Resolución espectral   
(*) Técnicas de diagnóstico previamente implementadas en dispositivos programables (Sistemas 
embebidos, microcontroladores, microprocesadores, DSPs, DAQ o sensores inteligentes). 
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Tabla 1-2: Comparación de restricciones y mejoras de las técnicas de diagnóstico para 
fallas en el estator (Continuación).  
Señales Técnicas Restricciones Mejoras 
Corriente ZMUSIC • Complejidad computacional   • Resolución espectral  
• Reducir sensibilidad al ruido  
Corriente Gaussian Mixture  
Model + Bayesian  
Clasification 
• Uso de probabilidades   • Precisión   
Corriente MCMFT • Uso de probabilidades   • Reducir sensibilidad al ruido   
Corriente WVD • Uso de probabilidades  
• Autointerferencia  
• Reduce sensibilidad a Vel. y par   
Corriente Zhao Atlas 
Marks Distribution 
• Uso de probabilidades  
• Autointerferencia  
• Reduce sensibilidad a Vel. y par   
Corriente PWVD • Uso de probabilidades   • Reduce sensibilidad a Vel. y par  
• Autointerferencia  
Corriente smoothed PWVD • Uso de probabilidades   • Reduce sensibilidad a Vel. y par  
• Autointerferencia  
Corriente CWD • Uso de probabilidades   • Reduce sensibilidad a Vel. y par  
• Soluciona autointerferencia  
Corriente UDWT • Baja magnitud espectral de falla   • Baja Sensibilidad a Vel. y par  
• Invariante al desplazamiento  
Corriente 
(*) 
Wavelet + Filtro 
Notch 
• Complejidad computacional  
• Hardware adicional  





• Tiempo de respuesta   • Ante baja Magnitud espectral 
de falla  
• Tolerancia al ruido   





• Ante baja Magnitud espectral 
de falla Reduce sensibilidad a 
Vel. y par  
Impedancia Sec + - zero • Conexión en Y   • No le afecta no linealidades del 
inversor   
Impedancia Desfases • No hay confiabilidad certificada      
Impedancia Vneg/Ipos    • Sensibilidad Compensa 
desbalances de tensión  
Impedancia Vneg/Ipos + 
Goertzel 
   • Tiempo computacional    
Tensiones T Clarke • No hay confiabilidad certificada      
(*) Técnicas de diagnóstico previamente implementadas en dispositivos programables (Sistemas 
embebidos, microcontroladores, microprocesadores, DSPs, DAQ o sensores inteligentes). 
 
Debido a que una de las principales restricciones de las técnicas de diagnóstico es la 
sensibilidad de la falla que presente por su relevancia de realizar un diagnóstico incipiente, 
entonces en la Tabla 1-3 se presenta el resumen de técnicas aplicadas en la detección de 
fallas entre espiras de motores de inducción con su respectiva severidad porcentual 
Capítulo 1 21 
 
(porcentaje de vueltas cortocircuitadas). De acuerdo a [5] se clasifican en tres grandes 
grupos. 
 
Tabla 1-3: Severidad de falla mínima detectada por técnicas de diagnóstico. Todos los 
motores son de inducción  trifásico [5] 
 Condiciones de falla  






Velocidad [% Nom.] Carga 
[%] 

















293 rpm aprox 25%  100% MCSA – Componentes de 
secuencia 
0,43 % [8°] en  [5] 
1440, aprox 96%  0% MCSA – FFT 20 % [10°] en  [5] 
100% 50% MCSA – envolvente 0,42 % [12°] en  [5] 
100% 0% MCSA – multiple 
reference frame theory 
2,04 % [14°] en  [5] 
80%  0% MCSA – DWT 1,50 % [17°] en  [5] 



















18%  0% Impedancia acoplada de 
secuencia pos-neg 
0,23 % [24°] en  [5] 
34% y menores Variable Impedancia de 
transferencia Vneg/Ipos 
0,4 % [16] [20], 
100% 0% Voltaje de campo de 
rotor 
0,32 % [25°] en  [5] 
Detenido Detenido Flujo externo 6 % [26°] en  [5] 
30%  30% Estadísticas de disparo 
del inversor 
0,76% [29°] en  [5] 
1 Hz aprox 0% 0% Inyección de señales de 
alta frecuencia 
0,30% [30°] en  [5] 
99%  100% Fenómeno de oscilación 
de péndulo 













100% 0% Modelo observador de 
estado 
2,08% [46°] en  [5] 
100% 100% Redes neuronales – COT 0,51% [50°] en  [5] 
100% 100% Redes neuronales – no 
supervisada 
20% [51°] en  [5] 
60% 100% Sistema con lógica difusa 
neuronal adaptativa 
1,16% [52°] en  [5] 
100% 0% Redes neuronales 0,65% [53°] en  [5] 
100% 100% Redes neuronales difusas 0,42% [54°] en  [5] 
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Las técnicas de IA tienen una alta precisión e importancia relevante debido a que son 
necesarias para lograr una plataforma de diagnóstico automatizada, donde se incluyen los 
algoritmos supervisados y no supervisados [15]. Pero, aplicar técnicas con IA requieren un 
excesivo entrenamiento y de una gran cantidad de datos bajo condiciones de falla, lo cual 
hace que no sea práctica su implementación en sistemas on-line a pesar de ser rápidos y 
precisos para comparar múltiples patrones de respuesta [16]. La inteligencia artificial 
resulta ser una excelente herramienta en etapas de toma de decisiones, diagnóstico o 
clasificación de fallas, en donde mejora la efectividad del diagnóstico [23] [15] [25]. 
 
Los otros dos grupos de técnicas se separan de acuerdo con sus variables de análisis: 
MCSA empleando únicamente la corriente de estator y las demás técnicas que emplean 
otras variables (tensión, ruido acústico, vibraciones, etc.) o alguna combinación con la 
corriente. Cada una de las técnicas tiene una mejora respecto a la sensibilidad de la falla 
bajo diferentes condiciones de operación sin tener claro que grupo es el más acertado (ver 
Tabla 1-3 color rosado). Pero es importante resaltar el uso de las transformadas lineales 
como componentes de secuencia, dq0, cuadratura o Park puesto que aportan una mejora 
en la precisión al estar combinada con otra técnica principal. Esta última ha sido de gran 
utilidad e implementada en gran cantidad de sistemas,  por sus bajas necesidades 
computacionales y de medición[15]. De igual forma el análisis de secuencia Zero y 
negativas permiten ver fallas entre espiras, fallas fase-fase y fase-gnd. 
 
Finalmente, de acuerdo con la Tabla 1-1 solamente se cuenta con dos avances en técnicas 
de diagnóstico que se combinan con la transformada Park para ofrecer un mejor resultado 
[17], esta son Fourier y Wavelet. Por lo tanto, se define como escenario comparativo 
Wavelet + Park (dq0) al no presentar Sensibilidad al punto de operación y reducir el tiempo 
computacional frente a la transformada Wavelet típica (según [14]). Este sistema se 
propone en [5], [31], [32], [33] y con anterioridad se ha logrado implementar en [27], [34] 
con plataformas programables. 
 
Como se observa en la Tabla 1-1 y Tabla 1-2 la aplicación de métodos empíricos EMD 
[5],[35] o la transformada HHT [15],[36],[37],[38] (este último fue en señales acústicas) se 
presentan como una excelente oportunidad para afrontar la mayoría de las restricciones y 
reducir la sensibilidad al ruido, una restricción relevante para los sistemas industriales y de 
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gran impacto en la precisión del diagnóstico. Además, estas técnicas han sido 
implementadas en dispositivos portables como se presenta en [24], [39] (vibraciones).  
Ante la posibilidad de no lograr encontrar un resultado adecuado debido a su corto 
desarrollo aplicado, se deberá cambiar por emplear uno de los métodos basados en 
distribuciones de probabilidad. 
 
En la Tabla 1-4 se presenta el resumen comparativo de las restricciones y mejoras 
descritas anteriormente para cada una de las técnicas de diagnóstico de falla en 
rodamientos donde se incluyen las vibraciones, usadas ampliamente a nivel industrial y en 
laboratorio.  
 
De igual forma, para las fallas en rodamientos se aplicará Wavelet [23],[40] a las corrientes 
de estator y se comparará con descomposición en modos empíricos sobre señales de 
vibraciones [16],[41] cuya confiabilidad ha sido probada con bastante rigurosidad además 
de estar disponible para análisis en dispositivos programables[39]. Se deben incluir las 
vibraciones como método de verificación debido a que aún las corrientes no cuentan con 
una confiabilidad acertada de operación a pesar de las mejoras presentadas respecto a 
Fourier. 
Tabla 1-4: Comparación de restricciones y mejoras de las técnicas de diagnóstico para 
fallas en rodamientos 
Señal Técnicas Restricciones Mejoras 
Corriente (*) FFT + Filtro 
adaptativo 
• Complejidad computacional  
• Hardware adicional  
   
Corriente (*) Envolvente + 
Kurtosis-Kurtogram 
• Complejidad computacional      
Corriente (*) Wavelet + 
Kurtogram 
 
• Eficiencia computacional  
• Seguimiento y discriminación 
de frecuencias  
Vibraciones 
(*) 
FFT • Alta resolución   
• Amplio espectro de frecuencias   
   
Vibraciones 
(*) 
FFT + Envolvente + 
PCA 








Modos empíricos + 
Envolvente 
   • Seguimiento de bajas 
frecuencias 
(*) Técnicas de diagnóstico previamente implementadas en dispositivos programables (Sistemas 
embebidos, microcontroladores, microprocesadores, DSPs, DAQ o sensores inteligentes). 
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1.4 Antecedentes de implementación de 
diagnóstico de fallas 
En esta sección se presentan avances de la implementación de técnicas de análisis 
enfocadas en fallas entre espiras del estator y rodamientos basados en el monitoreo de 
corrientes de estator – MCSA. 
 
La implementación de DWT mediante la convolución consecutiva de la señal con la 
respuesta impulso de un filtro ha permito que su implementación sea posible en diversos 
dispositivos con capacidad reducida de memoria y procesamiento. Tal es el caso de 
emplear MCU y DSPs [27][34][42] o brindar una plataforma para un análisis en tiempo real 
con recolección de datos remotos y procesamiento centralizado de los datos [43]. Por otro 
lado, en los casos donde se cuenta con plataformas de análisis offline tradicionales (por 
ejemplo Matlab) se ha optimizado el tiempo de análisis permitiendo la integración con 
diferentes técnicas de clasificación de datos [17][31][32][33] y tener un análisis claro de su 
comportamiento. Para más detalle revisar el Anexo B sección a. 
 
Actualmente se cuenta con herramientas de clasificación de datos que se han logrado 
implementar en dispositivos programables para un diagnóstico de fallas de manera 
automática y rápida, tal es el caso de la configuración de límites de comportamiento basado 
en registros históricos (Threshold) [33][34], redes neuronales artificiales - ANN [32], 
máquinas de vector de soporte – SVM [27][44] y herramientas probabilísticas [45] (ver 
Anexo B sección a). En general, los métodos propuestos buscan identificar patrones de 
comportamientos de grupos de datos en condición de falla y sin falla para luego realizar 
una estimación basado en estos, tal como se presenta en la Figura 1-2 en donde se logra 
una clara separación para diversas condiciones y se genera una clasificación básica 
basada en thresholds.  
 
Uno de los puntos fundamentales es plantear el indicador que permita ver una diferencia 
clara de la condición de falla para así entrenar una ANN o una SVM capaz de clasificar un 
nuevo dato medido del sistema. En el caso de un dispositivo programable el uso de una 
SVM para identificar una única condición de falla tiene una baja complejidad, puesto que 
al tener solo los vectores de soporte (o de referencia) definidos, la estimación de un nuevo 
dato no toma tiempo y no requiere de iteraciones como ocurre con ANN y sus diversas 
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modificaciones. Por otro lado, el entrenamiento de una SVM consiste en la optimización de 
plano en n dimensiones (ℝ𝑛) de un conjunto de datos, facilitando su análisis cuando ya se 
ha definido algún tipo de comportamiento esperado. En otros casos las ANN u otras 
técnicas de IA pueden ser útiles cuando no se tiene un comportamiento o agrupamiento 
de los datos. De esta forma la plataforma planteada se basa en definir indicadores, 
evaluarlos, compararlos (en tiempo y gráficamente) y clasificarlos con SVM al encontrar 
tendencias en los diversos indicadores buscando tener una mayor confiabilidad del 
diagnóstico. 
 
Figura 1-2: Data de entrenamiento de clasificación usando transformada Wavelet Haar 




En el caso del análisis de fallas en rodamientos (ver Anexo B sección b) basadas en MCSA  
se emplea FFT y DWT enfocada al análisis de envolvente,  Squared Envelope Spectrum 
(SES)[40], con el cual permite identificar comportamientos de bajas frecuencias 
característico de las fallas mecánicas. Pero, el uso de nodos inteligentes con dispositivos 
programables se ha enfocado en el análisis de vibraciones en donde la sensibilidad es 
mayor respecto a MCSA usando el análisis de corrientes como una herramienta adicional 
de la identificación de la falla [24]. Por otro lado al emplear vibraciones se requiere emplear 
métodos adicionales a DWT [46] como son descomposición en modos empíricos – EMD o 
transformado de Hilbert- Huang (HHT) brindando una mejor observabilidad de las fallas. 
Finalmente, como se presenta en [46] al aplicar DWT a las vibraciones o las corrientes 
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(MCSA) y empleando una herramienta óptima de clasificación de datos (SVM) se puede 
lograr un acertado diagnóstico de fallas. 
 
En referencia a los dispositivos empleados en los sistemas de referencia presentados 
anteriormente la mayoría son implementados en DSP o microcontroladores con módulo 
exterior de comunicaciones para la transmisión de datos. El uso de MCU se debe a su 
característica de ultra bajo consumo de energía, su facilidad de implementación en 
prototipos de laboratorio, disponibilidad de la documentación y su bajo costo [27][47][48]. 
En el caso de usar un DSP se busca mejorar las capacidades de procesamiento, la 
precisión, el tiempo de respuesta y la confiabilidad de los análisis, pero esto conlleva un 
mayor consumo de energía [19][29][39].  
 
Con el fin de reducir el consumo de energía se ha propuesto integrar el módulo de 
comunicaciones directamente en un solo dispositivo facilitando además su uso industrial. 
Tal como se presenta el dispositivo empleado en [3][12][49], presentan un módulo ZigBee 
o WirelessHart conectado con un MCU de características reducidas, el cual permite 
desarrollar aplicaciones típicas de WSN (medición, transmisión y ejecución de comandos 
para actuadores). Pero puede llegar a ser limitado para aplicaciones con altos 
requerimientos de tiempo de respuesta y memoria, debido a que los análisis son sometidos 
a una reducción en su precisión y confiabilidad, aun así se han empleado para el 
procesamiento es sistemas de diagnóstico [12]. Sistemas más avanzados se basan en un 
FPGA para reducir la arquitectura eliminando bloques no necesarios para la aplicación 
[50]. 
 
Dentro de las redes inalámbricas de sensores ha empezado a usar sistemas operativos 
con el propósito de proporcionar más funciones y utilidades a los nodos inteligentes de una 
WSN, además de brindar las diversas ventajas de tener una operación multitarea, firmware 
actualizable y ejecución en tiempo real. Uno de los sistemas operativos para WSN se 
denomina TinyOS, el cual fue desarrollado para optimizar el uso de recursos limitados 
como memoria y procesador [51]. Este sistema operativo puede ser implementado sobre 
diversos procesadores en donde su mayoría son de bajo consumo de energía y no cuentan 
con DSPs. Como se presenta en [24] y [52] se ha logrado aplicar para procesamiento de 
señales de sistemas de diagnóstico de fallas empleando la arquitectura Imote2, la cual aún 




2. Marco Teórico 
A continuación, se presentan los algoritmos que fueron requeridos de desarrollar e 
implementar en la implementación del sistema de diagnóstico de fallas. 
2.1 Fallas en motores de inducción 
Mediante diversos estudios y caracterizaciones realizadas a motores con presencia de 
fallas se han definido los componentes de frecuencia que aparecen o aumentan conforme 
aumenta la magnitud de la falla. En la ecuación (2-1) se describen las frecuencias 
presentes en el espectro de las corrientes de estator 𝑓𝑠𝑡ℎ asociadas a fallas entre espiras 
del estator2, donde se observa que depende de la carga del motor (deslizamiento 𝑠) 
[53][54]. En la ecuación (2-2) se presenta una ecuación que puede ser empleada para 
identificar diferentes tipos de falla, incluye mecánicas y entre espiras [5][6], entonces se 
puede emplear para identificar la presencia de fallas sin saber su origen. 
 




𝑓𝑠𝑡𝑙 = 𝑓𝑠  [
𝑚
𝑝
(1 − 𝑠) ± 𝑘] (2-2) 
 
𝑓𝑠 corresponde a la frecuencia de sincronismo proporcional a la frecuencia de alimentación 
del motor, 𝑍 la cantidad de barras de rotor del motor de inducción, 𝑝 es el numero de polos 
del motor y los valores de 𝑚 y 𝑘 son valores enteros. La magnitud de cada una de las 
frecuencias indicadas varía respecto a las demás, pero en general proporcionales 
conforme aumenta la magnitud de la falla (mayor cantidad de espiras en corto circuito). 
 
 
2 La ecuación presentada es una de las diferentes ecuaciones presentadas por los autores quienes 
caracterizan fallas en el estator, entonces deberá ser verificada de acuerdo con el tipo de falla 
aplicada (fase, cantidad de espiras, ubicación, lugar de medida, etc.). 
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Las fallas mecánicas posibles (fallas locales) son en esferas, pistas internas o externas y 
pueden ser rompimiento, hoyos o esquirlas. Otras fallas asociadas a rodamientos (fallas 
distribuidas) pueden ser ondulaciones, superficies rugosas o carreras desalineadas, estas 
últimas no presentan un patrón claro de variación del comportamiento, en cambio en las 
fallas locales se puede observar una respuesta clara [6]. En la Tabla 2-1 se presentan las 
frecuencias características presentes en el espectro de las vibraciones del motor 
producidas por fallas en los rodamientos, pero debido a que las vibraciones producidas 
con frecuencia característica 𝑓𝑣 inducen cambios en el campo magnético, mediante la 
ecuación (2-3) se puede obtener las frecuencias equivalentes 𝑓𝑏𝑔 en el espectro de la 
corriente del estator. 
 
Tabla 2-1: Frecuencias características de las fallas mecánicas según tipo de falla en 
rodamiento [6]. 
Tipo de falla Frecuencia característica 






 cos ∅) 







Defecto en esferas (Ball defect) 𝑓𝑏 =
𝐷𝑝
𝐷𝑏















𝑓𝑏𝑔 = |𝑓𝑠  ∓ 𝑚 𝑓𝑣| (2-3) 
2.2 DWT 
La transformada Wavelet permite realizar simultáneamente un análisis tiempo-frecuencia, 
siendo una de las técnicas de uso común en análisis multiresolución MRA (Multi Resolution 
Analysis). El objetivo de MRA es obtener una proyección de la señal en un espacio vectorial 
basado en una función de análisis escalable en cada una de las dimensiones asignadas, 
para así extraer aproximaciones de la señal inicial. En el caso de la transformada wavelet 
discreta – DWT, se realiza una proyección a dos espacios vectoriales ortonormales 
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basados en funciones escalables en amplitud y frecuencia, función Wavelet madre, lo que 
permite tener aproximaciones de la señal en función del tiempo con respuestas 
características en frecuencia acordes al espaecio vectorial al cual se realizó la proyección. 
En el Anexo C se presenta el desarrollo de DWT a partir de MRA donde finalmente 
mediante el Teorema de Mallat se definen los coeficientes de aproximación 𝑎𝑗+1[𝑝] y los 
coeficientes de detalle 𝑑𝑗+1[𝑝] de la proyección 𝑗 + 1 [42], ver ecuación (2-4) y (2-5). 
 









Siendo  ℎ̅[𝑛] y ?̅?[𝑛] los filtros discretos espejos conjugados de descomposición que 
garantizan la proyección basados en una función Wavelet madre.  
 
De manera simplificada las proyecciones son presentadas como la convolución de la señal 
considerando un factor de escala en el tiempo como se puede observar en la ecuación 
(2-6) y (2-7), lo que puede ser visto como un submuestreo (↓ 2). 
 
𝑎𝑗+1[𝑝] = 𝑎𝑗 ∗ ℎ̅[2𝑝] (2-6) 
𝑑𝑗+1[𝑝] = 𝑎𝑗 ∗ ?̅?[2𝑝] (2-7) 
 
En la Figura 2.1 se presenta la secuencia para el análisis de Wavelet secuencial con un 
filtrado seguido del submuestreo en factor de 2. En el caso de la reconstrucción de la señal 
la señal filtrada debe ser sobre muestreada en un factor de 2 completando con ceros y 
luego aplicar los filtros inversos de reconstrucción y finalmente realizar la suma. Las 
respuestas impulsos deben ser acordes con la ecuación (2-8) y (2-9). 
 
ℎ̅[𝑛] = ℎ[−𝑛] 
(2-8) 
?̅?[𝑛] = 𝑔[−𝑛] 
(2-9) 
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Figura 2-1: Análisis DWT a) Descomposición de la señal con Wavelet b.) 
Reconstrucción de la señal previamente filtrada con Wavelet [42].   
 
Debido al submuestreo realizado en cada una de las nuevas iteraciones el ancho de banda 
contemplado se reduce en cada una de las iteraciones, tal como se presenta en la Figura 
2-2. Por ejemplo, en la primera aproximación (A1), al ser un filtro pasa bajos, se analiza la 
primera mitad del ancho de banda de la señal. Luego en la segunda aproximación (A2) se 
toma la mitad del nuevo ancho de banda, es decir la cuarta parte inicial. En el caso del 
segundo detalle aplicado (D2) contempla únicamente la mitad del ancho de banda superior 
de A1. 
 
Figura 2-2: Aplicación de la DWT hasta un nivel 3. 
Señal de entrada 
 
0 < 𝑓 < 𝑓𝑤 
A1  
 
0 < 𝑓 < 𝑓𝑤/2 
A2  
0 < 𝑓 < 𝑓𝑤/4 
A3  
0 < 𝑓 < 𝑓𝑤/8 
D3  
𝑓𝑤/8 < 𝑓 < 𝑓𝑤/4 
D2  
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Esta estructura de análisis de la transformada Wavelet permite su fácil implementación en 
sistemas de baja capacidad de análisis, así como su programación con algoritmos 
secuenciales de baja complejidad [34][55]. 
 
El algoritmo Lifting propone inicialmente aplicar submuestreo (índices pares e impares) y 
luego a estos aplicar los filtros P y U, esto reduce de forma significativa la cantidad de 
muestras a realizar convolución y por tanto la cantidad de operaciones a realizar 
(multiplicaciones y sumas). Ver Figura 2-3. Estas parejas filtros se deben implementar 
hasta la 𝑚 posición definida por los vanishing moments encontrados para los filtros iniciales 
ℎ y 𝑔, la cual depende del tipo de familia Wavelet. La definición de 𝑃𝑗 , 𝑈𝑗 no se encuentra 
estandarizada debido a las condiciones requeridas y por el momento solo se han 
implementado filtros de Biorthogonal Wavelet con un algoritmo de división euclidiana [56].  
 
Figura 2-3: Algoritmo Lifting. 
 
 
De acuerdo con  [42], en el caso de la transformada rápida de Wavelet se debe agregar 
un factor de escala la final a 𝑎𝑗 ∗  𝜁 y  𝑑𝑗/ 𝜁. Pero, de manera generalizada U y P son 
reemplazados por factores escalares de Prediction y Update relacionados con los filtros de 
tal forma que no es necesario aplicar procesos de convolución. Debido a la complejidad 
que representa cada una de las funciones wavelet y de escala, la deducción puntual de 
cada uno de los escalares aún necesita de trabajo. Aun así, por ejemplo en [56][57] se 
presenta la implementación de Daubechies 4 con 2 Vanishing Moments en donde solo se 
necesitan de escalares al aplicar factorización de los polinomios de Laurent resultantes de 
la transformada Z de la respuesta al impulso ℎ del filtro asociada a la función Wavelet. 
 
Un kurtograma es un diagrama en tres dimensiones que presenta los coeficientes de 
Kurtosis de cada frecuencia en función del tiempo, pero esta frecuencia se obtiene a partir 
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de la transformada discreta de Fourier, lo cual representa una alta complejidad de análisis 
y tiempo computacional [40]. Como herramienta para mejorar el análisis, se aplica la 
transformada Wavelet para analizar por cada banda de frecuencias (fast kutogram) su 
aporte de información, se calcula los índices de cada detalle o aproximación y sobre estos 
se realiza el análisis de curtosis [58][59]. En la Figura 2-4 se presenta el mapa de 
frecuencias, niveles de detalle y aproximación para cada valor de curtosis en donde la 
Wavelet se emplea para hacer el mapeo de todo el ancho de banda de la señal y no solo 
una sección específica con el algoritmo inicial (ver Figura 2-2) [60]. 
 
Figura 2-4: Mapeo de Kurtogram mediante estructura de filtros en árbol [60] 
 
 
Bajo el esquema propuesto, la transformada Wavelet (DWT) requiere de corrección de 
efectos borde al trabajar con señales periódicas de tal forma que no se presente ruido o 
distorsión3 de las señales cuando en la frontera se hace la convolución de la respuesta 
impulso del filtro con una parte de la señal menor en longitud que el filtro [61]. Entonces se 
realizó la corrección agregando más puntos de la señal al inicio y al final de la señal para 
reducir los defectos de borde. Por ejemplo, si 𝑥[𝑛] es la señal de entrada de longitud 𝑁 a 





3 https://www.mathworks.com/help/wavelet/ug/dealing-with-border-distortion.html  
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𝑥[𝑛] = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁} (2-10) 
ℎ[𝑛] = {ℎ1, ℎ2, ℎ3, … , ℎ𝑀} (2-11) 
𝑦[𝑛] = 𝑥[𝑛] ∗ ℎ[𝑛] = {𝑦1, 𝑦2, 𝑦3, … , 𝑦𝑁+𝑀−1} (2-12) 
 
Entonces se agregan 𝑀 − 1 muestras al inicio (𝑥𝑎) y al final (𝑥𝑏) de 𝑥[𝑛] obteniedo 𝑥
′[𝑛] 
de longitud 𝑁 + 2𝑀 − 2 




′ , … , 𝑥𝑁+2𝑀−2
′ } 
(2-14) 
Tabla 2-2: Definición de los vectores empleados para la corrección de defectos de 
borde en DWT [62]. 
Tipo Ecuación 
Symmetric 
𝑥𝑎[𝑛] = {𝑥𝑀−1, 𝑥𝑀−2, … , 𝑥3, 𝑥2, 𝑥1} 
(2-15) 
𝑥𝑏[𝑛] = {𝑥𝑁, 𝑥𝑁−1, … , 𝑥𝑁−(𝑀−1)+2, 𝑥𝑁−(𝑀−1)+1} 
Reflect 
𝑥𝑎[𝑛] = {𝑥𝑀, 𝑥𝑀−1, … , 𝑥3, 𝑥2} 
(2-16) 
𝑥𝑏[𝑛] = {𝑥𝑁−1, 𝑥𝑁−2, … , 𝑥𝑁−(𝑀−1)+1, 𝑥𝑁−(𝑀−1)} 
Periodic 
𝑥𝑎[𝑛] = {𝑥𝑁−(𝑀−1)+1, 𝑥𝑁−(𝑀−1)+2, … , 𝑥𝑁−2, 𝑥𝑁−1, 𝑥𝑁} 
(2-17) 
𝑥𝑏[𝑛] = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑀−1} 
Antisymmetric 
𝑥𝑎[𝑛] = {−𝑥𝑀−1, −𝑥𝑀−2, … , −𝑥3, −𝑥2, −𝑥1} 
(2-18) 
𝑥𝑏[𝑛] = {−𝑋𝑁, −𝑋𝑁−1, … , −𝑋𝑁−(𝑀−1)+2, −𝑋𝑁−(𝑀−1)+1} 
Antireflect 
𝑥𝑎[𝑛] = {2𝑥1 − 𝑥𝑀 , 2𝑥1 − 𝑥𝑀−1,… ,2𝑥1−𝑥4,2𝑥1−𝑥3,2𝑥1−𝑥_2} 
(2-19) 𝑥𝑏[𝑛] = {2𝑥𝑁 − 𝑥𝑁−1 , 2𝑥𝑁 − 𝑋𝑁−2 , … , 2𝑥𝑁 − 𝑥𝑁−(𝑀−1)+2 , 2𝑥𝑁









(2-20) 𝑥𝑎[𝑛] = (𝑀 − 𝑛)(𝑚1) + 𝑥1   ∶    1 ≤ 𝑛 ≤ 𝑀 − 1 
𝑥𝑏[𝑛] = (−𝑛)(𝑚2) + 𝑥𝑁        ∶    1 ≤ 𝑛 ≤ 𝑀 − 1 
Constant 
𝑥𝑎[𝑛] = {𝑥1}   ∶  1 ≤ 𝑛 ≤ 𝑀 − 1 
(2-21) 
𝑥𝑏[𝑛] = {𝑥𝑁}   ∶  1 ≤ 𝑛 ≤ 𝑀 − 1 
Zeros 𝑥𝑎[𝑛] = 𝑥𝑏[𝑛] = 0  ∶   1 ≤ 𝑛 ≤ 𝑀 − 1 (2-22) 
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Los vectores 𝑥𝑎 y 𝑥𝑏 con los cuales se corrigen los defectos de borde para obtener 𝑥
′[𝑛] 
(ver ecuación (2-13)) se definen a partir de la misma señal de entrada 𝑥[𝑛]. Según las 
necesidades de análisis los vectores de corrección pueden ser calculados en al menos 8 
tipos diferentes4, estos se presentan gráficamente en la Figura 2-5  su obtención es como 
se indica en la Tabla 2-2. 
 
Figura 2-5: Modos de extensión de señal de entrada para DWT [62]. 
 
2.3 Suport Vector Machine (SVM) 
Una máquina de vector de soporte Suport Vector Machine (SVM) es un algoritmo de 
aprendizaje supervisado, empleado en la clasificación binaria de datos basado en la 
proyección a un hiperplano de los datos, en el cual se define una superficie o ecuación de 
decisión. La proyección vectorial se define como Kernel y la definición de la superficie de 
decisión requiere de una etapa de optimización para identificar un conjunto de datos 
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puntos y maximizando la separación de conjuntos de datos con estados conocidos, 
entrenamiento del algoritmo.  
 
En la ecuación (2-23) se presenta la ecuación de decisión implementada de la SVM para 
dos conjuntos de datos en donde 𝑦𝑖𝛼𝑖 son simplificados a un único coeficiente 
𝑑𝑢𝑎𝑙𝑐𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 resultado del entrenamiento, 𝜌 es la constante de intersección resultado del 
entrenamiento y Κ(𝑥𝑖, 𝑥0) es la función Kernel que opera sobre los 𝑛 vectores de soporte 
𝑥𝑖 y el vector datos a clasificar 𝑥0. 






En la Figura 2-6 se presenta un ejemplo de una clasificación para dos indicadores/variables 
(ℝ2) en donde se escogen tres vectores de soporte (𝑥𝑖 ∶ 𝑛 = 3) con los cuales se construye 
la recta optimizada de separación y se obtienen sus 3 𝑑𝑢𝑎𝑙𝑐𝑜𝑒𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 correspondientes y la 
facto de intersección 𝜌. 
 
Figura 2-6: Ejemplo vectores de soporte en dos dimensiones [63]. 
 
Debido a que una SVM permite optimizar la separación de un conjunto de datos para 
vectores en ℝ𝑛 mediante la definición de una superficie ℝ𝑛 se implementó la ecuación 
(2-23) de manera genérica de tal forma que se garantice la posibilidad de aumentar la 
cantidad de indicadores con los cuales se identifica la presencia de una falla. 
Adicionalmente se dejó abierta la posibilidad de implementar 4 tipos de Kernel (lineal, RBF, 
Sigmoid y polinomial) puesto que según los indicadores seleccionados la relación puede 
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ser no lineal o requerir una clasificación en ℝ𝑛 de difícil reconocimiento. Por ejemplo, en la 
Figura 2-7 izquierda se logra una mejor identificación de los datos al emplear un Kernel 
RBF basado en una función de separación radial o en el caso de la derecha, la separación 
es posible si se emplea un Kernel en tres dimensiones que permita proyectar mejor el 
comportamiento. En la tabla Tabla 2-3 se presentan las funciones Kernel Κ(𝑥𝑖, 𝑥0) 
disponibles para su implementación en el dispositivo remoto para análisis en ℝ𝑛. 
 
Figura 2-7: Ejemplo vectores de soporte aplicando diferentes Kernel. Izquierda: Kernel 
RBF. Derecha: Kernel para tres dimensiones [63]. 
 
 
Tabla 2-3: Definición de los Kernel disponibles para la SVM en ℝ𝑛 [64]. 
Kernel Ecuación 
Lineal 〈𝑥𝑖 , 𝑥0〉 (2-24) 





Sigmoid tanh(𝛾〈𝑥𝑖, 𝑥0〉 + 𝑟) (2-27) 
Parámetros de ajuste de sensibilidad y rango5 
𝜸 = 𝒈𝒂𝒎𝒎𝒂  ;  𝒅 = 𝒈𝒓𝒂𝒅𝒐  ;   𝒓 = 𝒄𝒐𝒆𝒇𝟎 
𝜸 = "𝒔𝒄𝒂𝒍𝒆" =
𝟏
𝒏𝒗𝒂𝒓𝒊𝒂𝒃𝒍𝒆𝒔 ∗𝒔𝒕𝒅(𝒙)













3. Diseño e Implementación 
3.1 Arquitectura del sistema de diagnóstico 
La operación general del sistema consta de nodos remotos y nodos coordinadores 
comunicados inalámbricamente mediante protocolo ZigBee, en cada uno se dispone de 
módulos de comunicación XBee que facilitan la integración y simplifican la configuración 
de la red privada, tal como se observa en la Figura 3-1. 
 
Figura 3-1: Arquitectura del sistema. 
 
 
En cada uno de los nodos remotos se realiza la medición de las variables asociadas a los 
motores para luego ser procesados y reportar la información asociada a las fallas a los 
nodos coordinadores (Gateway). El procesamiento asociado puede tener tres niveles de 
abstracción: reporte de los datos muestreados de un periodo específico (señal original), 
reporte de indicadores de la señal y parámetros característicos como valor RMS, valor DC, 
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armónicos o indicadores para el diagnóstico de fallas. El tercer nivel de abstracción 
corresponde al reporte únicamente del resultado del proceso de diagnóstico, es decir los 
vectores de salida del proceso llevado a cabo en la clasificación de la falla basado en los 
indicadores previamente calculados [12]. Estos tres niveles se presentan en la Figura 0-2 
 
El nodo coordinador tiene como propósito la recolección de la información y reportarla al 
sistema industrial de monitoreo y base de datos. En nuestro caso se empleó como 
plataforma centralizada PI System, la cual posee herramientas de gestión de datos, 
visualizaciones, interfaces de acceso y su propia base de datos. 
 
Con la arquitectura propuesta es posible realizar el monitoreo de diversas variables de un 
mismo sistema motor-carga y realizar un diagnóstico del motor basado en múltiples 
señales de manera centralizada, es decir en el nodo coordinador con los indicadores de 
cada nodo remoto. Ver Figura 3-2. De igual forma al emplear módulos de comunicación 
XigBee y coordinadores con las mismas funciones, parámetros y procedimientos; no 
interesa por cuál de los nodos se envíe el resultado final del diagnóstico, este llega y se 
almacena en la base de datos de PI System. 
 
Figura 3-2: Único motor con múltiple nodo remoto. 
 
 
Cada uno de los nodos remotos presenta la estructura descrita por la Figura 3-3 en donde 
se cuenta con un acondicionamiento de señal capaz de recibir las señales de corriente o 
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vibraciones para adaptarlas al rango de medición del microcontrolador empleado. 
Posteriormente un microcontrolador realiza el muestreo y procesamiento de los datos 
según se requiera para transmitir parámetros, indicadores o resultados de la clasificación 
de fallas. 
 
La interfaz de comunicación corresponde a un dispositivo XBee configurado como esclavo 
al cual se accede por medio del puerto serial UART mediante mensajes estructurados en 
formato API (Application Programming Interface), permitiendo identificar los mensajes 
enviados, realizar verificación  del mensaje enviado, reenvío de tramas no confirmadas,  
retransmisión de datos entre los nodos, direccionamiento de mensajes, protección del 
canal, protección de los datos, integridad del mensaje, selección del canal de menor ruido 
y configuración del nodo. 
 
Figura 3-3: Estructura del nodo remoto. 
 
 
La estructura del nodo coordinador es como se presenta en la Figura 3-4, en donde al igual 
que el nodo remoto, se emplea un módulo XBee configurado como coordinador para la 
comunicación por serial UART en modo API. En su configuración se incluye la búsqueda 
automática de un canal que no se encuentre ocupado y que presente un bajo nivel de 
ruido. 
 
La sección indicada como fusión de datos (nombrado así en [3][11][12]) corresponde a los 
procesos de relacionar los datos de diversos sensores, pero del mismo motor y sobre estos 
realizar un diagnóstico de las fallas que mejore la confiabilidad del diagnóstico. En dado 
caso que se reciban los indicadores del nodo remoto en esta sección se realiza el 
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diagnóstico total de la falla (funciones asignadas por [52]). El proceso posterior de 
almacenamiento de datos se realiza simultáneamente en manera local (archivos logs) para 
depuración y en el servidor a través de la interfaz web de ingreso de datos (PI Web API) 
basada en HTTPS. 
 
Figura 3-4: Estructura del nodo coordinador. 
 
 
Una vez se tienen los datos almacenados en la base de datos se realizan diversas 
consultas con el fin de crear las interfaces de usuario de monitoreo, el reporte periódico de 
datos y el reporte de alarmas a los operadores del sistema o de mantenimiento. Las 
herramientas empleadas para dar acceso a la información corresponden a PI Coresight 
para la visualización web sin requerimientos de software, PI ProcessBook para ejecución 
en equipos con el software licenciado de OSISoft y nuevamente PI Web API como la 
solución interoperable para la gestión de datos hacia y desde la base de datos. 
3.2 Requerimientos básicos de implementación 
Los requisitos para el sistema de diagnóstico fueron validados y revisados acorde con los 
avances previos de implementación sobre MCU o equipos similares empleados con 
propósitos similares (ver Anexo B). 
 
Para los diferentes análisis es necesario contar con unidades de punto flotante 
(TM4C1233H6PM [65]) para poder realizar las diferentes operaciones de manera precisa, 
debido a que sin interesar que tipo de técnica se implemente en las últimas, todo se reduce 
al manejo de valores normalizados para la simplificación del análisis y la aplicación de 
algoritmo de IA. 
 
En el caso de implementar Wavelet mediante la convolución de respuestas a impulso, se 
necesita de procesadores que tengan mejoras como unidades en paralelo de 
multiplicación, habilidades para operaciones MAC (Multiply-accumulate operation) o 
acumuladores, ventajas asociadas principalmente en DSP.  
Capítulo 3 41 
 
Con referencia a la frecuencia de muestreo, esta debe ser lo suficiente para que permita 
ver la frecuencia máxima de las fallas a analizar, pero el máximo se verá limitado por la 
capacidad de memoria del dispositivo. De igual forma si se implementan algoritmos de 
computación reducida la cantidad de memoria necesaria es proporcional a la porción de 
tiempo bajo análisis. En el caso de rodamientos se ha encontrado que puede funcionar con 
una tasa de muestreo de 256 Hz pero  con corrientes es de 5 kHz empleando ADC entre 
10 y 16 bits. Por lo tanto, se define que la frecuencia de muestreo debe ser al menos 10 
kHz (Teorema de Nyquist). Se escoge una frecuencia de muestreo de cuatro veces la 
frecuencia máxima de análisis Fs=20 KHz.6  
 
Para el proceso de muestreo se requiere aplicar un filtro que elimine las frecuencias 
múltiplos de la frecuencia de muestreo y que permita el paso de la señal objetivo. En 25 
kHz la atenuación debe ser máxima, 74 dB y en la frecuencia cerca de trabajo la atenuación 
debe ser 3 dB. (Parámetros para el Filtro Antialising).7 Adicionalmente se debe forzar que 
la entrada sea menor que la mitad de la frecuencia de muestreo deseada para evitar 
solapamiento de señales de alta frecuencia cuando se realiza el muestreo. Una alternativa 
para el filtrado es usar filtros Sallen-Key que no introducen inversión de la señal, en cambio 
MultiFeedBack el desfase empieza en 180°, aunque solo en el caso de realizar diagnóstico 
de fallas el ángulo de desfase no es requerido. 
 
Los requerimientos dados no se logran con un filtro de orden 10 o superior, equivalente a 
tener al menos 5 etapas con amplificadores. Entonces se debe reducir la atenuación de la 
banda de corte a 33 dB o 35 dB. Una alternativa de fácil implementación y con un mejor 
desempeño en la banda de atenuación es el filtro programable de capacitor conmutado.  
 
La aplicación de la descomposición en modos empíricos EMD la principal restricción 
encontrada se relaciona con la memoria empleada para dicho análisis, debido a que es un 
proceso iterativo de diferencias y construcción de nuevos vectores de datos del mismo 
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tamaño. En referencia a HHT finalmente se implementa una convolución, sumatorias y/o 
multiplicación, dependiendo del algoritmo empleado, para el cálculo de la frecuencia y 
amplitud instantánea. 
3.3 Definición de la plataforma de desarrollo 
Se define trabajar con un DSP de bajo consumo de energía por las necesidades de 
implementar un dispositivo portable. Es deseable un chip DSP con antena ZigBee 
integrada o módulo de comunicaciones de bajo consumo integrado. Una alternativa 
consiste en desarrollar una tarjera con un MCU integrado y un módulo de Comunicaciones 
Low Power. 
 
Se realizó una búsqueda y comparación de plataformas de desarrollo con MCU o DSP de 
bajo consumo. Para cada uno de los fabricantes se establecieron diversos requerimientos 
mínimos como son la cantidad de  Bits del ADC, cantidad de canales en el ADC, la tasa 
de muestreo máxima, el consumo de energía, configuración en modo Sleep, unidad de 
procesamiento punto flotante, módulos de comunicación serial, memoria RAM y FLASH, 
disponibilidad y costo.  
 
En la Tabla 3-2 se encuentra la tabla de resumen de las diferentes tarjetas de desarrollo 
comparando procesador, tipo de procesador, cantidad de núcleos, frecuencia de operación 
del MCU, consumo de energía, tensión de alimentación, consumo de corriente en Stand 
By, memoria FLASH, memoria RAM, canales ADC, cantidad de Bits del ADC, velocidad 
máxima de muestreo, entradas y salidas disponibles, puertos de comunicación, módulos 
adicionales, tarjeta de desarrollo disponibles, precio y librerías para su desarrollo. La 
selección del procesador y tarjeta de desarrollo se basó principalmente en el consumo de 
energía (incluyendo tensión y corrientes de Stand By) puesto que es una de las 
necesidades para operar de forma autónoma con baterías. Posteriormente se incluye el 
requerimiento de procesadores con unidad de punto flotante como condición fundamental 
para realizar el análisis de señales. La selección final se realizó según la capacidad de 
memoria y la cantidad de muestras por segundo posibles, con el fin de obtener una tarjeta 
que tuviese la mayor flexibilidad de configuración y disponibilidad de algoritmos de análisis.  
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Como resultado se trabaja con la familia LPCXpresso5411x, un MCU LPC54114J256 
basado en un procesador ARM Cortex M4 con un coprocesador ARM Cortex M0+. La 
tarjeta de desarrollo correspondiente de NXP es una OM13089 (LPCXpresso54114) la cual 
puede ser programada en C++ mediante comunicación serial USB con su bootloader.  
 
Como se presentó anteriormente sin interesar la técnica de diagnóstico a implementar o la 
frecuencia de muestreo deseada, se debe implementar un filtro antialiasing y un acople de 
la señal al rango dado permitido por el ADC de la tarjeta seleccionada. Por ello, los 
amplificadores operacionales a implementar en este prototipo son del tipo de alto 
desempeño con bajo ruido, pero para la implementación final se buscan con restricciones 
adicionales de fuente de alimentación mínima, bajo error en offset de salida, bajo ruido en 
salida, rail to rail (maximizar uso de rango de tensión proporcionado por baterías) y un bajo 
consumo de energía. En la Tabla 3-1 se encuentra el resumen comparativo de los posibles 
operacionales, de los cuales se escogió la referencia OPA4188AID debido a su amplio 
rango de alimentación, así como su voltaje mínimo de operación. Por lo tanto, se puede 
alimentar con fuente sencilla basada en baterías. 
 








































LMP7704MA 2,5 212,12 0,4 25,42 0,8 0,067 12 2,7 2,1 0,3 0,3
OPA4188AID 2 169,69 0,04 29,07 0,385 0,01 36 4 2,52 - 0,015 Si SI
LMV844MA 4,5 530,3 0,91 79,33 1,02 0,091 12 2,7 2,28 0,3 0,3
LMC6048 1,3 318,18 1,46 43,17 0,45 0,273 15,5 4,5 2,77 0,3 0,3 Si
OPA4180ID 2 169,69 0,13 240,4 0,45 0,027 36 4,5 1,92 0,5 0,018
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3.4 Acondicionamiento de señal 
El acondicionamiento de señal (ver Figura 3-5) se desarrolló para el acople de 
señales entregadas por una pinza de corriente en donde la salida es una señal de 
tensión proporcional a la corriente medida. Para cada fase (ver circuito de la Figura 
6-7) se emplea un amplificador operacional de alta impedancia para evitar 
problemas de carga o atenuación no deseadas a la señal, un filtro activo pasa bajos 
(filtro antialiasing), un amplificador para ajustar la amplitud de la señal de entrada 
y una etapa final enfocada a establecer el nivel de offset de la señal. De esta forma 
el acondicionamiento de señal se puede ajustar a cualquier señal de tensión de 
entrada ajustando la ganancia del circuito. Este requiere alimentaciones DC 
externas diferenciales para alimentar los amplificadores operacionales (-10 V a 10 
V DC) y fuente 5 V para el MCU. (Ver anexo D) 
 
Figura 3-5: Diagrama de bloques del acondicionamiento de señal. 
 
 
El filtro propuesto es un diseño de tres etapas,  buscando garantizar la frecuencia 
de corte en 10 kHz (3db) y un decaimiento de 10 dB por década luego de esta. Se 
verifico el diseño del filtro mediante Matlab y otras herramientas de compilación 
(Filter Wiz Lite y LT Spice). Adicional al filtro, la primera etapa corresponde a un 
acople de impedancias, la penúltima a un divisor de tensión ajustado con un 
seguidor para eliminar problemas de carga a la siguiente etapa; y la última etapa al 
ajuste del offset para dejar la señal siempre en el rango positivo (Figura 6-7). 
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El circuito de acondicionamiento de señal propuesto se validó en laboratorio mediante su 
implementación sobre protoboard (ver Figura 3-6). El resultado para una corriente de 
entrada de 240 mA con pinza de corriente de 200mV/A se presentan en la Figura 3-7 y 
Figura 3-8. La señal de salida tiene un offset 1.5 V para su correcto acople con el ADC del 
microcontrolador a implementar. El resultado de las demás fases y en tensión es similar. 
 
En la Figura 3-9 se encuentran los resultados registrados por un MCU TMS32F28069 
(software previamente desarrollado) con frecuencia de muestreo 6 kHz sin realizar la 
respectiva escala según la pinza y ganancias del circuito de acondicionamiento. Se puede 
observar que la señal tiene un offset negativo debido a error introducido por los 
operacionales empleados. Este se corrigió en la siguiente implementación mediante el 
ajuste individual del offset. Por otro lado, el ruido presente en la señal se debe a armónicos 
introducidos por el circuito asociado: transformador, reóstato (corriente muy baja) y red 
eléctrica. 
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Figura 3-7: Resultados prueba en protoboard del acondicionamiento de señal. 
 
 
Figura 3-8: Resultados prueba en protoboard del acondicionamiento de señal. Zoom y 
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Se realizó una prueba introduciendo una señal controlada de 60 Hz simulando la corriente 
de una pinza de corriente. El resultado presentado por el MCU se muestra en la Figura 
3-10, en donde se puede observar una señal con menor ruido. Adicionalmente en este 
MCU se realizó la medición del offset introducido a la señal (el mismo offset a las tres 
fases) con lo cual punto a punto cuando se toma la muestra de la señal se resta el offset y 
da una señal centrada y más ajustada a la original. 
 
Figura 3-10: Resultados almacenados en el MCU sin escalar para una señal de 
corriente/tensión senoidal perfecta (generador de señales a 60 Hz). 
 
 
Debido a que se busca un sistema de diagnóstico que permita aplicar diagnóstico de 
diversas fallas, así como la integración de técnicas de clasificación de fallas, a pesar de 
que se realiza la medición de un único tipo de señal (corrientes de estator), el hardware 
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debería ajustarse según las necesidades de la señal a revisar y las necesidades de los 
indicadores planteados en cada análisis. Por ejemplo, al analizar fallas entre espiras las 
frecuencias asociadas a fallas son cíclicas en el espectro en múltiplos de la frecuencia de 
sincronismo (ver ecuación (2-1)) usualmente mayores a 700 Hz, en cambio para fallas 
mecánicas las frecuencias a revisar usualmente son frecuencias inferiores a las de la red 
(60 Hz); entonces las necesidades de muestreo y de cantidad de datos registrados 
cambian y por ende la frecuencia de corte del filtrado para eliminar el antialiasing.  
 
Una alternativa para permitir diversas frecuencias de muestreo sobre el mismo hardware 
y ajustar el análisis según las necesidades del análisis, se propuso la integración de filtros 
pasa bajos con capacitores conmutados (switched-capacitor filters), los cuales ajustan su 
frecuencia de corte de acuerdo con la frecuencia de su señal de control (clk). De esta 
forma, el MCU puede ser configurado para realizar determinado análisis, con una 
frecuencia de muestreo dada, generando una señal de clk de acuerdo a donde se necesita 
establecer el filtro pasa bajos. Además, se permite un ajuste en tiempo real del análisis al 
habilitar una parametrización por software. 
 
Se empleó el circuito integrado MAX291 para ajustar la frecuencia de corte hasta 25 kHz 
(o MAX295 para frecuencias de corte hasta 50 kHz), conectores BNC macho para la 
conexión de pinzas de corriente, amplificadores operacionales OPA4188AID de baja 
potencia y bajo ruido (alto desempeño), protecciones contra sobretensiones y transitorios 
en inverso que puedan llegar a las entradas del ADC del MCU (clipper), diodos Zener para 
lograr un offset más estable respecto a las variaciones externas de la fuente de 
alimentación, y una fuente alimentación basada en una única tensión externa (baterías 9V) 
que genera una tierra flotante y logra una salida simétrica (±5 V). 
 
El diseño propuesto se presenta en la Figura 6-13 en donde todos los circuitos integrados 
son de tipo montaje superficial y se asignan conexiones de entrada para la señal de control 
clk para cada uno de los filtros dinámicos instalados por fase. 
 
La fuente de alimentación fue probada en dos alternativas buscando implementar la tierra 
virtual: fuentes lineales en cascada y un inversor conmutado basado en LT1054. En los 
dos casos la capacidad no fue suficiente para la potencia requerida por el 
acondicionamiento de señal y se generaba inestabilidad en el valor negativo de referencia. 
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Este problema se solucionó con un rediseño para operar con una fuente simple mientras 
que las pruebas se mantuvieron con una fuente externa dual simétrica. 
 
Se realizaron pruebas de laboratorio al filtro dinámico introduciendo una señal controlada 
de reloj (clk) tipo TTL y señales de entrada variables senoidales realizando el barrido en 
frecuencia para diversas frecuencias de corte. En la Figura 3-11 se muestra la señal de clk 
generada y la señal de clk que llega a los terminales del circuito integrado del filtro 
capacitivo, en donde se observa una atenuación de la señal debido al efecto capacitivo de 
la sonda y las capacitancias presentes en la PCB. 
 
Figura 3-11: Pruebas de laboratorio dinámico. Señal de Clk. 
 
 
En la Figura 3-12 se presenta dos casos registrados de la señal de entrada (conector BNC) 
y su respectiva señal de salida hacia el MCU. En el caso de los 60 Hz (izquierda) se obtiene 
un desfase de 180° y una ganancia menor a uno (1) debido a la configuración del ajuste 
del offset y la respectiva escala para lograr su medición en el MCU. Conforme se aumenta 
la frecuencia de entrada (derecha) el desfase se reduce debido a que el filtro Butterworth 
introduce un desfase adicional conforme a su respuesta en frecuencia. De igual forma la 
amplitud cambia conforme al comportamiento esperado del filtro. 
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Figura 3-12: Señal de entrada y salida filtrada. Izquierda a 60 Hz y derecha a 9 kHz. 
 
 
Con el fin de verificar el funcionamiento del filtro se realizó el barrido en frecuencia para 
dos frecuencias de corte (𝑓𝑐) diferentes con su respectiva frecuencia de control (𝑓𝑐𝑙𝑘). El 
amplificador instalado es el MAX 291 con un rango de frecuencias de corte desde 0.1 Hz 
hasta 25 kHz y una relación de control 100:1, es decir: 
 
𝑓𝑐𝑙𝑘 = 100 ∗ 𝑓𝑐 (3-1) 
 
En la Figura 3-13 se presenta respuesta en frecuencia del filtro dinámico con 𝑓c = 10 kHz 
(𝑓𝑐𝑙𝑘 = 1 𝑀𝐻𝑧) y 𝑓c = 20 kHz (𝑓𝑐𝑙𝑘 = 2 𝑀𝐻𝑧), en donde se observa que las frecuencias que 
no son afectadas por el filtro, tienen una atenuación permanente la cual se debe a la 
ganancia de los operacionales para garantizar el rango de medida del MCU. Esta reducción 
es definida por un divisor de tensión con una relación de 0.6875 equivalente a -1.627 dB. 
En la Figura 3-14 se presenta la función de transferencia únicamente del filtro al realizar la 
corrección del divisor de tensión manteniendo una ganancia en cero antes de 𝑓𝑐. La 
atenuación presenta a frecuencia 𝑓𝑖𝑛 = 0 𝐻𝑧 (Valores DC) se debe a que el filtro introduce 
un offset asociado a la operación del filtro el cual debe tenerse en cuenta en la corrección 
del Offset. Para el caso de una señal de entrada a 60 Hz (𝑓𝑐 = 10 𝑘𝐻𝑧) el error encontrado 
en la medición con multímetro en la entrada y salida fue de 0.7%; equivalente a 4.813 mV 
con una señal de entrada de 0.999 V, valor esperado de salida 0.687 V y valor medido de 
0.682 V. 
 
52 Sistema de diagnóstico distribuido de motores de inducción basado en redes 
inalámbricas de sensores y protocolo ZigBee 
 
Figura 3-13: Función de transferencia del acondicionamiento de señal para 𝑓𝑐 en 10 kHz 
y 20 kHz. 
 
 
Figura 3-14: Función de transferencia del filtro dinámico con 𝑓𝑐 en 10 kHz y 20 kHz. 
 
La atenuación típica esperada en un filtro pasa bajos en la frecuencia de corte son -3 dB 
(ganancia 0.5 V/V), pero en la frecuencia de corte del filtro conmutable se encontró que la 
atenuación a la frecuencia de corte fue de -1.196 y -1.366, 𝑓𝑐 = 10 𝑘𝐻𝑧 y 𝑓𝑐 = 20 𝑘𝐻𝑧 
respectivamente. Entonces se debe realizar una corrección a la frecuencia de control de 
tal forma que se garantice la atenuación desplazando 𝑓𝑐𝑙𝑘 a una frecuencia más baja. Al 
realizar la normalización de la respuesta en frecuencia en referencia a 𝑓𝑐 se obtiene el 
comportamiento de la Figura 3-15, con pendientes de atenuación y frecuencias de esquina 
similares. 
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Figura 3-15: Función de transferencia normalizada del filtro dinámico para diversas 𝑓𝑐. 
 
En la Tabla 3-3 se presenta la atenuación a la frecuencia de corte establecida cuando se 
ajustan diversas frecuencias de control. Encontrando que la frecuencia de esquina del filtro 
se encuentra desplazada. Es decir que para lograr una atenuación de 3 dB en 𝑓𝑐 se 
requiere ajustar la frecuencia de control en al menos un 10%, ver ecuación (3-2). 
 
𝑓𝑐𝑙𝑘 = 110 ∗ 𝑓𝑐 (3-2) 
 
En la Figura 3-16 y Figura 3-17 se presentan las funciones de transferencia en escala 
logarítmica equivalente de la Figura 3-14 y la Figura 3-15 respectivamente, a partir de la 
cual se puede calcular la atenuación en la zona de transición luego de la frecuencia de 
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Tabla 3-3: Comparación de la ganancia para diferentes frecuencias de corte. 
  
Ganancia [dB] 






0.1 10 -1.213 -3.161 
0.5 50 -1.196 -3.188 
1.0 100 -1.213 -3.201 
2.0 200 -1.204 -3.188 
5.0 500 -1.146 -3.071 
10.0 1000 -1.196 -3.188 
20.0 2000 -1.366 -3.201 
 




En la Tabla 3-4 se encuentra la atenuación correspondiente para cada una de las curvas 
de caracterización realizada en donde en promedio de obtiene una atención de 80.332 
dB/década. Las variaciones presentadas se deben a que la sección final de la curva 
características (ver Figura 3-15) no son rectas perfectas. En concordancia con el datasheet 
[66], se encontró que la respuesta en frecuencia en la zona de transición puede llegar a 
aproximarse a tres rectas con pendientes diferentes.  
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Tabla 3-4: Comparación de la ganancia para diferentes frecuencias de corte. 
𝑓𝑐 𝑓𝑐𝑙𝑘 Atenuación [𝑑𝐵/𝑑𝑒𝑐𝑎𝑑𝑎] 
0.1 10 80.368 
0.5 50 80.423 
1.0 100 83.636 
2.0 200 79.465 
5.0 500 79.176 
10.0 1000 78.463 
20.0 2000 80.791 
 
La caracterización del ángulo de fase se realizó configurando dos frecuencias de corte (𝑓𝑐), 
5 kHz y 20 kHz. En la Figura 3-18 se presentan los resultados del ángulo de fase entra la 
señal senoidal de entrada aplicada y la señal de salida hacia el MCU. Debido a que en la 
última etapa del acondicionamiento de señal un amplificador realiza una resta para ajustar 
el offset, este introduce una inversión de la señal, lo cual se ve reflejado en un desfase de 
180 grados adicional. En la Figura 3-19 se presenta el desfase asociado únicamente al 
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filtro de capacitor conmutado en donde el ángulo de fase logrado a la frecuencia de corte 
establecida es de -356° y -358° para 𝑓𝑐 = 5 𝑘𝐻𝑧 y 𝑓𝑐 = 20 𝑘𝐻𝑧 respectivamente. 
 
Figura 3-18: Ángulo de fase del acondicionamiento de señal para 𝑓𝑐 de 5 kHz y 20 kHz. 
 
En general el comportamiento del ángulo de fase del filtro tiene una repuesta que puede 
ser una aproximación lineal conforme aumenta la frecuencia de la señal de entrada, pero 
no debe ser considerada como tal en caso de necesitar análisis detallado de desfases, el 
error varía conforme se modifica la 𝑓𝑐 o  𝑓𝑐𝑙𝑘 (ver Figura 3-19) y las no linealidades afectan 




 pero en el caso de 𝑓𝑐 = 5 𝑘𝐻𝑧 es de 0.5857 ∗ 𝑓𝑐 es decir un 17.15% más arriba y para 
𝑓𝑐 = 20 𝑘𝐻𝑧 el error es de 14.73% por encima de 
𝑓𝑐
2
. En caso de requerir una respuesta 
lineal en el ángulo de fase se debe emplear filtros pasa bajos tipo Bessel considerando la 
respuesta atenuada en su banda de paso [66] 
 
El alto consumo de potencia, así como la necesidad de los nodos remotos de funcionar 
con batería requieren que la fuente de alimentación del sistema tenga la mayor eficiencia 
posible y la implementación de una fuente de alimentación simple positiva. Como primera 
medida se realizó el desarrollo de una tarjeta de acondicionamiento de señal con 
alimentación positiva a 9V DC ajustada para operar a 5V DC la sección análoga y a 3.3V 
DC el MCU y la tarjeta XBEE.  
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Figura 3-19: Ángulo de fase del filtro dinámico para 𝑓𝑐 de 5 kHz y 20 kHz. 
 
 
En la Figura 3-20 se presenta el diagrama de bloques reorganizado y ajustado del 
acondicionamiento de señal para operar con fuente simple en donde se debe incluir un 
sumador para la corrección del offset adicionado por cada uno de los filtros conmutados 
(±400 mV) y se traslada el offset principal con el primer elemento para que la señal siempre 
quede positiva y no se tenga recorrido negativo de alguna salida de los amplificadores 
operacionales.  
 
Figura 3-20: Diagrama de bloques del acondicionamiento de señal para fuente simple. 
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Debido al cambio de tensión de alimentación del filtro, su señal de control tipo TTL no logra 
funcionar con la señal clk de 3.3V entregada por el MCU. Entonces fue requerido agregar 
resistencia de Pull-Up a esta señal conectada a a la salida del MCU con su respectiva 
configuración.  
 
El consumo de energía es uno de los elementos fundamentales para garantizar la 
operación del nodo remoto con baterías, por ello se estudiaron las opciones de operar el 
acondicionamiento de señal, el MCU y el XBee en modo de ahorro de energía (stand by). 
Se desarrolló un modelo de simulación mediante SystemC basado en el modelo de sistema 
digital IDEA1 [67] el cual permitió simular el consumo de energía separando las 
comunicaciones del resto del nodo remoto (MCU y acondicionamiento de señal). El modelo 
propuesto se presenta en la figura Figura 3-21 donde se incluyen la simulación del software 
y del hardware separando la unidad de procesamiento, el sensor (acondicionamiento de 
señal) y los módulos de comunicación (transceiver). 
 
Figura 3-21: Arquitectura de IDEA1 [68]. 
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La batería presentada como un bloque de CC (corriente continua) en la Figura 3-21 se 
modela como un módulo con conocimiento en tiempo real del estado de todos los 
elementos del nodo sensor. Este opera como un registro de consumo energético basado 
en el monitoreo de eventos generados por los diferentes elementos de Hardware (Figura 
3-22), es decir que cuando el estado del sensor cambie se calcula un consumo energético 
basado en el tiempo transcurrido en determinado estado, tal como se presenta en la Figura 
3-23. De esta forma se requirió definir los tiempos de operación en cada estado y sus 
respectivos consumos de corriente acorde para cada uno de los elementos. 
 





La plataforma permite implementar una topología básica de comunicación y su política de 
ruteo de datos, analizando el consumo de datos para cada nodo implementado en la red 
Mesh de una WSN. En [67] se presenta más detalle de la implementación y configuración 
de la medición de variables y definición de indicadores de consumo. En la Figura 3-29  se 
observa el comportamiento del consumo energético del módulo RF transmitiendo datos 
60 Sistema de diagnóstico distribuido de motores de inducción basado en redes 
inalámbricas de sensores y protocolo ZigBee 
 
por tarea realizada conforme se aumenta el tamaño de las tramas enviadas, manteniendo 
constante los demás parámetros de simulación: software simulado, consumos de energía, 
políticas de ruteo, tamaños de mensajes, políticas de Wake Up. Se observa un crecimiento 
lineal debido a que el payload del mensaje es lo suficientemente grande en comparación 
con los encabezados. Por otro lado, al reducir el tamaño de las tramas de 128 Bytes a 96 
Bytes, 25% menos, se produce una reducción del consumo de energía capaz de aumentar 
los tiempos de procesamiento de 1 a 10 segundos bajo las condiciones de simulación. 
 
Figura 3-23:  Calculo del consumo energético planteado por IDEA1. 
 
Figura 3-24:  Energía consumida en [uJ] durante la transmisión de datos por diagnóstico 
en función del tamaño de trama 
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En la Figura 3-25 se observa el comportamiento del consumo energético del procesador 
cuando se encuentra activo en función del tiempo empleado para obtener un diagnóstico. 
Donde se observa que el consumo del MCU durante el análisis es muy inferior al módulo 
de comunicaciones (Figura 3-24) y se puede extender el análisis hasta 1 segundo sin 
representar un cambio significativo en el consumo. 
 
Figura 3-25:  Energía consumida en [uJ] durante el procesamiento por diagnóstico en 
función del tiempo empleado. 
 
 
Finalmente, para mejorar la eficiencia del consumo de energía, se requiere que la fuente 
de alimentación de los sistemas sea de alta eficiencia y controlables de manera 
independiente para el acondicionamiento de señal, el MCU y el módulo de comunicación. 
De esta forma los elementos del sistema operan únicamente cuando son requeridos, 
recolección de datos, análisis o envío de datos, logrando así maximizar el tiempo de uso 
de las baterías, tal como se presenta en [3]. En el Anexo D se presenta el esquemático de 
la fuente de alimentación con tres fuentes conmutadas independientes basadas en el 
TPS62056 para salidas a +3.3 V y el TPS62172 para las salidas a +5 V.  
3.5 Nodo remoto 
El software para el nodo remoto sobre un MCU se basa en una ejecución secuencial 
empleando diferentes módulos de hardware con capacidad de lanzar interrupciones por 
hardware para dejar en el procesador únicamente las tareas de realizar análisis de datos 
y coordinarse con la red de comunicaciones. En la Figura 3-26 se presenta el diagrama de 
flujo del nodo remoto y en la Figura 3-27 los respectivos para las ciclos de interrupción 
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donde se realizan las tareas de muestreo de datos, almacenamiento de los canales 
medidos y control de consumo energía del acondicionamiento de señal (Wake Up – Sleep 
Mode).  
 
Figura 3-26: Diagrama de flujo del software del nodo remoto. 
 
 
El desarrollo del software del nodo remoto requirió el desarrollo e integración de librerías 
para la operación del módulo de comunicación XBee en formato API por puerto serial, 
puesto que las librerías disponibles no contemplan código en C++ o interfaces específicas 
de microcontroladores. Dentro del código desarrollado se emplean los drivers existentes 
del MCU en MCUXpresso IDE relacionadas al envío de datos por puerto serial empleando 
los módulos DMA (Direct Memory Access) y el puerto UART para permitir enviar datos o 
recibirlos sin signar el procesador principal en tareas de envío de registros y sincronización 
de bytes de comunicación. Por otro lado, al emplear mensajes en formato API es posible 
configurar el nodo XBee desde el MCU, enviar mansajes broadcast, mensajes con 
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dirección específica, emplear direcciones basadas en número MAC, identificar y ajustarse 
a una red existente conforme a un nodo coordinador, recibir mensajes de acknowledge 
(ack) y verificar el envío de datos. 
 




Adicional a la configuración de la comunicación del MCU, se realizó el ajuste del bloque 
ADC para el muestreo de hasta 9 canales (basado en interrupciones automáticas), 
configuración de temporizadores para el muestreo correspondientes al inició del análisis 
periódico de fallas y el monitoreo de estado periódico del sistema de comunicación. Debido 
a que se emplean filtros conmutables su señal de reloj fue generada mediante el bloque 
PWM permitiendo ajustar la frecuencia de operación de la señal de salida emplear un 
módulo independiente. Esta configuración se realiza en la segunda etapa del software 
“configuración operación monitoreo” como se presenta en el diagrama de bloques de la 
Figura 3-26. 
 
Durante la configuración general del MCU se ajusta la frecuencia de operación, las 
opciones para lograr un bajo consumo de potencia (Low Power), los pines de entrada y 
salida estándar de la tarjeta de desarrollo y de las señales extra (Entradas y Salidas E/S) 
definidas para realizar monitoreo como interruptores de control y señales de alarma. 
Adicionalmente se realizan ajustes propios sugeridos por el fabricante relacionados con la 
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configuración del dispositivo para emplear las librerías disponibles para desarrollo de 
software. 
 
En la sección del software correspondiente al análisis (incluye cálculo de variables e 
indicadores) y al diagnóstico se emplearon las librerías CMSIS (Cortex Microcontroller 
Software Interface Standard), cuyo propósito es brindar una interfaz de software básica y 
sencilla para el uso de procesadores Cortez-M.8 Dentro de las herramientas disponibles se 
encuentran procesadores de tiempo real (RTOS), drivers de funciones especiales del 
procesador, debuggers, drivers de puertos HMI (usb, serial, mouse, teclados, entre otros) 
y funciones de DSP. Debido a que los drivers de CMSIS de los puertos de comunicación 
no permitieron hacer un control de Hardware avanzado disponible del MCU para optimizar 
su uso, se emplearon los drivers y ejemplos de uso existentes en LPCXpresso del MCU 
para posteriormente asociar las librerías de CMSIS de análisis requeridas conforme fuesen 
necesarias. Las funciones integradas (se incluyen algunas herramientas desarrolladas) 
para operación de vectores tipo float de CMSIS fueron: 
 
▪ Valor RMS  ▪ Bit reversal (Ordena resultado de 
FFT compleja) ▪ Energía (sumatoria cuadrada) 
▪ Sumatoria  ▪ Operaciones con complejos 
▪ Promedio ▪ Raíz cuadrada 
▪ Máximo ▪ Potencia 
▪ Mínimo ▪ Convolución 
▪ Desviación estándar ▪ Producto punto  
▪ FFT (compleja) ▪ Sub Muestreo (downsampling) 
▪ Norma (complejos) ▪ Upsampling 
▪ Shift register  
 





8 https://developer.arm.com/tools-and-software/embedded/cmsis  
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▪ Medición 
o Valor RMS, AC y DC por fase  
▪ Transformada de Fourier - FFT  
o Para 512, 1024, 2048 o 4096 muestras  
o Resultados en números complejos  
o Valor absoluto y ángulo 
o Extracción de frecuencia principal 
o Valor pico para rangos de frecuencia 
o Calculo de armónicos 
▪ Transformada Wavelet - DWT  
o Basado en convolución de acuerdo con la  
o Figura 2-1 
o Nivel de descomposición Wavelet ajustable hasta el permitido por la 
cantidad de muestras 




✓ Desviación estándar 
✓ Valor pico a pico 
✓ Skewness 
✓ Kurtosis 
o Corrección de defectos de borde: 








▪ Clasificación con SVM 
o Reporte de datos para entrenamiento 
o Estimación de vector de entrada basado en Kernel 
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✓ rbf (Radial Basis Function) 
✓ sigmoid 
o Validación de entrenamiento 
 
La transformada de Fourier implementada calcula el componente para cada frecuencia 
como un valor complejo (librería FFT para DSP de CMSIS) pero todos los análisis se 
realizan únicamente con el valor absoluto de cada componente. Por otro lado, se 
implementó un seguimiento a un rango de frecuencia específico autoajustado a la 
frecuencia principal de alimentación, del cual se extrae la frecuencia con mayor amplitud 
(frecuencia y valor absoluto) buscando identificar cambios en los componentes de 
frecuencia asociados a fallas (ver ecuación (2-1)). De esta forma, el ancho de banda a 
monitorear se restringe a las variaciones de carga (cambios en el deslizamiento 𝑠) 
independiente de la frecuencia de alimentación para finalmente realizar un diagnóstico más 
acertado de fallas en el estator. 
 
Una vez se calcula FFT y DWT con los vectores con corrección de defectos de borde de 
acuerdo con la sección 2.1 se calcula los indicadores para cada aproximación y detalle con 
los cuales se realiza el diagnóstico de fallas (entrenamiento y predicción). En la Tabla 3-5 
se encuentra las ecuaciones implementadas para el cálculo de los indicadores. 
 
El diagnóstico propuesto corresponde a una SVM la cual cuenta con librerías de análisis 
disponibles en Python [64][69] (acceso web y GitHub9) las cuales son empleadas para 
realizar el entrenamiento de manera offline de diversos conjuntos de datos recolectados 
por el nodo remoto. Para realizar la clasificación de un nuevo dato recolectado de manera 
distribuida por el MCU se requirió el desarrollo de una aplicación en C++ compatible 
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𝑌5 = √𝑌4 (3-8) 
Valor pico a 
pico 














𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠:  𝑗 = 3    ;   𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠:   𝑗 = 4 
 
Posteriormente a cada uno de los análisis y diagnósticos realizados se dejó configurable 
la opción de realizar el reporte de solamente el resultado de la clasificación de la falla 
(alarma), incluir los indicadores con los que se realizó el diagnóstico (entrada de la SVM y 
resultados), incluir todos los indicadores adquiridos (valores de la DWT y FFT) o incluir 
hasta los datos de medición inicial (valor AC, RMS y DC). Esto con el fin de realizar una 
mejor gestión del consumo de energía luego de que se tenga ajustado la identificación y 
clasificación de la falla. 
3.6 Nodo Coordinador 
El nodo coordinador encargado de recibir la información de nodos remotos para luego 
enviarla al servidor fue implementado en una Raspberry Pi 3 Modelo B+ conectado a un 
módulo XBee configurado como coordinador por medio de comunicación serial. Debido a 
la disponibilidad, practicidad de implementación y facilidad de acceso remoto para el 
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desarrollo de software; se trabajó con esta tarjeta de desarrollo basada en Debian. Pero 
en general se puede emplear otras tarjetas o computadores industriales que cuenten con 
puerto de comunicación serial, comunicación ethernet, puertos I/O configurables y 
capacidad para la instalación y ejecución de librerías en Python. 
 
El nodo concentrador/coordinador cuenta con una placa de conexión de fácil 
implementación (Shield) que permite integrar fácilmente la tarjeta de comunicación XBee 
(alimentación de energía, señales de control y comunicación) y los puertos I/O requeridos 
para indicar alarmas o generar alertas del estado visuales de las comunicaciones hacia los 
nodos remotos y/o hacia el servidor (base de datos y visualización remota). En la Figura 
3-28 se presenta el esquemático desarrollado y Figura 3-29 el ejemplo de integración con 
una Raspberry y su módulo de comunicación. El puerto de comunicación Ethernet fue 
trabajado de manera cableado a fin de tener una plataforma de desarrollo controlable en 
conexión local y monitoreo directo en la misma red del servidor de PI System. 
 
Figura 3-28: Esquemático Shield para Raspberry. 
 
Figura 3-29: Shield para Raspberry (implementado). 
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Se desarrollo una aplicación en Python mediante la cual se realiza la configuración del 
puerto serie de la Raspberry verificando si se encuentra disponible previamente. En caso 
contrario la aplicación no se ejecuta. Posteriormente, se crea un archivo nuevo consecutivo 
o se abre uno existente (según configuración) para realizar el registro local de todos los 
datos entrantes los archivos (log file). Este registro posteriormente es empleado para la 
construcción de los vectores de datos de entrenamiento requeridos para el diagnóstico de 
fallas. 
 
Una vez se cuenta con un puerto serial se configuran los elementos y objetos necesarios 
para emplear el XBee. Esto se logra mediante su librería para Python, desarrollada por el 
fabricante,10 11 en donde se crea un objeto para el dispositivo XBee local (nodo 
coordinador) y otro por cada elemento conectado en la red disponible (nodos remotos); 
adicionalmente se crea y configura un proceso de ejecución en paralelo (callback) 
encargado de monitorear continuamente el buffer de entrada del puerto serie y generar 
una interrupción al recibir un mensaje en formato API.  
 
El diagrama de bloque del proceso llevado a cabo en el threat principal se presenta en la 
Figura 3-30 y el proceso llevado a cabo en segundo plano al recibir un mensaje se presenta 
en la Figura 3-31. El loop de la ejecución principal se encarga de monitorear 
periódicamente el estado y disponibilidad de la red XBee (al menos un dispositivo remoto 
conectado), e indicar el estado en ejecución del proceso secundario de recepción de 
mensajes mediante un blinker. En caso de generarse un error en cualquiera de los pasos 
anteriormente descritos (exception) el software antes de salir realiza el cierre del puerto 
serial para evitar errores durante el próximo lanzamiento o ejecución de la aplicación. El 
proceso de volver a iniciar en caso de un error interno se implementó en un script ejecutado 
en forma de Watchdog cada minuto (Crontab en Debian) de la aplicación desarrollada para 
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Figura 3-30: Diagrama de flujo del software del nodo coordinador. 
 
Figura 3-31: Diagrama de flujo del software del nodo coordinador – Interrupción 
automática de mensaje recibido. 
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Durante la configuración de la librería y módulo de comunicación, se habilita el proceso de 
operación independiente en paralelo (Callback) en donde se requiere parametrizar la 
comunicación y realizar un proceso de identificación de la configuración del módulo XBee. 
En caso de no lograr la identificación del módulo se procede a reiniciar el módulo, generar 
alama visual para su revisión y esperar tres segundos para volver a intentarlo. Este error 
puede presentarse por falla en la comunicación serial del módulo, ausencia del módulo o 
su desconexión, bloqueo de procesos alternos en el sistema operativo (error de la librería), 
desajuste de la configuración o bloqueo del XBEE (modo sleep o error de operación).  
 
Durante el Callback al ingresar un mensaje nuevo decodificado para verificar si se 
encuentra empaquetado acorde con el formato API de XBEE, se debe extraer la dirección 
MAC de origen e identificar s, la información corresponde con un dato de uno de los 
sensores remotos. Para identificar si el mensaje recibido es un dato valido se estableció 
un formato de dos (2) caracteres de identificación de indicador o resultado (Data ID) y otros 
cuatro (4) para el valor correspondiente en formato float, entonces como primera validación 
se revisa que los datos del mensaje actual (payload) tengan una longitud de seis (6) 
caracteres. Finalmente, con la dirección de origen y el Data ID se busca si el nodo remoto 
y el indicador se encuentran configurados para realizar su envío al servidor remoto para 
su almacenamiento y visualización.  
 
El envío de información a base, se requiere emplear un formato JSON por protocolo HTTP 
(interfaz PI Web API) y por cada dato que se envíe se debe enviar un encabezado diferente 
que apunte a un registro de memoria independiente, por ello mediante el Data ID se busca 
en un diccionario de Python de encabezados predefinidos, su respectivo encabezado para 
completar la dirección HTTP para realizar la publicación del dato. En la Tabla 3-6 se 
presentan los Data ID en formato hexadecimal (dos caracteres ASCII) para los diferentes 
tipos de mensajes recibidos con información de la fase A. Para identificar las otras fases 
se cambia el primer carácter ‘A’ (0x41) y ‘a’ (0x61) por ‘B’ (0x42), ‘b’ (0x62), ‘C’ (0x43) o ‘c’ 
(0x63) según corresponda. Se incluyen dos IDs para el diagnóstico de fallas, uno para el 
resultado final indicando si hay falla o no y otro para notificar que hay una falla preexistente 
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Tabla 3-6: Data ID definidos para la identificación de mensajes, ejemplo de la fase A. 
Data ID [ASCII 0xffff] Descripción 
0x4131 0x4132 0x4133 Valor DC, AC y RMS  
0x4134 0x4135 Frecuencia principal y su amplitud  
0x4161 – 0x416b Frecuencias de armónicos seleccionados 
0x4141 – 0x414b Amplitud de armónicos seleccionados 
0x6161 – 0x6168 Indicador 1° para el Detalle 1 al 8 con DWT 
0x6169 – 0x6170 Indicador 2° para el Detalle 1 al 8 con DWT 
0x6171 – 0x6178 Indicador 3° para el Detalle 1 al 8 con DWT 
0x6123 – 0x612a Indicador 4° para el Detalle 1 al 8 con DWT 
0x6141 – 0x6148 Indicador 1° para la Aproximación 1 al 8 con DWT 
0x6149 – 0x6150 Indicador 2° para la Aproximación 1 al 8 con DWT 
0x6151 – 0x6158 Indicador 3° para la Aproximación 1 al 8 con DWT 
0x6139 – 0x6140 Indicador 4° para la Aproximación 1 al 8 con DWT 
0x4646 Resultado del diagnóstico de falla 
0x4666 Falla conocida para entrenamiento 
 
Una de las restricciones dadas a la recepción de datos planteada, así como el formato de 
enviar un valor siempre en formato float de cuatro caracteres, corresponde al envío de un 
valor en cero. Ya que al enviar un numero en formato de coma flotante en formato 
hexadecimal partiendo sus registros para reducir la cantidad caracteres a enviar por puerto 
serial, alguno de los caracteres resultantes puede ser nulo (0x00) lo cual representa fallas 
en la comunicación y una decodificación errónea al no encontrar nada asumiendo una 
longitud menor del dato. Entonces, se verificaron los rangos de variación de cada uno de 
los datos reportados para que todos fueran menores a uno (𝑥 < 1) con algún factor de 
escala (forzar llenado de un registro float) o nunca tuviesen valores en cero. 
 
Antes de salir del Callback se realiza el registro local del dato a modo de respaldo cuando 
no se cuenta con una comunicación confiable con el servidor. Este también permite 
registrar los datos para su posterior uso durante el entrenamiento de los algoritmos de 
clasificación de fallas, el registro de otras variables o de otros sin configurar, y para la 
depuración de errores cuando se solicita una respuesta forzada. 
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3.7 Servidor 
La configuración de PI System del servidor, para lograr una integración del sistema de 
diagnóstico, requirió de la configuración de la estructura de datos en PI System Explorer 
acorde con cada uno de los Data ID creados (ver Tabla 3-6). Esta misma estructura es la 
empleada para la publicación de datos por medio de HTTP en la interfaz PI Web API con 
la cual se logra un acceso público estándar al servidor de manera controlada y estándar. 
Como es una interfaz común a múltiples aplicaciones y usuario, se definió un usuario con 
suficientes permisos para la publicación de datos directamente al servidor con un 
respectivo usuario y contraseña. 
 
La forma de operación de PI System requiere definir un identificador de memoria o PI Point 
por cada una de las variables a ser almacenadas, entonces a cada uno de los elementos 
de la estructura de datos correspondientes con los Data ID se les asigna un PI Point acorde 
con las necesidades de almacenamiento. El uso de PI Point permite que diversas 
aplicaciones de PI System puedan acceder directamente a los datos de memoria para una 
operación más ágil logrando sincronizar y separar las tareas con los datos de las 
operaciones administrativos e interfaces de visualización y gestión cuya prioridad es la 
correlación de variables con activos bajo monitoreo. 
 
Una de las aplicaciones que opera directamente con los registros de memoria es PI 
ProcessBook encargada de realizar una visualización en tiempo real de las variables de 
estado de procesos industriales y enviar comandos desde escritorio, similar a la operación 
de un sistema SCADA. Sobre esta interfaz se desarrolló la visualización del sistema de 
diagnóstico presentando en pantalla los indicadores definidos, las variables de estado y la 
alerta de presencia de falla en el motor bajo monitoreo, tal como se presenta en la Figura 
3-32. En donde para cada variable se puede ingresar a revisar su registro histórico para 
comparar comportamientos. 
 
Emplear ProcessBook requiere tener instalado esta aplicación, así como una conexión 
estable directamente con el servidor de datos (Archive). Pero en caso de requerir una 
visualización básica y abierta al público como puede suceder en diversas aplicaciones, por 
ejemplo, acceso desde terminales portátil o equipos de gestión empresarial; se debe 
emplear PI Vision (Anteriormente PI Coresight), cuya operación se basa en ofrecer un 
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servicio web de visualización en HTTP en una IP pública. Entonces el sistema de 
diagnóstico puede ser visualizado remotamente desde PI Vision o PI ProcessBook con la 
misma presentación propuesta en la Figura 3-32 e integrada al laboratorio de redes 
inteligentes lab+i de la Universidad Nacional de Colombia. 
 












4. Pruebas y Resultados 
4.1 Plataforma de pruebas 
El sistema de diagnóstico se implementó en una bancada de pruebas de motores eléctricos 
la cual tiene un motor de inducción de carga acoplado mecánicamente para someter a 
carga controlada el motor de pruebas tal como se presenta en el diagrama esquemático 
de la Figura 4-1. Se emplea un variador de velocidad ABB ACS800-1 para el control de la 
velocidad del motor bajo pruebas y un variador regenerativo ABB ACS800-11 para el 
control del par del sistema realimentando energía a la red eléctrica. 
 
Figura 4-1: Diagrama esquemático del sistema de pruebas de laboratorio. 
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El sistema propuesto cuenta con analizadores de potencia y un sistema de adquisición de 
datos en LabView para registro y monitoreo de las vibraciones, la potencia de entrada al 
motor, el par y la velocidad. Pero, estos sistemas solo se emplean para monitorear el 
estado de la prueba realizada y garantizar las condiciones de prueba del punto de 
operación requerido para cada análisis. 
 
En la Figura 4-2 se presenta la bancada de pruebas empleada, donde se emplea un motor 
de carga con capacidad de trabajo hasta 3600 rpm y potencia nominal de 18.5 HP (13.8 
kW) a 220V. Para el motor de pruebas se empleó un motor de inducción trifásicos Siemens 
de 7.5 HP (5.6 kW) a 220 V conexión en YY velocidad nominal 1732 rpm y FP 0.73, el cual 
fue acondicionado para generar de manera controlada fallas entre espiras e instaladas 
termocuplas internas para seguimiento de la temperatura del devanado.  
 
En el devanado de la fase W (según marcación de terminales en el motor) fueron extraídas 
nuevas terminales en la espira 17, 19, 21 y 23 de tal forma que respecto a la espira 23 se 
tienen 2, 4 y 6 espiras respectivamente. La espira 23 es el extremo del devanado y se 
encuentra conectado al punto común YY, es decir al neutro interno. Entonces al cerrar los 
terminales de las espiras 17 con 23 (C3), 19 con 23 (C2) y 21 con 23 (C1) mediante 
interruptores se logra introducir cortos entre espiras de manera controlada de 6 espiras, 4 
espiras y 2 espiras [54]. Esta conexión se presenta en la Figura 4-3. 
 
Figura 4-2: Bancada de pruebas grande. 
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Se debe tener en cuenta al aplicar un corto entre espiras, que se genera un desbalance 
de corrientes del motor y en el caso del corto C3 se produce el disparo de la protección del 
variador por sobrecarga, entonces la aplicación debe ser momentánea y sin sobrepasar 
las corrientes máximas de los devanados. En el caso de C1 y C2 se realizó el seguimiento 
constante de la temperatura para evitar llegar a temperaturas no deseadas durante las 
pruebas del motor con corto entre espiras, ya que la aplicación constante del corto puede 
llegar a generar temperaturas internas del devanado de hasta 120 °C. 
4.2 Procedimiento de pruebas y validación 
El procedimiento de pruebas llevado a cabo para la recolección de datos de entrenamiento 
y su posterior verificación de funcionamiento es como se presenta en la Figura 4-4: 
 
Figura 4-4: Procedimiento de pruebas para el diagnóstico 
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• Configuración del nodo remoto: Se configura la frecuencia de muestreo, el 
periodo de análisis, el Δ𝑓 para la FFT, los indicadores a calcular, el nivel de detalle 
de la DWT a calcular, la Wavelet madre, los indicadores a emplear para el 
diagnóstico, el tipo de SVM, habilitar la cantidad de parámetros que se van a 
reportar y la frecuencia con la que se realizaría el diagnóstico. Las respuestas 
impulso para la descomposición fue generada por Matlab de tal forma que al aplicar 
la DWT lineal de Matlab se pudiese comparar el resultado dado por el MCU para 
así validar la correcta operación del software desarrollado. 
• Puesta en marcha: Se verifica que el nodo coordinador se encuentre operando, 
habilitado y disponible para la retransmisión de datos al servidor, requiere de la 
disponibilidad del XBee y de una conexión ethernet estable con el servidor de PI 
System. A modo de visualización contar con la interfaz PI Vision abierta para 
verificar que los datos se encuentran correctamente registrados. 
• Ajuste condición de prueba: Se pone en marcha en motor bajo pruebas (Figura 
4-3) a una velocidad inicial de al menos 15% de la nominal y se arranca el motor 
de carga con un sentido de giro opuesto el motor de prueba configurado al 5% de 
carga nominal (o par nominal)12. Posteriormente se lleva al punto de operación 
deseado (velocidad y carga) de manera progresiva para evitar esfuerzos al eje y 
rodamientos. Se verifica no superar el par máximo o la corriente máxima permitida 
y no dejar el motor en puntos de operación inestables propios de la curva de 
respuesta [70]. 
• Registro de datos: Con el fin de generar vectores de datos de comparación para 
la posterior clasificación de fallas se toman datos con y sin presencia de falla. Se 
configuró el nodo remoto para que cada 5 segundos (parámetro ajustable) realice 
recolección de datos (muestreo), calcule indicadores y los envíe a nodo 
coordinador. Cuando se aplicó una falla mediante los interruptores de la Figura 4-3 
se presionó en simultaneo tres pulsadores para indicarle al nodo remoto que los 
datos a enviar corresponden a un tipo específico de falla C1, C2 o C3. 
• Extracción de datos: Se realiza la extracción de datos en falla y sin falla basados 
en la marcación dada por los pulsadores presionados desde los archivos log files o 
 
 
12 Revisar guía las guías de configuración y operación desarrolladas para pruebas de motores 
bajo carga del laboratorio de máquinas eléctricas. Repositorio EM&D. 
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desde la plataforma de visualización PI Vision. Para garantizar que el conjunto de 
datos corresponde a un único punto de operación del motor, se realiza la selección 
de datos basado en las etiquetas de tiempo. 
• Entrenamiento de la SVM: Los datos extraídos son pasados como archivos de 
texto plano a Python en donde se emplean las librerías presentadas en la sección 
2.3 para definir un número finito de vectores de soporte y las respectivas constantes 
del tipo de SVM aplicado. Antes de generar un diagnóstico desde el nodo remoto 
los vectores seleccionados son validados con un segundo conjunto de datos con 
las mismas condiciones de operación para comprobar que el diagnóstico tendrá un 
funcionamiento coherente. 
• Configuración SVM: Los vectores obtenidos del entrenamiento son configurados 
en el nodo remoto y se habilita el diagnóstico de fallas con su respectiva alarma 
local. 
• Verificación de la operación: Se realiza nuevamente el registro de datos y durante 
las condiciones de falla se presiona en simultaneo el pulsador cuyo registro debe 
coincidir con la señal de salida de presencia de falla. Un ejemplo se presenta en la 
Figura 4-5 en donde la señal azul punteada indica el resultado del diagnóstico de 
falla (0 ó 1) y la línea continua naranja corresponde a la falla de entrenamiento o 
marcada como falla con los pulsadores, puntualmente en este caso se logran un 
diagnóstico correcto de tres fallas tipo C1 (0.2). 
 
Figura 4-5: Resultado esperado del diagnóstico de fallas mediante visualización de PI 




80 Sistema de diagnóstico distribuido de motores de inducción basado en redes 
inalámbricas de sensores y protocolo ZigBee 
 
El procedimiento planteado al final de cada una de las etapas de verificación vuelve a 
empezar planteando mejoras a los indicadores o a las herramientas de diagnóstico 
planteadas, ya que en diversas ocasiones la verificación en Python del software no 
coincide con los resultados obtenidos en campo por el nodo remoto con análisis 
distribuidos. 
 
El nodo remoto fue configurado para la recolección de datos y cálculo de indicadores 
periódico cada 5 segundos, se estableció 𝑓𝑠 en 10240 Hz y N en 1024 muestras para lograr 
un Δ𝑓 de 10 Hz en la FFT y una señal de análisis de 0.1 s. Se configuró la recolección del 
valor RMS de los armónicos 0, 1, 3, 5, 7, 9, 11, 13 y 15; adicionalmente se ajustó el cálculo 
de la energía del resultado de cada uno de las aproximaciones y detalles de la DWT de 
nivel 8 (ver Figura 2-2) empleando una Wavelet madre tipo Daebuchies db44.  
 
Se pueden emplear otras Wavelet Madre cuyo tamaño del vector de la respuesta impulso 
sea más corta, lo cual beneficia el rendimiento de memoria y tiempo de respuesta. Incluso 
se pueden incluir plataformas web y librerías que proporcionan diversos tipos de filtros 
acordes con Wavelet madre que se ajustan a una descomposición de multiresolución.13 
Pero cada una de las librerías requiere ser validada y verificada que sea acorde al análisis 
de la sección 2.1, ya que durante las pruebas iniciales de implementación de DWT se 
aplicó el mismo filtro de diversas librerías (Matlab y PyWavelets) obteniendo resultados 
que no eran coherentes entre ellos. Por lo tanto, siempre se emplearon filtros dados por 
Matlab que pudiesen ser corroborados antes con señales conocidas y tuviesen una 
validación previa en literatura. 
4.3 Clasificación basada en DWT: Energía 
Se realizaron pruebas de corto circuito entre espiras tipo C1 (dos espiras) a velocidad 
nominal del motor de pruebas (100% - 60 Hz) y con carga al 60% (3.36 kW). En estas 
condiciones la frecuencia a revisar de acuerdo con la ecuación (2-1) con 𝑚 = 2, 𝑍 = 28 y 
𝑝 = 4 se encuentra entre 868 Hz y 900 Hz para carga completa (𝑠 = 0.038) y vacío (𝑠 = 0) 
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3 “D3” (640 Hz a 1280 Hz) tendría un comportamiento diferente conforme al aumento de 
la falla entre espiras y su energía podría ser tomada para la identificación de presencia de 
falla. En la Figura 4-6 se presentan los resultados para el detalle 1°, 2° y 3°  de 92 vectores 
de prueba con y sin falla, en donde se puede observar que el detalle 3 en promedio 
presenta un incremento de 31.6% de la señal de energía. De esta forma se verifica que 
emplear DWT puede ser una herramienta para la identificación de fallas entre espiras. 
 
Figura 4-6: Resultado de la energía de los detalles Wavelet 1°, 2° y 3° para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. 
 
 
En la Figura 4-7 y la Figura 4-8 se presentan los resultados de la energía para los detalles 
4° al 8° en donde se puede observar que el detalle 6° tiene un crecimiento de 23.9% y el 
detalle 7° de 19.6% debido a que la frecuencia principal son 60 Hz y logra influenciar la 
señal de energía de estos dos detalles. Este hecho se debe a que al presentarse una falla 
entre espiras la primera consecuencia es un desbalance en las corrientes, lo cual se ve 
reflejado en un aumento en la fase en corto y un aumento menor de la fase contigua, tal 
como se presenta en la Figura 4-9, en donde la Fase A (equivalente fase W de la Figura 
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Figura 4-7: Resultado de la energía de los detalles Wavelet 4°, 5° y 6° para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. 
 
Figura 4-8: Resultado de la energía de los detalles Wavelet 7° y 8° para falla C1 con 
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Figura 4-9: Resultado de los valores AC de la corriente de la fase A, B y C para falla 
C1 con velocidad nominal y 60% de la carga, 19/12/2018. 
 
Figura 4-10: Comparación XY de la energía del detalle 3° y el detalle 7° para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. 
 
Con el fin de generar una clasificación de la falla entre espiras se requiere plantear 
indicadores que permitan una diferenciación. En la Figura 4-10 se propone emplear el 
detalle 7 como indicador de presencia de falla y el detalle 3 para diferenciar la falla entre 
espiras de otras que puedan generar comportamiento similar en D6 y D7. El objetivo es 
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buscar comportamientos diferenciados como el previamente descrito en la Figura 1-2 de 
tal forma que al aplicar una clasificación con SVM (Figura 2-6) de los nuevos datos medidos 
por el nodo remoto, la estimación es acertada logrando estimar la posible presencia de una 
falla.  
 
Dado que en la Figura 4-10 se presenta una tendencia hacia la derecha y hacia arriba, se 
realiza una aproximación basada en Kernel polinomial, la cual requiere de normalización 
para que las variaciones de las señales de energía se encuentren en un rango de 0 a 1 
con variaciones cercanas a 0.5. Este requerimiento se debe tener en cuenta para todas las 
funciones de SVM para evitar errores al operar magnitudes demasiado grandes, en donde 
además los algoritmos de optimización no logran alcanzar puntos estables con facilidad 
[63]. En la Figura 4-11 se presenta el resultado de la normalización (exactitud de 
clasificación de 90.22%) y las curvas características límite obtenidas del entrenamiento de 
la SVM con: 
 
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 =  𝜌 = −1.322322𝑒 + 08 
𝑑𝑒𝑔𝑟𝑒𝑒 =  𝑑 = 6 
𝑔𝑎𝑚𝑚𝑎 =  𝛾 = 1.988177 
𝑐𝑜𝑒𝑓0 = 𝑟 = 100 
 
Figura 4-11: Clasificación normalizada basado en la energía del detalle 3° y el detalle 7° 
para falla C1 con velocidad nominal y 60% de la carga, 19/12/2018. 
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En la Figura 4-12 se presenta la validación de los vectores de soporte seleccionados y sus 
respectivos coeficientes al aplicar la clasificación a cada uno de los posibles puntos de la 
malla planteada. Los puntos resaltados corresponden a un nuevo conjunto de datos 
sometidos a la estimación de la SVM en donde se logró alcanzar una exactitud del 84.2% 
es decir, un error de clasificación de 15.8%.  
 
Figura 4-12: Clasificación normalizada basado en la energía del detalle 3° y el detalle 7° 
para falla C1 con velocidad nominal y 60% de la carga, 19/12/2018. 
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Una vez se configuran los vectores de soporte y los parámetros de la SVM en el nodo 
remoto, se procedió a colocar las mismas condiciones de prueba empleadas para el 
entrenamiento (V=100% y P=60%) y verificar que al aplicar una falla sea detectada. 
Durante la validación se encontró que la SVM implementada, presenta un error muy alto 
de error por falso positivo, 27.6%, tal como se observa en la Figura 4-13, en donde sin 
tener falla se indica que hay una falla (línea punteada); pero en caso de falla el error por 
falso negativo es 0%. Este comportamiento se debe al comportamiento cíclico que tiene la 
energía de D3 y D7 dificultando tener una clara diferenciación en condición de falla, ver 
Figura 4-14 Izquierda. Adicionalmente el comportamiento cíclico de la Figura 4-14 Derecha 
sugiere que hay una relación entre los comportamientos ondulatorios de las señales de 
energía, lo cual requiere de un estudio más riguroso que permite definir la proporcionalidad 
e identificar la variable que produce la periodicidad de la señal y así lograr un diagnóstico 
más acertado. 
Figura 4-13: Resultado del diagnóstico de fallas con SVM polinomial basado en energía 




Figura 4-14: Señal de energía de D3 y D7 en función del tiempo. 15/01/2019 13:27:45. 
Izquierda: D3 y Falla de entrenamiento. Derecha: Comparación D3 y D7. 
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Como alternativa para la identificación acertada de la falla se incluye como indicadores los 
valores AC de las corrientes permitiendo tener dos etapas de diagnóstico, primero se 
identifica si hay una falla basado en el desbalance, luego se clasifica que tipo de falla 
empleando SVM en dos dimensiones. Posteriormente al tener claro los indicadores que 
permiten la clasificación se puede migrar a una SVM de 3 o más dimensiones permitiendo 
aplicar un único análisis de todos los indicadores válidos. Por otro lado, para dar una mayor 
confiabilidad a DWT se requiere incluir y analizar otros indicadores como se indica en 
secciones posteriores. 
4.4 Clasificación basada en DWT: Otros 
Indicadores 
Con el fin de mejorar el desempeño del diagnóstico basado en Wavelet, se realizaron 
pruebas de los diferentes tipos de corrección de borde que propiciaran una mayor 
estabilidad de los indicadores: sin corrección, smooth, periódico, antisimétrico y constante. 
Se implementaron los indicadores de energía, desviación estándar, valor pico a pico y 
kurtosis con los cuales se busca identificar un comportamiento característico de la 
condición de falla. Entonces se tiene un conjunto de datos por cada una de las opciones 
de corrección de borde en condición de falla y sin falla para realizar la comparación. 
 
Dada la gran cantidad de datos que se empiezan a generar y los posibles comportamientos 
encontrados en las señales que cambian conforme se aplica la falla entre espiras, se 
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adecuados para el diagnóstico y enfocarse en su estudio para identificar la justificación de 
su inclusión.  
 
Tabla 4-1: Variación del coeficiente Kurtosis en falla tipo C1 respecto a la condición sin 
falla para velocidad 100% y carga 60% para varias correcciones de borde.  
Detalle Sin Corrección Smooth Periódico Antisimétrico Constante 
1 -30,1 -4,1 43,9 1,8 54,6 
2 -19,5 -0,4 -51,3 -14,7 -33,9 
3 -39,3 -6,4 -26,6 -14,1 -7,7 
4 5,4 -2,5 -10,1 -11,3 -5,6 
5 -0,4 2,4 0,3 -1,2 -11,9 
6 -2,0 8,3 4,2 -1,4 -17,1 
7 7,0 7,7 10,3 28,6 0,9 
8 11,0 6,1 6,0 6,1 7,4 
 
Por ejemplo, en el caso del indicador Kurtosis, se presenta una reducción del 39.3% para 
el detalle 3 cuando no se aplica ninguna corrección de Borde en condición de falla, ver 
Tabla 4-1, pero al proponer mejoras esta diferenciación se hace menos notoria, hasta un 
6.4% con corrección Smooth. Aún así el indicador planteado de Kurtosis para cada uno de 
los detalles puede ser empleado para identificar una falla, puesto que en tres casos de 
corrección de borde Sin Corrección, Periódico y Constante presenta cambios 
representativos para el detalle 1°, 2° y 3° correspondiente a donde están las frecuencias 
asociadas a la falla entre espiras. También se observa un crecimiento representativo en el 
caso del detalle 7 para la corrección antisimétrica, lo cual resalta el comportamiento del 
aumento de la corriente fundamental debido al desbalance de carga. 
 
Tabla 4-2: Variación del valor pico a pico por detalle en falla tipo C1 respecto a la 
condición sin falla para velocidad 100% y carga 60% para varias correcciones de borde.  
Detalle Sin Corrección Smooth Periódico Antisimétrico Constante 
1 13,7 5,1 46,8 14,8 45,2 
2 5,2 9,7 -14,9 10,1 -13,9 
3 -18,9 9,5 4,2 13,4 2,8 
4 23,6 2,0 25,7 11,3 24,5 
5 14,1 3,9 25,6 20,3 9,5 
6 13,3 6,7 26,9 17,5 11,0 
7 18,0 5,0 15,1 18,9 16,3 
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8 27,3 8,0 11,2 14,2 33,2 
 
Tabla 4-3: Variación de la energía por detalle en falla tipo C1 respecto a la condición 
sin falla para velocidad 100% y carga 60% para varias correcciones de borde.  
Detalle Sin Corrección Smooth Periódico Antisimétrico Constante 
1 19,2 12,2 40,9 22,9 42,3 
2 27,8 22,9 28,3 25,2 8,2 
3 -14,0 22,9 35,8 21,8 10,5 
4 38,5 1,2 66,7 19,6 64,8 
5 28,6 5,3 64,6 29,3 46,6 
6 26,6 6,5 42,0 39,8 50,3 
7 25,6 3,2 24,9 16,7 28,6 
8 38,8 12,5 14,2 16,1 86,7 
 
En la Tabla 4-2 y Tabla 4-3 se presentan las variación de los indicadores de energía y valor 
pica o pico respecto a la condición sin falla para diversas opciones de corrección de borde 
de la DWT. En la mayoría de opciones para los dos indicadores el crecimiento es uniforme 
para los diversos indicadores a excepción de la energía con corrección Smooth en donde 
se logra resaltar el crecimiento del detalle 2° y 3° (22.9%) en comparación al detalle 7° 
(3.2%) mejorando la diferenciación en condición de falla de la sección previa (ver Figura 
4-11).  
 
Figura 4-15: Comparación de la energía del detalle 7 vs el valor kurtosis del detalle 3 en 
condición de falla C1, velocidad 100%, carga 60% y corto C1. 24/02/2019. 
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En la Figura 4-15 se presenta uno de los ejemplos en los cuales se logra mejorar la 
diferenciación de las condiciones de falla con el cual se puede implementar algoritmos de 
clasificación con una mayor complejidad y exigencia. En este caso se emplea la energía 
del detalle 7° y el coeficiente Kurtosis del detalle 3° con una corrección periódica. Es 
importante considerar que aplicar diferentes correcciones de borde en el nodo remoto no 
es posible debido a las exigencias de memoria física, por lo tanto, las posibles 
combinaciones entre correcciones de borde no son posibles para el diagnóstico o 
clasificación de fallas. 
4.5 Clasificación basada en desbalance: Valores 
AC 
Con el fin de verificar el correcto funcionamiento de las herramientas integradas en el nodo 
remoto, se implementó una SVM con Kernel polinomial lineal basada en identificar fallas a 
partir de analizar el valor AC de las corrientes de entrada Figura 4-9.  
Figura 4-16: Comparación XY de los valores AC de la fase A y B para falla C1 con 
velocidad nominal y 60% de la carga, 19/12/2018. 
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Figura 4-17: Clasificación normalizada basado el valor AC de la fase A y B para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. 
 
En la Figura 4-17 se presenta el mapeo normalizado de los valores AC de la fase A y B 
cuando se presenta falla C1 en donde claramente se puede diferenciar un comportamiento 
asociado a la falla entre espiras. Se logra una exactitud de 98.9% además de tener una 
franja de seguridad bastante amplia demarcada por las líneas punteadas. Al evaluar un 
segundo vector de datos (ver Figura 4-18) se obtiene una clasificación perfecta, además 
de agrupar mejor los datos de prueba. Los parámetros de ajuste empleados para 4 
vectores de soporte escogidos son: 
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𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 =  𝜌 = −33.877236 
𝑑𝑒𝑔𝑟𝑒𝑒 =  𝑑 = 1 
𝑔𝑎𝑚𝑚𝑎 =  𝛾 = 23.203878 
𝑐𝑜𝑒𝑓0 = 𝑟 = 1 
 
Figura 4-18: Clasificación normalizada basado el valor AC de la fase A y B para falla C1 
con velocidad nominal y 60% de la carga, 19/12/2018. 
 
 
En la Figura 4-19 se presentan los resultados de validación de la SVM con Kernel lineal 
basada en los valores AC de la corriente, en donde se trabajó a velocidad nominal y se 
aplicó carga al motor al 60%, 70%, 80%, 90% y 100%. Debido a la forma de detección 
empleada gráficamente se puede identificar cuando se ha producido una falla entre espiras 
puesto que la fase A y B tiene un crecimiento porcentual atípico tal como se tiene marcado 
en rojo. En el caso donde no fue detectada la falla, esta corresponde a una falla en la 
comunicación, pero localmente fue detectada y almacenada en el log file del nodo 
coordinador, logrando así una exactitud del 100% en la detección de falla entre espiras. 
 
Figura 4-19: Resultados de diagnóstico basado en el valor AC de la fase A y B para 
falla C1 con velocidad nominal. 17/01/2019. 
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Figura 4-20: Resultados de diagnóstico basado en el valor AC de la fase A y B para 
falla C1 con velocidad 80%. 17/01/2019. 
  
En la Figura 4-20 se presentan los resultados del diagnóstico correspondiente a una 
velocidad del 80% respecto a la nominal, en donde se observa que aparecen 4 resultados 
 
Aumento 
fase A y B 
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en error tipo falso positivo. Por lo tanto, se tiene un error de falso positivo de 3.3% operando 
a velocidades diferentes de la nominal y del 1.1% operando a velocidad nominal. Aun así, 
una SVM tiene una mayor confiabilidad en el diagnóstico si se aplica en dos etapas en 
comparación a solo usar la energía de la señal. Se debe considerar que las variaciones de 
la velocidad afectan la precisión de la identificación de presencia de falla por desbalance, 
entonces para el próximo entrenamiento se requiere contar conjuntos de datos de fallas 
aplicadas a diferentes puntos de operación (velocidad y carga) para ajustar correctamente 
los vectores de soporte y los parámetros del Kernel a emplear. 
4.6 Clasificación basada en FFT 
Una propuesta acertada para el diagnóstico de fallas basada en FFT fue implementada 
mediante el seguimiento de las frecuencias características asociadas a la falla bajo 
análisis, definidas en las ecuaciones (2-1) y (2-2); y la Tabla 2-1. Se realiza la configuración 
del muestreo que permitiese una resolución adecuada para identificar las variaciones (al 
menos 1 Hz). En el caso de la falla entre espiras se requirió identificar la frecuencia 
principal del sistema para así definir 𝑓𝑠 de acuerdo al punto de operación del motor definido 
por el variador de velocidad. 𝑍 y 𝑝 al ser parámetros constructivos del motor son constantes 
ante cambios del punto de operación, en el caso del motor de pruebas 𝑍 = 28 y 𝑝 = 8. De 
acuerdo con ensayos de laboratorio el valor de 𝑚 con el cual se presenta el armónico de 
mayor amplitud es 𝑚 = +2 [54], por lo tanto este parámetro es constante. La única variable 
faltante corresponde al deslizamiento 𝑠 con el cual se establece una 𝑓𝑠𝑡ℎ𝑀𝐴𝑋 cuando el 
motor está en vació (𝑠 = 0) y una 𝑓𝑠𝑡ℎ𝑀𝐼𝑁 en carga nominal (𝑠 = 0.038), ver ecuación (4-1) 
y (4-2).  
 




𝑓𝑠𝑡ℎ = 𝑓𝑠[1 + 14(1 − 𝑠 )]  
𝑓𝑠𝑡ℎ𝑀𝐴𝑋 = 𝑓𝑠 ∗ 15 (4-1) 
𝑓𝑠𝑡ℎ𝑀𝐴𝑋 = 𝑓𝑠 ∗ 14.468 (4-2) 
 
El nodo remoto se configuro para entregar en el indicador F1 y RMS_F1 la frecuencia y la 
amplitud del componente principal en frecuencia dado por la FFT. De tal forma que se 
calculen 𝑓𝑠𝑡ℎ𝑀𝐼𝑁 y 𝑓𝑠𝑡ℎ𝑀𝐴𝑋, que en el caso de velocidad nominal son 868 Hz y 900 Hz. 
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Entonces en el indicador F9 y RMS_F9 se envía el valor la frecuencia y la amplitud del 
componente principal entre los límites calculados. 
 
En la Figura 4-21 y la Figura 4-22 se presentan los datos para el entrenamiento de la SVM 
basado en FFT con falla tipo C1. En donde F2, F3, F4, F5, F6, F7 y F8 corresponden a los 
armónicos 3°, 5°, 7°, 9°, 11°, 13° y 15°. Se observa que el valor AC de la señal medida 
calculada por FFT tiene una mayor precisión en comparación con el valor AC calculado 
por integración de puntos debido a que se elimina el error debido a armónicos, Figura 4-21 
izquierda y derecha respectivamente.  
 
Figura 4-21: Valor AC de la fase A y RMS del componente principal en frecuencia 
mediante FFT de la fase A para falla C1 con velocidad 100%. 23/01/2019. 
 
 
De los armónicos registrados el 3° armónico presenta un aumento del 31.7% y el 9° 
armónico del 12.4% producto del desbalance de corrientes asociado a la falla induciendo 
componentes de secuencia cero. El 11° armónico presentó un aumento del 10.5% lo cual 
indica la posibilidad de emplearlo en la clasificación de fallas con una SVM de mayor 
complejidad, n-dimensiones. Con el seguimiento integrado se logra un crecimiento del 
194.7% en condición de falla del indicador RMS_F9 permitiendo de esta forma emplear 
este valor para un correcto diagnóstico diferenciable. 
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Figura 4-22: Valor RMS de los armónicos mediante FFT de la fase A (indicadores F2 a 
F9) para falla C1 con velocidad 100%. 23/01/2019. 
 
 
En la Figura 4-23 se presenta el comportamiento del indicador planteado de seguimiento 
de frecuencia para diversos valores de carga con falla C1, en donde se observa que a 
menor carga el componente principal de frecuencia se desplaza hacia el límite superior 
(900 Hz) y su magnitud es menor. Entonces, la diferenciación con baja carga de fallas 
pequeñas es complicada y puede generar una gran cantidad de errores al confundirse con 
otras señales o quedar opacada por otros armónicos presentes en la red eléctrica. Por ello, 
se propone realizar una normalización de la frecuencia proporcional al componente 
principal de frecuencia. El resultado se presenta en la Figura 4-24 en donde se da una 
mejor separación del conjunto de datos en falla C1 al 20% de la potencia del conjunto de 
datos sin falla (cualquier potencia). En caso de  presentar fallas más críticas las magnitudes 
aumentan proporcionalmente, lo que gráficamente se vería como un corrimiento hacia 





Figura 4-23: Comparación XY de la amplitud y la frecuencia del componente principal 
entre 𝑓𝑠𝑡ℎ𝑀𝐼𝑁 y 𝑓𝑠𝑡ℎ𝑀𝐴𝑋 para falla C1 con velocidad nominal y carga al 20%, 40% y 60% del 
nominal. 23/01/2019. 




Figura 4-24: Comparación XY de la amplitud y la frecuencia del componente principal 
entre 𝑓𝑠𝑡ℎ𝑀𝐼𝑁 y 𝑓𝑠𝑡ℎ𝑀𝐴𝑋 para falla C1 con velocidad nominal y carga al 20%, 40% y 60% del 
nominal. Valores normalizados de frecuencia. 23/01/2019. 
 
 
En la Figura 4-25 se presenta la curva resultante del entrenamiento basado en 137 datos 
sin falla y con falla a diferente carga. El Kernel que mejor da un comportamiento en la 
clasificación fue del tipo polinomial sin aplicar normalización con 11 vectores de soporte, 
cuyos parámetros de estimación y análisis son los siguientes: 
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𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 =  𝜌 = −98.275436 
𝑑𝑒𝑔𝑟𝑒𝑒 =  𝑑 = 5 
𝑔𝑎𝑚𝑚𝑎 =  𝛾 = 9 
𝑐𝑜𝑒𝑓0 = 𝑟 = 6 
 
Figura 4-25: Clasificación basado en seguimiento de frecuencias para falla C1 con 
velocidad nominal y carga variable, 23/01/2019. 
 
 
El mapeo de verificación se presenta en la Figura 4-26 y se emplea un conjunto de datos 
con falla C1 al 60% de carga y velocidad del 100%, en donde se obtiene el 100% de 
exactitud en la clasificación. Durante las pruebas en campo basados en la ejecución en el 
nodo remoto del diagnóstico basado en el seguimiento de una banda de frecuencia se 
logró detectar fallas superiores al 40% de la carga con una exactitud de la SVM de 100%, 
en cambio para potencias del 20% se presentó un error por falso negativo del 40% 
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Figura 4-26: Verificación de la clasificación basado en el seguimiento de frecuencias 
para falla C1 con velocidad nominal y 60% de la carga, 23/01/2019. 
 
Con el fin de reducir el error de falso negativo, no detección de falla al 20% de carga, se 
implementó un Kernel polinomial basado en los valores de normalizados de la amplitud de 
la frecuencia respecto al armónico fundamental. La curva resultante con exactitud en la 
clasificación del 99.3% del entrenamiento se presenta en la Figura 4-27, su respectiva 
verificación en la Figura 4-28 y los parámetros de implementación para 4 vectores de 
soporte son: 
 
𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 =  𝜌 = −9.08865246 
𝑑𝑒𝑔𝑟𝑒𝑒 =  𝑑 = 2 
𝑔𝑎𝑚𝑚𝑎 =  𝛾 = 20 
𝑐𝑜𝑒𝑓0 = 𝑟 = 10 
 
La principal mejora corresponde a la correcta identificación de las fallas al 20% de la carga, 
pero se aumentó la cantidad de falsos positivos, 14.9% en 308 análisis. Como alternativa 
se ajustó el offset de la SVM en el nodo remoto un 10% de tal forma que se redujeron los 
falsos positivos a un 2%. Este comportamiento es debido al desgaste del aislamiento que 
tuvo el motor durante las diferentes pruebas en operación sin falla del motor ya se contaba 
con la presencia de una falla incipiente produciendo una gran cantidad de errores tipo falso 
positivo que según el diagnóstico son correctas, pero no permiten realizar el análisis 
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deseado de entrenamiento de la SVM. Adicionalmente, se encontró que ante las 
variaciones repentinas de carga o de velocidad, se presentaban falsos positivos, producto 
de interferencias que emulan el comportamiento de una falla. Entonces se requiere 
contemplar herramientas que incluyan Fourier como una herramienta adicional de 
identificación, pero no como exclusiva para la identificación de falla. 
 
Figura 4-27: Clasificación normalizada basado en seguimiento de frecuencias para falla 
C1 con velocidad nominal y carga variable, 23/01/2019. 
 
Figura 4-28: Verificación de la clasificación normalizada basado en el seguimiento de 
frecuencias para falla C1 con velocidad nominal y 60% de la carga, 23/01/2019. 






5. Conclusiones y Recomendaciones 
5.1 Conclusiones 
 
La plataforma desarrollada permite detectar fallas de estator en motores de inducción y 
clasificarlas, basado en diversos indicadores de manera distribuida para notificar a la 
plataforma de monitoreo industrial el resultado del análisis. De esta forma se reduce el 
consumo de energía, la capacidad de memoria requerida en el servidor y el ancho de 
banda requerido para la comunicación con el nodo concentrador. Esto permite una mayor 
capacidad de integración de dispositivos de monitoreo. 
 
El diagnóstico requiere de una etapa de entrenamiento para la cual se necesitan datos 
conocidos de falla los cuales son tomados como referencia para clasificar el estado actual. 
Durante la implementación se encontró que, sin importar el algoritmo aplicado, se logró 
una diferenciación en el conjunto de datos de los indicadores de falla (con o sin falla), 
variando según el indicador propuesto, proporcionando una mayor sensibilidad al cambio 
en condición de falla y afectando el porcentaje de error de la clasificación y del diagnóstico. 
Por tanto, uno de los puntos fundamentales que requiere de análisis es la definición de los 
indicadores de falla de tal forma que se logre reconocer patrones o un cambio en el 
comportamiento proporcional a la falla presente.  
 
Durante las etapas de entrenamiento de la SVM se plantearon diversos grupos de 
indicadores con los cuales se buscaba diferenciar la presencia de falla entre espiras, 
logrando plantear un análisis básico basado en desbalances de corrientes. Posteriormente 
se propuso un seguimiento de frecuencias basado FFT para lograr diferenciar la falla 
estudiada de otras posibles fallas que pudiesen generar el mismo efecto de desbalance. 
También se implementaron indicadores (30 o más) a partir de DWT buscando la tolerancia 
a cambio del punto de operación y este grupo de indicadores (DWT) tiene un número alto 
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en los tiempos de entrenamiento, así como de clasificación y no se tiene plena claridad de 
cual indicador refleja un comportamiento diferenciador. Por ello, se requiere que se 
implementen procesos intermedios de análisis como el análisis de componentes 
principales (PCA) para evaluar el aporte de los indicadores planteados en la diferenciación 
de conjuntos de datos.  
 
Durante la implementación de DWT se presentaron dificultades para realizar la 
clasificación de los datos por no tener un comportamiento constante en el tiempo bajos las 
condiciones de prueba. Esta situación se deberá de solucionar al integrar otras 
herramientas de análisis como lo son la transformada Park o realizar una análisis detallado 
del motor bajo las condiciones impuestas. 
 
La implementación de una red inalámbrica de sensores (WSN) integrada al sistema de 
monitoreo industrial permite mejorar la confiabilidad, acceso y disponibilidad de los datos 
al contar con múltiples Gateway para la recolección de datos y oportunidad de 
enrutamiento a través de los nodos remotos. Además, se mejora la tolerancia a fallos en 
la red de comunicación y se cuenta con mayor capacidad de análisis distribuido, 
incremento de la calidad de la información para la toma de decisiones y permite analizar 
variables antes no contempladas en los sistemas industriales. 
 
A pesar de encontrar ventajas en el uso de una red ZigBee, y en específico de una red Digi 
XBee que permite opciones de enrutamiento, empaquetamiento de datos y verificación de 
recibido; no se logró obtener una sincronización de los datos, es decir una correspondencia 
exacta de los datos medidos para su visualización o para un posterior análisis de falla con 
datos provenientes de diferentes nodos remotos. Es importante integrar una estampa de 
tiempo que permite diferenciar los datos cuando se realiza un análisis continuo. 
 
Uno de los análisis requeridos inicialmente corresponde al consumo de energía puesto que 
afecta el tiempo de vida de la WSN y la disponibilidad de la información, pero durante el 
desarrollo se encontró que siempre se requerirán componentes, elementos de control, 
rutinas y políticas gestión que apunten a reducir u optimizar el consumo de energía. 
Entonces siempre se deberá buscar implementar estas alternativas que puedan aportar a 
reducir el consumo de energía. En el caso de las WSN este análisis de consumo de energía 
si tienen una mayor relevancia puesto que al implementar diferentes políticas de 
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enrutamiento de mensajes se puede afectar drásticamente el consumo de energía del nodo 
remoto. 
 
El desarrollo de la tarjeta con filtros capacitivos conmutables implico una etapa de 
acondicionamiento de señal adicional para eliminar el offset de error introducido por estos, 
lo cual implicó una realizar una calibración de la señal cuando se analizan señales en DC. 
El filtro propuesto permitió tener un pleno control del antialiasing del muestreo requerido y 
de esta manera tener la capacidad de probar diferentes condiciones del diagnóstico 
propuesto, pero en el caso de lograr un equipo final en donde la tasa de muestreo es fija y 
siempre se busca que sea la más alta posible para tener la mejor resolución, el filtro 
adaptativo no es requerido quitando el error de offset, reduciendo el consumo de potencia, 
eliminando la generación de la señal de control y las restricciones de diseño de la PCB al 
trabajar con señales de alta frecuencia. 
 
MAS CONCLUSIONES NEGATIVAS 
5.2 Recomendaciones 
Uno de los puntos importantes y de amplia discusión que aún no se logra identificar 
corresponde a la precisión, la exactitud y la sensibilidad de las técnicas de diagnóstico de 
fallas. A pesar de que cada uno de los diferentes autores propone mejoras en el 
diagnóstico no se tiene un verdadero análisis de precisión. Se recomienda emplear la base 
de datos para el registro histórico fallas en motores que permita realizar un estudio 
detallado y continuar con esta área de investigación. 
 
Sin duda se recomienda emplear una plataforma basada en una arquitectura IoT en donde 
se pueda definir un middleware encargado únicamente del transporte, uso de protocolo 
MQTT o similares. Esto permite que se tenga una mejor escalabilidad del sistema, 
incremento en la confiabilidad, oportunidad de integración de equipos de enrutamiento de 
datos, definir una uniformidad en las tramas de datos enviadas, una mayor tolerancia a 
fallos y una interoperabilidad con otros dispositivos que puedan ocupar la red de 
comunicaciones sin tener que recurrir a un diseño personalizado para cada sensor. Esta 
plataforma permitiría una mayor capacidad de gestión en comparación con el nodo 
coordinador implementado en el proyecto cuyos mensajes son identificados por un 
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encabezado definido previamente por tabla incorporados en el software principal; y los 
nodos remotos marcados con dip switchs. 
 
A pesar del sistema implementado para monitoreo de corriente de motores de inducción, 
este puede ser empleado para realizar seguimiento a otros activos críticos como son 
drivers de potencia, dispositivos mecánicos, sistemas de transmisión y empleando 
diversidad de sensores disponibles en campo, entre otros. El único requerimiento 
necesario es el desarrollo de guías claras de integración de nuevos nodos y la 
estandarización de variables en PI System como en nuestro nodo coordinador. 
 
Durante las pruebas de laboratorio se realizó una validación inicial de la comunicación 
inalámbrica ZigBee en una topología estrella logrando la integración de hasta 5 dispositivos 
en la misma red con análisis periódicos cada 5 segundos y paquetes desde 64 bytes hasta 
128 bytes. Se recomienda realizar pruebas de confiabilidad de la red al realizar una 
escalabilidad industrial, puesto que se pueden presentar perdidas de datos, latencias no 
soportadas, saturación del canal o desincronización de los datos recolectados. 
 
Se recomienda realizar un cambio de tecnología a componentes del tipo SMD cuando se 
tenga un diseño definitivo aplicable a múltiples variables y con capacidad de memoria 
suficiente para múltiples técnicas de análisis. Esto con el fin de reducir tamaños y solicitar 
una fabricación tipo industrial. 
5.3 Trabajos futuros 
Mediante la plataforma de diagnóstico se propone como trabajos futuros la continuación 
de la investigación en torno a las técnicas de diagnóstico, en donde se pueda comparar 
cada una de las ventajas ofrecidas y estudiadas previamente. 
 
El termino análisis distribuido corresponde a un sistema en donde con diferentes agentes 
en una red compartiendo información y con análisis individuales logran aportar a la solución 
global o análisis más complejo. En el caso presentado en este trabajo se profundizó en las 
pruebas de laboratorio del sistema operado como un diagnóstico remoto (todo el proceso 
en el nodo remoto). A fin de lograr un diagnóstico distribuido, se requiere estudiar el 
diagnóstico de fallas basado en múltiples señales (corrientes, vibraciones, ruido y otros) 
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de un mismo motor reportadas en simultaneo con indicadores obtenidos mediante un 
análisis distribuido parcial; de esta forma se incrementa la precisión del análisis, así como 
la confiabilidad del diagnóstico presentado. 
 
El uso de nodos XBee con una topología básica (point to multipoint) fue planteado debido 
a su facilidad de implementación, simplificación de las condiciones de prueba y 
disponibilidad para su integración en desarrollos propios. El estudio de durabilidad de la 
red de comunicación y su forma óptima de definir políticas de ruteo de datos es una rama 
de estudio no contemplada en este proyecto, pero que toma relevancia cuando se reporta 
una gran cantidad de datos por la red de comunicación o un número elevado de 
dispositivos remotos. 
 
El estudio de compatibilidad electromagnética del dispositivo remoto y coordinador deberá 
ser analizado en detalle, puesto que en ambientes industriales es relevante el estudio del 
error debido al ruido presente en el ambiente (ruido blanco, etc.), el cual puede incluso 
llegar a afectar el desempeño de las técnicas de diagnóstico. 
 
Una de las alternativas que se recomienda incluir en futuras versiones del sistema de 
diagnóstico consiste en implementar una fuente de alimentación por inducción que pueda 
alimentarse directamente de la señal medida, corriente, vibraciones o tensiones; 
reduciendo así el mantenimiento requerido al equipo y una mayor facilidad de 
implementación. Y al contar con un super capacitor o una batería recargable temporal, el 
tiempo estimado en operación se podría extender aún más respecto al esperado con una 






A continuación, se presentan los anexos: 
 
A Anexo: Revisión de tendencias en diagnóstico de fallas de motores de inducción 
B Anexo: Estado de arte implementación de técnicas de diagnóstico  
C Anexo: DWT basado en MRA 





A. Anexo: Revisión de tendencias en 
diagnóstico de fallas de motores de 
inducción 
Diversos autores usan en común procedimientos de análisis para señales específicas y 
condiciones de falla puntuales, por ejemplo, en el caso de las fallas de rodamientos o 
partes mecánicas (acoples, cargas, transmisiones, etc.) se ha propuesto el monitoreo de 
vibraciones y emplear análisis de señales enfocados en rangos de baja frecuencia. Así, 
diversos análisis y técnicas de extracción de parámetros pueden ser empleados para 
diversas variables físicas ajustando parámetros como las frecuencias de análisis, la 
frecuencia de muestreo y combinando análisis específicos. Entonces es posible plantear 
una herramienta de análisis distribuido con métodos y herramientas comunes para analizar 
datos provenientes de diferentes variables físicas, como pueden ser vibraciones, 
corrientes, par, tensiones, entre otros cuya medición sea no invasiva (no requiere 
desconexión de los equipos o agregar sensores complejos). 
 
A nivel industrial se realiza identificación de rompimiento de barras de rotor (no aplica para 
carga baja) y defectos en el aislamiento como precedentes de fallas críticas para el 
funcionamiento del motor (rompimiento del rotor o corto circuito). Para determinar el estado 
del aislamiento de motores se realiza el análisis offline de la respuesta a impulsos de alta 
tensión, pero esta técnica puede llegar a ser peligrosa en motores de alta tensión e inducir 
fallas de aislamiento [23] [16]. Por otro lado, no es posible aplicarla en sistemas de 
monitoreo no invasivos puesto que se necesita una desconexión del sistema, requiere un 
sistema de análisis de alta frecuencia y los motores de baja tensión no dan una respuesta 
clara de sus defectos [15]. Entonces, para identificar fallas del estator industrialmente en 
motores de baja tensión se deben identificar fallas entre espiras como fallas incipientes a 
fallas más graves (corto circuito entre fases o fase-tierra) [16]. 
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Recientemente la medición y análisis del flujo disperso del motor para identificar fallas tiene 
un gran interés debido a que sin importar que falla se esté analizando, todas llegan a tener 
un efecto o implican algún tipo de variación en el flujo magnético presente en máquinas 
eléctricas, además su medición es un proceso no invasivo [15]. Cuenta con diversas 
desventajas: requiere de sensores específicos que suelen ser sensibles al ambiente [16], 
presenta dificultades con estructuras magnéticas especiales y necesita una posición fija 
constante en los diferentes motores para poder realizar las diferentes pruebas de 
diagnóstico, lo cual es complejo de garantizar en espacios industriales [23]. 
 
Las técnicas de diagnóstico basadas en modelos son descartadas para una 
implementación en un sistema portable on-line por no ser prácticas, exigir una alta 
capacidad de procesamiento y tomar una gran cantidad de tiempo su análisis [23], donde 
la sensibilidad es del 8% pero tarda 106 s en obtener un resultado. 
 
Para la Figura 6-1, la Figura 6-2 y la  
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114 Sistema de diagnóstico distribuido de motores de inducción basado en redes 
inalámbricas de sensores y protocolo ZigBee 
 
Figura 6-1: Estudio inicial de diagnóstico de fallas. 
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Figura 6-2: Estudio inicial de diagnóstico de fallas (Continuación). 
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B. Anexo: Estado de arte 
implementación de técnicas de 
diagnóstico 
a. Fallas de estator 
Entre los diferentes avances de implementación de DWT para el análisis de fallas en el 
estator se encontró: 
 
▪ Matlab: Se emplea un muestreo de 40kHz para implementar la Daubechies 
Wavelets hasta el detalle D8 y se toman valores durante 0.1 s para analizar el valor 
RMS. Finalmente se realiza compensación para que el RMS del 8° detalle Wavelet 
no sea sensible al cambio de velocidad. Se analizaron 4 diferentes grados de fallas 
entre espiras mediante el Wavelet Package Toolbox [31]. 
 
▪ Off-line: Se realiza el diagnóstico de fallas entre espiras, línea-tierra y línea-línea 
a partir del valor absoluto de los picos del detalle D1 de Wavelet Biorthogonal14 5.5 
(Bior5.5) aplicado a las corrientes de estator. Luego de que se compara el valor 
normalizado con determinados Thresholds se aplica feedforward neural network 
para clasificar la falla15. Se especifican claramente como es el entrenamiento de la 
red neuronal y los datos de prueba para identificar la presencia de falla y clasificarla 
según la fase y el ángulo de incidencia [32]. 
 
▪ On-line + Matlab: Se realiza muestreo de las corrientes de estator a 6.6 kHz 
durante 1 segundo mediante un analizador de redes y se realiza el análisis con la 
 
 
14 bior5.5  http://wavelets.pybytes.com/wavelet/bior5.5/   
15 http://perso.wanadoo.es/alimanya/funcion.htm 
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transformada Wavelet estacionaria SWT Biorthogonal 5.5 (Bior5.5) hasta un nivel 
6° analizando los residuos. En SWT no se realiza submuestreo (downsample ↓ 2) 
de la señal, en cambio el filtro es sobre muestreado (upsample ↑ 2) para garantizar 
las propiedades del algoritmo Wavelet. Estos residuos nuevamente son 
descompuestos con DWT de la misma Wavelet madre para extraer y calcular los 
índices de energía pendientes (función slope) a ser comparados con threshold 
adaptativos. Se realizaron pruebas con 2,4,6 o 8 de 72 espiras en corto y bajo 
condiciones de desbalances de tensión. Se aplica un algoritmo con diversas 
relaciones entre ventanas de señal y energías para finalmente definir un índice de 
sensibilidad para encontrar la gravedad de la falla. El algoritmo implementado 
puede ser consultado en [33] el cual compraba la sensibilidad y crecimiento de los 
indicadores propuestos conforme aumenta la gravedad de la falla. 
 
▪ Microcontrolador: Se implementa Wavelet (Daubechies wavelet) de 4 niveles 
mediante algoritmo lifting [42] y la desviación estándar de sus coeficientes se 
analizan mediante SVM para clasificar la falla [27]. Se emplea un microcontrolador 
LPC2148 (ARM7TDMI-S hasta 60 MHz, 2x14 canales ADC 10 bits, 2.44 
us/channel) para muestreo de corrientes de estator y la identificación de fallas con 
diferentes porcentajes de gravedad y diferentes resistencias de falla. 
▪ Microcontrolador: Basado en un TMS320C31 (DSP sobre OS con unidad de 
punto flotante) para implementar DWT de 2° nivel con filtro Mother Wavelet db3, se 
evalúan los coeficientes de motores en falla comparándolo con un motor sano. Se 
apoya en el uso de los coeficientes del filtro pasa altos y pasa bajos con los cuales 
se realiza la convolución de las señales de entrada y así realizar el análisis [34]. 
 
▪ Off-line: Se emplea la transformada Park como un antecesor a la transformada 
Wavelet para reducir la sensibilidad a desbalances de tensión y variaciones de 
carga. Inicialmente se obtiene la magnitud del vector de Park y luego se aplica 
XWT[17]. Esta transformada se basa en identificar regiones en el plano tiempo-
frecuencia en donde dos señales tienen potencia común, entonces se puede 
identificar donde tienen una alta y baja correlación. De esta forma al tomar la señal 
bajo falla y en falla se pueden obtener indicadores de variación para ser procesados 
mediante el algoritmo de clasificación basado en Rough Set Theory. El método de 
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clasificación es descartado debido a que necesita de las dos señales en simultaneo 
para su análisis requiriendo un espacio de memoria no soportado en dispositivos 
programables. 
 
▪ DSP off-line: Se realiza la integración de Wavelet con la transformada Park para 
identificar la falla bajo condiciones de variación de la velocidad de la operación [43]. 
Inicialmente se obtiene la magnitud del vector de Park y se aplica Wavelet 
Daubechies 2 y luego iterativamente para observar el rango de frecuencia de 100 
Hz (detalle 5). Se trabajó con una tarjeta de desarrollo propia (MPC8420 con Slave 
DSP TMS 320F240 250 MHz) la cual se acopla con una DSPACE para lograr una 
frecuencia de muestreo de 5kHz y realizar una comparación basada en la 
distribución del histograma de los coeficientes Wavelet encontrados, el controlador 
propuesto incluye el control y monitoreo de todo el sistema (motor e inversor). 
 
A continuación, se presentan los diversos avances encontrados para diagnóstico de fallas 




Los Thresholds o análisis de rangos de valores para los parámetros de las señales 
permite una fácil implementación si se realiza un seguimiento histórico del 
comportamiento de los indicadores y se tiene plena seguridad del comportamiento e 
incrementos asociados a fallas. En otros casos se necesita implementar Thresholds 
dinámicos, es decir, se deben autoajustar al comportamiento dinámico del motor, 
características puntuales de la señal o relacionarse a valores temporales del ciclo 
analizado. Con base a estos últimos se calculan pendientes de cambio de la señal y se 
determina la presencia de una falla eliminando las variaciones de velocidad del motor, 
según la cantidad de muestras fuera de rango [33]. 
 
Por otro lado los thresholds de presencia de falla pueden ser definidos de acuerdo con 
parámetros de otras aproximaciones o detalles bajo operación de estado estables [34]. 
Con la única dificultad de que todo el análisis se realiza con la experiencia y revisión 
manual de cada uno de los parámetros que influyen en el comportamiento del espectro 
de frecuencias. 
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Las redes neuronales se aplican sobre diversos indicadores generados a partir de los 
valores medidos; los valores son ingresados a la red neuronal de tres nodos de entrada 
y cuatro de salida, tal como se presenta en la Figura 6-4. Cada una de las 
combinaciones de las salidas se asigna a uno de los estados como se presenta en la 
Tabla 6-1. Se define como indicador el valor pico del detalle de las tres fases 
normalizado y es comparado con el valor de threshold para detectar la falla. El método 
Levenberg-Marquard es usado para entrenar la red neuronal artificial, el cual define la 
cantidad de nodos intermedios [32]. Uno de los inconvenientes presentados en este 
corresponde a los datos de entrenamiento, los cuales son un único conjunto de datos 
y no contempla las variaciones posibles que tiene estos mismos, tal como se observa 
en la Tabla 6-2. A pesar de ello a partir de un conjunto de datos se pueden identificar 
más de un posible estado (fases y tipos de fallas). 
 
Figura 6-4: Estructura de la ANN propuesta por [32]. 
 
 
Tabla 6-1: Objetivos y codificación de salidas de acuerdo a [32]. 
Salidas 
Falla entre espiras Falla fase-tierra Falla fase-fase 
Fase A Fase B Fase C AG BG CG AB BC CA 
O1 1 0 0 1 0 0 1 0 1 
O2 0 1 0 0 1 0 1 1 0 
O3 0 0 1 0 0 1 0 1 1 
O4 0 0 0 1 1 1 0 0 0 
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Para diversas condiciones del motor se calculan los indicadores estadísticos 
correspondientes a la desviación estándar, Kurtosis y Skewness [27] (se pueden incluir 
otros indicadores), para posteriormente definir los parámetros de entrenamiento de la 
SVM. En la Tabla 6-3 se presentan los datos de entrenamiento, en donde tenemos 
únicamente dos clases, +1 para un motor sano y -1 cuando se tiene una falla. De esta 
forma para una misma categoría de clasificación se cuentan con múltiples vectores o 
grupos de datos permitiendo contemplar los diversos estados que se requieren sean 
catalogados. 
 
Por el momento este algoritmo solo permite determinar la presencia de una falla y no 
logra definir la ubicación o gravedad. Pero su entrenamiento se hace más sencillo con 
relación a ANN, debido a la facilidad de implementación y ajuste de la SVM al buscar 
la menor cantidad de vectores de soporte basado en la optimización del espacio 
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vectorial. Diversas mejoras se pueden incluir en SVM, como por ejemplo incluir una 
mayor cantidad de indicadores de falla para incrementar la confiabilidad de la SVM o 
agregar más estados de salida, pero esto incurre en tiempos de entrenamiento 
mayores y dificultades en la identificación del indicador sensible a las fallas [44]. 
 




▪ Métodos probabilísticos 
 
Se aplica la transformada Wavelet y se toma como indicadores de falla la energía de 
la señal de Wavelet Haar de tercer nivel. Con este indicador se realiza la clasificación 
basada en la distribución de probabilidad de Naïve Bayes y mediante la inclusión de 
un kernel para mejorar la precisión y ajustar los datos a rangos de fácil análisis 
(normalizados, solo valores positivos, centrados, etc.) [45]. Siempre se parte de una 
clasificación visual o relación clara del comportamiento en falla y sin falla, tal como se 
presenta en las tendencias presentadas en la Figura 1-2. 
 
La principal ventaja de emplear distribuciones de probabilidad es la aproximación 
probabilística entregada como resultado del análisis, es decir no indica un estado lógico 
de estar categorizado en una clase, se puede presentar la probabilidad de que se 
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encuentre en determinado grupo, lo cual permite realizar análisis de sensibilidad de los 
indicadores con mayor facilidad. 
b. Fallas de rodamientos 
Una alternativa para detectar fallas en rodamientos basado en corrientes es analizar 
componentes de bajas frecuencias[23], los cuales inicialmente se extraen por análisis de 
la envolvente cuadrática Squared Envelope Spectrum (SES) [40], debido a que por sí solo, 
el análisis de la frecuencia de la corriente de estator no brinda un buen resultado. El 
objetivo es realizar una demodulación en amplitud debido a que existe una frecuencia 
central asociada a la operación del motor (frecuencia de resonancia mecánica) y alrededor 
de esta frecuencia se encuentra las frecuencias de falla. Para analizar la envolvente de las 
señales asociadas a fallas en rodamientos se necesitan de dos etapas: Un filtro pasa-
banda para extraer la señal modulada en amplitud de la falla y luego un demodulador en 
amplitud para extraer la envolvente [40]. 
 
Para la implementación se cuanta con un análisis de envolvente cuadrática y dos 
algoritmos basados en Spectral-Kurtosis: Fast Kurtogram y Wavelet Kurtogram. El proceso 
llevado a cabo se presenta en la Figura 6-5, en donde el preprocesamiento se define como 
prewhitened (eliminación de ruido y señales no deseadas). El resultado del algoritmo para 
el espectro de Kurtosis, es un Kurtogram con el cual se identifica la banda de frecuencia 
con el menor o mayor coeficiente de Kurtosis respecto a señales sin falla. El análisis 
propuesto offline de los datos adquiridos logra un ancho de banda, donde permite señales 
de hasta 50kHz por medio de un ADC de 16 bits 
 
Figura 6-5: Metodología de análisis empleando SES y Wavelet [40] 
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Debido a que típicamente la envolvente es calculada como la raíz cuadrática del cuadrado 
de la envolvente, las operaciones de raíz cuadrática introducen señales no deseadas, así 






En donde 𝑥𝑎[𝑛] es la señal filtrada por el filtro pasabanda y DFT es la transformada discreta 
de Fourier.  
 
Para el análisis de fallas mecánicas, se plantea un dispositivo implementado en la 
plataforma Imote2 basado en un microcontrolador de baja potencia Intel PXA271 de la 
familia XScale combinado con una memoria de Flash de 32 MB y SRAM de 32 MB. La 
plataforma tiene un módulo de comunicaciones ZigBee integrado que soporta una tasa de 
transmisión de 250 kb/s con 16 canales en la banda a 2.4 GHz. Este dispositivo se 
encuentra programado bajo la arquitectura del sistema embebido TinyOS, el cual es 
diseñado para ser usado en redes inalámbricas de sensores [24]. 
 
Mediante el dispositivo Imote2 se adquieren señales de corrientes, dos ejes de vibración y 
acústicas, las cuales tienen un muestreo simultáneo de 256 Hz. Posteriormente se envían 
los datos para realizar la descomposición en modos empíricos EMD y se aplica la 
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transforma Hilbert calculando la amplitud instantánea 𝛼𝑖(𝑡) y frecuencia instantánea 𝜔𝑖(𝑡) 
[24]. 
 
Una vez se extraen los indicadores se aplica SVM para realizar diagnóstico y clasificar los 
datos entre falla de rodamientos (tres tipos) y desbalance (eje desalineado). Se aplica el 
mismo procedimiento de análisis a corrientes y vibraciones, pero el análisis con mayor 
confiabilidad son las vibraciones para posteriormente aumentar la confiabilidad mediante 
la inclusión de parámetros. El principal defecto que se tiene con el dispositivo es la perdida 
de datos transmitidos. 
 
Un avance en la clasificación de fallas basado en Wavelet y SVM se presenta en [46] 
alcanzando  el tercer detalle y el mapeo de los ocho rangos de frecuencia. Cuatro detalles 
y cuatro aproximaciones. Permitiendo así emplear la misma plataforma de análisis de 
señales de corriente para las vibraciones siempre y cuando se realice la correspondiente 






C. Anexo: DWT basado en MRA 
Una aproximación multiresolución de una función se define como una proyección ortogonal 
sobre un espacio vectorial 𝕍𝑗 ⊂ 𝕃
2(ℝ) de funciones de energía finita, es decir: 
 
𝕃2(ℝ) = {𝑓 ∶  ∫ |𝑓(𝑡)|2𝑑𝑡 < +∞ } (6-2) 
 
El propósito es el cálculo de las aproximaciones de la señal a varias resoluciones con 
proyecciones ortogonales a diferentes espacios {𝕍𝑗}𝑗∈ℤ (Las condiciones para la definición 
de las funciones de 𝕍𝑗 se presentan la sección 7.1.1 [42]). En otras palabras, se busca 
encontrar la representación (aproximación o proyección) que tendría una función o 
conjunto de datos en diversos espacios vectoriales que se encuentran relacionados 
ortogonalmente, periódicos y/o escalados en frecuencia. De aquí el nombre de 
multiresolución. 
 
La proyección de una función 𝑓 sobre 𝕍𝑗 se puede calcular como: 
 
𝑃𝕍𝑗𝑓 = ∑ 〈𝑓, 𝜙𝑗,𝑛〉𝜙𝑗,𝑛
+∞
𝑛=−∞
  (6-3) 
 
En donde la familia {𝜙𝑗,𝑛}𝑛∈ℤ es una base ortonormal de 𝕍𝑗 para todo 𝑗 ∈ ℤ . Y los 
coeficientes de la aproximación 𝑎𝑗[𝑛] son el producto interno de la función con cada base 









128 Sistema de diagnóstico distribuido de motores de inducción basado en 
redes inalámbricas de sensores y protocolo ZigBee 
 











Los coeficientes de aproximación pueden ser calculados entonces como la convolución de 
la función con ?̅?𝑗(𝑡) = √2
−𝑗𝜙(2−𝑗𝑡): 
 
𝑎𝑗[𝑛] = 𝑓 ∗ ?̅?𝑗(2
𝑗𝑛)      (6-6) 
 
De esta forma, al analizar la transformada de Fourier de  ?̅?𝑗 el factor 2
−𝑗 fuerza que la 
respuesta sea la de un filtro pasa bajos. Entonces el análisis multiresolución consiste en la 
definición de la base ortonormal de 𝜙𝑗,𝑛(𝑡) que permita realizar un correcto análisis de 
tiempo-frecuencia garantizando las condiciones de energía finita, invariante a corrimientos 
de tiempo, causalidad, escalamiento de tiempo y la capacidad de representar cualquier 
señal en el tiempo como la suma de proyecciones en 𝕍𝑗.  
 
Entonces al lograr una definición de una función {𝜙𝑗,𝑛}(𝑗,𝑛)∈ℤ2 como su respectiva familia 
de funciones escaladas en amplitud y tiempo, se garantiza la reconstrucción de la señal a 
partir de las proyecciones en el espacio de Wavelet 𝑃𝕍_𝑗𝑓: 
 
𝑓 =  ∑ 𝑃𝕍𝑗𝑓
+∞
𝑗=−∞







El propósito de emplear el análisis multiresolución es el análisis de los coeficientes 〈𝑓, 𝜓𝑗,𝑛〉 
similar  como se analizan la respuesta en frecuencia de la transformada de Fourier. 
 
Dada la causalidad del espacio vectorial de 𝕍𝑗 , entonces el 𝕍𝑗 esta incluido en 𝕍𝑗−1 y si 
se plantea el espacio 𝕎𝑗 ortogonal a 𝕍𝑗 entonces se puede descomponer 𝕍𝑗−1 como la 
suma de dos espacios vectoriales ortogonales. 
 
𝕍𝑗−1 = 𝕍𝑗 ⊕ 𝕎𝑗       (6-8) 
 
De igual forma sus proyecciones de 𝑓 en 𝕍𝑗−1 son 
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𝑃𝕍𝑗−1𝑓 =  𝑃𝕍𝑗 + 𝑃𝕎𝑗𝑓 (6-9) 
 
Finalmente se deben definir dos espacios vectoriales ortogonales entre si cuyas bases 
ortonormales son la función 𝑤𝑎𝑣𝑒𝑙𝑒𝑡 (𝜓) y la función de 𝑒𝑠𝑐𝑎𝑙𝑎 (𝜑).  La proyección de una 
señal o función sobre los dos espacios vectoriales a partir de su respectiva base 𝜓 y 𝜑 se 
denominan detalle y aproximación respectivamente permitiendo analizar rangos de 
frecuencias en función del tiempo. 
 
La condición planteada en la ecuación (6-9) requiere adicionalmente que se puedan definir 
una función {𝜙𝑗,𝑛}𝑛∈ℤ y {𝜓𝑗,𝑛}𝑛∈ℤ bases ortonormales de 𝕍𝑗 y 𝕎𝑗 respectivamente que a su 
vez sean ortogonales. Para ello se cuenta con diversas familias de funciones, comúnmente 
llamadas familias Wavelet, por ejemplo: Shannon, Meyer, Haar, Daubechies ente otros; 
que tienen diversas condiciones o parámetros según su implementación. 
 
Entonces las proyecciones en los espacios se encuentran caracterizadas por los índices: 
 
𝑎𝑗[𝑛] = 〈𝑓, 𝜙𝑗,𝑛〉             (6-10) 
𝑑𝑛[𝑛] = 〈𝑓, 𝜓𝑗,𝑛〉           (6-11) 
 
Debido a que una función a una resolución diferente 𝜙𝑗+1,𝑝 ∈ 𝕍𝑗+1 está contenida en 𝕍𝑗, 
𝕍𝑗+1 ⊂ 𝕍𝑗 entonces podemos obtener su respectiva proyección: 
 
𝜙𝑗+1,𝑝 = ∑ 〈𝜙𝑗+1,𝑝 , 𝜙𝑗,𝑛〉𝜙𝑗,𝑛
∞
𝑛=−∞         (6-12) 
 
Calculando los índices teniendo en cuenta que: 
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Realizando el cambio de variable 𝑡′ = 2−𝑗𝑡 − 2𝑝 
 
 






) , 𝜙(𝑡 − 𝑛 + 2𝑝)〉 = ℎ[𝑛 − 2𝑝]  (6-15) 
 
Se obtiene la función ortonormal de 𝕍𝑗+1 basado en 𝕍𝑗. 
 





Calculando ahora los coeficientes para una proyección en 𝕍𝑗+1 , se obtienen los 
coeficientes de la aproximación: 
〈𝑓 , 𝜙𝑗+1,𝑝〉 = 〈𝑓 , ∑ ℎ[𝑛 − 2𝑝]𝜙𝑗,𝑛
∞
𝑛=−∞
 〉 (6-17) 




Los cuales corresponden con el teorema de Teorema de Mallat, para los coeficiente de 
Aproximación [42]. 
 
𝑎𝑗+1[𝑝] = ∑ ℎ[𝑛 − 2𝑝]𝑎𝑗[𝑛]
+∞
𝑛=−∞
= 𝑎𝑗 ∗ ℎ̅[2𝑝] (6-19) 
 
De igual forma se calculan los coeficientes para una proyección en 𝕎𝑗+1, obteniendo los 
coeficientes del datalle (Teorema de Mallat, Coeficientes de Detalle [42].) : 
 
𝑑𝑗+1[𝑝] = ∑ 𝑔[𝑛 − 2𝑝]𝑎𝑗[𝑛]
+∞
𝑛=−∞
= 𝑎𝑗 ∗ ?̅?[2𝑝] (6-20) 
 
Para la reconstrucción de una señal basado en los índices de una 
descomposición/proyección realizada se opera (Teorema de Mallat, Reconstrucción [42]): 
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𝑎𝑗[𝑝] =  ∑ ℎ[𝑝 − 2𝑛]𝑎𝑗+1[𝑛]
+∞
𝑛=−∞










𝑥[𝑝]      𝑖𝑓 𝑛 = 2𝑝          
0          𝑖𝑓 𝑛 = 2𝑝 + 1
 (6-22) 
?̅?[𝑛] = 𝑥∗[−𝑛] (6-23) 





Siendo  ℎ̅[𝑛] y ?̅?[𝑛] los filtros discretos espejos conjugados de descomposición que 
garantizan la proyección en 𝕍𝑗 y 𝕎𝑗 de una función. ℎ[𝑛] y 𝑔[𝑛] corresponden a los filtros 
de reconstrucción de la señal. 
 
Como se puede observar en la ecuación (6-19) y (6-20) se presenta un factor de escala en 
el tiempo, lo que puede ser visto como un submuestreo (↓ 2). Y en el caso de la 
reconstrucción de la señal (ver ecuación (6-21)) como un sobre muestreo (↑ 2). El análisis 
secuencial DWT se presenta en la  
Figura 2-1 basada en filtros discretos de descomposición y reconstrucción. 
 
DWT requiere que los filtros sean filtros espejo conjugados en cuadratura con una 
respuesta al impulso finita, los cuales pueden ser construido con diversas herramientas de 
análisis, así se garantiza la reconstrucción de la señal. Para la operación de los datos en 
tiempo discreto la convolución propuesta de la  
Figura 2-1 se realiza con las respectivas respuestas impulso garantizando: 
ℎ̅[𝑛] = ℎ[−𝑛] 
(6-25) 






D. Anexo: Esquemático 
acondicionamiento de señal 
Figura 6-6: Circuito esquemático jerárquico para el acondicionamiento de señal inicial. 
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Figura 6-8: Circuito esquemático para generación del Offset de la Figura 6-6. 
 
Figura 6-9: Circuito impreso del acondicionamiento de señal. 
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Figura 6-12: Circuito esquemático para generación del Offset, segunda versión. 
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Figura 6-16: Circuito impreso del acondicionamiento de señal. Tercera versión. 
  
 
Figura 6-17: Circuito esquemático fuente de alimentación independiente a 3.3V 
controlable con TPS62172. 
 
 
Figura 6-18: Circuito esquemático fuente de alimentación independiente a 5V de alta 
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