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Abstract—Primary Frequency Control (PFC) is a fast acting
mechanism used to ensure high-quality power for the grid that is
becoming an increasingly attractive option for load participation.
Due to speed requirement and other considerations, it is often
desirable to have distributed control laws. Current distributed
PFC designs assume that the costs at each geographic location are
independent. However, many networked systems, such as those for
cloud computing, have interdependent costs across locations and
therefore need geographic coordination. In this paper, distributed
control laws are designed for interdependent, geo-distributed
loads in PFC based on the optimality conditions of the global
system. The controlled frequencies are provably stable, and the
final equilibrium point is proven to strike an optimal balance
between load participation and the frequency’s deviation from
its nominal set point. We evaluate the proposed control laws
with realistic numerical simulations. Under current technology,
the proposed control laws achieve a convergence time that is
smaller than droop control alone and is comparable to that
of distributed control without interdependent costs. Results also
highlight significant cost savings over existing approaches under
a variety of settings.
I. INTRODUCTION
In the electric power grid, keeping a stable frequency at a set
nominal value is important for supplying reliable high-quality
power and maintaining safe grid infrastructure operation. The
frequency can drift away from its set point if there is a
power imbalance anywhere in the grid. To stabilize and return
the frequency back to its nominal value, Frequency Control
(FC) [1] is used to correct this power imbalance. FC as a
whole involves different mechanisms working at a range of
timescales. In the presence of a sudden power imbalance, e.g.,
generator failure, Primary Frequency Control (PFC) [2] is used
to stop the drift and stabilize the frequency within tens of
seconds. This is typically done by independently controlling
each generator’s power injection according to a function of its
locally measured deviated frequency. Usually this stabilized
equilibrium frequency is deviated from its nominal value,
and Automatic Generation Control (AGC) [3] is then used
to centrally decide and change the set power injections of the
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Fig. 1. Cloud participation in Primary Frequency Control: Multiple datacen-
ters connected to the power network at different locations serve distributed
workload requests and adjust their loads according to local frequency measure-
ments. The requests may be rerouted to different datacenters by the global load
balancer. Therefore, the datacenters’ power consumptions are not independent.
generators for bringing frequency back to nominal within a
few minutes.
Traditionally, FC is done on the generation side, while
it is starting to become an attractive opportunity for load
participation. Similar to generation-side, demand-side PFC
works by setting devices to independently adjust their indi-
vidual power consumptions according to some function of the
locally measured frequency. However when a device deviates
its power consumption, there is an associated loss of utility to
the owner of that device. Finding an optimal balance between
the cost of load participation and stabilizing frequency is a
major challenge of demand-side PFC.
For large-scale, geographically distributed system, a central-
ized control law would need to collect all the locally measured
information at all times. Additionally, privacy requirements
may not allow a central entity to know the objectives and
constraints of all the users. This is especially true for dereg-
ulated power markets and load frequency control when some
coordination is needed but local objectives cannot be shared
to a central authority [4]. Therefore, it is often desirable to
have distributed control laws, which is the focus of this work.
It has been shown by [5] that with well designed control laws,
this optimal balance can be made in a fully decentralized
fashion and is provably stable as long as these costs are
assumed to be independent of each other. Intuitively, this
above work leverages locally measured frequency deviations to
infer power system status and adjust local power consumptions
independently without any communication. Recently, this was
extended to non-linear power flows with moderate communi-
cation [6].
However, the assumption of independent costs is somehow
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restrictive. For instance, in some networked systems such as in
cloud computing, not all costs can be considered independent.
In general, networks of datacenters make up the infrastructure
that supplies the computing resources necessary for making
the cloud run. These datacenters are located around the world
and groups of them may be connected to the same elec-
trical power network. User workloads requesting computing
resources are distributed to different datacenters in a way that
depends on data availability, server utilization, network delay,
etc. Since servers essentially convert electrical power into
computational power, the distribution of IT workloads among
the datacenters has a direct impact on the distribution of their
power consumptions. Through Geographic Load Balancing
(GLB), networks of datacenters can dynamically redistribute
workloads depending on datacenter and power network con-
ditions [7]. In other words, some workloads that cannot be
processed in one datacenter can be served by other datacenters,
which significantly increases system reliability and flexibility
in workload distribution. However, if some fraction of the
workload is not processed by any of the datacenters, the whole
system is penalized from the resulting loss of revenue [8].
Since the cloud has been steadily increasing its share of
the total US electricity consumption to about 1.8% in 2014
and has precise energy management of its systems [9], it has
great potential to be a large contributor to PFC. In fact, a
datacenter can control the energy consumption of its servers at
the granularity of tens of milliseconds or faster [10], and can
communicate between other datacenters with only millisec-
onds of delay [11]. The system’s overall architecture is shown
in Figure 1. For this reason, the paper aims at the following
question: How to coordinate primary frequency control
with geographic interdependent costs in a distributed
manner? While motivated by cloud computing, this question
and associated solutions can be applied to general cases with
interdependent costs.
We make the following contributions in this paper:
1) We formulate a primary frequency control problem that
balances the extent of load control participation for a
cloud computing network operating at different geo-
graphic locations with both independent and interdepen-
dent costs (Sections IV and V).
2) We study the frequency control problem’s optimal solu-
tion characteristics, and design a set of distributed feed-
back control laws inspired by the Subgradient Method
from convex optimization that a) has an optimal equilib-
rium point, and b) is asymptotically stable (Sections VI
and VII).
3) We demonstrate our control scheme on a realistic emu-
lator, Power System Toolbox (PST) [12], and show that
it can both help stabilize the power system faster than
droop control alone and achieve an equilibrium frequency
that is closer to the nominal value. Furthermore, we show
that our distributed control gives significant cost savings
as interdependent costs become more prevalent (Section
VIII).
Section III gives a motivating example to show the im-
pact of interdependent costs on a cloud computing network
participating in PFC. Our preliminary work was presented in
[13], whereas in this paper we incorporate droop control and
evaluate the effects of communication time delays which were
not present in the previous publication.
II. RELATED WORK
Controlling the frequency of a power system and the eco-
nomics of its control mechanism has been a major topic of
interest for many decades [14]. The goal is to both stabilize
the frequency and bring it back to the desired set point.
Since there are different types of frequency control categorized
by resource response times, various methods of coordination
between the resources’ control actions have been developed,
which include hierarchical control [15], layered control [16],
and distributed control [17].
Primary frequency control being the fastest, requires the
use of governor-type actions that include droop control for
stabilizing the frequency even if it is not at the desired
nominal value [14]. Complex and stochastic models allow
more complicated control mechanisms such as droop control
with a dead band [18]. With the increasing penetration of wind
power, control of wind turbine speed has potential to be used
as an additional PFC resource [19]. This type of control can be
made to be decentralized so that it can be implemented with
only local feedback [20], [21]. For more operational passive
control instead of sudden disturbances, [21] designs internal-
model controllers to work for time varying loads. The recent
theoretical work of [22] opens up an avenue for new saddle-
point controllers derived from convex optimization problems
that have provable asymptotic stability.
In addition to the generation-side of frequency control, there
has been active work towards incorporating demand-side par-
ticipation to help with both stability and cost-effectiveness of
operating the power network [23]. This includes smart appli-
ances that have the ability to change their power consumption
under different frequency measurements. Simulations have
shown considerable potential cost and added stability benefits
[24], [25]. Datacenters have recently been targeted for demand
response participation to help balance supply and demand in
the power grid [26]. [27] developed an auction mechanism
to incentivize participation in demand response from a geo-
distributed cloud provider. For datacenters that have multiple
tenants, [28], [29] design a pricing mechanism to extract load
reductions during emergency periods for the grid.
III. MOTIVATING EXAMPLE
In order to demonstrate the importance of taking geographic
interdependence into account for PFC design, we showcase a
concrete example of a cloud computing workload running on
a network of datacenters which consume electrical power from
the power grid.
Consider a network of two identical datacenters where
the only difference between them is their locations in the
power grid and their efficiencies which are the ratios of
computational power output to the electrical power input. The
first datacenter is a high efficiency one with an efficiency of
0.9 while the second is an average one with an efficiency
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Fig. 2. Interdependent (a) and Independent (b) costs vs. the interdependent
cost coefficient γ for FC that only considers independent costs (dashed gray
line) and of the optimal FC (solid orange line) .
of 0.5. The first is 1.8× more efficient than the second
which is consistent with those studied in [30], [9]. Therefore,
the total computational power of the datacenters is a linear
combination of both power consumptions (d1, d2) weighted
by their efficiencies. The workload that the datacenters need
to share requires 28 MW of computing power as measured by
an ideal fully efficient datacenter. Subtracting the workload
size from the total computational power gives the excess
computational power of the network 0.9d1 + 0.5d2 − 28.
A negative excess computational power means that some of
the workload was not processed which results in a loss of
revenue shared by all of the datacenters. This cost is typically
super linear with respect to the computational power since
low value jobs are delayed or dropped first before higher
value jobs. In this example it is represented by the one-sided
quadratic cost function γ((28−0.9d1−0.5d2)+)2 that features
an increasing marginal cost when computational power goes
below 28 MW where γ is the interdependent cost coefficient
and (x)+ := max{0, x}. Each datacenter also observes an
independent cost for purchasing and processing dj of electrical
power into computational power. In this example, we use the
quadratic function (dj − 20)2 which corresponds to the cost
of deviating away from its normal operational set point of
20 MW. The quadratic cost is a common model for disutility
within the electricity markets literature [31], [32], [33], [34].
However, our work in this paper handles more general strictly
convex cost functions. In this example, the total cost of both
datacenters is: γ ((28− 0.9d1 − 0.5d2)+)2+(d1−20)2+(d2−
20)2. The solution d1 = d2 = 20 MW minimizes the total
cost with a value of 0 and gives an aggregate electrical power
consumption of 40 MW. Let this be the power consumed when
the datacenters are operating normally and not participating in
FC.
Suppose that there is a sudden power disturbance in the
grid and therefore it is required that the datacenters reduce
their aggregate power consumption by 10 MW for FC, i.e.
∆d1 + ∆d2 = −10. If only the independent costs (last two
terms of the total cost) are considered for FC, then reducing
both power consumptions by 5 MW minimizes the cost.
However, if the interdependent cost (first term of the total cost)
is also considered then reducing both power consumptions by
5 MW may be suboptimal as shown in Figure 2. Figure 2(a)
shows that interdependent cost for FC that only minimizes
the independent cost increases linearly with the interdependent
cost coefficient γ while optimal FC increases sublinearly. This
gap is not fully compensated by the difference in independent
TABLE I
IMPORTANT MODEL NOTATIONS
Power Network N , E Set of buses and directed lines
ω0 Nominal frequency
Bus j ∈ N : θj Voltage phase angle deviation
ωj Frequency deviation
Pj Total power injection
Fj(·) Net power outflow
Dj Frequency-sensitivity coefficient
Rj Droop control value
pj Constant power injection
Mj Physical inertia
|Vj | Voltage magnitude
Line (j, k) ∈ E : xjk Reactance
Yjk Maximum power flow
Cloud Computing D Set of datacenters
W Incoming workload rate
s Excess processing power
g(·) Interdependent cost function
Datacenter j ∈ D: rj Processing power
dj Controllable load
cj(·) Independent cost function
dj , dj Min/max power usage
aj Computational efficiency
costs (See Figure 2(b)). Specifically, when the interdependent
cost coefficient γ is large, then the total cost for only minimiz-
ing independent costs is much higher than that of optimal (e.g.
65% higher total cost when γ = 10). Therefore it is important
for FC to take into account interdependent costs for networked
systems and the rest of this paper focuses on closing this gap.
As a result, there is great opportunity to reduce the total cost
by taking the interdependent costs into the optimization.
IV. MODEL AND NOTATION
A. Power network model
We consider a power network consisting of a set of buses
N connected by a set of directed lossless lines E , and only
consider the real power injection at each bus and the real
power flow across each line. Important model notation can
be found in Table I. We ignore reactive power since it is more
closely related to voltage control as compared to frequency
control [35]. For each bus j ∈ N we denote Pj as the real
power injection, θj as the voltage phase angle from a standard
reference point rotating at the set nominal frequency ω0, ωj
as the frequency’s deviation from the nominal set point ω0 or
also the time rate of change for the voltage phase angle
ωj :=
dθj
dt
∀j ∈ N , (1)
and we assume that the voltage magnitude |Vj | remains
constant during the time frame of PFC. For each line (j, k) ∈ E
we denote xjk as the reactance.
The power injection at each bus is split into four terms
Pj := pj −Djωj − dj− 1
Rj
ωj ∀j ∈ N (2)
where pj is the frequency-insensitive part of the non-
controllable power injection, the second term is the frequency-
sensitive part of the non-controllable power injection, dj is the
controllable load, and the last term represents the droop control
with Rj as the droop control setting. If j /∈ D, then dj = 0.
We assume that pj remains constant during the time frame of
PFC. The second term approximates the frequency-sensitivity
from its nominal value as a first-order dependence on the
frequency’s deviation where Dj > 0 is the linear coefficient.
This is reasonable for small deviations [36].
The voltage phase angle difference across each line con-
nected to bus j ∈ N determines the net real power flow out
from that bus into the rest of the power network:
Fj(θ) :=
∑
k:(j,k)∈E
Yjk sin(θj − θk)
−
∑
i:(i,j)∈E
Yij sin(θi − θj) (3)
where Yjk :=
|Vj ||Vk|
xjk
is the maximum power flow across
line (j, k) ∈ E as determined by the constant bus voltage
magnitudes and line reactance.
B. Cloud computing model
We consider a set of datacenters D ⊆ N connected by
a high speed communication network that provides cloud
computing services for a workload incoming rate of size W .
We assume that the incoming workload rate remains constant
for a primary frequency control event time duration. Each
datacenter j ∈ D processes some of the incoming workload
at a rate of rj . Subtracting the workload incoming rate from
the sum of the datacenter processing rates we get the excess
computational power of the network:
s :=
∑
j∈D
rj −W. (4)
A negative s represents insufficient computational power to
process all of the incoming workload which means that −s of
the workload may suffer a delay or remain unprocessed. This
causes a loss of revenue captured by the cost function g(s)
which means that a specific cost level depends on all of the
datacenter processing rates. We assume that each datacenter
knows the interdependent cost function g(·) and can receive
information about the excess computational power s via the
communication network instantaneously. This assumption is
reasonable since PFC is targeted for convergence within tens
of seconds while communication between datacenters is on
the order of milliseconds [11].
We model each datacenter j as a machine that converts
electrical power dj into computational power rj with a linear
usage profile:
dj := dj +
1
aj
rj (5)
where dj is the constant overhead electrical power usage,
and aj is the conversion coefficient that can be considered
the computational efficiency as described in Chapter 5 of
[37]. We assume that a datacenter can change its power
demand instantaneously since a server can control its power
consumption within tens of milliseconds [10]. Each datacenter
has an upper bound on its electrical power consumption dj ,
and observes a cost of cj(dj) associated with obtaining and
processing the electrical power dj . We assume that the value
of dj and the function cj(·) are only known by datacenter j.
The excess computational power of the network (4) can
now be expressed in terms of the individual electrical power
consumptions in (5):
s =
∑
j∈D
ajdj − b (6)
where b := W +
∑
j∈D ajdj .
C. Power System Dynamics
The power network frequency dynamics at each bus are
determined by the swing equation
Mj
dωj
dt
= Pj − Fj(θ), ∀j ∈ N (7)
where Mj is the physical inertia of the rotating equipment.
Since stability is an essential feature of FC, we give the
following definition for an equilibrium point of the system we
study.
Definition 1. A closed-loop equilibrium of the system (1) (2)
(3) (6) (7), is any solution (θ∗,ω∗,P∗,d∗, s∗) that further
satisfies:
dω∗j
dt
= 0 ∀j ∈ N (8a)
dP ∗j
dt
= 0 ∀j ∈ N (8b)
ω∗j = ω
∗ ∀j ∈ N . (8c)
Note that (8a) makes the LHS of (7) equal to zero and (8c)
synchronizes all deviations of frequency to a single value. (8b)
implies that d(d∗j )/dt = 0 : ∀j ∈ N and thus ds∗/dt = 0.
V. GEOGRAPHIC FREQUENCY CONTROL
PROBLEM
Before designing control laws for datacenter participation
in PFC, we must first decide what an optimal balance is
between the controllable datacenter loads and equilibrium
deviations of frequency. We form an optimization problem
that minimizes the global cost of the system which is the total
cost of the network of datacenters plus the summed cost of
the equilibrium deviations of frequency at each bus.
The total cost of the network of datacenters is the interde-
pendent cost of the excess computational power summed with
the independent electrical power costs:
g(s) +
∑
j∈D
cj(dj).
For the cost of the deviations of frequency, we adopt the cost
function developed by [38] which is a sum of the squared
deviations at each bus weighted by its associated frequency-
sensitive linear coefficient. Since we are interested in the cost
of the deviations remaining after standard PFC, we include
the droop control values with the frequency-sensitive linear
coefficients in its cost weightings:∑
j∈N
1
2
(
Dj+
1
Rj
)
ω2j
Given the above total cost of the network of datacenters and
equilibrium deviations of frequency, we give the steady-state
Geographic Frequency Control (GFC) problem:
min
s,d,ω
g(s) +
∑
j∈D
cj(dj) +
∑
j∈N
1
2
(
Dj+
1
Rj
)
ω2j (9a)
s.t.
∑
j∈D
ajdj − b = s (9b)
∑
j∈N
(
pj −Djωj − dj− 1
Rj
ωj
)
= 0 (9c)
dj ≤ dj ≤ dj ∀j ∈ D (9d)
where (9b) is the excess computational power (6), (9c) is the
balance of electrical power on the grid, and (9d) are the box
constraints on the datacenter electrical power consumptions.
In order to take advantage of the structure of GFC (9) we
use the following mild assumptions.
Assumption 1. g(s) is strictly convex and twice continuously
differentiable. For all j ∈ N : cj(dj) is strictly convex and
twice continuously differentiable for all dj ∈ [dj , dj ].
Assumption 2. GFC (9) has a feasible solution, and for any
optimal solution there exists a feasible θ such that:
Fj(θ) = pj −Djωj − dj− 1
Rj
ωj , ∀j ∈ N . (10)
Convex cost functions are found in geographic load balanc-
ing optimization problems [7] and are consistent with concave
disutility functions used in demand response programs [39],
[40], [41]. Assumption 2 ensures that for any optimal solution
of power injections, there exists a set of voltage phase angles
that satisfy the solution.
With the above assumptions we now show that GFC is a
convex optimization problem.
Lemma 1. Given Assumption 1, then GFC (9) is a convex
optimization problem and has a unique solution.
Proof. From Assumption 1, the objective function is strictly
convex which means it has a unique minimizer. Additionally,
the equality constraints (9b) (9c) are linear and the inequality
constraints (9d) are convex which gives the result.
VI. CHARACTERIZING THE OPTIMA
We now provide characterizations of the optimal solution
of GFC. This will then motivate the design of decentralized
algorithm later on. From Assumption 2 and Lemma 1, the
Karush-Kuhn-Tucker (KKT) conditions for optimality for GFC
(9) are applicable and can be determined with the dual
variables (µ, λ,κ,κ) for each constraint respectively:
g′(s)− µ = 0 (11a)
c′j(dj) + µaj − λ− κj + κj = 0 ∀j ∈ D (11b)(
Dj+
1
Rj
)
ωj − λ
(
Dj+
1
Rj
)
= 0 ∀j ∈ N (11c)
κj(dj − dj) = 0 ∀j ∈ D (11d)
κj(dj − dj) = 0 ∀j ∈ D (11e)
κj ≥ 0 ∀j ∈ D (11f)
κj ≥ 0 ∀j ∈ D (11g)∑
j∈D
ajdj − b− s = 0 (11h)
∑
j∈N
(
pj −Djωj − dj− 1
Rj
ωj
)
= 0 (11i)
dj − dj ≤ 0 ∀j ∈ D (11j)
dj − dj ≤ 0 ∀j ∈ D (11k)
where (11a) (11b) (11c) are the first-order stationary condi-
tions, (11d) (11e) are the complementary slackness conditions,
(11f) (11g) are the dual feasibility conditions, and (11h) (11i)
(11j) (11j) are the primal feasibility conditions. Note that the
operator (·)′ denotes the derivative.
From the above KKT conditions we can infer the following
properties of the optimal solution:
1) From (11c) we have that
ωj = λ ∀j ∈ N (12)
which means that the deviation of frequency at each bus
is equal to a single value, the same as the equilibrium
condition (8c). Note that λ is the dual variable of (9c),
which means that the optimal frequency deviation equals
the marginal cost for the network of datacenters to
provide this steady-state load adjustment.
2) From (11a), we have that µ is equal to the marginal inter-
dependent cost with respect to the excess computational
power of the network:
µ = g′(s) (13)
Together with Assumption 1, we have that at equilibrium
the excess computational power s is equal to:
s = (g′)−1(µ) (14)
which is an increasing function of µ due to the strict
convexity property. Note that the operator (·)−1 denotes
the inverse.
3) If dj < dj < dj then from (11d) (11e) we have that κj =
κj = 0. With (11b) (11c) we have that ωj is equal to the
marginal independent cost and its share of the marginal
interdependent cost:
ωj = c
′
j(dj) + ajµ (15)
The aj converts the marginal interdependent cost from
being with respect to the excess computational power
of the network into being with respect to load j. This
indicates that even though all datacenters at equilibrium
experience the same frequency deviation, they may not
have the same marginal independent cost due to different
burdens of the marginal interdependent cost. By applying
(12), we have
λ = c′j(dj) + ajµ (16)
Together with Assumption 1, we have that
dj = (c
′
j)
−1(ωj − ajµ) (17)
which is an increasing function of (ωj − ajµ) due to the
strict convexity property.
VII. DISTRIBUTED FREQUENCY CONTROL
In this section, we first state the distributed control laws and
then prove their optimality and stability in solving GFC.
A. Control Laws
At time t, let ωj(t) be the local frequency deviation mea-
sured by datacenter j, and let s(t) be the excess computational
power of the network measured by the cloud provider’s
workload balancer. We propose the following control law of
demand response dj(t) at each j ∈ D, with an auxiliary
variable µ(t) being broadcast by the cloud provider:
dj(t) =
[
(c′j)
−1(ωj(t)− ajµ(t))
]dj
dj
∀j ∈ D (18a)
µ(t) = µ(0) + β
∫ t
0
(
s(τ)− (g′)−1(µ(τ))) dτ. (18b)
The constant β > 0 is a control parameter that determines the
sensitivity that the auxiliary variable µ(t) is to the mismatch
between the measured value of the excess computational
power s(t) and the value according to Equation (14). Note
that (g′)−1(·) and (c′j)−1(·) are well defined because of the
strict convexity assumption stated in Assumption 1.
The control laws were inspired by the Subgradient Method
which was developed for solving convex optimization prob-
lems with non-differentiable objective functions (See [42]
Chapter 6). Essentially, the control laws work by first applying
the measured frequency deviation ωj(t) and the received
auxiliary variable µ(t) to Equation (17) as if the system were
already at equilibrium and implementing dj(t) as such. It then
gradually moves the auxiliary variable µ(t) in the direction of
the difference between the LHS and RHS of Equation (14) to
push the system towards equilibrium. This is analogous to the
Subgradient Method being applied in continuous time where
the subgradient is measured by (s(τ)− (g′)−1(µ(τ)) and β is
equivalent to the step size in discrete time.
Note that by using µ(t) in (18a) we assume that the
communication delay is negligible, which is a mild assumption
in many scenarios as the inter-datacenter delay is at the
millisecond level [11]. However, we also evaluate the cases
with significant delay in Section VIII-D.
In order to better qualify an equilibrium point, we further
define it to include the auxiliary variable µ when the optimal
property (14) is satisfied and therefore is not changing with
time. The following definition will be useful when proving
stability in Section VII-C.
Definition 2. A closed-loop equilibrium of the system (1) (2)
(3) (6) (7) (18b), is any solution (θ∗,ω∗,P∗,d∗, s∗, µ∗) that
satisfies Definition 1 and
dµ∗
dt
= 0. (19)
B. Optimality
At equilibrium, Equation (14) becomes satisfied and so the
auxiliary variable µ(t) remains constant according to control
law (18b). Also, Equation (17) was always satisfied because
of control law (18a). The following theorem further explains
this point and states that an equilibrium point of the above
distributed control laws is optimal to the GFC optimization
problem (9).
Theorem 2. Given Assumptions 1 and 2, an equilibrium point
from Definition 2 of the system (1) (2) (3) (6) (7) with control
laws (18) is an optimal solution of GFC (9).
Please see Appendix A for the proof of the above theorem.
This is important because it shows that when the system
reaches steady state, there is a guaranteed optimal balance be-
tween datacenter PFC load participation and the system wide
deviated frequency that is equal to the deviated frequencies at
every bus. Also at steady state, the marginal independent cost
for each datacenter is the equilibrium deviation of frequency
discounted by its marginal contribution to the interdependent
cost (See (14), (17)). This means that a datacenter with a
large marginal contribution to the interdependent cost results
in a low marginal independent cost as compared to the other
datacenters.
C. Stability
To prove that the system is asymptotically stable with the
distributed control laws, we give the following assumption
which is found to be true under normal operating conditions
[36].
Assumption 3. The equilibrium phase angle deviations be-
tween connected buses are bounded: |θ∗i − θ∗j | < pi2 for all
(i, j) ∈ E .
We use the Lypanunov method in the following theorem
to prove that an equilibrium point, within the neighborhood
described in the above assumption, is asymptotically stable.
Additionally, we show that the system asymptotically con-
verges to an equilibrium point that ignores the specific phase
angles. This is important because it guarantees that the system
trajectory is always moving towards an equilibrium point.
Theorem 3. Given Assumptions 1 and 2, an equilibrium point
(Definition 2) of the system (1) (2) (3) (6) (7) with feedback
control (18) is locally asymptotically stable within the neigh-
borhood around θ∗ if the equilibrium satisfies Assumption 3.
In particular under the same assumptions, the trajectory of
(ω,P,d, s, µ) such that |θi−θj | < pi2 : ∀(i, j) ∈ E will asymp-
totically converge to an equilibrium point (ω∗,P∗,d∗, s∗, µ∗).
Please see Appendix C for the proof of the above theorem.
Datacenter Disturbance
Fig. 3. The network of 10 datacenters on IEEE 39-bus test system [43]. The
total power demand is 14 GW, and the total datacenter power demand is 250
MW.
VIII. PERFORMANCE EVALUATION
We simulate a 400 MW generation loss at the 5 second
time stamp and show that the proposed feedback control with
existing droop control stabilizes the system to an equilibrium
point closer to the nominal frequency than droop control alone.
We compare the proposed control with a decentralized load
control OLC [5] and show that our proposed control has
significant participation cost savings for the network of data
centers.
A. Setup
In order to demonstrate the performance of the proposed
control on a more realistic system model than described in
Section IV, we use the Power System Toolbox (PST) [12] to
simulate it.
Power network: The IEEE 39-bus (New England) system
was chosen as the test case for the evaluation which has 19
buses available to place controllable loads. The total power
demand is set at 14 GW [44]. We use the following ten buses
to place controllable datacenter loads: 3, 4, 7, 8, 15, 16, 18,
20, 21, and 23. Additionally, the generator buses 30-39 all
have droop control settings of Rj = 0.05 which is a typical
setting [45]. To simulate a power disturbance, at the 5 second
time stamp power drops 400 MW from a generator at bus 39.
Figure 3 depicts the power network setup.
Network of datacenters: The datacenters each has a
nominal demand of 25 MW which in total is 1.8% of the
total power demand [9]. Each datacenter has minimum and
maximum demands of 15 MW and 30 MW respectively. Each
datacenter’s efficiency aj is estimated based on the fact that
typical datacenters have a Power Usage Effectiveness (PUE)
range between 1.1 and 2.1 with an average of 1.8 [30],
[9], therefore we randomly select 1/aj ∈ [1.1, 2.1] with
E[1/aj ] = 1.8.
Costs: The objective function used in analyzing the cost
for control is defined as follows:
γ
1
2
−∑
j∈D
ajδj
+2 + ∑
j∈D
ηj
2
δ2j + α
∑
j∈N
Dj+
1
Rj
2
ω2j .
(20)
where (x)+ := max{0, x} and δj := dj − 25 which means
that each datacenter has a nominal demand of 25 MW. The
first term is the interdependent cost, the second term is the
independent costs, and the third term is the cost associated
with the deviations of frequency. The interdependent cost is
approximated by the fact that the Amazon Web Service’s
revenue of 1.3 million servers [46] is $2.5 billion for the
first quarter in 2016 [47]. This gives a cost of $2.47 per
second for each 10k servers. For our system, this translates into
maximum of estimated interdependent cost for each second is
$123.50. Hence assuming an average PUE of 1.8 and only
half of a 100 MW power equivalent workload is processed,
we set γ = $0.16/MW2 throughout the evaluation. The
dependent cost for each datacenter includes its wasted cost for
under/over-utilizing the pre-purchased electricity, operation,
and maintenance. Based on the Total Cost of Ownership in
[37], under utilizing a datacenter by 50% can cost $0.28 per
second for each 10k servers. For the average datacenter in our
system with 50k servers this is $1.40 which we equate to a 5
MW decrease of the total available 10 MW decrease. Hence,
we randomly choose ηj such that E[ηj ] = $0.11/MW2. The
cost for deviated frequency has been valued at $15/MW for
a 0.2 Hz deviation [48], [49]. Since
∑
j∈N
Dj+
1
Rj
2 ωj is the
aggregate frequency-sensitive load with droop control, we set
α to $75/MW-Hz.
Baselines: To show the benefit of incorporating inter-
dependent load costs, we compare the proposed control to
Optimal Load Control (OLC) described in [5] which is a
decentralized control that does not take into account inter-
dependent costs. In the stability analysis, we also compare it
to using droop control only without load participation. In the
equilibrium cost analysis, we also compare it to the case called
“lower bound” which is an estimated offline optimal solution
to GFC (9) with Dj = 0 : ∀j ∈ N .
B. Stability analysis
The proposed control stabilizes the frequency and each load
decision within 20 seconds of the generation loss whereas
droop control alone is not fully stable until after 25 seconds
have passed (Figure 4(a)). Also, the additional load partic-
ipation from the network of datacenters helps decrease the
deviation in frequency as compared to droop control only,
which is widely used now. Since both the proposed control and
OLC converge to an equilibrium frequency within 20 seconds,
this shows that incorporating interdependent costs does not
negatively impact the speed at which load participation helps
stabilize the power network. Note that for each control scheme
in Figure 4(a), the frequencies for the separate buses are so
close that they are hard to be distinguished from one another.
Additionally in Figure 4(b), all of the loads reach their
equilibrium points at different times which are all within 20
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Fig. 4. Trajectories of the system state variables: (a) Bus frequencies for each of the ten buses containing a datacenter under the three different control
schemes; (b) Changes in load for each of the ten datacenters under the proposed control; (c) Total cost changes for the network of datacenters under OLC
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Fig. 7. Sensitivity analysis in terms of cost savings on the network of datacenters by using the proposed control instead of OLC for: (a) Interdependent cost
coefficient; (b) Demand flexibility. (c) Trade-off between the equilibrium frequency deviation and cost to the network of datacenters by varying the frequency
deviation cost coefficient α.
seconds of the generation loss. It is worth noting that the most
efficient datacenter DC 1 actually increases its load instead
of decreasing it. This is because the value of (ω1 − a1µ)
remains positive throughout most of the simulation due to the
product of a negative auxiliary variable µ and a relatively large
computational efficiency a1 counteracting and surpassing the
negative deviation of frequency ω1. That positive value is used
in the proposed control (18a) which is an increasing function.
As datacenters participate in PFC, they suffer the costs from
decreasing their power consumption. Figure 4(c) shows that
their total cost under both OLC and the proposed control
increase right after the incident happens. The cost of our
proposed control is less than 25% compared to OLC. This is
because our method takes the interdependent cost into account
while OLC does not.
C. Equilibrium cost analysis
The proposed control shows a 75% decrease in total cost
incurred by the network of datacenters from OLC and meets
the lower bound since the control laws are solving GFC (9)
at the equilibrium point (See Figure 5(a)). While on the other
hand, it has a larger deviation of frequency than OLC (See
Figure 4(a)) because OLC underestimates the actual total cost
of decreasing the load consumptions. This is caused by OLC
minimizing only for independent and deviated frequency costs
(i.e. last two terms of (20)) as compared to the proposed
control which minimizes the sum of all three cost types. This
results in OLC having a 15% smaller equilibrium deviation of
frequency than the proposed control.
Also, the proposed control will utilize smaller power de-
viations from higher efficient datacenters than OLC. In fact,
Figure 5(b) shows that OLC uses all of the available capacity
in the datacenters whereas the proposed control implements
cost-balanced deviations. Higher values of computational ef-
ficiency aj cause power deviations to have larger marginal
increases to the interdependent cost (i.e. the first term of (20))
than for lower values of aj . This causes the datacenters with
higher than average efficiencies (DC 1-3) to have less negative
deviations in power (See Figure 5(c)).
D. Sensitivity analysis
Communication delay (∆ seconds): When broadcasting
out the value of µ through the communication network, it
is possible for there to be some short delay. Since delays
may cause slow stabilization of the system, we evaluate their
impacts on the frequency’s convergence to equilibrium. To do
this, we implement the same proposed control laws as before
but instead of using the instantaneous µ, we use µ that is ∆
seconds old. The delays tested are 0.5 and 1.0 seconds and
are compared against the case with no delay. Additionally, we
also take into account how often each datacenter can change its
power decision by discretizing the control actions into 0.1 sec-
ond timeslots which is reasonable for controlling servers [10].
Figure 6(a) shows that proposed control converges well even in
the presence of communication delays. It is interesting to note
that although the trajectories with the delay converge slower
at the tail end of the time, they don’t dip down as low as the
trajectory without delay. This is because with a communication
delay, the datacenters react immediately without knowing the
impact on the interdependent cost due to µ be ∆ seconds out of
date. But as µ gets updated in time, the datacenters gradually
take the interdependent costs into account.
Disturbance Size: Since power networks can experience
different disturbance sizes, we vary the size of the power
loss at bus 39 between 100 MW and 1 GW. As expected, a
larger power loss results in a larger in equilibrium deviation in
frequency (See Figure 6(b)) that in turn causes larger costs to
the network of datacenters due to the control laws (See Figure
6(c)). Additionally, since both the equilibrium deviation and
the total cost increase approximately linearly with respect to
the power loss, this shows that the tradeoff between equilib-
rium frequency and the total cost to the datacenters is also
approximately linear. Note that during normal operation of the
power network, the controllable loads would constantly change
by small values. To counteract degradation of the equipment’s
lifetime, data centers can optimize both energy efficiency and
lifetime via DVFS [50].
Impact of interdependence: In order to measure the effect
that the interdependent cost has on the cost savings of the
proposed control, we vary γ ∈ [0.03, 0.3] (See Figure 7(a)).
While low interdependent costs (γ ∼ 0.03) make the cost
savings between the proposed control and OLC insignificant,
higher interdependent costs result in larger cost savings for the
proposed control.
Demand flexiblity (X%): As datacenters may not be able
to reduce all of their demand at this fast timescale, next we
evaluate the impacts of datacenters’ demand flexibility, which
is the fraction of the nominal load that can be changed, i.e.
dj ∈ [25 ∗ (1 − X/100), 30] (cf. Figure 7(b)). Observe that
the cost savings remain significant for most of the range
except just below 20% demand flexibility. This is where
both proposed and OLC total costs converge because the box
constraints (9d) become active and every datacenter reduces
its demand to its lowest allowed value.
Frequency deviation cost coefficient α: The extent to
which the network of datacenters participates in PFC and
incurs the cost of doing so depends directly on the cost of
the frequency deviation to the power network as expressed
by the cost coefficient α. By varying α between 0 and 300
$/MW-Hz we can see the trade-off between the equilibrium
frequency deviation and the cost incurred by the network of
datacenters (See Figure 7(c)). At the extreme values of α,
the proposed control and OLC give the same trade-off that
correspond to either no participation in PFC or expending all
available load capacity. However, between these extremes the
proposed control is more conservative in its participation due
to taking account of the interdependent costs, thus it incurs a
lower cost with a higher equilibrium frequency deviation.
IX. CONCLUSION
Frequency control is an important class of mechanisms
to ensure high-quality power for the grid and has been an
increasingly attractive option for load participation. Prior work
on distributed load control assumed that the cost for changing
load demand at each geographic location is independent from
the rest. However, in some networked systems such as a
network of datacenters that support cloud computing, the
decisions made at each datacenter affect the group because of
interdependent costs and so require geographic coordination.
In this paper, we designed a set of distributed control laws
inspired by the subgradient method that can handle interde-
pendent costs in such a way that is provably stable. Also, we
proved that the final equilibrium point optimally balances the
cost of load participation with the frequency level deviated
from its nominal set point. We tested our control laws for a
network of datacenters on a realistic emulator, Power System
Toolbox. We found that there is significant cost savings with
the proposed control law over existing benchmarks that do not
account for interdependent costs, and the proposed control is
robust to communication delays.
The results presented in this paper open up four distinct
future research directions. The first is to explore how other
interdependent systems (e.g. electric mass transit, thermal
grids) can be used to help increase the reliability of the grid.
The second is to investigate how a network of datacenters
that are located in multiple disjoint power grids can utilize
their interconnectedness to enhance the reliability in those
grids. The third is to separate the computational workload
into different resource demands, each with a different inter-
dependent cost and computational efficiency. The fourth is to
apply the distributed control laws to a system with a higher-
order transient stability model. For our future work, we plan to
extend the proposed control laws to take into account further
network effects such as power flow constraints across lines
and network losses.
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APPENDIX
A. Proof of Theorem 2
Proof. Since GFC is a convex optimization problem (Lemma
1) and is feasible (Assumption 2), we need to show that the
proposition satisfies the KKT conditions for optimality (11).
From the strict convexity property in Assumption 1, the
function (c′j)
−1(·) is well defined and increasing. Therefore,
control law (18a) can be separated into three cases: (i) d∗j ∈
(dj , dj), thus d
∗
j = (c
′
j)
−1(ω∗j − ajµ∗); (ii) d∗j = dj , thus
(c′j)
−1(ω∗j − ajµ∗) ≤ dj ; (iii) d∗j = dj , thus (c′j)−1(ω∗j −
ajµ
∗) ≥ dj . Case (i) results in:
dj < (c
′
j)
−1(ω∗j − ajµ∗) < dj
c′j(dj) < ω
∗
j − ajµ∗ < c′j(dj).
since c′j(·) and (c′j)−1(·) are increasing functions. Likewise,
Case (ii) results in:
(c′j)
−1(ω∗j − ajµ∗) ≤ dj
ω∗j − ajµ∗ ≤ c′j(dj)
and Case (iii) results in:
dj ≤ (c′j)−1(ω∗j − ajµ∗)
c′j(dj) ≤ ω∗j − ajµ∗.
Let us define the following two variables:
κj := [c
′
j(dj)− (ω∗j − ajµ∗)]+
κj := [(ω
∗
j − ajµ∗)− c′j(dj)]+
which satisfy (11f) (11g). Note that in: Case (i), dj − d∗j 6= 0,
d∗j − dj 6= 0, κj = 0, κj = 0; Case (ii), dj − d∗j = 0,
d∗j − dj 6= 0, κj ≥ 0, κj = 0; Case (iii) dj − d∗j 6= 0,
d∗j − dj = 0, κj = 0, κj ≥ 0. Therefore each case satisfies
(11d) (11e).
Additionally, each case from their definitions satisfies:
c′j(d
∗
j )− κj + κj = ω∗j − ajµ∗ (21)
and we can use the equilibrium condition (8c) to define the
following variable since each frequency deviation must be
equal to a single value:
λ := ω∗ = ω∗j ∀j ∈ N .
which is equivalent to (11c) when multiplied by
(
Dj+
1
Rj
)
.
Therefore, substituting λ for ω∗j in (21) becomes (11b).
The time derivative of (18b) at equilibrium gives:
dµ∗
dt
= β
(
s∗ − (g′)−1(µ∗))
From the strict convexity property in Assumption 1, the
function (g′)−1(·) is well defined. Since dµ∗/dt = 0 from
equilibrium condition (19), then we have that (g′)−1(µ∗) = s
which is equivalent to (11a).
System equation (6) is equivalent to (11h).
To get (11i), start with (7) and apply (2), and equilibrium
condition (8a):
pj − d∗j −Djω∗j−
1
Rj
ω∗j − Fj(θ∗) = 0.
Summing the above equation for all j ∈ N gets (11i) because∑
j∈N Fj(θ
∗) = 0 from each term canceling when summing
(3).
Because the range of (18a) is [δj , δj ], (11j) (11k) are
satisfied.
Since all of the KKT conditions have been satisfied, we get
the resultant.
B. Lemmas
The following Lemmas are used in the proof of Theorem
3.
Lemma 4. The time derivative of V1 defined in (29b) with
feedback control (18) is (30).
Proof. The time derivative of (18b) is:
dµ
dt
= β
(
s− (g′)−1(µ)) (22a)
= β
∑
j∈N
ajdj − b− (g′)−1(µ)
 (22b)
where the second equality comes from replacing s with the
RHS of (6) and setting that dj = dj = dj = 0 : ∀j /∈ D.
At equilibrium, the condition (19) can be applied to the above
equation to give:
∑
j∈N
ajd
∗
j − b = (g′)−1(µ∗) (23)
Take the time derivative of (29b):
dV1
dt
=
1
β
(µ− µ∗)dµ
dt
(24a)
= (µ− µ∗)
∑
j∈N
ajdj − b− (g′)−1(µ)
 (24b)
= (µ− µ∗)
∑
j∈N
ajdj −
∑
j∈N
ajd
∗
j

− (µ− µ∗) ((g′)−1(µ)− (g′)−1(µ∗))
+ (µ− µ∗)
∑
j∈N
ajd
∗
j − b− (g′)−1(µ∗)
 (24c)
= (µ− µ∗)
∑
j∈N
aj(dj − d∗j )
− (µ− µ∗) ((g′)−1(µ)− (g′)−1(µ∗)) (24d)
=
∑
j∈N
(ajµ− ajµ∗)(dj − d∗j )
− (µ− µ∗) ((g′)−1(µ)− (g′)−1(µ∗)) (24e)
The second equality comes from applying the differ-
ential equation (22b). The third equality comes from
adding 0 = ((g′)−1(µ∗) − (g′)−1(µ∗)) and 0 =(∑
j∈N ajd
∗
j −
∑
j∈N ajd
∗
j
)
to the second factor and dis-
tributing out (µ − µ∗). The fourth equality comes from
combining the summations in the first term and from the
equilibrium equation (23) applied to the third term. The last
equality comes from bringing (µ − µ∗) into the summation
and distributing aj . Then after defining dj as the function
from (18a) we get (30).
The following Lemma is used in the proof of Theorem 3
and comes from [5](Theorem 2).
Lemma 5. The time derivative of V2 + V3 defined in (29c)
(29d) for system (1) (2) (3) (7) with feedback control (18a), is
(31).
Proof. Take the time derivative of V2 + V3:
dV2
dt
+
dV3
dt
=
∑
j∈N
Mj(ωj − ω∗j )
dωj
dt
+
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)
(
dθi
dt
− dθj
dt
)
(25a)
=
∑
j∈N
(ωj − ω∗j )
(
−Djωj + pj − dj− 1
Rj
ωj − Fj(θ)
)
+
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)(ωi − ωj) (25b)
=
∑
j∈N
(ωj − ω∗j )
(
−Djωj + pj − dj− 1
Rj
ωj − Fj(θ)
)
+
∑
j∈N
(ωj − ω∗j )
(
Djω
∗
j+
1
Rj
ω∗j −Djω∗j−
1
Rj
ω∗j
)
+
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)(ωi − ωj) (25c)
=
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2 (25d)
+
∑
j∈N
(ωj − ω∗j )
(
pj − dj −Djω∗j−
1
Rj
ω∗j
)
−
∑
j∈N
(ωj − ω∗j )Fj(θ)
+
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)(ωi − ωj) (25e)
The second equality comes from substituting in (1) (7)
for their associated derivatives and plugging in (2). The
third equality comes from adding 0 =
∑
j∈N (ωj −
ω∗j )
(
Djω
∗
j+
1
Rj
ω∗j −Djω∗j− 1Rj ω∗j
)
. The last equality comes
from combining −Djωj− 1Rj ωj in the first term and
Djω
∗
j+
1
Rj
ω∗j in the second term and factoring out −(ωj−ω∗j ),
and distributing out (ωj − ω∗j ) to −Fj(θ).
The last term of (25e) can be rearranged:
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)(ωi − ωj) (26a)
=
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)ωi
−
∑
(i,j)∈E
Yij(sin θij − sin θ∗ij)ωj (26b)
=
∑
i∈N
ωi
∑
j:i→j
Yij(sin θij − sin θ∗ij)
−
∑
j∈N
ωj
∑
i:i→j
Yij(sin θij − sin θ∗ij) (26c)
=
∑
j∈N
ωj
∑
k:j→k
Yjk(sin θjk − sin θ∗jk)
−
∑
j∈N
ωj
∑
i:i→j
Yij(sin θij − sin θ∗ij) (26d)
=
∑
j∈N
ωj
 ∑
k:j→k
Yjk sin θjk −
∑
i:i→j
Yij sin θij

−
∑
j∈N
ωj
 ∑
k:j→k
Yjk sin θ
∗
jk −
∑
i:i→j
Yij sin θ
∗
ij

(26e)
=
∑
j∈N
ωj(Fj(θ)− Fj(θ∗)) (26f)
The first equality comes from distributing out Yij(sin θij −
sin θ∗ij). The second equality comes from splitting the each
summation into two summations for the origin and destination
of the directed edges and factoring out the appropriate ω·.
The third equality comes from relabeling j to k and i to j
in the first term. The fourth equality comes from grouping
equilibrium terms together and trajectory terms together with
respect to θ··. The last equality comes from substituting the
definition of net power flow (3).
Plug (26f) back into (25e) we get:
dV2
dt
+
dV3
dt
=
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2
+
∑
j∈N
(ωj − ω∗j )
(
pj − dj −Djω∗j−
1
Rj
ω∗j
)
−
∑
j∈N
(ωj − ω∗j )Fj(θ)
+
∑
j∈N
ωj(Fj(θ)− Fj(θ∗)) (27a)
=
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2
+
∑
j∈N
(ωj − ω∗j )
(
pj − dj −Djω∗j−
1
Rj
ω∗j
)
−
∑
j∈N
(ωj − ω∗j )Fj(θ)
+
∑
j∈N
(ωj − ω∗j + ω∗j )(Fj(θ)− Fj(θ∗)) (27b)
=
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2
+
∑
j∈N
(ωj − ω∗j )
(
pj − dj −Djω∗j−
1
Rj
ω∗j − Fj(θ∗)
)
+
∑
j∈N
ω∗j (Fj(θ)− Fj(θ∗)) (27c)
=
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2
+
∑
j∈N
(ωj − ω∗j )
(
pj − dj −Djω∗j−
1
Rj
ω∗j − Fj(θ∗)
)
(27d)
The second equality comes from adding 0 = ω∗j − ω∗j inside
the first factor of the last term. The third equality comes
from factoring separating out (ωj − ω∗j )Fj(θ) from the last
term and canceling it out with the third term, and putting
−(ωj − ω∗j )Fj(θ) from the last term into the second term.
The last equality comes from the last term being equal to
zero. This is because at equilibrium the condition (8c) makes∑
j∈N ω
∗
j (Fj(θ)−Fj(θ∗)) = ω∗
∑
j∈N (Fj(θ)−Fj(θ∗)) and
since
∑
j∈N Fj(θ) =
∑
j∈N Fj(θ
∗) = 0 from the balance of
power.
At equilibrium with the condition (8a) applied to (7) with
(2) gives us Fj(θ∗) = pj − d∗j − Djω∗j− 1Rj ω∗j which when
substituted in (27d):
dV2
dt
+
dV3
dt
=
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2
+
∑
j∈N
(ωj − ω∗j )(d∗j − dj). (28)
By applying the function (18a) to the above equation and
factoring out a negative we get (31).
C. Proof of Theorem 3
Proof. Using Lyapunov’s method of stability we start with the
following energy function of the trajectory (θ,ω, s, µ):
V = V1 + V2 + V3 (29a)
V1 = 1
2β
(µ− µ∗)2 (29b)
V2 = 1
2
∑
j∈N
Mj(ωj − ω∗j )2 (29c)
V3 =
∑
(i,j)∈E
∫ θij
θ∗ij
Yij(sinu− sin θ∗ij)du (29d)
where θij := θi − θj is the difference in phase angle
deviations along each line (i, j) ∈ E and (θ∗,ω∗, s∗, µ∗) are
the equilibrium satisfying Assumption 3 defined by Definition
2.
First we must show that V is nonnegative. Since V1 from
(29b) and V2 from (29c) are sums of quadratic functions
with nonnegative coefficients, V1 ≥ 0 and V2 ≥ 0 for any
trajectory µ and ω, respectively. Assumption 3 makes each
of the integrals in (29d) non-negative in the neighborhood of
θ∗ij and zero only when θij = θ
∗
ij . This results in V3 ≥ 0 for
any trajectory θ within the described neighborhood. Therefore,
the total energy function from (29a) V ≥ 0 for any trajectory
(µ,ω,θ) in a neighborhood of the equilibrium point under
consideration.
Second we must show that dVdt is nonpositive. From Lemma
4 we have:
dV1
dt
=
∑
j∈N
(ajµ− ajµ∗)
(
dj(ωj , µ)− dj(ω∗j , µ∗)
)
− (µ− µ∗) ((g′)−1(µ)− (g′)−1(µ∗)) (30)
and from Lemma 5 we have:
dV2
dt
+
dV3
dt
=
∑
j∈N
−(ωj − ω∗j )
(
dj(ωj , µ)− dj(ω∗j , µ∗)
)
+
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2. (31)
Adding them together we get:
dV
dt
=
dV1
dt
+
dV2
dt
+
dV3
dt
(32a)
=
∑
j∈N
−((ωj − ajµ)− (ω∗j − ajµ∗))
(
dj(ωj , µ)− dj(ω∗j , µ∗)
)
− (µ− µ∗) ((g′)−1(µ)− (g′)−1(µ∗))
+
∑
j∈N
−
(
Dj+
1
Rj
)
(ωj − ω∗j )2 (32b)
≤0 (32c)
The second equality comes from combining terms associated
with dj . The inequality comes from analyzing each term
individually. In the first summation, if dj(ωj , µ) ∈ (dj , dj)
then the jth summand is strictly less than zero when (ωj −
ajµ) 6= (ω∗j − ajµ∗) and is equal to zero when (ωj − ajµ) =
(ω∗j − ajµ∗) due to the strict convexity in Assumption 1 with
(18a) making dj(ωj , µ) an increasing function of (ωj − ajµ).
However, if dj(ωj , µ) ∈ {dj , dj} then the summand is not nec-
essarily strictly less than zero when (ωj−ajµ) 6= (ω∗j −ajµ∗)
since it could be that dj(ωj , µ) = dj(ω∗j , µ
∗) ∈ {dj , dj} which
in that case the summand is equal to zero. The second term
is strictly less than zero when µ 6= µ∗ and is equal to zero
when µ = µ∗ due to the strict convexity in Assumption 1
making (g′)−1(µ) an increasing function of µ. In the final
summation, the jth summand is less than zero when ωj 6= ω∗j
and equal to zero when ωj = ω∗j since it is a quadratic function
multiplied by a negative constant. In fact, because of the strict
monotonicity of the second term with µ and the jth summand
in the last summation with ωj , only at the equilibrium (without
specifying θ∗) does dVdt = 0. As consequence of Theorem 2,
the control laws satisfy KKT condition (11c) at equilibrium.
Therefore, for each bus j, ω∗j must be equal to a single global
value ω∗ in order for (11c) to be satisfied at equilibrium. Since
the dj(ωj , µ) defined in (18a) is a function of ωj and µ,
then dj → d∗j as ωj → ω∗ and µ → µ∗. Since the excess
computational power s defined in (6) is a linear function of
each dj , then s → s∗ as dj → d∗j : ∀j ∈ D. Since the power
injection is Pj as defined in (2) is a function of ωj and dj ,
then Pj → P ∗j as ωj → ω∗j and dj → d∗j . This shows that
the equilibrium point under consideration (ω∗,P∗,d∗, s∗, µ∗)
is asymptotically stable. This completes the Lyapunov method
for asymptotic stability.
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