Logistic regression models for transition probabilities of higher order Markov models are developed for the sequence of chain dependent repeated observations. To identify the significance of these models and their parameters a test procedure for a likelihood ratio criterion is developed. A method of model selection is suggested on the basis of AIC and BIC procedures. The proposed models and test procedures are applied to analyze the occurrences of daily rainfall data for selected stations in Bangladesh. Based on results from these models, the transition probabilities of first order Markov model for temperature and humidity provided the most suitable option to model forecasts for daily rainfall occurrences for five selected stations in Bangladesh.
Introduction A Markov chain model is constructed for describing transition probabilities for time or chain dependent process under change or random process. A logistic regression model is used as probabilistic model for analyzing covariate dependent binary data. The logistic regression model may define covariate dependent transition probabilities of a Markov chain. Muenz and Rubinstein (1985) and 0 respectively were incorporated; they showed that healthy patients feel less distress than others at the time of biopsy as time proceeds.
To identify the pattern of daily rainfall occurrences Gabriel and Neumann (1962) developed a Markov chain model for Tel Aviv data. They showed that dry and wet spells follow a geometric distribution. For the same data, Green (1964) fitted the probability models better than that of Gabriel and Neumann's models assuming that dry and wet spells follow an exponential distribution. Parthasarathy and Dhar (1974) identified the negative trend for south Asian daily rainfall occurrences using regional rainfall over India for the period 1901 to 1960. Similar studies analyzing daily rainfall data have been conducted by Islam (1980) , Stern (1980a) , Stern (1980b) , Stern, et al. (1982) , Stern and Coe (1984) , Sinha and Paul (1992) , Sinha and Islam (1994) , Shimizu and Kayano (1994) , Sinha, et al. (2006) , Sinha, et al. (2009) and others. However, these did not develop covariate dependent probability models for analyzing the patterns of daily rainfall occurrences. To identify the patterns and forecasting models for the occurrence or non-occurrence of rainfall, different types of covariate dependent transition probabilities of Markov chain models need to be developed for logistic regression.
Transition Probabilities of Markov Chain for Logistic Regression Models
To develop logistic regression models for higher order transition probabilities (t. p.) of Markov chains, consider the chain dependent repeated observations x 1 , x 2, ..., x n at time t (t = 1, 2, ...., T), X n (t). Here the assumption that observations occurring depend on different covariates, Z n (t) is made. The first order transition count, n jk (t) denotes the number of individuals in state j at time t-1 and in state k at t. If the second order transition count, n ijk (t) denotes the number of individuals in state i at time t-2, in state j at t-1 and in state k at t, then the first and second order transition probabilities of the Markov chain are denoted by p jk (t) and p ijk (t) respectively, for all i, j, k = 1, 2, ..., m and t = 1, 2, ..., T.
For stationarity, these probabilities are denoted by p jk and p ijk , respectively. Similarly, higher order stationary or non-stationary transition probabilities of Markov chain p ij...krl or p ij....krl (t), respectively, may be defined for transition count n ij...krl or n ij...krl (t). The term p ij...krl or p ij....krl (t) indicates the transition probability of state l at time t, given the state r at time t-1, ...., the state j at time t-s+1 and state i at time t-s, where t = s, s+1, ..., T, and for all i, j, ..., k, r, l = 0, 1. The ML estimate (Anderson & Goodman, 1957; Muenz & Rubinstein, 1985; Sinha, et al., 2006; Sinha, et al., 2009) 
th transitions respectively. Similarly, 2 r parameters may be defined for r th order two-state transition probabilities of the Markov chain. To formulate such a Markov chain, the following assumptions are made: (i) each observation of chain dependent process depends on different covariates; (ii) observations of the chain dependent process follow a logistic form; (iii) the counts n j (0) and n jk (1) are non-random; and (iv) each row of transition in the probability matrix is independent.
To estimate the covariate dependent transition probabilities for the Markov chain, consider logistic regression models for first, second and higher order transition probabilities (Muenze & Rubinstein, 1985) which are defined as for all i, j, ..., k, r = 0, 1, h = 1, 2, ..., n , q = 1, 2, ..., Q, t = 1, 2, ..., where T and r are the order of the Markov chain. Here, Z h ij . Anderson and Goodman (1957) , Muenz and Rubinstein (1985) , Sinha, et al. (2006) and Sinha, et al. (2009) suggested the ML estimation method. Thus the method of MLE is used to estimate the parameters of model 2.1. The log likelihood function (Formula 2.3) is shown in Figure 1 . To obtain the estimated value of parameters by ML estimation method under Newton-Raphson iteration procedure, the information matrix and information vector are denoted by I and U respectively, where I -1 is the variance covariance matrix with respect to parameters. Similarly, the parameters of model (2.2) may be estimated.
Test of Hypothesis
To test the significance of the parameters and models for logistic regression models for transition probabilities of a Markov chain, Wald (1943) Rao (1965) , Hauck and Donner (1977) and Jennings (1986) found that the test statistic W is less powerful compared to likelihood ratio test. Furthermore, for a large sample Hosmer and Lemeshow (1989) recommended the likelihood ratio test as opposed to Wald's test, because often it fails to reject the co-efficient when it is significant. Due to these, the likelihood ratio test procedure is employed to test the significance of parameters and models for 2.1 and 2.2.
Likelihood Ratio Test
To identify the significance of the covariate dependent transition probabilities of Markov chain models and their parameters; consider hypotheses 1 and 2 for model 2.1, and 3 and 4 for model 2.2.
Hypotheses 1, Model 2.1: (Kendall & Stuart, 1973) with h, 1, (h+(h(h-1)/2) + number of higher order interaction effect) and 1 degree of freedom for the null hypotheses 1, 2, 3 and 4 respectively, where λ ij ... r1 is the likelihood ratio for i, j, .., r, l(=1) th (for all i, j, ..., r, s = 0, 1) transitions of the Markov chain. For the overall transition probabilities of the Markov chain this test statistic is defined as
for all i, j, ...., r = 0, 1 with 2 r h, 2 r , (h+(h(h-1)/2) + number of higher order interaction effect) and 2 r degrees of freedom for null hypotheses 1, 2, 3 and 4 respectively, where r is the order of the Markov chain.
Methods of Model Selection
To identify the best model among the significant models, several authors including McCullagh & Nelder (1983) and Agresti (1984) suggested various model selection procedures and they also identified some limitations and drawbacks. For example, these selection procedures sometimes provide almost equal emphasis for several possible models; often procedures do not provide the best model among the models sufficiently for a true alternative hypothesis. For overcoming these problems, Akaike's Information Criterion (AIC) and Bayesian Information Criterion (BIC) procedures are employed for the selection of appropriate covariate dependent transition probabilities for the Markov model (Sakamoto, 1991; Shimizu, 1993) . Akaike (1972b) developed AIC by the utilization of a likelihood ratio criterion under the extension form of maximum likelihood. Akaike (1970) defined AIC on the basis of final prediction error (FPE) as the mean square prediction error of a predictor to identify the autoregressive model. Schwarz (1978) developed BIC as a more consistent and optimal procedure than the AIC. Sakamoto (1991) used a minimum of AIC (MAICE) and a minimum of BIC (MBICE) to identify the optimal explanatory variable for the model. For covariate dependent transition probabilities of Markov chain models, to develop a model selection procedure, the MAICE and MBICE are employed by utilizing the likelihood function and the ML estimate of parameters. For a large n, Bayes estimators are asymptotically equivalent to ML estimators (Kendall & Stuart, 1973) and the procedures are defined as AIC(i) < AIC(i+1) < … < AIC(i+s), (3.1) and BIC(i) < BIC(i+1) < … < BIC(i+s), (3.2) where i = 1, 2, …, ∝ , s = 0, 1, 2, …, ∝, (i+s) indicate the number of models, AIC = -2(maximum log likelihood) + 2(number of estimable parameters in the model) and BIC = -2(maximum log likelihood) + 2(number of estimable parameters in the model)×log n. The terms AIC(i) and BIC(i) indicate the best model among models AIC(i+1), …, AIC(i+s) and BIC(i+1), …, BIC(i+s) respectively.
Data
To identify the utility of the proposed models, the daily rainfall occurrence data during the rainy season for the period 1964-1990 for five selected stations, namely Chittagong, Mymensingh, Rajshahi, Faridpur and Satkhira of Bangladesh, were utilized. These data are collected by the Department of Meteorology, Government of People's Republic of Bangladesh. The period between the months of April and October is considered as the rainy season. The major agricultural crops (Aus and Aman rice) under the traditional system of this country, Bangladesh, are produced during this period and depend greatly on the occurrences of rainfall due to the shortage of sufficient irrigation facilities.
Logistic Regression Models for Transition Probabilities of Markov Chain for the Occurrence of Rainfall
A comprehensive idea regarding the probability of rainfall is essential in view of economic implications for crop production. The probabilities for the occurrences of rainfall are used in agricultural planning purposes, such as land-use, choice of crops and cropping system. Several researchers (Virmani, 1975; 1982; Dale, et al., 1981; Davy, et al., 1976) analyzed the occurrences of rainfall to identify the determinant of rainfall occurrences. They found that the occurrences of rainfall depend mainly on different climatic factors, such as temperature and humidity. Further, Shimizu (1993) developed a bivariate mixed lognormal distribution for assessing the probability of rainfall by using the Automated Meteorological Data Acquisition System (AMeDAS) data set of Japan.
In order to develop covariate dependent transition probabilities of a Markov chain model for assessing and analyzing the occurrences of rainfall for the five selected areas of Bangladesh, consider probability models 2.1 and 2.2. The climatic variables temperature and humidity (Virmani, 1975 (Virmani, , 1982 are employed to perform these models. For these variables, the term Z ij....kr1 (q,t) for model 2.1 may be defined as: the maximum temperature and average humidity respectively of the (t-r) th day for the q th year for (i, j, .., k, r, 1) th transitions. The terms β 1(ij..kr1) and β 2(ij..kr1) indicate the effects of temperature and humidity respectively, β 12(ij..kr1) indicates the interaction effect between temperature and humidity on the occurrences of rainfall and the terms 1 and 0 indicate wet and dry days respectively.
To test the significance of probability models 5.1-5.4 and their estimated parameters, the likelihood ratio test statistic is utilized. For performing this test statistic, the following four null hypotheses are considered. To test the significance of transition probabilities for the occurrences of rainfall for first and second order Markov models 5.1-5.4, the values of χ 2 under the LR criterion for null hypotheses (a), (b) and (c) are identified. Further, to test the significance of parameters for transition probabilities of first and second order Markov models (5.1-5.4), the values of χ 2 under LR criterion for null hypotheses (d), (e) and (f) are also identified (the values of χ 2 for these null hypotheses are not shown herein, however). But based on these χ 2 -values, the significance of parameters and models are identified. To test the null hypothesis by the χ 2 statistic, it is always observed that the value of χ 2 increases as sample size increases. For overcoming this problem, although it is small, consider a p-value up to 0.001 as the cut-off point.
Results

Significance of Estimated Parameters and Models
To estimate the parameters of models 5.1-5.4, consider the ML estimation method under the Newton-Raphson iteration procedure. To identify the order of the transition probabilities of a Markov chain for daily rainfall occurrences Sinha (1997) and Sinha, et al. (2009) showed that the Chittagong and Faridpur stations follow first order and the Mymensingh, Rajshahi and Satkhira stations follow second order transition probabilities of a Markov chain. To estimate the parameters of these models, consider t = 214, Q = 27 and r = 1 for the Chittagong and Faridpur stations and r = 1 and 2 for the remaining three stations. For transition probabilities of daily rainfall occurrences for first order Markov models 5.1-5.4 for the five selected stations and second order Markov models 5.1-5.4 for the Mymensingh, Rajshahi and Satkhira stations of Bangladesh, the estimated values of parameters and their significance are shown in Table 1 .
For the first order Markov models, the effect of temperature for model 5.1 and the effect of humidity for model 5.2 on the occurrences of transition probabilities (t.p.) of rainfall are found to be positive for the five selected stations (see Table 1 ). The exception to this result occurs for transition type Wet/Wet for model 5.1 for all selected stations and for model 5.2 for the Chittagong and Rajshahi stations.
The effect of humidity and temperature for model 5.3, and the effect of humidity and the interaction term between temperature and humidity for model 5.4 are also positive on the occurrences of t.p. of rainfall for all the selected stations. The exceptions to this result occur for transition type Wet/Wet for the Rajshahi, Faridpur and Satkhira stations and for all transitions of Chittagong station for temperature for model 5.3. Such an exceptional result is also observed for transition type Wet/Wet for the Chittagong station for humidity and for transition types Wet/Dry for the Chittagong station and Wet/Wet for the Satkhira station for the interaction term for model 5.4.
The positive effect of temperature and humidity and their interaction effect for the occurrences of rainfall transitions indicate that the probability of the occurrence of rainfall increases with increases of these variables for two consecutive days. The result for model 5.4 implies that the effect of temperature and humidity and their interaction effect on the occurrences of rainfall are inversely related.
The effect of temperature and of humidity on the occurrences of rainfall for different types of transition probabilities of first order Markov models 5.1-5.4 are significant (pvalue < 0.001) for the five selected stations. To assess the probability of rainfall occurrences for first order Markov models, the results of χ ij 2 indicate that all transitions for model 5.1 are significant at the Chittagong, Rajshahi and Satkhira stations, for model 5.2 are significant at the Chittagong and Mymensingh stations, and for models 5.3 and 5.4 are significant at all selected stations. For the overall transition probability of rainfall occurrences, the χ 2 value indicates that the first order Markov models 5.1-5.4 are significant for all selected stations.
For second order Markov models, results show in Table 1 indicate that the effect of temperature for model 5.1 and the effect of humidity for model 5.2 are positive on the occurrences of transition probabilities of rainfall for the Mymensingh, Rajshahi and Satkhira stations. This result is an exception for transition type Wet/Dry/Wet for the Mymensingh and Rajshahi stations and Wet/Wet/Wet for the Satkhira station for model 5.1. Further, the effect of temperature and humidity for model 5.3, and the effect of humidity and interaction term (temperature and humidity) for model 5.4 are observed to be positive on the occurrences of t.p. of rainfall for these three stations. However, for the Rajshahi station is an exception for transition types Wet/Dry/Wet and Wet/Wet/Dry for temperature for model 5.3. This exceptional result is also found for model 5.4 for transition type Wet/Dry/Dry at the Satkhira station for the interaction term and for transition types Wet/Dry/Wet, Wet/Wet/Dry and Wet/Wet/Wet at Rajshahi, and Wet/Wet/Wet at Satkhira for humidity. This positive effect of temperature, humidity and their interaction effect for the occurrences of rainfall transitions imply that the probability of rainfall increases with increases of these variables for three consecutive days.
For different types of second order transition probabilities of Markov models, Table  1 shows that the effect of temperature for model 5.1, the effect of humidity for model 5.2, the effect of temperature and humidity for model 5.3, and the effect of temperature and humidity and their interaction effect for model 5.4 are nonsignificant (p-value < 0.001) on the occurrences of rainfall for the maximum number of transitions for the Mymensingh, Rajshahi and Satkhira stations.
Further, to assess the probability of rainfall occurrences for second order Markov models, the results of χ Notes: The figure in parentheses indicates the standard deviation of estimated parameters. The transitions 0→1 and 1→1 indicates the transition of the type dry to wet and wet to wet respectively. The transitions 0→0→1, 1→0→1, 0→1→1 and 1→1→1 indicate the transition of the type dry to dry to wet, wet to dry to wet, dry to wet to wet and wet to wet to wet respectively. * p < 0.001. Table 2 .7 the transitions 0→1 and 1→1 indicates the transition of the type dry to wet and wet to wet respectively. The transitions 0→0→1, 1→0→1, 0→1→1 and 1→1→1 indicate the transition of the type dry to dry to wet, wet to dry to wet, dry to wet to wet and wet to wet to wet respectively. χ 2 indicate that the second order Markov models 5.1-5.4 are significant for all the selected stations.
Probability Model for Forecasting Rainfall
To select a forecasting model among the models for the occurrences of rainfall, AIC and BIC criteria were utilized. The values of AIC and BIC for covariate dependent transition probabilities of Markov models 5.1-5.4 for the occurrences of rainfall are shown in Table 2 . Table 2 indicates that the values of AIC and BIC are minimum for different types of transition probabilities of rainfall occurrences for first order Markov model 5.4 for all the selected stations. However, the effect of temperature and humidity for this model are not sufficiently effective Table 2 .1 in explaining all the transition probabilities of rainfall occurrences for all stations. Therefore, results lack strong grounds to select this model as an appropriate forecasting model for daily rainfall occurrences.
To identify this model, consider next minimum value to the values of model 5.4 for these criteria. 
Conclusion
Logistic regression models for higher order transition probabilities of Markov chains for the sequence of chain dependent repeated observations have been developed. An assumption is made that the sequence of repeated observations can be explained by certain covariates. These models are developed as an extension of the model proposed by Muenz and Rubinstein (1985) . To identify the significance of covariate dependence in transition probabilities for higher order Markov models and also to identify the significance of parameters of these models, a test procedure under likelihood ratio criterion has been developed. Further, a method of model selection procedure is suggested in this study employing AIC and BIC procedures (Sakamoto; 1991) .
The proposed models and test procedures have been used to analyze the occurrences of daily rainfall data for selected stations in Bangladesh. To apply these models, two climatic variables -temperature and humidity -were considered. These applications reveal that the proposed models and test procedures can be useful to identify the forecasting models for daily rainfall occurrences. From the results of these models and test procedures, the effects of temperature and humidity on the occurrences of rainfall can be summarized for first order the Markov model 5.3 that provides statistically significant results.
From the analysis of models 5.1-5.4, positive results were observed for the effect of temperature for model 5.1 and the effect of humidity for model 5.2 on the occurrences of rainfall for maximum number of first and second order rainfall transitions of Markov models for all the selected stations. The effects of temperature and humidity for first and second order Markov models 5.3 on the occurrences of rainfall show similar results.
The first and second order Markov models 5.4 also provide positive effects for the humidity and interaction term (temperature and humidity) on the occurrences of rainfall for maximum number of rainfall transitions for all selected stations. These positive effects indicate that the probability of rainfall is positively associated with temperature and humidity. The effect of temperature and the effect of humidity on the occurrences of rainfall for first order Markov models 5.1 and 5.2 respectively, and the effect of these covariates for model 5.3 are observed to be significant for the maximum number of transitions for all selected stations. It is also demonstrated that the method of model selection procedure provides sufficient evidence that the first order Markov model 5.3 is the most suitable among the models investigated as the forecasting model for daily rainfall occurrences for the five selected stations of Bangladesh.
