process. In this example the ANN was processed by using 5 randomly selected datasets as validating examples, whereas the remaining 30 served as training examples. Under this condition the ANN showed that the validating error settled definitely down below the 10% from approximately the cycle 3960. The validating error was steady up to the cycle 5800000 when the process was stopped. The red, green, blue, and orange lines display the dinamic trend of the maximum, average, minimum, and validating errors, respectively. Supplementary Fig. 2 Relative estimated importance of all the input nodes used by the ANN. Once the training and validating procedures were completed, the network calculated the relative importance of each input node by considering the weights automatically attributed to their connections. The most relevant inputs identified by the network are plot in black bars, whereas the grey ones indicate the input nodes with a progressive lower relative importance.
