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Low-frequency dielectric spectroscopy and thermally stimulated discharge measurements of charge-density
wave ~CDW! system K0.3MoO3 are presented. Below 80 K two distinct relaxational processes are observed,
which freeze at finite temperatures bearing close resemblance to the phenomenology of the dielectric response
of glasses. We compare our results to the case of o-TaS3 in which the glass transition on the level of CDW
superstructure has been recently reported and discuss the possibility that it is a universal feature of CDW
systems.





















































A charge-density wave~CDW! is the modulated elec
tronic superstructure that appears in some quasi-o
dimensional systems at low temperatures~Ref. 1 and refer-
ences therein!. The low-energy dynamics of CDW systems
governed by acousticlike excitations of the phase of the c
plex order parameter. Apart from the metal-semiconduc
transition at a finite temperatureTP that is inherent to the
CDW formation, the most striking features of CDW system
are an extremely high dielectric constant and nonlinear c
ductivity at low electric fields. At the origin of these phe
nomena is pinning of the CDW by impurities that locks t
CDW at the preferred position, which in turn shifts the on
of CDW sliding to a finite electric field, the so-called thres
old field ET . In addition, impurity pinning destroys long
range phase coherence and breaks the CDW into doma
The CDW dynamics turns out to be strongly temperat
dependent, as CDW current2 and relaxation frequency3,4 both
scale with the ohmic conductivity. A hydrodynamic model
the CDW phase screened by uncondensed free carrie5,6
which includes elastic degrees of freedom, accounted w
for these results. However, a qualitative change in the n
linear conductivity occurs at lower temperatures,7,8 where the
CDW displacement is better described by creep at low
rigid sliding at high electric fields,9,10 which both neglect
elastic degrees of freedom. It is consistent with the respo
of CDW in the descreened limit, where the free carrier co
centration is too low to screen elastic phase deformations11,12
and the intra-CDW Coulomb interaction13 makes them ener
getically unfavorable.
Despite numerous evidences that the transition fr
screened to unscreened response really occurs at finite
peratures, not enough attention has been given to the tra
tion itself. Our recent paper1 on wide frequency and tempera
ture range dielectric spectroscopy of the CDW syst
o-TaS3 was devoted to this particular problem. We ha
shown that the low-frequency relaxational process, which
related to the dynamics of elastic phase deformations, fre
at finite temperature, and that a secondary process appe
lower temperatures. As the temperature evolution of b
processes bears close resemblance to the dielectric resp
of glasses14 it naturally explains the liquidlike to solidlike





















superstructure. In this communication we show that a sim
scenario exists in the most widely investigated CDW syst
K0.3MoO3 ~blue bronze!, which might point to the universal
ity of the glass transition in CDW systems.
dc conductivitysdc , I/V characteristics~nonlinear con-
ductivity!, ac conductivitys(v), and thermally stimulated
depolarization~TSD! have been measured in the direction
the highly conducting axis. Results on two samples did
show any significant difference and we present them for
of 5.731.230.4 mm3 size. We measuredsdc and I/V char-
acteristics in four contact configuration ands(v) and TSD
in two contact configuration. The contacts were made
clamping 25mm gold wires with silver paste to gold pad
evaporated on the crystals.
sdc has been measured between 300 K and 10 K and
I/V curves between 70 K and 10 K. Thes(v) has been
measured in the frequency range 1021 Hz–107 Hz at fixed
temperatures between 80 K and 10 K. We used
frequency-response analyzer Schlumberger~SI 1260! in
combination with a broad band dielectric converter~Novo-
control! as a preamplifier. We have verified that the sign
amplitude ofVac520 mV kept the response in linear regim
For TSD measurements we used Keithley 617 electrom
as both voltage source and current meter. The sample
cooled in electric fields ranging from 0.4 V/cm to 40 V/cm
At low T the sample was connected in a short circuit and
discharge current was recorded during the constant rate h
ing.
The dielectric functione(v) has been calculated from
s(v) after subtraction ofsdc . The frequency dependence o
the real (e8) and imaginary (e9) part of the dielectric func-
tion in the units of dielectric permittivity of vacuume0 is
presented in Fig. 1. The wide steplike decrease ofe8 with
frequency and the wide maximum ine9 are typical for the
overdamped, or relaxational dielectric response. The re
ational processes are characterized by their amplitudeDe,
mean relaxation timet ~or relaxation frequencyn051/2pt
which gives the position of the maximum ine9), and by the
width w. In order to extract these parameters, we have u
the modified Debye function with variable width, also know












































whereeHF is the high frequency ‘‘base line’’ ofe8.
From Fig. 1 it is evident that the low-frequency dielectr
response of K0.3MoO3 cannot be attributed to a single rela
ation process. The process that dominates at higher temp
tures has already been reported in several papers,3,15–17and
its features, in particular, the increase oft at low tempera-
tures, correspond well to the published data. Due to the
tended low-frequency window we have been able to foll
the temperature evolution to much lower temperatures
we can see thatt increases below 30 K without any sign o
saturation. This is in agreement with data obtained from
real-time relaxation18 and temperature scans at fixe
frequency.19 However, already at 41 K a high-frequency tail
develops, evolving at lowT into another well-defined relax
ational process of much lower amplitude. In compliance w
the results of o-TaS3 we name the high-T process primary or
a process, and the low-T one secondary orb process. This is
for the first time that the second relaxational process at
temperatures has been observed in blue bronze. Our
have been fitted to two CC functions@Eq. ~1!# between 41 K
and 27 K, corresponding to the coexistence ofa andb pro-
cesses, and with a single CC function otherwise~ olid lines
in Fig. 1!.
In Fig. 2 we present the temperature dependence of
mean relaxation timesta andtb of both processes, togethe
with the temperature dependence of the dc resistivity. T
slowing down of thea process follows an activated o
Arrhenius dependence, with the activation energy ofEa
5630 K ~slightly higher thanEa5530 K obtained from dc
resistivity belowTP). Such relation has been observed
19 in
K0.3MoO3, as well as in other semiconducting CDW
systems.1,4 tb also follows an activated dependence w
about two times lowerEa5325 K, close toEa5320 K ob-
FIG. 1. Frequency dependence of the real (e8) and imaginary
(e9) part of the dielectric response at selected temperatures. S









tained from low-temperature dc resistivity. In addition,
extrapolation oftb(T) to higher temperatures indicates th
a andb processes merge at about 80 K in MHz frequen
range.
The temperature evolution of the dielectric response p
sented in Fig. 2 we find typical for glasses.14 In this respect
we are able to estimate the glass transition temperatureTg by
adopting the convention that atTg t;100 s. Extrapolating
our data we obtainTga'23 K for the a process, andTgb
'13 K for the b process. Such definition ofTg is to some
extent arbitrary, particularly for activated temperatu
dependence20 of t, however it comes from the necessity
mark the onset of the glass phase on experimental, i.e.,
cessible time scales.
In order to verify that the two processes really freeze
finite temperatures, we have employed TSD measuremen
general method of investigating low-frequency dielect
properties of high resistivity solids via the study of therm
relaxation effects.21 One TSD spectrum obtained on the sam
sample as used for dielectric spectroscopy is presente
Fig. 3. Two peaks observed reveal the freezing of two rel
ation processes. The higher one (a) is situated at 30 K, and
lid
FIG. 2. Temperature dependence of the characteristic relaxa
time of a andb processes presented in Arrhenius type plot toget
with the scaled dc resistivity. Solid lines are fits to the activa
behavior.
FIG. 3. TSD current spectrum recorded at constant heating
of 10.5 K/min after cooling from 50 K in electric field ofEP
54.4 V/cm. Two maxima correspond to the freezing ofa and b
processes. Solid lines are fits to the activated current increase.
inset shows the dependence of the current peak values on the
larizing electric field for two processes.2-2
ctric
BRIEF REPORTS PHYSICAL REVIEW B69, 113102 ~2004!TABLE I. Effective dielectric data obtained from the TSD spectrum in Fig. 3 and corresponding diele
spectroscopy data.
peak/process Tmax ~K! ve f f ~1/s! Dee f f ee f f9 Tg ~K! De(;Tg) e9(;Tg)
a 31 0.076 2.63108 7.23107 23 63107 33107






















































ob-the lower one (b) at about 12.5 K, in rough agreement wi
the dielectric spectroscopy data. Thea peak with very simi-
lar features has already been observed before22 by the TSD
method.
From TSD spectra one can obtain several parame
such as the effective activation energy of the current incre
Ee f f , the position of the maximumTmax, the maximum cur-
rent densityj max, and the relaxed polarizationP. In combi-
nation with the known heating rateh and the polarizing elec
tric field EP , it enables the estimation of related dielect
parameters21 such as the effective relaxation rateve f f
5(Ee f f•h)/(kB•Tmax
2 ), the maximum value ofe9 at Tmax
ee f f9 ' j max/(ve f f•EP) and the static dielectric constan
Dee f f5P/EP , as given in Table I.
The parameters estimated for theb peak in TSD very nicely
coincide with the parameters of theb process obtained from
dielectric spectroscopy, which is not the case for thea peak.
In order to explain this, we present in the inset of Fig. 3
dependence of the TSD current maxima on theEP for both
peaks. While theb peak is in the linear regime in the entir
range, thea peak approaches saturation already for the lo
est applied fields. It has been shown that both dc bias3 and
increased signal amplitude15 in dielectric spectroscopy lea
to the increase ofDe andt, therefore it is reasonable that th
a process freezes at higher temperatures and has highe
larizability in the saturated regime.
Our results unambiguously show the existence of two
laxation processes in the low-frequency dielectric respo
of the CDW system K0.3MoO3, which is a completely nove
feature. Moreover, we have shown that the temperature
lution follows the same scenario as for the glass transitio
o-TaS3. The dynamics of thea process has been thorough
considered theoretically, and it has been successfully m
eled by the dynamics of the local elastic deformations of
CDW phase.6 Therefore the freezing of these excitations
duces the phase space and represents essentially the c
in the ground state in the same way as in structural glas
This claim can be supported by a number of other exp
mental results that point to the changed properties
K0.3MoO3 in the range below 40 K down to 20 K such a
closing of the thermal hysteresis in the dc conductivity,
appearance of a secondET* , an anomaly in proton channe
ing, the disappearance of metastabilities in ESR spect23
Also, the changes in the lattice parameters24 of K0.3MoO3
observed below 50 K indicate that the glass transition on
level of the CDW superstructure might affect the host latt
as found25 for TaS3.
In Ref. 1 we state that the freezing of thea process in
o-TaS3 occurs when there are not enough free carriers






















criterion for the critical density to be about one free carr
per domain of phase coherence. From extrapolation of
high-temperature activated decrease of conductivity we e
mate the critical density atTg for K0.3MoO3 to be about 3
31013 e/cm3. The corresponding volume is 3.
310214 cm3, which is only by a factor of 2 smaller than th
phase-coherence volume obtained from x-ray diffraction26
Therefore the same criterion is applicable for K0.3MoO3 as
well.
Although De for the b process is smaller than for thea
process, its value is still too high to represent the sing
particle response. We present in Fig. 4 theT dependence of
De for both processes and compare it with the inverse va
of two threshold fields measured in the same sample. B
processes obey approximately the relationDe•ET5const.
This has already been established for thea process in severa
CDW systems,27 in correspondingT ranges, as well as fo
the b process1 in o-TaS3. This close relation to the secon
threshold field, as well as the activated increase oftb fol-
lowing sdc support its CDW origin. Therefore, theb process
should represent the dynamics of the remaining degree
freedom of the CDW after the elastic ones are frozen, i
topological or plastic deformations, such as solitons, dom
walls, or dislocation loops. These can contribute to the lo
frequency dielectric response28,29 as well as to linear and
nonlinear conductivities.30,31 Localized midgap states hav
indeed been observed in femtosecond spectroscopy.32 The
approach based on coexistence of local~‘‘strong’’ ! and col-
lective ~‘‘weak’’ ! pinning,29,31,33or plastic and elastic defor
mations of the phase could also naturally account for
coexistence ofa andb process, particularly, as it has bee
established that the pinning is locally always strong.34
Temperature evolution ofa andb processes observed i
the two CDW systems o-TaS3 and K0.3MoO3 share some
FIG. 4. Temperature dependence ofDe for a andb processes
plotted together with the inverse values of two threshold fields


























BRIEF REPORTS PHYSICAL REVIEW B69, 113102 ~2004!common properties. In both systems theb process splits
from thea process in MHz frequency range and the activ
tion energyEab is about two times smaller thanEaa . Also,
Dea is comparable in both systems. However, unlike
K0.3MoO3, ta in o-TaS3 deviates from an activate
behavior1 on approachingTg . Such increase of the effectiv
activation energy close toTg as in o-TaS3 is characteristic of
fragile glasses,35 while strong glasses obey an Arrhenius b
havior as in blue bronze. The differences between strong
fragile behavior result from the different topography of t
phase space.20 In CDW systems the phase space is ess
tially created through pinning, so the modification of t
potential-energy landscape reflects the changes in pin
properties. This might finally bring a completely new light
the problem of pinning in the field of CDW’s.
The difference between o-TaS3 and K0.3MoO3 exists also
in the amplitudes of the relaxation processes. WhileDea in
blue bronze is almost preserved in the entireT range, in
o-TaS3 it decreases strongly on approachingTg . On the













K0.3MoO3 it is almost two orders of magnitude smaller. Th
smaller Deb in K0.3MoO3 would be consistent with the
smaller number of topological defects and therefore lar
phase-coherence volume. The same difference in ampli
is also observed in the low-temperature power-law contri
tion to the heat capacity36 and in the low-temperature up tur
in magnetic susceptibility,37 where both phenomena ar
again attributed to topological defects of the phase. Aga
fragile glasses typically exhibit a pronouncedb process just
as in o-TaS3, whereas in strong glasses like K0.3MoO3 pre-
vails the ‘‘background loss’’ contribution38 below Tg .
In conclusion, we have shown that the glass transit
scenario previously seen in o-TaS3 exists also in K0.3MoO3.
This could represent a universal feature of CDW systems
it explains the transition to the low-temperature CDW st
and accounts quantitatively for its properties. New a
proaches to the glass transition based on the phase-s
landscape20 might help in understanding the pinning prope
ties of CDW systems and shed light on the differences
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