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Perturbations of elliptic operators in chord arc domains.
Emmanouil Milakis, Jill Pipher, Tatiana Toro
Abstract
We study the boundary regularity of solutions to divergence form operators which are small
perturbations of operators for which the boundary regularity of solutions is known. An operator
is a small perturbation of another operator if the deviation function of the coefficients satisfies
a Carleson measure condition with small norm. We extend Escauriaza’s result on Lipschitz
domains to chord arc domains with small constant. In particular we prove that if L1 is a small
perturbation of L0 and log k0 has small BMO norm so does log k1. Here ki denotes the density
of the elliptic measure of Li with respect to the surface measure of the boundary of the domain.
AMS Subject Classifications: 35J25, (31B05)
Keywords: Chord arc domain, Elliptic measure, VMO.
1 Introduction
In this paper we study the regularity properties of the elliptic measure associated to an elliptic
operator in divergence form, L = divA∇ on chord arc domains (CADs). We assume that A is
a small perturbation of the matrix associate to a regular operator. See discussion below for the
definition of small perturbation and the notion of regular operator. Chord arc domains are not
necessary Lipschitz domains, in general they cannot be locally represented as graphs. This lack of a
preferred direction even at the local level introduces a new set of challenges. On the other hand their
geometry is sufficiently under control in order to develop and use tools from harmonic analysis.
Chord arc domains in Rn are non-tangentially accessible (NTA) domains whose boundaries are
Ahlfors regular (a ”non- degeneracy” condition indicating that the surface measure of (n − 1)-
dimensional balls with center on the boundary and radius r should behave like rn−1). CADs are
sets of locally finite perimeter (see [6]). In [13], Kenig and Toro showed that if Ω is a (δ,R)− chord
arc domain with small δ (see Definition 2.7 below), then the unit normal to ∂Ω has small BMO
constant with respect to σ = Hn−1 ∂Ω the surface measure to ∂Ω.
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For the Laplace operator, L = ∆, Dahlberg [3] proved that if Ω is a strongly Lipschitz domain
then the harmonic measure and the surface measure are mutually absolutely continuous and the
Poisson kernel is in L2(σ). In [11], Jerison and Kenig showed that if Ω is a C1 domain then log k
(the logarithm of the Poisson kernel) belongs to VMO(σ) where VMO is the Sarason space of
vanishing mean oscillation. In [13], Kenig and Toro extended this result to a non-smooth setting
by proving that if Ω is a chord arc domain with vanishing constant (see Definition 2.8 below) then
log k belongs to VMO(σ).
Questions concerning the regularity of the elliptic measure for variable coefficients operators
in divergence form are rather delicate as was shown by the work of [1] and [16] where examples
of operators with singular elliptic measures with respect to surface measure on smooth domains
were constructed. Regularity results have been obtained, on Lipschitz domains, provided that the
coefficient matrix A is given as a perturbation of a given matrix A0 that corresponds to an elliptic
operator whose elliptic measure is regular with respect to the surface measure to the boundary.
In [4], Dahlberg introduced the notion of perturbation of elliptic operators in Lipschitz domains.
Roughly speaking an operator L = divA∇ is a perturbation of an operator L0 = divA0∇, if the
difference between the coefficient matrices A and A0 satisfies a Carleson condition.
More precisely, let Ω ⊂ Rn be a CAD (see Definition 2.6) and consider two elliptic operators
Li = div(Ai∇ ) for i = 0, 1 in Ω. We say that L1 is a perturbation of L0 if the deviation function
a(X) = sup{|A1(Y )−A0(Y )| : Y ∈ B(X, δ(X)/2)} (1.1)
where δ(X) is the distance of X to ∂Ω, satisfies the following Carleson measure property: there
exists a constant C > 0 such that
sup
0<r<diamΩ
sup
Q∈∂Ω
{
1
σ(B(Q, r))
ˆ
B(Q,r)∩Ω
a2(X)
δ(X)
dX
}1/2
≤ C. (1.2)
Note that in this case L1 = L0 on ∂Ω. L1 is said to be a perturbation of L0 with vanishing
Carleson constant if for each compact K ⊂ Rn
lim
r→0
γK(r) = 0 (1.3)
where
γK(r) = sup
Q∈∂Ω∩K
sup
0<s≤r
(
1
σ(B(Q, s))
ˆ
B(Q,s)∩Ω
a2(X)
δ(X)
dX
)1/2
. (1.4)
For i = 0, 1 we denote by Gi(X,Y ) the Green’s function of Li in Ω with pole at X and by
ωXi the corresponding elliptic measure. Since the results below are independent of the pole X to
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simplify notation we denote by ωi the elliptic measure of Li. Recall that ki is the Radon-Nikodym
derivative of ωi with respect to σ.
Theorem 1.1 (Dahlberg [4]). Let Ω ⊂ Rn be a Lipschitz domain. Assume that L1 is a perturbation
of L0 with vanishing Carleson constant then ω0 ∈ Bp(σ) for some p ∈ (1,∞) if and only if ω1 ∈
Bp(σ).
Theorem 1.2 (Fefferman-Kenig-Pipher [7]). Let Ω ⊂ Rn be a Lipschitz domain. Assume that L1
is a perturbation of L0 then ω0 ∈ A∞(σ) if and only if ω1 ∈ A∞(σ).
Theorem 1.3 (Escauriaza [5]). Let Ω ⊂ Rn be a Lipschitz domain. Assume that L1 is a perturba-
tion of L0 with vanishing Carleson constant then log k0 ∈ VMO(σ) if and only if log k1 ∈ VMO(σ).
Dahlberg’s proof is based on a very original idea. He shows that a differential inequality holds
for a quantity that controls the Bp(σ) norms of the elliptic measures a one parameter family of
operators that interpolate between L0 and L1. Escauriaza builds on this idea. On the other
hand Fefferman, Kenig and Pipher use a completely different approach based on harmonic analysis
techniques.
In this paper we extend Escauriaza’s result to the CAD setting. The present work is a natural
continuation of [15] and [14]. Although we follow Escauriaza’s road map, the justification of most
steps depend on arguments that resemble those of [14] which required developing harmonic analysis
techniques on CADs. The recurrent theme is that since CAD are not locally representable as the
graph of a good function we need to appeal to their geometry and the Ahlfors regality property of
their boundary. In §2 we summarize some of the results from [14] and combine them with classical
results from the theory of weights. In particular Corollary 2.15 guarantees that we can proceed as
in Escauriaza’s (see Remark 3.1). In §3 we prove the main result which reduces to a differential
inequality which yields as in Dahlberg’s and Escauriaza’s case a bound for the appropriate Bp(σ)
norm.
2 Preliminaries
Let Ω ⊂ Rn be a bounded domain and consider elliptic operators L of the form Lu = div(A(X)∇u)
defined in Ω where A(X) = (aij(X)) is a symmetric matrix such that there are λ,Λ > 0 satisfying
λ|ξ|2 ≤
n∑
i,j=1
aij(X)ξiξj ≤ Λ|ξ|
2 for all X ∈ Ω and ξ ∈ Rn. (2.1)
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We say that a function u in Ω is a solution to Lu = 0 in Ω provided that u ∈W 1,2loc (Ω) and for all
φ ∈ C∞c (Ω),
´
Ω〈A(x)∇u,∇φ〉dx = 0. A domain Ω is called regular for the operator L, if for every
g ∈ C(∂Ω), the generalized solution of the classical Dirichlet problem with boundary data g is a
function u ∈ C(Ω). Let Ω be a regular domain for L, the Riesz Representation Theorem ensures
that there exists a family of regular Borel probability measures {ωXL }X∈Ω such that the function
u(X) =
´
∂Ω g(Q)dω
X
L (Q) satisfies the Dirichlet problem for L with boundary data g. For X ∈ Ω,
ωXL is called the L−elliptic measure of Ω with pole X. When no confusion arises, we will omit the
reference to L and simply called it as the elliptic measure.
The following lemmas contain some properties on the boundary behavior of L−elliptic solutions
in non-tangentially accessible (NTA) domains for uniformly elliptic divergence form operators L
with bounded measurable coefficients. We refer the reader to [10], [12] for the definitions and more
details regarding elliptic operators of divergence form defined in NTA domains.
Lemma 2.1 (Cacciopoli Inequality). Let u be a non-negative subsolution in Ω and B(X, 2R) ⊂ Ω.
Then  
B(X,R)
|∇u(X)|2dX ≤
C
R2
 
B(X,2R)
u2(X)dX
where constant C depends on the ellipticity constants λ,Λ and the dimension n.
Lemma 2.2 (Boundary Cacciopoli Inequality). Let Ω be an NTA domain and Q ∈ ∂Ω. If u
satisfies Lu = 0 in T (Q, 4R) = B(Q, 4R) ∩ Ω and u = 0 on ∆(Q, 4R) = B(Q, 4R) ∩ ∂Ω then
 
T (Q,R)
|∇u(X)|2dX ≤
C
R2
 
T (Q,2R)
u2(X)dX
where constant C depends on the ellipticity constants λ,Λ and the dimension n.
Lemma 2.3. Let Ω be an NTA domain, Q ∈ ∂Ω, 0 < 2r < R, and X ∈ Ω\B(Q, 2r). Then
C−1 <
ωX(B(Q, r))
rn−2G(A(Q, r),X)
< C,
where G(A(Q, r),X) is the L−Green function of Ω with pole X, ωX is the corresponding elliptic
measure and A(Q, r) is a non-tangential point for Q at r.
Lemma 2.4 (Comparison Principle). Let Ω be an NTA domain and let M > 1 be such that
0 < Mr < R. Suppose that u, v vanish continuously on ∂Ω ∩B(Q,Mr) for some Q ∈ ∂Ω, u, v ≥ 0
and Lu = Lv = 0 in Ω ∩B(Q,Mr). Then for all X ∈ B(Q, r) ∩ Ω,
C−1
u(A(Q, r))
v(A(Q, r))
≤
u(X)
v(X)
≤ C
u(A(Q, r))
v(A(Q, r))
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where the constant C > 1 only depends on the dimension, the NTA constants and the ellipticity
constants.
An immediate consequence of the previous lemma is the following boundary regularity result.
Lemma 2.5 (Ho¨lder Regularity). Let u, v be as in Lemma 2.4, then there exists ϑ ∈ (0, 1) such
that ∣∣∣∣u(Y )v(Y ) −
u(X)
v(X)
∣∣∣∣ ≤ u(Ar(Q))v(Ar(Q))
(
|X − Y |
r
)ϑ
for all X,Y ∈ B(Q, r) ∩ Ω. Here ϑ depends on on the dimension, the NTA constants and the
ellipticity constants.
Definition 2.6. We say that Ω ⊂ Rn is a chord arc domain (CAD) if Ω is an NTA domain
whose boundary is Ahlfors regular, i.e. the surface measure to the boundary satisfies the following
condition: there exists C > 1 so that for r ∈ (0,diamΩ) and Q ∈ ∂Ω
C−1rn−1 ≤ σ(B(Q, r)) ≤ Crn−1. (2.2)
Here B(Q, r) denotes the n-dimensional ball of radius r and center Q and σ = Hn−1 ∂Ω and
Hn−1 denotes the (n− 1)-dimensional Hausdorff measure. The best constant C above is referred to
as the Ahlfors regularity constant.
As mentioned earlier CAD are sets of locally finite perimeter (see [6]). Let Ω ⊂ Rn be a domain.
Let D denote Hausdorff distance between closed sets. We define
θ(r) = sup
Q∈∂Ω
inf
L
r−1D[∂Ω ∩B(Q, r),L ∩B(Q, r)], (2.3)
where the infimum is taken over all (n− 1)-planes containing Q ∈ ∂Ω.
Definition 2.7. Let Ω ⊂ Rn be a bounded domain, δ > 0 and R > 0. We say that Ω is a
(δ,R)-chord arc domain (CAD) if Ω is a set of locally finite perimeter such that
sup
0<r<R
θ(r) ≤ δ (2.4)
and
σ(B(Q, r)) ≤ (1 + δ)ωn−1r
n−1 ∀Q ∈ ∂Ω and ∀r ∈ (0, R). (2.5)
Here ωn−1 is the volume of the (n− 1)-dimensional unit ball in R
n−1.
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Definition 2.8. Let Ω ⊂ Rn, we say that Ω is a chord arc domain with vanishing constant if it is
a (δ,R)-CAD for some δ > 0 and R > 0,
lim sup
r→0
θ(r) = 0 (2.6)
and
lim
r→0
sup
Q∈∂Ω
σ(B(Q, r))
ωnrn−1
= 1. (2.7)
Next we recall some fine properties concerning perturbations of elliptic operators in CAD (see
(1.2), (1.3) (1.4) for the relevant definitions). In [14], we showed that we may assume a(X) = 0
in Ω for X ∈ Ω with δ(X) > 4R0 where R0 =
1
230
min{δ(0), 1} and 0 ∈ Ω. In particular we cover
the boundary ∂Ω by balls {B(Qi, R0/2)}
M
i=1 such that Qi ∈ ∂Ω and |Qi − Qj | ≥
R0
2 for i 6= j
and consider the partition of unity {ϕi}
M
i=1 associated with this covering that satisfies 0 ≤ ϕi ≤ 1,
sptϕi ⊂ B(Qi, 2R0), ϕi ≡ 1 on B(Qi, R0) and |∇ϕi| ≤ 4/R0. Then if we define
ψi(X) =


(∑M
j=1 ϕj(X)
)−1
ϕi(X) if
∑M
j=1 ϕj(X) 6= 0
0 otherwise.
and
A′(X) =
( M∑
j=1
ψj(X)
)
A1(X) +
(
1−
M∑
j=1
ψj(X)
)
A0(X) (2.8)
the following lemmas hold.
Lemma 2.9 ([14]). Let A′ be as in (2.8) then for X ∈ Ω, with δ(X) > 4R0,
a′(X) = sup
B(X,δ(X)/2)
|A′(Y )−A0(Y )| = 0.
Lemma 2.10 ([14]). If ω′ denotes the elliptic measure associated to L′ = divA′∇ with pole at 0,
then ω1 ∈ Bp(ω0) if and only if ω
′ ∈ Bp(ω0). Here we assume that both ω0 and ω1 have pole at 0.
One of the main results in [14] concerns the regularity of the elliptic measure of perturbation
operators in CADs. In particular it was shown that if a Carleson norm of the deviation function
(see 1.1) is small then ”good” properties of the elliptic measure are preserved.
Theorem 2.11 ([14]). Let Ω be a CAD, 0 ∈ Ω and ω0, ω1 are the elliptic measures associated with
L0 and L1 respectively with pole 0. There exists ε0 > 0, depending also on the ellipticity constants,
the dimension, the CAD constants such that if
sup
∆⊆∂Ω
{
1
ω0(∆)
ˆ
T (∆)
a2(X)
G0(X)
δ2(X)
dX
}1/2
≤ ε0 then ω1 ∈ B2(ω0). (2.9)
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Here T (∆) = B(Q, r)∩Ω is the tent associated to the surface ball ∆ = ∆r(Q) = B(Q, r) ∩ ∂Ω and
G0(X) = G0(0,X) denotes the Green’s function for L0 in Ω with pole at 0.
Note that (2.9) and the Carleson measure property (1.2) relate as follows.
Proposition 2.12 ([14]). Let Ω be a CAD and that assume ω0 ∈ Bp(σ) for some p > 1. Given
ǫ > 0 there exists δ > 0 such that if
sup
∆⊆∂Ω
{
1
σ(∆)
ˆ
T (∆)
a2(X)
δ(X)
dX
}1/2
≤ δ, (2.10)
then
sup
∆⊆∂Ω
{
1
ω0(∆)
ˆ
T (∆)
a2(X)
G0(X)
δ2(X)
dX
}1/2
≤ ǫ. (2.11)
An immediate consequence of Theorem 2.11 deals with the Lr(dσ)-integrability of k1 =
dω1
dσ
provided that a suitable condition is assumed for ω0.
Theorem 2.13 ([14]). Let Ω be a CAD and ω0, ω1 be as in Theorem 2.11. If ω1 ∈ Bp(ω0) for
some 1 < p <∞ and ω0 ∈ Bq(σ) then ω1 ∈ Br(σ) with r =
qp
q+p−1 < q.
Proof. Consider r = qpq+p−1 and let h = dω1/dω0, k0 = dω0/dσ and k1 = dω1/dσ. Then
ˆ
∆
kr1dσ =
ˆ
∆
hrk
r/p
0 k
r(1−1/p)
0 dσ ≤
(ˆ
∆
(hrk
r/p
0 )
q/q−(1−1/p)rdσ
) q−(1−1/p)r
q
(ˆ
∆
kq0dσ
) r(1−1/p)
q
that is, ˆ
∆
kr1dσ ≤
(ˆ
∆
hpdω0
) q−(1−1/p)r
q
(ˆ
∆
kq0dσ
) r
q(1−1/p)
or by the selection of r,
ˆ
∆
kr1dσ ≤
(ˆ
∆
hpdω0
) q
q+p−1
(ˆ
∆
kq0dσ
) p−1
p+q−1
.
Since ˆ
∆
kq0dσ ≤ σ(∆)
( 
∆
k0dσ
)q
and
ˆ
∆
hpdω0 ≤ ω0(∆)
( 
∆
hdω0
)p
we conclude that ˆ
∆
kr1dσ .
(ˆ
∆
k1dσ
)r
σ(∆)1−r
or ( 
∆
kr1dσ
)1/r
.
 
∆
k1dσ
and the proof is complete since r = qpq+p−1 < q.
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Throughout the paper we shall use the notation a . b to mean that there is a constant C > 0
such that a ≤ Cb.
A slight improvement of the result in Theorem 2.11 can be obtained due to an argument of
Gehring ([8], Lemma 2), see also the book of Grafakos ([9]).
Lemma 2.14. Let Ω be a CAD and ω0, ω1 be as in Theorem 2.11. If condition (2.9) is satisfied
then there exists a constant η0 > 0 which depends only on the constant ε0 which appears in (2.9),
the CAD and ellipticity constants such that ω1 ∈ B2(1+η0)(ω0).
Once we combine Theorem 2.13 along with Lemma 2.14 we obtain the following corollary.
Corollary 2.15. Let Ω be a CAD and ω0, ω1 be as in Theorem 2.11. For δ0 > 0 small enough
there exists q0 large enough depending only on the CAD constants, the dimension and the ellipticity
constants such that if ω0 ∈ Bq0(σ) then ω1 ∈ B2(1+δ0)(σ).
In the sequel we denote the area integral and the nontagential maximal function by
SM (u)(Q) =
(ˆ
ΓM (Q)
|∇u(X)|2δ(X)2−ndX
)1/2
and N(u)(Q) = sup{|u(X)| : X ∈ ΓM (Q)}
respectively where for Q ∈ ∂Ω
ΓM (Q) = {X ∈ Ω : |X −Q| < (1 +M)δ(X)}. (2.12)
The following lemma will be used in Section 3.
Lemma 2.16 ([12]). Let µ ∈ A∞(dω), 0 ∈ Ω Then if Lu = 0 and 0 < p <∞,
(ˆ
∂Ω
(Sα(u))
pdµ
)1/p
≤ Cα,p
(ˆ
∂Ω
(Nα(u))
pdµ
)1/p
.
If in addition u(0) = 0 then
(ˆ
∂Ω
(Nα(u))
pdµ
)1/p
≤ Cα,p
(ˆ
∂Ω
(Sα(u))
pdµ
)1/p
.
Suppose also that f is a measurable function defined in Ω. For α > 0 and Q ∈ ∂Ω, we define
A(α)(f)(Q) =
(ˆ
Γα(Q)
f(X)2
dX
δ(X)n
)1/2
. (2.13)
The usual square function of f corresponds to A(f) = A(1)(f). We define the operator C(f) : ∂Ω→
R by
C(f)(Q) := sup
Q∈∆
(
1
σ(∆)
ˆ
T (∆)
f(X)2
dX
δ(X)
)1/2
(2.14)
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where ∆ is a surface ball and T (∆) is the tent over it.
In the present paper we use the same family of dyadic cubes in ∂Ø as the one used in [14].
The shadows of the dyadic cubes in Ø provide a good covering of Ø ∩ (∂Ø, 4R0) := Ø ∩ {Y ∈
R
n : ∃QY ∈ ∂Ω with |QY − Y | = δ(Y ) ≤ 4R0}. To ease the readers task we recall some of their
main properties. Since Ω is a CAD in Rn, both σ = Hn−1 ∂Ω and ω0 are doubling measures and
therefore (∂Ω, | |, σ) and (∂Ω, | |, ω0) are spaces of homogeneous type. M. Christ’s construction (see
[2]) ensures that there exists a family of dyadic cubes {Qkα ⊂ ∂Ω : k ∈ Z, α ∈ Ik}, Ik ⊂ N such that
for every k ∈ Z
σ(∂Ω \
⋃
α
Qkα) = 0, ω0(∂Ω \
⋃
α
Qkα) = 0. (2.15)
and the following properties are satisfied:
1. If l ≥ k then either Qlβ ⊂ Q
k
α or Q
l
β ∩Q
k
α = ∅.
2. For each (k, α) and each l < k there is a unique β so that Qkα ⊂ Q
l
β.
3. There exists a constant C0 > 0 such that diamQ
k
α ≤ C08
−k.
4. Each Qkα contains a ball B(Z
k
α, 8
−k−1).
The Ahlfors regularity property of σ combined with properties 3 and 4 ensure that there exists
C1 > 1 such that
C−11 8
−k(n−1) ≤ σ(Qkα) ≤ C18
−k(n−1). (2.16)
In addition the doubling property of ω0 yields
ω0(B(Z
k
α, 8
−k−1)) ∼ ω0(Q
k
α). (2.17)
For k ∈ Z and α ∈ Ik we define
Ikα = {Y ∈ Ω : λ8
−k−1 < δ(Y ) < λ8−k+1, ∃P ∈ Qkα so that λ8
−k−1 < |P −Y | < λ8−k+1}, (2.18)
where λ > 0 is chosen so that for each k, the {Ikα}α∈Ik ’s have finite overlaps and
Ω ∩ (∂Ω, 4R0) ⊂
⋃
k≤k0,α
Ikα. (2.19)
Here k0 can be selected so that 4R0 < λ8
−k0−1. We refer the reader to [14] for the proof of (2.19)
and the details on the construction of {Qkα} and {I
k
α}.
The various constants that will appear in the sequel may vary from formula to formula, although
for simplicity we use the same letter. If we do not give any explicit dependence for a constant, we
mean that it depends only on the ellipticity constants, CAD constants and the dimension.
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3 Main Result
In this section we state and prove the main result of the present work. Assume that L0 = div(A0∇ )
and L1 = div(A1∇ ) are two symmetric divergence form operators operators satisfying (2.1) defined
in a CAD Ω containing 0. We denote the deviation function of L1 from L0 by
a(X) = sup{|A1(Y )−A0(Y )| : Y ∈ B(X, δ(X)/2)}
and we assume that L1 is a perturbation of L0. For t ∈ [0, 1] we consider the operators defined by
Ltu = div(At∇u) (3.1)
At(X) = (1− t)A0(X) + tA1(X). (3.2)
Note that for each t, Lt satisfies (2.1). Let ωt be the corresponding Lt−elliptic measure with pole
0 and let Gt(0, Y ) be the Green’s function for Lt.
Remark 3.1. Note that since
at(X) = sup{|At(Y )−A0(Y )| : Y ∈ B(X, δ(X)/2)} = ta(X)
then Lt is also a perturbation of L0. Moreover under the assumptions of Corollary 2.15, we have
that for every t ∈ [0, 1] ωt is a B2(1+δ0)(σ)-weight with a uniform B2(1+δ0)-constant. Thus in
particular for t ∈ [0, 1], ωt ∈ B2(σ). From now on we assume that C(a) is small enough so that the
hypothesis of Theorem 2.11 and those of Corollary 2.15 are satisfied (see Proposition 2.12).
We consider the Dirichlet problems

Ltut = 0 in Ω
ut = f on ∂Ω


Lsus = 0 in Ω
us = f on ∂Ω
(3.3)
for s, t ∈ [0, 1], where f ∈ L2(σ).
Lemma 3.2. Let Ω be a CAD, 0 ∈ Ω. Under the assumptions in Remark 3.1, if ut, us are solutions
to the Dirichlet problems (3.3) then
us(0)− ut(0) = (s− t)
ˆ
Ω
ε(Y )∇Gt(0, Y )∇us(Y )dY (3.4)
and ˆ
Ω
|ε(Y )||∇Gt(0, Y )||∇us(Y )|dY . ||f ||L2(σ). (3.5)
In particular
|us(0) − ut(0)| . ||f ||L2(σ)|s − t|. (3.6)
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Proof. Assume that δ(0) = 4R0. Without loss of generality we assume that A0 = A1 on B(0, R0)
and s > t. Then integration by parts shows that
us(0)− ut(0) =
ˆ
Ω
Gt(0, Y )Ltus(Y )dY = (s− t)
ˆ
Ω
ε(Y )∇Gt(0, Y )∇us(Y )dY (3.7)
which proves (3.4). To prove (3.5) we proceed as in the proof of Lemma 7.7 in [14] using the
dyadic surface cubes and their interior shadows described in Section 2. Assume that Ω \ (Ω, R0) ⊂⋃
iB(Qi, 2R0)∩Ω where |Qi−Qj | ≥ R0, Qi ∈ ∂Ω. Note that the family of balls has finite overlap.
First we estimate the integral in the tent over ∆0 = B(Qi, 2R0) ∩ ∂Ω.
ˆ
B(Qi,2R0)∩Ω
|ε(Y )∇Gt(0, Y )∇us(Y )|dY = lim
δ→0
ˆ
T (∆0)\(∂Ω,δ)
|ε(Y )∇Gt(0, Y )∇us(Y )|dY
where T (∆0) = B(Qi, 2R0) ∩Ω. For δ > 0 small we compute
I1 =
ˆ
T (∆0)\(∂Ω,δ)
|ε(Y )∇Gt(0, Y )∇us(Y )|dY ≤
∑
Qkα⊂3∆0
δ<λ8−k−1
sup
Ikα
|ε(Y )|
ˆ
Ikα
|∇Gt(0.Y )||∇us(Y )|dY
(3.8)
and for Y ∈ Ikα
|∇Gt(0.Y )| .
Gt(0, Y )
δ(Y )
∼
ωt(Q
k
α)
(diamQkα)
n−1
thus
I1 .
∑
Qkα⊂3∆0
δ<λ8−k−1
sup
Ikα
|ε(Y )|
ωt(Q
k
α)
(diamQkα)
n−1
ˆ
Ikα
|∇us(Y )|dY (3.9)
.
∑
Qkα⊂3∆0
δ<λ8−k−1
sup
Ikα
|ε(Y )|
ωt(Q
k
α)
(diamQkα)
n−1
(ˆ
Ikα
|∇us(Y )|
2δ(Y )2−ndY
)1/2
(diamQkα)
n/2(diamQkα)
n/2−1
.
∑
Qkα⊂3∆0
δ<λ8−k−1
sup
Ikα
|ε(Y )|
ωt(Q
k
α)
(diamQkα)
n−1
(ˆ
Ikα
|∇us(Y )|
2δ(Y )2−ndY
)1/2
(diamQkα)
n−1
.
∑
Qkα⊂3∆0
δ<λ8−k−1
(ˆ
Ikα
a2(Y )
δ(Y )n
·
ωt(Q
k
α)
2
(diamQkα)
2n−2
dY
)1/2(ˆ
Ikα
|∇us(Y )|
2δ(Y )2−ndY
)1/2
(diamQkα)
n−1
.
ˆ
3∆0
(∑ˆ
Ikα
a2(Y )
δ(Y )n
·
ωt(B(QY , δ(Y )))
2
δ(Y )2n−2
dY χQkα(Q)
)1/2(∑ ˆ
Ikα
|∇us(Y )|
2δ(Y )2−ndY χQkα(Q)
)1/2
dσ
.
ˆ
3∆0
(ˆ
ΓM (Q)
a2(Y )
δ(Y )n
Ht(Y )
2dY
)1/2
SM (us)dσ(Q)
.
(ˆ
3∆0
ˆ
ΓM (Q)
a2(Y )
δ(Y )n
Ht(Y )
2dσ
)1/2(ˆ
3∆0
SM (us)
2dσ
)1/2
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where Ht(Y ) =
ωt(B(QY ,δ(Y )))
δ(Y )n−1 . Since ωs ∈ B2(σ) by Remark 3.1 applying Lemma 2.16 for p = 2
and recalling that the L2(σ) norm of the non-tangential maximal function of us is bounded by the
L2(σ) norm of f we obtain
I1 .
(ˆ
3∆0
ˆ
ΓM (Q)
a2(Y )
δ(Y )n
Ht(Y )
2dσ
)1/2
||f ||L2(σ) := D||f ||L2(σ). (3.10)
We now estimate D:
D2 =
ˆ
3∆0
ˆ
ΓM (Q)
a2(Y )
δ(Y )n
Ht(Y )
2dY dσ =
ˆ
3∆0
ˆ
Ω
χΓM (Q)(Y )
a2(Y )
δ(Y )n
Ht(Y )
2dY dσ
.
ˆ
12∆0
(ˆ
ΓM (Q)
a2(Y )
δ(Y )n
Ht(Y )dY
)
dωt
.
ˆ
12∆0
NHt(Q)A(a)(Q)
2dωt
.
(ˆ
12∆0
NHt(Q)
pdωt
)1/p(ˆ
12∆0
A(a)(Q)2qdωt
)1/q
(3.11)
where 1p +
1
q = 1, p = 1 + δ0 and δ0 is selected as in Corollary 2.15. Note also that
(ˆ
12∆0
A(a)(Q)2qktdσ
)1/q
≤
(ˆ
12∆0
A(a)(Q)4qdσ
)1/2q(ˆ
12∆0
k2t dσ
)1/2q
where (ˆ
12∆0
A(a)(Q)4qdσ
)1/2q
. C(a)2σ(12∆0)
1/2q
and C(a) is defined in (2.14). Therefore, if Mkt denotes the maximal function
D2 .
(ˆ
12∆0
k2t dσ
)1/2p(ˆ
12∆0
Mk2pt dσ
)1/2p
C(a)σ(12∆0)
1/2q
(ˆ
12∆0
k2t dσ
)1/2q
. C(a)
(  
12∆0
k2t dσ
)1/2( 
24∆0
k2pt dσ
)1/2p
σ(12∆0)
1/2qσ(24∆0)
1/2+1/2p
. C(a)
(  
12∆0
ktdσ
)( 
12∆0
ktdσ
)
σ(12∆0)
. C(a)2
ωt(12∆0)
2
σ(12∆0)
. (3.12)
Note that the estimate for I1 is independent of δ and therefore we conclude combining (3.8),
(3.10), (3.12) that
ˆ
B(Qi,2R0)∩Ω
|ε(Y )∇Gt(0, Y )∇us(Y )|dY . C(a)
ωt(12∆0)√
σ(12∆0)
‖f‖L2(σ)
. ‖f‖L2(σ). (3.13)
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We now estimate the integral over the complement of the tent in Ω.
I2 =
ˆ
Ω\T (∆0)
|ε(Y )∇Gt(0, Y )∇us(Y )|dY .
ˆ
∂Ω\ 1
4
∆0
SM (us)dωt (3.14)
.
(ˆ
∂Ω
SM (us)
2dσ
)1/2(ˆ
∂Ω
k2t dσ
)1/2
. ||f ||L2(σ).
Since Ω is a bounded domain and ωt ∈ B2(σ) then the L
2(σ) norm of kt is bounded in terms of the
B2(σ) norm of ωt and R0. The proof is completed by combining (3.13) and (3.14).
Let Q0 ∈ ∂Ω be fixed and r > 0. Let ∆r = ∆r(Q0) = ∂Ω∩B(Q0, r) and T (∆r) = T (∆r(Q0)) =
Ω ∩B(Q0, r).
Lemma 3.3. Under the assumptions in Remark 3.1, for f ∈ L2(σ) and t ∈ [0, 1] consider
Ψ(t) =
1
ωt(∆r)
ˆ
∆r
fktdσ.
Then Ψ(t) is Lipschitz. Moreover
Ψ˙(t) =
1
ωt(∆r)
ˆ
∆r
k˙t
(
f −
 
∆r
fdωt
)
dσ
where k˙t exists as the weak L
2 limit of kt+h − kt/h as h tends to zero.
Proof. Let s, t ∈ [0, 1] and denote by ut, us the solutions of (3.3) for a given f ∈ L
2(σ). Then
Ψ(t)−Ψ(s) =
1
ωt(∆r)
ˆ
∆r
ktfdσ −
1
ωs(∆r)
ˆ
∆r
ksfdσ
=
1
ωt(∆r)
(ˆ
∆r
ktfdσ −
ˆ
∆r
ksfdσ
)
+
(
1
ωt(∆r)
−
1
ωs(∆r)
)ˆ
∆r
ksfdσ
which will show that Ψ is Lipschitz due to (3.6). In particular we have that∣∣∣∣ut+h − uth
∣∣∣∣ =
∣∣∣∣
ˆ
∂Ω
kt+h − kt
h
fdσ
∣∣∣∣ . ||f ||L2(σ)
which shows that k˙t exists as a weak L
2 limit of kt+h−kt/h as h tends to zero. In order to compute
Ψ˙(t) we write
Ψ(t+ h)−Ψ(t)
h
=
1
ωt+h(∆r)
ˆ
∆r
kt+h − kt
h
fdσ +
1
h
(
1
ωt+h(∆r)
−
1
ωt(∆r)
ˆ
∆r
ktfdσ
)
=
1
ωt+h(∆r)
ˆ
∆r
kt+h − kt
h
fdσ +
ωt(∆r)− ωt+h(∆r)
h
1
ωt+h(∆r)ωt(∆r)
ˆ
∆r
ktfdσ
thus
Ψ˙(t) =
1
ωt(∆r)
ˆ
∆r
k˙t
(
f −
 
∆r
fdωt
)
dσ.
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Lemma 3.4. Under the assumptions in Remark 3.1, there exist positive constants β, γ < 1 and
C such that if Ψ(t) is the function defined in Lemma 3.3 where f is a non-negative function with
spt(f) ⊂ ∆r(Q0) and ||f ||L2(dσ/σ(∆(Q0 ,r))) ≤ 1 then
|Ψ˙(t)| ≤ C
[
rγ + sup
Q∈∂Ω
s≤rβ
(
1
σ(∆s(Q))
ˆ
T (∆s(Q))
a(Y )2
δ(Y )
dY
)1/2]
(3.15)
for 0 ≤ t ≤ 1.
Proof. Assume that ut is the solution of the problem

Ltut = 0 in Ω
ut = ht on ∂Ω
(3.16)
where
ht =
1
ωt(∆r)
(f −
 
∆r
fdωt)χ∆r
and ∆r = ∆r(Q). As in (3.4) and Lemma 3.3 we have that
Ψ˙(t) ≤
ˆ
Ω
|ε(Y )||∇YGt||∇ut|dY.
We prove Lemma 3.4 using the following three claims.
Claim 1. For fixed Q0 ∈ ∂Ω, r > 0 and ∆Mr = ∆Mr(Q0), M > 0
ˆ
T (∆Mr)
|ε(Y )||∇YGt||∇ut|dY . sup
Q∈∂Ω
s≤rβ
(
1
σ(∆s(Q))
ˆ
T (∆s(Q))
a(Y )2
δ(Y )
dY
)1/2
(3.17)
where β is a given positive constant.
Proof of Claim 1. To prove (3.17) we proceed as in the proof of (3.9) in Lemma 3.2. In a similar
manner we obtain the analog of (3.10)-(3.13) which in this case yield
ˆ
T (∆Mr)
|ε(Y )||∇YGt||∇ut|dY . C(a)
ωt(∆r)√
σ(∆r)
||ht||L2 . sup
Q∈∂Ω
s≤rβ
(
1
σ(∆s(Q))
ˆ
T (∆s(Q))
a(Y )2
δ(Y )
dY
)1/2
due to the selection of the boundary data ht.
Claim 2. Let 0 < r < 8R0 and R0 is selected as in Lemma 3.2. For fixed Q0 ∈ ∂Ω, there exists
a constant η > 0 such that
ˆ
Ω\T (∆8R0 )∩(∂Ω,4R0)
|ε(Y )||∇YGt||∇ut|dY . r
η (3.18)
where ∆8R0 = ∆8R0(Q0).
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Proof of Claim 2. Note that ε(Y ) ≡ 0 in B(0, δ(0)4 ) where Gt(0,−) denotes the Green’s function
of Lt with pole at 0. We denote by ΓR0 = Ω \T (∆8R0)∩ (∂Ω, 4R0) and apply Schwartz’s inequality
to obtain
ˆ
ΓR0
|ε(Y )||∇YGt||∇ut|dY . sup
(∂Ω,4R0)
|ε(Y )|
( ˆ
ΓR0
|∇ut|
2dY
)1/2(ˆ
(∂Ω,4R0)
|∇YGt|
2dY
)1/2
.
(3.19)
In addition,
(ˆ
(∂Ω,4R0)
|∇YGt|
2dY
)1/2
. R
n−2/2
0 Gt(0, AR0(Q0)) . R
n−2
2
0
ω(∆R0(Q0))
Rn−20
. R
−n−2
2
0 (3.20)
where AR0(Q0) = (1−R0)Q0. We will now estimate sup |ut|. Note that
ut =
ˆ
∂Ω
htdω
X
t =
ˆ
∂Ω
htKt(X,Q)dωt
where Kt(X,Q) =
dωXt
dωt
(Q) and dωt = ktdσ. For
1
4 |X −Q0| > |Q−Q0| we have
|Kt(X,Q)−Kt(X,Q0)| .
(
|Q−Q0|
|X −Q0|
)ηGt(X,A|X−Q0|(Q0))
Gt(0, A|X−Q0|(Q0))
.
(
|Q−Q0|
|X −Q0|
)ηωXt (∆|X−Q0|(Q0))
ωt(∆|X−Q0|(Q0))
.
(
|Q−Q0|
|X −Q0|
)η 1
ωt(∆|X−Q0|(Q0))
By its definition ht = 0 outside ∆r therefore,
ut(X) =
ˆ
∂Ω
(Kt(X,Q) −Kt(X,Q0))htktdσ
and
|ut(X)| .
(
r
|X −Q0|
)η 1
ωt(∆|X−Q0|(Q0))
(3.21)
for some η > 0. We cover ΓR0 by balls of radius 8R0 such that the balls of radius 2R0 are disjoint
and do not intersect with T (∆2R0). Using Cacciopoli’s inequality, the maximum principle and
(3.21), we have
(ˆ
B(Ql,2R0)
|∇ut|
2dY
)1/2
. R
−1+n/2
0 sup
B(Ql,2R0)
. R
−1+n/2
0
(
r
R0
)η 1
ωt(∆R0(Q0))
, (3.22)
which shows that (ˆ
ΓR0
|∇ut|
2dY
)1/2
. rη (3.23)
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with constant depending also on diamΩ and R0. The claim follows by combining (3.19), (3.20) and
(3.23).
Claim 3. For fixed Q0 ∈ ∂Ω, let 0 < r < R < 8R0 <
δ(0)
4 . Then
ˆ
T (∆R)\T (∆r)
|ε(Y )||∇YGt||∇ut|dY ≤
L∑
j=1
(ˆ
T (∆
8jr
)\T (∆
8j−1r
)
|ε(Y )||∇YGt||∇ut|dY
)
. C(a)
(3.24)
where ∆r = ∆r(Q0), ∆R = ∆R(Q0) and L is chosen such that 8
Lr ≤ R < 8L+1r.
Proof of Claim 3. We will estimate
Ij =
ˆ
T (∆
8j r
)\T (∆
8j−1r
)
|ε(Y )||∇YGt||∇ut|dY
for fixed j. We start by defining a dyadic decomposition on Aj = T (∆8jr) \ T (∆8j−1r). Cover
∆′j = ∆8jr \∆8j−1r by balls Bi(Qi, ρ) with center Qi ∈ ∆
′
j and radius ρ = 8
j−6r. The numbers of
the balls needed is roughly cn = 8
7n−7 − 84n−3. In that case we are able to cover small strips close
to the boundary by balls. Then we split
Aj = [(
cn⋃
i=1
Bi) ∩Aj] ∪ [Aj \
cn⋃
i=1
Bi] = Vj ∪Wj.
Following the pattern in the proof of Lemma 7.7 in [14] we will estimate first the term close to the
boundary
ˆ
Vj
|ε(Y )||∇YGt||∇ut|dY ≤ lim
ǫ→0
ˆ
Vj\(∂Ω,ǫ)
|ε(Y )||∇YGt||∇ut|dY = lim
ǫ→0
Iǫj
and
Iǫj .
∑
Qkα∈3∆
′
j
diamQkα≤8
jr
sup
Ikα
|ε(Y )|
ˆ
Ikα
|∇Gt(0, Y )||∇ut(Y )|dY (3.25)
.
∑
Qkα∈3∆
′
j
diamQkα≤8
jr
(ˆ
Ikα
a2(Y )Gt(0, Y )
2
δ(Y )2
dY
)1/2(ˆ
Ikα
|∇ut|
2dY
)1/2
.
Now for Y ∈ Ikα
Gt(0, Y ) ∼
ωt(Q
k
α)
(diamQkα)
n−2
(3.26)
and ˆ
Ikα
|∇u|2dY . (diamQkα)
−2
ˆ
2Ikα
u2tdY. (3.27)
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On the other hand, for Y ∈ 2Ikα
|ut(Y )| .
(
diamQkα
8jr
)η
sup
Aj
|ut| (3.28)
for some η > 0. We will now estimate supAj |ut|. In particular, for Z ∈ Aj we have
|ut(Z)| ≤
1
ωt(∆r)
ˆ
∆r
∣∣∣∣f −
 
∆r
fdωt
∣∣∣∣dωZt (3.29)
≤
1
ωt(∆r)
ˆ
∆r
|f |dωZt +
ωZt (∆r)
ωt(∆r)2
ˆ
∆r
|f |dωt
and ˆ
∆r
|f |dωZt =
ˆ
∆r
Kt(Z,Q)|f |dωt
where
Kt(Z,Q) ∼
Gt(Z,Ar(Q0))
Gt(0, Ar(Q0))
∼
ωZt (∆r)
ωt(∆r)
.
Therefore (3.29) becomes
|ut(Z)| .
ωZt (∆r)
ωt(∆r)2
ˆ
∆r
|f |dωt (3.30)
. σ(∆r)
ωZt (∆r)
ωt(∆r)2
( 
∆r
|f |dωt
)1/2( 
∆r
k2t dσ
)1/2
.
ωZt (∆r)
ωt(∆r)
.
(
δ(Z)
8jr
)ηωPjt (∆r)
ωt(∆r)
for some η > 0 and Pj ∈Wj. Now
ωt(∆r)
ωt(∆8jr)
∼
ω
Pj
t (∆r)
ω
Pj
t (∆8jr)
thus from (3.30), we obtain
|ut(Z)| .
(
δ(Z)
8jr
)η 1
ωt(∆8jr)
.
1
ωt(∆8jr)
and (3.28) becomes
|ut(Y )| .
(
diamQkα
8jr
)η 1
ωt(∆8jr)
(3.31)
for Y ∈ 2Ikα, where for simplicity we used the same notation for the exponent η > 0.
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We now return to the estimate of Iεj in (3.25) to obtain
Iǫj .
∑
Qkα∈3∆
′
j
diamQkα≤8
jr
(ˆ
Ikα
a2(Y )
δ(Y )
dY
)1/2( 1
diamQkα
)1/2+1 ωt(Qkα)
(diamQkα)
n−2
·
(
diamQkα
8jr
)η 1
ωt(∆8jr)
(diamQkα)
n/2
.
(
1
8jr
)η 1
ωt(∆8jr)
∑
Qkα∈3∆
′
j
diamQkα≤8
jr
(
1
σ(Qkα)
ˆ
Ikα
a2(Y )
δ(Y )
dY
)1/2
ωt(Q
k
α)(diamQ
k
α)
η
.
(
1
8jr
)η 1
ωt(∆8jr)
C(a)
∑
Qkα∈3∆
′
j
diamQkα≤8
jr
ωt(Q
k
α)(diam(Q
k
α)
η
. 8−2jηC(a). (3.32)
Finally to estimate the integral over Wj , we cover Wj with balls Bjl with centers Qjl ∈Wj and
radius ρj = 8
j−11r. Following the pattern in the proof above we have that for Y ∈ Bjl
Gt(0, Y ) ∼
ωt(∆jl)
(8jr)n−2
and (ˆ
Bjl
|∇ut|
2dY
)1/2
≤ (8jr)
n−2
2
(
r
8jr
)η 1
ωt(∆jl)
.
Therefore,
ˆ
Wj
|ε(Y )||∇YGt||∇ut|dY .
∑
l
sup
Bjl
|ε(Y )|
(ˆ
Bjl
Gt(0, Y )
2
δ(Y )2
dY
)1/2(ˆ
Bjl
|∇ut|
2dY
)1/2
.
∑
l
(ˆ
Bjl
a2(Y )Gt(0, Y )
2
δ(Y )2
dY
)1/2(ˆ
Bjl
|∇ut|
2dY
)1/2
. C(a)
∑
l
1
(8jr)1/2
ωt(∆jl)
(8jr)n−2
(8jr)
n
2
−18−jη
1
ωt(∆jl)
(8jr)
n−1
2
. 8−ηjC(a) (3.33)
for some η > 0, which concludes the proof of Claim 3.
To finish the proof of Lemma 3.4, we write
Ω = T (∆Mr) ∪
(
Ω \ T (∆rβ)
)
∪
(
T (∆rβ) \ T (∆Mr)
)
and combine Claims 1, 2 and 3.
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Theorem 3.5. Let Ω be a CAD, there exist η0 > 0 and q0 > 2 such that if C(a) < η0 and
ω0 ∈ Bq0(σ) then( 
∆r
k21dσ
)1/2
≤
[
(
ffl
∆r
k20dσ)
1/2ffl
∆r
k0dσ
+ Crγ + C sup
Q∈∂Ω
s≤rβ
(
1
σ(∆s(Q))
ˆ
T (∆s(Q))
α(Y )2
δ(Y )
dY
)1/2] 
∆r
k1dσ
(3.34)
where the positive constants β, γ and C only depend on the CAD constants, the ellipticity constants
and the dimension.
Proof. By (3.15) and the fundamental theorem of calculus we have
Ψ(1) ≤ Ψ(0) + e(r)
where
e(r) = C
(
rγ + sup
Q∈∂Ω
s≤rβ
(
1
σ(∆s(Q))
ˆ
T (∆s(Q))
α(Y )2
δ(Y )
dY
)1/2)
and
Ψ(s) =
1
ωs(∆r)
ˆ
∆r
fksdσ
for f ≥ 0, sptf ⊂ ∆r and ||f ||L2(dσ/∆r) ≤ 1. By the Cauchy-Schwartz inequality we obtain 
∆r
fk1dσ ≤
[
1
ω0(∆r)
ˆ
∆r
fk0dσ + e(r)
] 
∆r
k1dσ
≤
[
1
ω0(∆r)
( 
∆r
f2dσ
)1/2(ˆ
∆r
k20dσ
)1/2
+ e(r)
]  
∆r
k1dσ
≤
[
( ffl
∆r
k20dσ
)1/2
ffl
∆r
k0dσ
+ e(r)
]  
∆r
k1dσ.
By duality we have
( 
∆r
k21dσ
)1/2
≤
[
( ffl
∆r
k20dσ
)1/2
ffl
∆r
k0dσ
+ e(r)
] 
∆r
k1dσ
and the proof is complete.
The following result is an easy corollary of Theorem 3.5
Corollary 3.6. Let Ω be a CAD. Assume that log k0 ∈ VMO(σ) and that L1 is a perturbation of
L0 whose deviation from L0 has vanishing Carleson constant, then given ε > 0 there exists r0 > 0
such that for every r ≤ r0 ( 
∆r
k21dσ
)1/2
≤ (1 + ε)
 
∆r
k1dσ.
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In [13] the authors proved that the logarithm of the Poisson kernel on a chord arc domain with
vanishing constant belongs to VMO(σ). Thus Corollary 3.6 yields:
Corollary 3.7. If Ω is a chord arc domain with vanishing constant and L1 is a perturbation of
the Laplacian whose deviation from the Laplacian has vanishing Carleson constant then log k1 ∈
VMO(∂Ω).
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