ABSTRACT In this paper, we propose a novel robust cross-layer routing and radio resource allocation algorithm in the case of massive multiple antenna and orthogonal frequency division multiple access (OFDMA)-based wireless ad-hoc networks. Our main objective is to determine the data routes, sub-carrier schedules, and power allocations that maximize throughput of the data communication subject to the transmit power, interference, routing, imperfect channel state information (CSI), and capacity constraints. Furthermore, we propose an iterative alternative search algorithm which optimizes the sub-carrier and power allocation alternatively routing in ad-hoc networks. Then, we use some approximation methods to convert non-convex constraints into linear matrix inequality (LMI) and second-order cone (SOC) constraints which are solved by convex optimization tools, such as MATLAB software for disciplined convex programming (CVX). Finally, we provide simulation results to show the performance of the proposed algorithms and validate our theoretical analysis. We also show that the proposed joint cross-layer routing and radio resource allocation has 26.5% performance gain compared to the disjoint solution.
I. INTRODUCTION A. BACKGROUNDS AND MOTIVATIONS
Due to the scarcity of network resources such as spectrum and transmit power, the routes must be precisely selected, and the sub-carrier assignment and power allocation must be properly done to support high data rate and low latency services. Due to channel feedback delay and channel estimation errors, the transmit nodes only have imperfect channel state information (CSI). Therefore, the sub-carrier assignment and power allocation must be done based on imperfect CSI. The outline of each issue, applicable solutions, and related works are explained in the sequel.
1) HIGH DATA RATE
Recently, one promising green communication technology in the fifth generation (5G) is massive multi-input multi-output (MA-MIMO) systems. This technology can enhance both
The associate editor coordinating the review of this manuscript and approving it for publication was Fang Yang. energy efficiency (EE) and spectral efficiency (SE) of wireless communication systems [1] . MA-MIMO system refers to a system where each transmitter node uses a large number of antennas and communicates coherently with a relatively limited number of other nodes [2] .
2) LOW LATENCY
One of the ways to reduce network's latency is efficient cross-layer design. In [3] , Rashtchi et al. determine data routes, sub-carrier schedule, and power allocation to maximize a weighted-sum rate of the data communicated over a generic orthogonal frequency-division multiple access (OFDMA)-based wireless network in which the nodes are able to transmit, receive, and relay data simultaneously. When the nodes are limited to utilize the preassigned orthogonal sub-carriers, the joint optimization of data routes and power allocations can be cast into an efficiently solvable convex form [4] . In [5] , Jagannath et al. investigate routing and spectrum allocation for tactical ad-hoc networks for different traffic classes including text, voice, and surveillance video.
However, when the sub-carriers used by the nodes are not limited to be orthogonal and the rates are selected from a discrete set, a technique called nonlinear column generation is employed in [6] to obtain optimal data routes and power allocations. To exploit the broadcast feature of the wireless medium, a locally optimal solution for data routes and power allocation is obtained in [7] . Therein, the nodes use superposition coding for transmission and the design is performed using the geometric programming (GP) framework. An improvement on the design in [7] is proposed in [8] by letting the nodes to decrease interference using a successive interference cancellation technique. Additional performance gains in OFDMA networks have been sought by incorporating more functionalities in the joint design of the network [9] . In [9] , a heuristic algorithm is proposed for performing, possibly suboptimal, routing, scheduling and power allocation for networks in which each node has a predefined role, either a source, a destination or a relay, and each sub-carrier is exclusively used by at most one node. Joint routing and power allocation in a multi-hop cognitive radio network are investigated in [10] . The goal is to minimize the end-to-end secondary outage probability with respect to the energy causality and minimum rate of primary user.
3) CHANNEL UNCERTAINTY
Due to bandwidth limitation for feedback links and quantization and estimation errors, knowing of perfect CSI in the transmitter is impractical. Therefore, the effect of imperfect CSI on system performance is considered [11] - [13] . The power and sub-carrier allocation by the quantized CSI is considered in [11] . In [12] , the optimization framework consists of power and sub-carrier allocation is studied by considering imperfect CSI. In [13] , the average achievable rate maximization is considered for decode-and-forward (DF) relay cooperative network by the limited rate feedback scheme. In [14] , Duan et al. investigate beamforming techniques for the MIMO two-way relay networks with imperfect CSI to maximize the weighted sum rate with respect to relay power constraints.
B. CROSS-LAYER DESIGN
The coming cellular communication system is envisioned to support a broad range of new services and applications such as loss-tolerant, bandwidth-hungry, and delay-sensitive services. To satisfy the requirements of these services, different aspects such as power consumption and spectrum utilization should be considered. The different layers of the open systems interconnection (OSI) are responsible for the provisioning of these aspects. Therefore, understanding of each layer's functionalities and trade-offs between them is essential. Cross-layer optimization model can be made with different layers with different parameters: channel state information-reference signal (CSI-RS) feedback and adaptive modulation and coding (AMC) in physical layer, adaptive power control, subcarrier assignment, automatic repeat request (ARQ), forward error correction (FEC) and quality of service (QoS) in medium access control (MAC) layer and adaptive transmission rates in network layer. In the traditional OSI networking model, there are enforced strict boundaries between layers, where data are kept strictly within a given layer and each layer provides an independent solution with its own optimized adaptation. Thus, in such a traditional networking model, it is very difficult to satisfy all requirements (such as bit error rate, data rate and latency) for different services. Indeed, in dynamic wireless networks, the CSI and the queue state information (QSI) vary quickly with time, therefore, the network nodes must be capable to adapt your transmission and reception parameters to overcome these changes and to satisfy power constraint and QoS requirements [15] . Cross-layer optimization removes such strict boundaries between layers of the traditional OSI communication model to exchange information between layers [16] . In the cross-layer design, the goal is to take advantage of the collaborative working among the upper and lower layers. This can increase the vertical communications among layers to reduce the waste of resources and to improve the performance of the network. In cross-layer design, the resource allocation can be adapted to meet the service requirements for the given channel conditions. This approach considers the dynamic time-varying wireless channels, QSI and random service arrivals to enhance the efficiency of resource utilization and improve the QoS performance. One of the interesting cross-layer framework designs is a joint scheduling, routing, and congestion control scheme in wireless multi-hop ad-hoc networks. The traditional layer model does not have enough flexible structure to make use of important parameters of lower layers (such as physical and MAC layers) to make the routing decision. Hence, to make the optimal routing decision and to improve network performance, Cross-layer design allows different layers to exchange important information and optimize parameters at the physical, MAC and network layers [17] , [18] .
C. OUR CONTRIBUTIONS
In most previous works, the authors do not investigate cross-layer design in a MA-MIMO-based ad-hoc network and they assume perfect CSI of all links for nodes. Also, in the previous works, the authors do not consider the simultaneous data rate constraints for uplink and downlink users of each node. Our cross-layer optimization design is a joint scheduling, routing, and congestion control scheme in wireless multi-hop MA-MIMO-based ad-hoc networks. In our proposed model, application layer, MAC layer, and PHY layer are involved in a unified cross-layer optimization. The cross-layer optimization entity gets CSI and QSI from PHY and MAC layers, respectively. Then, based on these information and other input parameters like maximum transmit power and total band width, the cross-layer optimization entity makes decision on transmit power, subcarrier assignment, routing and rate control to maximize sum rate of network. By varying channel conditions, the cross-layer optimization entity updates your decision based on new input data. The considered cross-layer optimization architecture is illustrated in Fig. 1 . In practical networks, the end to end traffic controlling and power allocation are the main issues. Unlike existing works, which do not consider end-to-end resource allocation and routing, in this work, the resource allocation and routing are performed for the end-to-end case. The main contributions of this work are summarized as follows:
• We propose a novel-robust resource allocation and data route algorithm for MA-MIMO and OFDMA based wireless ad-hoc network, depending on the specific power and uplink and downlink data rate constraints of nodes.
• We consider the limited channel knowledge at transmit nodes and formulate the resource allocation for the proposed system model to optimize the worst-case sum rate of the network with respect to transmit power, routing, and sub-carrier assignment constraints.
• To solve our proposed routing and resource allocation problems, we provide mathematical frameworks where alternative search optimization and successive convex approximation method are used. We also investigate the convergence and computational complexity of the proposed algorithms.
• We also compare computational complexity and performance of joint and disjoint robust cross-layer routing and radio resource allocation designs.
• Different values of the network parameters are used to evaluate the performance of the proposed scheme in simulations.
II. NOTATIONS AND ASSUMPTIONS
The following notations are used in the paper: |S| denotes the cardinality of a set S. |.| and . denote the Euclidean norm of vector and the Frobenius norm of the matrix. (.) H denotes the Hermitian transpose. The rest of this paper is organized as follows: Section III describes the system model of OFDMA-based ad-hoc network and system constraints. Section IV elucidates the system constraints consist of routing, scheduling, and power constraints. Section V presents the problem formulation. The proposed solutions are given in Section VI. The proposed approach to solve disjoint scheme is discussed in Section VII. The analysis of the computational complexity of the proposed algorithm is investigated in Section VIII. Section IX presents simulation results. Finally, Section X concludes the paper.
III. SYSTEM MODEL
We consider a multi-hop wireless network consisting of N Nodes. Node i serves the set of total uplink and downlink users denoted by
| are total number of uplink and downlink users, respectively. Node i ∈ N is equipped with L T i and L R i transmit and receive antennas, respectively. At each node, the number of antennas is much larger than the number of users to make use of the benefits of MA-MIMO. Each user in the proposed system consists of one transmit antenna or one receive antenna and they are randomly and uniformly distributed within an area with radius d around each node. Total bandwidth, BW is divided into M OFDMA narrowband sub-carriers, each of bandwidth W 0 = BW /M . The proposed system model for three nodes and several uplink and downlink users at each VOLUME 7, 2019 FIGURE 2. System model with N = 3 nodes and E = 6 directed links. The nodes 1, 2, and 3 are source, relay and destination, respectively. Each node can serve U T , and U R uplink and downlink users.
node is illustrated in Fig. 2 . λ z i is defined as the arrival rate of session z at node i.
The topology of a MA-MIMO-based multi-hops wireless network is represented by a directed graph, denoted by G = (N , E), where N and E are the set of nodes and all possible MIMO links, respectively. We assume that G is always connected and (i, j) ∈ E indicates the link between node i and node j where i = j. We assume scheduling of all the nodes is done by a central control entity. Due to so far away separation between source users and destination users, there is no direct link between them. In addition, it is assumed that each node can simultaneously transmit and receive and relay data to other nodes using the decode-and-forward scheme. On the other hand, the relaying nodes operate in the half duplex mode and use distinct sub-carriers for transmission and reception. There is a set of source S = {1, 2, . . . , N S } that transmit data to a set of destination nodes
,M ] T denotes the power allocation vector where p ij,m is the transmit power for node j at node i when used sub-carrier m. The signal-tointerference-plus-noise ratio (SINR) of node i in node j when used sub-carrier m can be written as
where
is the Rayleigh small scale fading channel coefficient vector between node i and node j on sub-carrier m,g ij,m is the path loss between node i and node j on sub-carrier m, and σ 2 j,m represents the variance of the circularly symmetric complex Gaussian noise. The achievable capacity between node i and node j on sub-carrier m is evaluated bỹ
We assume that only imperfect CSI is available at node i and it is modeled as
i denotes the estimated channel coefficient and the channel estimation error, respectively. The channel estimation error is assumed to be bounded by H in deterministic regions as
The SINR of uplink user u in node i on sub-carrier m can be expressed as The achievable capacity for uplink user u in node i on sub-carrier m is evaluated by
Similarly, due to channel estimation errors, we assume that node i only has imperfect CSI and the small scale fading channel coefficient between uplink user u and node i on sub-carrier m is modeled as
denotes the channel estimation error, which is bounded by h in deterministic regions as
The SINR of downlink user u in node i on sub-carrier m can be expressed aŝ is the path loss between node i and downlink user u on sub-carrier m, and σ 2 u,m represents variance of circularly symmetric complex Gaussian noise.
The achievable capacity for downlink user u in node i on sub-carrier m is evaluated bŷ
Likewise, due to channel estimation errors and channel feedback delay, we assume that node i only have imperfect CSI and the small scale fading channel coefficient between node i and downlink user u on sub-carrier m is modeled aŝ
whereĥ iu,m ∈ C 1×L T i denotes the estimated channel coefficient and ĥ iu,m ∈ C 1×L T i denotes the channel estimation error, which is bounded by ĥ in deterministic regions as
IV. SYSTEM CONSTRAINTS
The system constraints consist of scheduling, power, capacity, and routing constraints will be elucidated in this section.
A. SCHEDULING CONSTRAINTS
To assign sub-carrier m to links (u, i), (i, j) and (i, u), we define a binary variables ρ ui,m ,ρ ij,m ,ρ iu,m ∈ {0, 1} that denotes whether sub-carrier m is used by links (u, i), (i, j) and (i, u), respectively. In OFDMA structure, interference is avoided by restricting each sub-carrier to be used at most once across the entire network. Hence, the following scheduling constraints should be satisfied:
ρ ui,m ∈ {0, 1},ρ ij,m ∈ {0, 1},ρ iu,m ∈ {0, 1}. (15) B. POWER CONSTRAINTS
The element of {p ui,m }, {p ij,m }, and {p iu,m } must satisfy the following constraints:
, and P max u are maximum transmit power of node i in the relay and destination state and uplink user u, respectively.
C. CAPACITY CONSTRAINTS
The aggregate flow on each sub-carrier m, must not exceed its capacity. Let the requested traffic consist of a set unicast sessions, Z = {1, 2, . . . , Z } with |Z| = Z . Each session z ∈ Z is defined by a deterministic source-destination node pair. We define λ z i (t) as the arrival rate of session z at node i with as the vector of arrival rates. There is a separate queue for each session at each node. We define Q z i (t) and r z ij,m (t) as the number of packets at the queue and the transmission rate on link (i, j) for session z at time t. The queue for i ∈ S, j ∈ R and k ∈ D session z, are updated as follows
Note that, for the sake of simplicity, we drop all time dependencies in the following.
The total traffic flows are carried over link (i, j) must be restricted by the following constraint:
(23) Furthermore, the arrival and departure rates of session z at/from node i must be restricted by following
where λ z ui,m denotes the arrival rate of session z form uplink user u at node i and µ z iu,m denotes the departure rate of session z for downlink user u at node i.
D. ROUTING CONSTRAINTS
To guarantee continuous routes between sources and destinations, the flow conservation law must be satisfied at each node. Figures 3 and 4 illustrate the example of data routing in the network. As can be seen in Fig. 3 , the multi-hop routing is used to send data from source to destination. Based on the routing algorithm, suitable nodes are selected to move data from source to destination.
In Fig. 4 , the frame structure is illustrated for data routing process. Each node sends data in its own time slot to next node based on routing process.
Based on this law, the sum of all flows intended for each destination at each node must be equal to zero. Therefore, the following constraints must be satisfied in each node at the network
where µ 
V. PROBLEM FORMULATION
The spectrum utility function for link (i, j) is defined as
where [x] + = max(0, x) and z * is the session with a maximal differential backlog on link (i, j).
The spectrum utility function maximization problem with system constraint can be formulated as 
VI. PROPOSED SOLUTION
Both the objective function and the feasible domain of optimization problem (31) is non-convex, therefore, there are no standard methods to solve such a mixed-integer nonlinear program (MINLP) optimization problem. In this regards, to solve this problem, we are using some optimization methods such as alternative search and approximation methods, which are applied jointly to solve the primal problem by transforming it into tractable sub-problems. In the first step, for given rate of each link, arrival and departure rate at each node, we solve resource allocation problem, then we solve rate control problem. In resource allocation problem, we are using an alternate optimization method to convert (31) into several multi-level hierarchical sub-problems. In this method, the goal is to optimize only one of the optimization parameters in each level and fix others. However, we will see that each sub-problem is also non-convex. Therefore, we use some approximation methods to convert non-convex constraints to LMI and SOC constraints. Finally, a sequential convex program is solved by Matlab software for disciplined convex programming (CVX). Fig. 5 shows the hierarchy of the proposed problem solution.
A. BEAMFORMING AND CHANNEL UNCERTAINTY OPTIMIZATION PROBLEM
With given p,p, andp, we obtain beamforming vectors a and b, v, and channel uncertainty H , h, ĥ . In this regards, the optimization problem (31) can be rewritten as following sub-problem
s.t. (4), (7), (11), (23) − (25), (31b) − (31d). (32)

1) ALTERNATE OPTIMIZATION
The problem (32) is still difficult to solve, due to the non-convexity of both objective function and the constraints. Based on the alternate optimization method, we can optimize a function by first optimizing over some of the variables, and then minimizing over the remaining ones. For the fixed b and v, D a denotes a-section of the feasible domain of (32) and it is defined as
where D denotes the feasible domain of (32) that is defined as
In the similar way, for the fixed a and v, D b denotes bsection of the feasible domain of (32) and it is defined as
Finally, for the fixed a and b, D v denotes v-section of the feasible domain of (32) and it is defined as
Then, the alternate optimization method focuses on solving the following three-level problem
Three sub-problems are solved, at each iteration of the alternate optimization method. With a given a and b at iterative , the inner sub-problem is optimizing v as
Then, with the derivative solution from (38), v and given a , the second sub-problem is optimizing b as
Finally, with v +1 and given b , the third sub-problem is optimizing a as
The stopping criteria of alternative optimization algorithm with a convergence threshold ϑ or a maximum allowed iteration number ϑ , is given by
First, the inner sub-problem is written as follows:
s.t. (4), (23), (31d). (42)
O BF 2 is a non-convex optimization problem. Therefore, by introducing auxiliary variables,ζ ,˜ ,˜ ,ã, andb, we rewrite the problem O BF 2 equivalently as
Since the constraints (43b)-(43h) satisfy equality at optimality [19] , [20] , problems (42) and (43) are equivalent. However, due to the worst-case quadratic inequality constraints, the problem (43) is still non-convex. Therefore, we use LMI and SOC constraints by the conservative approximation to approximate the problem into a tractable problem. First, we rewrite two constraints (43d) and (43e) as the following optimization problem
Problem O BF 4 :
Lemma 1: We can write the maximum objectives in (44) as the following closed-form expression
Therefore, (43d) can be equivalently written as
Then, by using the successive convex approximation (SCA) algorithm, we rewrite (43h) as tractable form.
where v ij,m ( ) denotes the value of v ij,m at the th iteration of the SCA algorithm. Then, the left side of (43h) can be approximated with its lower bound by the first-order Taylor series expansion around v ij,m ( ) as 
In a similar way, by defining y 2 ij,m =p ij,mã 2 ij,m , (43g) can be equivalently expressed as SOC form
Finally, the approximation convex version of the problem (43) The optimization problem (52) can be solved by CVX. We use the feasible initial points searching algorithm to generate a feasible point. The proposed algorithm is shown in Table 1 . The solution at the th iteration is a feasible solution at the ( + 1) th iteration. Therefore, the optimal objective value at the ( + 1) th iteration is not worse than that of the th iteration, i.e., the objective values are non-decreasing. Furthermore, due to the power constraints, the objective sequence generated in this algorithm is bounded off. Therefore, the proposed algorithm is guaranteed to converge. Note that a similar solution can be used to solve the optimization problem for obtaining a and b. 
B. THE PROBLEM OF POWER ALLOCATION
We first fix beamformers, a, b and v, and solve problem (31) for variables p,p andp, accordingly problem (31) can be expressed as
1) ALTERNATE OPTIMIZATION
Problem (53) is non-convex due to the combined nonconvexity of both objective function and constraints with respect to p,p, andp. Therefore, like beam-forming optimization problem, we use an alternate optimization approach, in which we first optimize problem over some of the variables, and then will optimize over the remaining ones. For the fixedp andp, p-section of the feasible domain of (53),D is defined aś
36534 VOLUME 7, 2019 whereD denotes the feasible domain of (53) that is defined asD
Likewise, for the fixed p andp,p-section of the feasible domain of (53),D is defined aś
Finally, for the fixed p andp,p-section of the feasible domain of (53),D is defined aś
Then, the alternate optimization focuses on solving the following three-level problem
The lower-level subproblem is to optimize p with a givenp andp
where is the iterative index of the alternate optimization. The derived solution from (59) is denoted by p . The second-level subproblem is to optimizep with the obtained p
The upper-level sub-problem is to optimizep with the obtained p andp
Letp +1 denotes the optimal solution of (60). With a convergence threshold ϑ or a maximum allowed number ϑ for ϑ, the stop conditions of alternate optimization algorithm are then given by
The convergence of the alternate optimization algorithm is verified at the following Theorem. 1. Proof: With a given p ,p +1 are optimal solutions of (58), whilep is only its feasible solution. Then, we conclude that {U (p +1 , v)} ≤ {U (p , v)}.
2) DC SUBPROBLEMS
We use the difference of convex functions (DC) programming to solve (53) with respect to p. Firstly, we decompose the constraint (24) as
and
At each iteration of the DC programming, the following convex constraint should be replaced, which is given by
where is the iteration index of DC programming algorithm. The DC programming algorithm is showed in Table 2 . p is the optimal power allocation which obtained from the ( − 1) th iteration and used to the ( ) th iteration. The gradient of ϒ 2 (p) at p can be derived from
where Proof: For given p and p +1 , based on the convexity of ϒ 2 (p ), we can conclude that
Let p +1 and p be the optimal solution and feasible solution of DC programming, respectively. Therefore, we have (69) From (68) and (69), we can conclude that
Note that a similar solution can be used to solve the optimization problem to obtainp andp.
C. THE SUB-CARRIER ASSIGNMENT (SA) PROBLEM
We first relax variables ρ,ρ andρ to be continuous as ρ ∈ [0, 1],ρ ∈ [0, 1] andρ ∈ [0, 1]. Then, substituting p * ,p * ,p * , a * , b * and v * into (31), we can get the following problem with respect to ρ,ρ andρ.
Problem O SA :
The solution of O SA is similar to the solution of O PA . The optimization problem O SA is non-convex due to the objective function and first constraints. We use the same methods demonstrated in Section VI-B to solve this optimization problem.
D. ROUTING PROBLEM
In this section, for each node i, we find the best next node j to maximize throughput through the proposed system model. For each backlogged node i, we schedule session z * with next node j * such that (z * , j * ) = arg max z,j U z ij .
E. RATE CONTROL PROBLEM
In this section, we formulate the rate control (RC) and scheduling for the proposed problem. Assume that each flow z is associated with a utility function, U ij,m (r, λ, µ) which is continuously differentiable, nondecreasing, and strictly concave for elastic traffic. We formulate the rate control and scheduling problem as follows Problem O RC : max r,λ,µ m∈M i∈R j∈R∪D,j =i U ij,m (r, λ, µ),
Optimization problem O RC is a linear programming and can be solved easily by CVX.
VII. DISJONIT SCHEME
In the disjoint scheme, we first solve the resource allocation (power allocation, beam-forming and subcarrier assignment) problem without considering constraints (23)-(28), then we solve the rate control problem based on the obtained values. 
We use the same methods demonstrated in Section VI-B to solve the optimization sub-problem (73). The rate control problem in the disjoint scheme can be written as follows 
Optimization problem (74) is a linear programming and can be solved easily by CVX.
VIII. ANALYSIS OF COMPUTATIONAL COMPLEXITY OF PROPOSED ALGORITHM
In this section, we analyze the computational complexity of the proposed algorithm for joint and disjoint schemes.
In Table 3 , we enumerate the complexity in undertaking the operations (by computing the listed variables) at each iteration of the proposed algorithm for joint scheme. The total computational complexity is equal to
Total is the number of iterations required for the proposed algorithm in joint scheme and¯ is solution accuracy. In the disjoint scheme, we first solve the power allocation and beam-forming sub-problems and then solve the rate control sub-problem based on the obtained values. Given the fact that the number of constraints in disjoint scheme is less than joint scheme, so the computational complexity of disjoint scheme is less than joint case. In Table 4 , we enumerate the complexity of the proposed algorithm for disjoint scheme. The total computational complexity is equal to O (κ 1 +κ 2 + κ 3 +κ 4 +κ 5 +κ 6 +κ 7 +κ 8 +κ 9 +κ 10 +κ 11 +κ 12 +κ 13 +κ 14 + κ 15 )˜ Total log(1/¯ ) where˜ Total is the number of iterations required for the proposed algorithm in disjoint scheme. Based on simulation parameters and number of required iterations for each scheme, we show that the joint scheme has 1.4% more computational complexity than disjoint one. However, we can obtain 26.5% more performance in the joint scheme than disjoint one.
IX. SIMULATION RESULTS
In this section, we consider N = 8 nodes which each of them serves U T i = 10 ∀i ∈ N uplink and U R i = 10 ∀i ∈ N downlink users. The number of transmit and received antennas at each node set to
The nodes of the wireless networks are randomly dropped on a 500 × 500 m 2 square. The available bandwidth, W 0 , and the thermal noise power density are set to 20 MHz and -174 dBm/Hz, respectively. We assume that the channels are standard quasi-static frequency flat Rayleigh fading with log-normal shadowing and pathloss components. The distance loss model between node i and j is given by DL ij = 11.5 + 43.3 log 10 (d ij ) + 20 log 10 (f c ) dB, where d ij and f c are the distance between nodes i and j in meter and the carrier frequency in GHz which is set to f c = 3.4 GHz [21] , [22] . All statistical results are averaged over a large number of independent runs. There are three sessions in the network: node 5 to node 1, node 6 to node 2, and node 8 to node 3. After executing our solution procedure, the routings of sessions 1, 2, and 3 are shown in Fig. 6 . Fig. 7 shows the impact of the number of sessions and load rate per session on the performance of SE. We evaluate the SE performance as the traffic load per session increases from 1 Mbits/s to 3 Mbits/s. As shown in Fig. 7 , the SE increases as the number of sessions and the load per session increases. With a higher number of sessions, our proposed algorithm achieves a higher SE by adaptively adjusting the power, sub-carrier and beam-forming to enable concurrent parallel transmissions.
A. EFFECT OF THE NUMBER OF SESSIONS
B. EFFECT OF TRANSMIT POWER AT EACH NODE
The SE yielded by the proposed routing and resource allocation algorithm is depicted in Fig. 8 for transmit power of each node ranging from 10 to 40 Watts and the different number of antennas. From this figure, it can be seen that, by increasing transmit power and the number of antennas at each node, the SE also increases. Because, by using a large number of antennas at each node, we can scale down the transmit power. Indeed, at the same time, we can increase the SE by simultaneously serving more users in the same time-frequency resource. As the number of antennas at each node increases from 64 to 128, our proposed algorithm obtains %10 SE gain. Fig. 9 shows the impact of the data rate per session on the performance of SE. We evaluate the SE performance as the traffic VOLUME 7, 2019 FIGURE 8. The SE versus transmit power at each node for the different number of antenna at each node. load per session increases from 1Mbit/s to 3Mbit/s. As shown in Fig. 9 , the SE achieved by joint and disjoint cross-layer routing and resource allocation scheme linearly increases as the load per session increases. As the load increases, joint scheme obtains better SE gain than disjoint. This is mainly because that in the joint scenario, the feasibility set of the optimization problem is larger than the disjoint one. Hence, we can achieve better performance than the disjoint one.
C. COMPARISON OF JOINT AND DISJOINT SCHEMES
D. EFFECT OF THE CHANNEL MISMATCH
The SE versus channel mismatch is shown in Fig. 10 . As can be seen, when the channel mismatch increases, the SE decreases. Because, with a higher channel mismatch value, a larger fraction of the transmit power must be allocated to nodes in order to achieve the higher SE.
E. THE CONVERGENCE OF THE PROPOSED ALGORITHM Fig. 11 shows the SE of the proposed system at each iteration of the alternate optimization method. As can be seen, the proposed iterative algorithm can averagely be converged within 60 iterations. 
X. CONCLUSION
In this paper, we proposed robust cross-layer routing and resource allocation for MA-MIMO-based wireless ad-hoc networks. Our proposed framework, due to joint routing and resource allocation has better performance gain than the traditional (disjoint) routing and resource allocation scheme. After decomposing the non-convex optimization problem into three separate non-convex sub-problems, we exploited the conservative approximation to approximate the problem into a tractable problem. Finally, each sub-problem is solved via CVX. Simulation results show that the proposed joint cross-layer routing and resource allocation scheme has 26.5% performance gain compared to the traditional scenario.
