Inference on cyclic graphs is one of the most important problems in the applications of graphical models. While exact inference is NP-hard on general cyclic graphs, it has been found that exact inference can be achieved with a computational complexity as low as O(Nm 3 ) on the outer-planar graph, which is a special kind of cyclic graph. In this paper, we introduce a new kind of cyclic graph, the generalized outer-planar (GOP) graph, which is more general than the outer-planar graph and show that the exact inference on the GOP graphs can be achieved in O(Nm 3 ) by a recursive sum-product (RSP) algorithm. RSP exploits the property of GOP graphs that the faces are reducible, and brings a "face elimination" procedure to compute the marginals exactly. Furthermore, RSP can be implemented on general cyclic graphs to obtain approximate marginals. Experimental results show the effectiveness of approximate RSP on various graphical models.
Introduction
Graphical models have been widely studied and used as powerful tools in many fields for modeling uncertainty, such as image processing [1] , natural language processing [2] , computational biology [3] , and statistical machine learning [4] . Inference problems on graphical models, including computing partition functions, marginal distributions and most probable configurations, play an important role in many of these applications [5] . Exact inference on general graphs is NP-hard, and therefore it is usually infeasible to achieve in practice. However, for some special cyclic graphs, exact inference can be done with efficient algorithms. The belief propagation algorithm (BP) is an exact inference algorithm, with O(Nm 2 ) complexity (N is the number of variables, and m is the maximal number of states of the variables), for tree-structured graphical models [6] . The junction tree algorithm is an exact inference approach for graphs with cycles, with complexity exponential to the size of the maximal clique in the induced junction tree [4] . Its complexity is O(Nm 3 ) for outer-planar graphs and may be higher for other cyclic graphs. There are many approximate algorithms, such as the loopy belief propagation algorithm, the generalized belief propagation algorithm [7] and the junction graph method [8] , which can obtain approximate inference results with lower complexity compared with that of exact inference. In this paper, we introduce a new kind of cyclic graph, the generalized outer-planar (GOP) graph, and develop an exact inference algorithm for such graphs. GOP graphs are more general than outer-planar graphs. The computational complexity of off-the-shelf exact inference methods may be more than O(Nm 3 ) on GOP graphs. We propose a recursive sum-product (RSP) algorithm for exact inferences on GOP graphs, which can keep the lowest computational complexity, i.e., O(Nm 3 ). The property of a GOP graph is that its variables can be eliminated by using two simple operations. Making use of this property, RSP is developed as a "face elimination" procedure, which eliminates the faces of GOP graphs one after another recursively. More specifically, the inference is obtained from each individual face and later integrated by using the structural overlap among different faces in RSP. lower than the complexities of other exact inference methods.
The relations of different kinds of graphs and the computational complexity on these graphs for exact inference are shown in Fig. 1 . Specifically, RSP can obtain exact inference on those GOP graphs, with a lower complexity.
The remainder of this paper is organized as follows. The background and some notations are introduced in Section 2. The sum-product procedure for one cycle is introduced in Section 3. Generalized outer-planar graphs are introduced in Section 4. The recursive sum-product algorithm (RSP) on GOP graphs is developed in Section 5. In Section 6, we develop an approximate version of RSP for general cyclic graphs. In Section 7, experiments on a variety of graphs are conducted to show the effectiveness of approximate RSP.
Preliminaries
In this section, we overview the concepts of outerplanar graph and Markov random field that are important for our algorithm development. We denote an undirected graph by G = (V , E), where V = {1, 2, . . . ,n} is the set of nodes and E ⊂ V × V is the set of edges. When G is used for probabilistic inference, each node in this graph represents a random variable.
Face and outer-planar graph
We first give the description of the face of a planar graph. A planar graph G partitions the rest of the plane into a number of connected open sets, which are called the faces of G. Each planar graph has exactly one unbounded face, called the outer face or external face [9] . In our paper, "face" is used to denote the bounded face if there is no confusion, and "face" also denotes the set of variables on its boundary. Fig. 2 shows four faces f 1 , f 2 , f 3 , f 4 and an outer face f 0 in a planar graph. The outer-planar graph is defined as follows.
An outer-planar graph G is a planar graph, where all nodes lie on the outer face [10] . The graph shown in Fig. 5(a) is an outer-planar graph, while the graph in Fig. 5(b) is not an outer-planar graph, since node 5 does not lie on the outer face.
Graphical models
An undirected graphical model (also known as a Markov random field (MRF)) is a set of random variables (as well as a set of undirected links) that have a Markov property described by the graph G. Let X s be the random variable related to node s ∈ V in graph G, and x s take values in the discrete space
A clique of a graph G is a subset of nodes in which there exists an edge between each pair of nodes in the subset, and a clique potential is a non-negative real valued function defined on the set of nodes in a clique [5] . The pairwise MRF is an MRF where all the cliques have at most two variables. The probability distribution of a pairwise MRF G = (V , E) can be expressed as a product of clique potentials: (1) where Z ψ denotes the partition function, ψ s (x s ) and ψ st (x s , x t ) denote the potentials corresponding to the clique {x s } and {x s , x t }.
Sum-product on one cycle
If a graph contains only one face (not including the outer face), there is just one cycle in the graph. When using the sum-product procedure for the graph with only one cycle, we first reduce the cycle to parallel edges between two variables of this cycle, and then compute the distribution of these two variables. If there are two or more edges connecting the same two nodes, such edges are called parallel edges. One example of parallel edges is shown in Fig. 3 , where there are three parallel edges between nodes 1 and 2. The potential functions on parallel edges can be reduced to one potential function on one edge by the dot product: where PE(st) denotes the set of parallel edges between nodes s and t. The computational complexity of Eq. (2) is linear to the size of the potential function.
In the following, we will discuss how to reduce the distributions on one cycle to those on parallel edges. Given a pairwise MRF with one cycle, its probability distribution is defined by Eq. (1). In the following discussion, we discard the branches adjacent to the cycle, since the computation on them can be accomplished similarly. We focus on computing the joint marginal distribution of the two nodes x u and x v on this cycle, and the following computation is needed.
When the graph is a cycle, the above equation can be computed by the iteration
The above process eliminates variable x s and the two edges adjacent to x s , and yields a new edge between x s−1 and To conclude the sum-product on one cycle, we define two operations:
Operation-A: joining parallel edges (i.e., Eq. (2)). Operation-B: joining two edges which appear as the only neighbors of a given node (i.e., Eq. (4)).
By iterating the above two operations on a cycle, exact inference results can be obtained. This is concluded in the following theorem.
Theorem 1. For the graphical model consisting of one cycle, marginal distributions (together with partition functions) can be computed exactly by iterating Operation-A and Operation-B with the computational complexity of O(Nm 3 ).
We then introduce the AB-reducible property of a graph. Obviously, a graph with only one cycle has the ABreducible property. A following question is: which kind of graph is also AB-reducible? This will be discussed in the following section.
Generalized outer-planar graphs
In this section, we will introduce a new kind of planar graph, generalized outer-planar (GOP) graph. GOP graphs are generalizations of outer-planar graphs, on which exact inference can be done with the same complexity as outerplanar graphs.
The generalized outer-planar graph is defined using the two operations: Operation-A and Operation-B.
Definition 2. Given a planar graph G, if exact inference can be done by iteratively and alternately implementing Operation-A and Operation-B, then this graph is a generalized outer-planar (GOP) graph.
Some graphs are given to illustrate this definition. The graph in Fig. 5(b) is a GOP graph since all the variables can be eliminated by running Operation-A and Operation-B. The graph shown in Fig. 5(a) is an outer-planar graph and it is also a GOP graph. The graphs in Fig. 5(c) and Fig. 2 are not GOP graphs. The following corollary shows that GOP graphs are generalization of outer-planar graphs.
Corollary 2. All outer-planar graphs are generalized outerplanar graphs.
Proof. We accomplish the proof by proving the chordal graph [11] of an outer-planar graph is a GOP graph. A chordal graph is a graph where each cycle with four or more nodes has a chord. A junction tree [8] can be constructed corresponding to an outer-planar graph, where each clique contains at most three nodes. We then construct a chordal graph w.r.t. the junction tree by adding some edges on the outer-planar graph. Implementing Operation-A and Operation-B on the chordal graph is the same as variable elimination on the junction tree, so exact results can be obtained. Then the chordal graph is a generalized outer-planar graph. 2
There are many cases where the graphs are not outerplanar graphs but are GOP graphs. Exact inference on these graphical models can be accomplished by the junction tree algorithm with complexity of O(Nm 3 ). But additional operations should be implemented to construct a junction tree. In the following section, we will introduce a recursive sum-product algorithm for GOP graph, which can do exact inference on these graphs with lower computational complexity.
Recursive sum-product algorithm
In this section, we will introduce the recursive sumproduct algorithm for exact inference on GOP graphs. The recursive sum-product algorithm (RSP) is developed by implementing Operation-A and Operation-B in a recursive form.
Our technique to compute the marginals on one cycle is first to reduce the cycle to parallel edges and then to compute the marginals of these parallel edges. The same technique can be used to compute the marginals on GOP graphs, i.e., we iteratively and alternately run Operation-A and Operation-B to reduce the faces into parallel edges. This can also be understood from "face elimination", where we eliminate faces one by one by implementing A-and Boperations.
This "face elimination" procedure is designed as a recursive algorithm, in which a face is eliminated only after the faces adjacent to it have been eliminated. The steps are as follows. We find one path on a face containing variables x u , x v , and then eliminate all the variables on this path except for x u , x v , such as the computation of Eq. (3). Before this, if any other faces are adjacent to this path, they must be eliminated first. This process forms a recursive scheme, since before eliminating one face, the faces adjacent to it must be eliminated first. The algorithm is summarized in Algorithm 1, and the following example is given to illustrate the algorithm.
Example 1.
A graphical model is shown in Fig. 6 , and we will compute the joint marginal distribution p 45 (x 4 , x 5 ).
The steps are as follows:
(1) Eliminate variables x 3 , x 7 , x 2 , x 8 , x 1 , x 9 using Eq. (4). 
Algorithm 1 Recursive sum-product algorithm.

Input: A GOP graphical model G = (V , E).
Output: The joint marginal distribution p uv (x u , x v ).
1: Let S uv denote the variables in the faces which contains u and v.
Eliminate variables in S uv using Eq. (4) and Eq. (2) if possible. Return
For each edge (i, j) in S uv , let u ← i and v ← j, go to Step 1.
4: end if
As described in Algorithm 1, RSP algorithm implements iterations on two operations: Operation-A and Operation-B. Thus, GOP graphs have the AB-reducible property. Algorithm 1 is represented in a recursive form. In fact, we can obtain p uv (x u , x v ) by directly iterating Operation-A and Operation-B. The advantage of the recursive representation is that it will help explore the approximation version of RSP algorithm in the next section.
The above discussion discards the other branches connecting to the cycles, and can be extended to general cyclic graphs easily if each branch is regarded as a special "cycle". The recursion in RSP will be endless for the graphs that are not GOP. In the following section, we will discuss how to obtain approximate marginals on non-GOP graphs using the idea of RSP.
Approximate RSP
For the cyclic graphs which are not GOP graphs, such as the graph in Fig. 5(c) , Algorithm 1 will be endless, and RSP cannot give a result. In this section, we further extend RSP, by ending Algorithm 1 properly, to achieve an approximate result on such graphs.
The reason for the failure of RSP on non-GOP graphs is that the condition for implementing Operation-B, i.e., no more than two edges appear as the neighbors of a given node, cannot be satisfied, such as the graph in Fig. 5(c) . Thus, the variable cannot be eliminated using only Operation-B, i.e., Eq. (4). Our idea is to construct a GOP graph to approximate the original graph. We break up some edges and construct an approximate GOP graph directly from the original graph. This idea is similar to that of covering tree [12] , i.e., if the condition for implementing Operation-B is unsatisfied, we break up one or more edges by adding duplicate copies of some nodes as necessary. We name such approximate GOP graph as the covering GOP graph.
We give a heuristic method to construct a covering GOP graph. First, some edges are removed from the original graph to make all the nodes on the boundary of the outer face. Then, the removed edges are replaced by the corresponding auxiliary edges, one end of which has a copy of the original node. The potential functions on these auxiliary edges are the same as those of the removed edges. This way, we construct a covering outer-planar graph. Two covering GOP graphs of Fig. 7(a) are shown in Fig. 7(b) and Fig. 7(c) . Generally speaking, removing fewer edges will lead to more accurate approximations. A greedy algorithm is given to construct a covering GOP graph, as shown in Algorithm 2.
Algorithm 2 Constructing a covering GOP graph.
1: Let F in be the set of nodes that are not on the boundary of the outer face. 2: while F in is not empty do 3:
Let F out be the set of nodes on the boundary of the outer face, and F in be the set of the other nodes.
4:
Add duplicate copies of a node in F out to makes the most nodes in F in on the boundary of the outer face.
5: end while
The covering GOP graph of G is not unique, and the two graphs in Fig. 7(b) and Fig. 7(c) both are covering GOP graphs of the graph shown in Fig. 7(a) . When computing the joint marginal distribution of a pairwise nodes
, one can select a covering GOP graph with the most edges among x u , x v and their Markov boundary variables. The GOP graph in Fig. 7(c) has more edges among x 6 , x 7 and their Markov boundary variables than the GOP graph in Fig. 7(b) .
After the covering GOP graph is constructed, we can run RSP algorithm on it, and obtain approximate results. However, RSP can also be run on the original graph without constructing a covering GOP graph. We embed the process of constructing a covering GOP graph into the RSP algorithm, and yield an approximate version of RSP algorithm.
The reason for the endlessness of RSP is that the condition for implementing Operation-B cannot be satisfied. To end RSP algorithm properly, the maximal number of iterations for Step 3 in Algorithm 1 is first defined, denoted by I max . Then, when Step 3 is iterated I max times, Operation-B is approximately implemented even if three or more edges appear as the neighbors of a node. This approximate version of RSP is the same as running RSP on a covering GOP graph.
After the pairwise distributions μ uv (x u , x v ) are obtained, we need to compute the single variable distributions. Since the pairwise distributions are not exact, the marginalizations of different distributions w.r.t. the same variable may not equal to each other. Obviously, averaging these marginalizations is a direct method. Another approach to obtain the marginals of single node is by minimizing the variational free energy, such as the Bethe free energy or tree-reweighted Bethe free energy [13] . With the pairwise distributions known, the tree-reweighted Bethe free energy is:
where N(s) represents the set of the neighbors of nodes s, C is a constant, ∀s ∈ V , ρ s > 0, ∀(s, t) ∈ E, ρ st > 0, and
The minimization problem is:
In F RSP , ρ s and ρ st can be set as described in [14] there are many different algorithms for solving this problem, such as conditional gradient method [15] .
Experiments
In this section, we first give an example to compare the exactness and the complexity of RSP and several other algorithms on GOP graphs, and then compare the performance of the approximate RSP to the performance of loopy belief propagation (LBP) and tree reweighted belief propagation (TRBP) algorithms, since they both are well-known efficient inference methods with computational complexity of the same order.
Take the GOP graphical model in Fig. 8 [13, 16] .
We first compute the marginals of pairwise nodes of the 10 × 10 Ising model using approximate RSP. In order to reduce the computational complexity, we use a subgraph of the GOP graph, rather than covering GOP graph, to approximate the original graph, which removes the variables that are far from the target variables. When computing μ uv (x u , x v ), the proper GOP subgraph is shown in Fig. 9 .
Error comparison of the approximate marginals of pairwise variables is shown in Fig. 10 . We can see that this GOP subgraph can give good approximations with high accuracy. The covering GOP graph will lead to more accurate results.
The single marginals are computed based on the known approximate pairwise marginals. Since there are different methods to obtain single marginals from joint marginals, we first compare these different methods. We compare the following methods: marginalizing and averaging the edge distributions, minimizing Eq. (5) with Bethe approximation, and minimizing Eq. (5) with tree-reweighted approximation from experiments. The performance is shown in Fig. 11 , where "Average", "Bethe" and "TRW" represent these three methods respectively. We can see that the performances of these three methods are similar. This is because single node marginals are greatly influenced by the pairwise marginals, and the pairwise marginals are just approximations. The computational complexity of the last two methods is higher than the first one, since they need to solve optimization problems. Therefore, the marginalizing and averaging method is a better choice to compute the marginals of one node. Error comparison of different methods is shown in Fig. 12 .
From the results of the above experiments, it can be seen that the approximate RSP outperforms TRBP method in most cases, in terms of both pairwise marginals and single marginals. RSP outperforms LBP method on graphical models with small field parameters θ i when computing marginals. For the graphical models with large field parameters, the performance of RSP is better than that of LBP only under large intersection strengths.
Conclusion
This paper proposes a new kind of exact inference framework, based on a recursive sum-product algorithm (RSP), for graphical models with cycle. RSP algorithm can obtain exact marginals on generalized outer-planar graphical models, with low complexity. Moreover, approximate methods based on RSP are explored for those graphical models on which the baseline RSP cannot give a result. In the future, we plan to explore other approximate methods to obtain more accurate results under this framework. 
