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Abstract Sampling inequalities give a precise formulation of the fact that a
differentiable function cannot attain large values if its derivatives are bounded
and if it is small on a sufficiently dense discrete set. Sampling inequalities
can be applied to the difference of a function and its reconstruction in order
to obtain (sometimes optimal) convergence orders for very general possibly
regularized recovery processes. So far, there are only sampling inequalities for
finitely smooth functions, which lead to algebraic convergence orders. In this
paper, the case of infinitely smooth functions is investigated, in order to derive
error estimates with exponential convergence orders.
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1 Introduction
Sampling inequalities quantify the observation that a differentiable function
cannot attain large values anywhere if its derivatives are bounded and if it is
small on a sufficiently dense discrete set. Inequalities of this kind can be used to
derive a priori error estimates for various regularized approximation problems
as they occur for instance in many machine learning algorithms or PDE solvers
(see, e.g., [10, 11] and the references therein).
Recently several such sampling inequalities for functions u from certain
Sobolev spaces Wkp() with 1 ≤ p < ∞ on a bounded domain  ⊂ Rd were
obtained. The Sobolev space Wkp() consists of all functions u with distrib-
utional derivatives Dαu ∈ Lp() for all α ∈ Nd0 with |α| ≤ k. Associated with


















For a discrete subset X = {x1, . . . , xN} of , we denote the associated fill
distance with




‖x − x j‖2.
If we assume 1 ≤ q ≤ ∞, α ∈ Nd0 , k ∈ N, and 1 ≤ p < ∞ with k > |α| + d/p if
p > 1, or with k ≥ |α| + d if p = 1, typical sampling inequalities take the form


















for all u ∈ Wkp() and all discrete sets X ⊂  with sufficiently small fill distance
h := hX,, where the constants C do not depend on u, X or h. In [17, Section
3], these bounds were used to derive optimal algebraic convergence orders for
kernel based smoothed interpolation methods in a finitely smooth setting.
In this paper, we derive sampling inequalities for infinitely smooth functions
where the convergence orders turn out to depend exponentially on the fill
distance h. We are handling infinitely smooth functions on a domain  ⊂ Rd by
normed linear function spaces H() that can for some 1 ≤ p < ∞ be continu-
ously embedded into every classical Sobolev space Wkp(). More precisely, for
a fixed p ∈ [1,∞) and all k ∈ N we assume that there are embedding operators
I(p)k and constants E(k) such that
I(p)k : H() → Wkp() with∥∥∥I(p)k
∥∥∥{H()→Wkp()} ≤ E(k) for all k ∈ N . (1)
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There are various examples for spaces with this property, e.g., Sobolev spaces
of infinite order as they occur in the study of partial differential equations
of infinite order [1], or reproducing kernel Hilbert spaces of Gaussians and
inverse multiquadrics (see Section 5).
In the case of infinitely smooth functions the shape of the domain 
crucially influences our sampling inequalities. For bounded domains  obeying
a uniform interior cone condition we use a polynomial reproduction from
[16], which accepts slight oversampling, to bound the Lebesgue-constants. This
results in a good behaviour of the term with the discrete norm. A typical
result in this case is that for α ∈ Nd0 and 1 ≤ q ≤ ∞, there are constants C,
C˜ > 0 such that for all discrete sets X ⊂  with sufficiently small fill distance h
the inequality
‖Dαu‖Lq() ≤ eC log(h)/
√
h‖u‖H() + C˜h−|α|‖u|X‖∞(X)
holds for all u ∈ H(). Here and throughout the paper, e denotes Euler’s
constant. The best approximation orders for the first term can be obtained
on compact cubes since we can then use a polynomial reproduction based on
[5, Lemma 1]. Unfortunately, this approach is limited to cubes and cannot
cope with derivatives on the left-hand sides of our sampling inequalities.
Nevertheless, we obtain as a typical result, which applies, e.g., to functions
from the native spaces of Gaussian kernels, that there are constants C, C˜ > 0,
such that the inequality
‖u‖Lq() ≤ eC log(h)/h ‖u‖H() + eC˜/h ‖u|X‖∞(X)
holds for all u ∈ H(), and for all sets X ⊂  with sufficiently small fill
distance h.
Our main applications deal with reconstruction problems in Hilbert spaces.
Therefore, in the second part we will focus on the native Hilbert spaces of
Gaussian and inverse multiquadric kernels. In this case, we suppose u to be an
error function u = f − Rf , where f denotes the function to be reconstructed
and Rf is the reconstruction. To obtain optimal order error bounds, one
needs two properties of the reconstruction, namely some kind of stability and
consistency, that is,
‖Rf‖H() ≤ C‖ f‖H() and ‖(Rf − f )|X‖p(X) ≤ g( f, h),
where g determines the expected approximation order. These conditions are
satisfied in most of the commonly used kernel-based reconstruction methods.
As a special case, the theory presented here in particular reproduces the well-
known error estimates for the standard interpolation problem in the native
Hilbert spaces of the inverse multiquadrics and Gaussian kernels on cubes
[16, Theorem 11.22], and generalizes them to a wider class of domains and
to derivatives. One advantage of our estimates in the case of Gaussian kernels
on general Lipschitz domains is, that the constant C, crucially influencing the
speed of convergence of exp
(




for h → 0, does not depend on
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the space dimension d in contrast to the exponential dependence in the well-
known estimates exp (Cd log (h) /h) on cubes [16].
2 Estimates on domains star-shaped with respect to a ball
Following [7], we first derive algebraic sampling inequalities on bounded do-
mains D ⊂ Rd that are star shaped with respect to a ball. We assume a domain
D that is star shaped with respect to a ball B (xc, r) :=
{
x ∈ Rd : |x − xc| < r
}
and that is contained in a ball B (xc, R). Then by [7, Proposition 2.1],D satisfies
an interior cone condition with radius r and angle





We shall make use of this property throughout this section. We denote the
associated chunkiness parameter with γ = δD
ρmax
, where ρmax is the radius of the




a(α)j : j = 1, . . . , N
}
be a polynomial reproduction of degree k with





for all α ∈ Nd0 with |α| ≤ k, all x ∈ D and all polynomials p ∈ Pdk(D), where Pdk
denotes the space of all d-variate polynomials of degree not exceeding k. Then
we have
|Dαu(x)| ≤ |Dαu(x) − Dα p(x)| + |Dα p(x)|














∣∣∣ (‖u − p‖L∞(D)+‖u|X‖∞(X)
)
(3)
for all u ∈ Wkp(D), all x ∈ D, and all polynomials p ∈ Pdk(D). We shall obtain
exponential approximation orders by appropriately relating the smoothness k
to the fill distance h. Therefore, we repeat some arguments from [7, Section 2]
taking special care of the k-dependence of the various constants involved.
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Dαu(y)(x − y)αφ(y)dy .
Here, Bρ is a ball relative to which D is star shaped and having radius ρ ≥
1
2ρmax, the largest radius of a ball relative to which D is star shaped. Further,
φ ≥ 0 is a C∞ “bump” function supported on Bρ satisfying both
∫
B φ(y)dy = 1
and max φ ≤ Cddiam(B)−d. For the remainder Rk := u − Qku we use a bound
from [2, Proposition 4.3.2], where the explicit constants can be found in [7,
Proposition 2.5]. As pointed out earlier, we are particularly interested in the
k-dependence of the constants. Further, we have to be careful about how the
constants depend on the domain, because in the next section, we will prove
estimates on a bounded Lipschitz domain  by decomposing  into domains
Dt star shaped with respect to a ball.
Lemma 2.1 Suppose that D ⊂ Rd is bounded, that is, D ⊂ B (xc, R), and star
shaped with respect to a ball B (xc, r), which implies that D satisfies an interior
cone condition with radius r and angle θ as given in (2). Suppose α ∈ Nd0 and
1 ≤ p < ∞. Then for all k ∈ N with k > |α| + dp + 1 if p > 1, or with k ≥ |α| + d
if p = 1,





for all u ∈ Wkp (D), where the constant Cd,p,θ depends only on the space dimen-
sion d, the angle θ , and on p, but not on k, u, α, δD or r.
Proof For |β| ≤ k − 1, we use the identity Dβ Qku = Qk−|β| Dβu from [2,
Proposition 4.1.17]. Then [7, Proposition 2.5] gives with the convention 00 = 1
in the case p = 1,
∥∥Dαu − Dα Qku∥∥L∞(D) =
∥∥Dαu − Qk−|α| Dαu∥∥L∞(D)
≤ cd,p(1 + γ )d d
k−|α|−1
(k − |α| − 1)!
×
(






D |Dαu|Wk−|α|p (D) ,
where the constant cd,p depends only on d and p. Using 1(k−|α|−1)! ≤ e
k
(k−|α|)! with
Euler’s constant e, we finally obtain
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Here we used the bound 1 ≤ γ ≤ csc ( θ2
)
from [7, Section 2.1.4], which implies
that we can find a constant cd,p,θ that depends on the domain D only via the




finishes the proof. 
unionsq
Note that here and in the following we suppose k > |α| + dp + 1 for 1 < p <
∞ only for technical reasons to simplify the k-dependence of the constants.
The condition k > |α| + dp is sufficient to derive a constant C depending on
k, p, d, θ and α such that
∥∥Dαu − Dα Qku∥∥L∞(D) ≤ Cδ
k−|α|−d/p
D |u|Wkp(D) .
Second, we shall use a local polynomial reproduction from [15] (see also [16,
Theorem 3.8]).
Theorem 2.2 Suppose D ⊂ Rd is bounded and satisfies an interior cone condi-
tion with angle θ ∈ (0, π/2) and radius r. Let  ∈ N0 and α ∈ Nd0 with |α| ≤ .
Suppose the set X = {x1, . . . , xN} ⊂ D and h > 0 with
h ≤ r sin θ
4 (1 + sin θ) 2 (4)
satisfy the condition that every ball B (x, h) ⊂ D contains at least one point in





j (x) = Dα p(x) for all p ∈ Pd (D) ,
2.
∑N









h−|α| ≤ 2h−|α| .
Remark 2.3 In the proof of the result in [15], h is only required to satisfy the
condition that every closed ball B (x, h) ⊂ D contains at least one point in
X. This condition is certainly satisfied if h is the fill distance hX,D. However,
when we later cover a domain  by local regions D, we may use the global fill
distance hX, instead of the local fill distances hX∩D,D.
Inserting the bounds of Lemma 2.1 and Theorem 2.2 into the estimate (3)
leads to the following result.
Theorem 2.4 Suppose D is bounded, and star shaped with respect to a ball,
which implies that D satisfies an interior cone condition with angle θ and radius
r. Then, for all sets X ⊂  and all h > 0 satisfying the conditions of Theorem











|u|Wkp(D) + 2h−|α| ‖u|X‖∞(X) (5)
provided that α∈Nd0 satisfies k> |α|+ dp +1 if 1< p<∞, or k> |α|+d if p=1.
The constant CS depends only on d, p and θ , but not on k, h, u, α, δD or r.
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Corollary 2.5 Under the assumptions from Theorem 2.4 we get for 1 ≤ q ≤ ∞

















For infinitely smooth functions f ∈ H (D), i.e., f ∈ Wkp (D) for all k ∈ N, we
obtain sampling inequalities as in Theorem 2.4 and Corollary 2.5 for almost
all k ∈ N. For such infinitely smooth functions, we shall now derive sampling
inequalities with exponential approximation orders by appropriately relating
the smoothness k to the fill distance h.
Theorem 2.6 Suppose that D ⊂ Rd is bounded, and star-shaped with respect to
a ball, which implies that D satisfies an interior cone condition with radius r and
angle θ . Suppose further thatH (D) consists of smooth functions f : D → R, i.e.,
for some 1 ≤ p < ∞ and all k ∈ N there exist numbers E (k) that may depend
on k, D, p and d such that for all u ∈ H (D),
‖u‖Wkp(D) ≤ E (k) ‖u‖H(D) .
If there are constants , CE > 0 such that E(k) ≤ CkEk(1−)k for all k ∈ N, then,
for all 1 ≤ q ≤ ∞, there are constants C and h0 > 0 such that for all data sets
X ⊂ D with fill distance h ≤ h0 the inequality
‖Dαu‖Lq(D) ≤ eC log(h)/
√
h‖u‖H(D) + 2δd/qD h−|α| ‖u|X‖∞(X)
holds for all u ∈ H(D). The constant C = √c0/4, with c0 = min
{
1, r sin θ4(1+sin θ)
}
,
depends only on , r and θ , but in particular not on d, α, X, h or u, while h0 may
depend on d, p, q, r, θ , α, δD,  and CE, but not on h, X or u.
Proof We use Stirling’s formula to estimate
1






If ‖u‖Wkp() ≤ CkEk(1−)k‖u‖H() holds for all k ∈ N, Corollary 2.5 gives with
c0 := min
{
1, r sin θ4(1+sin θ)
}






k−k ‖u‖H(D) + 2δd/qD h−|α| ‖u|X‖∞(X) , (7)














depends only on d, r, θ , δD, p,
q, CE and α, but not on k, h or u. If the fill distance h is sufficiently small, i.e.,
h ≤ c0 (|α| + 3 + d/p)−2 ,
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we can choose k ∈ N with k > |α| + 1 + d/p such that
c0
2k2
≤ h ≤ c0
k2
.
Using h−3|α|/2 ≤ e3|α|/
√


































, c0 (|α| + 3 + d/p)−2
}
we finally obtain for all h ≤ h0,
‖Dαu‖Lq(D) ≤ eC log h/
√
h ‖u‖H(D) + 2δd/qD h−|α| ‖u|X‖∞(X) ,
where the constant C := √c0/4 does not depend on d, X, h, u or α. 
unionsq
3 Estimates on Lipschitz domains obeying a cone condition
We now consider a domain  ⊂ Rd that is bounded, has a Lipschitz boundary
and satisfies a uniform interior cone condition with maximum radius Rmax and
angle φ ∈ (0, π/2). To decompose  into domains {Dt} that are star shaped
with respect to a ball we use a construction due to Duchon [3], described in
detail in [7, Section 2.2]. We define
θ := θ (φ) = 2 arcsin
(
sin φ
4 (1 + sin φ)
)
and Q (φ) := sin θ sin φ
8 (1 + sin φ) (1 + sin θ) .
Note, that θ = θ(φ) implies that Q(φ) depends only on φ. If k ∈ N and h > 0
satisfy
h ≤ Q (φ) Rmaxk−2




and r := sin φ
2 (1 + sin φ) R = 4









d : B (t, r) ⊂ 
}
,
and for t ∈ Tr,
Dt := {x ∈  : co ({x} ∩ B (t, r)) is contained in  ∩ B (t, R)} ,
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where co (A) denotes the convex hull of a set A. Then {Dt}t∈Tr is a covering
of  with several useful properties, which are summarized in the following
theorem.
Theorem 3.1 Narcowich et al. [7] With the notation introduced above, {Dt}t∈Tr
is a covering of , i.e.,  ⊂ ∪t∈TrDt, with the following properties:
• Each set Dt is star shaped with respect to a ball B (t, r) with B (t, r) ⊂ Dt ⊂
B (t, R) ∩ .
• Each set Dt satisfies an interior cone condition with radius r and angle θ .
• If we set Aφ := 4 1+sin θ(φ)sin θ(φ) > 1, and A˜φ := 2Q(φ) > 1, we have
Aφ · hk2 = r ≤ δDt ≤ 2R = A˜φ · hk2 .
• Let χS denote the characteristic function of a set S. Then there is a constant
M1 > 0 that depends only on φ and d such that
∑
t∈Tr
χDt ≤ M1 .
• There is a constant M2 > 0 that depends only on d, φ and vol () such that
the cardinality of Tr is bounded by
#Tr ≤ vol ()
vol (B (t, r))
≤ M2(hk2)−d .
We use this covering to derive sampling inequalities on the global domain
. From now on, we need a constant Cmin depending only on Rmax and φ, but
in particular not on d,
Cmin := min
{
1 , Qφ Rmax
}
. (8)
Theorem 3.2 Suppose  ⊂ Rd is bounded with Lipschitz boundary and satisfies
an interior cone condition with maximum radius Rmax and angle φ. Let α ∈ Nd0 ,
1 ≤ q ≤ ∞, and 1 ≤ p < ∞. Then there are constants CQ and CQ > 0 such that
for all k ∈ N with k > |α| + d/p + 1 if p > 1, or k ≥ |α| + d if p = 1, for all















where CQ and CQ depend only on d, φ, vol (), p, q and α, but not on k, h,
or u.
Proof As pointed out in [7, Section 2.2.1], by construction every ball B (x, h) ⊂
 contains at least one point in X. Thus, since h = hX, satisfies (4), the
results of Theorem 2.4 and Corollary 2.5 hold with this h. Hence, Corollary 2.5
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2 + 1)(M1/p1 +
1) do not depend on k, h, u orDt. In the last step, we used the identity (a − b) +
(b − a)+ = (a − b)+ for a, b ∈ R. 
unionsq
Remark 3.3 With the remark following Lemma 2.1, the estimate of Theorem
3.2 generalizes results of [6] to derivatives.
Corollary 3.4 Under the assumptions from Theorem 3.2, simply changing the










where C1 = CQ and C2 = 2A˜d/qφ M1/q2 do not depend on k, h, or u.
We shall now again relate h and k to derive exponential estimates. The
actual orders depend on the asymptotic behaviour of the embedding constants
E(k) from (1) for k → ∞.
Theorem 3.5 Suppose that  ⊂ Rd is bounded, has a Lipschitz boundary, and
satisfies an interior cone condition with a maximum radius Rmax and angle φ ∈
(0, π/2). Suppose further, that H () consists of smooth functions f :  → R,
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i.e., for some 1 ≤ p < ∞ and all k ∈ N there exist numbers E (k) that may
depend on k, , p and d such that for all u ∈ H (),
‖u‖Wkp() ≤ E (k) ‖u‖H() .
If there are constants 0 <  ≤ 1 and CE > 0 such that E(k) ≤ CkEk(1−)k for all
k ∈ N, then, for all 1 ≤ q ≤ ∞, there are constants C and h0 > 0 such that for all
data sets X ⊂  with fill distance h ≤ h0 the inequality
‖Dαu‖Lq() ≤ eC log(h)/
√
h‖u‖H() + C2h−|α| ‖u|X‖∞(X)
holds for all u ∈ H(). The constant C = √Cmin
/
4 depends only on , φ und
Rmax, but in particular not on d, α, h or u, while h0 may depend on d, p, q,
Rmax, φ, vol (), α,  and CE, but not on h or u. The constant C2 comes from
Corollary 3.4.
If there are constants CE > 0 and s ≥ 1 such that E(k) ≤ CkEksk for all k ∈ N,
then, for all 1 ≤ q ≤ ∞, there are constants C and h0 > 0 depending only on d,
p, q, Rmax, φ, vol (), α, s and CE such that for all data sets X ⊂  with fill
distance h ≤ h0 the inequality
‖Dαu‖Lq() ≤ e−
C
h1/(1+s) ‖u‖H() + C2h−|α| ‖u|X‖∞(X)
holds for all u ∈ H() with the constant C2 from Corollary 3.4.
Proof If ‖u‖Wkp() ≤CkEk(1−)k‖u‖H() for all k∈N, we use estimate (6) for k∈N
provided that k > |α| + 1 + d/p and h ≤ Cmin/k2 with the constant Cmin as












+‖u‖H() + C2h−|α| ‖u|X‖∞(X) , (11)
where the constant c = C1CEe depends only on d, R, φ, p, q and α, but not
on k, h or u. We choose k ∈ N, k > |α| + 1 + d/p, such that Cmin2k2 ≤ h ≤ Cmink2 .
That is always possible if h ≤ Cmin (|α| + 3 + d/p)−2. Then, using h ≤ 1 and
h−3|α|/2 ≤ e3|α|/
√





























+ depends only on d,























‖u‖H() + C2h−|α| ‖u|X‖∞(X) .
Setting C := √Cmin/4 finishes the proof of the first part.
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If E(k) ≤ CkEksk we can proceed along the lines of the first part and bound
the first term of the right-hand side (10) for k ∈ N with h ≤ Cmin/k2 and k >







)−d( 1p − 1q
)
+ ‖u‖H() , (12)
where the constant c˜ := C1eCE depends only on d, R, φ, p, q and α, but not on
k, h or u. We set T = min {Cmin, 1ec˜
}
, and choose k ∈ N, k > |α| + 1 + d/p such
that T2k1+s ≤ h ≤ Tk1+s holds. That is always possible if h ≤ T (|α| + 3 + d/p)−2.
We point out that the condition h ≤ Cmink2 is satisfied since s ≥ 1. Then
T
2 k
1−s ≤ hk2 ≤ T, and thus with G := ( 2T
)|α|+d( 1p − 1q
)
+ , and F := |α| (2 + s) +






we have for sufficiently small h ≤ h0, that is, for sufficiently







)−d( 1p − 1q
)












Remark 3.6 Suppose H () is a space of smooth functions with E (k) ≤ CkEksk
for all k ∈ N with some s ≥ 1. Under the assumptions of Theorem 3.5 we can
achieve convergence rates with a constant independent of the space dimension
d if we accept slightly worse approximation orders than the ones given in
Theorem 3.5, e.g., for all δ > 0 there is a constant Cδ that depends only on






‖u‖H() + C2h−|α| ‖u|X‖∞(X)
holds for all u ∈ H(), all α ∈ Nd0 and all sets X with fill distance h ≤ h0.
Proof We follow the proof of Theorem 3.5, but choose k ∈ N for sufficiently
small h such that
Cmin
2k1+s+δ










(1 + s + δ) ,
which depends only on δ, s, Rmax, and φ but not on the space dimension d. Then,
analogously to the proof of the first part of Theorem 3.5, we find a constant
V > 0 that depends only on d, R, φ, p, q, s, δ and α, but not on k, h or u such














for sufficiently small h. 
unionsq
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Since ‖u|X‖∞(X) ≤ ‖u|X‖Q(X) for all 1 ≤ Q ≤ ∞, we can replace the
∞ (X)-norm by any Q (X)-norm in all sampling inequalities derived so far.
However, using Theorem 3.2 in terms of the q (X)-norm, we can gain a
positive power of h in the discrete term from the term
(
hk2
)d/q by choosing k
smaller than required by the condition h ≤ Cmin
/
k2 . The general guideline is
that the worse the exponential rates of the first term, the better is the behaviour
of the discrete term for h → 0. Examplarily, we state the following result.
Corollary 3.7 Under the assumptions of Theorem 3.5, if E(k) ≤ CkEksk for all
k ∈ N with some s ≥ 1, then for all 1 ≤ q ≤ ∞, there are constants C, C˜ and
h0 > 0 such that for all sets X ⊂  with fill distance h ≤ h0 and for all u ∈ H()
‖Dαu‖Lq() ≤ e−
C
h1/(1+s) ‖u‖H() + C˜h−|α|h dq (1− 21+s ) ‖u|X‖q(X) ,
where C, C˜ and h0 may depend on d, q, R, φ, α, s and CE, but not on h or u.
Proof With the notations of the proof of Theorem 3.5, the first term of the
right-hand side of (9) can be treated as before by simply replacing C1 by CQ.






= C˜h−|α|h dq (1− 21+s ) . 
unionsq
4 Estimates on compact cubes
In this section, we shall prove estimates on compact cubes. Since the orienta-
tion can be adjusted by rotation, we restrict ourselves to axial parallel cubes
and use the notation
W (x0, R) :=
{
x ∈ Rd : ‖x − x0‖∞ ≤ R
}
for a compact cube with center x0 ∈ Rd and side length 2R > 0. To derive
estimates on compact cubes, we follow the paths of the previous sections.
Here, we can use a polynomial reproduction from [16, Theorem 11.21], which is
based on [5, Lemma 1]. The result derived in [16, Theorem 11.21] is stated with
h taken to be the fill distance of X in . In the proof, however, h is again only
required to satisfy the condition that every closed ball B (x, h) ⊂  contains
at least one point in X. Following the proof, we can choose the constant
C0 = R6γd . That said, we have the following result.
Theorem 4.1 Let  be a compact cube in Rd with side length 2R > 0 and center
x0 ∈ Rd, and let  ∈ N. Suppose X = {x1, . . . , xN} and 0 < h ≤ R6γd satisfy the
condition that every closed ball B (x, h) ⊂  contains at least one point in X.
Then there are functions a j :  → R satisfying
• ∑Nj=1 a j(x)p(x j) = p(x) for all x ∈  and all p ∈ P(Rd),
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• ∑Nj=1
∣∣a j(x)
∣∣ ≤ e2dγd(+1) for all x ∈  .
The numbers γd are defined recursively by γ1 = 2 and γd = 2d(1 + γd−1) ≥ 2dd!.
For any cube D with diameter δD, Lemma 2.1 gives in the special case α = 0
the bound





where Cd,p now depends only on d and p, since cubes satisfy cone conditions
with a fixed angle. If we insert this estimate and the bound from Theorem 4.1
into the estimate (3) we find
‖u‖L∞(D) ≤
Ckδk−d/pD
k! |u|Wkp(D) + c
k ‖u|X‖∞(X∩D) ,













The constants C = 2Cd,pe4dγd and c = e4dγd depend now only on d and p. To
derive estimates for arbitrary embedding constants E (k), we use a covering
of the big cube  with axially parallel small cubes Dt. A similar approach can
be found in [6]. We start with a compact cube  in R1 with center x0 and side
length 2R, i.e.,  = [x0 − R, x0 + R]. For h ≤ R6γdk , k ∈ N, we set r := 6γdhk ≤
R, and define the set of centers
T(1)r := {t ∈ 2rZ : W (t, r) ⊂ } ∪ {x0 − R + r , x0 + R − r} .
For t ∈ T(1)r we set D(1)t = W (t, r) ⊂ R. Then {D(1)t }t∈Tr is a covering of , i.e.,⋃
t∈Tr D
(1)
t = , where the diameters are given by δD(1)t = 2r, no point in  lies
in more than three small cubes, i.e.,
∑
t∈Tr χD(1)t ≤ 3, and the number of cubes is
bounded by #T(1)r ≤ 3
( R
r
) ≤ R2γd (hk)−1. Inductively, we find by a tensorization
argument the following result for compact cubes in Rd.
Theorem 4.2 Suppose  = W (x0, R) ⊂ Rd is a compact cube with side length
2R. For h ≤ R6γdk we set r := 6γdhk. Then there is a covering {D
(d)
t }t∈T(d)r with a







• For all t ∈ T(d)r , the set D(d)t is a compact cube with center t ∈ T(d)r and side






t∈T(d)r χD(d)t ≤ 3d.
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As in the previous section we find the following estimate on the compact
cube  covered by the cubes {Dt} from Theorem 4.2. We shall skip the super-
index (d) from now on.
Theorem 4.3 Suppose  ⊂ Rd is a compact cube with side length R. Then, for
all 1 ≤ q ≤ ∞, and all 1 ≤ p < ∞, there are constants CW, CW > 0 depending









+ |u|Wkp() + CkW(hk)d/q ‖u|X‖q(X) (13)
for all u ∈ Wkp (), provided that k > dp + 1 if p > 1, or k ≥ d if p = 1, and
all data sets X ⊂  with fill distance h := hX, ≤ R6γdk . The constants can be
chosen as






d (R + 1)









As in the case of domains obeying a cone condition we get the following
corollary.









+ |u|Wkp() + Ck4 ‖u|X‖∞(X) (14)




d (R + 1)
)d/q
> 1.
Now we can derive exponential approximation orders. Again, the actual
orders depend on the asymptotic behaviour of the embedding constants E(k)
from (1) for k → ∞.
Theorem 4.5 Suppose  ⊂ Rd is a compact cube with side length R. Suppose
further, H () consists of smooth functions, i.e., for some 1 ≤ p < ∞ and all
k ∈ N there exist numbers E (k) that may depend on k, R, p and d such that for
all u ∈ H (),
‖u‖Wkp() ≤ E (k) ‖u‖H() .
If there are constants CE > 0, and 0 <  ≤ 1 such that E(k) ≤ CkEk(1−)k for all
k ∈ N, then for all 1 ≤ q ≤ ∞, there exist constants C, C˜, and h0 > 0 such that
for all data sets X with fill distance h ≤ h0 the estimate
‖u‖Lq() ≤ eC log(h)/h ‖u‖H() + eC˜/h ‖u|X‖∞(X)
holds for all u ∈ H (). The constants C, C˜ and h0 depend only on d, R, p and
q, but not on u or h.
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If there are constants CE > 0 and s ≥ 1 such that E(k) ≤ CkEksk for all k ∈ N,
then, for all 1 ≤ q ≤ ∞, there exist constants C˜, C, h0 > 0 such that for all data
sets X with fill distance h ≤ h0
‖u‖Lq() ≤ e−C/
s√h ‖u‖H() + eC˜/
s√h ‖u|X‖∞(X)
holds for all u ∈ H (). The constants C, C˜ and h0 depend on d, R, p and q, but
not on u or h.










+k(1−)k ‖u‖H() + Ck4 ‖u|X‖∞(X) ,




)k ≥ ( ke
)k



















, and choose k ∈ N, k > 1 + d/p,





























hB/(2h) ‖u‖H() ≤ hB/(4h) ‖u‖H() .
(15)
Choosing C = B/4 and C˜ = B log C4 finishes the first part.
If E(k) ≤ CkEksk for all k with some s ≥ 1, the first term of the right-hand


















, and choose k ∈ N, k > 1 + d/p
such that B2ks ≤ h ≤ Bks . That is possible if h ≤ B3+d/p , and then the condition






































and C˜ = s√B log C4 finishes the proof. 
unionsq
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Again, the ∞-norm can be replaced by any Q-norm for 1 ≤ Q ≤ ∞.
However, in this case the particular choice of the q-norm as in Theorem 4.3
does not lead to a significantly better behaviour of the discrete term due to the
exponential factor CkW .
5 Kernels and native spaces
In this section, we will provide two famous examples of Hilbert spaces of
infinitely smooth functions, namely the native Hilbert spaces of Gaussian and
inverse Multiquadric kernels. In the case of a positive definite radial basis
function K which possesses a Fourier transform Kˆ the native Hilbert space,
which is the uniquely determined reproducing kernel Hilbert space of K, is
defined via [16, Theorem 10.12]
NK(Rd) =
⎧⎨


















f ∈ NK(Rd) : f | = 0
}⊥NK
:={f | : f ∈NK(Rd) and ( f, g)NK(Rd) =0 for all g∈NK(Rd) s.t. g| =0
}
.




f ∈ L2(Rd) : fˆ (·)
(








‖ fˆ (·) (1 + ‖ · ‖22
)k/2 ‖L2(Rd) ≤ ‖u‖Wk2 (Rd) ≤ ‖ fˆ (·)
(
1 + ‖ · ‖22
)k/2 ‖L2(Rd) .
The constant 22k is absorbed into the CkE term of the embedding constants
E(k), which does not influence the approximation orders, but only the con-
stants C˜ and h0 in Theorems 2.6, 3.5 and 4.5 and the associated corollaries and
remarks. Since we do not take much care about factors 4 in these constants,
we may as well use this definition of Sobolev spaces. Note that for  = Rd for
infinitely smooth kernels an upper bound for E (k) is given by
E (k)2 ≤ sup
x∈Rd
∣∣∣Kˆ (x) (1 + ‖x‖22
)k∣∣∣ = sup
x∈Rd
∣∣∣(Id − )k K(x)
∣∣∣ . (17)
Therefore, the theory presented here for native spaces of smooth radial basis
functions appears to be closely related to classical interpolation in native
spaces of smooth kernels (see Section 6) as considered in [19], where the
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exponential approximation orders turn out to depend on the asymptotic





∣∣∣Dβx Dνy K (x, y)
∣∣∣
for k → ∞, where Dαz denotes the α-th derivative with respect to the
variable z.
To treat bounded domains , we use the following property of native spaces.
By [16, Theorem 10.46], every f ∈ NK() has an extension E f ∈ NK(Rd) with
‖E f‖NK(Rd) ≤ ‖ f‖NK() .
Thus we have for f = E f | ∈ NK() for all k ∈ N, with the bound on the
embedding constant E(k) on Rd as given in (17),
‖ f‖Wk2 () ≤ ‖E f‖Wk2 (Rd) ≤ E(k)‖E f‖NK(Rd) ≤ E(k)‖ f‖NK() . (18)















4c2 dω < ∞
}
.
We show in Appendix, Theorem 7.5 that there is some CE > 0 depending only







d) with ‖ f‖Wk2 (Rd) ≤ CkEkk/2‖ f‖NG(Rd) ,






, for β > d/2 .








d) and ‖ f‖Wτ2 () ≤ CkEkk‖ f‖NM() (19)
with a constant CE > 0 that depends only on β and d. Now we are able to apply
the sampling inequalities from Theorems 2.6, 3.5 and 4.5 and the associated
corollaries and remarks to the native Hilbert spaces of Gaussians and inverse
multiquadrics, e.g., we have
Corollary 5.1 Under the assumptions from Theorem 4.5 and with the constant
EG(k) = CkEkk/2 (see Appendix, Theorem 7.5) we obtain for all u ∈ NG()
‖u‖Lq() ≤ eC log(h)/h ‖u‖NG() + eC˜/h ‖u|X‖∞(X) .
Analogously with EM(k) ≤ CkEkk (see Appendix, Theorem 7.6) we find for all
u ∈ NM()
‖u‖Lq() ≤ e−C/h ‖u‖NM() + eC˜/h ‖u|X‖∞(X) .
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6 Application to smoothed interpolation
As an application of the results derived in the previous sections, we con-
sider (possibly regularized) kernel based interpolation in the native space.
To start with, we briefly summarize the problem. One is given centers X =
{x1, . . . , xN} ⊂  ⊂ Rd and data ( f1, . . . , fN)T ∈ RN generated by an unknown




, 1 ≤ j ≤ N. Here, NK() denotes the
native Hilbert space of a positive definite radial basis function K. One has to
solve the system
(K + λId) b = f |X , (20)
with K = (K(xi − x j)
)
i, j=1...N to build an approximant
sλ,X,K( f )(·) :=
∑
x j∈X
bjK(·, x j) .
Classical interpolant arises as a special case, namely for λ = 0. We follow the
paths of [17, Section 3], where recovery in a setting of finite smoothness is
considered. However, in the case of infinitely smooth functions, regularization
is even more important due to the bad condition of the Gram matrix K [9].
We know from [17, Proposition 3.1] the following stability and consistency
properties of the approximant,
‖sλ,X,K( f )‖NK() ≤ ‖ f‖NK()
‖sλ,X,K( f )|X − f |X‖∞(X) ≤
√
λ‖ f‖NK() . (21)
Theorem 6.1 If  is a compact cube with side length R, then for all 1 ≤ q ≤
∞, there exist constants h0, C, C˜ > 0 such that for all data sets X ⊂  with
fill distance h ≤ h0 and for all f ∈ NG() in the native space of a Gaussian
kernel G,
‖ f − sλ,X,K( f )‖Lq() ≤
(
2eC log(h)/h + √λeC˜/h
)
‖ f‖NG() .
For all data sets X ⊂  with fill distance h ≤ h0, and all f ∈ NM() in the native
space of an inverse multiquadric kernel we have





The constants C, C˜ and h0 come from Theorem 4.5.
Remark 6.2 In the case λ = 0, i.e., the standard interpolation we obtain the
well known orders for interpolation with Gaussian and inverse multiquadric
kernels on compact cubes [16].
122 C. Rieger, B. Zwicknagl
Proof of Theorem 6.1 For Gaussian kernels Theorem 4.5 and estimates
(21) give
‖ f − sλ,X,K( f )‖Lq() ≤ eC log(h)/h‖ f − sλ,X,K( f )‖NG()
+eC˜/h‖sλ,X,K( f )|X − f |X‖L∞(X)
≤
(
2eC log(h)/h + √λeC˜/h
)
‖ f‖NG() ,
and similar considerations apply to the inverse multiquadrics. 
unionsq
From here on we restrict ourselves to the case of Gaussian kernels since all
results can be carried over to inverse multiquadrics easily. We write abbrevi-
ately N := NG. Theorem 6.1 suggests an a priori choice of the regularization
parameter λ, which we state in the following corollary.








the approximation error on
a compact cube  is bounded by
‖ f − sλ,X,K( f )‖Lq() ≤ 3eC log(h)/h‖ f‖N () .
We point out that we achieve the same approximation order for regularized
kernel-based interpolation in the native space on cubes as is known for inter-
polation [16], provided the regularization parameter λ is chosen appropriately.
For Lipschitz domains obeying a cone condition, we can proceed similarly
employing Theorem 3.5.
Theorem 6.4 If the bounded domain  has a Lipschitz boundary, and satisfies
an interior cone condition with a maximum radius R and angle φ, then for all
1 ≤ q ≤ ∞, there exist constants C, C2 and h0 > 0 such that for all data sets
X ⊂  with fill distance h ≤ h0 and all f ∈ NG()









‖ f‖N () .
Here the constants C and C2 depend only on φ, α, d and q but not on h or f .
The constant C crucially influencing the speed of convergence of eC log(h)/
√
h
for h → 0 is given as C = √Cmin/4 with the constant Cmin as defined in (8).
Thus, it depends only on the parameters of the cone condition and in particular
not on the space dimension d or α. This a great advantage compared to
the well known error estimates on compact cubes, where the constants grow
exponentially with the space dimension. Again, we can choose λ appropriately
a priori to obtain the same approximation orders as for classical interpolation.
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Corollary 6.5 If we choose λ ≤ C−22 e2C log(h)/
√
hh2|α|, the approximation error
for regularized interpolation is for all sets X ⊂  with fill distance h ≤ h0
bounded by
‖ f − sλ,X,K( f )‖Lq() ≤ 3eC log(h)/
√
h‖ f‖N () .
This shows that we can improve the condition number of the system (20) at
least to the value of λ = C−22 e2C log(h)/
√
hh2|α| instead of e−c/q2 for the Gaussian
kernel [16] and still get good approximation orders. We point out that we get
rid of the separation distance
q := qX := 12 min1≤i, j≤N ‖x j − xi‖2 ,
which can spoil the condition number in case of badly distributed points.
7 Application to support vector machines
In many kernel-based machine learning algorithms, such as support vector
machines, infinitely smooth kernels are quite popular. The most important
examples are Gaussians and infinite dot product kernels [4]. Since dot product
kernels have been treated in the more general context of power series kernels
[19], we restrict ourselves to the native spaces of Gaussian kernels but the
results can be easily carried over to other spaces of infinitely smooth function.
We consider exemplarily the following optimization problem, the so called
ν-support vector regression (SVR) [12], in Hilbert space formulation. Vapnik’s
-intensive loss function [13]
|x| =
{
0 if |x| ≤ 
|x| −  if |x| >  ,









∣∣ f (x j
) − y j
∣∣

+ ν + 1
2C
‖ f‖2NK() . (22)
We point out that we use a slightly different notation in this section, which
comes from the machine learning literature. In particular, the character C
denotes a problem parameter rather than a (generic) constant. The solution of
the regression problem (22) can be computed by solving a finite dimensional
optimization problem (see [12] for details).
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7.1 Exact data
In the case of exact data given data y ∈ RN , generated by a function f ∈ NK()




) = y j for j = 1, . . . , N, (23)
a solution ( f ∗, ∗) of the ν-SVR (22) exists and satisfies the estimates [8]
‖ f ∗‖NK() ≤ ‖ f‖NK() and
‖ f ∗|X − y‖∞(X) ≤
N
2C
‖ f‖2NK() − ∗ · (Nν − 1) . (24)
As in the previous section, we restrict ourselves to the case of Gaussian kernels
and write again abbreviately N := NG. Applying Theorem 4.5 to the error
function yields with estimates (24) the following bound.
Theorem 7.1 Let  be a compact cube with side length 0 < 2R < ∞. Then,
for all 1 ≤ q ≤ ∞, there are constants a, b > 0 such that for all training sets
X ⊂  with fill distance h ≤ h0 a solution ( f ∗, ∗) of the optimization problem
(22) satisfies
‖ f − f ∗‖Lq() ≤ 2ea log(h)/h‖ f‖N () +
N
2C
eb/h‖ f‖2N () + (1 − Nν)∗eb/h .
The constants a and b depend only on d, R and q, but not on f , N or h.
As in the case of smoothed interpolation, the error bound suggests some
parameter choices.






b − a log(h)
h
)





‖ f − f ∗‖Lq() ≤ 3ea log(h)/h‖ f‖N () . (25)
Following [12], choosing the parameter ν ≥ 1 ensures a non-trivial solution
f ∗. Since the error analysis for trivial solutions f ∗ is not very interesting, this
seems to be a reasonable assumption.
For learning on general domains satisfying an interior cone condition we
can proceed similarly applying Theorem 3.5 to the error function.
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Theorem 7.3 Suppose  ⊂ Rd is bounded with a Lipschitz boundary, and
satisfies an interior cone condition with a maximum radius R and angle φ. Let
( f ∗, ∗) be a solution of (22). Then the approximation error can be bounded by
‖ f − f ∗‖Lq() ≤ 2eA log(h)/
√
h‖ f‖N () + C2 N2C ‖ f‖
2
N () − C2(Nν − 1)∗ .
Here the constant A depends only on φ, and R, but not on d, N, h, α, q or f .
The constant C2 comes from Corollary 3.4. If we choose the parameters as




h‖ f‖N () and ν ≥ 1N ,
we get the estimate
‖ f − f ∗‖Lq() ≤ 3eA log(h)/
√
h‖ f‖N () . (26)
7.2 Inexact data
We now consider the case of inexact given data, i.e., the data y generated by a




) = y j + r j for j = 1, . . . , N, and f ∈ N () , (27)
where r = (r1, . . . , rN) describes some additive error with error level δ
satisfying
‖r‖∞(X) ≤ δ ≤ ‖ f‖N () .
Our error analysis is purely deterministic, i.e., there are no assumptions
concerning the error distribution. Again we have to bound both the native
space norm and the discrete norm. Following [8] we have for a solution ( f ∗, ∗)
and any  > 0,





|r j| + 2Cν + ‖ f‖2N () and
‖ f ∗ − y‖∞(X) ≤
N∑
j=1
|r j| + νN − ∗ · (Nν − 1) + N2C‖ f‖
2
N ().
We shall restrict ourselves to the case of general Lipschitz domains, but
similar results can be obtained on cubes using the appropriate sampling
inequalities from Section 4. Theorem 3.5 immediately yields the following
error bound.
Theorem 7.4 Suppose  ⊂ Rd is bounded with Lipschitz boundary, and satis-
fies an interior cone condition with a maximum radius R and angle φ. Then, for
all 1 ≤ q ≤ ∞, there are constants D and h0 > 0 such that for all sets X ⊂ 
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with fill distance h ≤ h0, for all  > 0 and all f ∈ N () a solution ( f ∗, ∗) of
(22) satisfies under the assumption (27),






















Here, the constant C2 comes from Theorem 3.5, D depends only on the
parameters of the cone condition, and h0 depends on φ, R, d and q, but not
on h, f , δ or N. If we choose




,  = δ , ν = 1
N
,
then for sufficiently small h, any solution ( f ∗, ∗) satisfies






h‖ f‖N () + 2C2δ . (28)
Note that bounds like (28) allow excellent bounds on the number of training
samples required in the worst possible case to get required prediction quality.
Acknowledgements We would like to thank Professor Robert Schaback for helpful discussions
and his continued support. Further thanks go to the referee for several valuable comments.
CR was supported by the Deutsche Forschungsgemeinschaft through the Graduiertenkolleg 1023
Identification in Mathematical Models: Synergy of Stochastic and Numerical Methods. BZ would
like to thank the German National Academic Foundation (Studienstiftung des deutschen Volkes)
for their support.
Open Access This article is distributed under the terms of the Creative Commons Attribution
Noncommercial License which permits any noncommercial use, distribution, and reproduction in
any medium, provided the original author(s) and source are credited.
Appendix: Embedding constants






all k ∈ N











2 ‖ f‖NG(Rd) .
Proof From the definition of the spaces in Section 5 we see that we have to
derive the following estimate







)− d2 e− r4c2
= E2(k) (2c2) d2 e r4c2 ,
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(1 + r)k ≤ E˜(k)2e r4c2






≤ (max{c−d, 1}) k2 E˜(k) .
We split our analysis into two parts. For r ≤ 1 we see that (1 + r)k ≤ 2k and
e
r
4c2 ≥ 1, hence E˜(k)2 = 2k will work in this case. For r > 1 things are more
complicated. First we make the observation (1 + r)k ≤ 2krk. If we change




)k = (8c2)k rk ≤ E˜ (k)2 er ⇔ k ln (8c2) + k ln r ≤ r + ln E˜(k)2 .
We shall consider the function
f : (1,∞) → R+, r → r + ln E˜(k)2 − ln k
(
8c2
) − k ln r
and compute its minimum. Easy calculation yields
f ′(r) = 1 − k
r





(r) = 0 implies r = k we see that the global minimum is attained for













will be sufficient to ensure positivity of f .
















(1 + r)k ≤ E˜(k)2e r4c2 for all r ∈ [0,∞) . 
unionsq




with β > d2 ,





and all k ∈ N








where the constants C1, C2 > 0, depending only on β, c and d, are defined in
the proof.
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where Kσ denotes the modified Bessel function of third kind. As in the case of
Gaussians it suffices to check for this choice for E(k) if the inequality
(







holds for all r ≥ 0. Again we split our analysis into two parts: r ∈ [0, 1] and
r > 1. In the case r ∈ [0, 1] we use that







is a positive and continuous mapping since the singularity of the Bessel
function at 0 is of order β − d2 [14]. Further, the function g is nonincreasing for
r > 0 [16, Cor. 5.12], so the function 1g is nondecreasing, hence the minimum of
1
g is reached for r = 0. This minimum is given by
C1 := c
2β−d · 2d/2 · (β)
 (β − d/2) .
Since (1 + r2)k ≤ 2k for r ∈ [0, 1] we can conclude that E(k)2 = 2kC1 is sufficient
in the first case.






≥ r−β+ d−12 · cβ− d+12 · (2π)−1/2ecre− (β−d/2)22cr .
Since r > 1 and β > d2 easy calculations yield the bounds
e−
(d/2−β)2
2cr ≥ e− (d/2−β)22c and






If we use (1 + r2)k ≤ 2kr2k, we have to determine E(k) such that for all r > 1








≥ 0 , where











We find f ′(r) = − 2kr + c2 and f ′′(r) = 2kr2 . This gives rmin = 4k/c and
f (rmin) = ln C˜ + ln E(k)2 + 2k − 2k(ln(2)/2 + ln(k) + ln(4/c)) .
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Thus, for E (k)2 ≥ C˜−12ke−2k ( 4c
)2k
k2k the function f is positive. This yields
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