Parameter estimation is generally based upon the maximum likelihood approach and often involves regularization. Typically it is desired that the results be unbiased and of minimum variance. However, it is often better to accept biased estimates that have minimum mean square error. Bayesian inference is an attractive approach that achieves this goal and incorporates regularization automatically. More importantly, it permits us to analyse experiments in which both the system response and the independent variables (time, sensor position, experimental conditions, etc) are corrupted by noise and in which the model includes nuisance variables. This paper describes the use of Bayesian inference for an apparently simple experiment which is, in fact, fundamentally difficult and is compounded by a nuisance variable. By presenting this analysis we hope that members of the inverse community will see the value of applying Bayesian inference.
Introduction
Let a system, S, have a measurable response, R, that is R = S(x, t, p), where x denotes spatial position, t denotes time and p denotes parameters. A model M is to be constructed that is presumed to accurately reflect the system's behaviour such that R = M(x, t, P , , N ), where P and represent parameters that are known and to be estimated, respectively, and N represents nuisance parameters which affect the model but which we are not interested in estimating. Obviously we could estimate both and N , but this would generally require more data and for many cases create additional instabilities in the solution. The classification of a parameter as belonging to P, or N depends upon the specific situation.
The sensitivity of the response to the parameters can be best characterized by the relationship between their uncertainties through the usual equation for variance, written here for two parameters, θ 1 
Equation (1) is also used to estimate how uncertainties in the parameters propagate to any quantity, R, even if R is not a measurable response but only some function of . For example, in heat transfer experimental measurements can be used to estimate the thermal diffusivity, α, which is equal to the ratio of the thermal conductivity, k, to the product of the density, ρ, and the specific heat, c p . The uncertainty in k = αρc p is then estimated from equation (1) with R = k and θ 1 = α, θ 2 = ρ, θ 3 = c p .
In the following we focus on estimating the parameters, not functions of them, e.g. α, from measured responses and we denote these measurements as D, the data. (Note that in using equation (1) one needs ∂R/∂θ not ∂D/∂θ, thus emphasizing the fundamental difference between R and D.) Given the statistics of the parameters, , standard statistical techniques can be used to obtain the statistics of any function of the parameters.
If the measured response is noisy, i.e. σ (D) > 0, then the uncertainty in the parameters, σ (θ), is inversely proportional to the sensitivity ∂R/∂θ. While it is axiomatic that parameters should be estimated only for cases in which the sensitivity is high, there are many cases in which the sensitivities are unavoidably small, the resulting uncertainty in the parameters is large and the stability of the estimation methods is poor. Most methods involve some form of regularization to stabilize the solution and then appeal to conventional statistics to define the resulting estimates in terms of point values, i.e., average values and confidence limits [2] . For many problems this approach suffices, particularly when the errors are known to have a normal distribution and the model is linear or nearly so in terms of the parameters. In some situations this characterization is insufficient to accurately define the uncertainty of the estimates.
In this paper, we advocate the use of Bayesian inference, sometimes referred to as stochastic (or statistical) regularization [3, 4] , for estimating parameters. Our goal is to show that, compared to the usual least-squares approach, it offers the ability to include prior knowledge, is more flexible, gives more knowledge about the estimated parameters and can be implemented at reasonable expense.
Bayesian inference
When estimating parameters, Bayesian inference can be depicted as prior estimates + experimental data ⇒ improved estimates.
Our knowledge about the parameters is encapsulated in their probability density distributions, π( ), for the probability density distribution for our prior knowledge (we have used the notation π( ) for the prior to emphasize its unique role in the inference process) and p( |D) the posterior probability density as conditioned by the data, D. Bayesian inference is based upon Bayes' relation for conditional probabilities relating the data, D, the parameters, , and the conditions under which the experiment was conducted, U, by
where the notation |U indicates that posterior distribution is affected not only by the specific conditions of the experiment, e.g. ambient temperature, but also by all of the specifics of the model of the system, e.g., constant or temperature dependent properties. When reporting estimates of parameters, whether obtained by Bayesian inference, maximum likelihood or other techniques, the constraints associated with U should be reported, although, sadly enough, this is rarely done by experimentalists. C is a normalizing constant to ensure that the posterior probability is proper, that is, its integral with respect to over the range of is unity. The measured responses are assumed to be the result of a corruption of the response of the deterministic model by noise. Typical noise corruption is of the form
Since M( ) is a deterministic quantity, the probability density function of the data D, p(D| , U ), is simply that of the noise p( ) where
is called the 'likelihood' since it is a measure of the probability of the actual data, D, being obtained for any specific values of the parameters . It is important to note that the likelihood is a probability distribution with respect to D, but not with respect to , i.e., one cannot integrate the likelihood with respect to .
A good introduction to Bayesian statistics is Bolstad [5] , a comprehensive and detailed coverage can be found in O'Hagan and Forster [6] , and an excellent description of the use of Bayesian inference in engineering and scientific studies is given by [7] .
Historically there were arguments about the Bayesian approach between classical statisticians and Bayesians, but these have been largely put to rest [6, 8] . An excellent recap of the convergence of the two approaches and yet their differences in application was given by Efron [9] . Papers based on Bayesian inference are being published at an ever increasing rate. However, there remains in some people's views uneasiness about its rigour and questions about its practicality. These views are related to the specific form of the priors and the difficulty in computing the normalizing constant C which involves integrating over all of the parameters. When estimating many parameters this may be computationally expensive, particularly if the range of the parameters is large, e.g., −∞ θ ∞ and the posterior is complex. For most engineering and scientific problems the number of parameters is generally not large, usually less than 10, and standard quadrature approaches can be used [10] . For the cases often treated by statisticians with a large number of parameters, e.g., image reconstruction [11] , Monte Carlo integration or variants such as Markov chain Monte Carlo methods [12] as demonstrated in [13] or other variance reducing techniques have been successfully used [12, 14] . With modern computing power, evaluating C is no longer a serious drawback to Bayesian inference.
The concern about the specific form of the priors still remains. In the early days of Bayesian inference when there was limited computing power, special priors were used that made analytical integrations possible, these are referred to as conjugate priors, and their use was based upon the ease of obtaining analytic solutions to the posterior, not upon their appropriateness for the problem under investigation. The selection of priors is still of interest to statisticians and there is a large body of information concerned with the elicitation of priors that are appropriate to the analysis being conducted [15, 16] . Reference [16] has some particularly cogent comments about the relationship between elicitation, the model and the need to accurately define the constraints, U.
Although there is a wide variety of priors used by statisticians, e.g., gamma, inverse gamma, beta, and what are known as 'uninformative priors', i.e., those placing the least constraints upon the parameters (with some controversy still extant about the proper form of 'uninformative priors' [6, 8] ), engineers and scientists generally have reasonable prior estimates of the parameters sought and their probability distributions.
This prior information can come from preliminary experiments, reference data and published correlations. In addition, parameters related to physical properties are often reported in the form of means and standard deviations or are bounded by physical restrictions. For example, properties are often restricted to positive values and radiant emissivity is limited to the range 0 to 1. Consequently there is far less ambiguity and uncertainty about the prior distributions.
When Bayesian inference is used for parameter estimation, the process has several attractive features.
Robustness and sequential data
Engineers and scientists are not usually specifically interested in the precise form of the posterior. Generally, point estimates such as the mode, mean and variance are found to be sufficient. By robustness is meant that the posterior distribution is independent of the prior, or at least that the statistics of the posterior distribution are independent of the prior. Consider data taken in sequential experiments with D 1 being the first set of data and D 2 the second set. If the data are independent, equation (2a) can be written as
The posterior pdf from the first set of data, D 1 , is now the prior pdf for the second set of data, D 2 . When used to estimate the parameters of a dynamic system, equation (4) leads to the Kalman filter [8, 17] . As more data are obtained, the effect of the prior diminishes. If only a limited number of data are available, one must investigate the effect of various priors to demonstrate robustness or must report that the conclusions are conditional upon the specific prior used.
Note that since the measured response is presumed to be a corruption of the deterministic model response, p(D| , U ) is a function of the noise. Neither the form of the noise nor the specific experiment used in obtaining D 2 need be the same as that for D 1 .
A good example of Bayesian inference is the estimation of the mean of a property using n independent measurements, d i , 1 i n, that are corrupted by noise which has a normal distribution with a mean of zero and standard deviation σ . Let d = d i /n be the sample mean and assume that our prior pdf for the true mean, m, is a normal distribution about an expected value M with a standard deviation of δ. Substitution into equation (2a) and evaluating C yields the normally distributed posterior
with
The maximum a posteriori estimate (the mode of the posterior)m and the expected value E[m|m] arê
is biased since it does not equal the true mean, m. As the number of measurements increases, σ 2 /n approaches zero andm → m, with the effect of M approaching zero, i.e., E[m|m] is asymptotically unbiased. The rate at which the importance of the prior vanishes is a function of (σ 2 /n)/δ 2 . If one attaches a high weight to the prior knowledge, i.e., δ → 0, the experiment has little effect unless σ is very small, i.e., very little experimental noise, or n → ∞. On the other hand, a vague prior, δ 0, will give primary credence to the experiment.
Credible intervals
If one is content with characterizing by the mode of the posterior, then it is only necessary to find the maximum of the numerator of equation (2a). It is generally accepted that a better representation ofˆ is the mean,ˆ = p( |D, U ) d . Furthermore, specifying either the mode or the mean without an estimate of the confidence limits is unsatisfactory. Bayesians refer to these limits as high posterior density (HPD) limits or credible intervals. Figure 1 depicts the determination of the 95% credible interval from a typical posterior pdf. Clearly the credible intervals are strongly affected by the precise form of the posterior and are thus likely to be more sensitive to the priors than is the mode.
Marginalization
Although the true values of the parameters, = θ 1 , . . . , θ d , may be independent, their estimates,ˆ =θ 1 , . . . ,θ d , may not be. prior which limited the emissivity to the range 0 1 and a non-informative prior for H over the range 0 H ∞. 3 The figure shows that the estimates of H and are correlated and biased. The true values are H = 1 and = 0.9. The bias can be reduced by either reducing the noise in the measurements or by increasing the number of data pointssee section 3 for additional comments. The correlation arises because the cooling is the sum of convective and radiative heat transfer. Thus a change in H can be compensated for by a change in . At 95% confidence, there is considerable latitude in choosing values of H and that give equally good fits of the model to the data. If a value of H other than the most probable value, marked by the square, is chosen, then the value of must differ from its most probable value to maintain the agreement between the predictions of the model and the measured data.
To draw conclusions about the effect of a specific parameter, we need to eliminate the contribution to the uncertainty in the conclusions due to the other variables. This is done by marginalizing (integrating out the other parameters), thus allowing the other variables to take on any values in their space of probable values. The marginalized posterior is given by
where −i refers to all components of except for θ i . The marginal distribution of is shown in figure 2 (b) along with the credible intervals. The distortion of the marginal near = 1 because of the restriction 0 1 is quite evident.
Nuisance variables
An important feature of Bayesian inference is the ability to treat 'nuisance variables' in a rigorous way. These are variables or parameters that are in the model, but are not of specific interest, and in fact are generally assumed to be of little importance in the estimation of the other parameters or in the conclusions to be drawn from these estimates. In the above example of the cooling sphere, the ambient air temperature, T air , and the temperatures of the surrounding surfaces to which the sphere radiated, T R , were assumed to be uncertain. These variations were not felt to substantially affect the estimates of H and and they were eliminated by marginalizing using
A prior for the nuisance variable must be specified in order to obtain p( , N |D, U ). Priors range from the noninformative to highly specific pdfs. In this case uniform priors over the range ±0.1 times the nominal values were used.
A variable should be considered as a nuisance variable only when the investigator is confident that the effect of its variation is unlikely to be large. Otherwise the variable should be considered as a parameter to be estimated.
Linear models, Gaussian noise and Gaussian priors
The major expense in computing the posterior and marginal distributions is the need to evaluate M( ) in equation (2) over all values that the parameters can attain. The grid has to be sufficiently fine to locate the mode (and other maxima if they exist) and for very complex models this may be challenging. Some relief may come from using Gaussian processes to approximate the response surface for M( ) [18, 19] and to choose optimal design points.
If the model can be linearized, much of the expense can be avoided. Consider an experiment in which the N measured responses are the deterministic model predictions corrupted by additive noise (equation (3a)) which is normally distributed with E[ ] = 0 and cov[ ] = . If a prior which assumes that is normally distributed about a mean of with a variance of V is used, the posterior is
where D is a vector of the N data points, M( ) is a vector of the corresponding N model predictions, and d is the number of parameters to be estimated. Let us also assume that over the range of of interest that the model can be linearized as
where
thenˆ − is normally distributed and leads to the Bayes' estimator
with a variance of
For highly nonlinear models, iteration is required.
B
is characterized by minimum mean square error. If the sensitivities are highly disparate, A T −1 A may be very illconditioned, but the presence of V −1 serves as the additional information needed to obtain a solution. Equation (11) corresponds to the usual Tikhonov regularization that will considered in section 3.2.
Nuisance variables and ill-conditioned equations
As indicated by equation (11), the prior information provides the regularization needed when A T −1 A is ill-conditioned. In the sphere cooling problem, treating T R as a parameter to be estimated gave a very ill-conditioned matrix because of the highly nonlinear equation for radiative heat transfer,
R . Convergence of the iterations was possible only with substantial under relaxation. We found a better approach to be considering only H and as parameters to be estimated, giving p(H, |D, T R , U), assigning a normal prior with a large variance to T R , evaluating p(H, , T R |D, U ) = p(H, |D, T R , U )π(T R ) and integrating T R out. The resulting statistics for H and were indistinguishable from those obtained through the iterative process for H, and T R simultaneously. However, the 99% credible intervals were slightly affected.
Conventional estimation-least squares
Although the relationship between regularization and Bayesian inference has been noted in section 2.5, it is useful to review the usual methods of parameter estimation based upon the least-squares approach to emphasize the relationship of Bayesian inference to regularization. The estimated values, , are those that minimize the functional, F ( ),
where z represents the length of the vector z and
Within the linear assumption, provided that the number of readings, N, is sufficiently large [20] , it is permissible to evaluate A = dM/d at the current estimate of ,ˆ j , and the equation is solved iteratively using equation (13a). Upon convergence if E[ ] = 0, the estimateˆ b satisfies (13b) and (13c):
Equations (13b) and (13c) represent the generally acceptable desirable state ofˆ being an unbiased estimator with minimum variance-i.e., satisfying the Cramer-Rao lower bound [21] . Such estimators are termed 'efficient' and minimize cov [ˆ b ]. From another perspective they maximize the information gained from the experiment, where information is defined in terms of the Fisher information matrix, I defined as I = cov −1 ( ) = A T −1 A. These estimators are generally called BLUE (best linear unbiased estimators); hence the notationˆ b . If E[ ] = 0, then the estimates will be biased.
In solving equation (13) one must know the covariance matrix . Generally, the best that can be done is to write = σ 2 n (14) where is the correlation matrix and σ n is the standard deviation of the noise. Substituting for from equation (14) into equation (13), σ 2 n cancels and only the correlation matrix is needed to obtainˆ . If all the noise is from a single source, the correlation matrix is often taken to be the identity matrix. Althoughˆ can be found without knowing σ n , it is required to determine the variance ofˆ . If not given, an approximate value can be found from the residuals by usinĝ
where d denotes the number of parameters estimated. To arrive at the results, equations (13) and (15), the only statistical information needed is the correlation matrix of the measurement noise. This can usually be obtained by standard statistical analyses [22] . Although most reported parameter estimation studies that considered real data ignored possible correlations, it is not uncommon for sequential measurements taken at a relatively high sampling rate to be correlated. Let the measurement noise be autoregressive with cov(D i , D j ) = ρ |i−j | , not unusual for reasonably high sampling rates. Emery [23] examined a sequence of transient temperature measurements and showed that a considerable correlation, ρ > 0.2, existed. The effect of the correlation is to increase the effective standard deviation of the noise
When the readings are correlated, one can look at the problem as one with an increased σ n of the data or as one in which the effective number of readings has been diminished to N effective = N(1 − ρ)/(1 + ρ) .
If M( ) is not a linear function of , then the estimates are only asymptotically unbiased. The free convection case, figure 2(a) , is an example of the effect of nonlinearities. To achieve a bias of less than 5% either the temperature measurement noise had to be reduced to 0.02 C, which is beyond the capability of most temperature sensors or the number of measurements had to be increased by a factor of 5. In a real experiment, such a high sampling rate would almost always result in considerable autocorrelation.
At this point, all that one can say about the estimate, , is its value and an approximate value of the standard deviation. Most investigators will then cite the usual equations for confidence limits based on the Student-t distribution to give some idea of the range ofˆ [21] .
Maximum likelihood
The results given in equation (13) are based upon classical statistics and they reflect what one would expect to find if an experiment were conducted a great number of times, with each time producing an estimateˆ i . Most experiments are conducted only a few times and the concept of an expected value, E[ˆ ], is not appropriate. In the maximum likelihood method the estimated parameter is taken to be that value for which the data actually measured had the highest probability of occurring.
That is, given a conditional probability distribution of the data l ≡ p(D| , U ), e.g., the likelihood of equation (2), one searches for values of that maximize l. The maximum likelihood method is probably the single most used method in parameter estimation. In principle, it can be used to estimate both and and any other unknown parameters in the model. If is known,ˆ MLE are unbiased. However, estimates of the components of are not unbiased, except in the limit as N → ∞, i.e., asymptotically unbiased [20, 24] .
Maximum likelihood yields parameter values that maximize l. From equation (2) , this occurs at the mode of the posterior when the priors are simply constants. Nuisance variables cannot be treated by maximum likelihood. About the best that can be done is to first estimate all parameters, and N , then to include the estimates of N in the set of known parameters P and re-estimateˆ [24] .
Tikhonov regularization
If the matrix A T −1 A is ill-conditioned, one sees from equation (13c) that the standard deviation ofˆ is likely to be very large. The usual approach is to regularize the equation by minimizing
where S is a stabilizing functional and α is a problem dependent constant. The choice of S depends upon qualitative assumptions about and strongly influences both the solution and its convergence [25] . S is subject to some fairly restrictive conditions to ensure that a solution can be obtained [26] . For many engineering problems, S is often taken to be a sum of zeroth-, first-and second-order derivatives ofˆ which can be represented in the form
where is a chosen value, is a symmetric positive definite matrix satisfying T γ 2 for a fixed γ and all . In this case will be a symmetric matrix with entries on the diagonal if only is regularized, and entries on the subdiagonal, diagonal and superdiagonal if the first-order derivatives are regularized [26] . The resulting equation to estimate is then
and an iteration, equation (13), is generally needed. In essence, one is imposing a requirement that be a smooth function. The estimate,ˆ t , is biased since the norm ˆ t − δ/ √ α, where δ is an error bound on . This illustrates the following dilemma: choosing a small α leads to instability, but a large value overly smoothes the solution. A solution in which α = α(δ) is termed a regular algorithm. It is common to use Morozov's discrepancy principle [25, 26] which suggests that α be chosen such that
Invoking Morozov's discrepancy principle leads to ˆ − = O( √ δ). Other than this general result, it is difficult to understand how α affects the results, except by examining specific problems. Since Tikhonov regularization can be regarded as a form of ridge regression, it is useful to appeal to this method for insight into regularization. Ordinary ridge regression [27] yields the biased estimatorˆ r wherê
If the noise is uncorrelated and of constant variance, = σ 2 I , a comparison of equations (19) and (21) shows that if = I, ρ = α. The importance of this observation is that an appropriate choice of ρ gives a parameter with a minimum mean square error that is less than that ofˆ b
It is common to use values of ρ between 0.7σ 2 and 0.95σ 2 . While it is always possible to find a value of ρ, i.e., α, that will minimize E[ ˆ r − ] for a specific , it is not possible to find one value that will suffice for all for a given model, M( ) [26] .
Comparing equations (11) and (19) reveals the direct connection between Bayesian inference and the traditional regularization approach. Bayesian inference contains all of the needed requirements, regularization and the possibility of minimum mean square error, with V −1 being the direct equivalent of α T in equation (19) . Probably the most subjective part of Bayesian inference is the choice of the priors. Consider the case of estimating the mean of a number of readings. If 'non-informative' priors are used (i.e., a constant for the mean and 1/σ for the standard deviation [5, 6] ) the estimate is identical to the classical value. However, this correspondence between Bayesian and classical estimators of other statistics is not true in general. When 'proper' priors, i.e. the ones that integrate to unity, are used, Wald [28] has shown that the Bayesian estimator has the smallest mean square error of any estimator over the same range of variables.
Optimal design
Optimal design refers to the choice of the measurement points, x i , t j and known parameters, P, that will minimize var(ˆ ). Optimal designs based upon classical statistics seek to maximize some function of W = A T −1 A. For d parameters two common metrics for multi-parameter inverse design are the A and D optimalities [29, 30] . D minimizes the determinant of W , i.e., the product of the eigenvalues. If any eigenvalue of W is zero, D will be zero regardless of the uncertainty of the other parameters. A optimality minimizes the trace of W , the sum of the eigenvalues, and can only equal zero if all are zero. From the classical point of view it is hard to predict the effect of the measurement points on these different measures.
For a single parameter, A T −1 A is a scalar, but even then finding the optimal values of x i , t j is not a trivial task since the contribution of different measurement points, x i , will change with time [31] . Thus, other than gross generalizations about the choice of sampling positions, x i and times t j , it is rarely possible to define an optimal design.
In Bayesian inference, optimal design is defined by minimizing W * = (V −1 + A T −1 A) −1 . Now it is easy to see that if good information is posited about any one parameter, θ d , that the diagonal element V (d, d) → 0 and the determinant of W * will approach zero regardless of the imprecision in the other parameters. However, if A optimality is used, it can only approach zero if all variances go to zero, meaning perfect prior knowledge of all parameters. A common statistical technique to improve the quality of the estimates, particularly if highly correlated or when the parameters cause the model to be nonlinear, is to reparametrize the model. For example, in the analysis of structures the stiffness can be replaced by its inverse, the compliance; in analysing electrical circuits the resistance can be replaced by its inverse, the conductance. A optimality is not without its problems since it is not invariant to reparametrization [6] .
Recognition that the optimality is related to the prior information, and thus in principle to the design points, is often useful in choosing the points [32] . A good example of combining optimal design with Bayesian techniques is given by Sacks [32] , where Gaussian processes were used for the design of a complicated electrical circuit. The optimal points were found by an exchange process in which a first choice of design points was made. Then each design point was varied slightly and the optimality computed in terms of the variance. If the variance was reduced, the new design point was accepted. This was continued until no better design point could be found. Attention was then directed to another design point and the process repeated. The process is not simple, usually is very time consuming, and does not yield a unique set of design points. Additional ideas are available in [33] .
For statistical problems, the concept of optimal design points is very relevant. For engineering and scientific experiments, the range of specific parameters is usually very restricted and finding optimal points is not always relevant. This is particularly true when responses are measured with respect to position and time. Sampling times are almost always in uniform increments and measurement points are generally fixed.
Test case-the error-in-variables model (EVM)
To demonstrate the use of Bayesian inference we have chosen the simple and apparently innocuous problem of estimating the thermal conductivity by measuring the heat flux through and the temperature difference across a layer of cross-sectional area A in a one-dimensional conduction test system (figure 3). The conductivity is found by
where Q L represents the heat lost. Since the heat lost is proportional to the mean temperature of the layer, it is also proportional to the heat input and we take it as Q L = f Q. The constant of proportionality, f , is, in general unknown, since it depends on the specifics of the ambient conditions (convective and radiative losses) and how the layer is embedded in the 'guarded heat box.' Thus f is a nuisance variable and all that we probably know about it is some 'quoted' average value, that it is always positive and less than one, and probably not more than a few multiples of the quoted value. Our model of the system in terms of measurable variables is given in terms of β, rather than k (i.e. reparametrization), since this linearizes the model and avoids the need to iterate, by
In reality, neither q nor T can be measured without error. Thus, our system is really defined in terms of the responses, R q and R T , and the measured data D q and D T by
Note that f depends upon the conditions of the experiment and might be regarded as a stochastic quantity. However, for a given set of test conditions we are going to treat it as a fixed, but unknown value, i.e., σ (f ) = 0. Assuming the noise, q and T , to be of zero mean, uncorrelated and of constant variance, σ q and σ T respectively, our first guess of the imprecision of our estimate of k, denoted byk, using equation (1) would be given by
For an aluminium alloy 2024-T6, with a conductivity of 186 W mK −1 [34] , a 2 cm layer with q = 1200 W m −1 gives T ≈ 6
• C. Assuming that the heat input, q, can be measured with an accuracy of 2.5% and that the T can be measured to within 0.5
• C, [35] , equation (26) gives σ (k)/k ≈ 8%. Now if N measurements are taken, the standard deviation of the averagek equals σ (k)/ √ N and for N = 21, this would give σ (k)/k ≈ 1.8%. Taking the usual 95% confidence interval based on the Student-t distribution for 20 degrees of freedom, ±2.08σ (k)/k ≈ 4% or a range of 179 k 193. We will see that we can do better with Bayesian inference.
Error in variables models-EVM
Now the experiment can be run in two different ways: procedure A and procedure B. In procedure A, N repeated independent experiments are run with the heat input set to a nominally constant value. Even though q i is presumed to be constant it varies randomly about a mean value, for example because of fluctuations in the power supply (e.g. varying line voltages), and is measured with error.
Thus both D q and D T are realizations of random processes about a constant mean and with a constant standard deviation. Figure 4 (a) illustrates a sample data set and the least-squares fit of equation (24). 4 The computed standard deviation is 1.8% and the confidence interval is 176 k 195. Note that it is critical that the correct model be used. If one uses a linear regression that is not forced through the origin, as required by equation (24) , the estimate of k is clearly wrong.
In procedure B, N tests are run with different values of heat input, which are assumed to be constant during each test. These values of q i are deterministic but known only approximately because of the measurement errors. A sample set of data is illustrated in figure 4(b) . Using equation (24) in the least-squares fit, the results are the same as for procedure A. In this procedure the range of q i is sufficient such that forcing the fit through the origin is not critical in estimating k, but not forcing it to do so will lead to a standard deviation approximately ten times larger than that given by fitting equation (24) .
Models of equation (24) in which q i are measured with error are referred to in classical statistics as 'error in variables' models and are classified as functional, structural and ultrastructural [36] . If q i are unknown constants, it is a functional model, if q i are independent, identically distributed random variables with variance τ q and independent of the errors it is a structural model, and if q i are independent random variables but not identically distributed, having different means, but with the same variance, τ q , it is an ultrastructural model. From the classical point of view, the models must be treated differently in estimating β [36] and require additional information about either σ ( q ), σ ( T ), or their ratio, none of which are likely to be known with exactitude and generally are estimated from the measurements. 4 In this example we made no attempt to optimize the design. For procedure A, the structural model, maximum likelihood can be used to estimate β, σ T , σ q , q and T only if additional information is available. For the case of equation (24) , forcing the intercept to be zero is sufficient information to estimate β. For procedure B, the functional model, we are attempting to estimate β, σ T , σ q and the N values of q i . It has been shown that the likelihood has no maximum, only a saddle point [24, 36] and thus cannot be estimated. Since every new test introduces another q i , more data will not resolve the issue. However, if the ratio σ T /σ q is known, a solution is possible [36] . This is also true if the structural model includes more than one parameter. Reference [36] gives a full description of what additional information is needed for each model to permit estimating β.
Since Q − Q L and T are related through equation (24), estimates of σ (k) based upon equation (26) These values were obtained because we knew the standard deviations of the measurement noise. The covariance term is important because of its large negative value relative to the other terms. If σ ( q ) and σ ( T ) and k are poorly known, it is not possible to estimate the covariance term −βσ 2 q . The results given in the table are for no losses, i.e., f = 0. The question is how to account for the uncertainty in the losses.
Case study-estimation of k when losses are present
Since the conventional least-squares approach (fitting T i to q i ) assumes that the measurement of q i is without error, let us look at the problem from the Bayesian point of view. While the error-in-variables models are treated differently in classical statistics, the Bayesian treatment is the same for all models [37] . We consider that the heat fluxes, q i , are unknown constants, procedure B, the functional model. Treating q i as random variables with mean µ and variance τ , the ultrastructural model will require that prior for µ and τ be specified, but the development follows the lines below (see [37] for details).
Assuming that the errors are normally distributed, the likelihood is
and priors must be defined for q, β, f, σ q and σ T .
In this experiment the sample is usually placed between platens with a high conducting interface material. With a controlled heat source, σ q is likely to be small. σ T will depend upon the specific type of sensor, variations in temperature induced by small variations in ambient temperature and contact between the sample and the platens. The classical approach using maximum likelihood requires that σ We marginalize to get the posterior p(β|D) by integrating over q, φ, σ q and f : a non-trivial task which can usually be done only numerically. As noted by Zellner [37] , the posterior p(β|D) may depend strongly upon the prior for q. In a rough sense, the extremes are (a) considering π(q) as uniform over −∞ q ∞ (an improper pdf, although p(β|R) will be proper) and (b) concentrated about the maximum likelihood estimate of q, which for a given value of φ iŝ
Using non-informative priors for β, f, q, φ and σ q (for β, f, q, φ the π(·) = constant and for σ q , π(σ q ) = 1/σ q , 0 σ q ∞) and integrating gives
Zellner [37] describes the use of a beta prior for β and a gamma prior for φ but we found that these richer priors did not produce significantly different posterior statistics. If the more concentrated assumption is used, q =q MLE , the corresponding posterior is now a conditional posterior
It is clear that our estimates ofβ will depend upon what priors we assume, particularly for φ. The robustness of the approach was tested by using uniform and normal priors for β, f, φ and also an inverted Gamma distribution for φ. For f = 0, no losses, the posterior p(k|D) was found to be essentially normal, as shown in figure 5 , but with a distribution that is narrower than that derived from the least-squares estimate of σ (k) as expected from table 1. Estimates ofk were quite insensitive to the form of the priors (differences less than 0.05% in any of the statistics of the posterior) and some representative values are shown in table 2. It is because of the narrowness of p(k|R) that the confidence intervals listed in table 2 are much tighter than those from least-squares regression. For no losses the Bayesian posterior is nearly identical to a normal distribution, but substantially narrower than that based upon maximum likelihood estimates because of the correct consideration of the error-in-variables model. When losses are present we assumed that the quoted heat loss for the system was an average of 5%. For high conductivity values T will be small and the average sample temperature will not be much above the ambient temperature and the heat loss should approach 0. For samples with low conductivities the average sample temperature and the heated platen temperature will be much higher than the ambient temperature and the losses should increase; we assumed that f could approach 10%. Using a uniform prior from 0 to 10%, an inverted Gamma and a normal distribution gave very similar results (differences less than 0.5%). Figure 6 illustrates the posterior pdf ofk. The posterior p(k|D) is far from normal and, as expected, the uncertainty in f leads to an increased standard deviation ofk and a slight bias ink. For no heat loss, or equivalently a known heat loss, the estimated conductivity was in error by less than 1% and when the heat loss was uncertain, in error by less than 2%. Because of the shape of the Bayesian posterior, there is not much difference between the 95% and 99% confidence intervals, in contrast to the width of the confidence interval for a normal distribution. Note that the mode of the posterior is substantially different from the mean value.
As noted in the preceding section, Bayesian inference treats both the structural and functional models the same way. The only difference is the data analysed, as shown in figures 4(a) and (b). The posterior pdfs are essentially identical The normal pdf for f is centred at 0.05 with a standard deviation equal to that of the uniform distribution, 0.1/12.
in shape with only small differences in the statistics, as shown in table 2.
As for the case of no losses, the effect of using different priors for β and φ was negligible. Figure 7 illustrates the effect of different priors for q and f when losses were present. As expected, using a uniform prior for f flattens the posterior considerably but the difference between the results for a uniform and normal distribution for q is not particularly important. Although the distributions are different, the statistics and credible limits, table 3, were not substantially different. Note that although the means are unaffected by the choice of the prior for f , the mode can change substantially, emphasizing the choice of the mean as a better measure of the conductivity.
Conclusions
As tolerances become tighter and risk avoidance is emphasized, designs are increasingly focusing on estimating sensitivities to the many parameters of the model. To date most analyses have used the uncertainty propagation, equation (1) , based upon some nominal values of the parameters. Unfortunately this gives only local sensitivity and may not reflect the overall behaviour. Such behaviour can only be found from the posterior pdf of the system's responses as determined from equations (31), (32) . This requires a realistic prior. In many situations, the assumption that the posterior p(k|D, U ) is normal is reasonable as shown in figure 5 when there is no uncertainty about the losses 5 . However, when some parameters have posterior distributions that are nonnormal (figure 6), conclusions about system sensitivity may be seriously in error. Many investigators express a desire to use 'objective' priors [9] , generally taken to be non-informative priors, which do not prejudice the analysis. Press has a good discussion of subjective and objective Bayesian statistics [38] .
Bayesian inference as commonly applied in statistical regularization has the ability to automatically include regularization and to yield a minimum mean square error. Its ability to account for uncertainty in other model parameters has not been exploited because of the heavy computational costs. With the increased computer power now available, the inverse problem and parameter estimation field should give serious consideration to applying it on a regular basis.
