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Abstract
Given a bipartite graph G = (V ,W,E), a 2-layered drawing consists of placing nodes in the ﬁrst
node set V on a straight line L1 and placing nodes in the second node setW on a parallel line L2. For
a given ordering of nodes inW on L2, the one-sided crossing minimization problem asks to ﬁnd an
ordering of nodes in V on L1 so that the number of arc crossings is minimized. A well-known lower
bound LB on the minimum number of crossings is obtained by summing up min{cuv, cvu} over all
node pairs u, v ∈ V , where cuv denotes the number of crossings generated by arcs incident to u and
v when u precedes v in an ordering. In this paper, we prove that there always exists a solution whose
crossing number is at most (1.2964 + 12/( − 4))LB if the minimum degree  of a node in V is at
least 5.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Given a bipartite graph G = (V ,W,E), a 2-layered drawing consists of placing nodes
in the ﬁrst node set V on a straight line L1 and placing nodes in the second node set W
on a parallel line L2. The problem of minimizing the number of crossings between arcs
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in a 2-layered drawing was ﬁrst introduced by Harary and Schwenk [6,7]. The one-sided
crossing minimization problem asks to ﬁnd an ordering of nodes in V to be placed on L1
so that the number of arc crossings is minimized (while the ordering of the nodes inW on
L2 is given and ﬁxed). Applications of the problem can be found in VLSI layouts [14] and
hierarchical drawings [1].
However, the two-sided and one-sided problems are shown to be NP-hard by Garey
and Johnson [5] and by Eades and Wormald [4], respectively. Muñoz et al. [11] have
proven that the one-sided problem remains to be NP-hard even for sparse graphs such
as forests of 4-stars. Dujmovic´ and Whitesides [3] have given an O(k · n2) time al-
gorithm to the one-sided problem, where k is the number of crossings to be checked,
n = |V | + |W | and  = (1 + √5)/2, thus showing that the problem is Fixed Parameter
Tractable. Recently Dujmovic´ et al. [2] gave an O(1.4656k+k|V |2) time algorithm for this
problem.
There are several heuristics that deliver theoretically or empirically good solutions.
The so-called barycenter heuristic ﬁnds an O(
√
n)-approximation solution or a ( − 1)-
approximation solution, where  is the maximum degree of nodes in the free side V (see
[9] for the analysis). Eades and Wormald [4] proposed a simple and theoretically better
heuristic, the median heuristic which delivers a 3-approximation solution. They have also
proved that the performance guarantee of the median heuristic approaches to 1 as the den-
sity |E|/(|V ||W |) of G becomes 1. Yamaguchi and Sugimoto [16] gave a 2-approximation
algorithm if 4. All these algorithms are key based heuristics, which determine an or-
dering of V with respect to some key values (u), u ∈ V , and the performance guar-
antees of these heuristics are based on a conventional lower bound LB that is obtained
by summing up min{cuv, cvu} over all node pairs u, v ∈ V , where cuv denotes the num-
ber of crossings generated by arcs incident to u and v when u precedes v in an order-
ing. An extensive computational experiment of several heuristics has been conducted by
Jünger and Mutzel [8] and by Mäkinen [10]. Jünger and Mutzel [8] reported that most
of the heuristics gave good solutions whose crossing numbers are nearly equal to the
lower bound. Recently Nagamochi [12,13] has proposed a randomized key based heuris-
tic, and has proved that there always exists a solution whose crossing number is at most
1.4664LB.
In this paper,we analyze the performance of the randomized key based heuristic [12,13] in
terms of the minimum degree  of nodes inV, and by designing an appropriate probabilistic
distribution for the heuristic, we prove that there always exists a solution whose crossing
number is at most (1.2964+ 12/(− 4))LB if 5. Note that the performance guarantee
approaches to 1.2964 as the minimum degree  becomes large (even if graphs remain
sparse).
Thepaper is organized as follows. InSection2,we introducebasic deﬁnitions on2-layered
drawing and a geometric representation for crossing numbers cuv and cvu for two nodes
u, v ∈ V . In Section 3, we review the probabilistic algorithm for determining a 2-layered
drawing and some basic properties for analyzing the algorithm. In Section 4, we show that
the algorithm can deliver a solution whose crossing number is at most (1.2964+12/(−4))
times of the lower bound. In Section 5, we, however, show that our approach cannot prove
that the gap between the optimal and the lower bound is less than 1.2698. In Section 6, we
describe some concluding remarks.
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2. Preliminaries
Let G = (V ,W,E) be a bipartite graph with a partition V andW of a node set. Assume
that G has no isolated node. Let  denote a permutation of {1, 2, . . . , |V |} and  denote a
permutation of {1, 2, . . . , |W |}. A pair of  and  deﬁnes a 2-layered drawing of G in the
plane in such a way that, for two parallel horizontal lines L1 and L2, the nodes in V (resp.,
inW) are arranged on L1 (resp., L2) according to  (resp., ) and each arc is depicted by a
straight line segment joining the end-nodes, where the directions for traversing L1 and L2
are taken as the same one (see Fig. 1a). For any choice of coordinates of points for nodes in
V ∪W in a 2-layered drawing ofG deﬁned by (,), two arcs (v,w), (v′, w′) ∈ E intersect
properly (or create a crossing) if and only if ((v)−(v′))((w)−(w′)) is negative. Sowe
simply call a pair (,) a 2-layered drawing of G. In this paper, we consider the following
problem.
One-sided crossing minimization: Given a bipartite graph G = (V ,W,E) and a per-
mutation  on W, ﬁnd a permutation  on V that minimizes the number of crossings in a
2-layered drawing (,) of G.
Since the permutation  on W = {1, 2, . . . , |W |} is ﬁxed, we assume throughout the
paper that (i) = i for all i ∈ W . For each node u in G, let (u) denote the set of nodes
adjacent to u, and let du = |(u)|. For two nodes u, v ∈ V , let uv = |(u) ∩ (v)|. The
crossing number cuv for an ordered pair of two nodes u, v ∈ V is the number of crossing
generated by an arc incident to u and an arc incident to v when (u) < (v) holds in a
2-layered drawing (,). (Fig. 1b shows the crossing numbers in the graph in Fig. 1a.) Let
 denote the minimum degree of nodes in V. It is a simple matter to see that for two nodes
u, v ∈ V ,
dudv = cuv + cvu + uv,
min{cuv, cvu} uv(uv − 1)2 .
For a permutation  on V, let
cross(u, v;) :=
{
cuv if (u) < (v),
cvu otherwise.
(a) (b)
Fig. 1. (a) A 2-layered drawing of a bipartite graph. (b) Crossing numbers for each pair of nodes in the top layer.
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(a) (b)
Fig. 2. (a) A 2-layered drawing of a bipartite graph. (b) Crossing numbers for each pair of nodes in the top layer.
Deﬁne
cross() := ∑
u,v∈V :(u)<(v)
cuv = ∑
u,v∈V
cross(u, v;).
The optimal to the problem is denoted by opt = min{cross() | permutation  on V }. For
LB =∑u,v∈V min{cuv, cvu}, it holds
optLB.
In this paper, we prove the next results.
Theorem 1. For a bipartite graph G = (V ,W,E) with 5 and a given permutation 
on W, there exists a permutation  on V such that cross()(1.2964+ 12/(− 4))LB.
Theorem 2. For a bipartite graph G = (V ,W,E) such that dw = 1, w ∈ W and a given
permutation  on W, there exists a permutation  on V such that cross()1.2964LB.
Fig. 2 shows an example such that opt = 39 and LB = 33. Hence the maximum ratio
LB/opt over all bipartite graphs is at least 13/11  1.1818.
We here review a geometric representation [12,13] that illustrates how two sets (u) and
(v) determine crossing numbers cuv and cvu in a bipartite graph G. Rectangles that we
treat here are axis-parallel in the xy-coordinate, and they are denoted by the coordinates
of the lower-left corner and the upper-right corner, where the x-coordinate increases in
the right direction and the y-coordinate increases in the upward direction. For example,
[(0, 0), (0.5, 1)] represents the square with four corners (0, 0), (0, 1), (0.5, 0) and (0.5, 1).
Let S denote a unit square [(0, 0), (1, 1)]. For a connected region R in S, we may use
R to denote the sets of points in the region R, and let a(R) denote the area size of R. For
two points b, b′ ∈ S, a line segment connecting b and b′ is denoted by bb′. A part of the
boundary of a region R may be called an edge if it is a line segment. For a line segment (or
an edge) e, its length is denoted by (e). We say that edge e overlaps with another edge e′
if the intersection of e and e′ is a line segment of a positive length.
For two integers d, d ′1, the square S = [(0, 0), (1, 1)] is called (d, d ′)-sliced if it is
sliced by (d − 1) horizontal line segments and (d ′ − 1) vertical segments so that these line
segments give rise to d × d ′ congruent rectangles (see Fig. 3). Each of such rectangles is
called a block, which has four edges.
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Fig. 3. Illustration for blocks in a (du, dv)-sliced square S.
We represent the positions of nodes in(u) and(v) in the permutationbyusing the unit
square S in the xy-coordinate. Let (u) = {u′1, u′2, . . . , u′du} and (v) = {v′1, v′2, . . . , v′dv }.
For an ordered pair (u, v) of nodes in V, we consider dudv blocks in the (du, dv)-sliced
square S. We denote these blocks by
bl(i, j) =
[(
j − 1
dv
,
i − 1
du
)
,
(
j
dv
,
i
du
)]
, 1 idu and 1jdv
(see Fig. 3). We let bl(i, j) correspond to a pair of arcs (u, u′i ) and (v, v′j ). Note that arcs
(u, u′i ) and (v, v′j ) create a crossing in a permutation  with (u) < (v) or (u) > (v) if
u′i = v′j , but generate no crossing in any permutation  otherwise. We call a block bl(i, j)
with u′i = v′j an up-block if arcs (u, u′i ) and (v, v′j ) creates a crossing in a permutation
 with (u) < (v) and an down-block otherwise. We call a block bl(i, j) with u′i = v′j
a neutral-block. Observe that the number of up-blocks (resp., down-blocks and neutral-
blocks) is equal to cuv (resp., cvu and uv = vu). We here partition the set of these blocks
into two groups UP and DWN as follows (where a neutral-block may be split into two half
blocks in the partitioning).
Deﬁnition 1. For each node u ∈ V , where (u) = {w1, w2, . . . , wdu} ⊆ {1, 2, . . . , |W |}
(w1 < w2 < · · · < wdu), we deﬁne the median index 	(u) of its neighbors by
	(u) :=


wdu+1
2
if du is odd,
1
2
(
wdu
2
+ wdu
2 +1
)
if du is even.
(i) If 	(u) < 	(v), then let UP be the set of all up-blocks, and DWN be the set of down-
blocks and neutral-blocks (see Fig. 4).
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(b)(a)
Fig. 4. (a) Two nodes u and v in the top layer, where cuv = 3 and cvu = 8. (b) A (u, v)-path P of a (4, 3)-sliced
square S in the case of (i).
(a) (b)
Fig. 5. (a) Two nodes u and v in the top layer. (b) A (u, v)-path P of a (2, 5)-sliced square S in the case of (ii).
(ii) If 	(u) > 	(v), then let UP be the set of all up-blocks and neutral-blocks, and DWN
be the set of down-blocks (see Fig. 5).
(iii) If 	(u) = 	(v), then split each neutral-block [p, q] into two parts by the line segment
pq, and put the upper-left part into UP and the other in DWN. Then put all up-blocks
in the UP, and all down-blocks in the DWN (see Fig. 6).
The set of all points in the blocks in UP forms a connected region, which we denoted by
Rup. Similarly Rdwn is deﬁned by DWN.
A path P between points (0, 0) and (1, 1) in S is called monotone if none of the x- and
y-coordinates of the point on P decreases when we traverse points on P from (0, 0) to
(1, 1). (In general a monotone path is not necessarily piecewise linear.) From Deﬁnition 1,
we easily observe the next property.
Lemma 1 (Nagamochi [12,13]). Let Rup and Rdwn be the regions deﬁned for an ordered
pair of nodes u and v in V. Then there is a monotone path P that separates S into Rup and
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(a) (b)
Fig. 6. (a) Two nodes u and v in the top layer. (b) A (u, v)-path P of a (5, 3)-sliced square S in the case of (iii).
Rdwn, and it holds
a(Rup) =


cuv
dudv
if 	(u) < 	(v),
cuv + uv2
dudv
if 	(u) = 	(v),
cuv + uv
dudv
if 	(u) > 	(v).
Moreover, Rup contains point (0.5, 0.5) if 	(u)	(v).
Such a path P in the lemma is called the (u, v)-path with respect to G and .
Lemma 2. For two node u, v ∈ V such that du, dv3, 	(u)	(v) and cuv = cvu, it holds
0 < a(Rup)dudv − uvcuv .
Proof. By Lemma 1, it holds a(Rup)(cuv + uv)/(dudv), from which we have dudv
a(Rup) − uvcuv . Thus, it sufﬁces to show that dudva(Rup) − uv > 0. Again by
Lemma 1, Rup contains point (0.5, 0.5), implying that a(Rup)1/4. Obviously uv
min{du, dv}. Note that du = dv = uv cannot occur since otherwise cuv = cvu would
hold. Hence max{du, dv}uv + 1. Therefore, dudva(Rup)uv can hold only when
max{du, dv} = 4, uv = min{du, dv} = 3 and a(Rup) = 1/4. However, this is impos-
sible since a(Rup)1/3 if max{du, dv} = 4 and min{du, dv} = 3. 
We close this section by reviewing some technical lemmas.
Lemma 3 (Nagamochi [12,13]). For constantsa > 0, b, c > 0andd such thatad−bc0,
function f (x) = (ax + b)(1/(cx + d)− 2) takes the maximum (√a −√2(ad − bc))2/c
over x with cx + d > 0.
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Lemma 4 (Nagamochi [12,13]). For four positive constants a, b, c and d with b/a <
d1/
√
2c, function f (x) = (ax − b)2(1/(cx2)− 2) (b/a < xd) takes the maximum at
x = min{d, (b/(2ac)) 13 }.
3. Randomized key based heuristic
In this section, we review a randomized key based heuristic [12,13]. Let 
 : V → (0, 1]
be a function from V to the set of reals in (0, 1], where 
(u) is called the real key of node u.
Given a real-key function 
, we construct a permutation 
 of {1, 2, . . . , |V |} by the next
procedure.
PERMUTE(
;
):
Step 1. For each node u ∈ V , compute j = 
(u)du, and deﬁne an integer key (u) of
u by
(u) := wj for thej th neighbor wj ∈ (u),
where (u) = {w1, w2, . . . , wdu} (w1 < w2 < · · · < wdu).
Step 2. Sort nodes u ∈ V in the lexicographical order with respect to ((u),	(u)), where
the ties among nodes u with the same key ((u),	(u)) are broken randomly. We denote by

 the resulting permutation of {1, 2, . . . , |V |}.
We easily observe the following property.
Lemma 5 (Nagamochi [12,13]). For two nodes u, v ∈ V , letRup andRdwn be the regions
in Deﬁnition 1. Then for a given real-key function 
, 
(u) < 
(v) if point (
(u), 
(v)) is
inside Rdwn and 
(u) > 
(v) if point (
(u), 
(v)) is inside Rup.
A scheme based on which we choose a real-key function 
 probabilistically is deﬁned by
a set of tuples of reals S = {(si, ti , pi) | i = 1, 2, . . . , h}, such that 0 < si ti < 1 and
0pi for i = 1, 2, . . . , h and∑1 ih pi = 1, where we call each (si, ti , pi) a subscheme.
Given a scheme S, we choose a real-key function 
 in the following manner.
RANDOM-KEY(S; 
):
Step 1. Choose a subscheme (si, ti , pi) ∈ S with probability pi .
Step 2. For each node u ∈ V , choose a real key 
(u) from (si, ti] uniformly.
We denote by ES [cross(u, v;
)] and ES [cross(
)] respectively, the expectations of
cross(u, v;
) and cross(
) over all real-key functions 
 resulting from RANDOM-KEY.
In this paper, we prove the next result.
Theorem 4. For a bipartite graph G = (V ,W,E) with 3 and a permutation  on W,
there is a scheme S such that
ES [cross(
)]
(
1.2964+ max
u,v∈V
{
12uv
dudv − 4uv
})
LB.
Theorem 4 implies Theorem 2 since uv = 0, u, v ∈ V if dw = 1, w ∈ W . Also by
noting that 12uv/(dudv − 4uv) = 12/(dudv/uv − 4)12/( − 4) if uv = 0, we see
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that Theorem 1 follows from Theorem 4. As observed in [13], algorithm PERMUTE with
keys generated by RANDOM-KEY can be derandamized, and a permutation  of V with
the bounds stated in Theorems 4 and 2 can be constructed by a deterministic polynomial
time algorithm.
By the linearity of expectations, if we have a constant 1 such that
ES [cross(u, v;
)]min{cuv, cvu}, u, v ∈ V,
then it holds ES [cross(
)]LB.
In the rest of this paper, we ﬁx two nodes u, v ∈ V , and analyze ES [cross(u, v;
)]
for a given scheme S. Without loss of generality we assume that cuv = cvu (the case of
cuv = cvu needs no special consideration to prove Theorem 4). Moreover, we can assume
that min{cuv, cvu}1 since otherwise (i.e., min{cuv, cvu} = 0) 
(u) < 
(v) holds in any
permutation 
 computed by PERMUTE due to the comparison of 	(u) and 	(v).
For a given scheme S and a region R ⊆ S, let pS(R) denote the probability that point
(
(u), 
(v)) falls inside R. By Lemma 5, we observe the next formula.
Lemma 6 (Nagamochi [12,13]). ES [cross(u, v;
)] = pS(Rdwn)cuv + pS(Rup)cvu.
We are ready to derive an important inequality.
Lemma 7. Assume that du, dv3 and 1 min{cuv, cvu} < max{cuv, cvu} hold. Then it
holds
ES [cross(u, v;
)]
min{cuv, cvu} 1+ pS(Rup)
(
1
a(Rup)
− 2
)
+ 12uv
dudv − 4uv
.
Proof. Let cuv = min{cuv, cvu} without loss of generality. By Lemma 6, we get
ES [cross(u, v;
)]
min{cuv, cvu} =
pS(Rdwn)cuv + pS(Rup)cvu
cuv
= (1− pS(Rup))cuv + pS(Rup)(dudv − cuv − uv)
cuv
= 1+ pS(Rup)
(
dudv − uv
cuv
− 2
)
.
First consider the case of 	(u) < 	(v). By Lemma 1, we have a(Rup) = cuv/(dudv). Hence
dudv − uv
cuv
− 2= 1
cuv
(
cuv
a(Rup)
− uv
)
− 2 1
a(Rup)
− 2.
Next consider the case of	(u)	(v). ByLemma2,we have 1/cuv1/(a(Rup)dudv−uv).
Then
dudv − uv
cuv
− 2  dudv − uv
a(Rup)dudv − uv
− 2
= 1
a(Rup)
− 2+ dudv − uv
a(Rup)dudv − uv
− 1
a(Rup)
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= 1
a(Rup)
− 2+ (1− a(Rup))uv
a(Rup)(a(Rup)dudv − uv)
 1
a(Rup)
−2+ 12uv
dudv−4uv
(since a(Rup)1/4 by Lemma 1).
Hence by pS(Rup)1, we have
1+ pS(Rup)
(
dudv − uv
cuv
− 2
)
1+ pS(Rup)
(
1
a(Rup)
− 2
)
+ 12uv
dudv − 4uv
.
This completes the proof. 
We wish to ﬁnd an optimal scheme S that minimizes maxu,v∈V ES [cross(u, v;
)]/
min{cuv, cvu}. For this, we consider an arbitrary monotone path P between points (0, 0)
and (1, 1) in the unit square S (not necessarily a (u, v)-path for particular nodes u, v ∈ V ).
DeﬁneRup(P ) andRdwn(P ) be the regions obtained by splitting SwithP, wherewe assume
that Rup(P ) is above Rdwn(P ). Let
(S, P ) := pS(Rup(P ))
(
1
a(Rup(P ))
− 2
)
and (S) := max{(S, P ) | monotone path P }. Given a scheme S, a monotone path P
from (0, 0) to (1, 1) in the unit square S is called S-maximal if (S, P ) = (S).
Since the choice ofmonotonepathsP is relaxed,weobtainES [cross(
)](1+(S))LB.
Let ∗ = min{(S) | schemes S}. Therefore, to prove Theorem 4, it sufﬁces to show that
∗ < 0.2964, i.e., there exists a scheme S such that (S) < 0.2964.
4. A scheme S
In this section, we present a scheme S that achieves Theorem 4. Let
S = {(s1 = 0.014, t1 = 0.221, p1 = 0.087), (s2 = 0.221, t2 = 0.402, p2 = 0.229),
(s3 = 0.402, t3 = 0.598, p3 = 0.368), (s4 = 0.598, t4 = 0.779, p4 = 0.229),
(s5 = 0.779, t5 = 0.986, p5 = 0.087)}
(see Fig. 7), where the values for si, ti , pi have been determined by a computational exper-
iment). We denote the squares in the subschemes in S by
Si = [(si, si), (ti , ti )], i = 1, 2, 3, 4, 5,
where corners of these squares are denoted by A1, . . . , A6, B1, . . . , B5 and C1, . . . , C5 as
shown in Fig. 7.
Now consider a pair of arbitrary nodes u and v in V. It is not difﬁcult to see that an
S-maximal monotone path P consists of axis-parallel line segments, and that the resulting
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0.014
0.221
0.402
0.598
0.779
S2
S3
S4
S5
S1
A1
A2
A3
A4
A5
A6
B1
B2
B3
B4
B5
C1
C2
C3
C4
C5
0.207
0.181
0.196
     = 0.087p1
     = 0.229p2
     = 0.368p3
     = 0.229p4
     = 0.087p5
Fig. 7. A scheme S that attains Theorem 4.
regionRup(P ) contains at most one convex corner in each subscheme Si (i = 1, 2, 3, 4, 5).
For simplicity, we consider a single subscheme Si . As shown in Fig. 8a, if a monotone path
P does not satisfy these properties, then we can modify the path P into another monotone
path P ′ such that a(Si ∩ Rup(P ′)) = a(Si ∩ Rup(P )) and a(Rup(P ′))a(Rup(P )). Thus
we only have to treat an axis-parallel piecewise linear monotone path P, which we denote
the sequence of the corner points by
b0 = (0, 0), b1, . . . , bk = (1, 1),
and the sequence of the edges by
e1 = b0b1, e2 = b1b2, . . . , ek = bk−1bk
(see Fig. 9). Let e be an edge on a path P, where e may be a partial segment of some edge
ei . Without loss of generality we further assume that an S-maximal monotone path P is
chosen so that the number of edges of squares in subschemes or of the entire unit square
that are overlapped by the edges in P is maximized among all S-maximal monotone paths.
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P'
(0,1)
(0,0)
(1,1)
(1,0)
SiP
(0,1)
(0,0)
(1,1)
(1,0)
Rup(P)
Si
Rdwn(P)
Rup(P)
Rdwn(P)
(b)(a)
Fig. 8. Two monotone paths P and P ′ that pass through a square Si such that a(Si ∩Rup(P ′)) = a(Si ∩Rup(P ))
and a(Rup(P ′)) < a(Rup(P )).
b0
b1 b2
e1
e3
e2
e4
e6
e5
b3
b4
b5 b6
A3
A5
S2
S1
S3
S4
S5
Fig. 9. Illustration of a piecewise linear monotone path P .
We deﬁne the gain of edge e with respect to a subscheme Si = (si, ti , pi) ∈ S as
follows. Consider how much amount of pS(Rup) changes if we move the line segment e in
its orthogonal direction by an inﬁnitely small amount . The change in pS(Rup) is
(e ∩ Si)pi
(ti − si)2 ,
where (e ∩ Si) means the length of the intersection of e and Si . On the other hand, the
change in a(Rup(P )) is
(e).
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The gain of edge e with respect to a subscheme Si is deﬁned by the ratio of these two, i.e.,
g(e; Si) = (e ∩ Si)pi
(ti − si)2(e) .
For a subscheme Si , a vertical line segment e on a path P is called Si-incrementable (resp.,
Si-decrementable) if
• There is a real  > 0 such that gain g(e; Si) remain unchanged after translating it
rightward (resp., leftward) by any amount ′ ∈ [0, ] (i.e., e remains to be intersecting
Si),
• For the rectangle R formed between e and the translated edge e′ and the current path
P, there is a monotone path P ′ such that Rup(P ′) = Rup(P ) ∪ R (resp., Rup(P ′) =
Rup(P )− R).
Analogously, the Si-incrementability (resp., Si-decrementability) of a horizontal line
segment e is deﬁned by replacing “rightward” with “downward” (resp., “leftward” with
“upward”). In Fig. 9, for example, edge e4 is S4-incrementable but not S4-decrementable,
and e4 is S5-decrementable but not S5-incrementable.
An edge ei between two corners in a path P is called a free edge if it does not overlap
with any edge of square Si in a subscheme or of the entire unit square S. A free edge is
Si-incrementable and Si-decrementable for some Si . For example, e2 in Fig. 9 is a free
edge.
By deﬁnition, we observe the following.
Lemma 8. For an S-maximal monotone path P, let e and e′ be respectively an
Si-incrementable edge and an Sj -decrementable edge. Then if e and e′ are not adjacent,
then g(e; Si) < g(e′; Sj ). If e and e′ are adjacent, then g(e; Si) = g(e′; Sj ).
Proof. Otherwise we would have another monotone path P ′ such that (S, P ′) > (S, P )
or such that (S, P ′) = (S, P ) and P ′ overlaps with more edges of the squares than P
does. 
In particular, there is no pair of non-adjacent free edges in an S-maximal monotone
path P.
In the sequel, P is assumed to be an S-maximal monotone path. For simplicity, we may
writeRup(P ),pupS (P ) and(S, P ) asRup,pup and, respectively. To prove that0.2964
holds for our scheme S, we distinguish the following cases:
Case 1: For i = 1 or i = 5, Rup ∩ Si = ∅, and Rup ∩ Sj = ∅, j ∈ {1, 2, 3, 4, 5} − {i}.
Case 2: For i = 2 or i = 4, Rup ∩ Si = ∅, and Rup ∩ Sj = ∅, j ∈ {1, 2, 3, 4, 5} − {i}.
Case 3: Rup ∩ S3 = ∅, and Rup ∩ Sj = ∅, j ∈ {1, 2, 4, 5}.
Case 4: For {i, i′} = {2, 3} or {i, i′} = {3, 4},Rup∩Si = ∅ = Rup∩Si′ , andRup∩Sj = ∅,
j ∈ {1, 2, 3, 4, 5} − {i, i′}.
Case 5: Rup ∩ Si = ∅, i ∈ {2, 4} and Rup ∩ Sj = ∅, j ∈ {1, 3, 5}.
Case 6: Rup ∩ Si = ∅, i ∈ {2, 3, 4} and Rup ∩ Sj = ∅, j ∈ {1, 5}.
Case 7: Rup ∩ Si = ∅, i ∈ {1, 5}, and Rup ∩ Sj = ∅, j ∈ {2, 3, 4}.
We now consider the case where Rup ∩ S1 = ∅ or Rup ∩ S5 = ∅ (otherwise one of the
above cases holds). We assume without loss of generality that Rup ∩ S1 = ∅ and that, in
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Fig. 10. Illustration for Case 1, where (a) indicates the case where e2 is a free edge, and (b) indicates the case
where b2 is on edge A1B1.
addition, if Rup ∩ S5 = ∅ then a(Rup ∩ S1)a(Rup ∩ S5) holds.
Case 8 : Rup ∩ S1 = ∅ = Rup ∩ S2.
Case 9 : Rup ∩ S1 = ∅ = Rup ∩ S3.
Case 10 : Rup ∩ S1 = ∅ = Rup ∩ S4.
Each of the above ten cases will be discussed in the following subsections.
4.1. Case 1
Assume without loss of generality thatRup ∩S1 = ∅, andRup ∩Sj = ∅, j ∈ {2, 3, 4, 5}.
Consider edges e2 = b1b2 and e3 = b2b3 in P. Let x = (e2) ∈ (0.014, 0.221] and
y¯ = (e3) ∈ (0.779, 0.986]. We consider the following two subcases (a) and (b).
(a) Edge e2 does not overlap with A1B1, i.e., e2 is a free edge (see Fig. 10a): Then
g(e2; S1) = 0.087
(0.207)2
× x − 0.014
x
, g(e3; S1) = 0.087
(0.207)2
× y¯ − 0.779
y¯
.
Since P is S-maximal, it must hold g(e2; S1) = g(e3; S1) for two free edges. Thus
we have y¯ = 0.779x/0.014, from which y¯ − 0.779 = 0.779x/0.014 − 0.779 =
0.779(x − 0.014)/0.014. By y¯0.986, x < 1, where 1 = 0.986 × 0.014/0.779 <
0.018. We have a(Rup) = xy¯ and
pup = 0.087× (x − 0.014)(y¯ − 0.779)
(0.207)2
= 0.087× 0.779
(0.207)2 × 0.014 (x − 0.014)
2.
Then
 = pup
(
1
a(Rup)
− 2
)
= 0.087× 0.779
(0.207)2 × 0.014 (x − 0.014)
2
(
1
0.779
0.014x
2
− 2
)
.
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Fig. 11. Illustration for Case 2, where (a) indicates the case where e2 is a free edge, and (b) indicates the case
where b2 is on edge A2B2.
By Lemma 4 with a = 1, b = 0.014 and c = 0.779/0.014, the function (x), x ∈
(0.014, 1] takes the maximum at
x = min

1,
(
0.014
2× 0.7790.014
)1/3
 = 1.
Since the maximum is attained at x = 1, we only have to consider the second case (b)
where b2 is on edge A1B1.
(b) b2 is on edge A1B1 (see Fig. 10b): Then a(Rup) = 0.986x, pup = 0.087(x −
0.014)/0.207, and
 = pup
(
1
a(Rup)
− 2
)
= 0.087
0.207
(x − 0.014)
(
1
0.986x
− 2
)
.
By Lemma 3 with a = 1, b = −0.014, c = 0.986 and d = 0, we have
 0.087
0.207
× 1
c
(√
a −√2(ad − bc))2 < 0.2964.
4.2. Case 2
Assume without loss of generality thatRup ∩S2 = ∅, andRup ∩Sj = ∅, j ∈ {1, 3, 4, 5}.
Consider edges e2 = b1b2 and e3 = b2b3 in P. Let x = (e2) ∈ (0.598, 0.779] and
y¯ = (e3) ∈ (0.779, 0.986]. We consider the following two subcases (a) and (b).
(a) Edge e2 does not overlap with A1B1, i.e., e2 is a free edge (see Fig. 11a). Then
g(e1; S2) = 0.229
(0.181)2
× x − 0.221
x
, g(e2; S2) = 0.229
(0.181)2
× y¯ − 0.598
y¯
.
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Since P is S-maximal, it must hold g(e2; S2) = g(e3; S2) for two free edges. Thus we
have y¯ = 0.598x/0.221, from which
y¯ − 0.598 = 0.598
0.221
(x − 0.221).
By y¯0.779, x < 2, where 2 = 0.779×0.221/0.598 < 0.29.We have a(Rup) = xy¯
and
pup = 0.229× (x − 0.221)(y¯ − 0.598)
(0.181)2
= 0.229× 0.598
(0.181)2 × 0.221 (x − 0.221)
2.
Then
 = pup
(
1
a(Rup)
− 2
)
= 0.229× 0.598
(0.181)2 × 0.221 (x − 0.221)
2
(
1
0.598
0.221x
2
− 2
)
.
By Lemma 4 with a = 1, b = 0.221 and c = 0.598/0.221, the function (x), x ∈
(0.221, 2] takes the maximum at
x = min

2,
(
0.221
2× 0.5980.221
) 1
3

 = 2.
Since the maximum is attained at x = 2, we only have to consider the second case (b)
where b2 is on edge A2B2.
(b) b2 is on edge A2B2 (see Fig. 11b): Then a(Rup) = 0.779x, pup = 0.229(x − 0.221)/
0.181, and
 = pup
(
1
a(Rup)
− 2
)
= 0.229
0.181
(x − 0.221)
(
1
0.779x
− 2
)
.
By Lemma 3 with a = 1, b = −0.221, c = 0.779 and d = 0, we have
 0.229
0.181
× 1
c
(√
a −√2(ad − bc))2 < 0.28.
4.3. Case 3
Consider edges e2 = b1b2 and e3 = b2b3 in P. Let x = (e2) ∈ (0.402, 0.598] and
y¯ = (e3) ∈ (0.402, 0.598]. Since P is S-maximal, it must hold g(e2; S3) = g(e3; S3) for
two free edges. Thus y¯ = x by symmetry (see Fig. 12). We have a(Rup) = x2,
pup = 0.368× (x − 0.402)
2
(0.196)2
,  = 0.368
(0.196)2
(x − 0.402)2
(
1
x2
− 2
)
.
By Lemma 4 with a = 1, b = 0.402 and c = 1, this takes the maximum at x = 3, where
3 = (0.402/2)1/3 ∈ (0.402, 0.598). For the x = 3, we have
 = 0.368
(0.196)2
(x − 0.402)2
(
1
x2
− 2
)
< 0.296.
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Fig. 12. Illustration for Case 3.
4.4. Case 4
Assume without loss of generality that Rup ∩ S2 = ∅ = Rup ∩ S3, and Rup ∩ Sj = ∅,
j ∈ {1, 4, 5}. Note that edge e2 overlaps with edge A2B2 or edge e5 overlaps with edge
B3A4 (otherwise bothwould be free edges).We consider the following ﬁve subcases (a)–(e).
(a) Edge e5 overlaps with edge B3A4, and b2 is on edge A2B2 (but b2 = B2): (see
Fig. 13a.) Since
g(e3; S2)g(B2C3; S2) = 0.229
(0.181)2
× 0.181
0.181+ 0.196 > 3.14
and
g(e5; S3) 0.368
(0.196)2
× 0.196
0.598
< 3.14,
it holds g(e3; S2) > g(e5; S3) for S2-incrementable edge e3 and S3-decrementable edge
e5, contradicting the S-maximality of P.
(b) Edge e5 overlaps with edge B3A4, and b2 is not on edge A2B2 or B2A3 (see Fig. 13b):
Since e2 is a free edge, e4 must overlap with A3B3 (otherwise we would have two
nonadjacent free edges e2 and e4). We have
g(e3; S2) = 0.229
(0.181)2
> 3.14 and g(e5; S3) = 0.368
(0.196)2
× 0.196
0.598
< 3.14.
Then it holds g(e3; S2) > g(e5; S3) for S2-incrementable edge e3 and S3-decrementable
edge e5, contradicting the S-maximality of P.
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Fig. 13. Illustration for ﬁve subcases (a)–(e) in Case 4.
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Fig. 14. Illustration for Case 5, where (a) indicates the case where e3 overlaps with edge A3B2, and (b) indicates
the case where e5 overlaps with edge B4A5.
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(c) Edge e5 overlaps with edge B3A4, and b2 is on edge B2A3 (see Fig. 13c): Since
g(e2; S2) = 0.229
(0.181)2
× 0.181
0.402
> 3.14 and g(e5; S3) = 0.368
(0.196)2
× 0.196
0.598
< 3.14,
it holds g(e2; S2) > g(e5; S3) for S2-incrementable edge e2 and S3-decrementable edge
e5, contradicting the S-maximality of P.
(d) Edge e2 overlaps with edge A2B2, and b4 is not on edge A2B2 or B2A3 (see Fig. 13d):
Since e4 is a free edge, e3 must overlap with B2A3. We have
g(e4; S3) = 0.368
(0.196)2
> 9 and g(e2; S2) = 0.229
(0.181)2
× 0.181
0.402
< 3.15.
Then it holds g(e4; S3) > g(e2; S2) for S3-incrementable edge e4 and S2-decrementable
edge e2, contradicting the S-maximality of P.
(e) Edge e2 overlaps with edge A2B2, and b4 is on edge A3B3 (see Fig. 13e): Then
a(Rup) = 0.598x + 0.402× 0.779,
pup = 0.368× x
0.196
+ 0.229,
 =
(
0.368x
0.196
+ 0.229
)(
1
0.598x + 0.402× 0.779 − 2
)
.
By Lemma 3 with a = 0.368/0.196, b = 0.229, c = 0.598 and d = 0.402 × 0.779,
we have  = (√a −√2(ad − bc))2/c < 0.296.
4.5. Case 5
Note that edge e2 overlapswith edgeA2B2 or edge e5 overlapswith edgeB4A5 (otherwise
both would be free edges); we assume without loss of generality that e2 overlaps with edge
A2B2. Similarly edge e3 overlaps with edgeA3B2 or edge e5 overlaps with edgeA5B4. We
consider the following two subcases (a) and (b).
(a) Edge e3 overlaps with edge A3B2, i.e., b2 = B2 (see Fig. 14a): For S3-incrementable
edge A3b3 and S2-decrementable edge e2, we have g(A3b3; S3) > g(e2; S2), since
g(A3b3; S3) 0.368
(0.196)2
× 0.196
0.196+ 0.181 > 4
and
g(e2; S2) = 0.229
(0.181)2
× 0.181
0.402
< 3.15.
This, however, contradicts that P is S-maximal.
(b) Edge e5 overlaps with edge B4A5 (see Fig. 14b): Let x = (e2) ∈ [0.221, 0.402]. Then
g(e4; S4) = 0.229
(0.181)2
× 0.181
0.779− x , g(e2; S2) =
0.229
(0.181)2
× x − 0.221
x
,
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a(Rup) = (0.779)2−(0.779−x)2 andpup = 2×0.229×(x−0.221)/0.181. SinceRup
contains no interior point from other Si than S2 and S4, we have pup0.229+0.229 =
0.458. From this, we see that if a(Rup)(0.2963/0.458+ 2)−1(0.378) then
 = pup
(
1
a(Rup)
− 2
)
0.2963.
Hence assume a(Rup) < 0.378. From a(Rup) = (0.779)2− (0.779− x)2 < 0.378, we
have x ∈ [0.221, 0.3006]. For such x, 0.181/(0.779− x) > (x − 0.221)/x holds, and
hence g(e4; S4) > g(e2; S2) for S4-incrementable edge e4 and S2-decrementable edge
e2. This contradicts the S-maximality of P.
4.6. Case 6
Observe that one of B2, B3 and B4 is a convex corner of Rup (otherwise P would have
two nonadjacent free edges). We consider the following three subcases (a)–(c).
(a) At least two ofB2, B3 andB4 are convex corners ofRup at the same time (see Fig. 15a):
In this case, pup1− 0.087× 2 and a(Rup)0.779× 0.598− 0.181× 0.196 > 0.43
hold. From this,
 = pup
(
1
a(Rup)
− 2
)
< 0.269.
(b) B3 is a convex corner of Rup, and neither B2 nor B4 is a convex corner of Rup (see
Fig. 15b): In this case, we have two free edges each from S2 and S4, a contradiction to
the S-maximality of P.
(c) B2 is a convex corner ofRup, neitherB3 norB4 is a convex corner ofRup (the casewhere
B4 is a convex corner ofRup can be treated symmetrically): (see Fig. 15c) Theremust be
at least (hence exactly two) free edges,whichmust be adjacent edges e5 and e6.However,
g(e5; S3) > g(e2; S2) holds for S3-incrementable edge e5 and S2-decrementable edge
e2, since
g(e5; S3) 0.368
(0.196)2
× 0.196
0.196+ 0.181 > 4
and
g(e2; S2) = 0.229
(0.181)2
× 0.181
0.402
< 3.15,
contradicting the S-maximality of P.
4.7. Case 7
Note that edge e2 overlapswith edgeA1B1 or edge e5 overlapswith edgeB5A6 (otherwise
both would be free edges); we assume without loss of generality that e2 overlaps with edge
A1B1. We consider the following two subcases (a) and (b).
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Fig. 15. Illustration for three subcases (a)–(c) in Case 6.
(a) b2 = B1 (see Fig. 16a): In this case, we have
g(e4; S5) 0.087
(0.207)2
× 0.207
0.765
< 0.55
and
g(A2b3; S2) 0.229
(0.181)2
× 0.181
0.765
> 1.65.
438 H. Nagamochi / Theoretical Computer Science 332 (2005) 417–446
b0
b1 b2
S2
B1A1
A2
b3 b4
S3
e1 b0
b1e1
e5
e4
e3
e2
S4
p5=0.087B5
A6
p1=0.087
0.765
0.765
S1
S5
b2
S2
B1A1
A2
b3 b4
S3
e5
e4
e3
e2
S4
p5=0.087
B5
A6
0.972- x 
S1
S5
x
p1=0.087
(b)(a)
Fig. 16. Illustration for Case 7, where (a) indicates the case where b2 = B1, and (b) indicates the case where none
of B1 and B5 is a convex corner of R.
Hence it holds g(A2b3; S2) > g(e4; S5) for S2-incrementable edge A2b3 and S5-
decrementable edge e4, contradicting the S-maximality of P.
(b) None of B1 and B5 is a convex corner of Rup (see Fig. 16b): Since e3 and e4 are
free edges, e5 is not a free edge and overlaps with B5A6. Then g(e3; S1) = g(e4; S5)
must hold, implying (e3) = (e4). Let x = (e4) ∈ (0.765, 0.973). Then a(Rup) =
(0.986)2 − x2, and
pup = 2× 0.087
0.207
× (0.972− x) (2× 0.087).
We can see that  = pup(1/a(Rup) − 2) < 0.2963 holds for x ∈ (0.765, 0.973).
(for example, to see this, we repeat the following computation after initializing p :=
2× 0.087:
R := 10.2963
p
+ 2 , x :=
√
(0.986)2 − R, p := 2× 0.087
0.207
× (0.972− x)
After a ﬁnite number of iterations, x becomes greater than 0.973, which implies that
there is no x ∈ (0.765, 0.973) such that 0.2963.)
4.8. Case 8
Observe that ifa(Rup)0.43806 then = pupS (1/a(Rup)−2)(1/a(Rup)−2)0.2964
holds. Hence we assume that a(Rup) < 0.43806. From this, we see that B2, B3 and B4
cannot be convex corners of R at the same time since a(Rup) in such a case is at least
0.7792 − 0.3772 + 0.1962 > 0.43806. Note that edge e2 overlaps with edge A1B1 or
edge e5 overlaps with edge B2A3 (otherwise both would be free edges). We consider the
following subcases (1) and (2).
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Fig. 17. Illustration for Case 8.
(1) Edge e5 overlaps with edge B2A3 (see Fig. 17a): For S1-decrementable edge e2,
g(e2; S1) 0.087
(0.207)2
× 0.207
0.221
< 2.
We show that P has an Si-incrementable edge e′ with g(e′; Si) > g(e2; S1), which
contradicts the S-maximality of P.
If b4 = B2, then e′ = e4 is S2-incrementable and g(e′; S2) > g(e2; S1). Then
assume b4 = B2. If b5 = A3 (resp., b5 = A3 and b6 = B3), then e′ = A3b5 (resp.,
e′ = e7 = b6b7) is an S3-incrementable edge of P with
g(e′; S3) 0.368
(0.196)2
× 0.196
0.598
> 3 > g(e2; S1).
Finally assume b5 = A3 and b6 = B3 (see Fig. 17b). Since B2, B3 and B4 cannot be
convex corners of R at the same time, either b7 = A4 or b7 = A4 and b8 = B4 holds.
440 H. Nagamochi / Theoretical Computer Science 332 (2005) 417–446
If b7 = A4 (resp., b7 = A4 and b8 = B4), then e′ = A4b7 (resp., e′ = e9 = b8b9) is an
S4-incrementable edge of P with
g(e′; S4) 0.229
(0.181)2
× 0.181
0.402
> 3 > g(e2; S1).
(2) Edge e2 overlaps with edge A1B1 but edge e5 does not overlap with edge B2A3 (see
Fig. 17c). Then e5 is a free edge. Hence e3 must overlap with B1A2 (i.e., b2 = B1).
If Rup ∩ Si = ∅ for some i ∈ {3, 4, 5}, then (e5)0.181 + 0.196 + 0.181 = 0.558
(since if Rup ∩ S5 = ∅ then S5 ⊆ Rup by the assumption a(Rup ∩ S1)a(Rup ∩ S5)),
implying
g(e5; S2) 0.229
(0.181)2
× 0.181
0.558
> 2.2.
By g(e2; S1) < 1.9, we have g(e5; S2) > g(e2; S1) for S2-incrementable edge e5 and
S1-decrementable edge e2, contradicting the S-maximality of P.
Assume that Rup ∩ Si = ∅ (i = 1, 2), that is, (e5) = 0.779. Let x = (e4).
Then a(Rup) = 0.779x + 0.221 × 0.986, and pup = 0.229x/0.181 + 0.087. By
Lemma 3 with a = 1.26519337, b = 0.087, c = 0.779 and d = 0.217906, we have
(√a −√2(ad − bc))2/c < 0.296.
4.9. Case 9
We can assume that Rup ∩ S2 = ∅ (otherwise such a case is treated in Case 8). Then
pup1 − 0.229 = 0.771. Assume a(Rup)1/(0.2963/p + 2) < 0.42 (otherwise  <
0.2963). Note that B3 and B4 cannot be convex corners of R at the same time since a(Rup)
in such a case is at least 0.779×0.598−0.196×0.181 > 0.42 contradicting the assumption
a(Rup) < 0.42 on Rup. Observe that edge e2 overlaps with edge A1B1 or edge e5 overlaps
with edge B3A4 (otherwise both would be free edges). We consider the following two
subcases (a) and (b).
(a) Edge e5 overlaps with edge B3A4 (see Fig. 18a):
For S1-decrementable edge e2,
g(e2; S1) 0.087
(0.207)2
× 0.207
0.221
< 2.
We show that P has an Si-incrementable edge e′ with g(e′; Si) > g(e2; S1), which
contradicts the S-maximality of P.
If b4 = B3, then e′ = e4 is S3-incrementable and
g(e′; S3) 0.368
(0.196)2
× 0.196
0.598− 0.014 > 3.
Then assume b4 = B3. Since B3 and B4 cannot be convex corners of Rup at the same
time, either b5 = A4 holds or b5 = A4 and b6 = B4 hold. If b5 = A4 (resp., b5 =
A4 and b6 = B4), then e′ = A4b5 (resp., e′ = e7 = b6b7) is an S4-incrementable
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Fig. 18. Illustration for Case 9, where (a) indicates the case where e5 overlaps with edge B3A4, and (b) indicates
the case where e2 overlaps with edge A1B1 but e5 does not overlap with edge B2A3.
edge of P with
g(e′; S4) 0.229
(0.181)2
× 0.181
0.402
> 3.
(b) Edge e2 overlaps with edge A1B1 but edge e5 does not overlap with edge B2A3 (see
Fig. 18b): Then b2 = B1 (otherwise e3 and e5 are free edges). Hence e′ = A2b3 is an
S2-incrementable edge with
g(e′; S2) 0.229
(0.181)2
× 0.181
0.377
> 4.
Note that e2 is an S1-decrementable edge with g(e2; S1) < 2. Hence, g(e′; S2) >
g(e2; S1), a contradiction to the S-maximality of P.
4.10. Case 10
We can assume that Rup ∩S2 = Rup ∩S3 = ∅ (otherwise such a case is treated in Case 8
or Case 9). Then pup1−0.229−0.368 = 0.403. Assume a(Rup)1/(0.2963/p+2) <
0.37 (otherwise  < 0.2963). Note that A2 and B4 cannot be on the path P at the same
time since a(Rup) in that case is at least 0.779× 0.402+ 0.221× (0.196+ 0.181) > 0.37,
contradicting the assumption a(Rup)0.37 on Rup. Observe that edge e2 overlaps with
edge A1B1 or edge e5 overlaps with edge B4A5 (otherwise both would be free edges). We
consider the following subcases (1) and (2).
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Fig. 19. Illustration for Case 10.
(1) Edge e5 overlaps with edge B4A5. If b4 = B4, i.e., A4 is not on P (see Fig. 19a), then
e4 is an S4-incrementable edge and e3 is an S1-decrementable edge such that
g(e4; S4) 0.229
(0.181)2
× 0.181
0.765
> 1.6
and
g(e3; S1) 0.087
(0.207)2
× 0.207
0.207+ 0.181+ 0.196 < 0.72,
a contradiction to the S-maximality of P.
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Assume b4 = B4, i.e., A4 is on P (see Fig. 19b). Then e′ = b3A4 is an S3-
incrementable edge and e2 is an S1-decrementable edge such that
g(e′; S3) 0.368
(0.196)2
× 0.196
0.584
> 3.2
and
g(e2; S1) 0.087
(0.207)2
× 0.207
0.221
< 2,
again a contradiction to the S-maximality of P.
(2) Edge e2 overlaps with edge A1B1 but edge e5 does not overlap with edge B4A5 (see
Fig. 19c). Then b2 = B1 (otherwise e3 and e5 are free edges). Hence e′ = A2b3 is
S2-incrementable, and
g(e′; S2) 0.229
(0.181)2
× 0.181
0.181+ 0.196+ 0.181 = 2.267371631 > g(e2; S1).
Since e2 is S1-decrementable, this contradicts the S-maximality of P.
From the arguments in this section, we have shown that (S) < 0.294 and thereby
Theorem 4 holds.
5. Lower bound on ∗
One may consider whether there is a scheme S ′ that has (S ′) smaller than 0.2964. In
this section, we, however, show that there is no scheme S ′ with (S ′) < 0.2698. That is,
we prove the next result.
Theorem 5. 0.2698 < ∗ < 0.2964.
Since we have shown ∗0.2964 in the previous section, we now estimate ∗ from
below. Let S be an arbitrary scheme. For x1 = y1 = 0.22183, x2 = y2 = 0.41285,
x3 = y3 = 1 − x2, and x4 = y4 = 1 − x1, we partition the unit square S into 25
blocks by three vertical lines with x-coordinates x1, x2, x3 and x4 and three horizontal lines
with y-coordinates y1, y2, y3 and y4 (see Fig. 20). We consider the following 10 monotone
piecewise linear paths:
P1 = 〈(0, 0), (0, y2), (x3, y2), (x3, 1), (1, 1)〉, P ′1 = 〈(0, 0), (x2, 0), (x2, y3),
(1, y3), (1, 1)〉,
P2 = 〈(0, 0), (0, y1), (x2, y1), (x2, 1), (1, 1)〉, P ′2 = 〈(0, 0), (x3, 0), (x3, y4),
(1, y4), (1, 1)〉,
P3 = 〈(0, 0), (0, y3), (x4, y3), (x4, 1), (1, 1)〉, P ′3 = 〈(0, 0), (x1, 0), (x1, y2),
(1, y2), (1, 1)〉,
P4 = 〈(0, 0), (0, y4), (1, y4), (1, 1)〉, P ′4 = 〈(0, 0), (0, y1), (1, y1), (1, 1)〉,
P5 = 〈(0, 0), (x1, 0), (x1, 1), (1, 1)〉, P ′5 = 〈(0, 0), (x4, 0), (x4, 1), (1, 1)〉.
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Fig. 20. A partition of a unit square S.
Let a1 = (1 − 0.412849) × (1 − 0.412849), a2 = 0.412849 × (1 − 0.22183), and a3 =
0.22183. Then we have
a(Rup(P1)) = a(Rdwn(P ′1)) = a1,
a(Rup(P2)) = a(Rdwn(P ′2)) = a(Rup(P3)) = a(Rdwn(P ′3)) = a2,
a(Rup(P4)) = a(Rdwn(P ′4)) = a(Rup(P5)) = a(Rdwn(P ′5)) = a3.
Observe that eachblock inS is contained in at least two regions from {Rup(P1), . . . , Rup(P5),
Rdwn(P
′
1), . . . , Rdwn(P
′
5)}. Therefore, it holds
5∑
i=1
p
up
S (Pi)+
5∑
i=1
pdwnS (P
′
i )2. (1)
By deﬁnition, ∗ satisﬁes
p
up
S (Pi)
(
1
a(Rup(Pi))
− 2
)
∗ (i = 1, 2, 3, 4, 5).
Similarly, by considering path P ′i as a monotone path from (1, 1) to (0, 0), we have
pdwnS (P
′
i )
(
1
a(Rdwn(P
′
i ))
− 2
)
∗ (i = 1, 2, 3, 4, 5).
Hence it holds
5∑
i=1
p
up
S (Pi)+
5∑
i=1
pdwnS (P
′
i )  ∗
5∑
i=1
1
1/[a(Rup(Pi))] − 2
+∗
5∑
i=1
1
1/[a(Rdwn(P ′i ))] − 2
= ∗
(
2
1/a1 − 2 +
4
1/a2 − 2 +
4
1/a3 − 2
)
.
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From this and (1), we have
∗
∑5
i=1 p
up
S (Pi)+
∑5
i=1 pdwnS (P
′
i )
2
1/a1−2 + 41/a2−2 + 41/a3−2
 22
1/a1−2 + 41/a2−2 + 41/a3−2
> 0.2698,
as required. The current choice of 5 × 5 blocks over the unit square S and the values for
a1, a2 and a3 is based on some limited computer experiment, and there may exist a better
choice of blocks in S for evaluating a lower bound on ∗.
6. Concluding remarks
In this paper, we have analyzed the performance of the randomized key based heuristic
due to Nagamochi [12,13] in terms of the minimum degree  of nodes inV, and have proved
that, for the scheme S in Section 4, the heuristic delivers a solution whose average crossing
number is at most (1.2964+12/(−4))LB. For graphs with large , this is an improvement
over the previous best bound 1.4664 [12,13]. On the other hand, we have shown in Section
5 that no scheme S ′ can achieve any better ratio than 1.2698. Note that this does not imply
that the gap between the optimal and the lower bound is actually 1.2698. The currently
known gap is 13/11  1.1818, as shown in Fig. 2. Determining maxG{opt(G)/LB(G)} is
left for the future research.
Acknowledgements
We would like to express our gratitude to the anonymous referee whose suggestions
contributed much to improving the written style. This research was partially supported by
a Scientiﬁc Grant in Aid from the Ministry of Education, Culture, Sports, Science and
Technology of Japan.
References
[1] G. Di Battista, P. Eades, R. Tamassia, I.G. Tollis, Graph Drawing: Algorithms for Visualization of Graphs,
Prentice-Hall, Englewood Cliffs, NJ, 1999.
[2] V. Dujmovic´, H. Fernau, M. Kaufmann, Fixed parameter algorithms for one-sided crossing minimization
revisited, (GD2003), Lecture Notes in Computer Science, Vol. 2912, Springer, Berlin, 2004, pp. 332–344.
[3] V. Dujmovic´, S. Whitesides, An efﬁcient ﬁxed parameter tractable algorithm for 1-sided crossing
minimization, (GD2002), LectureNotes inComputer Science,Vol. 2528, Springer, Berlin, 2002, pp. 118–129.
[4] P. Eades, N.C. Wormald, Edge crossing in drawing bipartite graphs, Algorithmica 11 (1994) 379–403.
[5] M.R. Garey, D.S. Johnson, Crossing number is NP-complete, SIAM J. Algebraic Discrete Meth. 4 (1983)
312–316.
[6] F. Harary, A.J. Schwenk, Trees with Hamiltonian square, Mathematiks 18 (1971) 138–140.
[7] F. Harary, A.J. Schwenk, A new crossing number for bipartite graphs, Utilitas Math. 1 (1972) 203–209.
[8] M. Jünger, P. Mutzel, 2-layer straight line crossing minimization: performance of exact and heuristic
algorithms, J. Graph Algorithms and Appl. 1 (1997) 1–25.
[9] X. Y- Li, M.F. Stallmann, New bounds on the barycenter heuristic for bipartite drawing, Inform. Process.
Lett. 82 (2002) 293–298.
446 H. Nagamochi / Theoretical Computer Science 332 (2005) 417–446
[10] E. Mäkinen, Experiments on drawing 2-level hierarchical graphs, Internat. J. Comput. Math. 36 (1990)
175–181.
[11] X. Muñoz, W. Unger, I. Vrt’o, One sided crossing minimization is NP-hard for sparse graphs, (GD2001),
Lecture Notes in Computer Science, Vol. 2265, Springer, Berlin, 2002, pp. 115–123.
[12] H. Nagamochi, An improved approximation to the one-sided bilayer drawing, (GD2003), Lecture Notes in
Computer Science, Vol. 2912, Springer, Berlin, 2004, pp. 406–418.
[13] H. Nagamochi, An improved bound on the one-sided minimum crossing number in two-layered drawings,
Discrete and Computational Geometry, to appear.
[14] C. Sechen, VLSI Placement and Global Routing Using Simulated Annealing, Kluwer, Dordrecht, 1988.
[15] K. Sugiyama, S. Tagawa, M. Toda, Methods for visual understanding of hierarchical system structures, IEEE
Transactions on Systems, Man, and Cybernetics 11 (1981) 109–125.
[16] A. Yamaguchi, A. Sugimoto, An approximation algorithm for the two-layered graph drawing problem,
(COCOON99), Lecture Notes in Computer Science, Vol. 1627, Springer, Berlin, 1999, pp. 81–91.
