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A ROBUST FRAMEWORK FOR MOVING-OBJECT DETECTION AND
VEHICULAR TRAFFIC DENSITY ESTIMATION
PRANAM JANNEY∗ AND GLENN GEERS ∗
Abstract. Intelligent machines require basic information such as moving-object detection from videos in order
to deduce higher-level semantic information. In this paper, we propose a methodology that uses a texture measure to
detect moving objects in video. The methodology is computationally inexpensive, requires minimal parameter fine-
tuning and also is resilient to noise, illumination changes, dynamic background and low frame rate. Experimental
results show that performance of the proposed approach is higher than those of state-of-the-art approaches. We
also present a framework for vehicular traffic density estimation using the foreground object detection technique
and present a comparison between the foreground object detection-based framework and the classical density state
modelling-based framework for vehicular traffic density estimation.
Key words. video analysis, intelligent transport, vehicle traffic analysis, moving object, detection, foreground,
background, video, illumination invariant, noise, traffic density.
1. Introduction. Urban environments are inundated with installations of closed-circuit
television (CCTV) camera-based surveillance systems, currently used for monitoring traffic,
security, etc. Video analytics are useful in lending a helping hand to people monitoring these
surveillance systems. Foreground detection is one of the fundamental processes in video
analysis. Higher level processes could use the information provided by foreground detection
to hypothesize scenarios and activities occurring in the video. Motion detection is one of the
methods of detecting foreground objects in videos.
Background subtraction-based techniques are the most widely used approach for moving
object detection with a fixed camera in the absence of any a priori knowledge about objects
or background [1, 12, 14, 30, 32, 44]. Detailed surveys of background subtraction techniques
and change detection algorithms have been published [36, 38].
A typical motion-based foreground detection system would comprise of an estimate of
the background (background model), with the moving-foreground objects determined by
comparing the current frame to the background model. An ideal system should be able to
segment moving-foreground objects in the presence of noise, camera jitter, aperture effects,
etc; it should also be resilient to gradual or sudden changes in illumination and new objects
settling in the background i.e., the background model should be temporally adaptive; and it
must operate in real-time without being resource intensive.
A non-parametric approach, using kernel density estimation for representing the back-
ground was proposed by Elgammal et. al [10]. Without assuming any underlying distribution,
a density function for pixel intensity was determined directly from the data. There exists a
large volume of literature for background modelling based on quantisation/clustering [23],
auto-regression [31, 46], Hidden Markov Model (HMM) [22], active contours [7, 21, 50] and
geodesic active contours [6, 34]. All these methods are computationally expensive with large
memory requirements.
A mixture-of-Gaussians method to model pixel behaviour and update the background
model using an exact EM algorithm (online K-means approximation) was proposed by Stauf-
fer et. al [43]. This approach is commonly used and many researchers have proposed im-
provements and extensions to this algorithm. Researchers[19] have also proposed a new up-
date algorithm for the mixture-of-Gaussians approach using a combination of an online EM
algorithm and a L-recent window technique. An adaptive version that can constantly update
the number of mixtures was also proposed [51]. The mixture-of-Gaussians approach is based
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on the assumption that the underlying distribution of pixel intensities is Gaussian. The above
methods rely on adhoc parameters such as learning rate for recursive linear filters, weights of
background states and new observations. Tuning these parameters in order to achieve high
performance is often difficult. Moreover, the computational complexity of these methods is
very high.
A simple and effective technique for background modelling based on the sigma-delta
estimation technique was proposed in [30]. Sigma-delta estimation is predominantly used as
an analog-to-digital converter in the audio signal processing domain. Very low computation
cost along with robustness of the non-linearity over the linear recursive average are some of
the attractive features of this methodology.
Researchers in [29], explored techniques for foreground detection by modelling the
background using color and/or edge histograms of small image blocks/cells. Every 24-bit
color pixel was transformed into 12-bit color pixel using a color depth reduction formula.
Color histograms were computed on these transformed color pixels. In order to compute
edge histogram, a bin index value is computed for each pixel-based edge using edge orien-
tation while the bin index is incremented using the edge magnitudes. The edge histogram-
based technique was found to perform better than the color histogram-based technique. Re-
searchers [14] have proposed a texture-based method for modelling the background and de-
tecting moving objects. They use a mixture of local binary pattern (LBP) histograms to
generate a background model. The method is computationally less intense but parameters
have to be tuned depending on the video, which is nontrivial.
From the literature it can be gathered that most frameworks use single-pixel based [10,
22, 30, 43] or block-based (group of pixels) [14, 16, 29] techniques. We intend to work
towards a block-based technique.
Foreground detection is a mature area of research, however, most of the existing method-
ologies work under the assumption that the video frames are de-noised and of good quality
and high frame rate. Existing techniques require numerous parameters to be tuned depending
on the video. Modern surveillance systems use numerous cameras and the video frames are
of low resolution and noisy. Tuning parameters for numerous cameras or scenes individually
is an arduous process. So systems need to be illumination-invariant and resilient to noisy, low
frame rate and low resolution frames while requiring minimal calibration.
In this paper we present a methodology that uses texture representation [18] to describe a
video frame and a filter operator which updates a background model and then determines the
moving objects in the frame. The texture representation is computationally efficient and the
texture measures are computed over a larger area than a single pixel. The proposed framework
addresses the problem of detecting moving foreground objects in the presence of noise, illu-
mination changes, dynamic background and low resolution objects, and requires few generic
parameters to be set. The methodology, experimental setup and analysis is presented in sec-
tions 2, 3 and 4, respectively. In section 5 we present an example application of the proposed
moving-object detector for vehicular traffic density estimation including comparison with
other foreground detector-based vehicular traffic density estimation approaches.
2. Proposed Methodology. The proposed methodology is a block-based approach for
detecting moving objects. Every grey-scale frame of the video is divided into blocks1 and the
aim is to classify every block into one of two states: stationary or moving.
2.1. Texture Representation. We calculate the first-order finite directional differences
in all directions within a 3 × 3 neighbourhood of pixels with respect to the centre pixel.
1overlapping or non-overlapping
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FIG. 2.1. A 3× 3 neighbourhood of pixels
Directional differences for a centre pixel in a 3× 3 neighbourhood (shown in Figure 2.1) can
be written as, I,
I = [ic − i1, .., ic − i8], (2.1)
where ic is the intensity of centre pixel c and i1,..,8 are the intensities of the neighbouring
pixels.
Finite directional differences are approximately intensity invariant. Normalisation of the
directional differences further enhances intensity invariance.
Inorm =
I√∑8
j=1 I
2
j
, (2.2)
The Discrete Wavelet Transform (DWT) of the signal Inorm, in the Haar basis, is calcu-
lated by passing it through a series of filters [28] whose coefficients are given in Equation 2.3.
In this work, Haar wavelets are used because they are computationally efficient and have the
smallest possible support.
h =
[
1√
2
,
−1√
2
]
, g =
[
1√
2
,
1√
2
]
(2.3)
The signal is decomposed simultaneously a using high-pass filter, h, and a low-pass filter,
g. The outputs of the high-pass filter are known as the detail coefficients and those from the
low-pass filter are referred to as the approximation coefficients. The filter outputs are then
downsampled by 2. The nth component of downsampling a vector y by k may be written as:
(y ↓ k)[n] = y[kn] (2.4)
where ↓ is used to denote the downsampling operator. Noting that the wavelet transform op-
eration corresponds to a convolution followed by downsampling by 2 allows the filter outputs
to be written more concisely as,
G = (Inorm ∗ g) ↓ 2, ,H = (Inorm ∗ h) ↓ 2 (2.5)
where, G and H are the approximation and detail coefficients respectively.
The texture representation,Z , of a 3×3 neighbourhood of pixels is given by Equation 2.6.
Z = [G, EH], (2.6)
where
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EH =
4∑
j=1
H2j (2.7)
The detail coefficients would consist of high frequency components including associated
noise. We represent the detail coefficients, H, by its collective energy, EH, given by Equa-
tion 2.7, in order to retain the influence of high frequency components whilst minimising the
effect of noisy-coefficients, thereby reducing noise.
Illumination will essentially be uniform (except in pathological cases) over a small neigh-
bourhood, such as the 3× 3 neighbourhood shown in Figure 2.1. Distributions collected over
a m× n block of pixels, consisting of numerous 3× 3 neighbourhoods, will provide texture
representations with substantial illumination-invariant property.
Consider a frame f , divided into p × q blocks with each block consisting of m × n
pixels, then the texture representation of (p, q)th block, Tf (p, q), from here on referred to as
block-textures, is given by,
Tf (p, q) =
1
mn
m∑
x=1
n∑
y=1
Zx,y, (2.8)
where Z is texture representation with d dimensions. For a frame with N pixels, texture rep-
resentation takes O(8N) = O(N) computations. This texture representation effectively cap-
tures local variations in pixel intensities and is also inherently illumination-invariant, noise-
resilient per block and computationally inexpensive.
2.2. Modelling and Detection. The first frame is always the initial seed for modelling
and is assumed to be a stationary model (M) of block-textures which is updated using the
current matrix of block-textures, T. The stationary model is estimated on-the-go, thus there
is no explicit training phase involved. The sum of absolute differences between the station-
ary model, M, and the current matrix of block-textures, T, provides the motion-likelihood
(∆) measure. Comparing the motion-likelihood measure to a derived tolerance value, τ , we
generate a motion map, φ, depicting moving blocks.
Pseudo-code for initialisation, update and detection is provided in Algorithm 1. The
function Sgn is defined as Sgn(a) = [sgn(a1), .., sgn(ad)], where, a is a vector with d
dimensions and sgn(b) = 1 if b > 0, sgn(b) = −1 if b < 0, and sgn(b) = 0 if b = 0.
The stationary model is updated at the learning rate (±α). By using increments ±α
for the learning rate, we avoid using any Gaussian fitting techniques. This comparison and
elementary increment/decrement can be interpreted as the simulation of a digital conversion
of a time-varying analog signal using sigma-delta modulation, except that the increments are
±α, with 0 ≤ α ≤ 1. Intuitively, using α = 0, would mean that no information should
be learned and using α = 1, would mean all information should be learned. Using a low
value for α, for example α < 0.2, would mean only some information should be learned.
An interesting property of this technique is that the error is proportional to the variation rate
of the input signal corresponding to a motion-likelihood measure of the block-textures. We
compare this motion-likelihood measure to a tolerance to classify the block as stationary or
moving.
The limit of tolerance, τ , will eventually determine the number of detections made by the
system. The texture measure in each dimension can only vary between −1√
2
and +1√
2
, thus the
motion-likelihood lies in [0, 5√
2
]. In order for an user to be able to vary the limit of tolerance,
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τ , we introduce a tradeoff parameter, λ, so that the limit of tolerance, τ , will be proportional
to the user-defined tradeoff, λ:
τ = (1 − λ) 5√
2
(2.9)
where, 0 ≤ λ ≤ 1. λ = 0 would result in the system showing no detections and λ = 1 would
result in system showing all the detections.
Initialisation;
input : T0: block-textures of first frame (f = 0),
p, q : block size
output: M0: Stationary model at first frame
foreach k← 1 to p do
foreach l ← 1 to q do
M0(k, l)← T0(k, l);
end
end
Update and Detect;
input : Tf : block-textures of frame f (f 6= 0),
p, q: block size,
α : learning rate,
τ : limit of tolerance
output: Mf : Stationary model at frame f ,
φf : Motion Map at frame f
foreach k← 1 to p do
foreach l ← 1 to q do
Update stationary model;
Mf (k, l)← Mf−1(k, l) + α ∗ Sgn(Tf (k, l)−Mf−1(k, l));
Calculate motion-likelihood measure;
∆← ||Mf−1(k, l)− Tf (k, l)||1;
Generate motion-map;
if ∆ < τ then
φf (k, l)← 0;
else
φf (k, l)← 1;
end
end
end
Algorithm 1: Initialise, Update and Detect
3. Experimental Setup. Six different (indoor and outdoor) video sequences were used
for performance evaluation. Table 3.2 shows the properties of all video sequences used in this
experimental setup. The Afternoon and Morning traffic video sequences captured by traffic
cameras installed on Sydney roads are a proprietary dataset of Roads and Traffic Authority of
New South Wales, Australia. CAVIAR, Multiple Flows and WavingTrees are publicly avail-
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TABLE 3.1
Parameters used for conducting experiments using proposed methodology
Block size (pixels) α λ
Overlap 8× 8 0.05 0.98
Non-overlap 12× 12 0.05 0.98
able on the Internet([11], [35] and [25] respectively). Hall Monitor is a well-known sequence
used for MPEG4 standards.
The proposed methodology was compared with three state-of-the-art, widely used meth-
ods that are considered as the most computationally efficient techniques (GMM [43, 53],
Sigma-Delta [30] and LBP-based [14]).
In order to showcase the non-dependency or dependency of a methodology on fine-tuning
of its parameters, we fine-tune the parameters of a methodology using an input video “A”
and then test the methodology (retaining the previously fine-tuned parameters) for its perfor-
mance using an input video “B”. Here, the assumption is that video “A” is unrelated (w.r.t.
semantics) to video “B” in terms of scene-type, etc. If a methodology can attain maximum
performance for input video “B” then it is independent of parameter fine-tuning, otherwise it
is dependent on parameter fine-tuning. We believe that a system that is independent of pa-
rameter fine-tuning is much more desirable for real world applications compared to a system
that is dependent on parameter fine-tuning. We fine-tune the parameters for all algorithms
using the Multiple Flows sequences.
RGB video frames are used in the evaluation of the GMM-based technique [43, 53],
with three Gaussian distributions per pixel per color component. Learning rate and fore-
ground threshold are set to 0.01 and 0.25, respectively. A match is defined as a pixel value
being within 2 standard deviations of the distribution’s mean. We have used the GMM imple-
mentation provided by Zivkovi et al. [52]. Grayscale video frames are used in the evaluation
of Sigma-Delta based technique [30]. Temporal pixels are identified as the pixels whose vari-
ation rate is N = 4 times the non-zero differences. Grayscale video frames are also used in
evaluation of LBP based technique [14] using three histogram mixtures. The rate of learning
for the histogram mixture and weights were both set to 0.005. The pixel block-size was set
to 8 × 8 pixels, with a detection threshold of 0.25. Heikkila¨ and Pietika¨inen [14] use over-
lapping blocks in order to achieve better shape contour; we set the overlapping region as half
the block-size.
Results for the proposed methodology are reported for the overlapping and non-overlapping
block-based techniques. The proposed methodology requires only three parameters to be pre-
set: block-size, learning-rate(α) and tradeoff(λ). There are no other explicit system parameter
that need to be set. Parameter setting for the proposed methodology is presented in Table 3.1.
Though increasing the block-size will reduce the computational load, we have instead used a
small block-size in order to achieve good shape-contours for moving objects. Increasing the
learning rate will result in the model following the input closely, leading to very few detec-
tions. Decreasing the learning rate significantly results in a high number of false detections.
Moving objects are detected by thresholding the motion-likelihood measure by the limit of
tolerance, derived using the tradeoff as given by Equation 2.9. Decreasing the tradeoff re-
duces the number of correct detections and vice-versa. We have set a low learning rate and
tradeoff of 0.05 and 0.98, respectively.
We claim here that the proposed technique does not need parameter-tuning for individual
videos. Hence, irrespective of the input video, we retain the same parameter settings for all
techniques used in our experiments.
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Quantitative and qualitative results are presented for these experiments. For quantitative
evaluation, we manually labelled four frames from the Afternoon, Morning, Hall Monitor
and CAVIAR video sequences and four frames from each of the six mini-sequences of Multi-
ple Flows. Hand-segmented ground truth for WavingTrees is available online [25]. We then
calculated the average scores for the true positives/negatives and false positives/negatives re-
ported by each methodology.
We have quantified the noise2 for each video in the dataset (except WavingTrees3) by
calculating the peak signal-to-noise ratio (PSNR) in decibels (dB), so as to gauge the per-
formance of all algorithms for different PSNRs. The average signal-to-noise ratio for all
pixel-locations over the entire collection of background frames was considered as an approx-
imate quantification of noise for the video. Consider a video with n frames consisting of a
stationary background with r × c frame size. We have pi,j as a collection of all pixel inten-
sities from location (i, j) over n frames, where i ∈ {1, .., r} and j ∈ {1, .., c}. Thus, the
signal-to-noise ratio for pixel location (i, j) is given by Equation 3.1.
SNRi,j = 20× log10(
max(pi,j)−min(pi,j)
σpi,j
) (3.1)
where σpi,j is the standard deviation of the collection of pixel intensities, pi,j .
The average signal-to-noise ratio over all pixel locations, as shown in Equation 3.2, is
considered as the PSNR for the video.
PSNR = 1
rc
r∑
i=1
c∑
j=1
SNRi,j (3.2)
4. Results and Analysis.
2Noise-free video for the sequences used are not available hence the noise calculation is an approximate estima-
tion. PSNR is calculated as a reference for supporting the claims made in this paper.
3The technique used for PSNR calculation in this work is not valid for videos with dynamic background.
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TABLE 3.2
Properties of all video sequences used in this experimental setup
Pr
o
pe
rt
ie
s
Name Afternoon Morning CAVIAR Hall Multiple WavingTrees
Monitor Flows
Location Outdoor Outdoor Indoor Indoor Outdoor Outdoor
Objects Vehicles Vehicles People People People Person
Resolution 320 × 320 320 × 320 384× 288 352× 288 768× 576 160× 120
Num. of Frames 3000 3000 1050 300 874 287
Light Source natural natural natural + artificial artificial natural natural
Illumination Change gradual X X × × × ×
sudden X X × × × ×
no change × × X X X X
Noise/Artifacts aperture X X × × × ×
banding X X × × × ×
random/shot X X X X X X
compression X X X X × X
Dynamic Background × × × × × X
Camera on X X × × × ×
Auto-Calibration mode
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(a) frames(f ): 797, 832, 889
(b) Ground-truth
(c) Proposed Methodology
(d) GMM
(e) Sigma-Delta
(f) LBP
FIG. 4.1. Ground-truth along with results for all algorithms for a sequence of frames (f : 797, 832 and 889)
from Afternoon video where the goal is to detect the moving vehicle that has entered the frame from behind the bus.
4.1. Qualitative Analysis. Figure 4.1 shows the results for a sequence of frames from
the Afternoon video for all algorithms. A car waiting to turn just after the bus has passed has
been clearly detected using the proposed methodology but not by other techniques. GMM
does have a few true positives, but these true positives are small in number and less dense.
The Sigma-Delta approach fails to detect any movement and it is hard to differentiate be-
tween true detections and false detections in the case of the LBP-based methodology. It is
9
quite interesting to note that “white” vehicles reflect light onto the camera forcing the cam-
era to adjust its colour settings as they are on auto-calibrate mode. Hence, the GMM-based
technique detects more false-positives even though it uses RGB data.
(a) Aperture effects, Noise, Low-resolution human and Dynamic back-
ground
(b) Ground-truth
(c) Proposed Methodology
(d) GMM
(e) Sigma-Delta
(f) LBP based
FIG. 4.2. Ground-truth along with results for all algorithms in the presence of Aperture effects (f : 206,
Morning), Noise (f : 572, Morning), Low-resolution human (f : 618, CAVIAR) and Dynamic background (f : 247,
WavingTrees).
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Figure 4.2 shows the results for frames with different effects. In the presence of aperture
effects, the proposed methodology produces a clear outline of the moving object, whereas the
GMM and Sigma-Delta approaches produce a high number of false detections in comparison
to true detections. The LBP-based technique fails to present any meaningful output. In the
presence of noise (banding and random noise) effects, the proposed methodology clearly
outperforms the other algorithms. In the presence of low-resolution objects such as a low-
resolution human in the CAVIAR video, the proposed methodology reported better detection
than the other methodologies. The proposed methodology also clearly detects the moving-
object (i.e. person) in the WavingTrees video in the presence of dynamic background (i.e.
waving trees). Detection by state-of-the-art techniques is not as good as the proposed method
with the GMM-based technique producing the best performance among the state-of-the-art
techniques.
As expected, on fine tuning the parameters for GMM, Sigma-Delta and LBP-based tech-
niques for the Afternoon and Morning videos individually, there was improvement in their
individual performances, and similarly for the WavingTrees video as well. We have not pre-
sented those results here.
4.2. Quantitative Analysis. An ideal moving object detection algorithm should achieve
100% detection for both moving (referred to as positives) and stationary (referred to as nega-
tives) pixels.
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FIG. 4.3. Precision vs Recall for all sequences: Afternoon, Morning, CAVIAR, Hall Monitor,WavingTrees,
and Mutliple Flows. Average precison-recall for each method is depicted using large fontsize markers.
Figure 4.3 shows the Precision and Recall for all methods. The proposed methodology
outperforms the other algorithms in terms of precison-recall. Between the two, the overlap-
ping method outperforms the non-overlapping method as it can achieve better shape-contour
fit to the moving objects. The proposed technique is capable of delivering high performance
with generic calibration whereas the performance of existing methods deteriorates signifi-
cantly. As expected, the existing methods require parameter fine-tuning for each individual
video sequence in order to achieve better performance.
11
00.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
PSNR (dB)
Tr
ue
 P
os
iti
ve
s
 
 
12
.8315
.7
31
.9
94
.7
LBP
Proposed (Non−Overlap)
Sigma−Delta
GMM
Proposed (Overlap)
FIG. 4.4. Proportions of true positives over the range of peak signal-to-noise ratios (PSNR).
Figure 4.4 shows the detection rate for moving(positives) pixels with reference to the
PSNR of the videos. As the PSNR of video sequences decreases the proposed method clearly
outperforms the other systems. The proposed methodology (overlap) achieves a high detec-
tion rate and is also highly consistent for varying PSNR values.
Video cameras are often designed to operate with various frame rates. However, video-
based surveillance systems could be designed to further sample the frames in time for pro-
cessing, depending on the available infrastructure i.e., data transfer capabilities, number of
cameras, storage, etc. Figure 4.5 shows the output accuracy of each algorithm for various
frame sampling rates (seconds per frame). The output accuracy is calculated using Equa-
tion 4.1.
accuracy =
Ncorrect
NTotal
, (4.1)
where Ncorrect is the total number of correct detections i.e., true positives + true negatives
and NTotal is the total number of pixels in the frame.
The proposed methodology provides high accuracy consistently for various frame sam-
pling rates of the input video. The Sigma-Delta method is the second best with LBP-based
methodology achieving the lowest accuracy compared to the other techniques. Error-bar de-
picts the standard deviation of accuracy over the entire dataset. The GMM-based technique
has high accuracy for frame sampling rate at 0.04 seconds per frame (i.e, 25 frames per sec-
ond). However, as the frame sampling rate increases, accuracy decreases and the size of the
error-bar increases across the entire dataset. This is a clear indication that at low-frame rates
the GMM-based foreground object detector is not reliable. For the Sigma-Delta technique,
as the frame sampling rate increases the accuracy increases and the size of the error-bar de-
creases until the accuracy reaches a peak between 1 and 1.5 seconds per frame. Then the
accuracy starts to decline and the size of the error-bar starts to increase. The LBP-based
methodology consistently provides low accuracy with low standard deviation. The proposed
methodology provides high accuracy irrespective of the frame sampling rate with consistent
standard deviation across the entire dataset.
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FIG. 4.5. Accuracy vs Frame Sampling Rate for all algorithms over all datasets.
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FIG. 4.6. Performance of the proposed methodology over the entire dataset w.r.t. accuracy, and proportions of
correctly classified pixels (i.e.,true-positives and true-negatives) for varying tradeoff values.
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FIG. 4.7. From top to bottom: Ground-Truth , System Output and Motion-likelihood (∆) graphs for (10, 5)th
texture-block from 2500 frames of the Afternoon sequence using the proposed methodology. Parameters used: Learn-
ing rate of α = 0.05 and tradeoff of λ = 0.98. Detection error ≈ 1.96% (incorrect classifications = 49).
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FIG. 4.8. Ground Truth, Texture measure (1st dimension only, blue) and Stationary Model (1st dimension only,
red) for (10, 5)th texture-block from frames of the Afternoon sequence using the proposed methodology. Parameters
used: Learning rate of α = 0.05 and tradeoff of λ = 0.98. Inset: Magnified version of a small section.
Figure 4.6 shows the performance of the proposed methodology when varying the trade-
off parameter. Highest accuracy is achieved for a tradeoff of λ = 0.99, and appears to remain
constant at around 0.85 for any tradeoff less than 0.86. This accuracy, however, is not valid as
the proportions of true positives is zero. The range of tradeoff is quite limited, with the possi-
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bility of detecting true moving-pixels using a tradeoff between 0.86 and 0.99. For a tradeoff
of λ < 0.86, the system considers all pixels as background and for a tradeoff of λ ≥ 1, the
system considers all pixels as moving.
A sample output for a texture-block is shown in Figure 4.7. There were 49 incorrect
classifications (false positives + false negatives) out of a total of 2500 instances i.e. an error
rate ≈ 1.96%. Figure 4.8 shows the 1st dimension of the derived texture measure along with
the generated stationary model. The stationary model is effective in modelling background
texture, including the associated noise.
5. Application: Vehicular Traffic Density Estimation. Intelligent Transportation Sys-
tems (ITS) are used in many cities to provide information about traffic conditions on road
networks and as an aid to streamlining vehicular traffic flow in an effort to reduce traffic con-
gestion. An ITS typically uses various kinds of sensors, such as video cameras and inductive
loop detectors to measure the significant properties of vehicular traffic flow. Traffic density
is a useful property that an ITS can use to perform higher level functions such as traffic light
sequencing.
Video monitoring systems promise many advantages over the now-dominant inductive
loop detectors which are point detectors that sense the vehicles passing over them [4]. Cam-
eras are cost effective and easier to maintain than other road-side mounted sensors. They also
offer the potential of providing a much richer data stream than the simple loop.
Most of the state-of-the-art techniques have relied upon modelling all density states using
training data and then classifying traffic density state of the testing data [17, 26, 37, 45].There
is a real need to develop systems that can analyse surveillance footage especially in the field
of vehicular traffic analysis in varying noise and illumination conditions.
Vehicle tracking is another popular technique for traffic density estimation [20, 24, 47]. A
vehicle detection algorithm provides vehicle regions in the frame which are used by a tracking
algorithm to perform vehicle correspondence from one frame to the next and generate tracks.
A count of individually tracked vehicles will provide the percentage of lane coverage.
Vehicle detection approaches can be placed into four different categories, namely (a)
Point-detectors such as Difference-of-Gaussian detector [27] and Harris detector [13]; (b)
Segmentation-based methods such as Mean-shift [8] and Graph-cut [41]; (c) Background
modelling-based methods such as Mixture of Gaussians [43] and (d) Supervised learning-
based methods such as Adaptive boosting [48] and Support Vector Machines [33]. Track-
ing algorithms have been classified by Yilmaz et al. [49] into three different categories: (a)
Point-based tracking (MGE tracker [39], Kalman filters [5], etc), (b) Kernel-based tracking
(Mean-shift [9], KLT [42], SVM tracker [2], etc) and (c) Silhouette-based tracking (Hough-
transform [40], Variational methods [3], etc).
Point-based tracking is effective for small objects, because small objects can be repre-
sented using a single point. Large objects have multiple points, so all points of an object need
to be automatically clustered so as to register the points as belonging to that object. Auto-
matic clustering is another difficult problem considering that a frame could consist of multiple
foreground objects and a background. Kernel-based tracking is used for estimating the ob-
ject motion. An object motion model can be used to estimate the object region and object
orientation in the next frame, thereby tracking the object through frames. This approach is re-
liant on the geometric shapes of object representation and is computationally very expensive.
Silhouette-based methods provide accurate shape descriptions of objects and then trackers
are used to find the region in each frame using the object model generated. Vehicle tracking
algorithms are generally flexible enough to determine almost any type of traffic information.
Selecting the best object detector and object tracker for a particular application is dependent
on many parameters such as type of object, scenario, type of background, etc. In terms of
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FIG. 5.1. Empty, Low, High and Full states of a lane of traffic at the Anzac Parade/Barker Street junction (the
circular reflection is that of the camera lens onto the window of the camera housing).
TABLE 5.1
Properties for each of the video sequences used for testing. All these video sequences were captured by traffic
cameras installed at Anzac Parade/Barker Street Junction, Sydney, Australia.
Pr
o
pe
rt
ie
s Name Anzac Parade / Barker Street JtnJtn.-1 Jtn.-2 Jtn.-3 Jtn.-4
Illumination Bright/
level Sunny Raining Cloudy Sun-Glare
Noise/Artifacts:
aperture X X X X
banding X X X X
random/shot X X X X
compression X X X X
just determining the traffic density, the performance of vehicle tracking algorithms tends to
degrade in heavy traffic situations due to occlusion, clutter and false background estimation.
However, individual object tracking in the presence of occlusion, as seen in the dataset, is
considered in this paper.
An alternate approach for traffic density estimation is to detect objects inside a traffic
lane and then deduce the traffic density. In this section, we explore the possibility of using a
foreground object detector for detecting vehicles and estimating vehicular traffic density.
We present the test dataset and the framework based on the foreground object detector
including the experimental evaluation in sections 5.1 and 5.2 .
5.1. Dataset. All our experiments use video sequences captured from a busy road junc-
tion located just outside the Sydney CBD (Anzac Parade/ Barker Street Junction) and are pro-
prietary dataset of the Roads and Transport Authority, New South Wales, Australia. All video
sequences were captured during daytime, exhibiting the expected range of natural lighting
variation; the cameras were on auto-calibration mode. Each video sequence is of 6 minutes—
9000 frames—duration. The resolution of each frame is 320 × 240. In our experiments we
have used only one lane as the ROI. Figure 5.1 shows four sample frames (with ROI outlined
in white) that are representative of the Empty, Low, High and Full traffic density states used
in this paper. Table 5.1 details the properties of each of the video sequences.
Traffic density is defined as the percentage of the ROI (usually a lane segment) occupied
by vehicles. Traffic density of the particular traffic lane is classified into one of four states:
1. Empty: less than 5% of the lane is occupied by vehicles.
2. Low: 5–30% of the lane is occupied by vehicles.
3. High: 30–90% of the lane is occupied by vehicles.
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FIG. 5.2. Object detection-based framework for vehicular traffic density estimation
4. Full: more than 90% of the lane is occupied by vehicles.
Human annotated ground-truth for all the frames of all the videos was made available to
us.
5.2. Framework. We consider an ROI within which we need to estimate the traffic den-
sity. For every input frame, pixels belonging to the foreground objects are identified using the
foreground object detectors and are segmented into regions by a two-pass, connected com-
ponents algorithm [15]. The generated mask is projected onto a linear scale. The percentage
of non-zero elements versus the zero-elements in the linear scale would provide the vehicular
traffic density for that particular traffic lane. There is neither a explicit training phase nor
density-state learning phase. The performance of this framework is entirely dependent upon
the performance of the foreground object detector. Figure 5.2 illustrates the foreground object
detection-based approach for vehicular traffic density estimation.
An alternate method of estimating traffic density would be to use the foreground object
detector to detect foreground objects and use a tracking algorithm to track individual objects.
A count of individual objects will provide the percentage of lane coverage. However, indi-
vidual object tracking in the presence of occlusion, as seen in the dataset, is beyond the scope
of this paper.
In section 5.3, we present the experimental evaluation consisting of the performance
results of the foreground object detection-based framework on the evaluation dataset.
5.3. Experiments. Experimental results for the foreground object detection-based frame-
work is based on each sequence, and there is no explicit training or testing phase. Parame-
ters for the Proposed, GMM, Sigma-Delta, LBP-based approaches were fine-tuned using the
Multiple Flows sequence as presented in Section 3.
RGB video frames were used in evaluating GMM-based technique, with three Gaussian
distributions per pixel per color component. The learning rate and foreground threshold were
set to 0.01 and 0.25, respectively. A match was defined as a pixel value within 2 standard
deviations of the distribution’s mean. Grayscale video frames were used in evaluating of
Sigma-Delta based approach. Temporal pixels were identified as the pixels whose variation
rate was N = 4 times the non-zero differences. Grayscale video frames were used in eval-
uating the LBP-based approach, with three histogram mixtures. The rate of learning for the
histogram mixture and weights were both set to 0.005. The pixel block-size was set to 8× 8
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TABLE 5.2
Performance results for traffic density estimation using different foreground-object detection methodologies.
Sequence GMM Sigma-Delta LBP Proposed
[43] [30] [14]
Jtn.− 1 85.6% 78.2% 79% 86.3%
Jtn.− 2 74.1% 72.3% 68.2% 85.9%
Jtn.− 3 82.1% 78.3% 78.9% 86.4%
Jtn.− 4 76.3% 70.7% 76.2% 87.1%
pixels, with a detection threshold of 0.25. We set the overlapping region size as half the
block-size.
Figure 5.3 shows foreground detection results for all frameworks on Jtn.-1 video se-
quence for frames with Empty, Low, High and Full traffic density states. The detection results
for the Full frame using GMM, Sigma-Delta and LBP approaches deteriorate when vehicles
are stationary for a span of over 50 frames. One has to bear in mind that the parameters for
each of the methodologies were fine-tuned using the Multiple Flows video for optimal per-
formance and those parameters were retained for all experiments with all other input videos.
Thus, each method was not fine-tuned or tailored to achieve optimal performance for each
input video individually. However, we do believe that by fine-tuning the learning-rate for in-
dividual videos, one could achieve optimal detection of stationary vehicles using the GMM,
Sigma-Delta and LBP approaches. There is a trade-off between detecting noisy pixels as
foreground pixels and detecting stationary foreground vehicles while fine tuning the learning
parameter in the GMM and Sigma-Delta based frameworks.
Table 5.2 presents the performance results for each sequence tested independently with-
out any training phase. The density state classifications produced by the framework for all
frames on a given video were compared to human-annotated ground truth in order to calculate
the percentage accuracy of the system. On average, the proposed moving object detection-
based approach achieves an accuracy of around 86% compared to 79%, 74% and 75% for the
GMM, Sigma-Delta and LBP-based approaches, respectively. The GMM-based framework
does achieve comparable results to the proposed moving object detection-based approach for
Jtn.-1. However, in the presence of varying illumination conditions such as rain, sun-glare,
the performance of the GMM-based framework deteriorates. For all approaches we were able
to process upwards of 15 frames per second for an non-optimized MATLAB R© implementa-
tion running on a PC with a 2.53 GHz processor. Sample outputs of the foreground object
detection-based vehicular traffic estimation for all traffic density states is shown in Figure 5.4.
Table 5.3 highlights the differences between the classical density state modelling-based
framework and the proposed foreground object detection-based framework for vehicular traf-
fic density estimation. There is a trade-off between the number of frames that can be pro-
cessed, accuracy and the computational power required when choosing between either of the
two frameworks. However, in our opinion, a foreground object detection-based framework
would be the better suited for real-world applications due to the absence of supervised learn-
ing modules when compared to a density state modelling-based framework for traffic density
estimation.
6. Conclusion. A methodology to detect moving objects in video using a texture repre-
sentation has been presented in this paper. Experimental results have shown that the method-
ology is resilient to noise, illumination changes, low frame rate and other camera-associated
noise. The proposed methodology is capable of working in real-time (i.e., 25 fps) and does
not require parameter fine-tuning for individual videos. The performance of the proposed
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(a) Traffic densities: Empty, Low, High, Full
(b) Proposed Methodology
(c) GMM
(d) Sigma-Delta
(e) LBP based
FIG. 5.3. Sample Empty, Low, High and Full video frames from Jtn.-1 along with corresponding foreground
detection outputs for all frameworks.
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(a) Empty (b) Low (c) High
(d) Full
FIG. 5.4. Sample output for traffic density estimation using proposed moving-object detection approach. The
vertical bar is an indicator for lane coverage.
TABLE 5.3
Differences between texture-model and foreground-object detection based frameworks for an un-optimised
MATLAB R© implementation on a PC with a 2.53 GHz processor with 320× 240 frame resolution
Type Density state modelling-based Foreground object[17, 26, 37, 45] detection-based
Frames/sec 2-3 15
Density estimation
92% 86%
accuracy
Learning Multi-class SVM, Mixture Models,
algorithm k-Means, simple background-
HMM-Autoclass filter
Supervised Required Not-requiredlearning
Complexity Complicated Simple
Processor Needs powerful Can work on
processor 1 GHz chipsets
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approach exceeds the performance of other algorithms that are widely used. Traffic videos
captured during night time or with long-shadows are still a challenge which is yet to be
addressed using the proposed methodology. We have also presented a framework for ve-
hicular traffic density estimation using a foreground object detection-based approach. The
foreground object detection-based framework for vehicular traffic density estimation is able
to process frames in real-time and comes with an added advantage of not requiring supervised
learning.
We have been successful in developing a fundamental process, such as moving-object
detection, and showcasing its usage for video analysis applications such as vehicular traffic
density estimation. We would like to take this opportunity to point out the need for an anno-
tated traffic video database which could be used as ground truth for research in this area. Such
databases are widely available in other image processing specialities (such as face recogni-
tion) but are sadly lacking here, making performance comparison difficult. In due course we
hope to make our data publicly available.
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