A polynomial approach for maximum likelihood estimation of superimposed signals in time series problems and array processing was recently proposed [1] [2] [3] . This technique was applied successfully to linear uniform arrays and to uniformly sampled complex exponential signals. However, uniformly spaced arrays are not optimal for minimum variance estimation of bearing, range or position; and uniform sampling of signals is not always possible in practice. In this communication we make use of the EM algorithm in order to apply the polynomial approach to sublattice arrays and to missing samples in time series problems.
I. INTRODUCTION
The estimation of multiple superimposed exponential signals in noise is of interest in time series analysis and in array processing.
Recently an effective technique for computing the maximum likelihood (ML) estimates of the signals was introduced by Bresler and Macovski El] and Kumaresan-Scharf and Shaw [2] , [3] . We refer to this technique as the Npolynomial approach"
since it is based on expressing the ML criterion in terms of the prediction polynomial of the noiseless signal. The polynomial approach relies on the assumption that the array of sensors is uniformly spaced. It is well known [4] that the optimal sensor configuration is not uniform under many reasonable criterion. For example, minimum bearing variance is obtained by placing half of the sensors (with a spacing of half of the design wavelength) at each end of the given aperture; minimum range variance is obtained by placing one fourth of the elements at each end and half in the middle; and optimal position estimation is obtained by placing one third of the sensors at each end and the middle. Furthermore, when operating long uniform arrays, often some of the sensors do not function and their outputs must be ignored, yielding in effect a sublattice array. In this paper we present a method for extending the polynomial approach to sublattice arrays.
We treat the sublattice array output as an incomplete data observation. This paper is organized as follows.
The polynomial approach for processing data collected over a uniform array is described in Section II.
In Section III it is shown how the EM algorithm can be used to adapt the polynomial approach to the case of sublattice arrays. Several examples of our procedure are presented in Section IV, and Section V contains some conclusions.
II. UNIFORM ARRAYS AND THE POLYNOMIAL APPROACH
Consider N narrowband radiating sources observed by a linear uniform array composed of M sensors. The sources are assumed to be far enough from the array, compared to the array length so that the signal wavefronts are effectively planar over the array. The signal at the output of the m-th sensor can be expressed by (1) we obtain:
n=l where Sn and V m are the Fourier coefficients of sn(t) and vm(t)
respectively. Equation (2) may be expressed using vector notation as
where
In general, the estimation procedure relies on more than one realization of equation (3), corresponding for example to several time samples or observation intervals. In that case we use the index j to denote the different realizations:
Instead of estimating { t n } I directly we concentrate on estimating {Xn}n=l .
Under the assumption that the vectors {Vj} =l are i.i.d. zero mean and
Gaussian with covariance caI, the maximum likelihood estimates are given by
where |'-11 denotes the Euclidean norm and UC stands for the unit circle which is the parameter space, in this case.
The minimization required in (5) is not trivial since the vectors {Sj} and the matrix A are not known to the observer. However, whenever A is known, R is minimized by choosing
as the estimate of Sj, for j=1,2,...,J, where ( )H represents the Hermitiantranspose operation. Substituting (6) in (5) 
j=1
and it was shown in Section II how the polynomial approach could be used to perform this minimization.
When we are only given the observation vector Y corresponding to an incomplete data set, if fy(Ye_) denotes the density of y given 0, the maximum likelihood estimate of e given Y is e = arg max f (YJ 1 ) = arg max ln{f (Ybe))
where e is the parameter space. However ln{fy(YI)} cannot be expressed as simply as in (13)- (14), and the maximization of ln[fy(YOe) is therefore more difficult to achieve.
The EM approach [6] to the maximum likelihood estimation problem consists of estimating the complete data vector X from the given observation vector y and then substituting the estimate X in (14) to perform the minimization over the parameter space e. However, since X depends in general on e as well as Y several iterations of the above procedure are necessary in order for the parameter e to converge.
A rigorous justification of the EM algorithm is as follows. First from Bayes' rule ln{f (Y 9e) = ln{f (XI))} -ln(fx (X IY,e)
Taking the expectation of (14) over x given Y and under the assumption that the parameter vector is equal to e', we obtain
Using Jensen's inequality it is easy to verify that
H(ele,) < H(ele>). (18)
The EM algorithm may be described by the following sequence [6] :
(a) Initialization: set p=O, and e(P) = e 0 .
(b) E-step: Determine Q(eoe(P)).
(c) M-step: Choose e(p+1) to be the value of eee that maximizes Q(ele(P)). where the inequality holds due to (16) and due to the M-step.
The application of this rather general algorithm to the problem at hand requires only the determination of Q(_ l_').
From (13), and using the
for the conditional mean of x, we find that
where K consists of terms independent of B. Thus, as was claimed above, the maximization of Q(e1_') reduces to the minimization of
j=1 and the M-step of the EM algorithm may be performed by using the polynomial approach to minimize (21).
The estimation step (19) of the EM algorithm can also be simplified further by using the block diagonal structure of F and the relations GGH = I and GHG = diag(l) to rewrite (19) as
where 1 is the complement of 1 (zeros and ones are interchanged). The parameter vector _0 is simply the estimate of ASj obtained in the previous cycle and therefore (20) may be written also as:
using the notation of the polynomial approach. As one would expect equation (20) states that the components of Xj that correspond to existing sensors are always equal to the observed data, i.e., the corresponding components of -j.
The proposed EM algorithm maybe summarized as follows: Table 2 : Evolution of the algorithm for 1 T = (1 0 1 0 0 1)
