In this paper, we define the characteristics of suitable starting models for gradient-based waveform inversion, when applied to sub-basalt imaging. Although our study is carried out on a 1-D model, our conclusions are also valid for more general cases. Since the inverse problem encounters strong non-linearities, the starting model plays a strong role in guiding the inversion. By analyzing the evolution of the misfit function with respect to the degradation of the true model by smoothing, we develop criteria for a "good" starting model, i.e. one that will yield convergence to the global, rather than a local minimum. These criteria depend on the lowest available data frequency: the lower this limit is, the more tolerant the algorithm is of missing high wavenumber information. Even given a lower limit of approximately 7 Hz, we conclude that the criteria for waveform of sub-basalt targets will not be met if the starting model is obtained from standard methods. 
Introduction
Waveform inversion based on gradient methods (steepest ascent, Tarantola 1984 ) is an iterative process that updates the velocity model in order to minimize the misfit between observed (field) and predicted data. The method relies on successive linearization making use of the Born approximation. It is local by nature and therefore highly sensitive to the accuracy of the starting model. The inverse problem may encounter strong non-linearities and the inversion is prone to converge into local minima. We investigate the starting model requirements for a successful waveform inversion on a sub-basalt synthetic example. We assume the model is to be obtained from standard velocity determination methods (stacking velocity analysis, ray-based travel time tomography). We start from the observation that even when the macro model (low wavenumber) is very accurate, the inversion fails to locate the global minimum at 5 Hz. We then study the evolution of the data misfit function with respect to the smoothness of the model in the context of a layer stripping strategy. This analysis allows us to define a starting model for which the inverse problem becomes linear enough to be attacked by gradient methods. We conclude that such a model can not be produced by standard velocity determination methods for the realistic lowest frequency that are present in typical real data set.
Method
Our preferred full waveform inversion approach makes use of acoustic finite difference modeling, implemented in the frequency domain (Pratt and Worthington, 1990 ) thus incorporating the physics of wave propagation without recourse to the high frequency asymptotic approximation. The finite-difference modeling is used in the propagation/backpropagation steps of a linearised, iterative, gradient method inversion (Pratt et al., 1996) . We tested the performance of the inversion scheme on the synthetic seismic data shown Figure 1 , generated using a 1-D model.
Inversion from a "correct" macro model
We now test the waveform inversion at 3 and 5 Hz. Here the starting velocity model is a "correct" macro model., i. e. one that contains only the correct low wavenumber components. Figure 2 shows the result of a successful inversion test in which we initiated the inversion at 3 Hz (an admittedly unrealistic low frequency); in this case we find ourselves in the basin of attraction of the global minimum. Provided this condition is met, the frequency domain approach turns out to be particularly appropriate since it allows one to recover However, when we initiate the inversion at 5 Hz as shown Figure 3 , the inversion converges towards a local minimum. The inversion fails to locate the sediment-basalt discontinuity at 2.5 km depth; instead the reconstruction creates a strong oscillation in velocity with depth. This oscillation occurs in spite of the fact that the starting model contains the correct low wavenumber components. Thus, the initial model is not accurate enough to begin a full waveform inversion at 5 Hz. We suggest that some of these convergence difficulties may be mitigated adopting a layer stripping strategy. This approach consists in reducing the kinematic error of events from deeper parts of the model by first solving for the shallow part of the model, thus reducing the risks of cycle skipping (travel time mismatch greater than half a period). A suitable strategy is to decompose the model into the sediment, the basalt, and the sub-basalt layers. We propose to study the topography of the misfit function with various degrees of smoothness of the starting model.
Misfit function and model smoothness
We constructed a suite of models (Figure 4 ) and tested the evolution of the least-squares data misfit function. Preliminary tests (not shown) led us to conclude that it is a categorical requirement from 5 Hz frequency that the sediment-Basalt interface should be discontinuous and located at an accurate depth: the reflected and refracted data from the basalt are highly non-linear with respect to the location and nature of the top basalt interface. Figure 5 depicts the data misfit function as the three layers in the true model are decreasingly smoothed (i.e., the high wavenumbers are progressively introduced), starting in each case from a quasi-homogeneous medium. An increase followed by a decrease of the misfit function is evidence of the presence of a local minimum. We conclude from Figure  5 that the use of 3 Hz data would set few conditions on the starting model. In contrast, in order to obtain accurate convergence within the sediment layer when using frequencies 5 and 7 Hz, we evidently require a more accurate starting model, since the topography of the misfit function is likely to guide the waveform inversion into a local minimum. A starting model for the sediments, at these frequencies would need to come from the region of Figure  5a ) in which the misfit is decreasing. For the basalt layer, Figure 5b ) suggests that a less accurate (i.e., more smooth) starting model would suffice. One should however be cautious about misleading conclusions for the sub-basalt layer when examining Figure 5c ). Although the results for 5 and 7 Hz show a constant decrease in the misfit functions, these curves are nevertheless extremely flat. In other words, the misfit functions show very little sensitivity to the low and intermediate wavenumber components of the model. We suggest that this is because of the fact that only narrow incidence angles illuminate the sub-basalt sediment.
Defining suitable starting models
These results lead us to suggest a design for the profile of an adequate starting model candidate for a waveform inversion starting at 3,5 and 7 Hz (Figure 6 ). The higher the frequency, the higher is the resolution required of the starting model.
The sediment layer needs strong a priori information on the low and intermediate wavenumbers. Although the misfit function is sensitive to variations in the low wavenumbers due to wide-angle reflections, the lack of medium and high wavenumbers produces kinematic errors, leading to cycle skipping problems. The resolution requirements of the velocities within the basalt are less demanding. Since the basalt velocities are very high, the waves propagating through this layer have long wavelength and are therefore sensitive to lower wavenumbers. The top and bottom of the basalt maybe reasonably smooth for a frequency of 3 Hz but must be quasi-discontinuous and located at the correct depth for higher frequencies. However, we still use a discontinuous interface at 3 Hz in order to compare the results with 5 and 7 Hz. Finally, the sub-basalt velocities require even higher wavenumber information than the sediments. Due to the presence of the basalt layer, the sub-basalt is only illuminated by narrow incident angles, even at the furthest offset. Therefore, as predicted by Born scattering theory (Wu and Toksöz, 1987) , narrow incidence/scattering angle can bring information on the high wavenumbers only.
Conclusion
The question we set out to answer is can the starting model for waveform inversion be produced by standard velocity determination methods? In other words, is the resolution limitation imposed by standard methods consistent with the resolution requirement of waveform inversion?
The standard methods we consider are stacking velocity analysis and various types of ray-based traveltime inversion. Clearly, we have seen that the answer depends on the minimum accessible frequency in the real data. For an unrealistic starting frequency of 3 Hz, the resolution requirements are compatible with standards methods. For more realistic frequencies (5-7 Hz) the starting model should contain some high wavenumber features in the sediment and the sub-basalt layers. In this case, the resolution required is not compatible with standard methods. This conclusion is especially true for the subbasalt layer, where the requirements are dramatically demanding. The imaging potential is limited to a migrationlike determination (high wavenumbers).
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Figure 6: Required starting model for 3,5 and 7 Hz for a) the sediments, b) the basalt and c) the sub-basalt layers. The higher the starting frequency, the more accurate the model should be.
