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Abstract
Let G be an undirected graph with two edge costs (c-cost and d-cost). We want to minimize the
diameter of a spanning subgraph S (under d-cost) subject to the constraint that the total cost of the
edges in S (with respect to c) does not exceed a given budget. We prove that this problem is non-
approximable, even in some special cases. Similar results are proved if the stretch factor or the root
stretch factor is considered instead of the diameter.
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1. Introduction
Consider the following network design problem:
LetG be the graph depicted in Fig. 1(a). The vertices of this graph represent sites and the
edges represent links that can be installed. Each edge e has a pair of weights (c(e), d(e)),
where c(e) is the cost to install the link and d(e) is the cost (e.g., delay) to traverse the link
after the link is installed.
If we build a network as in Fig. 1(b), we can see that the maximum delay (under d)
between any pair of sites (diameter) is equal to 2 and the sum of the costs (under c) of the
edges (total cost) is 80. On the other hand, if we build a network as in Fig. 1(c), the total
cost is only 17, but the diameter is 71. The goal is to find a subgraph of graph G realizing
a trade-off between the total cost and the diameter.
Now we briefly explain our approach to this concept.
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We can see that the minimum diameter of a spanning subgraph of G is diam∗ = 2 and
the minimum total cost of a spanning subgraph of G is cost∗ = 17. It is natural to ask if a
subgraph S with the diameter D and the total cost C, where D  diam∗ and C  cost∗ can
be found. In general, the answer is negative (e.g., there is no subgraph with the diameter
equal to 2 and the total cost equal to 17). Indeed, each subgraph S (of G) with cost(S)= 17
has diam(S)  70. Therefore, if we have the condition cost(S) = 17, the subgraph Sd in
Fig. 1(d) is the best possible one (unlike the subgraph Sc).
Let us consider the subgraph Sb again. If we compare it with numbers diam∗ and cost∗,
we receive that Sb is (1, 8017 )-approximation of a desired subgraph. From this point of view
it seems that we did not find a very good approximation. But each subgraph S (of G)
with diam(S)= 2 has cost(S) 80, therefore we can say that the subgraph Sb is the best
possible one (under the condition that diam = 2). This leads to the following description
of our problem (for the pure definition see Section 3):
“Given an undirected graph and two minimization objectives (under different cost func-
tions), with a budget specified on the first, find a subgraph that minimizes the second
objective subject to the budget on the first”.
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Our main result is that this is an NP-hard problem for various criteria.
This paper is organized as follows: Section 2 contains the definitions of total cost, di-
ameter, stretch factor and root stretch factor and discusses the corresponding unicriterion
problems. A formal definition of our problem is given in Section 3. Section 4 briefly dis-
cusses the related research work. Our main result is presented in Section 5.
2. Criteria
Throughout this paper we will use the terms graph and spanning subgraph in the fol-
lowing way:
graph—a finite undirected weighted graph without loops or multiple edges;
spanning subgraph of G—a subgraph of G (not necessarily connected) with the vertex
set equal to the vertex set of G.
In this section we define four criteria (the total cost, the diameter, the stretch factor, the
root stretch factor) and briefly discuss related unicriterion problems.
Let G = (V ,E,d) be a graph with a vertex set V and an edge set E, where d is a
positive real-valued function on E. If an edge e joins vertices u and v, then we will use the
notation d(u, v) for d(e).
Let P = (v0, v1, . . . , vk) be a path from v0 to vk . We define the length of the path P by
d(P ) :=∑k−1i=0 d(vi, vi+1). Let S = (V ,ES, d ′) be a spanning subgraph of G (d ′ = d|ES is
a restriction, so we will write S = (V ,ES, d)).
Denote dS(x, y) the length of a shortest path from x to y in S.
The total cost is the sum of the costs of the edges belonging to a subgraph. The problem
of finding a spanning subgraph with minimum total cost is well known minimum span-
ning tree problem. It was first solved by Boru˚vka in 1926 [3]. Now, there are very good
algorithms for this problem (see, e.g., [8]).





The diameter represents the maximum distance (delay) in a subgraph. The problem
of finding a subgraph with minimum diameter is equivalent to the problem of finding an
absolute 1-center, as observed by Plesník [17].







The idea behind the notion of stretch factor is an approximation of the pairwise vertex-
to-vertex distance in the original graph by a spanning subgraph. The quality of a distance
approximation is measured by the stretch factor. This concept was introduced in 1987 by
Peleg and Ullman [16]. The problem of finding a spanning subgraph with specified stretch
factor is an NP-hard problem [4,5].
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Let r be a vertex of G. If our interest is restricted only to the distances from the root
r instead of all distances, we get the root stretch factor which is introduced below. This
concept is motivated by Khuller et al. [10]. Note that the problem of finding a tree which
preserves distances from the root is polynomial time solvable (see [7]).









An interested reader can find some other criteria in the list of references: the maximum
degree [14,15], the routing cost [20,21], the average distance [6], the maximum service
cost [13], the reload cost [19].
3. Problem
Let G= (V ,E, c, d) be a graph with a vertex set V and an edge set E, where c (costs)
and d (delays) are positive real-valued functions on E. Let A be a criterion under the cost
function c, B be a criterion under the cost function d . Let C be a class of graphs (e.g.,
connected graphs, trees, planar graphs, . . .). Denote the class of all spanning subgraphs
of G belonging to the class C by
C(G) := {S | S ∈ C, S is a spanning subgraph of G}.
In the following, we will assume that C(G) is a nonempty set. The minimum value of
criterion A (respectively B) is denoted by
A∗ := min
{
A(S) | S ∈ C(G)},
B∗ := min
{
B(S) | S ∈ C(G)}.
Let λ  1 be a given real number. The minimum possible value of criterion B subject to




B(S) | S ∈ C(G), A(S) λA∗
}
.
Note that λA∗ specifies the budget on the criterion A (an advantage of this approach is
discussed in Section 4.1).
Now we define bicriteria network design problems and related (α,β)-approximation
algorithm:
(A,B, λ,C,CGRAPH)-problem.
Given: classes C and CGRAPH, criteria A and B , a real number λ  1, a graph G ∈
CGRAPH.
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Problem: Find a spanning subgraph S ∈ C(G) such that A(S) λA∗ and B(S)= Bλ.
(α,β)-approximation algorithm for (A,B, λ,C,CGRAPH)-problem:
A polynomial time algorithm that for a graph G ∈ CGRAPH produces a solution S ∈ C
such that A(S) α(λA∗) and B(S) βBλ.
For sake of brevity we will use the notation (A,B, λ,C)-problem instead of (A,B, λ,
C,CGRAPH)-problem if CGRAPH is the class of all graphs.
4. Related work
In this section first we explain two approaches to the concept of a subgraph realizing a
trade-off between the two criteria (Section 4.1). The most related results of our work are
mentioned in Section 4.2.
For sake of brevity we will only say “there is no polynomial time algorithm” instead of
“unless P = NP there is no polynomial time algorithm”.
4.1. Approaches
As we said in the Introduction, if we know the values of A∗ and B∗ for graph G it
is natural to ask if a subgraph with A(S)  αA∗ and B(S)  βB∗ can be found. This
approach was used for example by Khuller et al. in [10] where they studied the root stretch
factor. They defined an (α,β)-LAST (Light Approximate Shortest-path Tree) as a tree T for
which ρr(T ) αρ∗ and cost(T ) β cost∗. Since we can find a spanning subgraph which
preserves distances from the root therefore ρ∗ is equal to 1. They gave an algorithm that for
α > 1 returns an (α,β = 1+ 2
α−1 ) -LAST. In the case 1 β < 1+ 2α−1 , deciding whether
a given graph contains an (α,β)-LAST is an NP-hard problem. This approach was used
also in [2] for the pair of criteria: (total cost, diameter) and in [20] for the pair of criteria:
(total cost, routing cost).
It is easy to see that if for some (α,β) we have an polynomial time algorithm P which
produce a subgraph S such that A(S)  αA∗, B(S)  βB∗ than this algorithm P is an
(α
λ
,β)-algorithm for (A,B, λ,C)-problem (note that B∗  Bλ).
A(S) αA∗ ⇒ A(S) α
λ
(λA∗),
B(S) βB∗ ⇒ B(S) βBλ.
Recall that we want to prove that our problems are NP-hard problems, therefore if we use
our definition the achieved results are stronger than if we would have used the described
approach.
An idea to compare a value of a criterion B with Bλ instead of B∗ was used for ex-
ample in [11–15,17,18]. Marathe et al. [15] used the following definitions: “A generic
bicriteria network design problem, (A,B,C), is defined by identifying two minimization
objectives,—A and B,—from a set of possible objectives, and specifying a membership
requirement in a class of subgraphs,—C. The problem specifies a budget value on the first
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objective, A, under one cost function, and seeks to find a network having minimum possi-
ble value for the second objective, B, under another cost function, such that this network is
within the budget on the first objective. The solution network must belong to the subgraph-
class C. An (α,β)-approximation algorithm for an (A,B,C)-bicriteria problem is defined
as a polynomial-time algorithm that produces a solution in which the first objective (A)
value, is at most α times the budget, and the second objective (B) value, is at most β times
the minimum for any solution that is within the budget on A”.
There is only one difference between this and our definition. In this definition the budget
is not specified (therefore we can use an arbitrary value) whereas in our definition a budget
is specified by the parameter λ as λA∗. In the following paragraphs we explain why we
add the parameter λ to the definition.
We suppose that we know the value of A∗ (for all considered criteria we can find
this value). If there exists an (α,β)-approximation algorithm P for an (A,B,C)-bicriteria
problem then this algorithm P can be used as an (α,β)-approximation algorithm for an
(A,B, λ,C) problem for all λ  1 (for given λ we specify a budged on the first objective
equal to λA∗).This also can be said as:
If for some λ  1 there is no polynomial time (α,β)-approximation algorithm for an
(A,B, λ,C) problem then there is no polynomial time (α,β)-approximation algorithm for
an (A,B,C)-bicriteria problem.
In the following section we will prove that there is no polynomial time (1, β)-
approximation algorithm for the (total cost, diameter, 1, spanning tree)-problem. Therefore
there is no polynomial time (1, β)-approximation algorithm for the (total cost, diame-
ter, spanning tree)-bicriteria problem. But on the other hand for any λ > 1 there is an
(1,2 + 4
λ−1 )-approximation algorithm for the (total cost, diameter, λ, spanning tree)-
problem (see [2,10]). Since we added the parameter λ to our definition, we can differentiate
these cases.
4.2. Previous results
Our main result is that there is no (1, β)-approximation algorithm for the problems:
(total cost, diameter, 1, spanning tree)-problem, (total cost, stretch factor, 1, spanning tree)-
problem, (total cost, root stretch factor, 1, spanning tree)-problem.
In 1981 Plesník [17] proved that:
(i) there is no polynomial time (1,2)-approximation algorithm for the (total cost, diam-
eter, 1, spanning tree)-problem, if the total cost and the diameter are under different
cost functions,
(ii) there is no polynomial time (1, 54 )-approximation algorithm for the (total cost, diam-
eter, 1, spanning tree)-problem, if the total cost and the diameter are under the same
cost function, or if the diameter is under a constant cost function (∀e : d(e)= 1),
(iii) there is no polynomial time (1, 32 )-approximation algorithm for the (total cost, diame-
ter, 1, spanning tree, planar graphs with maximum degree 3)-problem, if the total cost
and the diameter are under different cost functions.
In 1995 Khuller et al. [10] proved that for α > 1 and 1  β < 1 + 2
α−1 there is no
polynomial time (α,β)-approximation algorithm for the LA(total cost, root stretch factor,
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spanning tree)-problem, where the total cost and the root stretch factor are under the same
cost function.
In 1998 Marathe et al. [15] proved that for β  1 there is no polynomial time (1, β)-
approximation algorithm for the (diameter, total cost, 1, Steiner tree)-problem.
5. Result
Denote the set of all bipartite graphs with maximum degree 3 by BP3.
Theorem 5. Let β  1 be a given real number. Unless P = NP, there is no polynomial time
(1, β)-approximation algorithm for the following three problems:
(i) (total cost, diameter, 1, spanning tree, CGRAPH)-problem, even if the both criteria are
under the same cost function c :E→{1,2},
(ii) (total cost, root stretch factor, 1, spanning tree, CGRAPH)-problem, even if the both
criteria are under the same cost function c :E→{1,2},
(iii) (total cost, stretch factor, 1, spanning tree, CGRAPH)-problem, even if the both criteria
are under the same cost function c :E→{1,2,3},
where CGRAPH is the class of all graphs or BP3.
We prove a case when CGRAPH is the class of all graphs, the second case is discussed in
Section 5.3.
Theorem 5 will be proved by a reduction from the well known NP-complete problem
3-SAT.
First, we construct a graph BC,k (base construction) such that a formula C is satisfiable
if and only if the graph BC,k is “long paths free” (Definition 6, Lemmas 7 and 8). Then we
“stick” some copies of BC,k to get a graph GC,K (building block construction) and again
we state the conditions (Lemmas 12 and 11) which are equivalent to the satisfiability of the
formula C.
5.1. Base construction
Let C = C1 ∧ · · ·∧Cm be a Boolean formula in 3-conjunctive normal form where each
clause consists of three literals from {x1, . . . , xn}∪ {x1, . . . , xn}. Let k be a natural number.
We construct a graph BC,k consisting of:
• n variable components—a variable component for a variable xi (i ∈ {1,2, . . . , n}) is
a path (denote it by Pi ) consisting of k + 2 vertices. We denote1 by xi (respectively
xi ) the first (respectively last) vertex of path Pi. We set the cost of each edge in the
variable component equal to 1.
• m clause vertices—C1, C2, . . . ,Cm.
1 There is a mild abuse of notation here but it should not lead to any confusion.
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• one truth assignment vertex—T .
• clause edges—if xi is a literal in a clause Cj then we add the edge (xi,Cj ). If xi is
a literal in a clause Cj then we add the edge (xi,Cj ). We set the cost of each clause
edge equal to 2.
• 2n truth assignment edges—for every i = 1, . . . , n we add the edges (T , xi), (T , xi)
and set their costs equal to 2.
An example of our construction for the formula (x1 ∨ x1 ∨ x2) ∧ (x1 ∨ x2 ∨ x2) and
k = 2 can be seen in Fig. 2.
For brevity we will say “S is a minimum spanning tree of BC,k” instead of “S is a
spanning tree with the total cost equal to the total cost of spanning tree of BC,k with the
minimum possible total cost”. Note that the total cost of a minimum spanning tree of BC,k
is 2 · n+ 1 · n · (k+ 1)+ 2 ·m= (k + 3)n+ 2m.
The following definition is essential in our proof. Recall that Pi is the path from xi to
xi with edge weights equal to 1.
Definition 6. We say that a spanning tree S of BC,k is LPF (long paths free), if for every
j = 1, . . . ,m the path from Cj to T in S does not contain any of the paths P1, . . . ,Pn.
Lemma 7. If C is satisfiable, then there exists a minimum spanning tree S of BC,k which
is LPF.
Proof. Given a satisfying truth assignment ξ , we define S as follows: Let S contain all
edges in variable components. Further, if ξ(xi)= 1 then S contains the edge (T , xi) else
the edge (T , xi). Finally, if u is the first true literal in Cj , then S contains the edge (Cj ,u).
One can easily verify that S has the desired properties. ✷
Lemma 8. If BC,k contains a minimum spanning tree S which is LPF, then C is satisfiable.
To prove Lemma 8 we will need some auxiliary properties.
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Proposition 9. If BC,k contains a minimum spanning tree S such that S is LPF, then BC,k
contains a minimum spanning tree S∗ of BC,k such that S∗ is LPF and, moreover, S∗
contains exactly m clause edges.
Proof. Let S contain a 	= m clause edges. As S is connected, we get that a > m, so
there exists some j such that Cj is incident to at least two clause edges. Moreover S is
LPF, therefore there exist vertices u, v (belonging to the set {x1, x1, . . . , xn, xn}) such that
(Cj ,u), (Cj , v), (T ,u) ∈ES and (T , v) /∈ES (S is a tree). Since Cj and T are in the same
connected component of S − (Cj , v), a subgraph S1 obtained from S by replacing (Cj , v)
by (T , v) is a spanning tree. Moreover S1 is LPF and contains a − 1 clause edges. While
the number of clause edges exceeds m this operation can be repeated. ✷
Proposition 10. If BC,k contains a minimum spanning tree S such that S is LPF and S
contains m clause edges, then for every i = 1, . . . , n S contains either (T , xi) or (T , xi).
Proof. Since S is a minimum spanning tree of BC,k (its cost is (k + 3)n + 2m) it has
to contain all edges with cost 1 ((k + 1)n edges in the variable components). Moreover,
S contains m clause edges, therefore S has to contain n truth assignment edges. If we
assume that Proposition 10 is false, then there is i ∈ {1, . . . , n} such that (T , xi) ∈ ES and
(T , xi) ∈ES . But S is a tree, a contradiction. ✷
Proof of Lemma 8. We can assume (Proposition 9) that S contains exactly m clause edges
(for each clause Cj there is the exactly one literal uj such that (Cj ,uj ) ∈ ES). Define
ξ(xi)= 1 if (T , xi) ∈ES and ξ(xi)= 0 if (T , xi) ∈ES . It follows from Proposition 10 that
this setting defines a correct truth assignment for the variables. Since S is LPF ((Cj ,uj ) ∈
ES , from that (T ,uj ) ∈ ES , therefore ξ(uj )= 1, consequently ξ(Cj )= 1), we get that C
is satisfiable. ✷
5.2. Building block construction
The graph BC,k constructed in the previous section has the following pair of properties:
• If C is satisfiable then BC,k contains a minimum spanning tree S such that for every
j = 1, . . . ,m the path from T to Cj in S is “not long”.
• If C is not satisfiable then every minimum spanning tree S of BC,k contains at least
one vertex CjS (the index jS depends on S) such that the path from T to CjS in S is
“long”.
A ratio of the length of a “long” path and the length of a “not long” path represents
a number β for which there is no polynomial time (1, β)-approximation algorithm for
our problems. The goal is to put several copies of BC,k together for improving this ratio.
A schematic diagram of this construction can be seen in Fig. 3.
More precisely, let K be a natural number. Let a graph Bb1,...,bkC,k be an isomorphic copy
of graph BC,k , for every natural number k, 0 k K and each k-tuple (b1, . . . , bk) of the
natural numbers 1 bi m. We obtain a graph GC,K by “sticking” these graphs together
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in the following manner: We identify the vertex Cj from graph Bb1,...,bkC,k with the vertex
T from graph Bb1,...,bk,jC,k+1 (for every k, 0  k < K , every j , 1  j  m, every k-tuple
(b1, . . . , bk), 1 bi m).
Since each graph Bb1,...,bkC,k has 1+n(k+2)+m 1+n(K+2)+m vertices, the graph
GC,K has at most
(
1+m+m2 + · · · +mK)(1+ n(K + 2)+m)= mK+1 − 1
m− 1
(
1+ n(K + 2)+m)
vertices and therefore it can be constructed in a polynomial time with respect to m and n
for every fixed K .
If S is a minimum spanning tree of GC,K , then the subgraph of S lying in Bb1,...,bkC,k is
a minimum spanning tree of Bb1,...,bkC,k (we denote it by Sb1,...,bkC,k ). Note that if x ∈ Sb1,...,bkC,k
and y ∈ Sb1,...,bk′
C,k′ we will use notation dS(x ∈ Sb1,...,bkC,k ;y ∈ S
b1,...,bk′
C,k′ ) instead of dS(x, y).
As immediate corollaries of Lemmas 7 and 8 we have the following two lemmas.
Lemma 11. If C is satisfiable, then GC,K contains a minimum spanning tree S such that
each subgraph Sb1,...,bkC,k of S is LPF.
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Lemma 12. If GC,K contains a minimum spanning tree S such that for some k-tuple
(b1, . . . , bk), where 0 k K , the subgraph Sb1,...,bkC,k of S is LPF, then C is satisfiable.
The next Lemmas 13 and 14 are modifications of Lemmas 12 and 11, where the prop-
erty “LPF” (respectively “not LPF”) is replaced by a proposition about the diameter of a
minimum spanning tree.
Lemma 13. If GC,K contains a minimum spanning tree S such that
diam(S) (K + 1)(K + 10)
2
− 1,
then C is satisfiable.
Proof. Since S is a tree, there is a unique path from x to y in S for every pair of vertices x
and y . Note that if the vertices x and y are in the same subgraph Sb1,...,bkC,k , then the whole
path from x to y is in this subgraph Sb1,...,bkC,k .
Assume that each subgraph Sb1,...,bkC,k is not LPF. Since SC,0 is not LPF, there is a num-
ber b1 such that the path from T ∈ SC,0 to Cb1 ∈ SC,0 contains a path Pi0 (for some i0).
Analogously, since Sb1C,1 is not LPF, there is a number b2 such that the path from T ∈ Sb1C,1
to Cb1 ∈ Sb1C,1 contains a path Pi1 (for some i1). In this manner we can find the numbers
b1, . . . , bK, bK+1 such that
diam(S) dS
(
T ∈ SC,0;CbK+1 ∈ Sb1,...,bKC,K
)
= dS(T ∈ SC,0;Cb1 ∈ SC,0)+ dS
(
T ∈ Sb1C,1;Cb2 ∈ Sb1C,1
)+ · · ·
+ dS
(
T ∈ Sb1,...,bKC,K ;CbK+1 ∈ Sb1,...,bKC,K
)
= dSC,0(T ∈ SC,0;Cb1 ∈ SC,0)+ dSb1C,1
(
T ∈ Sb1C,1;Cb2 ∈ Sb1C,1






T ∈ Sb1,...,bKC,K ;CbK+1 ∈ Sb1,...,bKC,K
)
 (4+ 1)+ (4+ 2)+ · · · + (4+K + 1)= (K + 1)(K + 10)
2
a contradiction. Therefore S contains a subgraph which is LPF. By Lemma 12, it follows
that C is satisfiable. ✷
Lemma 14. If C is satisfiable, then GC,K contains a minimum spanning tree S such that
diam(S) 12K + 12.
Proof. By Lemma 11, it follows that GC,K contains a minimum spanning tree S such that
each subgraph Sb1,...,bkC,k is LPF. Therefore the path from the vertex T ∈ Sb1,...,bkC,k to Cj ∈
S
b1,...,bk
C,k in a subgraph S
b1,...,bk
C,k is not longer than 4. It is easy to see that if we construct the
subgraph Sb1,...,bkC,k as in Lemma 7, then diam(S
b1,...,bk
C,k ) 4+ 2(k+ 1)= 2k+ 6. Therefore
diam(S) 2 ·K · 4+ 2 · (2K + 6)= 12K + 12. ✷
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The following two lemmas are modifications of Lemmas 12 and 11 for the root stretch
factor. As a root of S we choose the vertex T ∈ SC,0.
Lemma 15. If GC,K contains a minimum spanning tree S with ρroot(S) K+108 −1, thenC
is satisfiable.
Proof. Let each subgraph Sb1,...,bkC,k be not LPF. Choose b1, . . . , bK, bK+1 as in the proof
of Lemma 13. It is clear that
ρroot(S)
dS(root,CbK+1 ∈ Sb1,...,bKC,K )
dGC,K (root,CbK+1 ∈ Sb1,...,bKC,K )
 4(K + 1)+ (1+ 2+ · · · + (K + 1))





Lemma 16. If C is satisfiable, then GC,K contains a minimum spanning tree S with
ρroot(S) 32 .
Proof. We construct a tree S as in Lemma 11. By x˜i will be denoted a vertex from a pair
of vertices xi , xi such that (T , x˜i) /∈ ES . It is easy to see that the largest ratio of distances
from the root in S and distances from the root in GC,K is reached in a vertex x˜i belonging





















To prove similar lemmas for the stretch factor, we slightly modify the construction of






(T ,Cbk+1) | T ∈ SC,0, Cbk+1 ∈ Sb1,...,bkC,K , 1 bi m
}
.
Set the cost of each added edge to be equal to 3. Note that there is no edge with cost 3 in a
minimum spanning tree of G+C,K .
Lemma 17. If G+C,K contains a minimum spanning tree S with τ (S)  (K+1)(K+10)6 − 1,
then C is satisfiable.
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Proof. Let each subgraph Sb1,...,bk be not LPF. Choose b1, . . . , bK, bK+1 as in the proofC,k
of Lemma 13. It is easy to see that
τ (S)
dS(root,CbK+1 ∈ Sb1,...,bKC,K )
dG+C,K
(root,CbK+1 ∈ Sb1,...,bKC,K )
 4(K + 1)+ (K + 1)(K + 2)/2
3




Lemma 18. If C is satisfiable, then G+C,K contains a minimum spanning tree S with τ (S)
4(K+1)
3 .
Proof. We construct a tree S as in Lemma 11. It is easy to see that the largest ratio of
distances in S and distances in G+C,K is reached on an added edge (T ,Cbk+1), where T ∈
SC,0, Cbk+1 ∈ Sb1,...,bkC,K for some b1,. . . , bK , bK+1. Therefore
ρroot(S)
dS(T ∈ SC,0,Cbk+1 ∈ Sb1,...,bkC,K )
dG+C,K
(T ∈ SC,0,Cbk+1 ∈ Sb1,...,bkC,K )
= 4(K + 1)
3
. ✷
Proof of Theorem 5. It follows from Lemma 13 that if we can find a minimum spanning
tree S of GC,K such that cost(S)= cost∗ and diam(S) (K+1)(K+10)2 − 1 then C is satisfi-
able. On the other hand, from Lemma 14 we know that if C is satisfiable then we can find
a minimum spanning tree S such that cost(S)= cost∗ and diam(S) 12K+12. Therefore
we can conclude that C is satisfiable if and only if an (1, (K+1)(K+10)/2−112K+12 )-approximation
algorithm for the (total cost, diameter, 1, spanning tree)-problem finds for the graphGC,K a
solution S such that diam(S) (K+1)(K+10)2 − 1. Since the problem 3-SAT is NP-hard, we
proved that, unless P = NP there is no polynomial time (1, β)-approximation algorithm
for (total cost, diameter, 1, spanning tree)-problem, where
β = (K + 1)(K + 10)/2− 1
12K + 12 =
K2 + 11K + 8




The proofs for the (total cost, root stretch factor, 1, spanning tree)-problem and the (total
cost, stretch factor, 1, spanning tree)-problem are essentially the same. ✷
5.3. Bipartite graphs with maximum degree 3
In this subsection we briefly explain, how we can modify our construction such that the
graph GC,K will be a bipartite graph with maximum degree 3.
Base construction. A degree of vertex xi in the graphBC,k is less or equal to 3m+1+1=
3m+ 2 (3m for the clause edges, one for a truth assignment edge and one for a path Pi ).
Therefore we replace a vertex xi by 3m+2 vertices. Since graphBC,k has to be bipartite we
also add some auxiliary vertices. Analogous reasons lead us to the following construction:
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We construct a new graph BC,k (we use old symbol) consisting of:
• n variable components—a variable component for a variable xi (i ∈ {1,2, . . . , n}) is a
path containing 2k(m+n)+12m+7 vertices (see Fig. 4(a)). The path from the vertex
x3m+2i to the vertex x
3m+2
i is denoted by Pi , note that its length is 2k(m+ n)+ 2. We
set the cost of each edge in the variable component equal to 1.
• m clause components—a clause component for a clause Cj (j ∈ {1,2, . . . ,m}) is a
path containing 4n + 5 vertices (see Fig. 4(b)). We set the cost of each edge in the
clause component equal to 1.
• One truth assignment component—it is a path containing 4n − 1 vertices (see
Fig. 4(c)). We set the cost of each edge in the truth assignment component equal to 1.










i ). We set the cost of each clause edge equal to 2.
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• 2n truth assignment edges—for every i = 1, . . . , n we add the edge (T i, x3m+1) andi
the edge (T i , x3m+1i ). We set the cost of each truth assignment edge equal to 2.
Since each minimum spanning tree S of BC,K contains each edge of cost 1 (and thus
whole components), similarly as in the previous subsection, important are only the clause
edges and the truth assignment edges. Therefore a proof of the following lemma is only a
more technical variant of proofs of Lemmas 7 and 8:
Lemma 19. C is satisfiable if and only if there exists a minimum spanning tree S of BC,k
which is LPF.
Building block construction. Let Bb1,...,bkC,k be an isomorphic copy of graph BC,k . Graph
GC,K we get by identifying the vertex Cqj (respectively Cqj ) from graph Bb1,...,bkC,k with the
vertex T q (respectively T q ) from graph Bb1,...,bk,jC,k+1 (see dashed arrows in Fig. 4), for every
k, 0  k < K , every j , 1  j  m, every k-tuple (b1, . . . , bk), 1  bi  m and every q ,
1 q  n. Note that this is the reason why we add the vertices Cq1 ,C
q





Recall that the proof for the case, where CGRAPH was the class of all graphs, was based
on Lemmas 7 and 8. We can use Lemma 19 to prove Theorem 5 for the case CGRAPH = BP3
in the same manner.
5.4. Constant “length” function
In this section we discuss the case when in BC,k we set the d-cost of every edge equal
to one and c-costs remains unchanged.
Theorem 20. Let β  1 be a given real number. Unless P = NP, there is no polynomial
time (1, β)-approximation algorithm for the following three problems:
(i) (total cost, diameter, 1, spanning tree, BP3)-problem, even if the criterion diameter
is under a constant function and the criterion total cost is under a function c :E →
{1,2},
(ii) (total cost, root stretch factor, 1, spanning tree, BP3)-problem, even if the criterion
root stretch factor is under a constant function and the criterion total cost is under a
function c :E→{1,2},
(iii) (total cost, stretch factor, 1, spanning tree, BP3)-problem, even if the criterion stretch
factor is under a constant function and the criterion total cost is under a function
c :E→{1,2,3}.
We omit a proof of this theorem and only outline the necessary changes (for simplicity
we will consider the class of all graphs instead of BP3).
It is easy to see that the proofs of Lemmas 7 and 8 remain unchanged. For the diameter
we can prove that (see Lemmas 13 and 14):
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Table 1d(e)= c(e) d(e)= 1
c(e) ∈ {1,2} (cost, diam) (cost, diam)
c(e) ∈ {1,2} (cost, ρ) (cost, ρ)
c(e) ∈ {1,2,3} (cost, τ ) (cost, τ )
if GC,K contains a minimum spanning tree S such that diam(S) (K+1)(K+6)2 −1, then
C is satisfiable, and if C is satisfiable, then GC,K contains a minimum spanning tree S such
that diam(S) 8K + 12.
These minor changes has no impact onto the proof of Theorem 5, because the quotient
of these two numbers is still linear (in K).
Analogous thoughts can be applied for other criteria.
6. Concluding remarks
Our theorems can be summarized as follows.
There is no polynomial time (1, β)-approximation algorithm for an (A,B,1, spanning
tree, BP3)-problem, where A and B are specified in Table 1.
Note that in the proof of the NP-hardness of finding an (α,β)-LIGHT, Khuller et al. [10]
used the edge costs, for which the ratio of the maximum and the minimum edge c-cost is
unbounded. In our proof we used only costs 1 and 2. If the c-cost function is a constant
function, there is a polynomial time algorithm for finding a tree which preserves distances
from the root. The same holds for diameter (see [1,9,18]).
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