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The general asymptotic order of magnitude is determined for the maximal 
deviation of the multivariate product-limit estimate from the estimated survival 
function on Rk. This order depends on the joint behavior of the censoring and 
censored distributions in a well-defined way. Corresponding to specific joint 
behaviors, several Jim sup results are deduced generalizing everything that is known 
in the univariate case. The results are also extended for the variable censoring 
model. 
1. INTRODUCTION 
Let {X,’ ,..., Xl}: r be a sequence of independent k-dimensional random 
vectors with common continuous survival function F’(x) = 
P{x: > x1 )...) x+x,} (x=(x r ,..., x,J throughout). An other sequence, 
independent of the {Xf ,...,X:) z r, { Ci ,..., Cf}E r of independent k- 
dimensional random vectors with common survival function 
H(x) = P{ c; >, x1 )..., C: > xk} censors on the right the preceding one, so that 
the observations available to us at the nth stage consist of 
{ Yf ,..., Y!, s; ,..., s:,y=,, where Y{ = min{X{, Cj} and @ is the indicator of 
the event {X{ = Y{}. Let F(x) = P( Y: > x1 ,..., Y: > xk} denote the survival 
function of (Y: ,..., Y:). By independence, 
F(x) = FO(x) H(x). (1.1) 
Define the empirical survival function 
F,(x)=+ <i<n,Yf>x ,,..., Yf > XJ. WV 
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The multivariate product-limit (PL) estimator was first considered by 
Campbell [2] and Campbell and Foldes [3]. Hanley and Parness [6] have 
treated maximum likelihood approaches to bivariate estimation. The 
definition of the multivariate PL is based on the elementary observation that 
where Xy = co. This suggests estimating F” by separately estimating each of 
the k terms on the right of (1.3). We define the PL estimator pt of F” by 
if F,(x) > 0, 
= 0, if F,(x) = 0. 
Let TFo, TF, and TH denote the supports of F, F”, and H: 
TFo = {x: F’(x) > 0}, TF = {x: F(x) > 0}, TH = {x: H(x) > 0). 
From (1.1) it follows that TF = TFo n TH. For T c R k define 
AS’9 = ;ty I%> -F;“(x)l 
and the maximal deviation on Rk: 
A,, = sup Ifi;(x) - F’(x)l. 
xcRk 
Campbell and Fiildes [3] found that if F” and H are continuous and -log F” 
is absolutely continuous with partial derivatives existing almost everywhere, 
then 
A,(T) = O((log log n/n)“*), (l-4) 
where T = {x; -co < x, < xy,..., -co < xk < xi} with x0 satisfying 
F’(x,) > 0. The lim sup, lim, and order relations are understood in this note 
(if not specified otherwise) as taking place almost surely as n + co. 
The aim of this note is to determine the general order of magnitude of A, 
without any assumptions on the supports TFo, TH and without the continuity 
of H, and thus to generalize the univariate results of C&go and Horvith 
[4]. This is given in Theorem 1. This result is then extended for the variable 
censoring model in Section 3. All the proofs are in Section 4. 
Throughout the paper T will denote the closure of T. 
683/13/l-14 
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2. RESULTS 
Introduce the following sequence of sets T,(c), 
T,(c) = {x: F(x) > c(log log n/2n)“‘} 
and the numerical sequence r,,(c) 
r,(c) = sup{FO(x): x 6?z T,(c)}. 
(2.1) 
(2.2) 
THEOREM 1. For any c > 1 we haue 
7 
hm Adr,(c) = fk(c), 
where 
fk(c) = 1 + -$i- (1 + 2tc3! l ) exp (&) ) . 
Now we formulate some easy consequences. Corollary l(i) shows that we 
don’t always have lim A, = 0. Strong uniform consistency depends on the 
supports of F”, H. 
COROLLARY 1. (i) If TF c T,,, then 
lim A,, = sup{F’(x): x 6Z TF} > 0 
(ii) If TF = TFO, then PL is strongly uniformly consistent on the whole 
Rk with rate r,,(c) + 0, n + 03. 
(iii) Ifdo = inf(H(x): x E TFO) > 0, then 
7 
lim(2n/log log n)“* A, < (l/d,) min{cf,(c): c > l}. 
(iv) If T is a set such that inf{F(x): x E T} > 0, then 
lim (,DBlzg .)“‘A,(0 < 3+, 
where d = inf{Z-Z(x): x E T}. 
Csorg6 and Horvath [4] formulated some consequences and examples for 
the classical univariate PL when some information is available to compare 
F” and F near the boundary of the supports. The easily formulated 
multivariate analogues of these results are true for the multivariate PL word 
for word. 
MULTIVARIATE PRODUCT-LIMIT 205 
3. EXTENSION TO VARIABLE CENSORING 
Assume F” continuous, but the censoring variables can have different 
survival functions H(‘)(x) = P(C: > x, ,..., C: > xk}, i = 1,2 ,... . Then 
F”‘(x) = F’(x) H”‘(x), where F”‘(x) = P{ Yi > x, ,..., Y” > xk}. Introduce the 
sequences of averages 
H(,)(X) = $ .f H”‘(x), 
17 
F(,)(X) = + ,i F”‘(x). 
I-1 
Replacing T,(c) by 7’,*(c) and r,(c) by r,*(c), where 
T,*(c) = x: F(,)(X) > c - 
I 
log n “* 
( H v 
and 
r,*(c) = sup{FO(x): x 6z Tn*(c)}, 
we have 
THEOREM 2. For any c > 1 we have 
-r-- 
llm d .lr* (4 G AAd 
for some constant q > (k/2) + 1. 
Define TH = (x: H(x) > 0) and T, = (x: F(x) > O}, where H(x) = 
!kn H&x) and F(x) = lim F&x). Theorem 2 implies strong uniform 
consistency with rates in some special cases. Here we note that r*(c) and 
r*(c) depend on q as well as c. 
COROLLARY 2. (i) Zf TF = TFO, then PL is strongly uniformly 
consistent on the whole Rk with rate r,*(c) + 0, n -+ co. 
(ii) Ifd, = inf{H(x): x E T,,) > 0, then 
- 
lim(nq/log n)“’ d, < (l/d,) min(cf,(c): c > 1). 
(iii) Zf T is a set such that inf{F(x): x E T} > 0, then 
lim(nq/log n)“’ d,(T) ,< 3k/d 
where d = inf{H(x): x E T}. 
If TF c TFo, then strong consistency does not follow in general. In this 
case the consistency depends also on the nearness of F(n) to F. 
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4. PROOFS 
The present problems will be related with the corresponding one- 
dimensional problems, therefore the basic line of our proofs is that of 141. 
For the sake of brevity in notation we shall prove the theorems only in the 
two-dimensional case. The proofs are similar for k > 2. 
Proof of Theorem 1. Define the subdistribution functions 
K(s,t)=P{Y: <S,Y:>t,c?:= l}, (4.1) 
L(s,t)=P(Y:~~,Y:<r,6:=1}. (4.2) 
The bivariate cumulative hazard function A is defined by 
A(s,t)=A’(s,--o~)+A’(s,t), where 
(4.3) 
It follows from (4.1) and (4.2) that A ‘(s, -00) = -log F”(s, -co) and 
n ys, t) = -log P(s, t) + log P(s, -aJ) = -log P{x; > t 1 x; > s}. 
Therefore 
A (s, t) = -log P(s, t). (4.5) 
The natural empirical counterparts of these functions are 
A,@, 1) = A i(s, -co) + A i(s, t). 
We have 
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and since ~Z(S, t) is decreasing in t, a simple manipulation gives 
For estimating A,@,(c)), first we use u = exp(log U) and (4.9, add and 
subtract exp(-li,(s, t)) and apply the triangular inequality. Then a one-term 
and a two-term Taylor formula applied to the respective terms leads to 
A,(%c)) G sup ]-log Ro,(S, t) - A,(& t)j 
(S.f)E~JC) 
+ sup (FO(s, t) IA&, 0 - A(& t)l) 
(S, f)ET”‘n(C) 
+ sup (fFO(s, t) exp(]ll,(s, t) - n(s, f)l)(A& t) -A@, 0)‘). 
(Sd)ET”(C) 
It follows from the proof of [4, Theorem 21 that for almost all elementary 
events w  there exists an n,(o, E) such that for n > no and (s, t) E ?;,(c) 
IA”(S, t) -A(& t>l < I&, -a) -A’@, -0o)l + IAf(s, t) -A2(s, 01 
< 4(1 + &)A” + 4c(l + cg2 ng, 
’ F(s, 4 c-(1 +&)FZ(S, 
2c(l + E) 1” 
+c-(l+&)P(S,t)’ 
where A,, = (log log n/2n)“2 and 0 < E < c - 1. Of course, the role of the 
Chung-Smirnov log log law in the proof of [4, Theorem 21 is taken over here 
by Kiefer’s analogous multivariate log log law, also referenced in [4]. It 
follows from the definition of T,(c) that 
sup I A,(% t) - A (s, t)] < 2g(c, E), 
(S,f)EF”;r(C) 
where 
g(c, El = 
2(1 + &I + 2(1 + E) l+E 
c c(c-(1 +s)) + c-(1 +&)’ 
A general bivariate version of [ 1, Lemma l] of Breslow and Crowley can be 
formulated as 
0 < -1% ms, Q-An(S, t) < f [ (F”(U, -co) - ;) -2 d,K&, -co) 
+$ (F.(s,u)-~)-2d”L.(s,u) 
cm 
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almost surely. Using this, we obtain that 
SUP 
W)ETJC) 
I-log e(s, t) -A&, t)l 4 
( 
4(‘c; &) + +) (fn log log n)-“2 
for n > n,(o, E). Hence we get that 
@-n(c)) < 4(1 + E) c* (Qn log log n) - I’* 
+ 
Fob, t) 
6, S%“(C) Z-Q, 0 
-~,ch(2&, El) 
for n > n,(w, E), where h(x) =x(,1 + $xeX). Now for all (s, t) E T,(c) we 
have 
Fob Q A _ A 
Fts, t) - < +- r,(c), n - H(s, t) 
because F” is a continuous survival function. Therefore we conclude that 
A, ,< ((4(1 + c))/c* + 2/c) (fn log log n)-‘I* + h(2g(c, e)) T,(C) + T,(c) for all 
n > n,(w, E). Since h(2g(c, E)) + fi(c) - 1 as E + 0, Theorem 1 follows. 
Proof of Theorem’ 2; Introducing the corresponding averages 
K(,)(S, t) = $ i P(Y,’ < s, Yf > t, s; = l}, 
i-l 
we have for the “averages” of A ’ and A * that 
A :@(S, t) = il, F tu t) dUK(&4 0 = II, &) 4F0(uy f) =A‘b 0, (II) ’ 9 
F,.,fs o> d~L,n,t~, v) = i”, ’ 4F”@, u) = n ‘(3, t). 
, F’ts, 0) 
Replacing the survival and subsurvival functions by the corresponding 
averages, T,,(c) by T:(c), 1, by AZ = (log n/( qn))“’ and Kiefer’s log log law 
by 
lim SUP IF,@, t) -F&3, t)l,‘l,* < 1, 
(s.t)~R* 
(4.6) 
lim SUP I~,(% t) -K&9 t)l/n,* < 1, 
(s,I)eR2 
(4.7) 
7 
llm SUP 
(s,I)ER~ 
IUs, t) - &,(s, OVA,* < 1. (4.8) 
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The above relations are obtained by the inequality of Devroye [5] which is a 
corrected version of the of Singh [7]. We note that in the k-dimensional case 
we use the (k + 1)-dimensional inequality of Devroye for proving (4.7) and 
(4.8). 
The proofs of (i)-(iv) of Corollaries 1 and 2 are analogous to the 
corresponding one-dimensional proofs in [4]. 
Remark 1. If we change the role of X:,...,X: in all possible ways in 
(1.3), then we obtain the other k! - 1 analogous estimators of F”. All the 
results for pf are also true for these estimators. 
Remark 2. In the Appendix of [4] we defined a whole class of PL 
estimators in the univariate case. The multivariate PL is a product of one- 
dimensional PL estimators and hence we can also introduce the 
corresponding class of multivariate PLs. The results of this paper also 
remain true for all elements of this class. 
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REFERENCES 
[l] BRESLOW, N. E. AND CROWLEY, J. (1974). A large sample study of the life table and 
product limit estimates under random censorship. Attn. Statist. 2 437-453. 
[2] CAMPBELL, G. (1979). Nonparametric Bivariute Estimation with Randomly Censored 
Data. Purdue University. Department of Statistics Mimeoseries. 79-25. 
[3] CAMPBELL, G. AND F~LDES, A. (1980). Large-sample properties of nonparametric 
bivariate estimators with censored data. Colloquium on Nonparametric Statistical 
Inference, Budapest. June 23-28, 1980. 
[4] CS~RGB, S. AND HORV~~TH, L. (1983). The rate of strong uniform consistency for the 
product-limit estimator. Z. Wuhrsc?i. Verw. Gebiete 62. 
[S] DEROYE, L. P. (1977). A uniform bound for the deviation of empirical distribution 
functions, J. Multivar. Anal. I 594-597. 
[ 6] HANLEY, I. A. AND PARNESS, M. N. (1980). Estimation of a multivariate distribution in 
the presence of censoring. Biometrics, to appear. 
(71 SINGH, R. S. (1976). On the rate for uniform strong consistency of empirical distributions 
of independent nonidentically distributed multivariate random variables. J. Multivnr. 
Anal. 8 338-342. 
