Identifying loci that are under selection versus those that are evolving neutrally is a common 13 challenge in evolutionary genetics. Moreover, with the increase in sequence data, genomic 14 studies have begun to incorporate the use of multiple methods to identify candidate loci under 15 selection. Composite methods are usually implemented to transform the data into a multi-16 dimensional scatter where outliers are identified using a distance metric, the most common being 17 Mahalanobis distance. However, studies have shown that the power of Mahalanobis distance 18 reduces as the number of dimensions increases. Because the number of methods for detecting 19 selection continue to grow, this is an undesirable feature of Mahalanobis distance. Other 20 composite methods such as invariant coordinate selection (ICS) have proven to be a robust 21 method for identifying outliers in multi-dimensional space; though, this method has not been 22 implemented for genomic data. Here we use simulated genomic data to test the performance of 23 ICS in identifying outlier loci from multiple selection scans and compare the results to the 24 performance of Mahalanobis distances. We show that the ICS out performed Mahalanobis 25 distance in all aspects including false positives, false negatives, and recall. Furthermore, ICS also 26 performed better when identifying loci with weaker selection coefficients. We also introduce a 27 pipeline in a R-Shiny smart wrapper environment that implements the ICS on multiple scans of 28 selection. Importantly, we show that the ICS is a robust method for identifying outliers in multi-29 dimensional space and recommend its use for studies aimed at identifying loci under selection in 30 the genome. 31 32 33
Introduction

34
A main goal of evolutionary genetics and ecological genomics is to identify candidate 35 regions of the genome that show patterns consistent with selection (Beaumont and Balding 2004; 36 Campbell- Staton et al. 2016; Forester et al. 2016; Martins et al. 2016) . Highly differentiated loci 37 are often interpreted as regions of the genome under selection, potentially due to local adaptation 38 of a population to a novel or changing environment (Beaumont and Balding 2004; Campbell-39 Staton et al. 2016; Bekkevold et al. 2016; Rellstab et al. 2016) . With the improvement of 40 sequencing methods, the quantity and quality of genetic data continues to increase, allowing a 41 more rigorous analysis of highly differentiated loci and how they are distributed throughout the 42 genome. Despite this increase in genetic data methods to identify putatively selected loci 43 (Gunther and Coop 2013; Lotterhos and Whitlock 2015; Capblancq et al. 2018) , identifying 44 candidate loci under selection and differentiating between true outliers and false positives still 45 proves to be a difficult task. 46 Many selection methods/scans include the analysis of single nucleotide polymorphisms 47 (SNPs), where each SNP is treated as an independent hypothesis when tested against the rest of 48 the genome (Nielsen et al. 2005; Lotterhos and Whitlock 2014; Lotterhos and Whitlock 2015) . 49 The increase in SNP data ultimately decreases our ability to differentiate between neutrally and 50 selectively evolving loci, because of concomitant increase in false positives as the amount of 51 data increases. This problem is also present when referring to methods that use discrete windows 52 containing multiple SNPs to detect overall deviations in the pattern of variation in local regions 53 when compared to the rest of the genome (Sabeti et al. 2002; Nielsen et al. 2005; Sabeti et al. 54 2007; Chen et al. 2010; Zhong et al. 2011; Alachiotis et al. 2012; Pavlidis et al. 2013) . To 55 circumvent this issue, some studies have implemented the use of multiple selection methods to 56 identify regions of interest and combine them in a meaningful way (Anopheles gambiae 1000 57 Genomes Consortium 2017; Zueva et al. 2018; Hodel et al. 2018) . For example, a common 58 method is to only define genomic regions as under selection if they are identified as outliers by 59 multiple selection methods. Because of the nuances across selection methods and the differences 60 in the assumptions and types of signals, the number of intersections identified may underestimate 61 the true number of regions under selection, increasing the false negative rate and making this 62 approach very conservative. For instance, methods that detect selection using the site frequency 63 spectrum (SFS) identify a selective sweep as an area with higher than expected levels of allele 64 differentiation (Nielsen et al. 2005) , while methods using linkage disequilibrium identify 65 selective sweeps as regions with larger than expected associations among SNPs (Alachiotis et al. 66 2012) . When looking at the intersection between these methods, regions under moderate 67 selection near high levels of recombination would most likely be considered neutral.
68
In lieu of looking at the intersection across multiple selection methods to identify outlier 2016) show that if outliers belong to a reduced dimension space, the 90 probability that the Mahalanobis distance of a neutral locus exceeds the distance of a true outlier 91 is low; however, this is not the case when dimension space is increased. In other words, as the 92 number of selection methods used increases, it becomes more difficult to differentiate between 93 true positives and true-negatives. This phenomenon is known as the "curse of dimensionality," 94 (Trunk 1979; Bellman, Richard 2013; Bellman, Richard E. 2015) . 95 We propose the use of invariant coordinate selection (ICS) as an alternative method to 96 combine multiple selection scans and identify true outliers in growing multi-dimensional space.
97
Here, we also present a pipeline to easily implement the method. Specifically, ICS is a method 98 for identifying outlier data points in multi-dimensional space with coordinates derived from Team 2018). Specifically, the Shiny environment allows for the development of a graphical user interface (GUI) that permits the user to operate the ICS proficiently. Using the COMICS 125 package, the user is able to analyze data in several different ways. First, COMICS has the option 126 to observe the data before the multi-dimensional transformation; this feature allows the user to 127 view the results from the different selection scans used to generate the multi-dimensional data in (Figure 1 ).
154
The second figure is user defined representation of one particular scan of selection at a time.
155
After analyses with ICS, COMICS will produce two histograms of the log ICS distance for 1) the 156 entire genome and 2) a user defined chromosome. Each of these has a vertical line that defines a Actual Selection, and Identified Selection; where "Actual" is defined by the known values from 189 the simulated data and "Identified" is defined by the outputs of the ICS and Mahalanobis. For example, the number of loci that were "Actual Neutral" and "Identified Neutral" are true-191 negatives and those that were "Actual Selection" and "Identified Selection" are true-positives.
192
In the COMICS application, outliers are determined by a statistical cutoff. Statistical incorporates the use ICS specifically for genomic data. 224 We show that ICS is a robust method for identifying outlier loci in multi-dimensional 225 space and propose its use over other similar existing methods like Mahalanobis distances.
226
Specifically, the ICS identified fewer false-positives/negatives, more true-positives/negatives and 227 had a 20% higher recall for true-positives. One of the more interesting aspects of the ICS was its 228 ability to detect a larger proportion of weakly selected loci. Across the genome and across a driven natural selection in north European Atlantic salmon (Salmo salar). Marine Genomics. 
