Introduction
An essential question in the area of geometric knot theory concerns the ropelength of a link. That is, if we are to tie a given link with a rope of unit thickness, how long does the rope needs to be? In particular, for a given link K whose crossing number is Cr(K), can we express the ropelength L(K) of K as a function of Cr(K)? Or alternatively, can we find a lower and upper bound of L(K) in terms of Cr(K)? This problem is motivated by applications of knot theory in fields such as biology and physics since such information plays an important role in studying the effect of topological entanglement in subjects such as circular DNAs and long chain polymers, where knots occur and cannot be treated as volumeless curves [5, 6, 11, 12, 13, 14] .
In [1, 2] , it is shown that for any knot K, L(K) is bounded below by O((Cr(K)) 3/4 ). This three fourths power lower bound is also known to be achievable for some prime knot families, see [4, 7] . That is, there exist an infinite family {K n } of prime knots and a constant a 0 > 0 such that Cr(K n ) → ∞ as n → ∞ and L(K n ) ≤ a 0 · (Cr(K n )) 3/4 .
The case of upper bounds turns out to be harder and no sharp upper bounds have been found in general at the writing of this paper. The best upper bound known for the ropelength of any knot K is of the order O((Cr(K)) 3/2 ) [10] . However, it is not known whether this bound is sharp (it is generally believed that it is not). In fact, it was not even clear whether there exists an infinite family {K n } of prime knots such that Cr(K n ) → ∞ as n → ∞ and L(K n ) is of order more than O((Cr(K n )) 3/4 ). It was shown only recently that there indeed exists an infinite family {K n } of prime knots such that Cr(K n ) → ∞ as n → ∞ and L(K n ) = O(Cr(K n )), see [9] . It is further proven in [8] that for any real number p such that 3/4 ≤ p ≤ 1, there exists a family of knots {K n } with the property that each K n is a knot of at most two connected sum components and Cr(K n ) → ∞ (as n → ∞) such that L(K n ) = O(Cr(K n ) p ). However, it is not known whether there exist knot families whose ropelengths grow faster than O(Cr(K)). Whether and how the gap between the known linear growth rate (O(Cr(K))) and the 3/2 power growth rate (O(Cr(K) 3/2 )) can be reduced is an interesting and challenging problem.
In this paper, we are interested in the above problem for the special case when the knot (or link) under consideration is represented in a closed braid form. Taking advantage of the special geometric structure of a closed braid, we are able to show that any closed braid with n crossings can be realized by a (unit thickness) rope of length at most of the order O(n 6/5 ). Since the number of crossings in a closed braid is not necessarily the minimum crossing number of the closed braid (as a knot or link), this does not mean 6/5 in general. However, if the closed braid is in a reduced alternating form, then the number of crossings in the braid is Cr(K) and L(K) ≤ O((Cr(K)) 6/5 indeed. Furthermore, using a result in [15] , we can extend this 6/5 power to the ropelength of knots and links K that have a projection such that the number of crossings in it is of the order of O(Cr(K)) and the number of Seifert circles in the projection is at most of the order O( Cr(K)).
L(K) ≤ O((Cr(K))

Preliminary Lemmas
In this section, we will establish a ropelength upper bound of an open braid in terms of the number of crossings in the braid and in terms of the number of strings in the braid. We will do this by actually construct an embedding of the braid in the cubic lattice and count the number of unit edges used by the embedding. Since our result applies to links with any number of components, we will simply use the term link(s) throughout the rest of the paper with the understanding that a knot is simply a link with one component.
A braid is a set of n strings attached to two horizontal bars, one at top and one at bottom, such that the z-coordinate of each string can only change monotonically. Usually, the crossings in a braid are arranged so that they do not occur at the same horizontal level. We can close the braid by attaching n additional strings in a way as shown in Figure 1 to obtain a closed braid. A closed braid maybe a knot or maybe a link. If a closed braid is equivalent to a link K, then it is called a closed braid representation of K. A classical result [3] of Alexander states that every link has a closed braid representation. Since our goal is to embed the braid in the cubic lattice (in a length efficient way), we will need first to describe how to realize a crossing of a braid on the cubic lattice. Figure 2 shows the lattice realization of a single crossing of a braid with 5 strings.
The lattice embedding of a section of a 5 string braid with one single crossing. The solid dots denote the lattice points.
Let us call a line segment that connects two adjacent lattice points an "edge" (not to be confused with the edge concept in graph theory). At a horizontal level where a crossing is realized on the cubic lattice (see Figure  2) , each string not involved in the crossing takes 4 edges and there are 12 unit edges in the two strings involved in the crossing. Notice that the strings start and end at the points with same x and y coordinates so the same construction can be carried over to the next crossing. In general, if we have a braid with b strings, then the number of edges used to realize one crossing as we did in Figure 2 is 4(b+1) . So if the braid has n crossings, then this lattice embedding requires a total length of 4(b + 1)n (this is just for the open braid). To get an embedding for the corresponding closed braid, an additional path of length 4n + 2 is needed to connect each point on the top bar to its corresponding point on the bottom bar from the back (imagine straight paths one level below the embedding shown in Figure 2 . Therefore, a total length of 8bn+4n+2b is needed to realize a closed braid with b strings and n crossings. Without loss of generality, we can assume that there is at least one crossing between any pair of adjacent strings, since otherwise we will be dealing with a braid that can be split into two or more separate braids. Under this assumption, we have n ≥ b − 1. Thus 8bn + 4n + 2b is bounded above by 12bn (since b ≥ 2). Although slight modifications can improve this bound, the fact that this kind of construction will require a total length of the order O(bn) can not be changed. We state this as our first (rather trivial) lemma. Proof. Assume that B has been embedded in the cubic lattice vertically as described in the paragraph preceding Lemma 2.1. Order the crossings of the braid B (from 1 to n) by their order of appearance as we move from the top bar of the braid to the bottom bar. We will now split the braid B by cutting the braid horizontally at planes perpendicular to the strings into k parts Of course, we will need to connect the bottom part of D i to the top part of D i+1 , this can be done using a path that consists of one unit vertical edge, 4 horizontal edges (that are parallel to the x-axis), followed by two unit vertical edges. The side view of such a path is shown by the dotted line in Figure 4 . So far, this construction has actually used more edges than before. We will now try to reduce the total number of edges.
Of the b strings in each D i at most 2 strings may be involved in one or more crossings within each D i . The other b − 2 strings are not involved in any crossings and the path of any such string simply consists two line segments parallel to the x-axis and two vertical line segments, one of length one and the other of length 2. Apparently this path can be replaced by a path consists of only three consecutive vertical edges. The side view of this replacement is shown in Figure 5 . Figure 6 shows the side view of Figure  4 after the connecting paths are added and the paths not involved in any crossing have been replaced by the short vertical paths. 
Remark 2.3. We need to point out that the technique used in the proof of Lemma 2.2 will not enable us to improve the bound of O( √ bn) further. This can be seen as follows. Assume that one splits the braid B into k = n/n γ pieces D i each containing n γ consecutive crossings as before in the proof of Lemma 2.2, then the stacked horizontal embedding of each D i may require a total length up to 3(b − 2n γ ) + 2n γ (8n γ + 5). This is of the order O(b) + O(n 2γ ). Thus the total length of the entire embedding may require a length up to the order of O(bn 1−γ ) + O(n 1+γ ). The minimum of bn 1−γ and n 1+γ is obtained when
and we obtain nothing new.
Since we can now connect a point on the top bar of B to its corresponding point at the bottom bar (under the stacked up embedding construction of Lemma 2.2) with a path consisting of two horizontal unit edges and 3
consecutive vertical unit edges, the total additional length needed to make B into a closed braid embedded in the cubic lattice is of the order 3n. This leads to the following corollary. 
Vertical Splitting of a Braid
Lemma 2.2 does not improve the upper bound on ropelength of O(n 3/2 ) in general. Moreover the technique used in the proof of Lemma 2.2 cannot yield better results as we pointed out in the last section, so we will need an additional technique to improve Lemma 2.2. In addition to dividing the braid B into pieces by cutting it with horizonal planes, we will now also split the braid along some suitably chosen vertical directions. By doing so we will be able to find a bound that depends only on the number of crossings in the braid, not on the number of strings in the braid. A. In the following analysis we will drop the greatest integer function since this will simplify the algebra and it will make no difference to the power x in our bound O(n x ). 
Reconnecting the Sub-braids
In order to build a lattice embedding of B we now need to put the crossings generated by σ First, when we fold B k in the comb shape, we will do so as if the crossings on the outermost strings of B k are still there. These crossings where generated by σ
. The result will be that on the leftmost and rightmost strings of B k , there will be n k−1 and n k empty slots respectively, which would have been used to create the corresponding crossings if they were really present. This modification will make the total embedding length of B k longer. In fact, it is now of the order O(
However, the total embedding length of all the B k 's together is still of the order
See Figure 8 . Second, instead of arranging the teeth of the comb one below the other, we arrange the teeth of the comb in a square of dimension
as shown in Figure 9 . Keep in mind that n 0 = n j = 0 for j = b α + 1. 
Therefore, the additional length required for the square folding is at most of the order O(b 1−α/2 √ n). Thus, all the B k 's can be put in this new embedding arrangement with a total length at most of the order
Notice that up to this point, the embedding of the B k 's was done without considering the crossings generated by σ ±1 i k between B k and B k+1 . To make enough room to realize the crossings between B k and B k+1 we need to move B k and B k+1 apart by 4n k + 4 units (as shown in Figure 10 ). Recall that we have reserved spaces for the deleted crossings on the outmost string of the B k 's. At each such place, we will now remove an edge and two paths will then start at the two open points just created, and end at the corresponding open points on B k+1 . In other word, the connecting paths between B k and B k+1 are grouped into pairs and each pair has exactly one occurrence of the generator σ ±1 i k between them. There are exactly n k occurrences of σ ±1 i k in the braid B and so there are exactly n k such pairs of paths. Furthermore these path pairs are ordered from 1 to n k by the order of the occurrences of σ ±1 i k in the braid B. This ordering of the connecting path pairs is also visible from the orientation on the sides of B k and B k+1 (which is inherited from the downward orientation of the strings in B), see Figure 9 . A connecting path will always connect points with the same labels on B k and B k+1 . Envision two parallel squares of side length at the order of
that are 4 units apart and exactly in the middle between B k and B k+1 , see Figure 10 . The bottoms of the middle squares and B k , B k+1 are all placed on the xy-plane. Furthermore, the points on B k corresponding to the points on the top bar of the original braid B will have the largest z coordinates but the smallest x-coordinates, as shown in Figure 9 .
. . . . We realize the n k crossings generated by σ ±1 i k between the two rectangles as shown in Figure 11 as follows: Arrange n k evenly spaced pairs of lattice vertices at the bottom of each of these two rectangles and connect opposite lattice vertices of points by a single half twist. Each half twist realizes an occurrence of σ . Figure 11 . Shown are the two parallel rectangles with 2n k points of the bottom labelled as 1, 2, . . . , 2n k . Opposite pairs of points are connected by a single half twist. The half twist is shown off lattice due to the small scale.
Next we need to connect the labelled vertices on B k and B k+1 to the bottoms of the middle squares. We will only explain how to connect B k to one square, the connections from the other square to B k+1 are made similarly. For the sake of convenience, denote the labelled vertices on B k as V 1 , V 2 , ..., V 2n k and name the labelled vertices on the middle square as U 1 , U 2 , ..., U 2n k . We will construct the paths in an orderly manner. That is, the path from V 1 to U 1 is constructed first, followed by the construction of the path from V 2 to U 2 , and so on. In general, each path constructed will satisfy the following conditions.
(a) Each such path uses only vertices with a constant z-coordinate until it hits the square; (b) Each such path may have at most three right angles (or at most 4 straight line segments).
Basically, we start at vertex V j on B k , take a suitable number of y-steps, then make either a left or right turn (depending on the x-coordinate of the corresponding vertex U j on the middle square). We will then take a suitable number of x-steps to reach the point having the same x coordinate with U j . From here, we take a suitable number of y-steps again until reaching the middle square. Now we are directly on top of U j . We proceed with z-steps straight down until we reach U j . The part of a path that contains only the edges parallel to the x-axis will be called the x-segment of that path. Similarly we can define the y-segments (there may be two of them) and z-segment of a connecting path.
Since the points V j 's on B k are arranged in layers as shown in Figure  9 , different V j 's may have the same z-coordinate. Thus one needs to be careful about where to make the first right angle turns in each path in order to ensure that the paths do not intersect each other. Essentially, when we try to connect V j and U j , there are three situations: (where x(·) means the x-coordinate of the point). If x(V j ) = x(U j ), no turns are needed before we reach the middle square. In order to clarify what we mean by left and right, assume that we are looking into the positive y direction, our upward direction is the positive z direction and our right hand side is the positive x direction. If x(V j ) > x(U j ), we need to make a left turn as early as possible. That is, we take the number of y steps just enough to end at a point from which there is no previously constructed path to our left before we reach the point having x coordinate x(U j ). On the other hand, if x(V j ) < x(U j ), then we need to make a right turn and we will do this as late as possible. That is, we will take as many y steps as possible to end at a point from which there is no previously constructed path to our right before we reach the point having x coordinate x(U j ). This means that it is possible we may go straight to the middle square in this case. Observe that there are at most 2n k paths at the same z-level and all the vertices with the same z-coordinate z(V j ) to the left of V j (i.e., with x-coordinates smaller than x(V j )) have smaller label values (see Figure 9) . Therefore, when we construct the path from V j to U j , the paths connecting V i 's to U i 's with i < j have already been constructed according to the rules stated.
We will now show that the path V j to U j can always be made as described. Consider the path P j from V j to U j . First assume that x(V j ) < x(U j ), that is, we need to turn right and then left when travelling along P j . We move along in y direction until we cannot anymore. Such a move is always possible since the x-segments of the previously constructed paths are either within a distance of at most 2n k − j from the middle square (if such a path consists a right turn first followed by a left turn), or are not in front of the path P j at all (if the path consists a left turn first followed by a right turn). So there is always enough space for P j to make the right turn. After the right turn, now nothing could block the construction of P j as described.
On the other hand, if x(V j ) > x(U j ), then P j needs to take a left turn followed by a right turn. First we move along in y direction, this is possible since any path P i from V i to U i for i < j is totally contained in the space defined by x < x(V j ). We turn as early as possible to ensure that paths that will be constructed later have enough room to reach their destination vertices U i , i > j. Once we made the left turn we can proceed in negative xdirection until we reached the desired x coordinate. Thus the construction of P j is always possible, see Figure 12 for an illustration of the some connecting paths. Of course, we need also to make sure that our construction actually preserve the topology of the original braid. This is guaranteed by the way the reconnecting paths are constructed and is not hard to see by deformation of the paths in an orderly manner. The details are left to the reader. 
Similarly, a path from B k+1 to the other middle square has a length at most of order O( n k+1 + n k + n k+1 +n k ). Therefore, this reconnection procedure will take a total length at most of the order
we obtain the following upper bound for the total length of the embedding used to reconnect all the B k 's by summing (4.3) and (4.4) over k:
Since n k ≤ 3(n k + n k+1 + n k )/b 1−α , we obtain the following bound
We can now easily prove the following main theorem in this article. Proof. The case of b ≤ n 2/5 is implied by Lemma 2.2 so we need only to consider the case b = n β with 2/5 < β ≤ 1. Choose 0 < α < 1 so that β(1 − α) = 2/5. By our discussion above (see the equations (4.1), (4.2), (4.5) and the paragraphs that precede them) , we can embed B with a total length as follows:
We have:
It is rather obvious that we can close the braid by connecting the points corresponding to the points of the original braid on the top and bottom bars using fairly simple paths with total length not exceeding O(n). So the total length needed for this embedding is at most of the order of O(n 6/5 ).
Discussions and Conclusions
We need to point out that Theorem 4.1 still does not improve the 3/2 power bound in general, since the upper bound is given in terms of the number of crossings in the braid B and we know that in general this is not the crossing number of the closure of B. In fact, the number of crossings in a (minimum) braid representation of a knot may be much larger than its crossing number. On the other hand, there are many knots K that admit a braid representation in which the number of crossings is of the order of O (Cr(K) ). For such knots Theorem 4.1 does provide a much better upper bound on their ropelength. For instance, if the closed braid is also in a reduced alternating form, then the number of crossings in the braid is indeed the crossing number of the corresponding knot. One may ask if there is an effective way to change a (minimum) projection of a knot into a closed braid representation without greatly increasing the number of crossings. The following theorem due to Vogel [15] answers this question. Furthermore, Vogel has demonstrated that this bound is sharp hence cannot be improved in general. This leads to the following theorem. The proof of the theorem is straight forward and is left to our reader. We end our discussion by pointing out the possibility that the technique used to prove the main results in this paper may be applied to a braid like structure. That is, if we can find a way to represent a link in a structure similar to a braid without greatly increasing the number of crossings, then we may be able to extend the results in this paper to general knots and links. This is a direction for future study.
