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We study free variable tableau methods for logics with term declarations. We show how
to define a substitutivity rule preserving the soundness of the tableaux and we prove
that some other attempts lead to unsound systems. Based on this rule, we define a sound
and complete free variable tableau system and we show how to restrict its application
to close branches by defining a sorted unification calculus.
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1. Introduction
Recently, in various areas of artificial intelligence, the importance of hybrid systems
of representation, in which sub-systems that employ different languages and inference
mechanisms co-exist, has been manifested (Beierle et al., 1992). Amongst them, the
logics that integrate sort information in their specific structure have a special relevance
in the field of automatic deduction. Furthermore, it is well known that the use of sorts in
the universe of discourse can reduce the search space, which would involve in itself more
efficient deductions.
In some cases, besides the improvement of efficiency, the necessity of the use of sorts
in the explicit reasoning has been manifested when dealing with taxonomic information.
In this way the order-sorted logics arise (Cohn, 1987; Walther, 1987; Schmidt-Schauss,
1989), in which deductions take note of the sort hierarchy. In them, this sort hierarchy is
statically fixed by the signature and is only used when the process of unification obtains
substitutions.
However, the use of order-sorted logics, where the information about sorts co-exists
with the information about individuals within the same formal framework (Frisch, 1991;
Weidenbach, 1991; Gavilanes et al., 1996) turns out to also be interesting. One can there-
fore say that sorts are dynamic in opposition to the static behaviour that they maintain
in the previous logics. In this line, it is possible to achieve the maximal expressivity when
declarations of function symbols appear on the same level as the sort hierarchy and the
information about individuals. In this way the so-called logics with term declarations
arise as hybrid systems of representation that include, in a unique formalism, a classic
many-sorted logic together with all the information that it entails (relations between
sorts, and sort declarations for function and predicate symbols).
In this paper we study free variable tableau methods for logics with term declarations.
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A critical point of this work has been to determine which substitutions are well-sorted,
in the sense that the (static) sort of a variable and the (dynamic) sort of the substituting
term are the same. A right concept of well-sortedness preserves the soundness of sub-
stitutivity in tableaux while a wrong one produces unsound tableau systems. We prove
that the latter occurs in the only paper we know about tableaux for such dynamic logics
(Weidenbach, 1995).
After outlining a ground tableau method, we present a first free variable version and
we prove its soundness using our notion of well-sorted substitutivity. Then we show how
to improve the method by restricting the substitutivity rule to the closure of branches. It
implies the definition of a calculus for solving unification problems, with respect to term
declaration theories. We show that this calculus is sound and complete, and we use it to
prove the completeness of the improved free variable tableau method.
The paper is organized as follows. Section 2 presents the logic with term declara-
tions, explaining its main syntactical and semantical features. Section 3 studies our well-
sortedness concept. In Section 4, a ground tableau method is shown, and it is extended
to a free variable version in Section 5. Section 6 presents a sorted unification calculus,
which is used in Section 7 for defining a tableau system where the substitutivity rule is
only applied to close branches. Finally, Section 8 reports some conclusions.
2. The Logic with Term Declarations LTD
The logic LTD uses sorts in a dynamic way, not having function and constant symbols
static declarations in the signature. This means that we can not infer the sort of any term
from its structure, neither syntactic, nor semantically. Instead, LTD takes advantage of
sorts using a new formula constructor (t ∈ s) to declare that the term t belongs to the
sort s.
For example if we have available the sorts nat and int, to respectively denote nat-
ural and integer numbers, the function +, that adds two integers, can be declared by
the formula ∀xint∀yint(xint + yint ∈ int). In fact, this declaration could be done in a
logic with static sorts, putting down the function symbol + : int × int → int in the
signature, but then the behavior of + could no longer be specialized. In our approach,
we are able to declare the function symbol + only when such information is required.
Additionally, we can refine the behavior of +; for example, we can overload the function
+, expressing that when applied to naturals it results to be another natural, with the
formula ∀xnat∀ynat(xnat + ynat ∈ nat).
Another advantage of using term declarations comes from its combination with sorted
variables for expressing relations between sorts. For example, we can express that natural
are integer numbers by ∀xnat(xnat ∈ int), or that the intersection of natural and integer
numbers is not empty by ∃xnat(xnat ∈ int).
On the other hand, since predicate symbols denote Boolean functions, dynamic decla-
rations make no sense for them. However, as we do not know anything about the sort of
a term, we can apply predicates to every term.
A signature Σ for LTD consists of a finite set S of sorts s, together with sets of constants
C, function symbols F and symbols of predicate P, the last ones with associated arity
for each of its elements. Given a signature Σ and a sorted family of countable sets of
variables X = (Xs)s∈S , the terms and formulas are defined as follows.
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Definition 2.1. The sets of Σ-terms T (Σ) and Σ-formulas F (Σ) are defined by:
t ::= xs(∈ Xs) | c (∈ C) | f(t1, . . . , tn) (fn ∈ F ; t1, . . . , tn ∈ T (Σ))
ϕ ::= t ∈ s | P (t1, . . . , tn) (Pn ∈ P; t1, . . . , tn ∈ T (Σ)) | ¬ϕ | ϕ ∧ ϕ′ | ∃xsϕ.
A ∈-theory, or simply a theory, is a set of term declarations t ∈ s. Usual first-order
formulas are defined by their classical abbreviations (∨,→,↔, ∀).
Regarding semantics, we need domains to represent every sort appearing in the signa-
ture; so the structures are built by families of domains. Considering that we do not have
static declarations, our domains can be empty.
Definition 2.2. A Σ-structure D is a tuple consisting of:
1. A total domain D containing a family of domains {Ds|s ∈ S}.
2. Sets {cD ∈ D|c ∈ C}, {fD : Dn → D|fn ∈ F} and {PD : Dn → {t, f}|Pn ∈ P} of
interpretations of constants, function symbols and predicate symbols.
A valuation for D is a sorted function ρ = (ρs)s∈S such that ρs is a finite map from
Xs to Ds, for every s ∈ S. We will denote ρs by [ρs(xs1)/xs1, . . . , ρs(xsn)/xsn], where
dom(ρs) = {xs1, . . . , xsn} is the domain of ρs, and dom(ρ) =
⋃
s∈S dom(ρ
s) is the domain
of ρ. Note that a valuation for D verifies that ρs = [ ] for any s ∈ S such that Ds = ∅.
Finally we will denote by ρ[d/xs] the valuation that coincides with ρ except for xs, whose
value is d.
A Σ-interpretation is a pair 〈D, ρ〉 composed of a Σ-structure and a valuation for it.
The semantic value of a term t in 〈D, ρ〉 is defined if its variables appear in dom(ρ). In
this case we denote it by [[t]]Dρ which is an element of D defined in the usual way. For
example, if fn ∈ F then [[f(t1, . . . , tn)]]Dρ = fD([[t1]]Dρ , . . . , [[tn]]Dρ ) whenever the variables
of t1, . . . , tn are in dom(ρ).
Formulas in LTD are interpreted in a bivalued way when its free variables belong to
the domain of the valuation.
Definition 2.3. The Boolean value of a Σ-formula ϕ in a Σ-interpretation 〈D, ρ〉, such
that the free variables of ϕ belong to dom(ρ), is an element of {t, f}, denoted by [[ϕ]]Dρ
and defined by:
• [[t ∈ s]]Dρ =
{
t if [[t]]Dρ ∈ Ds
f otherwise.
• [[P (t1, . . . , tn)]]Dρ = PD([[t1]]Dρ , . . . , [[tn]]Dρ ).
• The semantics of ¬ and ∧ is the usual.
• [[∃xsϕ]]Dρ =
{
t if there is d ∈ Ds such that [[ϕ]]Dρ[d/xs] = t
f otherwise.
In the following, when we write [[t]]Dρ (resp. [[ϕ]]
D
ρ ), we assume that the free variables
of t (resp. ϕ) are in dom(ρ). Note that this assumption trivially holds when dealing with
ground terms (resp. sentences). Actually in this case, no valuation is needed, so structures
are enough to interpret these terms (resp. formulas) and then we simplify the notation
by writing [[t]]D (resp. [[ϕ]]D). Also notice that if D is a Σ-structure with Ds = ∅ then
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the sentences ∀xsϕ and ∃xsϕ are evaluated to true and false respectively, regardless the
denotation of ϕ.
The concepts of model and logical consequence are defined as usual and represented
by using the symbol |=; so 〈D, ρ〉 |= ϕ if [[ϕ]]Dρ = t, and ϕ |= ψ if for every 〈D, ρ〉 such
that [[ϕ]]Dρ = t, it holds [[ψ]]
D
ρ = t. Regarding satisfiability, we say that a sentence is
satisfiable if it has a model (note that, in this case, valuations do not play any role). A
non-sentence formula ϕ is satisfiable if there exists a structure D such that 〈D, ρ〉 |= ϕ,
for every valuation ρ with free(ϕ) ⊆ dom(ρ).
In order to show the expressive power of LTD we present the following two examples.
Example 2.4. We can prove the formula ∃xs′′(xs′′ ∈ s′), expressing that the intersection
of the sorts s′ and s′′ is not empty, as a logical consequence of the set of formulas {a ∈
s, f(a) ∈ s′′,∀xs (f(xs) ∈ s′)}. Note that in a static many-sorted logic without equality
this formula could not be expressed because we can not represent the identification of an
element of two different sorts.
Example 2.5. Structures with empty s-domain are syntactically characterized with the
formula ϕ ≡ ∀xs (xs /∈ s), because for every Σ-structure D, [[ϕ]]D = t if and only if
Ds = ∅.
3. Well-sorted Substitutions
First-order logic satisfies the Substitution Lemma. This lemma states that the inter-
pretation of a substituted formula ϕ[t1/x1, . . . , tn/xn] is equal to the interpretation of
the formula ϕ, but properly changing the valuation of the variables x1, . . . , xn by the
interpretation of the terms t1, . . . , tn. In tableau methods, this result is needed to assure
soundness of the γ-rule, and also when dealing with free variable tableau versions.
Since we expect this kind of result in our logic, we have to find out which substitutions
satisfy it. The difficult point in LTD is that variables are sorted and when a substitution
[t1/xs11 , . . . , tn/x
sn
n ] is applied, the interpretation of some introduced term ti may not
belong to the sort si of the replaced variable xsii . So we must use substitutions only in
contexts guaranteeing [[ti]]Dρ ∈ Dsi , for every 1 ≤ i ≤ n. A theory will be the syntactic
context that provides enough sort information about the terms to assure the previous
property.
Definition 3.1. (Well-sorted substitution) A substitution [t1/xs11 , . . . , tn/x
sn
n ] is
well-sorted w.r.t. a theory L if ti /∈ Xsi =⇒ (ti ∈ si) ∈ L, for every 1 ≤ i ≤ n.
Lemma 3.2. Let L be a theory, 〈D, ρ〉 a Σ-interpretation satisfying L and τ ≡ [t1/xs11 , . . . ,
tn/x
sn
n ] a well-sorted substitution w.r.t. L such that (ti ∈ si) /∈ L =⇒ ti ∈ dom(ρ), for
every 1 ≤ i ≤ n. Then [[ti]]Dρ ∈ Dsi , for every 1 ≤ i ≤ n.
Proof. Given ti, if (ti ∈ si) ∈ L then [[ti]]Dρ ∈ Dsi , from semantics and 〈D, ρ〉 |= L.
Otherwise, from the well-sortedness of τ w.r.t. L we deduce that ti is a variable of sort
si, and from hypothesis we deduce that ti ∈ dom(ρ). Then [[ti]]Dρ ∈ Dsi , by semantics. 2
Lemma 3.3. (Substitution for terms and formulas) Let L be a theory, 〈D, ρ〉 a
Σ-interpretation satisfying L and τ ≡ [t1/xs11 , . . . , tn/xsnn ] a well-sorted substitution w.r.t.
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L such that (ti ∈ si) /∈ L =⇒ ti ∈ dom(ρ), for every 1 ≤ i ≤ n. For any term t (resp.
formula ϕ) such that free(t)−{xs11 , . . . , xsnn } (resp. free(ϕ)−{xs11 , . . . , xsnn })† is included
in dom(ρ), it holds:
1. [[tτ ]]Dρ = [[t]]
D
ρ[[[t1]]Dρ /x
s1
1 ,...,[[tn]]
D
ρ /x
sn
n ]
2. [[ϕτ ]]Dρ = [[ϕ]]
D
ρ[[[t1]]Dρ /x
s1
1 ,...,[[tn]]
D
ρ /x
sn
n ]
.
Proof. By structural induction on t and ϕ. Note that ρ′ ≡ ρ[[[t1]]Dρ /xs11 , . . . , [[tn]]Dρ /xsnn ]
is a proper valuation by Lemma 3.2.
1. In the basic case, if t ≡ c or t ≡ y, y /∈ {x1, . . . , xn}, the proof is obvious (note that
we suppose y ∈ dom(ρ)); if t ≡ xi then [[tτ ]]Dρ = [[ti]]Dρ = [[xi]]Dρ′ .
For the induction step, let t ≡ f(r1, . . . , rm), then by semantics [[tτ ]]Dρ = fD([[r1τ ]]Dρ ,
. . . , [[rmτ ]]Dρ ), and by induction hypothesis, [[rjτ ]]
D
ρ = [[rj ]]
D
ρ′ , 1 ≤ j ≤ m. Therefore
fD([[r1τ ]]Dρ , . . . , [[rmτ ]]Dρ ) = fD([[r1]]Dρ′ , . . . , [[rm]]
D
ρ′) = [[t]]
D
ρ′ .
2. If ϕ ≡ (t ∈ s), [[ϕτ ]]Dρ = [[tτ ∈ s]]Dρ = [[t ∈ s]]Dρ′ by semantics and 1; if ϕ ≡
P (r1, . . . , rm) then [[ϕτ ]]Dρ = P
D([[r1τ ]]Dρ , . . . , [[rmτ ]]
D
ρ ). By 1 we have [[rjτ ]]
D
ρ =
[[rj ]]Dρ′ , 1 ≤ j ≤ m, so [[ϕτ ]]Dρ = [[ϕ]]Dρ′ .
The induction cases for the connectives ¬ and ∧ are easily proved. If ϕ ≡ ∃ysϕ′,
we can suppose w.l.o.g. that ys 6= xisi and ys /∈ free(ti), 1 ≤ i ≤ n; otherwise we
rename the bound variable. In these conditions, [[ϕτ ]]Dρ = [[∃ys(ϕ′τ)]]Dρ . Let d be an
element of Ds, then [[ϕ′τ ]]Dρ[d/y] = [[ϕ
′]]D
ρ[d/y][[[t1]]Dρ[d/y]/x
s1
1 ,...,[[tn]]
D
ρ[d/y]/x
sn
n ]
(by induction
hypothesis) = [[ϕ′]]D
ρ[d/y][[[t1]]Dρ /x
s1
1 ,...,[[tn]]
D
ρ /x
sn
n ]
= [[ϕ′]]Dρ′[d/y]. Therefore [[ϕτ ]]
D
ρ = [[ϕ]]
D
ρ′
by semantics. 2
4. The Ground Tableau Method
In this section we outline a ground tableau method for LTD as a basis for the free
variable tableau version. We will suppose that Σ has been extended to a signature Σ,
with a countable set of constants. A tableau for a set of sentences is a tree growing and
branching by the application of expansion tableau rules, according to the patterns of
the formulas labelling its nodes. For conjunction and disjunction formulas, branches are
enlarged or split, respectively, as in classical first-order tableaux, using the rules α and
β (Fitting, 1996). For quantified formulas we have the following expansion rules:
γ)
¬∃xsϕ
t ∈ s
¬ϕ[t/xs]
δ)
∃xsϕ
ϕ[c/xs]
c ∈ s.
In δ, c is a new constant not occurring in the branch.
Note that these two new rules are similar to the classical first-order ones, but here
the (dynamic) sort information is managed, using (t ∈ s) in the case of γ or introducing
†free supplies the set of free variables of a term, a formula or a set of formulas.
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(c ∈ s) in the case of δ, while in classical tableaux the (static) sort information is given
by the signature and no explicit reference is required in the corresponding rules.
Definition 4.1. A branch B of a tableau is closed if it contains an atomic contradiction,
that is ϕ and ¬ϕ (ϕ atomic) appear in B. A tableau is closed if all its branches are closed.
Theorem 4.2. (Soundness and completeness (Gavilanes et al., 1997)) For every
set of Σ-sentences Φ, Φ has a closed tableau if and only if Φ is not satisfiable.
5. Free Variable Tableaux
Now we will assume that the extended signature Σ also contains a countable set of
function symbols. When dealing with free variables, the sorted variable occurring in the
γ-rule is not replaced by a ground term, but by a new free variable of the same sort. So,
in LTD we get the following two rules:
γ′)
¬∃xsϕ
¬ϕ[ys/xs]
δ′)
∃xsϕ
ϕ[f(xs11 , . . . , x
sn
n )/x
s]
f(xs11 , . . . , x
sn
n ) ∈ s.
In γ′, ys is a new free variable. In δ′, f is a new function symbol applied to the free
variables (xs11 , . . . , x
sn
n ) occurring in the branch.
The free variables of a tableau may be substituted, but as argued in Section 3, they
can be replaced only by terms interpreted in the corresponding domain. This condition
is assured for a branch when the substitution is well-sorted w.r.t. the theory included
in this branch. However substitutions are applied to the whole tableau. Requiring well-
sortedness w.r.t. the theory of every tableau branch leads us to a condition that is too
strong, since a variable in the domain of a substitution may not occur free in every
branch. It will be enough to consider well-sortedness of substitutions w.r.t. a branch,
when they are restricted to the free variables of the branch. This property is formalized
in the following definition.
Definition 5.1. The substitution τ is well-sorted w.r.t. a tableau T with branches
B1, . . . , Bn, if τ |free(Bi)† is well-sorted w.r.t. the theory included in Bi, for every 1 ≤ i ≤
n.
Next we add to the expansion tableaux rules α, β, γ′ and δ′, the following one.
Definition 5.2. (Substitutivity rule) If T is a free variable tableau and τ is an
idempotent substitution well-sorted w.r.t. T then T τ is a free variable tableau.
This rule will be called sub and we denote by S1 the tableau system composed of α,
β, γ′, δ′ and sub together with a closure definition, where the concepts of closed tableau
branch and closed tableau are defined as for ground tableaux.
†This is the restriction of τ to the free variables of Bi.
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The sense in which S1 preserves soundness has to be made more precise because of the
existence of empty domains. In fact, the γ′ rule can obtain non-satisfiable conclusions
from satisfiable hypothesis, when models with empty domains are involved. For example,
the formula ϕ ≡ ∀xs(¬P (a) ∧ P (a)) is satisfiable in structures with empty s-domain
and after a γ′-expansion we obtain the non-satisfiable set of formulas {ϕ,¬P (a)∧P (a)}.
In order to prevent these cases, we prove soundness as follows.
Definition 5.3. A free variable tableau T is satisfiable if there exists a structure D
such that for every valuation ρ for D, satisfying free(T )⊆dom(ρ), there exists a branch
B with 〈D, ρ〉 |= B.
Lemma 5.4. Let T be a free variable tableau satisfiable in a structure that has a non-
empty s-domain, for every sort s. If the tableau T ′ is built by applying one of the S1-rules
to T , then T ′ is satisfiable in a structure with non-empty s-domain, for every sort s.
Proof. We proceed with cases depending on the applied rule. The cases α and β are
easily proved.
γ′ If D is the structure that models T , we prove that T ′ is also satisfiable in D. Suppose
that ¬∃xsϕ, occurring in the branch B of T , is the selected formula. Let ρ be a
valuation such that free(T ′) ⊆ dom(ρ) then, by construction, free(T ) ⊆ dom(ρ). By
hypothesis there exists a branch B′ in T such that 〈D, ρ〉 |= B′. If B′ is not B then
we have finished, otherwise 〈D, ρ〉 |= ¬∃xsϕ and then [[¬ϕ]]D
ρ[d/xs]
= t, for every
d ∈ Ds 6= ∅. We prove that 〈D, ρ〉 models the extended branch by distinguishing
cases. If xs 6∈ free(ϕ) then ¬ϕ[ys/xs] ≡ ¬ϕ and [[¬ϕ]]Dρ = [[¬ϕ]]Dρ[d/xs] = t, where d is
an arbitrary element of Ds( 6= ∅). If xs ∈ free(ϕ) then ys ∈ dom(ρ) and ρ(ys) ∈ Ds.
Therefore [[¬ϕ[ys/xs]]]Dρ = [[¬ϕ]]Dρ[ρ(ys)/xs] = t, by Lemma 3.3.
δ′ We build the new structure by extending the structure D, that makes T satis-
fiable. Suppose that ∃xsϕ, occurring in the branch B of T , is the selected for-
mula. Let D′ be a structure like D but interpreting f , as we will see presently.
Let ρ be a valuation such that free(T ) = free(T ′) ⊆ dom(ρ). Then by hypoth-
esis there exists a branch B′ in T such that 〈D′, ρ〉 |= B′, because D′ behaves
like D on T . If B′ is not B then we have finished, otherwise 〈D′, ρ〉 |= ∃xsϕ
and then there exists dρ ∈ Ds such that [[ϕ]]D′ρ[dρ/xs] = t. Now, as f is new, we
can suppose to have fixed fD
′
(ρ(xs11 ), . . . , ρ(x
sn
n )) = dρ, then [[f(x
s1
1 , . . . , x
sn
n ) ∈
s]]D
′
ρ = t and [[ϕ]]
D′
ρ[dρ/xs]
= [[ϕ]]D
′
ρ[fD′ (ρ(xs11 ),...,ρ(x
sn
n ))/xs]
. We conclude from Lemma 3.3
that [[ϕ[f(xs11 , . . . , x
sn
n )/x
s]]]D
′
ρ = [[ϕ]]
D′
ρ[fD′ (ρ(xs11 ),...,ρ(x
sn
n ))/xs]
= t, using the theory
{f(xs11 , . . . , xsnn ) ∈ s}, and then 〈D′, ρ〉 models the extended branch.
sub Let τ be an idempotent substitution well-sorted w.r.t. T . If D is the structure that
models T , we prove that it also makes T ′ = T τ satisfiable. Let ρ be a valuation
such that free(T τ) ⊆ dom(ρ); we extend ρ in order to make it defined in T , which
is possible because D has non-empty domains. This new valuation ρ′ operates as ρ
in T ′.
By hypothesis, there exists a branch B1 in T such that 〈D, ρ′〉 |= B1. If we define
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τ1 ≡ τ |free(B1), then from the well-sortedness of τ1 w.r.t. B1 and Lemma 3.3 we
can deduce that for all ϕ such that free(ϕ) ⊆ dom(ρ′), [[ϕτ1]]Dρ′ = [[ϕ]]Dρ′τ1 .†
By hypothesis again, there exists B2 in T such that 〈D, ρ′τ1〉 |= B2. If B1 = B2
then we have finished because [[B2τ ]]Dρ′ = [[B2τ1]]
D
ρ′ = [[B2]]
D
ρ′τ1 = t.
‡ Otherwise if
τ2 ≡ τ |free(B2)−free(B1), from the well-sortedness of τ2 w.r.t. B2 and Lemma 3.3
we can deduce that for all ϕ such that free(ϕ) ⊆ dom(ρ′τ1), [[ϕτ2]]Dρ′τ1 = [[ϕ]]Dρ′τ1τ2 .
One more time, there exists a branch B3 in T such that 〈D, ρ′τ1τ2〉 |= B3. If
B3 ∈ {B1, B2} then we have finished because [[B3τ ]]Dρ′ = [[B3τ2τ1]]Dρ′ = [[B3τ2]]Dρ′τ1 =
[[B3]]Dρ′τ1τ2 = t (note that we have used that τ is idempotent). Otherwise if τ3 ≡
τ |free(B3)−free(B1)−free(B2) then from the well-sortedness of τ3 w.r.t. B3 and
Lemma 3.3 we can deduce that for all ϕ such that free(ϕ) ⊆ dom(ρ′τ1τ2), [[ϕτ3]]Dρ′τ1τ2
= [[ϕ]]Dρ′τ1τ2τ3 .
We prove that T τ is satisfiable by repeating this procedure until we reach a branch
already used. This will be the case because T has a finite number of branches. 2
While checking in the sub rule if the substitution is well-sorted w.r.t. the whole tableau,
we can avoid to consider closed branches. In effect, we define: τ is well-sorted+ w.r.t. a
tableau T with branches B1, . . . , Bn if τ |free(Bi) is well-sorted w.r.t. the theory included
in Bi, for every not closed branch Bi.
Let sub’ be the refinement of sub that uses this new form of well-sortedness. The
tableau system S1’ with the rule sub’ instead of sub is also sound because the branches
whose existence is claimed in the case sub of the previous proof are not closed.
Theorem 5.5. (Soundness of S1) For every set of Σ-sentences Φ, if Φ has a closed
tableau then Φ is not satisfiable in structures with non-empty domain for every sort.
Proof. Suppose that Φ is satisfiable in a structure D with non-empty domains and that
Φ has a closed tableau T . Then by Lemma 5.4, T is satisfiable in a certain structure D′
with non-empty domains. So, we can build a valuation ρ defined for every free variable
of T such that there exists a branch B with 〈D′, ρ〉 |= B. By semantics, we obtain
contradiction because B is closed. 2
Observe that our claim for idempotence in the rule sub is critical for assuring soundness,
as we notice from the proof of Lemma 5.4. If sub rule only demands well-sortedness the
system turns out to be unsound, as the following example shows.
Example 5.6. Let Σ be a signature with sorts s and s′, constant symbols a and b,
and predicate symbols Q and P . Let D be a Σ-structure such that aD ∈ Ds ∩ Ds′ ,
bD ∈ Ds −Ds′ , PD is true in Ds′ but false in Ds −Ds′ , QD is false in Ds′ but true in
Ds −Ds′ . Then the set {a ∈ s, b ∈ s,¬Q(a),¬P (b),∀xs(Q(xs) ∨ (∀ys′P (ys′) ∧ xs ∈ s′))}
can be checked to be satisfiable in D, in spite of having a closed tableau. In effect,
applying α, β and γ′ properly, the sketch of tableau T (Figure 1) can be built.
Note that [a/xs, xs/ys
′
] is well-sorted w.r.t. T , and if we apply it to T we obtain T ′
(Figure 2).
†ρτ stands for the valuation ρ but interpreting every replaced variable x of τ as [[τ(x)]]Dρ .
‡The interpretation of a branch is the conjunction of the interpretations of its formulas.
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.............................................................
............................................................
a ∈ s
b ∈ s
¬Q(a)
¬P (b)
Q(xs) P (ys
′
)
xs ∈ s′
Figure 1.
.............................................................
............................................................
a ∈ s
b ∈ s
¬Q(a)
¬P (b)
Q(a) P (xs)
a ∈ s′
Figure 2.
.............................................................
............................................................
a ∈ s
b ∈ s
¬Q(a)
¬P (b)
P (b)
a ∈ s′
Q(a)
Figure 3.
T ′ can be closed if we apply the substitution [b/xs] which is well-sorted w.r.t. T ′
(Figure 3).
Let us now make some reflections about some other possible presentations of a well-
sorted substitution. In Table 1, we present four different forms for defining a well-sorted
(WS) substitution τ ≡ [t1/xs11 , . . . , tn/xsnn ] w.r.t. a theory L.
In the first definition UWS, TL(s) stands for the set of terms of sort s occurring in
the theory L, when L is closed under sorted substitution, that is, using the formulas
of L as universally (U) quantified. The next three definitions try to express that free
variables in tableaux behave rigidly, that is, they denote a unique element. The names of
these well-sortedness concepts derive from their definition, so RWS stands for rigid, UWS
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Table 1.
Name Definition
UWS ∀i(ti ∈ TL(si))
RWS ∀i(ti /∈ Xsi −→ (ti ∈ si) ∈ Lτ)
RUWS τ is RWS and UWS w.r.t. L
RIUWS
τ is UWS w.r.t. L
∃τ ′(τ ′ ≤a τ ∧ dom(τ ′) ⊆ free(L) ∪ dom(τ) ∧ τ ′ is RWS w.r.t. L)
a This means that τ ′ is an instance of τ .
Table 2.
TRWS
⇓
LRWS
TUWS ⇐ TRIUWS ⇐ TRUWS
⇓ ⇓ ⇓
LUWS ⇐ LRIUWS ⇐ LRUWS
¬a ∈ s
xs ∈ s
Figure 4.
stands for universal, RUWS stands for both rigid and universal, and RIUWS stands for
universal with rigid instance.†
The important fact about these definitions is that none of them handle free variables
rigidly, so they do not satisfy Lemma 3.2. Therefore they lead to unsound tableau systems,
when using them in the sub rule. Before proving it, let us remark that, according to our
previous analysis, each of these four definitions can adopt two forms. We can either
require the substitution to be well-sorted w.r.t. every branch (total substitutivity rules),
or demand the well-sortedness of the replaced term only w.r.t. the branch where the
variable occurs free (loose substitutivity rules). If we use T for total and L for loose
rules, we have the relations of Table 2.
In all cases, we obtain unsound substitutivity rules that make them not applicable to
tableaux. This is consequence from the following two counterexamples.
Example 5.7. (TRWS, LRWS) Let Σ be a signature with sorts s and s′, and constant
symbol a. Let D be a Σ-structure such that aD ∈ Ds′ −Ds.
Then the set {¬a ∈ s,∀xs(xs ∈ s)} can be checked to be satisfiable in D, but it has a
closed tableau. In effect, applying γ′ properly, the sketch of tableau T (Figure 4) can be
built.
Then the substitution τ ≡ [a/xs] is TRWS w.r.t. T , and so LRWS, and it can be used
to close the tableau.
Example 5.8. (TUWS, LUWS, TRIUWS, LRIUWS, TRUWS, LRUWS) Let Σ
†This corresponds to the well-sortedness of Weidenbach (1995), using our notation.
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f(xs) ∈ s
¬f(f(a)) ∈ s
a ∈ s
f(f(xs)) ∈ s
ys ∈ s
Figure 6.
be a signature with sorts s and s′, constant symbol a, and function symbol f . Let D be
the Σ-structure presented in the Figure 5, where arrows represent the definition of fD.
Then the set {a ∈ s,¬f(f(a)) ∈ s,∀xs(f(f(xs)) ∈ s ∨ (f(xs) ∈ s ∧ ∀ys(ys ∈ s)))}
can be checked to be satisfiable in D, but it has a closed tableau. Applying α, β and γ′
properly, the sketch of tableau T (Figure 6) can be built.
Then the substitution τ ≡ [a/xs, f(f(a))/ys] is TRUWS w.r.t. T , and so LRUWS,
TRIUWS, LRIUWS, TUWS and LUWS, and it can be used to close the tableau.
Theorem 5.9. (Completeness of S1) For every set of Σ-sentences Φ, if Φ is not
satisfiable then Φ has a closed free variable tableau.
Proof. As Φ is not satisfiable, then it has a closed ground tableau T . Now we show
how we can systematically build in S1 a free variable tableau T ′ from the rules used in
T , such that T = T ′.
• Every time we apply α or β in T , we apply them in T ′.
• Every time we apply γ in T , we apply γ′ and sub in T ′, building T ′ like T , as
follows. If we use (t ∈ s) and ¬∃xsϕ in T , then we introduce ¬ϕ[ys/xs] in T ′
and apply the substitution [t/ys]. This is possible because T ′ is built like T , and
then (t ∈ s) occurs in the branch and t is ground (so the substitution is trivially
idempotent and obviously well-sorted).
• Every time we apply δ in T , we apply δ′ in T ′, using the same constant symbol.
Note that this is possible because after each of these steps, T ′ remains ground, so
the function symbol introduced by δ′ is a constant. 2
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a ∈ s
¬P (a)
∀xs (xs ∈ s′)
∀us′ P (us′)
a ∈ s′
P (a)
a ∈ s
¬P (a)
∀xs (xs ∈ s′)
∀us′ P (us′)
xs ∈ s′
P (us
′
)
Figure 7.
As can be observed, the soundness of the method S1 (cf. Theorem 5.5) is not the
reverse of this theorem, as for the ground tableau method (cf. Theorem 4.2). The reason
is that γ′-rule allows expansions which do not preserve satisfiability in structures with
empty domains (see comments above Definition 5.3 for the formula ∀xs(¬P (a) ∧ P (a))).
The non-emptiness of a sort s can be syntactically expressed by the formula ∃xs(xs ∈ s)
(or likewise, by introducing a new constant cs in the signature and using the formula
cs ∈ s). Then it can be easily proved for S1 that every set of Σ-sentences Φ satisfies:
Φ is not satisfiable in structures with non-empty domain, for every sort if and only if
Φ ∪ {∃xs(xs ∈ s) / s ∈ S} has a closed tableau.
Note that S1 is also complete because it is a particular case of S1’.
6. Sorted Unification
As in classical first-order tableaux (Fitting, 1996), it is not convenient to apply the rule
sub in an unrestricted way, because in that case we would not improve the ground version.
Therefore, we study its application only for closing branches. In this setting we need a
unification calculus in order to find well-sorted unifiers for potentially complementary
literals occurring in a branch.
Our calculus has to be strong enough to find a well-sorted unifier closing a free variable
tableau whenever its related ground version is closed. However this is not always possible,
unless we structure the substitution relating both tableaux into sequences of unitary
substitutions. This idea is outlined in the following example.
Example 6.1. (a) Let T be the closed ground sketch of tableau presented on the left
of Figure 7. On the right of the figure, let T ′ be the free variable tableau built as T .
The unification problem us
′ ' a corresponding to the unique branch of the tableau
T ′ can not be solved by any well-sorted substitution w.r.t. the theory {a ∈ s, xs ∈
s′}. Nevertheless there is a sequence of unitary substitutions relating both tableaux
[xs/us
′
][a/xs] that can be gradually applied to T ′.
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c ∈ s′′
a ∈ s
∀xs xs ∈ s′
P (a)
¬P (a)
a ∈ s′
¬Q(c)
a ∈ s′
P (a)
Q(c)
∀ys′′ Q(ys′′ )
∀zs′ ((a ∈ s′ ∧ ¬P (zs′ )) ∨ (P (zs′ ) ∧ ∀ys′′ Q(ys′′ )))
...........................................................
...............................................
c ∈ s′′
a ∈ s
∀xs xs ∈ s′
P (a)
a ∈ s′
¬Q(c)
∀ys′′ Q(ys′′ )
∀zs′ ((a ∈ s′ ∧ ¬P (zs′ )) ∨ (P (zs′ ) ∧ ∀ys′′ Q(ys′′ )))
xs ∈ s′
¬P (zs′ )
P (zs
′
)
Q(ys
′′
)
Figure 8.
These sequences of unitary substitutions reflect the existing order in the free variable
substitutions of T ′, which in turn corresponds to the order used in the γ-applications to
T . We introduce the concept of well-sorted sequence because the replacement of a certain
variable can affect to the well-sortedness of another one.
Definition 6.2. Let σ ≡ σ1 . . . σn, L and T be a sequence of unitary substitutions, a
theory and a tableau, respectively. We say that σ is well-sorted w.r.t. L (resp. T ) if σi is
well-sorted w.r.t. Lσ1 . . . σi−1 (resp. T σ1 . . . σi−1), for every 1 ≤ i ≤ n.
Note that in the example, [xs/us
′
][a/xs] is a sequence of unitary idempotent substitu-
tions well-sorted w.r.t. T ′ and then it is applicable, by Theorem 5.5. As a consequence,
our calculus finds sequences of unitary substitutions solving a set of equations w.r.t. a
theory of term declarations. In the example, the unification problem us
′ ' a w.r.t. the
theory {a ∈ s, xs ∈ s′}, corresponding to the unique branch of the tableau T ′, is solved
by the sequence [xs/us
′
][a/xs].
A different question is how to deal with several branches in a tableau. Consider the
following example.
Example 6.1. (b) Let T be the closed ground sketch of tableau presented on the left
of Figure 8. On the right of the figure, let T ′ be the free variable tableau built as T .
The sequence of unitary substitutions σ ≡ [c/ys′′ ] [xs/zs′ ] [a/xs] is well-sorted w.r.t. T ′.
Using the same formulas that close T , for closing T ′, our sorted unification calculus
should be able to work out a unifier of the following two unification problems, one for
each branch:
1. zs
′ ' a (branch B1).
2. ys
′′ ' c (branch B2).
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A unifier must be found because σ is a well-sorted sequence of unitary substitutions
solving both problems.
Our calculus tries to solve each problem separately using the theory presented in the
respective branch. However, the unifiers it obtains could not be well-sorted w.r.t. the
whole tableau, so we have to check well-sortedness before applying the unifier. Such a
test does not belong to the calculus itself but to the closure rule of the tableau method
(cf. unif rule in Definition 7.1). Remark that in the example, although the calculus can
solve the first problem (branch B1) through [a/zs
′
], this substitution can not be applied
to T ′ because it is not well-sorted w.r.t. the branch B2; so we must use the calculus to
obtain another sequence.
6.1. the sorted calculus C
The sorted calculus C begins with a set of equations Γ to be unified and a theory L that
has to be observed. It works by building a well-sorted sequence of unitary substitutions
w.r.t. L by non-deterministic application of its rules. Every time a new element of the
sequence is obtained, we record it immediately, but it is never applied directly to build a
unique substitution because we need to keep the order in the applications. The unification
problem is solved when the set of equations is empty.
The non-fail rules of C have the form
Γ σ1 . . . σn
Γ′ σ1 . . . σnσ′
where Γ,Γ′ are sets of equations and σ1 . . . σn, σ1 . . . σnσ′ are sequences of unitary substi-
tutions. There are 12 rules in C, the six standard rules for syntactic unification (tautology,
decomposition, orientation, application, decomposition failure and cycle failure) and the
following new six sorted rules:
The Sorted Rules of C
1. Extraction
xs ' ys, Γ σ1 . . . σn
Γ σ1 . . . σn[ys/xs]
2. Functional weakening
xs ' f(t1, . . . , tn), Γ σ1 . . . σn
ys
′ ' f(t1, . . . , tn), Γ σ1 . . . σn[ys′/xs]
In Lσ1 . . . σn there are elements of the form: ys′ ∈ s, ys′′ ∈ s′, . . . , f(u1, . . . , un) ∈ sr
3. Functional failure
xs ' f(t1, . . . , tn), Γ σ1 . . . σn
FAIL
In Lσ1 . . . σn there are not elements of the form: ys′∈s, ys
′′∈s′, . . . , f(u1, . . . , un)∈sr
4. Variable weakening
xs ' ys′ , Γ σ1 . . . σn
t ' ys′ , Γ σ1 . . . σn[t/xs]
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s 6= s′, (t ∈ s) ∈ Lσ1 . . . σn, t /∈ Xs, xs /∈ free(t)
5. Variable orientation
xs ' ys′ , Γ σ1 . . . σn
ys
′ ' xs, Γ σ1 . . . σn
(t ∈ s′) ∈ Lσ1 . . . σn, t /∈ Xs′ , ys′ /∈ free(t)
6. Variable weakening failure
xs ' ys′ , Γ σ1 . . . σn
FAIL
s 6= s′ and in Lσ1 . . . σn there are not elements neither of the form:{
usx1 ∈ s, usx2 ∈ sx1 , . . . , us
′′ ∈ sxr
vsy1 ∈ s′, vsy2 ∈ sy1 , . . . , vs
′′ ∈ syk
nor {
usx1 ∈ s, usx2 ∈ sx1 , . . . , f(. . .) ∈ sxr
vsy1 ∈ s′, vsy2 ∈ sy1 , . . . , f(. . .) ∈ syk .
Now let us make some comments about the calculus C. Firstly the application of the
standard rules has always preference w.r.t. the sorted rules. In particular, this means
that if functional weakening is applied to the equation x ' f(t1, . . . , tn) then x does not
occur in any other equation.
In view of the sorted rules we make the following comments:
• Only three rules in C (extraction, and functional and variable weakening) extract
unitary substitutions and build sequences.
• The functional weakening rule is used when we try to unify a variable xs and
a functional term t. If there exists a chain of declarations in the current theory
Lσ1 . . . σn expressing that another term with the same root symbol as t belongs to
the sort s, then we append the first link of the chain to the sequence of unitary
substitutions. If the chain has a single element (f(u1, . . . , un) ∈ s) ∈ Lσ1 . . . σn
then, we apply the rule directly, without introducing extra variables. In both cases,
xs must not occur in any term of the chain. Furthermore if the chain is not unitary,
we suppose s 6= s′, excluding non-intelligent applications of the rule.
• The variable weakening rule is required to unify two variables xs and ys′ of different
sorts. The rule binds xs to a term, not containing xs, having a term declaration of
sort s in the current theory.
• The variable weakening failure rule is used when we try to unify two variables of
different sorts and the current theory does not contain chains of term declarations
neither expressing there is a common subsort of s and s′ nor finishing in terms of
subsorts of s and s′, with the same functional root symbol.
Definition 6.3. Let Γ, Γ′, σ1σ2 . . . σn, σ1σ2 . . . σn′ and L be two sets of equations, two
sequences of unitary substitutions with n′ ∈ {n, n+1} and a theory, respectively. We say
that the pair 〈Γ′, σ1 . . . σn′〉 is C-accessible from 〈Γ, σ1 . . . σn〉, written 〈Γ, σ1 . . . σn〉 `C
〈Γ′, σ1 . . . σn′〉, if we can obtain the pair 〈Γ′, σ1 . . . σn′〉 from 〈Γ, σ1 . . . σn〉 using a C-
rule. We say that C unifies Γ w.r.t. L by σ1σ2 . . . σn if there exists a chain of the form
〈Γ, ∅〉 `C · · · `C 〈∅, σ1 · · ·σn〉.
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An example of how the calculus C works is included in Examples 7.5 and 7.6.
The calculus C is sound in the sense that, given a solvable set of equations Γ and a
theory L, it only builds sequences well-sorted w.r.t. L unifying Γ. Furthermore, every
sequence is composed of idempotent unitary substitutions so, by the soundness of the
sub rule, we can apply it safely. The idempotence derives from the fact that the sequences
that the C-calculus obtains are triangular.
Definition 6.4. (Kogel, 1995) A sequence of unitary substitutions [t1/x1s1 ] . . .
[tn/xnsn ] is triangular if:
1. free(ti) ∩ {x1s1 , . . . , xisi} = ∅, for every 1 ≤ i ≤ n
2. xi 6= xj , 1 ≤ i < j ≤ n.
Theorem 6.5. (Soundness) Let Γ,L and σ ≡ σ1 . . . σn be a set of equations, a theory
and a sequence of unitary substitutions, respectively. If C unifies Γ w.r.t. L by σ1 . . . σn
then:
(i) σ is a well-sorted sequence w.r.t. L,
(ii) σ is triangular,
(iii) σ unifies Γ.
Proof. (i) σi is obviously well-sorted w.r.t. Lσ1 . . . σi−1 by Definition 3.1 and the
definition of the C-rules.
(ii) It is easy to see that if [ti/xi] is appended to the sequence then xi occurs once in the
current set of equations Γi and it disappears from Γi+1 and Lσ1 . . . σi. Thus, the
replaced variables of σ1 . . . σn are pairwise different. Moreover, from the definition
of the C-rules, ti does not contain any previously introduced variable xj , j < i, nor
xi.
(iii) It is enough to prove that if 〈Γ, σ1 . . . σn〉 `C 〈Γ′, σ1 . . . σn′〉 and θ unifies Γ′ then
σn′θ unifies Γ. When applying tautology, decomposition, orientation, application
and variable orientation the proof is trivial (σn′ = ∅ and Γ is obviously also unified
by θ). In the other three possible cases, we only show that σn′θ unifies the equation
of Γ not presented in Γ′:
• extraction: σn′ = [ys/xs]. Then xsσn′θ = ysθ = ysσn′θ
• functional weakening: σn′ = [ys′/xs]. Then xsσn′θ = ys′θ. Since θ unifies Γ′ and
xs /∈ free(f(t1, . . . , tn)), we obtain f(t1, . . . , tn)σn′θ = f(t1, . . . , tn)θ = ys′θ. If
no extra variables are introduced, we proceed analogously.
• variable weakening: σn′ = [t/xs]. Then xsσn′θ = tθ. Since θ unifies Γ′, we get
ys
′
σn′θ = ys
′
θ = tθ. 2
Note that in the previous theorem there is no mention of failure. In the calculus C
failure does not mean total failure but a partial one, in the sense that when we apply a
rule and the produced set of equations is not unifiable, we must do backtracking.
6.2. completeness
Completeness means that if there exists a well-sorted unifier as a sequence of unitary
substitutions, then C finds a most general well-sorted unifier. Considering that we are
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interested in a tableau system, we can restrict ourselves to a particular set of unifiers;
we only need to subsume the well-sorted sequences of unitary substitutions that could
be inferred from a closed ground tableau. These sequences are ground† and they can be
characterized by the concept of hyperwell-sortedness.
Definition 6.6. A sequence of unitary substitutions [t1/x1s1 ] . . . [tn/xnsn ] is hyperwell-
sorted w.r.t. L if (ti ∈ si) ∈ L, for every 1 ≤ i ≤ n.
In a hyperwell-sorted sequence, the order of the substitutions is not relevant in the
sense that the declaration of the replaced term explicitly appears in the theory. In fact,
it can be easily proved that if a triangular sequence is hyperwell-sorted w.r.t. a theory L
then it is also well-sorted w.r.t. L.
6.2.1. with respect to a theory
We prove the completeness of C in two steps, first with respect to theories and then,
with respect to tableaux. In both cases, in the completeness theorem, we only consider
hyperwell-sorted sequences and we implicitly introduce in the theorem the concept of
most general unifier.
Theorem 6.7. (Completeness for a theory) Let σ1 . . . σn be a ground triangular
hyperwell-sorted sequence w.r.t. a theory L. Let Γ be a set of equations that is unified
by σ1 . . . σn. Then the calculus C unifies Γ w.r.t. L by τ1 . . . τp and there exists another
sequence θ1 . . . θk such that:
1. θ1 . . . θk is triangular,
2. θ1 . . . θk is hyperwell-sorted w.r.t. Lτ1 . . . τp,
3. τ1 . . . τpθ1 . . . θk = σ1 . . . σn.
Proof. We build a transformation system = of triples:
〈Γ, τ1 . . . τp, η1 . . . ηr〉 `= 〈Γ′, τ1 . . . τp′ , ζ1 . . . ζs〉
such that:
(i) 〈Γ, τ1 . . . τp〉 `C · · · `C 〈Γ′, τ1 . . . τp′〉.
(ii) If η1 . . . ηr is a triangular hyperwell-sorted sequence w.r.t. Lτ1 . . . τp which unifies
Γ and verifies τ1 . . . τpη1 . . . ηr = σ1 . . . σn, then ζ1 . . . ζs is a triangular hyperwell-
sorted sequence w.r.t. Lτ1 . . . τp′ which unifies Γ′ and verifies τ1 . . . τp′ζ1 . . . ζs =
σ1 . . . σn.
Starting with 〈Γ, ∅, σ1 . . . σn〉 and decreasing step-by-step the complexity of the triples
w.r.t. a well-founded order, the system = reaches a triple with minimum complexity
satisfying Γ = ∅. This is all consequential of Lemma 6.11. In these conditions, we can
build a sequence of the form:
†When required, hereafter sequences of unitary substitutions will be analysed and compared through the
composition they define. Thus, a sequence is ground if its composition results in a ground substitution,
and two sequences are equal if their respective compositions result in the same substitution.
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〈Γ, ∅, σ1 · · ·σn〉 `= · · · `= 〈∅, τ1 . . . τp, θ1 . . . θk〉
and so:
• C unifies Γ w.r.t. L by τ1 . . . τp• θ1 . . . θk is a triangular hyperwell-sorted sequence w.r.t. Lτ1 . . . τp verifying σ1 . . . σn
= τ1 . . . τpθ1 . . . θk. 2
Now we define the complexity and the well-founded order and prove the technical
lemmas needed in Theorem 6.7.
Definition 6.8. Given a set of equations Γ and a sequence of unitary substitutions
η1 . . . ηr, the complexity µ of the pair (Γ, η1 . . . ηr) is defined as the following multiset:
µ(Γ, η1 . . . ηr) ≡
{{
depth (tη1 . . . ηr)
/
t is a term appearing as the left-hand side
or the right-hand side of an equation of Γ
}}
Let A, A′ and k, k′ be two complexities and two natural numbers, respectively. We say
that 〈A, k〉 is smaller than 〈A′, k′〉, written 〈A, k〉 ≺ 〈A′, k′〉, if A <mult A′ or (A = A′
and k < k′), where <mult is the usual order between multisets.
Lemma 6.9. (Dershowitz and Manna, 1979) The order ≺ is well-founded.
Lemma 6.10. Let σ1 . . . σn be a triangular sequence such that σi = [ti/xsii ], 1 ≤ i ≤ n.
For a fixed m ∈ {1, . . . , n} we define σ′i ≡ [ti[tm/xsmm ]/xsii ], 1 ≤ i ≤ m− 1, then it holds
that:
1. σ′1 . . . σ
′
m−1σm+1 . . . σn is triangular.
2. σmσ′1 . . . σ
′
i = σ1 . . . σiσm, 1 ≤ i ≤ m− 1.
3. If σ1 . . . σm−1σm+1 . . . σn is hyperwell-sorted w.r.t. a theory L then σ′1 . . . σ′m−1σm+1
. . . σn is hyperwell-sorted w.r.t. Lσm.
Proof. 1. It is obvious that the variables are pairwise different. As free(ti[tm/xsmm ]) ⊆
free(ti) ∪ free(tm), it is immediate that ti[tm/xsmm ] does not contain any previous
variable of the sequence, 1 ≤ i ≤ m− 1; the case m+ 1 ≤ i ≤ n is trivial.
2. It is straightforward from the definition of the sequence σ′1 . . . σ
′
i and triangularity.
3. By hyperwell-sortedness of the sequence σ1 . . . σm−1σm+1 . . . σn we have (ti ∈ si) ∈
L, for every 1 ≤ i ≤ m− 1, then (ti[tm/xm] ∈ si) ∈ Lσm. For m+ 1 ≤ i ≤ n, it is
obvious, by triangularity. 2
Lemma 6.11. Under the conditions of Theorem 6.7, we can build the finite chain:
〈Γ, ∅, σ1 . . . σn〉 `= · · · `= 〈Γh, τ1 . . . τph , θ1h . . . θλhh 〉 `= · · · `= 〈∅, τ1 . . . τpm , θ1m . . . θλmm 〉
in which every h-node verifies:
1. θ1h . . . θ
λh
h is triangular.
2. θ1h . . . θ
λh
h is hyperwell-sorted w.r.t. Lτ1 . . . τph .
3. τ1 . . . τphθ
1
h . . . θ
λh
h = σ1 . . . σn.
4. θ1h . . . θ
λh
h unifies Γh.
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5. If 0 < h ≤ m then 〈µ(Γh, θ1h . . . θλhh ), λh〉 ≺ 〈µ(Γh−1, θ1h−1 . . . θλh−1h−1 ), λh−1〉.
Proof. By induction on h (0 ≤ h ≤ m). In the basic case (h = 0), the proof is trivial.
In the induction step (h → h + 1, 0 ≤ h < m), for building the next tuple we select an
equation of Γh according to the following order:
(i) If r ' t ∈ Γh and both terms are functional, then we build Γh+1 by applying
decomposition, then ph+1 = ph. Note that failure is excluded because Γh is unifiable,
by 4. Then we take λh+1 = λh and θih+1 = θ
i
h, 1 ≤ i ≤ λh, and we easily obtain 1–
4 by the induction hypothesis. For 5, we use that µ(Γh+1, θ1h+1 . . . θ
λh+1
h+1 ) <mult
µ(Γh, θ1h . . . θ
λh
h ).
(ii) If r ' t ∈ Γh and one of the terms is functional and the other is a variable,
then we can suppose that the equation is of the form xs ' f(t1, . . . , td); otherwise
we apply first orientation, without increasing the complexity of the new set of
equations. From 4, we know that xs /∈ free(f(t1, . . . , td)). We can also suppose
that xs /∈ free(Γh) − {xs ' f(t1, . . . , td)}, otherwise we could use application
before, without increasing the complexity of the new set of equations.
By the induction hypothesis of 4, we know that there exists a subsequence in
θ1h . . . θ
λh
h of the form [x
s
1/x
s][xs2/x
s
1] . . . [y
s′/xsl0 ] . . . [y
s′
l1
/us2 ] . . . [f(t′1, . . . , t
′
d)/w
sr
lr
]
such that xs /∈ free(f(t′1, . . . , t′d)). In these conditions, hyperwell-sortedness al-
lows us to build Γh+1 by applying functional weakening, then ph+1 = ph + 1 and
τph+1 = [y
s′/xs]. Previous to define θ1h+1 . . . θ
λh+1
h+1 , we transform the first element
[xs1/x
s] of the previous subsequence of θ1h . . . θ
λh
h into [y
s′/xs]. If θ′ is the so obtained
sequence, then it behaves like θ1h . . . θ
λh
h , and it is triangular and hyperwell-sorted
w.r.t. Lτ1 . . . τph . Let θ1h+1 . . . θλh+1h+1 be the sequence obtained by extracting the new
unitary substitution [ys
′
/xs] from θ′, as in Lemma 6.10. Note that the link [ys
′
/xs]
only exists in θ′, and it disappears from the new sequence.
Then we take λh+1 = λh − 1. Now 1–4 are straightforwardly proved using the
induction hypothesis and Lemma 6.10. For 5, we have µ(Γh+1, θ1h+1 . . . θ
λh+1
h+1 ) =
µ(Γh, θ1h . . . θ
λh
h ), by the induction hypothesis and Lemma 6.10, but λh+1 < λh. We
proceed in a similar way if the subsequence does not use extra variables of different
sorts.
(iii) If xs ' ys ∈ Γh, we can suppose that xs 6= ys, otherwise we apply tautology,
decreasing the complexity of the set of equations. We can also assume that xs /∈
free(Γh)−{xs ' ys}, otherwise we could apply application without increasing the
complexity. θ1h . . . θ
λh
h is ground, by the induction hypothesis of 3, so we can suppose
that xs is substituted by a ground term t in θ1h . . . θ
λh
h , before than y
s; otherwise
we first apply variable orientation, without increasing the complexity.
In these conditions, we build Γh+1 by applying extraction, then ph+1 = ph + 1 and
τph+1 = [y
s/xs]. Before defining θ1h+1 . . . θ
λh+1
h+1 , we transform the element of the
form [t/xs] of θ1h . . . θ
λh
h into [y
s/xs]. If θ′ is this new sequence, then it behaves like
θ1h . . . θ
λh
h and it is triangular. Now its hyperwell-sortedness w.r.t. Lτ1 . . . τph is not
guaranteed, because ys ∈ s could not appear in the theory. Let θ1h+1 . . . θλh+1h+1 be the
sequence obtained by extracting the substitution [ys/xs] from θ′, as in Lemma 6.10.
As in the previous case we note that the link [ys/xs] only exists in θ′.
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Now we take λh+1 = λh − 1. We easily obtain 1–4 by the induction hypothesis and
Lemma 6.10. For 5, we have µ(Γh+1, θ1h+1 . . . θ
λh+1
h+1 ) <mult µ(Γh, θ
1
h . . . θ
λh
h ).
(iv) If xs ' ys′ ∈ Γh, with s 6= s′, then we can suppose that xs /∈ free(Γh)−{xs ' ys′},
otherwise we can apply application before, without increasing the complexity of the
new set of equations.
Again by the induction hypothesis of 4, there exists a subsequence in θ1h . . . θ
λh
h
of the form [xs1/x
s][xs2/x
s
1] . . . [t/x
s
l ] such that t /∈ Xs and xs /∈ free(t). Oth-
erwise we would have a subsequence beginning with ys
′
, so we could firstly ap-
ply variable orientation, without increasing the complexity. In these conditions,
hyperwell-sortedness allows us to build Γh+1 by applying variable weakening, then
ph+1 = ph+1 and τph+1 = [t/x
s]. In order to define θ1h+1 . . . θ
λh+1
h+1 , we transform the
element [xs1/x
s] of the previous subsequence of θ1h . . . θ
λh
h into [t/x
s]. Let θ′ be this
new sequence, then it behaves like θ1h . . . θ
λh
h , and it is triangular and hyperwell-
sorted w.r.t. Lτ1 . . . τph . Take θ1h+1 . . . θλh+1h+1 as the sequence obtained by extracting
the substitution [t/xs] from θ′, as in Lemma 6.10. Again note that the link [t/xs]
only exists in θ′.
Take λh+1 = λh − 1; 1–4 are straightforwardly proved using induction hypothesis
and Lemma 6.10. For 5, we have µ(Γh+1, θ1h+1 . . . θ
λh+1
h+1 ) = µ(Γh, θ
1
h . . . θ
λh
h ), by
induction hypothesis and Lemma 6.10, but λh+1 < λh. 2
6.2.2. with respect to a tableau
The completeness of C w.r.t. a theory can be lifted to a tableau. First we define how
to extend the concept of hyperwell-sortedness to tableaux.
Definition 6.12. A sequence of unitary substitutions σ ≡ [t1/x1s1 ] . . . [tn/xnsn ] is
hyperwell-sorted w.r.t. a tableau T if for every branch B of T , the subsequence of σ
that only replaces free variables of B, written σ|free(B), is hyperwell-sorted w.r.t. the
theory included in B.
As with simple theories, we can prove the same result relating well and hyperwell-
sortedness. Therefore a triangular hyperwell-sorted sequence w.r.t. a tableau T is also
well-sorted w.r.t. T .
If T is a closed ground tableau and T ′ is its related free variable version, then we can
easily deduce from T different triangular hyperwell-sorted sequences w.r.t. T ′. In Exam-
ple 6.1(b), the two sequences [c/ys
′′
][xs/zs
′
][a/xs] and [xs/zs
′
][a/xs][c/ys
′′
] are triangular
hyperwell-sorted w.r.t. T ′. However, only the first one reflects the idea of a bottom-up
ordering in the introduction of variables by application of γ′-rule (the last variable intro-
duced by γ′ is the first variable appearing in the sequence and so on). In order to precise
this ordering and specify the sequences that will be lifted, we introduce the following
concept.
Definition 6.13. A sequence of unitary substitutions [t1/x1s1 ] . . . [tn/xnsn ] is well-orde-
red w.r.t. a tableau T if for every 1 ≤ i < j ≤ n such that there exists a branch B of T
with xi, xj ∈ free(B), it holds xi ∈ free(B′) =⇒ xj ∈ free(B′), for every branch B′ of
T .
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So in a well-ordered sequence, if two variables x and y appear in a branch, and x
appears earlier than y in the sequence then, y was introduced by γ’-application before x
and therefore it appears in every branch where x occurs. This means that the substitution
[xs/zs
′
][a/xs][c/ys
′′
] of Example 6.1(b) is not well-ordered w.r.t. T ′ because zs′ and ys′′
occur in the second branch of T ′, but only zs′ occurs in the first branch.
Hereafter, we will only deal with well-ordered sequences. Following the ideas explained
in Example 6.1(b), it can be easily deduced triangular hyperwell-sorted and well-ordered
sequences w.r.t. a closed ground tableau.
In order to obtain completeness, a result like Theorem 6.7 is not strong enough because
it only assures well-sortedness w.r.t. the initial theory; now we have to be sure that the
obtained C-sequence unifying Γ is well-sorted w.r.t. the whole tableau T , which means
that its application is sound, by Theorem 5.5. So completeness is stated as follows.
Theorem 6.14. (Completeness for a tableau) Let σ1 . . . σn be a ground triangular
hyperwell-sorted and well-ordered sequence w.r.t. a tableau T . Let Γ be a set of equations,
obtained from a given branch B of T , that is unified by σ1 . . . σn. Then the calculus C
unifies Γ w.r.t. the theory included in B by the sequence τ1 . . . τp, which is well-sorted
w.r.t. to T , and there exists another sequence θ1 . . . θk such that:
1. θ1 . . . θk is triangular,
2. θ1 . . . θk is hyperwell-sorted and well-ordered w.r.t. T τ1 . . . τp,
3. τ1 . . . τpθ1 . . . θk = σ1 . . . σn.
Proof. The idea is similar to Theorem 6.7. We build a transformation system =′ of the
form:
〈Γ, τ1 . . . τp, η1 . . . ηr〉 `=′ 〈Γ′, τ1 . . . τp′ , ζ1 . . . ζs〉
such that:
(i) 〈Γ, τ1 . . . τp〉 `C · · · `C 〈Γ′, τ1 . . . τp′〉 w.r.t. the theory included in B.
(ii) If η1 . . . ηr is triangular hyperwell-sorted and well-ordered w.r.t. T τ1 . . . τp, unifies
Γ and verifies τ1 . . . τpη1 . . . ηr = σ1 . . . σn, then ζ1 . . . ζs is triangular hyperwell-
sorted and well-ordered w.r.t. T τ1 . . . τp′ , unifies Γ′ and verifies τ1 . . . τp′ζ1 . . . ζs =
σ1 . . . σn.
(iii) If τ1 . . . τp is well-sorted w.r.t. T then τ1 . . . τp′ is well-sorted w.r.t. T .
As in Theorem 6.7, starting with 〈Γ, ∅, σ1 . . . σn〉 and decreasing step-by-step the com-
plexity of the triples w.r.t. a well-founded order, the system =′ reaches a triple with mini-
mum complexity verifying Γ = ∅. The proof of these facts is a consequence of Lemma 6.16.
Under these conditions, we can build a chain of the form:
〈Γ, ∅, σ1 . . . σn〉 `=′ · · · `=′ 〈∅, τ1 . . . τp, θ1 . . . θk〉
and so:
• C unifies Γ w.r.t. the theory included in B by τ1 . . . τp which is well-sorted w.r.t. T .
• θ1 . . . θk is a triangular hyperwell-sorted and well-ordered sequence w.r.t. T τ1 . . . τp
verifying τ1 . . . τpθ1 . . . θk = σ1 . . . σn. 2
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The complexity and the well-founded order are the same as that introduced in Defini-
tion 6.8.
Lemma 6.15. Let σ1 . . . σn be a triangular sequence such that σi = [ti/xsii ], 1 ≤ i ≤ n.
For a fixed m ∈ {1, . . . , n} we define σ′i ≡ [ti[tm/xsmm ]/xsii ], 1 ≤ i ≤ m− 1, then it holds
that:
1. σ′1 . . . σ
′
m−1σm+1 . . . σn is triangular.
2. σmσ′1 . . . σ
′
i = σ1 . . . σiσm, 1 ≤ i ≤ m− 1.
3. If σ1 . . . σm−1σm+1 . . . σn is hyperwell-sorted w.r.t. a tableau T and for every branch
B of T in which xsmm occurs it holds free(tm) ⊆ free(B), then σ′1 . . . σ′m−1
σm+1 . . . σn is hyperwell-sorted w.r.t. T σm.
4. If σ1 . . . σn is well-ordered w.r.t. a tableau T and for every branch B of T in which
xsmm occurs it holds free(tm) ⊆ free(B), then σ′1 . . . σ′m−1σm+1 . . . σn is well-ordered
w.r.t. T σm.
Proof. 1 and 2 follows from Lemma 6.10.
3. Let Bσm be a branch of T σm and xi ∈ free(Bσm). If i ≤ m− 1 then xi ∈ free(B);
otherwise xi would be introduced by tm, which is not possible by triangularity. Now
(ti ∈ si) ∈ B, by hyperwell-sortedness, so (tiσm ∈ si) ∈ Bσm.
If i ≥ m + 1 then xi ∈ free(B); otherwise xi would be introduced by tm, but then
xm ∈ free(B) and free(tm) 6⊆ free(B), which is not possible by hypothesis. So (ti ∈
si) ∈ B, by hyperwell-sortedness, then (tiσm ∈ si) ∈ Bσm, that is (ti ∈ si) ∈ Bσm, by
triangularity.
4. We write u < v to express that the variable u is substituted before, the variable v in
the sequence σ′1 . . . σ
′
m−1σm+1 . . . σn. By hypothesis, the well-order of this sequence only
depends on the variables introduced by tm. So let y ∈ free(tm) and consider a variable
x such that both x and y appear in a common branch Bσm of T σm. By hypothesis,
y ∈ free(B); if x ∈ free(Bσm) then either x ∈ free(B) or x is introduced by tm and
then x ∈ free(B), by hypothesis. In any case, x and y occur in a common branch of T .
Now we distinguish cases according to the relative position between these two variables:
(a) x < y. Let B′ be a branch of T such that x ∈ free(B′σm). If x ∈ free(B′)
then y ∈ free(B′), by well-ordering, so y ∈ free(B′σm). If x 6∈ free(B′) then
x ∈ free(tm) and xm ∈ free(B′), which is not possible by hypothesis.
(b) y < x. Let B′ be a branch of T such that y ∈ free(B′σm). If y ∈ free(B′) then
x ∈ free(B′), by well-ordering; then x 6= xm, by triangularity, so x ∈ free(B′σm).
If y 6∈ free(B′) then xm ∈ free(B′) and y ∈ free(tm), which is not possible by
hypothesis. 2
Lemma 6.16. Under the conditions of Theorem 6.14, we can build the finite chain:
〈Γ, ∅, σ1 . . . σn〉 `=′ · · · `=′ 〈Γh, τ1 . . . τph , θ1h . . . θλhh 〉 `=′ · · · `=′ 〈∅, τ1 . . . τpm , θ1m . . . θλmm 〉
in which every h-node verifies:
1. θ1h . . . θ
λh
h is triangular.
2. θ1h . . . θ
λh
h is hyperwell-sorted and well-ordered w.r.t. T τ1 . . . τph .
3. τ1 . . . τphθ
1
h . . . θ
λh
h = σ1 . . . σn.
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4. θ1h . . . θ
λh
h unifies Γh.
5. If 0 < h ≤ m then 〈µ(Γh, θ1h . . . θλhh ), λh〉 ≺ 〈µ(Γh−1, θ1h−1 . . . θλh−1h−1 ), λh−1〉.
6. If 0 < h ≤ m and ph = ph−1 + 1 then τph is well-sorted w.r.t. T τ1 . . . τph−1 .
Proof. We follow the proof of Lemma 6.11 taking = = =′, so it is enough to prove 2
and 6. We proceed by induction on h (0 ≤ h ≤ m). In the basic case (h = 0), the proof
is trivial. In the induction step (h→ h+ 1, 0 ≤ h < m), we select an equation of Γh as
in Lemma 6.11. We only show the cases where the sequences change.
(i) Functional weakening
From Lemma 6.11, we have ph+1 = ph + 1, τph+1 = [y
s′/xs] and θ1h+1 . . . θ
λh+1
h+1 is
the sequence obtained by extracting the substitution [ys
′
/xs] from θ′.
2 Since θ′ behaves like θ1h . . . θ
λh
h then it is hyperwell-sorted and well-ordered w.r.t.
T τ1 . . . τph , by induction hypothesis. Therefore, we conclude that θ1h+1 . . . θλh+1h+1
is hyperwell-sorted and well-ordered w.r.t. T τ1 . . . τph+1 , by Lemma 6.15. Note
that ys
′
occurs in every branch of T τ1 . . . τph in which xs appears, because θ′
is hyperwell-sorted w.r.t. T τ1 . . . τph , and so ys
′ ∈ s also occurs in the branch.
6 Because θ′ is hyperwell-sorted w.r.t. T τ1 . . . τph .
We proceed in a similar way if the subsequence does not use extra variables of
different sorts.
(ii) Extraction
From Lemma 6.11, we have ph+1 = ph + 1, τph+1 = [y
s/xs], λh+1 = λh and
θ1h+1 . . . θ
λh+1
h+1 is the sequence obtained by extracting the substitution [y
s/xs] from
θ′.
2 As in (i), we know that θ′ is well-ordered w.r.t. T τ1 . . . τph and it becomes
hyperwell-sorted w.r.t. T τ1 . . . τph , when we erase the new link [ys/xs]. As θ′
is well-ordered w.r.t. T τ1 . . . τph , we only need to prove that there is a branch
where both xs and ys occur. However, xs has been bound to ys and the calculus
C does not include variables not in a given branch, then ys occurs in every
branch of T τ1 . . . τph in which xs appears. Therefore we can apply Lemma 6.15.
6 It is immediate.
(iii) Variable weakening
From Lemma 6.11, we have ph+1 = ph + 1, τph+1 = [t/x
s] and θ1h+1 . . . θ
λh+1
h+1 is the
sequence obtained by extracting the substitution [t/xs] from θ′.
2 As in the previous cases, θ′ is hyperwell-sorted and well-ordered w.r.t. T τ1 . . . τph ,
by the induction hypothesis. Therefore, we conclude that θ1h+1 . . . θ
λh+1
h+1 is hyper-
well-sorted and well-ordered w.r.t. T τ1 . . . τph+1 , by Lemma 6.15. Note that the
variables of free(t) occur in every branch of T τ1 . . . τph in which xs appears,
because θ′ is hyperwell-sorted w.r.t. T τ1 . . . τph , and so t ∈ s is in the branch.
6 As in (i), because θ′ is hyperwell-sorted w.r.t. T τ1 . . . τph . 2
Example 6.17. In this example we follow the proof of Lemma 6.16 applied to one of
the unification problems of Example 6.1(b). Let Γ0 ≡ {zs′ ' a}, L ≡ {c ∈ s′′, a ∈
s, xs ∈ s′, a ∈ s′} and θ0 ≡ [c/ys′′ ] [xs/zs′ ] [a/xs] be the set of equations to be unified,
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the initial theory occurring in the branch B1 and the triangular hyperwell-sorted and
well-ordered sequence w.r.t. T ′.
Then we find the C-unifier of Theorem 6.14 by the following steps.
1. From Γ0 we deduce that we have to apply functional weakening and, according to
θ0, we use the declaration xs ∈ s′ of L (note that we do not use a ∈ s′). Then
we obtain the first unitary substitution [xs/zs
′
] of the C-unifier, the new set of
equations Γ1 ≡ {xs ' a} and the triangular hyperwell-sorted and well-ordered
sequence θ1 ≡ [c/ys′′ ] [a/xs] w.r.t. T ′[xs/zs′ ].
2. From Γ1 we deduce that we have to apply functional weakening again; and because
of the form of θ1 we use the declaration a ∈ s of L[xs/zs′ ]. Then we obtain the second
unitary substitution [a/xs] of the C-unifier, the new set of equations Γ2 ≡ {a ' a}
and the triangular hyperwell-sorted and well-ordered sequence θ2 ≡ [c/ys′′ ] w.r.t.
T ′[xs/zs′ ][a/xs] .
3. From the definition of Γ2 we have to apply decomposition and we obtain the new set
of equations Γ3 ≡ ∅. Note that θ3 ≡ θ2 ≡ [c/ys′′ ] is a triangular hyperwell-sorted
and well-ordered sequence w.r.t. T ′[xs/zs′ ][a/xs].
Observe that, according to Theorem 6.14, the C-unifier [xs/zs′ ][a/xs] is well-sorted
w.r.t. the whole tableau T ′ and, so, it can be applied.
7. Free Variable Tableaux with Sorted Unification
In this section we take advantage of our sorted unification calculus C, presenting the
tableau system S2. This system is composed of the rules α, β, γ′, δ′ and the following
unification rule unif. The concepts of closed branch and closed tableau in S2 are defined
as in S1.
Definition 7.1. (Unification rule) Let B be a branch of a free variable tableau T
containing two potentially complementary literals ϕ and ¬ϕ′. If C unifies the set {ϕ ' ϕ′}
w.r.t. B by the sequence σ1 . . . σn and such a sequence is well-sorted w.r.t. T , then
T σ1 . . . σn is a free variable tableau.
Note the importance of using sequences of unitary substitutions instead of a unique
substitution. Structuring C-unifiers in unitary substitutions determines whether the C-
unifier is well-sorted or not w.r.t. the whole tableau.
Theorem 7.2. (Soundness of S2) For every set of Σ-sentences Φ, if Φ has a closed
tableau then Φ is not satisfiable in structures with non-empty domains, for every sort.
Proof. S2 is sound because it is a particular case of S1. Observe that whenever we
apply unif we are applying sub by Definition 7.1 and Theorem 6.5. 2
Completeness of S2 is obtained by a lifting lemma expressing that if we can close a
ground tableau, then we can close its related free variable version.
Lemma 7.3. (Lifting lemma) Let T be a free variable tableau and σ1 . . . σn a ground
triangular hyperwell-sorted and well-ordered sequence w.r.t. T . Let Tb be a ground tableau
such that T σ1 . . . σn = Tb. Then if Tb is closed, T can be closed.
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Proof. It is enough to prove that we can close a branch B of T using unif via a sequence
τ1 . . . τp, and that there exists a ground triangular hyperwell-sorted and well-ordered
sequence θ1 . . . θk w.r.t. T τ1 . . . τp such that T τ1 . . . τpθ1 . . . θk = Tb.
As Tb is closed then in B we have two literals of the form P (t) and ¬P (t′) (w.l.o.g.
we suppose that P is unary) such that tσ1 . . . σn = t′σ1 . . . σn. By Theorem 6.14, there
exists a sequence τ1 . . . τp such that C unifies the set {t ' t′} w.r.t. B by τ1 . . . τp. This
theorem also assures that such a sequence is well-sorted w.r.t. the whole tableau—then
we can apply unif—and that there exists a ground triangular hyperwell-sorted and well-
ordered sequence θ1 . . . θk w.r.t. T τ1 . . . τp such that τ1 . . . τpθ1 . . . θk = σ1 . . . σn. Then
T τ1 . . . τpθ1 . . . θk = Tb. 2
Theorem 7.4. (Completeness of S2) For every set of Σ-sentences Φ, if Φ is not
satisfiable then Φ has a closed free variable tableau.
Proof. Since Φ is not satisfiable, there exists a closed ground tableau Tb. As we ex-
plained in Example 6.1(b), we can systematically build a free variable tableau T and
a ground triangular hyperwell-sorted and well-ordered sequence σ1 . . . σn w.r.t. T such
that T σ1 . . . σn = Tb. Then by Lemma 7.3, T can be closed. 2
As for the rule sub, the rule unif can be refined by considering well-sortedness+ (cf.
the comments above Theorem 5.5). Let S2’ be a tableau system with a refined rule unif ’
instead of unif. Then S2’ is sound because it is a particular case of S1’ and is complete
by S2 completeness.
Example 7.5. Once more we focus on Example 6.1(b). Let T ′ be the free variable
tableau of Figure 9.
First we close the branch B1, by unifying the set of equations Γ ≡ {zs′ ' a} w.r.t.
the theory L ≡ {c ∈ s′′, a ∈ s, xs ∈ s′, a ∈ s′}. Under these conditions, we have two
possibilities:
1 If we apply functional weakening using the declaration a ∈ s′ of L and decomposi-
tion, we obtain the C-unifier [a/zs′ ]. Nevertheless this substitution is not applicable
to the whole tableau because it is not well-sorted w.r.t. (the branch B2 of) T ′.
2 If we apply functional weakening using the declaration xs ∈ s′ of L, functional
weakening using the declaration a ∈ s of L[xs/zs′ ] and decomposition, we obtain
the C-unifier [xs/zs′ ][a/xs]. Observe that this sequence is applicable to the whole
tableau because it is well-sorted w.r.t. T ′. In fact, we have proved that this sequence
results from lifting the ground sequence [c/ys
′′
][xs/zs
′
][a/xs] that relates T ′ with
its ground version T , when we follow the proof of Lemma 6.16 (cf. Example 6.17).
Once we assure that this C-unifier [xs/zs′ ][a/xs] is well-sorted w.r.t. the whole tableau,
we can apply the rule unif to build the tableau T ′′ (Figure 10).
Now we close the branch B2 by unifying the set of equations Γ ≡ {ys′′ ' c} w.r.t.
the theory L ≡ {c ∈ s′′, a ∈ s, a ∈ s′}. By applying functional weakening, using the
declaration c ∈ s′′ of L, and then decomposition, we obtain the C-unifier [c/ys′′ ]. As this
substitution is well-sorted w.r.t. the whole tableau T ′′, then we can apply unif to build
the closed tableau of Figure 11.
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................................................................
.
c ∈ s′′
a ∈ s
P (a)
a ∈ s′
∀xs xs ∈ s′
¬P (zs′) ∀ys′′ Q(ys′′)
¬Q(c)
∀zs′((a ∈ s′ ∧ ¬P (zs′)) ∨ (P (zs′) ∧ ∀ys′′ Q(ys′′)))
xs ∈ s′
P (zs
′
)
Q(ys
′′
)
Figure 9.
..............................................................................
................................................................
.
c ∈ s′′
a ∈ s
P (a)
a ∈ s′
∀xs xs ∈ s′
∀ys′′ Q(ys′′)
¬Q(c)
∀zs′((a ∈ s′ ∧ ¬P (zs′)) ∨ (P (zs′) ∧ ∀ys′′ Q(ys′′)))
¬P (a)
a ∈ s′
P (a)
Q(ys
′′
)
Figure 10.
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c ∈ s′′
a ∈ s
∀xs xs ∈ s′
P (a)
¬P (a)
a ∈ s′
¬Q(c)
∀ys′′ Q(ys′′)
∀zs′((a ∈ s′ ∧ ¬P (zs′)) ∨ (P (zs′) ∧ ∀ys′′ Q(ys′′)))
a ∈ s′
P (a)
Q(c)
Figure 11.
Example 7.6. Let Σ be a signature with sorts s and s′, constant symbol a, and predicate
symbol P . We prove that if s is a subsort of s′, every element of s verifies P and every
element of s′ does not verify P , then the sort s is empty. Let labels 1, 2 and 3 denote the
hypothesis and label 4 denote the negation of the thesis, then we can build the tableau
T of Figure 12.
Now we close the tableau by unifying the set of equations Γ ≡ {ys ' zs′} w.r.t. the
theory L ≡ {a ∈ s, xs ∈ s′}. By applying variable orientation, variable weakening using
the declaration xs ∈ s′ of L and extraction, we obtain the C-unifier [xs/zs′ ][ys/xs]. Note
that this sequence can obviously be applied because there is a unique branch; therefore
we can close the tableau by applying unif (Figure 13).
Note that the closed tableau has free variables occurrences (ys); so our method can
build non-ground sequences for closing a tableau. In fact this sequence would have been
obtained following the proof of Lemma 6.16 on the ground sequence [xs/zs
′
][a/ys][a/xs]
that closes T . This shows that the sequence built in Lemma 6.16 is not necessarily the
initial ground sequence, it can be a more general one.
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4: ∃us us ∈ s
5: a ∈ s
1: ∀xs xs ∈ s′
2: ∀ys P (ys)
6: xs ∈ s′
7: P (ys)
8: ¬P (zs′)
3: ∀zs′ ¬P (zs′)
δ to 4
γ to 1
γ to 2
γ to 3
Figure 12.
8. Conclusions
We have presented the logic with term declarations LTD. This is an order-sorted logic
which extends the classical first-order logic by introducing a new formula constructor
t ∈ s, allowing the dynamic declaration of the term t as an element of sort s.
Logics with terms declarations have already appeared in Frisch (1991), Weidenbach
(1991) and Weidenbach (1995). In them, variables can be restricted to non-unitary sorts;
for example xs∩s
′
denotes an individual of the intersection sort s∩s′. In LTD, this sorted
variable can be expressed including the term declaration xs ∈ s′, where needed.
Tableau methods concern only (Weidenbach, 1995). Frisch (1991) and Weidenbach
(1991) considered resolution-based methods, the former in a more general framework.
In these two papers, sorted variables behave as universal in the involved unification
processes, in contrast to the rigid approach used in tableaux.
In Gavilanes et al. (1997) we have presented a ground tableau method for an extension
of LTD with a new kind of formula t v t′, expressing that the term t is less than or equal
to the term t′ in a preordered domain.
This time we have studied free-variable tableau versions for LTD. The first question to
be solved is how to define sound substitutions of variables in tableaux. We have proved
that some possible attempts to define a substitutivity rule (cf. Weidenbach, 1995) fall into
error, while our concept of well-sorted substitution σ w.r.t. a theory of term declarations
L avoids unsoundness, by requiring idempotence to σ and the explicit declaration t ∈ s
in L, for every substituted variable [t/xs] of σ. This notion entails a certain component
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4: ∃us us ∈ s
5: a ∈ s
1: ∀xs xs ∈ s′
7: P (ys)
8: ¬P (ys)
6: ys ∈ s′
3: ∀zs′ ¬P (zs′)
2: ∀ys P (ys)
Figure 13.
of rigidity in the sense that demanding (t ∈ s) ∈ L assures that the interpretation of
t belongs to s, when the valuation of its variables is fixed. So the variables of t do not
behave as universally quantified, but as constants.
A free-variable tableau version based on this substitutivity rule is proved sound and
complete. However, there is no improvement w.r.t. the ground tableau version. So we have
studied how to restrict its application to the closure of branches and we have defined
a calculus C for unifying equations w.r.t. a set of term declarations. We have explained
why substitutions must be structured into unitary components [ti/xi], which reflect the
idea of an order in the introduction of free variables by applications of γ’-rule.
The calculus C is sound and complete not only w.r.t. term declarations theories, but
also w.r.t. tableaux. However, it is not terminating because of the variable orientation
rule. Recently we have defined a simultaneous calculus for sorted unification which is
sound, complete and also terminating (Mart´ın and Gavilanes, 1999).
The calculus C and the one appearing in Weidenbach (1995) share similar ideas, so
the fault of this last paper comes from its well-sorted substitution definition, not from
its sorted unification calculus. In fact, we have not studied if the unifiers this calculus
builds correspond to its well-sortedness notion.
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