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Error correcting codes are designed to tackle the problem of reliable trans-
mission of data through noisy channels. A major challenge in coding theory is to
efficiently recover the original message even when many symbols of the received data
have been corrupted. This is called the unique decoding problem of error correcting
codes. More precisely, if the user wants to send K bits, the code stretches K bits
to N bits to tolerate errors in the N bits. Then the goal is to recover the original
K bits of the message.
Often, the receiver requires only a certain part of the message. In such cases,
analysing the entire received data (word) becomes prohibitive. The challenge is to
design a local decoder which queries only few locations of the received word and
outputs the part of the message required. This is known as local decoding of an
error correcting code.
The unique decoding problem faces a certain combinatorial barrier. That is,
there is a limit to the number of errors it can tolerate in order to uniquely identify the
correct message. This is called the unique decoding radius. A major open problem
viii
is to understand what happens if one allows for errors beyond this threshold. The
goal is to design an algorithm that can recover the right message, or possibly a list
of messages (preferably a small number). This is referred to as list decoding of an
error correcting code.
At the core of many such codes lies polynomials. Polynomials play a fun-
damental role in computer science with important applications in algorithm design,
complexity theory, pseudo-randomness and machine learning.
In this dissertation, we improve our understanding of well known classes of
codes and discover various properties of polynomials. As an additional consequence,
we obtain results in a suite of problems in effective algebraic geometry, including
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1.1 Error correcting codes
Error correcting codes are designed to tackle the problem of robust trans-
mission of data through noisy channels. The theory of coding theory dates back
to the seminal work of Shannon [150] and Hamming [92]. The principle involves
adding redundancy in a systematic way to the message before transmitting it with
the hope that even after some bits get corrupted, the decoder can decode back the
original message. There are certain basic notions that we now introduce. We fix
our alphabet to be {0, 1} for now.
• Encoder E : {0, 1}K → {0, 1}N ; the mapping that takes the K input bits and
stretches it to N bits by adding redundancy.
• Decoder D : {0, 1}N → {0, 1}K ; the mapping that takes the N received bits
and decodes back the original message.
• Rate R = K/N ; A measure of the rate of information sent per unit bit trans-
mitted.
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• Hamming distance ∆(x, y); the number of coordinates i where xi and yi differ.
• Minimum distance δ; The minimum pairwise distance (normalized by dividing
by n) between any two distinct codewords.
The first goal for a code designer is to ensure that the code has high rate R
and high minimum distance δ. The two quantities cannot be increased simultane-
ously for obvious reasons. There are various bounds which control the behavior of R
and δ. The other important goals are the algorithmic constructions of the encoder
and the decoder. The encoder E is usually specified in the description of the code.
The harder question is therefore the algorithmic decoder D. The goal is on sending
m, if y is the noise added to the transmission, then the decoder on seeing the noisy
message should still recover m. More precisely, we want D(E(m) + y) = m. The
level of noise is typically measured by the Hamming weight wt, that is, the number
of non zero elements in yN . If wt(y) ≤ b(d− 1)/2c, then there is only one codeword
E(m) that is wt(y) far from the received word. However, this does ensure an efficient
algorithm to find it. This is the case of unique decoding.
Often, we are interested in only recovering a part of the message, say the first
bit. In such cases, looking at all N bits might be too time consuming. Therefore,
we require an algorithm that should look at only a few coordinates (say 3) and still
recover the first bit of the message with high probability. This leads to the concept
of local decodable codes. We will discuss this more in a later subsection.
We will also be interested in the case when wt(y) > b(d − 1)/2c. In this
case, we try to bound the list of codewords that are candidate encodings of the
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right message. Note that we can no longer guarantee a unique codeword at such a
large distance. This is called list decoding. The goal here is again twofold. First,
one needs to prove a combinatorial bound on the size of the list of codewords that
are within a certain distance of the received word. Second, there should be an
algorithmic way to output the list of the above codewords. We shall revisit the
problem of list decoding shortly.
1.2 Polynomial Codes
An important and well studied family of codes is the family of polynomial
based codes. Fix a finite field F = Fq. Let d ∈ N. The univariate polynomial based
code, commonly called the Reed Solomon code, is defined as follows. The message
space consists of degree ≤ d polynomials over F and the codewords are evaluation




i. The encoder E maps this to (f(x) : x ∈ F) ∈ Fq. Similarly, in
the multivariate polynomial based code, commonly called the Reed Muller code,
the message space consists of n variate degree ≤ d polynomials over F and the
codewords are evaluation of these polynomials on Fn. We call this RMF(n, d). The
metric in the space of all n-variate functions is defined as follows: For f, g : Fn → F,
δ(f, g) = Pr[f(x) 6= g(x)]. Let δF(d) denote the minimum distance of RMF(n, d).









Since polynomial based codes involve fundamental objects, i.e., low degree
polynomials, they have found tremendous application in various areas of computer
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science. In this dissertation, among other things, we shall answer some open ques-
tions related to multivariate polynomials with applications to Reed Muller codes.
1.3 Locally Decodable Codes
A Locally Decodable Code (LDC) is a special kind of code that allows the
receiver to decode a single symbol of the message by querying a small number of
positions in a corrupted encoding. Since the early 1990’s, LDC’s have found exciting
applications in various areas ranging from data transmission to complexity theory to
cryptography and privacy. We refer the reader to [166, 180] for more background.
A central research question, which is far from being solved, is understanding
the best possible ‘stretch’ of an LDC with a constant number of queries. That is,
how large N has to be as a function of K. There has been a significant amount
of work done; see ([105, 70, 112, 174, 175, 16, 178, 59]). The best family of LDCs
in the constant query regime are Matching Vector (MV) codes, which have much
shorter codeword length than the classical constructions. These were discovered by
Yekhanin [178] and Efremenko [59] and analyzed in more detail by Dvir et al ([56]).
Lower Bounds on MV Codes. Our main contribution in this area is a lower
bound on the stretch of MV codes [32]. The first result proves a quadratic lower
bound (N = Ω(K2)) which resolves a conjecture raised in [56].
Theorem 1.3.1 (Informal). Consider an infinite family of O(1)-query Matching




The result holds even when the number of queries is not constant. The second
result states that under a well known conjecture from additive combinatorics, one
needs a super polynomial stretch (N = K log logK), thus ruling out efficient MV codes
for constant number of queries.
Theorem 1.3.2 (Informal). Assume the PFR conjecture (Conjecture 1) holds. Con-
sider an infinite family of O(1)-query Matching Vector code Cn : FKq → FNq for
n ∈ N, where K(n) and N(n) are growing functions of n. For large enough n, Then
N = exp (Ωm (log k log log k))
See Chapter 2 for details. This is joint work with Zeev Dvir and Shachar
Lovett.
Upper Bounds on MV Codes. The best constructions of MV codes come from
constructions of a particular type of polynomial called an OR polynomial. Smaller
degree OR polynomials lead to better MV codes. We show a barrier why existing
techniques have failed to improve the degree bounds of OR polynomials for more
than a decade. In fact, the barrier we discover applies to many other fundamental
problems in complexity theory [34]. See Chapter 3 for details. This is joint work
with Shachar Lovett.
1.4 List Decodable Codes
The concept of list decoding was introduced by Elias [60] and Wozencraft [176]
to decode error correcting codes beyond half the minimum distance. The objective
of list decoding is to output all the codewords within a specified radius around the
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received word. After the seminal results of Goldreich and Levin [67] and Sudan [153]
giving list decoding algorithms for the Hadamard code and the Reed-Solomon code
respectively, there has been tremendous progress in designing list decodable codes.
See the excellent surveys of Guruswami [89, 88] and Sudan [154].
List decoding has applications in many areas of computer science including
hardness amplification in complexity theory [155, 165], construction of hard core
predicates from one way functions [67, 2], construction of extractors and pseudoran-
dom generators [168, 157, 149, 91] and computational learning [116, 101].
List Decoding Radius of Reed Muller Codes. Despite so much progress, the
largest radius up to which list decoding is tractable (the list decoding radius) is still a
fundamental open problem even for well studied codes like Reed-Solomon (univariate
polynomials) and Reed-Muller codes (multivariate polynomials). The goal of this
work is to analyze Reed-Muller codes over small fields F and small degree d. The
list decoding radius was conjectured to approach the minimum distance of the code.
See Chapter 4 for a precise definition. This was proved for the d = 1 case [67, 68],
the F = F2 case [74] and the d = 2 case [73]. It was conjectured [74] to be true for
all fixed fields and fixed degree. Our main contribution is a positive resolution of the
above conjecture for fixed prime fields [35]. That is, we prove that the list decoding
radius of Reed Muller codes equals the minimum distance of the code for fixed prime
fields and fixed degree. Moreover, we give a tight bound on the weight distribution
of generalized Reed Muller codes over prime fields. This is a fundamental problem in
coding theory; see Research Problem (15.1) in [124]. We skip the weight distribution
statement below. For details, see Chapter 4. More precisely, we have the following.
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Let Pd(Fn) denote the class of degree ≤ d polynomials f : Fn → F. Let δF(d) denote
its minimum distance. For RMF(n, d), η > 0, let
`F(n, d, η) := max
g:Fn→F
|{f ∈ Pd(Fn) : δ(f, g) ≤ η}| .
Theorem 1.4.1 (Informal). Let F = Fp be a prime field. Let ε > 0 and d, n ∈ N.
Then,
`F(d, n, δF(d)− ε) ≤ cp,d,ε.
In follow up work, we extend this to large fields and prove that the list
decoding radius equals the minimum distance for fixed degree and all prime fields
[36]. This is a consequence of a theorem about pseudorandomness of polynomials
which is mentioned in more detail in the next section.
Applications of List Decoding to Randomness Extraction. High-quality
randomness is needed for a variety of applications. However, most physical sources
are only weakly random. Moreover, such weak sources arise in cryptography when
an adversary learns information about a uniformly random string. It is therefore
natural and important to try to extract the usable randomness from a weak source.
It is impossible to extract even one bit of randomness from a natural yet large
enough class of sources using a single function [143]. There are two ways to counter
this. One is to extract with the help of a small amount of randomness; this is
called a seeded extractor [131]. Our focus is on the second way: to extract only
from more structured sources (and not allow any auxiliary randomness). Such a
function is called a deterministic (or seedless) extractor. Our main contribution is
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to extract randomness from a very general class of additive sources which satisfy a
certain list decodability property [33]. Our work generalizes many existing results
[104, 65, 42, 177, 117, 63, 55]. For details, see Chapter 7. This is joint work with
Ariel Gabizon, Le Thai Hoang and David Zuckerman.
1.5 Polynomials and computation
Let F = Fp be a prime field. Let f : Fn → F be a polynomial of degree d.
We say f is equidistributed if f takes every value in F with the same frequency, else
it is biased. We say that f is low rank if it can be expressed as a composition of
bounded number of lower degree polynomials and high rank otherwise.
Definition 1.5.1 (bias). The bias of a function f : Fn → F is defined to be
bias(f) = Ex∈Fn [e(f(X))],
where e(x) := e2πix.
Definition 1.5.2 (rank). Let d ∈ N and f : Fn → F. Then rankd(f) is defined
as the smallest integer r such that there exist polynomials h1, . . . , hr : Fn → F of
degree ≤ d − 1 and a function Γ : Fr → F such that f(x) = Γ(h1(x), . . . , hr(x)). If
d = 1, then the rank is 0 if f is a constant function and is ∞ otherwise. If f is a
polynomial, then rank(f) = rankd(f) where d = deg(f).
Green and Tao [80] and Kaufman and Lovett [108] proved that if a low degree
polynomial has high bias, then it has low rank. However, a crucial restriction they
have is that the underlying field is a fixed prime.
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We generalize this result to all prime fields (possibly growing with n) in
Chapter 5 [36] in joint work with Shachar Lovett. In some cases, we extend this
to nonprime fields in Chapter 6 [25] in joint work with Arnab Bhattacharyya. We
further give some consequences of this theorem in list decoding of Reed Muller codes
and effective algebraic geometry.
1.5.1 Application to list decoding RM codes
First, we prove that the list decoding radius equals the minimum distance for
fixed degree and all prime fields [36] and in some cases, also for nonprime fields [25].
For ease of exposition, assume d < p, that is, the degree is smaller than the field
size. It is well known from the seminal results of Arora and Sudan [5] and Sudan,
Trevisan and Vadhan [155] that Reed Muller codes are list decodable from an error
rate of 1 −
√
d/p using ideas of Guruswami and Sudan [90]. This is commonly
known as the Johnson radius. There are very few classes of codes that are known
to be list decodable beyond the Johnson radius.
We prove that Reed Muller codes can be list decodable from error rate ap-
proaching 1 − d/p, which is the minimum distance and is higher than the Johnson
radius. Also, it is well known that this is tight.
Next, we highlight some consequences in effective algebraic geometry.
1.5.2 Application to problems in effective algebraic geometry
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1. A finite field Hilbert nullstellensatz.
Hilbert’s strong nullstellensatz establishes a relationship between algebra and
geometry and is a fundamental theorem in algebraic geometry. It states the follow-
ing: given a collection of polynomials, if f vanishes on the set of common zeroes of
the polynomials, then some power of f lies in the ideal generated by the collection
of polynomials. The area of effective nullstellensatz tries to bound two quantities.
First, it bounds what power f should be raised to for the theorem to hold. And
second, it bounds the degrees of the coefficient polynomials when representing a
power of f as a member of the ideal. We prove effective versions of these bounds
when all polynomials are of fixed degree. Under the regime of fixed degree, we are
able to achieve something much stronger, which we highlight shortly. We call this
the finite field analogue of the Hilbert nullstellensatz.
Theorem 1.5.3 (Finite field Hilbert Nullstellensatz). Let c, d ∈ N. Let P1, . . . Pc, Q ∈
Pd(Fn). Assume that Q(x) = 0 whenever P1(x) = . . . = Pc(x) = 0. Then there exist





The improvement from the usual nullstellensatz for closed fields here is two-
fold:
• There is no exponent in Q(x) which makes this a stronger conclusion.
• Q(x) has to vanish only on the common zeros of the Pi’s in the finite field and
not its closure which makes this a weaker requirement.
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Stated as a Hilbert nullstellensatz result, we have the following.
Theorem 1.5.4 (Effective Hilbert Nullstellensatz). Let c, d ∈ N. Let P1, . . . Pc, Q ∈
Pd(Fn). Assume that Q(x) = 0 whenever P1(x) = . . . = Pc(x) = 0 for x in the
algebraic closure of F. Then there exist R1, . . . Rc ∈ PD(Fn), D(6.1.3) = p.Od,c(1)





In this work, we focus on the setting of constant d and c. The first effective
result in this direction was due to Hermann [95] in 1926 who proved D = dO(2
n) and
r = Od,c(1). In 1987, Brownawell [45] and later Kollar [113] in 1988 in breakthrough
results, proved a singly exponential bound in n. In fact, for constant c, then achieve
D = O(dc) and r = Od,c(1). Surprisingly, Green and Tao [80] obtained r = 1 but
D = Od,c,p(1). Note that they have an Ackermann dependence on the field size.
However, r = 1 immediately leads to a fast ideal membership algorithm. We obtain
D = p.Od,c(1) and r = 1. Note that we made the dependence on p linear from
Ackermann.
2. Ideal membership.
A related problem is that of ideal membership. Here the problem is given a
collection of polynomials, and a polynomial f , find if f belongs to the ideal generated
by the above collection. The challenge is to do this using an efficient algorithm. We
prove the following algorithmic result.
Theorem 1.5.5 (Algorithmic Ideal Membership). Let c, d ∈ N. Let P1, . . . , Pc, Q ∈
Pd(Fn). Let I = 〈P1, . . . , Pc〉. Then we have an algorithm that performs np.Od,c(1)
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field operations and decides if Q ∈ I.
The ideal membership problem is known to be EXPSPACE-hard over the
rationals. Over finite fields, the fastest general algorithm was by Buchberger [46]
where we formally constructed Gröbner bases in a series of works, with running time
d2
n
. Green and Tao [80] gave an algorithm that was polynomial in n with everything
else fixed, that is a running time nOd,c,p(1). The dependence on p was Ackermann
however. We provide an algorithm with running time np.Od,c(1). Again, note that
the exponent of n was improved from Ackermann to linear in p.
3. Counting points in rational varieties.
Finally, we come to the problem of counting the number of rational points
in a variety. The exact problem of detection of rational points is NP hard; see for
example [1, 98, 115, 97, 66, 75].
Given polynomials f1, . . . fc : Fn → F, let V (f1, . . . , fc) ⊆ Fn denote the set
of common zeroes of fi’s.
Lemma 1.5.6 (Rational points in varieties). Let c, d, t, u ∈ N. Let P1, . . . , Pc ∈
Pd(Fn). There is a randomized algorithm that performs Od,c,t,u(nd) + |F|Od,c,t(1) field
operations and performs the following with probability 1− 1|F|t :
1. Decide if Vp(P1, . . . , Pc) is empty.
2. Output an integer N such that N = (1± |F|−u)|Vp(P1, . . . , Pc)|.
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4. Holes in the number of rational points.
The proof of above lemma also implies that the number of common zeroes













As a special case, we have a strengthening of the Chevellay-Warning theorem in
the setting of fixed c, d. The Chevellay-Warning theorem states that if a collection
P1, . . . , Pc ∈ Pd(Fn) with dc < n) has one common solution, it has at least |F| many
solutions.
Corollary 1.5.7. Let P1, . . . , Pc : Fn → F be polynomials of degree d. Then, if the
collection has at least one solution, then it has at least |F|n−Oc,d(1) many solutions.
Such a result for constant size prime fields was proved by Lovett in [121].
It is noteworthy to compare the above bound with the Az-Katz theorem [6, 106],
which says that the number of solutions is at least |F|n/d−c. More formally,
Theorem 1.5.8 (Ax-Katz theorem). Let P1, . . . , Pc : Fn → F be polynomials of
degree d. Then, if the collection has at least one solution, then it has at least |F|n/d−c
solutions.
The rest of the document is organized as follows: Chapter 2 contains results
on lower bounds of MV codes. Chapter 3 contains results on the barrier in com-
plexity theory problems. Chapter 4 shows results on the list decoding radius of RM
codes for fixed primes, Chapter 5 for fixed nonprimes and Chapter 6 for large prime
13
fields and applications in effective algebraic geometry. Chapter 7 contains results on
the application of list decoding to randomness extraction from structured sources.
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Chapter 2
Lower Bounds on MV codes
2.1 Introduction
Recall that locally decodable codes (LDCs) allow the receiver to decode a
single symbol of the message by querying a small number of positions in a corrupted
encoding. More formally, an (q, δ, ε)-LDC encodes K-symbol messages x to N -
symbol codewords C(x), such that for every i ∈ [K], the symbol xi can be recovered
with probability 1 − ε, by a randomized decoding procedure that makes only q
queries, even if the codeword C(x) is corrupted in up to δN locations. Since the
early 90’s, LDC’s have found exciting applications in various areas ranging from data
transmission to complexity theory to cryptography/privacy. We refer the reader to
[166, 180] for more background.
A central research question, which is far from being solved, has to do with
understanding the best possible ‘stretch’ of an LDC with a constant number of
queries. That is, how large N has to be as a function of K for constant q and with
constant δ, ε (these two last parameters are not our focus here and we will generally
assume them to be small fixed constants). For q = 1, 2 this question is completely
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answered. There are no LDC’s for r = 1 [105] and the best LDC’s with q = 2
have exponential encoding length [70, 112]. For q > 2 there are huge gaps in our
understanding. Katz and Trevisan were the first to study this problem [105] and,





[174]. Notice that, when the number of queries is 3 or 4,
these bounds are quadratic (see also [112, 175] for the q = 3, 4 case). The upper
bounds were, until recently, those coming from polynomial codes and were of the






. Improved upper bounds, breaking this barrier slightly,
were given in [16].
This state of affairs changed dramatically when, in a breakthrough paper,
Yekhanin [178] developed a new approach for constructing LDCs, called Matching
Vector codes (MV codes), that have much shorter codeword length than polynomial
codes. Efremenko [59] was the first to show that this approach could yield codes
with subexponential encoding length (Yekhanin’s paper showed this under a number
theoretic assumption). More refinements and improvements to this new framework
were obtained [134, 111, 100, 125, 56, 17] to give LDC’s with q queries and with
encoding length that grows, when q is a constant, roughly like
N ∼ exp exp
(
(logK)O(1/ log q)(log logK)1−1/ log q
)
.
While significantly smaller than the length of polynomial codes, the code-
word length of these new codes is still super polynomial in K. The most general
setting of parameters was addressed in [56] where the authors had given a black box
construction of q query MV codes using q − restricted MV families in Znm. At the
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heart of an MV code is a Matching Vector family (MV family). Using the standard
definition of MV families, this implied m query MV codes using MV families in Znm.
In this basic, yet general reduction, it was shown that upper bounds on MV families
would lead to lower bounds on the encoding length of MV codes. With this moti-
vation in mind, the authors in [56] made a conjecture on the upper bound on the
size of MV families which would lead to lower bounds on the encoding length of MV
codes under the basic framework. We note that Yekhanin in [178] used restricted
MV families in Znp where p is a very large Mersenne prime and used a specialized
technique to reduce the number of queries from p to 3. Another instance of reduc-
tion in the number of queries from what the standard construction gives, was given
by Efremenko [59] where he again used restricted MV families. A certain gadget
was discovered using computer search whereby the author worked in Z511 but got
down the number of queries to 3 from the basic bound of 511.
A Matching Vector Family (MV Family) is a combinatorial object that arises
in several contexts including Ramsey graphs, weak representation of OR polynomials
and recently in constant query locally decodable codes (LDCs). It is defined by two
ordered lists U = (u1, · · ·ut) and V = (v1, · · · vt) where ui, vj ∈ Znm and m and
n are integers greater than 1. The property that the two lists have to satisfy is
the following: for all i ∈ [t], 〈ui, vi〉 = 0 (mod m) whereas for all i 6= j ∈ [t],
〈ui, vj〉 6= 0 (mod m). By 〈·, ·〉 we denote the standard inner product. Let us call
this the standard definition of a MV family. If in addition, all the inner products
〈ui, vj〉 (mod m) lie in a set of size q, then it is called a q − restricted MV family.
Note that q = m corresponds to the standard MV family. The size of the MV family
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is t, the number of vectors in the list. In this paper, we shall prove upper bounds
on q − restricted MV families in the first part and on standard MV families in the
later part.
Before we state the bounds for MV families, we give a quick description of
how to construct an MV code from an MV family. Let U = {u1, . . . , uK} and
V = {v1, . . . , vK} form an MV family in Znm. Let m|q − 1. Let ω be a primitive
m-th root of unity in Fq. The encoder E : FKq → FNq , where N = mn is defined as
follows. Given a = a1, . . . , aK , E(a) =
(∑K
i=1 aiω
〈ui,x〉 : x ∈ Znm
)
.
Now, to decode say ai, assume the received word is error free as by a union
bound over the number of queries we can assume this is indeed the case with high
probability. Now, query the received word at coordinates S = {x + `vi : 0 ≤ j ≤
m − 1} and add them. Indeed, it can be shown that the sum of those coordinates
exactly equals ai.
Let MV(m,n) denote the largest t such that there exists a MV family of size
t in Znm. Analogously, let MV(m,n, q) denote the largest t such that there exists
a q − restricted MV family of size t in Znm. The question of bounding MV(m,n)
(or MV(m,n, q)) is closely related to the well-known combinatorial problem of set
systems with restricted modular intersections [9, 147, 86, 87] (in this setting the
vectors ui, vi are required to have entries that are either 0 or 1). The systematic
study of this more general problem, in the context of MV codes, was initiated in
[56]. The setting of prime m is well understood. For large prime m = p, it is




[56]. Infact, this is almost tight. When m is a
small prime, again we have a tight upper bound of O (np−1) [9]. Surprisingly, the
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setting of small composite m leads to very useful constructions of Ramsey graphs
and constant query LDCs. This is due to a construction of MV family over Z6
by Grolmusz [86] of superpolynomial size in contrast to a polynomial upper bound
when m is a small prime. Thus, it is interesting to study the behavior of MV
families for small composite m, and more generally arbitrary general composites.
We will see later the connection between upper bounds on MV(m,n, q) and lower
bounds on the encoding lengths of MV Codes (a family of LDCs). For general m,
the best upper bound known [56] is MV(m,n) ≤ mn−1+om(1), with om(1) denoting
a function that goes to zero when m grows. It was conjectured in [56] that an upper
bound of ∼ mn/2 should hold for any m (not just prime). This would be tight for
large m as there are constructions of MV families almost meeting this bound [182].




bound does not extend
to non primes. In this work, we prove the conjecture for q− restricted MV families
in Znm, for any m as long as q < max{
o(n) logm
log(o(n) logm)
, 2o(n)} (See Theorem 1). When
m = p is a fixed small prime, it follows from [9] that MV(p, n) = O (np−1). On
the other hand, when m is a fixed composite, say m = 6, there exists a MV family




log2 n/ log log n
))
) [86]. We prove a stronger upper
bound on MV(m,n), compared to Theorem 1 in such a case assuming a well known
conjecture in additive combinatorics (see Theorem 2). Table 2.1 lists the known and
new upper bounds on MV families.
Theorem 1. For all m ≥ 2, n ≥ 1 we have
MV(m,n, q) ≤ min{qO(q log q)mn/2, qO(logm)mn/2}
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m MV(m,n) or MV(m,n, q)





general composite MV(m,n, q) ≤ min{qO(q log q)mn/2, qO(logm)mn/2} (Theorem 1)
small, fixed prime MV(m,n) ≤ O (nm−1) [9]
small, fixed composite MV(m,n) ≤ 2Om(n/ logn) (Theorem 2 under Conjecture 1)
Table 2.1: List of upper bounds on MV(m,n), MV(m,n, q)
Hence, Theorem 1 resolves the conjecture of [56] for any m, such that q <
max{ o(n) logm
log(o(n) logm)
, 2o(n)} . In fact, if q is a constant, the first bound is of the form
MV(m,n, q) ≤ cmn/2 for some constant c. When m >> n, our bound is quite





Our second result assumes the polynomial Freiman-Ruzsa conjecture (PFR)
conjecture (discussed below) and gives a stronger upper bound on the size of MV
families when m is a constant and n grows.
Before we state the conjecture, we need to define what a difference set is.
For an abelian group G let A ⊆ G. Then the difference set
A− A = {a1 − a2 : a1, a2 ∈ A}
The PFR conjecture has been stated in its complete generality in [140]. We
rely on a special case of it stated below.
Conjecture 1 (PFR Conjecture in Znm). Suppose A ⊆ Znm and |A − A| ≤ λ · |A|.
Then one can find a subgroup H of size at most |A| such that A can be covered by
λ′ = λcm many translates of H, where cm depends only on m.
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We note that the PFR conjecture has already found several applications in
computer science. Ben-Sasson and Zewi [21] used it to construct two-source extrac-
tors from affine extractors; and Ben-Sasson, Lovett and Zewi [20] used it to bound
the deterministic communication complexity of functions whose corresponding ma-
trix has low rank. Our work provides another application for the PFR and demon-
strates its wide-reaching applicability. We further note that a quasi-polynomial
version of the PFR conjecture was recently proved by Sanders [142] (see also the
exposition in [122]). Unfortunately, all the applications discussed above require the
truly polynomial version of the conjecture, and so cannot apply to Sanders’ result.
We now state the second theorem.








with c(m) an explicit function of m.
From a technical point of view, one of the ingredients in this work builds on
the recent work of Ben-Sasson, Lovett and Zewi [20] who used the PFR conjecture to
show that matrices over Z2 with large bias (say, with many more ones than zeros)
and small rank must contain a large monochromatic sub-matrix. An important
ingredient in our proof is a generalization of their results from Z2 to Zm for all m,
not necessarily prime. We note however that this is just one ingredient in our overall
proof.
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2.1.1 Lower Bounds on LDCs
The following is a corollary of Theorem 1.
Corollary 3. For an arbitrary positive integer m, consider an infinite family of
q-query Matching Vector code Cn : Fk → FN for n ∈ N, where k(n) and N(n) are
growing functions of n, constructed using the black box reduction from a q-restricted






Specifically, if q = O(1), then N = Ω (k2).
Next we have the following corollary from Theorem 2.
Corollary 4. For some arbitrary positive integer m, assume the PFR conjecture
over Znm (Conjecture 1). Consider an infinite family of m-query Matching Vector
code Cn : Fkq → FNq for n ∈ N, where k(n) and N(n) are growing functions of n,
constructed using the black box reduction from a standard Matching Vector Family
in Znm ([56]). For large enough n, if m = O(1), then
N = exp (Ωm (log k log log k))
Thus Corollary 4 states that, assuming Conjecture 1, MV codes with constant
number of queries must have super polynomial encoding length in the basic frame-
work. Note that we get the same bound in Efremenko’s framework for 3 queries.
This is because the form of the superpolynomial bound is assuming a constant m
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and applying our bound to Efremenko’s work again leads to a superpolynomial
bound as m = 511 in his setting (another constant). (He uses Z511 to construct
the MV family and further reduces the number of queries to 3.) This essentially
means that in order to construct polynomial length codes, one needs to construct
MV families in Znm for non-constant m and use some specialized gadget to reduce
the number of queries. One way is to ensure it is a q − restricted (constant q) MV
family. This automatically ensures q query decoding. However, the quadratic lower
bound continues to hold even in this scenario for constant q. To beat the quadratic
lower bound for constant query MV codes, one needs to construct q − restricted
MV families for growing m and q large enough to break the upper bound and then
develop some special gadget to get the number of queries down further from q to
some constant.
2.1.2 Proof Overview
The proof of Theorem 1 relies on intuitions coming from the theory of two-
source extractors [48], which are functions of two variables F (X, Y ) such that the
output of F is distributed in a close-to-uniform fashion whenever the two inputs are
drawn, independently, from two distributions of sufficiently high entropy. Since our
proof does not use two-source extractors explicitly we do not define them formally
and just use them to explain the high level idea behind the proof. It is a well known
fact [48] that the inner product function F (X, Y ) = 〈X〉Y , say over Zn2 × Zn2 is a
good two source extractor when the two inputs X and Y are both drawn uniformly
from sets SX , SY ⊆ Zn2 of size larger 2n/2. This immediately suggests a connection
to MV families, since, if we take SX = U and SY = V for a MV family U, V in Zn2 ,
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we would get a completely non-uniform output (it will be zero with exponentially
small probability). This means that the size of U, V is bounded from above by
approximately 2n/2.
If we try to use a similar argument over Zm we run into trouble since the
inner product function modulo m is not a good two source extractors for sources of
size mn/2. Take, for example, SX = SY = {0, 2, 4}n ⊆ Zn6 and observe that 〈X〉Y is
always divisible by 2 and so is far from being uniformly distributed over Z6. It is,
however, possible to show that this example is, in some sense, the only example and
that, in general, we can always find a certain number of elements of either SX or SY
that ‘agree’ modulo some factor of m. This observation suggests proving Theorem 1
by induction on the number of factors of m, which is the way we proceed.
The proof of Theorem 2 uses a slightly different view of MV families as
matrices with certain zero/non-zero pattern and small rank. Specifically, for a MV
family U, V of size t in Znm consider the t× t matrix P whose (i, j)’th entry is 〈ui〉 vj
mod m. The definition of a MV family implies that P has zeros on the diagonal
and non-zeros everywhere else. If m was a prime, we could think of Zm as a field
F and say that, since P is the inner product matrix of vectors of length n over a
field, it must have rank at most n. Conversely, every t× t matrix over a field F with
these properties (zero on the diagonal and non-zero off the diagonal) and with rank
n gives a MV family of size t in Fn.
Assume for the purpose of this overview that the usual notion of rank and
other intuitions from linear algebra are valid over Zm and let us proceed with sketch-
ing the proof of Theorem 2 using the equivalent formulation as bounding (from be-
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low) the rank of a MV matrix P . The starting point is a generalization of a result
of [20], mentioned above, from Z2 to Zm. We show that every matrix P over Zm
that is biased (i.e., its values are not distributed close to uniformly) and has low
rank, contains a large monochromatic sub-matrix modulo some factor m′ of m. The
size of the sub-matrix is bounded from below by ∼ |P | exp(−r′/ log(r′)), where r′
is the rank of P modulo m′ (this factor depends on the specific way the matrix is
biased). This generalizes the result of [20] which assumes m = 2 and finds a large
monochromatic sub-matrix (modulo 2). We note that the sub-matrix lemma is the
only component in the proof that relies on the PFR conjecture. Let us refer to this
result from now on as the sub-matrix lemma. We can apply the sub-matrix lemma
to a MV matrix P since its values are far from uniform (the probability of zero is
much less than 1/m) and since its rank is assumed (towards a contradiction) to be
low.
Suppose for the sake of simplicity that m = p · q, with p, q distinct primes
(the proof for general m is significantly more technical but relies on the same basic
intuitions). Applying the sub-matrix lemma we obtain a sub-matrix P1 of P that
is constant modulo some factor m1 of m (so m1 is either p, q or m) of size at least
|P | exp(−r1/ log(r1)), where r1 ≤ n is the rank of P mod m1. Using some matrix
manipulations, and subtracting a rank one matrix, we can get a large sub-matrix
P ′1 that does not intersect the diagonal of P and s.t all of the entries of P
′
1 are zero
modulo m1. Suppose |P ′1| = t1 and consider the 2t1 × 2t1 sub-matrix P ′′1 of P that
has P ′1 as its top-right (or bottom-left) block and s.t the top-left and bottom-right
blocks are taken to have zero diagonal elements. Formally, if P ′1 is indexed by rows
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in R and columns in T with R∩T = ∅ then the rows/columns of P ′′1 will be indexed
by R ∪ T . If we consider the matrix P ′′1 modulo m1 then it has top-right block
which is all zero and so its rank (modulo m1) will be the sum of the ranks of the
top-left and bottom right blocks. Thus, one of these blocks, w.l.o.g the top-left one,
must have rank at most n/2 (over Zm1). Notice also that both of these blocks are
themselves MV matrices modulo m since they are sub-matrices of P with the same
row and column sets. Let P̃1 be the top-left block of P
′′
1 . We can now apply, again,
the monochromatic sub-matrix lemma to find a large sub-matrix P2 of P̃1 which is
constant modulo some other factor m2 of m. The size of P2 will be
t1 · exp(−r2/ log(r2)) = |P | · exp(−r1/ log(r1)− r2/ log(r2)).
The factor m2 is also either p or q. If it happens to be that m1 = m2 then r2 ≤ n/2
and so we gain in the size of P2 in this second step (the expression r2/ log(r2) is
smaller than n/2 log(n/2) which is smaller by roughly a factor of two than our bound
on r1/ log(r1). Suppose we continue with this iterative process of finding constant
sub-matrices for ` steps and that, by luck, all the factors m1,m2, . . . are equal to
the same factor of m (say p). Then, after roughly log(n) iteration, we will reduce
the rank modulo p to one and still have at least








rows, which is close to the original size of P if we assume (in contradiction) that
|P | >> exp(n/ log n). In this case we obtain a new large MV family U ′, V ′ modulo
m such that all inner products 〈u′i〉 v′j of elements u′i ∈ U ′, v′j ∈ V ′ are fixed modulo
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p. From this we can easily construct a MV family of roughly the same size in Znq
and then use the bounds on MV(q, n) for primes to get a contradiction. In the
‘unlucky’ case we will have different factors m1,m2, . . . in each stage, but we can
adapt the analysis to consider the decrease in rank simultaneously for all factors of
m.
The full proof is by induction on the number of factors of m and uses the
iterative sub-matrix argument above to go from a MV family modulo m to a MV
family of roughly the same size modulo some proper factor of m (and then uses the
inductive hypothesis on this new MV family).
2.1.3 Matrix rank over Zm
An important technical issue, which was already hinted at above, is in the
definition of the rank of a matrix with entries in a ring Zm. There are two main
properties of matrix rank over a field that we relied on in the proof sketch above.
The first is that a rank r matrix is always the inner product matrix of vectors in r
dimensions. Equivalently, a t× t matrix of rank r can be written as a product of a
t× r matrix and an r × t matrix. This is important if we are to go back and forth
between matrices and MV families. Another property we used is that, if we have a
2t×2t matrix composed of 4 blocks of size t× t and the top-right block is zero, then
the rank of the matrix is the sum of the ranks of the top-left block and the bottom
right block.
Ideally, we would like to define rank over Zm so that both properties are
satisfied. This is, however, impossible as the following example shows: Consider
27
the 2 × 2 matrix with the two rows (4, 0) and (0, 3) over Z6. This matrix can be
written as the product of the two vectors (2, 3)T and (2, 3) and so should have rank
one, if we are to satisfy the first property. However, if we are to satisfy the second
property, its rank should be the sum of the ranks of the two 1× 1 matrices (4) and
(3), which clearly cannot have rank zero!
Our solution to this problem is to give two different definitions of rank, each
satisfying one of the two properties. We then show that the two definitions of
rank can differ from each other by a multiplicative factor of logm, which our proof
can handle. The first definition of rank is as the smallest r such that our t × t
matrix can be written as a product of a t × r matrix and an r × t matrix. Clearly
this would satisfy the first property (but not the second). The second definition
of rank is termed column-rank and is defined as the logarithm to the base m of
the size of the additive subgroup of Ztm generated by the columns of the matrix.
Notice that this definition of rank can result in the rank being non-integer. For
example, the rank of the matrix with a single column (2, 0) over Z6 would be equal
to log6(3) since the subgroup generated by this column is composed of the three
vectors (2, 0), (4, 0), (0, 0). It is not hard to show (see Claim 2.4.9) that this definition
satisfies the second property described above regarding block matrices. Clearly, the
two definitions agree for matrices over a field. We show (see Claim 2.4.6) that the
two notions of rank can differ by a multiplicative factor of at most logm. This
allows us to use both definitions in different parts of the proof without losing too
much in the transition. We finish this discussion by noting that in no part of the
proof do we use the characterization of rank using determinants, which is often very
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useful when working over a field.
2.1.4 Subsequent work
If q is a constant, Theorem 1 is of the form MV(m,n, q) ≤ cmn/2 for some
constant c. However, for the case of unrestricted q, (q ≤ m), Theorem 1 gives
an upper bound of MV(m,n) = mn/2+O(logm). Subsequent to our work, this was
improved to an O(mn/2+8.47) bound in [57].
2.1.5 Organization
We begin with some preliminaries in Section 2.2. We prove Theorem 1 in
Section 2.3. Section 2.4 contains some claims about matrices over Zm. Section 2.5
introduces collision free MV families. Both Section 2.4 and Section 2.5 will be used
in the proof of Theorem 2 in Section 2.6. The proof of Theorem 2 also requires the
sub-matrix lemma, whose proof appears in Section 2.7.
2.2 General preliminaries
Notations: Throughout the paper we will be handling ordered lists of elements.
A list A of size t over a finite set Ω is an ordered t-tuple A = (a1, a2, · · · , at) where
each ai ∈ Ω. A list can have repetitions. If it doesn’t we say it is twin free. When
discussing sublists A ⊆ B with B = (b1, . . . , bt) we will use the convention that,
unless specified otherwise, A maintains the ordering induced by B. For a positive
integer t, we let [t] denote the list (1, · · · t). So, for example, when we say that
T ⊆ [t] we mean that T is a list of integers in increasing order belonging to [t]. We
say that a list A = (a1, . . . , at) over Ω is constant if ai = aj for all i, j ∈ [t]. We
assume all logarithms are in base 2 unless otherwise specified.
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2.2.1 MV Families: Basic Facts and Definitions
We now start with some basic definition and claims regarding MV families.
Definition 2.2.1 (Matching Vector Family). Let U = (u1, u2, · · ·ut) and V =
(v1, v2, · · · vt) be lists over Znm. Then (U, V ) is called a matching vector family of
size t in Znm if
• 〈ui, vi〉 = 0 (mod m) , ∀i.
• 〈ui, vj〉 6= 0 (mod m) , ∀i 6= j.
If in addition, we |{〈u, v〉 : u ∈ U, v ∈ V }| = q, we call such a MV family an
q − restricted MV family. We denote the size of (U, V ) by |(U, V )|. For instance,
|(U, V )| = t above.
Definition 2.2.2 (Subset of Matching Vector Family). Let U = (u1, u2, · · ·ut) , V =
(v1, v2, · · · vt) form a matching vector family in Znm of size t. By (U ′, V ′) ⊆ (U, V ),
we mean there exists a sublist T ⊆ [t] such that U ′ = (ui : i ∈ T ) , V ′ = (vi : i ∈ T ).
Observe that (U ′, V ′) is a matching vector family in Znm.
Definition 2.2.3 (MV (m,n)). We denote by MV (m,n) the maximum size of a
matching vector family (U, V ) in Znm. Similarly, we denote by MV (m,n, q) the
maximum size of an q − restricted matching vector family (U, V ) in Znm.
We shall use the following simple facts implicitly throughout the paper.
Fact 2.2.4. MV (m,n) is an increasing function of n.
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Proof. For n1 < n2, we show MV (m,n1) ≤MV (m,n2). Given (U, V ), a matching
vector family in Zn1m , we can pad each element in U and V by n2 − n1 zeros and
obtain a matching vector family in Zn2m of the same size.
Fact 2.2.5. If (U, V ) is a matching vector family in Znm, then U and V are twin
free.
Proof. Let U = (u1, u2, · · ·ut) , V = (v1, v2, · · · vt). We prove U is twin free. By
symmetry V is also twin free. Suppose ui = uj for some i 6= j. Now, 〈ui, vj〉 =
〈uj, vj〉 = 0 which is a contradiction.
To facilitate writing in the proofs to follow we introduce the following nota-
tion for taking lists, matrices, etc. modulo an integer r.
Definition 2.2.6 (Modulo r notation). Let 2 ≤ r ≤ m be such that r divides m.
Given a = (a1, · · · , an) ∈ Znm, we denote by a(r) = (a1 (mod r), · · · , an (mod r)) ∈











u(r) is constant for all u ∈ U , we say U (r) is constant. Similarly, for a t×t matrix M
over Zm, define M (r) to be the t× t matrix over Zr such that M (r) (j, k) = M (j, k)
(mod r) for all 1 ≤ j, k ≤ t.
We will also need the following definitions.
Definition 2.2.7 (Bucket Br (w,A)). Let A ⊆ Znm be a list. For any w ∈ Znr , we
denote by Br (w,A) =
(
a ∈ A : a(r) = w
)
the sub-list of elements of A which are
equal to w modulo r.
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Definition 2.2.8 (Matrix PU,V ). Let U = (u1, u2, · · ·ut) and V = (v1, v2, · · · vt) be
lists over Znm. We let PU,V be the t×t matrix over Zm defined by PU,V (i, j) = 〈ui, vj〉
for 1 ≤ i, j ≤ t.
We will use the following lemma from [56] mentioned informally in the intro-
duction.








Definition 2.2.10. For a distribution µ over a finite set Ω, we write X ∼ µ to
denote a random variable X drawn according to µ. We will also treat µ as a function
µ : Ω 7→ [0, 1] such that µ(x) = Pr[X = x]. For a list A over Ω, x ∼ A denotes a
point sampled as per the uniform distribution on A (taking repetitions into account).
Definition 2.2.11 (Statistical distance between distributions). Let µ1 and µ2 be
two distributions over a finite set Ω. The statistical distance (or simply distance)
between µ1 and µ2, denoted ∆ (µ1, µ2), is defined as





|µ1 (x)− µ2 (x)| .
Definition 2.2.12 (Collision probability). Given a distribution µ over a finite set
Ω the collision probability of µ, denoted cp(µ), is defined as





The following two lemmas are standard and their proofs are skipped.
Lemma 2.2.13. Let µ be a distribution over Zm and let Um denote the uniform
distriution over Zm. If ∆ (µ,Um) ≥ ε then for some 1 ≤ j ≤ m− 1,
∣∣Ex∼µ [(ωj)x]∣∣ ≥ 2ε√
m
,
where ω = exp (2πi/m) is a primitive root of unity of order m.
Lemma 2.2.14. Let ω be a primitive root of unity of order m. Let µ1 and µ2 be two
probability distributions over Znm. If
∣∣Ex∼µ1,y∼µ2 [ω〈x,y〉]∣∣ ≥ ε, then cp (µ1) cp (µ2) ≥
ε2/mn.
2.3 Proof of Theorem 1
In this section we prove Theorem 1, restated here with explicit constants.
Theorem 2.3.1. Let m ≥ 2,2 ≤ q ≤ m and n be arbitrary positive integers. Then
MV (m,n, q) ≤ min{12q · q24(1+log q10q)mn/2, 12q · q24(logm)mn/2}
For the purpose of the proof, we introduce the following notation that will
be used only in this section.
Definition 2.3.2 (MVr1,r2 (m,n, q)). Let r1, r2 be integers such that r1r2|m. We
denote by MVr1,r2 (m,n, q) the maximum size of a q− restricted MV family (U, V )
in Znm satisfying
• U (r1) and V (r2) are constants.
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• 〈u, v〉 = 0 (mod r1r2) for all u ∈ U, v ∈ V .
Note that MV1,1 (m,n, q) = MV (m,n, q) (with the convention that x (mod 1) = 0
for any integer x).
Before we go to the proof of Theorem 2, we have the following claims.
Claim 2.3.3. Let (U, V ) be a q-restricted matching vector in Znm. Then, without
loss of generality, m has at most q prime factors.




i with possible r > q. Let v1, · · · , vq ∈ Zm be the q
possible nonzero values that the inner products 〈u, v〉 attain. For each vj there is











and discard all primes other than pi1 , · · · , piq .
Claim 2.3.4. If N has r prime factors, then |{x ∈ ZN : order(x) < N/S}| ≤
N/S · (logS)r.









i ≥ S. Let T = {(f1, · · · , fr) :
∏
pfii ≥ S}. Define a partial order on
T by (f1, · · · , fr) ≤ (f ′1, · · · , f ′r) if fi ≤ f ′i . Let T ′ be a subset of T such that for
any t ∈ T there is t′ ∈ T ′ such that t′ ≤ t. Note that if x has order ≤ N/S then x




i for some (f1, · · · , fr) in T ′. So, the number of elements
of order < N/S is at most N |T ′|/S. We can bound the size of T ′ as follows: any
element fi is between 0 and logpi S, since clearly if fi is larger we can reduce fi by
one. So, |T ′| ≤
∏r
i=1(logS/ log pi) <= (logS)
r.
34
The proof of Theorem 2.3.1 will follow immediately from the following two
lemmas, which will be proved below.
Lemma 2.3.5. Let m = r1r2r3 where r1, r2, r3 are arbitrary positive integers such
that r3 ≥ 2. Let q ≥ 2, t ≥ 12q and n be arbitrary positive integers. Let (U, V ) be a
q − restricted matching vector family in Znm with |(U, V )| = t such that
• U (r1) and V (r2) are constants.
• 〈u, v〉 = 0 (mod r1r2) for all u ∈ U, v ∈ V .
Then, there exists s|r3 with s ≥ max{2, r3/q10q} and a q−restricted matching vector
family (U ′, V ′) ⊆ (U, V ) such that |(U ′, V ′)| ≥ s−n/2q−24t where
• 〈u′, v′〉 = 0 (mod r1r2s) for all u′ ∈ U ′, v′ ∈ V ′.
• Either U ′(r1s) is constant or V ′(r2s) is constant.
Applying Lemma 2.3.5 iteratively we can prove the following bound.








Given Lemma 2.3.6 and Lemma 2.3.5, we now show how to deduce Theo-
rem 2.3.1.
Proof of Theorem 2.3.1. Observe that for any matching vector family (U, V ) in Znm,
U (1) and V (1) are constants and 〈u, v〉 = 0 (mod 1) for all u ∈ U, v ∈ V . Thus,
MV (m,n, q) = MV1,1 (m,n, q). Using this observation and setting r1 = r2 = 1
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in Lemma 2.3.6 gives us the second bound in the main theorem. We now pro-
ceed to prove the first bound. Case 1: m ≤ q10q. Applying Lemma 2.3.6, we get
MV (m,n, q) = MV1,1 (m,n, q) ≤ 12q · q24 log q
10q
(m)n/2 ≤ 12q · q24(1+log q10q) (m)n/2.
Case 2: m > q10q. By Lemma 2.3.6, we know that for s ≥ m/q10q, MV1,s (m,n, q) ≤




)n/2 ≤ 12q · q24 log q10q (m
s
)n/2
. Similarly, we have for s ≥ m/4q,





Now, suppose there is a q − restricted MV family (U, V ) in Znm of size t >
12q · q24(1+log q10q)mn/2. Applying Lemma 2.3.5 with r1 = r2 = 1, we get a q −





where s ≥ m/q10q such that
• 〈u′, v′〉 = 0 (mod s) for all u′ ∈ U ′, v′ ∈ V ′.
• Either U ′(s) is constant or V ′(s) is constant.
But, by the previous paragraph, we have for s ≥ m/q10q, MVs,1 (m,n, q) and




. This leads to a contadiction.
2.3.1 Proof of Lemma 2.3.5
By assumption we have that 〈u, v〉 = 0 (mod r1r2) for all u ∈ U, v ∈ V . So,
we can consider 〈u,v〉
r1r2




q′ ≤ q residues in Zr3 . We have that
• For 1 ≤ i ≤ t, 〈ui,vi〉
r1r2
= 0 (mod r3) since 〈ui, vi〉 = 0 (mod m).
• For 1 ≤ i, j ≤ t, i 6= j, 〈ui,vj〉
r1r2
6= 0 (mod r3) since 〈ui, vj〉 6= 0 (mod m).
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Let µ denote the distribution over Zr3 defined by
〈ui,vj〉
r1r2
mod r3 where ui, vj
are drawn independently and uniformly from U, V respectively.
Case 1: 4q′ ≥ r3. Observe that µ outputs 0 only when i = j. Therefore,
Pr[µ = 0] = 1/t ≤ 1/12q′ ≤ 1/3r3. On the other hand, Pr[Ur3 = 0] = 1/r3.
This implies that ∆ (µ,Ur3) ≥ 1/3r3. Thus, applying Lemma 2.2.13 with ω =







Let ω′ = ωj and ord(ω′) (the order of ω′) be s = r3/gcd (r3, j). Also, note that as
j ≥ 1, we have s ≥ 2. Also, trivially, s ≥ r3/q′10q
′ ≥ r3/q10q.
Case 2: 4q′ < r3. Let X be the random variable that picks a random
0 ≤ j ≤ r3 − 1 and outputs
∣∣Ex∼µ [(ωj)x]∣∣. We will now show that with significant
probability X2 ≥ 1/2q′. First observe that X ≤ 1. On the other hand, we will show
that E [X2] is large. To see this, let Z = {z1, · · · zq′} be the q′ residues forming the































< 1/2q′ + 1/2q′
= 1/q′
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which is a contradiction.
By the above, we already have that there exists some ω′ such that |Ex∼µ [(ω′)x]| ≥
1/
√
2q′ and ord (ω′) ≥ 2 since r3/2q′ > 1 and thus ω′ is not trivial.
Now, we shall show the existence of ω′ of much higher order provided r3 >
q′10q
′
. By Claim 2.3.4, for S = q′10q
′
and N = r3, and noting that r3 has atmost q





≤ r3/S] ≤ 1/4q′
Thus, with probabilty at least 1/2q′ − 1/4q′ = 1/4q′, a random j satisfies
•
∣∣Ex∼µ [(ωj)x]∣∣ ≥ 1/√2q′ ≥ 112q3/2
• s = ord (ωj) ≥ r3/S
Also, as r3/4q
′ > 1 the above two conditions are true for some j 6= 0.
Now, we combine the above two cases as follows. Let ω′ = ωj and ε = 1
12q3/2
.
We have shown by the above case-by-case analysis that
• |Ex∼µ [(ω′)x]| ≥ ε
• s = ord(ω′) is such that s ≥ max{2, r3/q10q}
38
Using the Cauchy-Schwartz inequality twice we get∣∣∣Eu∼U,v∼V [(ω′)〈u,v〉/r1r2]∣∣∣ ≥ ε
=⇒
∣∣∣Eu,ũ∼U,v∼V [(ω′)〈u−ũ,v〉/r1r2]∣∣∣ ≥ ε2
=⇒
∣∣∣Eu,ũ∼U,v,ṽ∼V [(ω′)〈u−ũ,v−ṽ〉/r1r2]∣∣∣ ≥ ε4
=⇒
∣∣∣Eu,ũ∼U,v,ṽ∼V [(ω′)〈(u−ũ)/r1,(v−ṽ)/r2〉]∣∣∣ ≥ ε4.
We need to explain the last expression. Since by assumption U (r1) and V (r2) are
constants, (u− ũ) /r1 ∈ Znm and (v − ṽ) /r2 ∈ Znm are well defined. Thus, we can fix
ũ and ṽ by an averaging argument such that∣∣∣Eu∼U,v∼V [(ω′)〈(u−ũ)/r1,(v−ṽ)/r2〉]∣∣∣ ≥ ε4.
Let U ′ = (u′1, u
′
2, · · ·u′t) , V ′ = (v′1, v′2, · · · v′t) where u′i = (ui − ũ) /r1 and
v′i = (vi − ṽ) /r2. Notice that U ′ and V ′ are not assumed to be a MV family





over Zns . For each w ∈ Zns , let µU
′
(w) = |Bs (w,U ′)| / |U ′|
and µV
′
(w) = |Bs (w, V ′)| / |V ′|. That is, µU
′
(w) is the probability that u′(s) = w
where u′ is chosen uniformly in U ′, and similarly for µV
′
(w). Therefore, since the
order of w′ is s, we have that∣∣∣Ew1∼µU′ ,w2∼µV ′ [(ω′)〈w1,w2〉]∣∣∣ ≥ ε4.








′) ≥ ε8/sn. Therefore, one of cp (µU ′), cp (µV ′), say cp (µU ′), is
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(w∗) ≥ ε4/sn/2 means that
∣∣∣{u ∈ U : u−ũr1 = w∗ (mod s)}∣∣∣ ≥ tε4/sn/2.
Equivalently, ∣∣∣{u ∈ U : u− ũ = r1w∗ (mod r1s) }∣∣∣ ≥ tε4/sn/2.
Let T ′ = (i : ui = ũ+ r1w
∗ (mod r1s)). Now, define U
′′ = (ui : i ∈ T ′) and
V ′′ = (vi : i ∈ T ′). Observe that (U ′′, V ′′) is a matching vector family in Znm such
that
• U ′′(r1s) and V ′′(r2) are constants.





The only thing left is to show that 〈u, v〉 = 0 (mod r1r2s) for all u ∈ U ′′, v ∈
V ′′. This may not be true in general. However, we can take a large subset of the
matching vector family so that the resulting matching vector family satisfies this
condition. To see this, let u ∈ U ′′, v ∈ V ′′ be arbitrary. Now, u = r1s · u′ + u0 and
v = r2 · v′+ v0 where u′, v′ depend on u, v respectively and u0, v0 are independent of
u, v. Then,
〈u, v〉 = r1r2s〈u′, v′〉+ r1s〈u′, v0〉+ r2〈u0, v′〉+ 〈u0, v0〉.
As u varies over U ′′, 〈u′, v0〉 takes at most q values modulo r2. Hence, r1s〈u′, v0〉 takes
at most q values modulo r1r2s. Therefore, there exist at least (1/q) |U ′′| elements
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of U ′′ such that r1s〈u′, v0〉 is a constant modulo r1r2s. We take the corresponding
elements from V ′′ to form a matching vector family (U ′′′, V ′′′) ⊆ (U ′′, V ′′). We apply
another round using the same idea on U ′′′, V ′′′, this time ensuring that r2〈u0, v′〉 is
constant modulo r1r2s as v varies over a large fraction of V
′′′. Thus, we end up with
Ṽ of size at least (1/q) |V ′′′| such that r2〈u0, vi〉 is a constant modulo r1r2s. We
take the corresponding subset Ũ from U ′′′ so that (Ũ , Ṽ ) ⊆ (U ′′′, V ′′′) is a matching
vector family. Denote the size of (Ũ , Ṽ ) by t̃. Note that Ũ = (ũ1, · · · , ũt̃) , Ṽ =





s−n/2q−(8+4 logq(12))t ≥ s−n/2q−(8+4 log2(12))t ≥ s−n/2q−24t. Also, as 〈u, v〉 is a constant
modulo r1r2s, for u ∈ Ũ , v ∈ Ṽ , and 〈ũi, ṽi〉 = 0 (mod r1r2s), we get that 〈u, v〉 =
0 (mod r1r2s), for u ∈ Ũ , v ∈ Ṽ . This concludes the proof.
2.3.2 Proof of Lemma 2.3.6
We prove the lemma by backward induction on r1r2|m. That is, to prove the
claim about MVr1,r2 (m,n, q), we assume the inductive hypothesis for MVr′1,r′2 (m,n, q)
where r′1r
′





Base Case. The base case of r1r2 = m is trivial. To see this, observe that if
〈u, v〉 = 0 (mod m) for all u ∈ U, v ∈ V , then by the definition of a matching
vector family in Znm, the size of such a family cannot exceed 1. Hence, for r1r2 = m,








Inductive Step. Let m = r1r2r3 with r1r2 < m (that is, r3 ≥ 2). By the






















2|m. We need to show that MVr1,r2 (m,n, q) ≤
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. Suppose this is false, so that there exists a q − restricted
matching vector family (U, V ) in Znm with U = (u1, · · ·ut) , V = (v1, · · · vt) where








• U (r1) and V (r2) are constants.
• 〈u, v〉 = 0 (mod r1r2) for all u ∈ U, v ∈ V .
Note that t ≥ 12q. Therefore, applying Lemma 2.3.5, there exists s|r3 with s ≥ 2
and matching vector family (U ′, V ′) ⊆ (U, V ) such that |(U ′, V ′)| ≥ s−n/2q−24t where
• 〈u′, v′〉 = 0 (mod r1r2s) for all u′ ∈ U ′, v′ ∈ V ′.
• either U ′(r1s) is constant or V ′(r2s) is constant.
Without loss of generality, we assume that U ′(r1s) is a constant. Therefore,
























where the last inequality used the fact that s ≥ 2. This however contradicts the
inductive hypothesis.
2.4 Matrices over Zm
Notations: For a t× s matrix M over Zm and for lists T ⊆ [t], S ⊆ [s] the T × S
submatrix of M is the matrix with rows in T and columns in S. For i ∈ [s] and
j ∈ [t] we denote the i’th row of M by M(i :) and the j’th column by M(: j).
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Definition 2.4.1 (Span of a set). For A ⊆ Znm let span (A) denote the additive
subgroup generated by A. We say that a set A spans u ∈ Znm if u ∈ span(A).
Definition 2.4.2 (Rank of a matrix over Zm). Let M be a t × t matrix over Zm.
Then rank (M) is the smallest r such that M = AB where A is an t × r martrix
over Zm and B is an r × t matrix over Zm.
Definition 2.4.3 (Column rank of a matrix over Zm). Let M be a t× t matrix over
Zm. Let colspan (M) denote the subgroup of Ztm generated by the columns of M .
The column rank of M over Zm is defined as
colrank (M) = logm |colspan (M)| .
The column rank is, in general, a real number in the range [0, t].
Since the rank can behave in unexpected ways over Zm, we make sure to
prove some of the basic facts that we will be using later on.
Fact 2.4.4. Let M be a t × t matrix over Zm and let M ′ be any submatrix of M .
Then colrank (M ′) ≤ colrank (M).
Proof. Suppose M ′ is given by the first t′ rows and the first t′′ columns of M .
We will define an injective map f : colspan (M ′) → colspan (M). Given any x ∈
colspan (M ′) we can write x =
∑t′′
j=1 αj ·M ′(: j) in some fixed way (there might
be several choices of αj). Define f(x) =
∑t′′
j=1 αj ·M(: j). Then, x is clearly the
restriction of f(x) to the first t′ indices and so the map is injective.
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Proof. Suppose there exist an t× r matrix A and an r × t matrix B over Zm such
that M = AB. Then M (s) = A(s)B(s) and so the rank of M (s) is at most r.
We will need the following claims relating the rank and the column rank of
matrices over Zm.
Claim 2.4.6. Let M be an t× t matrix over Zm. Then,
rank (M)
logm
≤ colrank (M) ≤ rank (M) .
Proof. Let r = rank (M) and r′ = colrank (M). We first prove that r′ ≤ r. This is
equivalent to proving that |colspan (M)| ≤ mr. Let M = AB where A is an t × r
martrix over Zm and B is an r × t matrix over Zm. Since the columns of M are all
in the span of the columns of A we have that the column span of M can contain at
most mr elements.
We now prove that r′ ≥ r/ (logm) or, equivalently, |colspan (M)| ≥ 2r.
Suppose in contradiction that |colspan (M)| < 2r. Take a minimal spanning set
S of colspan (M) (that is, a set that spans colspan (M) and such that no proper
subset of it does). Suppose |S| ≥ r and consider all linear combinations (over Zm)
of elements of S with coefficients in {0, 1} ⊆ Zm. Since |colspan (M)| < 2r there are
two distinct 0 − 1 linear combinations that map to the same element. This means
that there is a linear combination with coefficients in {1,−1} of the elements of S
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that is equal to zero. Since both 1 and −1 are invertible modulo m we can write one
of the elements of S as a linear combination of the other elements. This contradicts
the minimality of S and so, we must have |S| < r. This implies that rank(M) < r,
a contradiction, since we can write M as the product of the matrix with columns in
S with the matrix of coefficients giving the columns of M .
Claim 2.4.7. Let M be an t× t matrix over Zm, let r = rank (M). There exists r′
columns of M that span the rest of M ′s columns such that r′ ≤ r logm.
Proof. Take a minimal spanning set S of the columns of M (that is, a set that
spans all other columns and such that no proper subset of it spans all columns). If
2|S| > mr, then 2|S| > |colspan(M)| (by Claim 2.4.6) and we proceed as in the proof
from Claim 2.4.6 above. If we look at all the 0− 1 combinations of the columns of
S, then there are two distinct 0 − 1 linear combinations of the columns that map
to the same element of colspan (M). Thus, let
∑
i αiS (: i) =
∑
i βiS (: i) where
αi 6= βi for at least one i, say i0. Therefore, we have
∑
i (αi − βi)S (: i) = 0. Note
that (αi0 − βi0) = ±1 and hence is invertible. This lets us write S (: i0) as a linear
combinations of the remaining columns contradicting the minimality of S. Thus,
r′ = |S| ≤ r logm.
The following claim shows that the column rank behaves similar to rank in
terms of subadditivity.
Claim 2.4.8. Let A,B be t × t matrices over Zm. Then, colrank (A+B) ≤
colrank (A) + colrank (B).
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Proof. We show that |colspan (A+B)| ≤ |colspan (A)| |colspan (B)|. Note that
colspan (A+B) ⊆ colspan (A) + colspan (B) def= {a + b|a ∈ colspan (A) , b ∈
colspan (B)}. Therefore, |colspan (A+B)| ≤ |colspan (A) + colspan (B)| ≤
|colspan (A)| |colspan (B)|.






where A,B and ? are t×t matrices. Then, colrank (A)+colrank (B) ≤ colrank (M).
Proof. We show that |colspan (A)| |colspan (B)| ≤ |colspan (M)|. Let colspan (A) =
R1, colspan (B) = R2, colspan (M) = R. We define f : R1 × R2 → R and show
that f is injective. Given r1 ∈ R1 and r2 ∈ R2, let α1, · · ·αt and β1, · · · βt denote
coefficients for linear combinations of the columns of A and B respectively that give
r1 and r2. There might be many such linear combinations but we fix one for each ri.
Then, f (r1, r2) =
∑t
i=1 αiM (: i) +
∑2t
i=t+1 βi−tM (: i). Now, given a column vector
f (r1, r2) ∈ R, we uniquely identify r1 and r2 as follows. We look at the first t rows
and call it s1. Now s1 = r1 and let α1, · · ·αt be the linear combination fixed for r1
while defining f . Now, consider f (r1, r2) −
∑t
i=1 αiM (: i) and call the last t rows
s2. Note that s2 = r2.
Claim 2.4.10. Let M be a t× t square matrix over Zm with zero diagonal entries.




≤ 2, then there exists at least t′ = t/m2 indices such







≤ 2, it follows that
∣∣colspan (M (s))∣∣ ≤ s2 ≤ m2. Hence,
M (s) has at most m2 distinct columns. Therefore, there exists a set of indices S
of size t′ ≥ t/m2 with S = {r1, r2, · · · rt′} such that all the columns M (s) (: ri) are
identical. Also, as the diagonal elements are zero modulo m, they are zero modulo
s. Thus, the S × S submatrix is the all zero matrix modulo s.
2.5 Collision-Free MV families
In the proof of Theorem 2 it will be useful to assume that the elements of
the MV family do not ‘collide’ when reduced modulo an integer s dividing m. In
this section we develop the necessary machinery to allow for this assumption. We
start by defining a collision free matching vector family.
Definition 2.5.1 (Collision free MV family). A collision free matching vector family
(U, V ) in Znm is a matching vector family such that for all s|m, s ≥ 2, all elements
of U are distinct modulo s, and all elements of V are distinct modulo s. Note that
if (U, V ) is a collision free matching vector family, then so is any (U ′, V ′) ⊆ (U, V ).
Lemma 2.5.2. Let m ≥ 2 be an arbitrary integer. Let s be a divisor of m, such
that 1 < s < m. Let (U, V ) be a matching vector family in Znm such that 〈u, v〉 =
0 (mod s) for all u ∈ U, v ∈ V . Then, |(U, V )| ≤MV (m/s, n logm).
Proof. Let U = (u1, u2, · · ·ut) and V = (v1, v2, · · · vt). Recall that PU,V is the inner
product matrix. We shall write PU,V as P in the rest of the proof for brevity. Let
r = rank (P ) ≤ n. Hence, by Claim 2.4.7, there exists r′ ≤ r · logm columns of P
which span all the columns of P . As each entry of P is a multiple of s we can define
a matrix P ′ over Zm/s by P ′ = (1/s)P . We have
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• P ′i,i = 0 ∀i.
• P ′i,j 6= 0 ∀i 6= j.
We next show that the r′ columns that span the columns of P also span the
columns in P ′. Without loss of generality, let the first r′ columns of P span the
remaining columns of P . For any column j, let P (: j) =
∑r′
i=1 ciP (: i) (mod m).
Since all entries of P are divisible by s, we can divide the expression by s and obtain
that P ′ (: j) =
∑r′
i=1 ciP
′ (: i) (mod m/s). Hence, we deduce that rP ′ = rank (P
′) ≤
r′ ≤ r logm ≤ n logm. This implies that P ′ = AB for some t × rP ′ matrix A and
some rP ′ × t matrix B over Zm/s. Thus, the rows of A and the columns of B form a
matching vector family in ZrP ′m/s. Therefore, t ≤MV (m/s, n logm) as claimed.
Lemma 2.5.3 (Bucket Lemma). For any m, let (U, V ) be a matching vector family
in Znm. Let 1 < s < m be any divisor of m. Then, for any w ∈ Zns , |Bs (w,U)| ≤
MV (m/s, n logm). By symmetry, |Bs (w, V )| ≤MV (m/s, n logm).
Proof. We prove that |Bs (w,U)| ≤MV (m/s, n). For U = (u1, u2, · · ·ut), consider
any bucket Bs (w,U) = U
′ (say). Let U ′ =
(
uj1 , uj2 , · · ·ujt′
)
where 1 ≤ j1 <
j2 < · · · jt′ ≤ t. Let V ′ =
(
vj1 , vj2 , · · · vjt′
)
. Now, for any l,m ∈ [t′], 〈ujl , vjl〉 =
0 (mod m). Therefore, 〈ujm , vjl〉 = 0 (mod s). By Lemma 2.5.2 on (U ′, V ′), t′ ≤
MV (m/s, n logm).
We use the above lemma repeatedly to obtain a collision free matching vector
family.
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Lemma 2.5.4. Let m ≥ 2 be any positive integer. Suppose there is a matching
vector family (U, V ) in Znm. Then, there exists a collision free matching vector
family (U ′, V ′) ⊆ (U, V ) such that
|(U ′, V ′)| ≥ |(U, V )|(∏
s|m,1<s<m MV (s, n logm)
)2 .
Proof. We will get rid of collisions iteratively by repeatedly applying Lemma 2.5.3.
Let us write the divisors of m in ascending order as 2 ≤ s1 < s2 < · · · < sl ≤ m/2.
Perform the following operation for each s|m starting from the smallest divisor
greater than 1. For 0 ≤ i ≤ l, let Ui, Vi be the matching vector after stage i
with U0 = U and V0 = V . Now suppose that we have Ui, Vi after the i’th stage
such that there is no collision modulo sj in Ui for 1 ≤ j ≤ i. The (i+ 1)’th
stage is performed as follows. Let us construct Ui+1, Vi+1 from Ui, Vi to ensure no
collision among the elements of Ui+1 modulo si+1 as well. For each w ∈ Znsi+1 , by
Lemma 2.5.3,
∣∣Bsi+1 (w,Ui)∣∣ ≤ MV (m/si+1, n logm). Pick one element from each
bucket in Ui and the corresponding matching vector from Vi to form (Ui+1, Vi+1).
Thus, |(Ui+1, Vi+1)| ≥ |Ui| /MV (m/si+1, n logm). We end up with matching vector
family Ul, Vl such that |(Ul, Vl)| ≥ |(U,V )|∏
s|m,1<s<m MV(m/s,n logm)
and Ul is collision free.
We repeat the same process this time pruning Vl in order to make it collision free
as well. Thus, eventually we end up with a collision free matching vector family
(U ′l , V
′
l ) ⊆ (U, V ) such that
|(U ′l , V ′l )| ≥
|(U, V )|(∏
s|m,1<s<m MV (m/s, n logm)
)2 = |(U, V )|(∏
s|m,1<s<m MV (s, n logm)
)2 .
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2.6 Proof of Theorem 2
Before proceeding with the proof we give yet another definition.
Definition 2.6.1. Let A,B ⊆ Znm be twin-free lists (or sets). Let ω be a primitive




Notice that, if ω 6= 1, Dω(A,B) = 1 implies that there is some c ∈ Zm such that
all the entries of the inner product matrix PA,B equal c. We often refer to such
submatrices as monochromatic rectangles.
The following is an easy consequence of Lemma 2.2.13.
Lemma 2.6.2. Let (U, V ) be a MV family in Znm of size t ≥ 3m and let ω =
exp (2πi/m) be a primitive root of unity of order m. Then there exists some 1 ≤
j ≤ m− 1 such that




Proof. Let µ be the random variable which chooses u ∈ U and v ∈ V randomly and
outputs 〈u, v〉 and let Um be the uniform distribution over Zm. Now, ∆ (µ,Um) ≥
(1/2) (Pr[Um = 0]−Pr[µ = 0]) = (1/2) (1/m− 1/t) ≥ 1/3m as t ≥ 3m. By
Lemma 2.2.13, for some 1 ≤ j ≤ m− 1,




∣∣∣Eu∼U,v∼V [(ωj)〈u,v〉]∣∣∣ ≥ 23m3/2 as claimed.
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An important ingredient in the proof of Theorem 2 is the following lemma,
referred to in the introduction as the ‘sub-matrix lemma’ which is a generalization
of a result of [20].
Lemma 2.6.3 (Sub-Matrix Lemma). Let s,m, n ≥ 2 where s divides m, and let
ω be a primitive root of unity of order s. Let A,B ⊂ Zns be two twin-free lists
satisfying Dω (A,B) ≥ 23m3/2 . Let rank (PA,B) = r ≥ 2. Then assuming Conjecture
1 (PFR conjecture), there exist lists A′ ⊆ A,B′ ⊆ B such that Dω (A′, B′) = 1,
where |A′| ≥ 2−c(m)r/ log r |A|, |B′| ≥ 2−c(m)r/ log r |B| for some constant c (m) which
depends only on m.
Without loss of generality, we can assume c(m) ≥ 1 above (it will be conve-
nient to assume it in the proof of Theorem 2). In other words, we can replace the
c(m) above by max{c(m), 1}. We postpone the proof of Lemma 2.6.3 to Section 2.7
and proceed now with the proof of Theorem 2.
We restate Theorem 2 here for convenience and with the explicit function
d(m).
Theorem 2.6.4. Let n,m ≥ 2 be arbitrary positive integers. Then, assuming Con-
jecture 1 (PFR conjecture), we have
MV (m,n) < 2d(m)n/ logn,
where d (m) = 1200c (m)m6 logm and c (m) is as in Lemma 2.6.3.
Proof. We prove the theorem by induction on the number of (not necessarily dis-
tinct) prime factors of m.
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Choice of d (m). Let d, d1, d2, d3 : Z+ → R be functions and d4 be a constant.
We want the following conditions to be satisfied for all m,n ≥ 2.
1. d (m) , d1 (m) , d2 (m) , d3 (m) are monotonically increasing in m
2. (2n)m ≤ 2d(m)n/ logn
3. (2m)m ≤ 2d(m)n/ logn
4. d (m) ≥ d (m/2) · 4m logm
5. −d2 (m) + (1/2) d (m) > d (m/2) logm
6. 2(1/2)d(m)n/ logn ≥ 3m2d2(m)n/ logn
7. d2 (m)n/ log n ≥ 2 logm+ d3 (m)n/ log n
8. d3 (m) ≥ d1 (m) · d4 ·m logm
9. d4 ≥ 300
10. d1 (m) ≥ 2c (m)
11. d2 ≥ d3 + 1
It can be verified that the following choice for the functions meets the above
conditions.
• d (m) = 1200 · c (m) ·m6 logm
• d1 (m) = 2 · c (m)
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• d2 (m) = 602 · c (m) ·m logm
• d3 (m) = 600 · c (m) ·m logm
• d4 = 300
We shall explicitly mention which conditions of the above functions are being
used in different parts of the proof.
Base Case. The base case is where m = p is prime. Lemma 2.2.9 implies that





< (2 max{n, p})p. If we show (2n)p ≤ 2d(p)n/ logn and
(2p)p ≤ 2d(p)n/ logn we will be done. Indeed, by the choice of d (m) (Condition 2 and
3) both of the above will hold.
Inductive Case. Let n ≥ 2,m ≥ 2 be arbitrary positive integers. Suppose, by
induction, that MV (s, n) < 2d(s)n/ logn for all s|m, s < m. We need to show that,
assuming Conjecture 1,
MV (m,n) < 2d(m)n/ logn
Suppose not. That is, there exists a matching vector family (U, V ) of size t ≥
2d(m)n/ logn. First, we shall apply Lemma 2.5.4 to (U, V ) to obtain a large enough
collision free matching vector family (U ′, V ′).
A large collision free matching vector family. We show that |(U ′, V ′)| ≥
2(1/2)d(m)n/ logn. Let |(U ′, V ′)| = t′. Observe that by Lemma 2.5.4, the inductive hy-
pothesis and the monotonicity of d (m) (Condition 1), t′ ≥ 2d(m)n/ logn−2m·d(m/2)·n logm/ logn
53
where we have used a loose upper bound of m for the number of factors of m. Now,
t′ ≥ 2(1/2)d(m)n/ logn
if d (m)n/ log n− 2m · d (m/2) · n logm/ log n ≥ (1/2) d (m)n/ log n
⇔ d (m) ≥ d (m/2) · 4m logm
which is satisfied by the choice of d (m) (Condition 4).
Two key claims. We will need two claims from which the inductive claim
follows easily. We shall provide proofs to these claims after the proof of the inductive
claim.
Claim 2.6.5. Let (U, V ) be a collision free matching vector family in Znm with






> 2 for all s′|m, s′ ≥ 2. Then, for some
s|m, s ≥ 2, there exists a collision free matching vector family (U ′, V ′) ⊆ (U, V )
in Znm satisfying


























Claim 2.6.6. Let (U, V ) be a collision free matching vector family in Znm such that
|(U, V )| ≥ 3m · 2d2(m)n/ logn . Then, there exists a collision free matching vector
family (U ′, V ′) ⊆ (U, V ) in Znm satisfying
• |(U ′, V ′)| ≥ 2−d2(m)n/ logn |(U, V )|.
• P (s)U,V is the all zero matrix for some s|m, s ≥ 2.
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Let us proceed with the proof of the inductive claim assuming these two
claims. We have a collision free matching vector family (U ′, V ′) with |(U ′, V ′)| ≥
2(1/2)d(m)n/ logn ≥ 3m·2d2(m)n/ logn. (Condition 6 satisfied by the choice of d (m) , d2 (m))
Applying Claim 2.6.6, there exists a collision free matching vector family (U ′′, V ′′) ⊆
(U ′, V ′) ⊆ (U, V ) in Znm satisfying
• |(U ′′, V ′′)| ≥ 2−d2(m)n/ logn2(1/2)d(m)n/ logn.
• P (s)U ′′,V ′′ is the all zero matrix for some s|m, s ≥ 2.
By the choice of d (m), it can be verified that −d2 (m) + (1/2) d (m) >
d (m/2) logm (Condition 5). Thus, |(U ′′, V ′′)| > 2d(m/2)n logm/ logn.
We now show that this is enough to get a contradiction. If s = m, we have
|(U ′′, V ′′)| ≤ 1 as (U ′′, V ′′) is a matching vector family in Znm. If s < m, by Lemma
2.5.2 and the inductive hypothesis, we have |(U ′′, V ′′)| ≤ 2d(m/s)n logm/ log(n logm) ≤
2d(m/2)n logm/ logn by monotonicity of d (m) (Condition 1). Thus, irrespective of s,
|(U ′′, V ′′)| ≤ 2d(m/2)n logm/ logn which is a contradiction. This completes the proof.
Proof of Claim 2.6.5: Let |(U, V )| = t ≥ 3m. Let ω be a root of unity of order
m. By Lemma 2.6.2, for some 1 ≤ j ≤ m − 1 , Dωj (U, V ) ≥ 23m3/2 . Note that
s = m/gcd (m, j) is the order of ω′ = ωj. Observe that s|m, s ≥ 2 as 1 ≤ j ≤ m− 1.






. Thus, by the collision
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free property of (U, V ),
Dω′
(
U (s), V (s)
)
=
∣∣∣Eu∼U(s),v∼V (s) [(ω′)〈u,v〉]∣∣∣ = ∣∣∣Eu∼U,v∼V [(ω′)〈u,v〉]∣∣∣ = Dω′ (U, V ) ≥ 23m3/2 .
Applying Lemma 2.6.3 on U (s), V (s) with ω′ a primitive root of unity of order s, we
can get an (R× S) submatrix of PU,V with |R| = |S| ≥ 2−c(m)rs/ log rst. (we can make
|R| = |S| as throwing away rows and columns from a monochromatic rectangle still
keeps it monochromatic) Let T = R∩S. We divide our analysis to two cases: either
|T | > |R|/2 or |T | ≤ |R|/2. In both cases, we shall exhibit a matching vector family
as required in the statement of the claim.
Case 1: |T | > |R|/2. For U = (u1, u2, · · ·ut), V = (v1, v2, · · · vt), let U ′ =
(uj|j ∈ T ) and V ′ = (vj|j ∈ T ), and P ′ = PU ′,V ′ . Now, as P ′(s) is monochromatic,
and 〈uj, vj〉 = 0 (mod s) for j ∈ T , we have 〈u′, v′〉 = 0 (mod s) for all u′ ∈ U ′, v′ ∈
V ′. Observe that
• |(U ′, V ′)| ≥ 2−1−c(m)rs/ log rst ≥ 2−2c(m)rs/ log rst ≥ 2−d1(m)rs/ log rst (by the choice







= 0 ≤ 2
This finishes Case 1.
Case 2: |T | ≤ |R|/2. Let R′ = R \ T and S ′ = S \ T . Note that R′ ∩S ′ = ∅








where P ′1 and P
′
2 are the R
′ × R′ and the S ′ × S ′ submatrices of P (s)U,V respectively
and C is monochromatic. We add a matrix of column rank at most 1 to P ′(s) to















+ 1. Now, using Claim




































. Construct the matching vector family (U ′, V ′)
as follows. Let U ′ = (uj|j ∈ R′) and V ′ = (vj|j ∈ R′). Again, observe that
• |(U ′, V ′)| ≥ 2−1−c(m)rs/ log rst ≥ 2−2c(m)rs/ log rst ≥ 2−d1(m)rs/ log rst (by the choice














This completes the proof of Case 2.
Proof of Claim 2.6.6: We will use Claim 2.6.5 iteratively. For this, we first set
up some notations.
The setup. Define a sequence of collision free matching vector families for i =
0, . . . , z.
• (U, V ) = (U0, V0) , (U1, V1) · · ·
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• Let ti = |(Ui, Vi)|.
• Each step i has label si|m (this label will be given by Claim 2.6.5).
• Let cri : Z+ → R be defined by







• Let ri : Z+ → Z be defined by







Invariants. We will show how to go from step i to step i+ 1. We stop after stage
z when crz (s) ≤ 2 for some s|m, s ≥ 2. We shall maintain the following invariants
for 0 ≤ i ≤ z − 1.
• (Ui+1, Vi+1) ⊆ (Ui, Vi) and hence is a collision free matching vector family in
Znm.
• ti+1 ≥ 2−d1(m)ri(si)/ log ri(si)ti.
• cri+1 (si) ≤ (3/4) cri (si) or cri+1 (si) ≤ 2.
• cri+1 (s′) ≤ cri (s′) for all s′|m.
Step i → Step i+ 1. We state a claim that we will prove below.
Claim 2.6.7.
∑z−1
i=0 d1 (m) ri (si) / log ri (si) ≤ d3 (m)n/logn.
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In order to apply Claim 2.6.5, we need to satisfy ti ≥ 3m. Observe that by
Claim 2.6.7,





≥ 3m · 2−d3(m)n/ logn+d2(m)n/ logn ≥ 3m,
(by the choice of d2 (m) , d3 (m) in Condition 11). Apply Claim 2.6.5 to (Ui, Vi)
to get label si for step i and (Ui+1, Vi+1) ⊆ (Ui, Vi). The first three invariants are
maintained by the statement of Claim 2.6.5. The last invariant follows from Fact
2.4.4. Note that by the inequality we just established, tz ≥ 2−d3(m)n/ lognt0. Also,
by the stopping condition, crz (s
′) ≤ 2 for some s′|m, s′ ≥ 2. Thus, applying Claim
2.4.10, we get another matching vector family (U ′, V ′) ⊆ (Uz, Vz) ⊆ (U, V ) such that
• |(U ′, V ′)| ≥ tz/m2 ≥ 2−2 logm−d3(m)n/ logn |(U, V )| ≥ 2−d2(m)n/ logn |(U, V )| (Con-
dition 7 satisfied by the choice of d2 (m) and d3 (m)).
• P (s
′)
U ′,V ′ is the all zero matrix.
This finishes the Proof of Claim 2.6.6.
Proof of Claim 2.6.7: Let ts be the number of steps with label s. Note that
as the column rank modulo s goes down by a factor of at least 3/4 each time we
are in a step labeled s, it is easy to see that ts ≤ log4/3 cr0 (s) ≤ log4/3 n. We shall
rely on the monotonic increasing nature of x/ log x when x ≥ e. As cri (s) > 2, by
Claim 2.4.6, ri (s) ≥ cri (s) > 2 which means ri(s) ≥ 3 > e as the rank is always an
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(by Claim 2.4.6) and monotonicity of x/ log x as discussed above












≤ d1 (m) logm
∑
s|m,s≥2
d4cr0 (s) / log cr0 (s) (Condition 9 satisfied by d4)
≤ d1 (m) logm
∑
s|m,s≥2
d4n/ log n (as cr0 (s) ≤ r0 (s) ≤ r0 (m) ≤ n, by Claim 2.4.6 and Fact 2.4.5)
≤ d4d1 (m)m (logm)n/ log n
≤ d3 (m)n/ log n (by the choice of d3 (m), Condition 8)
This completes the proof.
2.7 Monochromatic rectangles from low rank matrices
In this section we prove Lemma 2.6.3 (the Sub-Matrix Lemma). We begin
with some preliminary definitions. The following is a standard result in algebra and
can be find in any introductory text.
Theorem 2.7.1 (Fundamental Theorem of finitely generated abelian groups). Ev-
ery finitely generated abelian group G is isomorphic to a direct product of cyclic
groups of prime power order and an infinite cyclic group. More precisely,
G ∼= Zn × Zq1 × Zq2 · · · × Zqr
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where qi’s are prime powers with q1 ≤ q2 · · · ≤ qr. The decomposition is unique after
applying this ordering on qi’s. If the group G is finite, then n = 0.
We will use the following two definitions regarding sumsets.
Definition 2.7.2 (Difference Set). For A ⊆ Znm define its difference set as A −
A={a− a′|a, a′ ∈ A}.
Definition 2.7.3 (repS (x)). For any S ⊆ Znm and x ∈ Znm, repS (x) is the number
of different representations of x as an expression of the form s− s′ where s, s′ ∈ S.
Next, we define the ε-spectrum of B with respect to a primitive root of unity
of order m.
Definition 2.7.4 (Spectrum). For B ⊆ Znm, and ε ∈ [0, 1], the ε-spectrum of B
with respect to ω, a primitive root of unity of order m, is the set
Specε (B) =
{
x ∈ Znm :
∣∣Eb∼B [ω〈x,b〉]∣∣ ≥ ε} .
When ω is implicit in the context, we will drop the phrase ”with respect to ω”.
We start by proving the following lemma which is a generalization of a lemma
from [20].
Lemma 2.7.5. Let A,B ⊆ Znm be sets. Let ω be a primitive root of unity of order
m. If A ⊆ Specε (B), then there exist sets A′ ⊆ A,B′ ⊆ B, such that |A′| ≥ |A|/m
and |B′| ≥ ε2 |A||span(A)| |B| such that Dω (A
′, B′) = 1.
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Proof. We start by setting up some notations. Let W = span (A) be the subgroup
of Znm spanned by A. By Theorem 2.7.1, there exists an isomorphism τ :
∏r
i=1 Zqi →
W . Let C =
∏r
i=1 Zqi and note that we can think of elements of C as vectors with
integer coordinates where the i’th coordinate is in Zqi . Let e1, e2, · · · er ∈ C where ei
is the vector that has 1 in the i’th coordinate and 0 everywhere else. Given x ∈ C,





Then τ (x) =
∑r
i=1 αiτ (ei). Let vi = τ (ei) for 1 ≤ i ≤ r. We can think of the vi’s




Θ = {(β1, · · · βr) ∈ Zrm|∃u ∈ Znm such that ∀i, βi = 〈vi, u〉}.
Claim 2.7.6. For 1 ≤ i ≤ r, qivi = 0n (mod m).
Proof. Let x = 0r ∈ C. Now τ (x) = 0n (mod m). Note that x can also be
written as x = qiei. Applying τ on both sides, we get τ (x) = qivi. Thus, qivi =
0n (mod m).
Claim 2.7.7. For β ∈ Θ, 1 ≤ i ≤ r, qiβi = 0 (mod m).
Proof. As β ∈ Θ, there is a u ∈ Znm such that ∀i, βi = 〈vi, u〉. Then, qiβi =
qi〈vi, u〉 = 0 (mod m) by Claim 2.7.6.
For α ∈ C, β ∈ Θ we define their inner product 〈α, β〉 ∈ Zm by considering
αi ∈ {0, . . . , qi − 1}, βi ∈ {0, . . . ,m − 1}, taking the inner product over the inte-
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gers and then reducing the result modulo m. This is indeed an inner product by
Claim 2.7.7.








Proof. Let βi 6= 0. Then
∑
α∈C ω
〈α,β〉 = 0 whenever
∑qi−1
j=0 ω





ωβi−1 . This is well defined because ω is of order m and βi 6= 0. The claim now
follows from Claim 2.7.7 which makes the expression zero.
With the above setup in place, we can now proceed with the proof of Lemma 2.7.5.
For β ∈ Θ, define
Sβ = {x ∈ Znm|〈vi, x〉 = βi, 1 ≤ i ≤ r}.
Denoting µ (β) = Prb∈B[b ∈ Sβ], we observe that ∪β∈Θ (B ∩ Sβ) = B. Hence,∑




. If a =
∑r
i=1 αivi then




















We will prove upper and lower bounds for the sum
∑
a∈A |h (a)|
2. On the one hand,
∑
a∈A













(A ⊆ Specε (B) implies |h (a)| ≥ ε )
≥ |A|ε2.




























Now, combining the upper and lower bounds, maxβ∈Θ{µ (β)} ≥ ε2 |A||W | . Thus,
there exists a β ∈ Θ such that µ (β) ≥ ε2 |A||W | . This means that the subset B
′ = B∩Sβ
is of size at least ε2 |A||W | |B|. Now, any a ∈ A can be written as a =
∑r
i=1 αivi, and for
b ∈ B′, the inner product 〈a, b〉 = 〈α, β〉 is independent of b. Now, for i ∈ [m], let
Ai ⊆ A be such that for a ∈ Ai, for all b ∈ B′, 〈a, b〉 = 〈α, β〉 = i. Now there exists
some Ai, call it A
′, of size at least |A|/m such that 〈a′, b′〉 = i for all a′ ∈ A′, b′ ∈ B′,
that is, Dω (A
′, B′) = 1 and this proves the lemma.
We shall also need the following simple lemma. In the following, for a set B,
let arc(a) be the phase of the complex number Eb∈Bω〈a,b〉.
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Claim 2.7.9. Let A ⊆ Specε(B). Let s ∈ {0, 1, 2, 3} be the integer that maximizes
the size of the multiset
{arc(a) ∩ [sπ/2, (s+ 1)π/2) : a ∈ A}
Now, set
A′ = {a ∈ A : {arc(a) ∈ [sπ/2, (s+ 1)π/2)}
Then, Dω(A
′, B) ≥ ε/4.
Proof. We prove it for s = 0. The proof for any other s is exactly similar. Then
Ea∈A′,b∈B[ω〈a,b〉] = x+ iy where x > ε Ea∈A′ [cos arc(a)] and y ≥ ε Ea∈A′ [sin arc(a)].
Now we show that |x + iy| ≥ ε/4 which will prove the lemma. To see this, if
Ea ∈ A′[cos arc(a)] ≥ 1/4 we are done. Now suppose not. Then by Markov in-
equality, Pra∈A′ [cos arc(a) > 1/2] < 1/2. Thus, Pra∈A′ [sin arc(a) ≥
√
3/2] > 1/2.
Therefore, Ea ∈ A′[sin arc(a)] ≥
√
3/4 > 1/4.
We continue along the lines of [20] and prove the following lemma.
Lemma 2.7.10. Suppose the twin free lists U, V ⊆ Znm satisfy Dω (U, V ) ≥ ε where
ω is a primitive root of unity of order m. Also, let rank (PU,V ) = r. Then as-
suming Conjecture 1, for every K > 1, letting ` = r/ logmK, there exist lists














Proof. Let U = (u1, · · ·ut) and V = (v1, · · · vt). Since PU,V has rank r there exists
a t × r matrix UM and r × t matrix VM so that UMVM = PU,V . Thus if we let A
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denote the rows of UM and B denote the columns of VM , then A,B ⊆ Zrm. The
proof does not care about the order of elements and hence we now consider A,B
which are sets. Note that |A| = |B| = t and if A = (a1, · · · at) and B = (b1, · · · bt)
then 〈ai, bj〉 = 〈ui, vj〉 for 1 ≤ i, j ≤ t. Thus, Dω (U, V ) ≥ ε implies Dω (A,B) ≥ ε.
Following [20] consider a sequence of constants ε1 = ε/8, ε2 = ε
2
1/8, ε3 = ε
2
2/8, · · ·
and a sequence of sets A′1 = A∩Specε1 (B) and A
′
i ⊆ (Ai−1 − Ai−1)∩Specεi (B) and
a sequence of sets Ai ⊆ A′i. The way the subsets are chosen will be made precise
shortly. Now by the pigeonhole principle, there exists a minimal index ` ≤ r/ logmK
such that |A`+1| ≤ K|A`|. and let
A′i = {a− a′|a, a′ ∈ Ai−1, a− a′ ∈ Spec4εi (B) and m
ji ≤ repAi−1 (a− a′) ≤ mji+1}.
By Claim 2.7.9, Dω(Ai, B) ≥ εi.
Claim 2.7.11. For i = 1 we have |A1| ≥ (ε1) |A|. For i > 1 we have Pra,a′∈Ai−1 [a−
a′ ∈ A′i] ≥ 4εi/r and additionally |Ai| ≥ εimji+1r |Ai−1|
2.
Proof. If i = 1, by Markov inequality, |A′1| ≥ ε2|A|. Therefore, |A1| ≥ |A′1|/4 ≥
ε1|A|. For larger i, we show that
Pra,a′∈Ai−1 [a− a′ ∈ Specεi (B)] ≥ εi.
This follows from the fact that
ε2i−1 ≤
∣∣Eb∈B,a∈Ai−1 [ω〈a,b〉]∣∣2 ≤ Eb∈B ∣∣Ea∈Ai−1 [ω〈a,b〉]∣∣2 = Ea,a′∈Ai−1Eb∈B [ω〈a−a′,b〉] .
Now applying Markov inequality we get that Pra,a′∈Ai−1 [a−a′ ∈ Specεi(B)] ≥ 4εi =
ε2i−1/2. Now selecting ji as in the construction gives that Pra,a′∈Ai−1 [a− a′ ∈ A′i] ≥
4εi/r.
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To prove the second part of the lemma, observe that by the above, we have
shown that




Also, by construction This completes the proof.
Below we will use the following additive-combinatorics lemma.
Theorem 2.7.12 ([10, 79]). There exists an absolute constant c > 0 such that the
following holds. Let A be any arbitrary subset of an abelian group G. Let S ⊆ G
be such that |S| ≤ C|A|. If Pra,a′∈A[a − a′ ∈ S] ≥ 1/C, then there exists a subset
A′ ⊆ A such that |A′| ≥ |A|
Cc
and |A′ − A′| ≤ Cc|A|.
Now we come to the main claim.






















Base Case. The base case of i = ` is proved by an application of the Balog-
Szemeredi-Gowers theorem followed by Conjecture 1 followed by Lemma 2.7.5. To
see this, we know that |A′`+1| ≤ 4|A`+1| ≤ 4K|A`| and Pra,a′∈A` [a − a′ ∈ A′`+1] ≥
4ε`+1/r. Hence by Theorem 2.7.12 (with C =
rK
ε`+1
), there exists a set A′′` ⊆ A` such
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|A′′` |. Now by Conjecture 1
applied to A′′` , there exists a set A
′′′










|A′′′` |. (Note the extra factor of m in front of
|A′′` | as we get a coset of size |A′′` | and its span incurs an additional factor of m) Also,
as A′′′` ∈ Specε` (B), applying Lemma 2.7.5 to A
′′′
` and B, we get A
′
` ⊆ A′′′` and B′` ⊆













This completes the base case. Let us come to the inductive case.
Inductive Case. Suppose the statement is true for i and let us argue for i − 1.
Let G = (Ai−1, E) be the graph whose vertices are the elements in Ai−1 and (a, a
′)
is an edge if a− a′ ∈ A′i. Now,
|E| ≥ mji |A′i|






Now the graph has at least 2αi−1|Ai−1|2 edges and |Ai−1| vertices and therefore has





i,j for 0 ≤ j ≤ m − 1 such that all elements of B′i,j have
inner product j with ã. Let B′i−1 = Bi,j1 be the largest of them. Note that |B′i−1| ≥







for some j2, 〈a, b〉 = j2 for all a ∈ A′i and b ∈ B′i−1. Now, we have (ã, a) ∈ E
whenever a ∈ A′′i−1, and hence 〈ã− a, b〉 = j2 for b ∈ B′i−1. Thus, for a ∈ A′′i−1 and
b ∈ B′i−1, we have 〈a, b〉 = j1 − j2. Thus, |A′i−1| ≥ 2αi−1|Ai−1| ≥ αi−1|Ai−1| and
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B′i−1 ≥ |B′i|/m ≥
βi
m
|B| = βi−1|B|. This completes the inductive case.









j=1 εj+1 ≥ (ε/64)
2`+1 there exist A′ ⊆ A1 ⊆ A,













Observing that the lower bounds grow weaker with increasing `,and that ` ≤ `′ =
















where `′ = r/ logmK. Therefore, if we take the list U
′ ⊆ U (corresponding to
A′ ⊆ A) and V ′ ⊆ V (corresponding to B′ ⊆ B) then as 〈ai, bj〉 = 〈ui, vj〉 the
statement of the lemma follows. This completes the proof of Lemma 2.7.10
We can now prove the Sub-Matrix Lemma, Lemma 2.6.3.
Proof of Lemma 2.6.3: Set K = s4r/ log r, ` = log r
4
, ε = 1/2m3/2 while applying



















2−c2(m)r/ log r ≥
2−c(m)r/ log r for some constant c that depends only on m.
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Chapter 3
A Barrier in Polynomial Lower Bounds
3.1 Introduction
Polynomials play a fundamental role in computer science with important
applications in algorithm design, coding theory, pseudo-randomness, cryptography
and complexity theory. They are also instrumental in proving lower bounds, as
many lower bounds techniques first reduce the computational model to a computa-
tion or an approximation by a low degree polynomial, and then continue to show
that certain hard functions cannot be computed or approximated by low degree
polynomials. Motivated by these applications, the problem of constructing explicit
functions which cannot be computed or approximated (in certain ways) by low de-
gree polynomials has been widely explored in computational complexity. However,
most techniques to date apply only to relative low degree polynomials. In this pa-
per, we focus on understanding this phenomenon, when the polynomials are defined
over fixed size finite fields. In this regime, many lower bound techniques become
trivial when the degree grows beyond logarithmic in the number of variables. We
propose a new barrier explaining the lack of ability to prove strong lower bounds
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for polynomials of super-logarithmic degree. The barrier is based on nonclassical
polynomials, an extension of standard (classical) polynomials which arose in higher
order Fourier analysis. We show that several existing lower bound techniques ex-
tend to nonclassical polynomials, for which the logarithmic degree bound is tight.
Hence, to prove stronger lower bounds, one should either focus on techniques which
distinguish classical from nonclassical polynomials, or consider functions which are
hard also for nonclassical polynomials.
Nonclassical polynomials. Nonclassical polynomials were introduced by Tao
and Ziegler [159] in their works on the inverse theorem for the Gowers uniformity
norms. To introduce these, it will be beneficial to first consider classical polynomials.
Fix a prime finite field Fp, where we consider p to be a constant. A function
f : Fnp → Fp is a degree d polynomial if it can be written as a linear combination of
monomials of degree at most d. An equivalent definition is that f is annihilated by
taking any d + 1 directional derivatives. That is, for a direction h ∈ Fnp define the
derivative of f in direction h as Dhf(x) = f(x+h)− f(x). Then, f is a polynomial
of degree at most d iff
Dh1 . . . Dhd+1f ≡ 0 ∀h1, . . . , hd+1 ∈ Fnp .
Nonclassical polynomials extend this definition to a larger class of objects. Let
T = R/Z denote the torus. For a function f : Fnp → T, define its directional
derivative in direction h ∈ Fnp as before, as Dhf(x) = f(x + h) − f(x). Then, we
define f to be a nonclassical polynomial of degree at most d if it is annihilated by
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any d+ 1 derivatives,
Dh1 . . . Dhd+1f ≡ 0 ∀h1, . . . , hd+1 ∈ Fnp .
While not immediately obvious, the class of nonclassical polynomials contains the
classical polynomials. Let | · | : Fp → {0, . . . , p − 1} ⊂ Z denote the natural
embedding. If f : Fnp → Fp is a classical polynomial of degree d then |f(x)|/p
(mod 1) is a nonclassical polynomial of degree d. It turns out that as long as d < p,
these capture all the nonclassical polynomials. However, for d ≥ p nonclassical
polynomials strictly extend classical polynomials of the same degree. For example,






See Section 3.2 for more details on nonclassical polynomials.
Correlation bounds for polynomials. We first consider the problem of con-
structing explicit boolean functions which cannot be approximated by low-degree
polynomials. For simplicity, we focus on polynomials defined over F2, but note that
the results below extend to any constant prime finite field. This problem was stud-
ied by Razborov [138] and Smolensky [151] in the context of proving lower bounds
for AC0(⊕) circuits (and more generally, bounded depth circuits with modular gates
modulo a fixed prime). Consider for example the function MOD3 : {0, 1}n → {0, 1},
which outputs 1 if the sum of the bits is zero modulo 3, and outputs 0 otherwise.
The probability it outputs 0 is 2/3. They showed that low degree polynomials over
F2 cannot improve this significantly. If f : Fn2 → F2 be a polynomial of degree d
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then









This is sufficient to prove that the MOD3 function cannot be computed by sub-
exponential AC0(⊕) circuits. However, one would like to prove that it cannot even
be slightly approximated. Such a result would be a major step towards constructing
pseudorandom generators for AC0(⊕) circuits [132, 130], a well known open problem
in circuit complexity. It turns out that the Razborov-Smolensky bound is tight for
very large degrees, as there exist polynomials of degree d = Ω(
√
n) which approx-
imate the MOD3 function with probability 0.99, say. However, it seems to be far
from tight for d
√
n, which suggests that an alternative proof technique may be
needed.
Viola and Wigderson [170] proved stronger inapproximability results for de-
grees d  log n. These are better described if one considers the correlation of f
with the sum of the bits modulo 3. In the following, let ω3 = exp(2πi/3) be a cubic






The technique of [170] proves exponential correlation bounds for constant degrees,
but decays quickly and becomes trivial at d = O(log n). Our first result is that
this is because of a good reason. Their technique is based on derivatives, and hence
this fact extends to nonclassical polynomials. Moreover, it is tight for nonclassical
polynomials. In the following, let e : T→ C∗ be defined as e(x) = exp(2πix).
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Theorem 3.1.1 (Correlation bounds with modular sums for nonclassical polyno-













So, the Viola-Wigderson technique is bounded for degrees smaller than
O(log n), because it extends to nonclassical polynomials of that degree, for which
it is tight. We note that the modulus 3 in Theorem 3.1.1 can be replaced with any
fixed odd modulus.
Another boolean function which was shown by Razborov and Smolensky [138,
151] to be hard for AC0(⊕) circuits is the majority function Maj : Fn2 → F2. The
proof relies on the following key fact. If f : Fn2 → F2 is a degree d polynomial then




















This is known to be tight for degree d = 1 (as say x1 has correlation Ω(1/
√
n) with
the majority function) and also for d = Ω(
√
n), since there exist polynomials of that
degree which approximate well the majority function, or any symmetric function
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for that matter. However, it is not known if these bounds are tight for degrees
1  d 
√
n. We study this question for nonclassical polynomials. We show that
there are nonclassical polynomials of degree O(log n) with a constant correlation
with the majority function.
Theorem 3.1.2 (Correlation bounds with majority for nonclassical polynomials
(informal)). There exists a nonclassical polynomial f : Fn2 → T of degree O(log n)
such that ∣∣E [e(f(x))(−1)Maj(x)]∣∣ ≥ Ω(1).
So, the Razborov-Smolensky technique separates classical from nonclassical
polynomials, since classical polynomials of degree O(log n) have negligible correla-
tion with the majority function, while as we show above, this is false for nonclassical
polynomials.
Exact computation by polynomials. A related problem to correlation bounds
is that of exact computation with good probability. For classical polynomials the
two problems are equivalent, but this is not the case for nonclassical polynomials.
Given a nonclassical polynomial f : Fn2 → T, we can ask what is the probability that
f is equal to a boolean function, say the majority function. To do so, we identify
naturally F2 with {0, 1/2} ⊂ T, and consider Maj : Fn2 → {0, 1/2}. We show the
following result, which gives a partial answer to the question.
Theorem 3.1.3 (Exact computation of majority by nonclassical polynomials (in-
formal)). Let f : Fn2 → T be a nonclassical polynomial of degree d. Then,










We believe that the bound is not tight, and that, unlike for correlation
bounds, nonclassical polynomials should not be able to exactly compute boolean
functions better than classical polynomials. Specifically, we ask the following prob-
lem.
Open Problem 3.1.4. Let f : Fn2 → T be a nonclassical polynomial of degree d.
Show that









Recently, Bhrushundi, Harsha and Srinivasan [37] resolved the above conjec-
ture positively.
Weak representation of the OR function. We next move to the problem of
weak representation of the OR function. Let p1, . . . , pr be distinct primes and let
m = p1 . . . pr. The goal is to construct a low degree polynomial f ∈ Zm[x1, . . . , xn]
such that f(0n) = 0 but f(x) 6= 0 for all nonzero x ∈ {0, 1}n. Such polynomials
stand at the core of locally decodable codes [179, 58, 56, 32, 57], and were fur-
ther investigated in [151, 11, 15, 14, 13, 12]. There are currently exponential gaps
between the best constructions and lower bounds. Barrington, Beigel and Rudich
[13] showed that there exist polynomials of degree O(n1/r) that weakly represent
the OR function. The best lower bound is Ω(log1/(r−1) n), due to Barrington and
Tardos [12].
The definition of weak representation can be equivalently defined (via the
Chinese Remainder Theorem) as follows. There exist polynomials fi : Fnpi → Fpi for
i = 1, . . . , r such that f1(0
n) = . . . = fr(0
n) = 0 but for any nonzero x ∈ {0, 1}n,
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there exists an i for which fi(x) 6= 0. This definition can be naturally extended
to nonclassical polynomials, where we consider fi : Fnpi → T. We show that the
Barrington-Tardos lower bound extends to nonclassical polynomials, and it is tight
up to polynomial factors.
Theorem 3.1.5 (Weak representation of OR for nonclassical polynomials (infor-
mal)). Let p1, . . . , pr be distinct primes, and fi : Fnpi → T be nonclassical polynomials
which weakly represent the OR function. Then
max deg(fi) ≥ Ω(log1/r n).
Moreover, for any fixed prime p, there exists a nonclassical polynomial f : Fnp → T
of degree O(log n) which weakly represents the OR function.
Thus, the proof technique of Barrington-Tardos cannot extend beyond degree
O(log n), as it applies to nonclassical polynomials as well, for which the O(log n)
bound holds even for prime modulus. We note that unlike in the case of Theo-
rem 3.1.1, where the lower bound proof of [170] extended naturally to nonclassical
polynomials, extending the lower bound technique of [12] to nonclassical polynomials
requires several nontrivial modifications of the original proof.
Pseudorandom generators for low degree polynomials. Consider for sim-
plicity polynomials over F2. A distribution D over Fn2 is said to fool polynomials of
degree d with error ε, if for any polynomial f : Fn2 → F2 of degree at most d, we
have ∣∣Prx∼D[f(x) = 0]−Prx∈Fn2 [f(x) = 0]∣∣ ≤ ε.
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Distributions which fool linear functions (e.g. d = 1) are called small bias generators,
and optimal constructions of them (up to polynomial factors) were given in [127, 3],
with seed length O(log n/ε). A sequence of works [39, 120, 169] showed that small
bias generators can be combined to yield generators for larger degree polynomials.
The best construction to date is by Viola [169], who showed that the sum of d
independent small bias generators with error approximately ε2
d
fools degree d poly-
nomials with error ε. Thus, his construction has seed length O(2d log(1/ε)+d log n),
and becomes trivial for d = Ω(log n). It is not clear whether it is necessary to re-
quire the small bias generators to have smaller error than the required error for the
degree d polynomials, and this is the main source for the loss in parameters when
considering large degrees.
There is a natural extension of these definitions to nonclassical polynomials.
If f : Fn2 → T is a nonclassical polynomial of degree d, then we require that∣∣Ex∼D[e(f(x))]− Ex∈Fn2 [e(f(x))]∣∣ ≤ ε.
The proof technique of Viola is based on derivatives, and we note here (without
proof) that it extends to nonclassical polynomials in a straightforward way. We
suspect that it is tight for nonclassical polynomials, however we were unable to
show that. Thus, we raise the following open problem.
Open Problem 3.1.6. Fix ε > 0, d ≥ 1. Does there exist a small bias generator
with error  ε2d, such that the sum of d independent copies of the generator does
not fool degree d nonclassical polynomials with error ε?
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3.1.1 Organisation
We start with some preliminaries in Section 3.2. In Section 3.3, we prove the
bounds on approximation of modular sums by nonclassical polynomials. Next, in
Section 3.4, we analyze the approximation of the majority function by nonclassical
polynomials in the correlation model and the exact computation model. We prove
the results on the weak representation of the OR function in Section 3.5.
3.2 Preliminaries
Let N = {1, 2, . . .} denote the set of positive integers. For n ∈ N, let [n] :=
{1, 2, . . . , n}. Let T = R/Z denote the torus. This is an abelian group under
addition. Let e : T→ C∗ be defined by e(x) = exp(2πix).
Nonclassical polynomials. Let Fp be a prime finite field. Given a function
f : Fnp → T, its directional derivative in direction h ∈ Fnp is Dhf : Fnp → T , given by
Dhf(x) = f(x+ h)− f(x).
Polynomials are defined as functions which are annihilated by repeated derivatives.
Definition 3.2.1 (Nonclassical polynomials). A function f : Fnp → T is a polyno-
mial of degree at most d if Dh1 . . . Dhd+1f ≡ 0 for any h1, . . . , hd+1 ∈ Fnp . The degree
of f is the minimal d for which this holds.
Classic polynomials satisfy this definition. Let | · | denote the natural map
from Fp to {0, 1, . . . , p − 1} ⊆ Z. If P : Fnp → Fp is a (standard) polynomial
of degree d, then f(x) = |P (x)|/p (mod 1) is a nonclassical polynomial of degree
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d. For degrees d ≤ p, it turns out that these are the only possible polynomials.
However, when d > p, there are more polynomials than just these arising from
the classical ones, from which the term nonclassical polynomials arise. A complete
characterization of nonclassical polynomials was developed by Tao and Ziegler [159].
They showed that a function f : Fn → T is a polynomial of degree ≤ d if and only
if it has the following form:





ce1,...,en,k|x1|e1 . . . |xn|en
pk+1
(mod 1).
Here, α ∈ T and ce1,...,en,k ∈ {0, 1, . . . , p−1} are uniquely determined. The coefficient
α is called the shift of f , and the largest k for which ce1,...,en,k 6= 0 for some e1, . . . , en
is called the depth of f . Classical polynomials correspond to polynomials with 0 shift
and 0 depth. In this work, we assume without loss of generality that all polynomials
have shift 0. Define Up,k := 1pkZ/Z which is a subgroup of T. Then, the image
of polynomials of depth k − 1 lie in Up,k. We prove the following lemma which
shows that nonclassical polynomials can be “translated” to classical polynomials of
a somewhat higher degree, at least if we restrict our attention to boolean inputs.
Lemma 3.2.2. Let f : Fnp → T be a polynomial of degree d and depth ≤ k − 1. Let
ϕ : Up,k → Fp be any function. Then there exists a classical polynomial g : Fnp → Fp
of degree at most (pk − 1)d, such that
g(x) = ϕ(f(x)) ∀x ∈ {0, 1}n.




ce,j|x1|e1 . . . |xn|en
pj
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where the sum is over e = (e1, . . . , en) with ei ∈ {0, . . . , p − 1}, 1 ≤ j ≤ k such
that
∑
ei + (p − 1)(j − 1) ≤ d. We only care about the evaluation of f on the
boolean hypercube, which allows for some simplifications. For any x ∈ {0, 1}n we
have |x1|e1 . . . |xn|en =
∏
i∈I xi where I = {i : ei 6= 0}. Thus, we can define an
















k−jce,j. In particular, note that P has degree at most d.
We may further simplify P (x) = M1(x) + . . .+Mt(x), where each Mi is a monomial
of the form
∏
i∈I xi, and monomials may be repeated (indeed, the monomial
∏
i∈I xi
is repeated c′I times). Hence
f(x) =
M1(x) + . . .+Mt(x)
pk
(mod 1) ∀x ∈ {0, 1}n.
We care about the first k digits in base p of P (x) =
∑
Mi(x). These can be captured
via the symmetric polynomials, using the fact that Mi(x) ∈ {0, 1} for all x ∈ {0, 1}n.
The `-th symmetric polynomial in z = (z1, . . . , zt), for 1 ≤ ` ≤ t, is a classical







When z ∈ {0, 1}t, it follows by Lucas theorem [123] that the i-th digit of z1 + . . .+zt
in base p is given by Spi(z) (mod p).




i/pk) for all a0, . . . , ak−1 ∈ {0, . . . , p− 1}, and polynomials Ri : Fnp → Fp for
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i = 0, . . . , k−1 by Ri(x) = Spi(M1(x), . . . ,Mt(x)). Note that deg(Ri) ≤ pid. Define
g(x) = Q(R0(x), . . . , Rk−1(x)). Then we have that
g(x) = ϕ(f(x)) ∀x ∈ {0, 1}n.
To conclude, we need to bound the degree of g. As monomials inQ raise each variable
to degree at most p− 1, we have deg(g) ≤ (p− 1)
∑
deg(Ri) ≤ (pk − 1)d.
Gowers uniformity norms. Let F : Fn → C. The (multiplicative) derivative of
F in direction h ∈ Fn is given by (∆hF )(x) = F (x+ h)F (x). One can verify that if
f : Fn → T and F = e(f) then ∆hF = e(Dhf). The d-th Gowers uniformity norm
‖ · ‖Ud is defined as
‖F‖Ud := (Eh1,...,hd,x∈Fn [∆h1 . . .∆hdF (x)])
1/2d .
Observe that ‖F‖U1 = |Ex[F (x)]|, which is a semi-norm. For d ≥ 2, the Gowers
uniformity norm turns out to indeed be a norm (but we will not need that). The
following lists the properties of the Gowers uniformity norm that we would need.
For a proof and further details, see [79].
• Let f : Fn → T and F = e(f). Then 0 ≤ ‖F‖Ud ≤ 1, where ‖F‖Ud = 1 if and
only if f is a polynomial of degree ≤ d− 1.
• If f : Fn → T is a polynomial of degree ≤ d− 1 then ‖Fe(f)‖Ud = ‖F‖Ud for
any F : Fn → C.
• If F (x1, . . . , xn) = F1(x1) . . . Fn(xn) then ‖F‖Ud = ‖F1‖Ud . . . ‖Fn‖Ud .
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• (Gowers-Cauchy-Schwarz) For any F : Fn → C and any d ≥ 1,
0 ≤ ‖F‖U1 ≤ ‖F‖U2 ≤ . . . ≤ ‖F‖Ud .
3.3 Approximating modular sums by polynomials
Viola and Wigderson [170] proved that low-degree polynomials over F2 cannot
correlate to the sum modulo m, as long as m is odd. Their proof technique is
based on the Gowers uniformity norm. As such, it extends naturally to nonclassical
polynomials. We capture that by the following theorem. In the following, let ωm =
exp(2πi/m) be a primitive m-th root of unity.
Theorem 3.3.1 (Extension of [170] to nonclassical polynomials). Let f : Fn2 → T






where c = cm > 0.
Proof. Let F (x) = e(f(x)) ·ωa(x1+...+xn)m . By the properties of the Gowers uniformity
norm,
|Ex[F (x)]| ≤ ‖F‖Ud = ‖ωa(x1+...+xn)m ‖Ud =
n∏
i=1
‖ωaxim ‖Ud = ‖e(g)‖nUd ,
where g : F2 → T is given by g(0) = 0, g(1) = a/m. A routine calculation shows
that
Dh1 . . . Dhdg(x) =
{ a′/m if h1 = . . . = hd = 1, x = 0
−a′/m if h1 = . . . = hd = 1, x = 1
0 otherwise
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where a′ = a2d−1 is nonzero modulo m. Hence ‖e(g)‖2d
Ud
= (1 − 2−d) +
2−d cos(2πa′/m) ≤ 1− 2−d · Ω(1/m2) and
|E[F ]| ≤
(
1− 2−d · Ω(1/m2)
)n/2d ≤ exp(−cn/4d)
where c = Ω(1/m2).
This proof technique gives trivial bounds for d log n. Here, we show that
this is for a good reason, as there are nonclassical polynomials of degree O(log n)
which well approximate the sum modulo m.
Theorem 3.3.2. Let m ∈ N be odd and fix a ∈ {1, . . . ,m− 1}. For any ε > 0 there










= 1 + u
where |u| ≤ ε.
Proof. Let k ≥ 1 to be specific later. Let r ∈ {0, . . . ,m − 1} be such that r ≡ a2k
(mod m) and let A = r−a2
k
m
∈ Z. Define f : Fn2 → T as
f(x) =
A(|x1|+ . . .+ |xn|)
2k
(mod 1).
Note that f is a polynomial of degree ≤ k. For x ∈ {0, 1}n, if x1 + . . .+xn = pm+ q
where q ∈ {0, . . . ,m− 1}, then










+ θx (mod 1),
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+ c for some universal
constant c so that |e(θx)− 1| ≤ ε for all x. Hence
∣∣E [e(f(x)) · ωa(x1+...+xn)m ]− 1∣∣ = |E [e(θx)− 1]| ≤ E [|e(θx)− 1|] ≤ ε.
3.4 Approximating majority by nonclassical polynomials





i=1 |xi| ≤ n/2
1 otherwise
We first show that is correlates well with a nonclassical polynomial of degree
O(log n).
Theorem 3.4.1. There is a nonclassical polynomial f : Fn2 → T of degree log n+ 1
such that ∣∣E [(−1)Maj(x)e(f(x))]∣∣ ≥ c,
where c > 0 is an absolute constant.
Proof. We assume n even for the proof. The proof is similar for odd n. Let A =
ba
√
















































































where in the last equation i =
√













∣∣E [(−1)Maj(x)e(f(x))]∣∣ ≥ 2C. We will show that C ≥ Ω(1). Let b > 0 be a















where the error term follows from the Chernoff bound. We set a = 1/8b. For all
1 ≤ j ≤ b
√
n we have 2πAj/2k ≤ π/4. Applying the estimate sin(x) ≥ x/2 which





























Hence, we obtain that
C ≥ Ω(1/b)− exp(−2b2).
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If b is chosen a large enough constant, this shows that C ≥ Ω(1) as claimed.
We next show that the Razborov-Smolensky technique generalizes to nonclas-
sical polynomials when we require the polynomial to exactly compute Maj. Recall
that we identify F2 with {0, 1/2} ⊂ T and consider Maj : Fn2 → {0, 1/2}.
Theorem 3.4.2. Let f : Fn2 → T be a nonclassical polynomial of degree d and depth
< k. Then,









Proof. Let ϕ : U2,k → F2 be defined as ϕ(0) = 0, ϕ(1/2) = 1 and choose arbitrarily
ϕ(x) for x ∈ U2,k \ {0, 1/2}. Applying Lemma 3.2.2, there exists a classical polyno-
mial g : Fn2 → F2 such that g(x) = ϕ(f(x)) for all x ∈ Fn2 , where deg(g) ≤ (2k− 1)d.
In particular,
Prx∈Fn2 [g(x) = Maj(x)] ≥ Prx∈Fn2 [f(x) = Maj(x)].
Hence, we can apply the Razborov-Smolensky [138, 151] bound to g and conclude
that








3.5 Weak representation of the OR function
A set of classical polynomials fi : Fnpi → Fpi is said to weakly represent the
OR function if they all map 0n to zero, and for any other point in the boolean
hypercube, at least one of them map it to a nonzero value. This definition extends
naturally to nonclassical polynomials.
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Definition 3.5.1. Let p1, . . . , pr be distinct primes. A set of polynomials fi : Fnpi →
T weakly represent the OR function if
• f1(0n) = . . . = fr(0n) = 0.
• For any x ∈ {0, 1}n \ 0n, there exists some i such that fi(x) 6= 0.
It is well known that a single classical polynomial f : Fnp → Fp which weakly
represents the OR function, must have degree at least n/(p−1). This is since f(x)p−1
computes the OR function on {0, 1}n, and hence its multi-linearization (obtained by
replacing any power xeii , ei ≥ 1 with xi) must be the unique multi-linear extension
of the OR function, which has degree n.
We first show that there is a nonclassical polynomial of degree O(log n) which
weakly represents the OR function.
Lemma 3.5.2. There exists a polynomial f : Fnp → T of degree O(pdlogp ne) which
weakly represents the OR function.
Proof. Let k ≥ 1 be minimal such that pk > n. Define f(x) = |x1|+...+|xn|
pk
. This is
a polynomial of degree 1 + (p− 1)(k − 1). Clearly f(0n) = 0 and f(x) 6= 0 for any
x ∈ {0, 1}n \ 0n.
We show that allowing for multiple nonclassical polynomials can only improve
this simple construction by a polynomial factor.
Theorem 3.5.3. Let p1, . . . , pr be distinct primes, and let p = max(p1, . . . , pr). Let
fi : Fnpi → T be polynomials which weakly represent the OR function. Then at least
one of the polynomials must have degree Ω((logp n)
1/r).
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The proof is an adaptation of the result of Barrington and Tardos [12], who
proved similar lower bounds for classical polynomials. We start by showing that a
low degree polynomial f with f(0) = 0 must have another point x with f(x) = 0.
Claim 3.5.4. Let f : Fnp → T be a polynomial of degree d and depth ≤ k − 1 such
that f(0) = 0. If n > (pk− 1)d then there exists x ∈ {0, 1}n \ 0n such that f(x) = 0.
We note that the bound on n is fairly tight, as f(x) = (x1 + . . . + xn)/p
k
(mod 1) violates the conclusion of the claim whenever n < pk.
Proof. Let ϕ : Up,k → Fp be given by ϕ(0) = 0, ϕ(x) = 1 for all x 6= 0. Applying
Lemma 3.2.2, there exists a classical polynomial g : Fnp → Fp of degree ≤ (pk − 1)d
such that g(x) = 0 if f(x) = 0, and g(x) = 1 if f(x) 6= 0, for all x ∈ {0, 1}n.
If f(0n) = 0 but f(x) 6= 0 for all nonzero x ∈ {0, 1}n, then g computes the OR
function over {0, 1}n. Hence, deg(g) ≥ n, which leads to a contradiction whenever
n > (pk − 1)d.
We next extend Claim 3.5.4 to a find a common root for a number of poly-
nomials.
Claim 3.5.5. Let f1, . . . fr : Fnp → T be polynomials of degree d and depth ≤ k − 1
such that fi(0) = 0 for all i ∈ [r]. If n > (pk−1)dr then there exists x ∈ {0, 1}n \0n
such that fi(x) = 0 for all i ∈ [r].
Proof. We construct an interpolating polynomial for f1, . . . , fr. Following the proof
of Claim 3.5.4, for each fi there exists a classical polynomial gi : Fnp → Fp satisfying
89
the following. For any x ∈ {0, 1}n, if fi(x) = 0 then gi(x) = 0, and if fi(x) 6= 0 then





Note that deg(g) ≤
∑
deg(gi) ≤ (pk − 1)dr. Suppose for contradiction that for
every x ∈ {0, 1}n \ 0n there is an i ∈ [r] such that fi(x) 6= 0. Then g(0) = 0 as
fi(0) = 0 for all i ∈ [r], but g(x) = 1 for all x ∈ {0, 1}n \ 0n. Then g computes
the OR function over {0, 1}n, and hence deg(g) ≥ n. This leads to a contradiction
whenever n > (pk − 1)dr.
Next, we argue that the hamming ball of radius d is an interpolating set for
polynomials of degree d over {0, 1}n. In the following, let B(n, d) = {x ∈ {0, 1}n :∑
xi ≤ d}.
Claim 3.5.6. Let f : Fnp → T be a polynomial of degree d such that f(x) = 0 for all
x ∈ B(n, d). Then f(x) = 0 for all x ∈ {0, 1}n.
Proof. Towards contradiction, let x∗ ∈ {0, 1}n be a point such that f(x∗) 6= 0, with
a minimal hamming weight. By assumption, the hamming weight of x∗ is at least




Let ej ∈ {0, 1}n be the j-th unit vector, defined as (ej)j = 1 and (ej)j′ = 0 for j′ 6= j.
Define vectors h1, . . . , hd+1 ∈ Fnp by hj = −eij . Since f is a degree d polynomial, we
have
Dh1 . . . Dhd+1f ≡ 0.
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However, as we chose x∗ with minimal hamming weight such that f(x∗) 6= 0, we
have f(x∗ −
∑
i∈I ei) = 0 for all nonempty I. Hence also f(x
∗) = 0.
Next, we prove that low degree polynomials must be zero on a large combi-
natorial box. In the following, we identify subsets S ⊂ [n] with their indicator in
{0, 1}n.
Lemma 3.5.7. Let f : Fnp → T be a polynomial of degree d and depth ≤ k− 1 such
that f(0) = 0. For ` ≥ 1, if n ≥ 2dpk`d+1 then there exist pairwise disjoint and






= 0 ∀y ∈ {0, 1}`.
Proof. Fix a1, . . . , a` to be determined later such that n ≥ a1 + . . . + a`. Let
A1, . . . , A` ⊂ [n] be disjoint subsets of variables of size |Ai| = ai. We will find
subsets Si ⊂ Ai such that f(
∑
yiSi) = 0 for all y ∈ {0, 1}`. As we may set the
variables outside A1, . . . , A` to zero, we assume from now on that n = a1 + . . .+ a`.
First, set a1 = p
kd. Consider the restriction of f to A1 by setting the re-
maining variables to zero. By Claim 3.5.4, there exists a nonempty set S1 ⊂ A1
such that f(S1) = 0.
Next, suppose that we already constructed S1 ⊂ A1, . . . , Sj ⊂ Aj for some
1 ≤ j < `, such that f(
∑
yiSi) = 0 for all y ∈ {0, 1}j. For each y ∈ {0, 1}j, define
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a polynomial fy : F
Aj+1









where x′ ∈ FAj+1p denotes the variables in Aj+1. We will find a common nonzero
root for fy(x
′).











. Applying claim 3.5.5, we have that if we choose aj+1 ≥ drpk then
there exists Sj+1 ⊂ Aj+1 such that
fy (Sj+1) = 0 ∀y ∈ B(j, d).
We claim that this implies that fy(Sj+1) = 0 for all y ∈ {0, 1}j. To see that, define








This a polynomial of degree d, and by Claim 3.5.6, if it is zero for all y ∈ B(j, d),
then it is the zero on all {0, 1}d. Hence, we have that f(
∑j+1
i=1 yiSi) = 0 for all
y ∈ {0, 1}j+1.





≤ 2jd, and hence it suffices
to take aj+1 = 2dj








We are now ready to prove Theorem 3.5.3.
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Proof of Theorem 3.5.3. Let p1, . . . , pr be distinct primes, and let p =
max(p1, . . . , pr). Let fi : Fnpi → T be polynomials of degree at most d and
depth at most k − 1 which weakly represent the OR function. We fix integers
n ≥ `0 = n0 ≥ `1 . . . ≥ `r−1 ≥ `r = 1 which will be specified later. Applying
Lemma 3.5.7 to f1 with parameter `1, we get that as long as n is large enough, we
can find disjoint nonempty subsets S1,1, . . . , S1,`1 ⊂ [n] such that f1(
∑
yiS1,i) = 0
for all y ∈ {0, 1}`1 .
Next, consider the restriction of f2 to the combinatorial cube formed by
{S1,i}. That is, define f ′2 : F`1p → T by f ′2(y) = f2(
∑
yiS1,i). Note that f
′
2 is a
polynomial of degree at most d and depth at most k − 1. Applying Lemma 3.5.7
to f ′2 with parameter `2, we get that as long as `1 is large enough, we can find
disjoint nonempty subsets S ′2,1, . . . , S
′
2,`2




2,i) = 0 for all
y ∈ {0, 1}`2 . Define S2,1, . . . , S2,`2 ⊂ [n] by S2,i = ∪j∈S′2,iS1,j. Then S2,1, . . . , S2,`2 are













= 0 ∀y ∈ {0, 1}`2 .
Continuing in this fashion, we ultimately find disjoint nonempty subsets













= 0 ∀y ∈ {0, 1}`r .
In particular, f1, . . . , fr cannot weakly represent the OR function. This argument
requires that for each 0 ≤ i ≤ r − 1, `i ≥ 2dpk`d+1i+1 , which can be satisfied if




Now, k ≤ d/(p− 1) + 1 and hence pk ≤ pd/(p−1)+1 ≤ 2dp. As we can trivially bound
2d ≤ 2d we obtain the simplified bound
n0 ≤ 24(d+1)
r·log p.
Thus, if f1, . . . , fr do weakly represent the OR function, at least one of the must
have degree d ≥ Ω((logp n)1/r).
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Chapter 4
The List Decoding Radius of RM codes
over small prime fields
4.1 Introduction
The concept of list decoding was introduced by Elias [60] and Wozencraft
[176] to decode error correcting codes beyond half the minimum distance. The
objective of list decoding is to output all the codewords within a specified radius
around the received word. After the seminal results of Goldreich and Levin [67] and
Sudan [153] which gave list decoding algorithms for the Hadamard code and the
Reed-Solomon code respectively, there has been tremendous progress in designing
list decodable codes. See the excellent surveys of Guruswami [89, 88] and Sudan
[154].
List decoding has applications in many areas of computer science includ-
ing hardness amplification in complexity theory [155, 165], derandomization [168],
construction of hard core predicates from one way functions [67, 2], construction
of extractors and pseudorandom generators [157, 149] and computational learning
[116, 101]. Despite so much progress, the largest radius up to which list decoding
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is tractable is still a fundamental open problem even for well studied codes like
Reed-Solomon (univariate polynomials) and Reed-Muller codes (multivariate poly-
nomials). The goal of this work is to analyse Reed-Muller codes over small fields
and small degree.
Reed-Muller codes (RM codes) were discovered by Muller in 1954. Fix a finite
field F = Fq. Let d ∈ N. The RM code RMF(n, d) is defined as follows. The message
space consists of degree ≤ d polynomials in n variables over F and the codewords
are evaluation of these polynomials on Fn. Let δp(d) denote the normalized distance









RM codes are one of the most well studied error correcting codes. Many
of the applications in computer science involves low degree polynomials over small
fields, namely RM codes. Given a received word g : Fn → F the objective is to
output the list of codewords (e.g. low-degree polynomials) that lie within some
distance of g. Typically we will be interested in regimes where list size is either
independent of n or polynomial in the block length Fn.
4.1.1 Previous Work
Let Pd(Fn) denote the class of degree ≤ d polynomials f : Fn → F. Let dist
denote the normalized Hamming distance. For RMF(n, d), η > 0, let
`F(n, d, η) := max
g:Fn→F
|{f ∈ Pd(Fn) : dist(f, g) ≤ η}| .
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Let LDRF(n, d) (short for list decoding radius) be the maximum η for which `F(n, d, η−
ε) is upper bounded by a constant depending only on ε, |F|, d for all ε > 0.
It is easy to see that LDRF(n, d) ≤ δF(d). The difficulty lies in proving a
matching lower bound. The first breakthrough result was in the setting of d = 1
over F2 (Hadamard Codes) where Goldreich and Levin showed that LDRF2(n, 1) =
δF2(1) = 1/2 [67]. Later, Goldreich, Rubinfield and Sudan [68] generalized the field
to obtain LDRF(n, 1) = δF(1) = 1−1/|F|. In the setting of d < |F|, Sudan, Trevisan
and Vadhan [155] showed that LDRF(n, d) ≥ 1−
√
2d/|F| improving previous work
by Arora and Sudan [5], Goldreich et al [68] and Pellikaan and Wu [133]. A crucial
result that was a bulding block in the multivariate setting was the problem of list
decoding Reed-Solomon codes which was analysed by Sudan [153] and Guruswami
and Sudan [90]. The list decoding radius obtained above essentially attains the
Johnson radius, which is a radius such that for any code over F with normalized












There have been few results that show list decodability beyond the Johnson radius
[53, 74].
In 2008, Gopalan, Klivans and Zuckerman [74] showed that LDRF2(n, d) =
δF2(d). This beats the Johnson radius already for d ≥ 2. The list decoding algorithm
in [74] is a generalization of the Goldreich-Levin algorithm [67]. However their
algorithm crucially depends on the fact that the ratio of minimum distance to unique
decoding radius is equal to 2 which is the size of the field. Therefore, it does not
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generalize to higher fields (except for some special cases). They pose the following
conjecture.
Conjecture 2 ([74]). For all constants d and all fields F, LDRF(n, d) = δF(d).
An important contribution of [74] is an algorithm for list decoding that out-
puts the list of codewords up to radius η efficiently assuming `F(n, d, η) is bounded.
It was also shown [74] that LDRF(n, d) ≥ 12δF(d − 1) and this beats the
Johnson radius already when d is large. It is believed [74, 73] that the hardest case
is the setting of small d. An important step in this direction was taken in [73] that
considered quadratic polynomials and showed that LDRF(n, 2) = δF(2) for all fields
F and thus proved the conjecture for d = 2. In the setting of F2, Kaufman, Lovett
and Porat [107] showed tight list sizes for radii beyond the minimum distance.
4.1.2 Our Results
As mentioned before, the algorithmic problem of list decoding was reduced to
the combinatorial problem in [74]. Our main theorem is a resolution of Conjecture 3
for prime fields. We note that prior to this, the conjecture was open even in the
d < |F| case.
Theorem 5. Let F = Fp be a prime field. Let ε > 0 and d, n ∈ N. Then,
`F(d, n, δF(d)− ε) ≤ cp,d,ε.
Remark 4.1.1 (Algorithmic Implications). As mentioned above, using the reduc-
tion of algorithmic list decoding to combinatorial list decoding in [74] along with
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Theorem 5, for fixed prime fields, d and ε > 0, we now have list decoding algorithms
in both the global setting (running time polynomial in |F|n) and the local setting
(running time polynomial in nd).
Next, we study list sizes for radii which are larger than the minimal radius of
the code. We give bounds which capture the correct exponent of n for all radii. This
extends the results of Kaufman, Lovett and Porat [107] who studied Reed-Muller
codes over F2, to all prime fields.
Theorem 6. Let F = Fp be a prime field. Let ε > 0 and e ≤ d, n ∈ N. Then,




Remark 4.1.2. The exponent of n in Theorem 6 is tight, as the following example











(xa+2 +Q(xa+3, . . . , xn))










δ(e)(1− 1/p). The number of such polynomials is exp(c′nd−e) for some c′ = c′p,d,e.
4.1.3 Proof overview
Previous results have mostly relied on the idea of local correction of the RM
code. The work of [73] uses (linear) Fourier analysis which does not seem to go
beyond quadratic polynomials. We use tools from higher order Fourier analysis to
resolve the conjecture. We think of F = Fp, d, ε as constants. For a received word
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g : Fn → F our goal is to upper bound |{f ∈ Pd(Fn) : dist(f, g) ≤ η}|. For simplicity
of exposition, we assume in the proof overview that d < |F|. The general case is
somewhat more technical, as it requires the introduction of nonclassical polynomials.
A weak regularity (A low complexity proxy for the received word). The
first step is an extension of the Frieze-Kannan weak regularity [62] which would
allow us to move from an arbitrary received word g to a ”low complexity” received
word. We note that a somewhat similar idea appeared also in [167].
Let X, Y be finite sets and let P (Y ) := {f : Y → R≥0 :
∑
y∈Y f(y) = 1} be
the probability simplex over Y . We view functions f : X → P (Y ) as randomized
functions from X to Y . For f, g : X → P (Y ) we define
Prx[f(x) = g(x)] := Ex〈f(x), g(x)〉.
Given ε > 0, any function g : X → P (Y ) and a collection F of functions f : X →
P (Y ), one can find a collection of c := 1/ε2 functions h1, . . . , hc ∈ F and a proxy
g1 : X → P (Y ) for g, such that g1 is determined by h1(x), . . . , hc(x) and such that
g1 is indistinguishable from g with respect to F .
Lemma 4.3.1. Let g : X → P (Y ), ε > 0, and F be a collection of functions
f : X → P (Y ). Then there exist c ≤ 1/ε2 functions h1, h2, . . . , hc ∈ F and a
function Γ : P (Y )c → P (Y ) such that for all f ∈ F ,
|Pr[g(x) = f(x)]−Pr[Γ(h1(x), h2(x), . . . , hc(x)) = f(x)]| ≤ ε.
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In our case, X = Fn, Y = F and F = Pd(Fn). When F is a family of
”deterministic” functions f : X → Y , as it is in our case, we can obtain one-sided
approximation using only deterministic functions h1, . . . , hc.
Corollary 4.3.3. Let g : X → Y , ε > 0, and F be a collection of functions
f : X → Y . Then there exist c ≤ 1/ε2 functions h1, h2, . . . , hc ∈ F such that for
every f ∈ F , there is a function Γf : Y c → Y such that
Prx[Γf (h1(x), . . . , hc(x)) = f(x)] ≥ Prx[g(x) = f(x)]− ε.
Strong regularity applied to H. The collection of polynomials H = {h1, . . . , hc} ⊂
Pd(Fn) defines a partition of the input space Fn into atoms {x ∈ Fn : h1(x) =
a1, . . . , hc(x) = ac}. We next regularize H. The objective of regularization is to
further refine the partition into smaller atoms with the goal that the polynomials
h1, . . . , hc are ”pseudo-random”. Formally, we require the polynomials to be inap-
proximable by lower degree polynomials, which is equivalent to having negligible
Gowers uniformity norm. This ensures, for example, that for uniformly random X
in Fn, the distribution (h1(X), . . . , hc(X)) is close to uniform over the atoms. This
process of regularization was introduced by [80] and is now standard in higher-order
Fourier analysis. Let H′ = {h′1, . . . , h′c′} ⊂ Pd(Fn) be the regularized H that satisfies
the above properties, where c′ = c′(p, d, c).
Structure of polynomials close to low complexity received words. Fix
now an f ∈ Pd(Fn) such that dist(f, g) ≤ δp(d) − ε. We will show that f must be
101
determined by H′. That is,
f(x) = F (h′1(x), . . . , h
′
c′(x))
for some F : Fc′ → F. This will bound the number of such functions by ppc
′
, which
is independent of n.
In order to achieve that, we regularize the family of polynomials H′∪{f}. By
choosing regularity parameters appropriately, we can assure that only f decomposes
further,




1(x), . . . , h
′′
c′′(x))
where H′′ = {h1, . . . , h′c′ , h′′1, . . . , h′′c′′} is regular. Moreover, forGf (h′1(x), . . . , h′c′(x)) =
Γf (h1(x), . . . , hc(x)), we know that
Pr[f(x) = Gf (h
′
1(x), . . . , h
′
c′(x))] ≥ 1− δp(d) + ε/2.
The regularity of H′′ allows us to reduce the question to that of the structure of
F vs Gf . We then show, by a variant of the Schwartz-Zippel lemma, that such an
approximation can only exist when F does not depend on h′′1, . . . , h
′′
c′′ . The bound
for larger radii δF(e) − ε with e < d follows along similar lines. We show that in
the decomposition above, since Pr[F = Gf ] > 1 − δF(e) + ε/2, this can only occur
when h′′1, . . . , h
′′
c′′ have degree at most d− e. As the number of such polynomials is




Let N denote the set of positive integers. For n ∈ N, let [n] := {1, 2, . . . , n}.
We use y = x± ε to denote y ∈ [x− ε, x+ ε]. Let T denote the torus R/Z. This is
an abelian group under addition. For n ∈ N, and x, y ∈ Cn, let 〈x, y〉 :=
∑n
i=1 xiyi
where a is the conjugate of a. Let ||x||2 :=
√
〈x, x〉.
Fix a prime field F = Fp. Let |.| denote the natural map from F to {0, 1, . . . , p−




). For an integer k ≥ 0, let Uk := 1pkZ/Z. Note that Uk is a subgroup
of T. Let ι : F→ U1 be the bijection ι(a) = |a|p (mod 1).
For a finite set X and n ∈ N, with f : X → Cn, we write Exf(x) to
denote 1|X|
∑
x∈X f(x). We define ||f ||2 :=
√
Ex||f(x)||22. If g : X → Cn, we have
〈f, g〉 := Ex〈f(x), g(x)〉. Let Y be a finite set. Let P (Y ) := {f : Y → R≥0 :∑
y∈Y f(y) = 1} denote the probability simplex on Y . We shall write randomized
functions by mapping them to the simplex. Thus, for f, g : X → P (Y ) we define
Prx[f(x) = g(x)] := Ex〈f(x), g(x)〉.
If f : X → Y is a deterministic function, then we embed Y into P (Y ) in the obvious
way, and consider f : X → P (Y ) with f(x)y = 1 if f(x) = y when viewed as a
function to Y , and f(x)y′ = 0 for all y
′ ∈ Y \ {y}.
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4.2.2 Polynomials
Definition 4.2.1 (Derivative). Given a function f : Fn → T and a ∈ Fn, define
the derivative of f in direction a as Daf : Fn → T as Daf(x) = f(x+ a)− f(x) for
x ∈ Fn.
Definition 4.2.2 (Nonclassical Polynomial or Polynomial). Let d ∈ N. Then f :
Fn → T is a polynomial of degree ≤ d if for all a1, . . . , ad+1, x ∈ Fn,(
Da1 . . . Dad+1f
)
(x) = 0. (4.1)
The degree of f denoted by deg(f) is the smallest such d ∈ N for which the
above holds. If the image of f lies in U1 then f is called a classical polynomial of
degree d. When d < |F|, it is known that all the polynomials of degree d satisfying
(4.1) are classical polynomials. However, when d ≥ |F|, there exist nonclassical poly-
nomials. We write Poly≤d(Fn → T) to denote the class of degree ≤ d polynomials.
Unless explicitly specified, a polynomial is a (potentially) nonclassical polynomial.
The following lemma from [160] characterizes polynomials.
Lemma 4.2.3 ([160], Lemma 1.7). Let d ∈ N.
• A function f : Fn → T is a polynomial of degree ≤ d if and only if Daf is a
polynomial of degree ≤ d− 1 for all a ∈ Fn.
• A function f : Fn → T is a classical polynomial with deg(f) ≤ d if f = ι ◦ P
where P : Fn → F is of the form










where cd1,...,dn ∈ F are unique.
• A function f : Fn → T is a polynomial with deg(f) ≤ d if f is of the form










where cd1,...,dn,k ∈ {0, . . . , p− 1} and α ∈ T are unique. α is called the shift of
f and the largest k such that some cd1,...,dn,k 6= 0 is the depth of f , denoted by
depth(f). Note that classical polynomials have 0 shift and 0 depth.
• If f : Fn → T is a polynomial with depth(f) = k, then its image lies in a coset
of Uk+1.
• If f : Fn → T is a polynomial such that deg(f) = d and depth(f) = k, then
deg(pf) = max(d−p+ 1, 0) and depth(pf) = k−1. Also, if c ∈ {1, . . . , p−1}
then the degree and depth of cf remain unchanged.
Throughout the article, we assume without loss of generality that nonclassical
polynomials have zero shift.
4.2.3 Rank and Polynomial Factors
Definition 4.2.4 (Rank). Let d ∈ N and f : Fn → T. Then rankd(f) is defined
as the smallest integer r such that there exist polynomials h1, . . . , hr : Fn → T of
degree ≤ d− 1 and a function Γ : Tr → T such that f(x) = Γ(h1(x), . . . , hr(x)). If
d = 1, then the rank is 0 if f is a constant function and is ∞ otherwise. If f is a
polynomial, then rank(f) = rankd(f) where d = deg(f).
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Definition 4.2.5 (Factor). Let X be a finite set. Then a factor B is a partition of
the set X. The subsets in the partition are called atoms.
For sets X and Y , and a factor B of X, a function f : X → P (Y ) is said to
be measurable with respect to B if it is constant on the atoms of B. The average of
f over B is E[f |B] : X → P (Y ) defined as
E[f |B](x) = Ey∈B(x)[f(y)]
where B(x) is the atom containing x. Clearly, E[f |B] is measurable with respect to
B.
A collection of functions h1, . . . , hc : X → Y defines a factor B whose atoms
are {x ∈ X : h1(x) = y1, . . . , hc(x) = yc} for every (y1, . . . , yc) ∈ Y c. We use B
to also denote the map x 7→ (h1(x), . . . , hc(x)). A function f is measurable with
respect to a collection of functions if it is measurable with respect to the factor the
collection defines.
Definition 4.2.6 (Polynomial Factor). A polynomial factor B is a factor defined
by a collection of polynomials H = {h1, . . . , hc : Fn → T} and the factor is written
as BH. The degree of the factor is the maximum degree of h ∈ H.
Let |B| be the number of polynomials defining the factor. If depth(hi) = ki
above, then we define ||B|| :=
∏c
i=1 p
ki+1 to be the number of (possibly empty)
atoms.
Definition 4.2.7 (Rank and Regularity of Polynomial Factor). Let B be a poly-
nomial factor defined by h1, . . . , hc : Fn → T such that depth(hi) = ki for i ∈ [c].
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Then, the rank of B is the least integer r such that there exists (a1, . . . , ac) ∈ Zc,(
a1 mod p
k1+1, . . . , ac mod p
kc+1
)
6= (0, . . . , 0) for which the linear combination
h(x) :=
∑c
i=1 aihi(x) has rankd(h) ≤ r where d = maxi deg(aihi). For a non de-
creasing function r : N→ N, a factor B is r-regular if its rank is at least r(|B|).
Definition 4.2.8 (Semantic and Syntactic refinement). Let B and B′ be polynomial
factors on Fn. A factor B′ is a syntactic refinement of B, denoted by B′ syn B if
the set of polynomials defining B is a subset of the set of polynomials defining B′. It
is a semantic refinement, denoted by B′ sem B if for every x, y ∈ Fn, B′(x) = B′(y)
implies B(x) = B(y).
We will use the following regularity lemma proved in [26].
Lemma 4.2.9 (Polynomial Regularity Lemma [26]). Let r : N → N be a non-
decreasing function and d ∈ N. Then there is a function C(6.4.6)r,d : N → N such that
the following is true. Let B be a factor defined by polynomials P1, . . . , Pc : Fn → T
of degree at most d. Then, there is an r-regular factor B′ defined by polynomials
Q1, . . . , Qc′ : Fn → T of degree at most d such that B′ sem B and c′ ≤ C(6.4.6)r,d (c).
Moreover if B sem B̂ for some polynomial factor B̂ that has rank at least
r(c′) + c′ + 1, then B′ syn B̂.
The next lemma shows that a regular factor has atoms of roughly equal size.
Lemma 4.2.10 (Size of atoms [26]). Given ε > 0, let B be a polynomial factor of
rank at least r
(6.4.9)
d (ε) defined by polynomials P1, . . . , Pc : Fn → T of degree at most
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d such that depth(Pi) = ki for i ∈ [c]. For every b ∈ ⊗ci=1Uki+1,




Finally, we shall need the following lemma which shows that a function of
high rank polynomials has the degree one expects.
Lemma 4.2.11 (Preserving degree [26]). Let d > 0 be an integer and let P1, . . . , Pc :
Fn → T be polynomials of degree at most d that form a factor of rank ≥ r(6.4.16)d (c).
Let Γ : Tc → T be an arbitrary function. Let F : Fn → T be defined by F (x) =
Γ(P1(x), . . . , Pc(x)), and assume that deg(F ) = d
′. Then, for every collection
of polynomials Q1, . . . , Qc : Fn → T with deg(Qi) ≤ deg(Pi) and depth(Qi) ≤
depth(Pi), if G : Fn → T is defined by G(x) = Γ(Q1(x), . . . , Qc(x)), then deg(G) ≤
d′.
4.3 Weak Regularity
LetX and Y be finite sets. Recall that P (Y ) := {f : Y → R≥0 :
∑
y∈Y f(y) =
1} is the probability simplex on Y . As mentioned before, we shall write randomized
functions by mapping them to the simplex. Thus for f, g : X → P (Y ) we have
Prx[f(x) = g(x)] := Ex〈f(x), g(x)〉.
Lemma 4.3.1. Let g : X → P (Y ), ε > 0, and F be a collection of functions
f : X → P (Y ). Then there exist c ≤ 1/ε2 functions h1, h2, . . . , hc ∈ F and a
function Γ : P (Y )c → P (Y ) such that for all f ∈ F ,
|Pr[g(x) = f(x)]−Pr[Γ(h1(x), h2(x), . . . , hc(x)) = f(x)]| ≤ ε.
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Proof. We construct H = {h1, . . . , hc} ⊆ F such that, if BH is the factor of X
induced by H, then for all f ∈ F
|Pr[E[g|BH] = f(x)]−Pr[g(x) = f(x)]| ≤ ε.
We then set Γ : P (Y )c → P (Y ) so that Γ(h1(x), . . . , hc(x)) = E[g|BH]. In the
following we shorthand gH = E[g|BH]. We consider the following variant of the
Frieze-Kannan weak regularity algorithm [62].
• Initialize H = ∅
• While there exists f ∈ F such that |Pr[gH(x) = f(x)]−Pr[g(x) = f(x)]| > ε
– Update H = H ∪ {f}
The lemma follows from the following claim, which shows that we update H at most
1/ε2 times. Let ‖gH‖22 := Ex‖gH(x)‖22.
Claim 4.3.2. Consider any stage in the algorithm, with H being the set of functions
at that stage, and f ∈ F being the new function added to H. Then
• 0 ≤ ‖gH‖2 ≤ 1;
• ‖gH∪{f}‖2 ≥ ‖gH‖2 + ε2.
Proof. The first part of the claim is trivial as gH maps to P (Y ). For the second
part, observe that 〈gH∪{f} − gH, gH〉 = 0 and thus
‖gH∪{f}‖22 = ‖gH‖22 + ‖gH∪{f} − gH‖22
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We will show that ‖gH∪{f} − gH‖22 ≥ ε2. We have
ε < |Pr[gH(x) = f(x)]−Pr[g(x) = f(x)]|
= |Ex〈f(x), gH(x)〉 − Ex〈f(x), g(x)〉|
=




∣∣〈f(x), gH(x)− gH∪{f}(x)〉∣∣ .
Now, as f : X → P (Y ), for every x ∈ X, ‖f(x)‖2 ≤ 1. Thus, by the
Cauchy-Schwartz inequality, for every x ∈ X, we have
|〈f(x), gH(x)− gH∪{f}(x)〉| ≤ ‖f(x)‖2‖gH∪{f}(x)− gH(x)‖2 ≤ ‖gH∪{f}(x)− gH(x)‖2
Thus, by another application of the Cauchy-Schwartz inequality, we have
ε2 ≤ Ex
∣∣〈f(x), gH(x)− gH∪{f}(x)〉∣∣2 ≤ ‖gH∪{f} − gH‖22.
This finishes the proof of the lemma.
The following corollary for deterministic functions f : X → Y allows to
obtain one-sided deterministic estimates. This simplifies some of the arguments
later on.
Corollary 4.3.3. Let g : X → Y , ε > 0, and F be a collection of functions
f : X → Y . Then there exist c ≤ 1/ε2 functions h1, h2, . . . , hc ∈ F such that for
every f ∈ F , there is a function Γf : Y c → Y such that
Prx[Γf (h1(x), . . . , hc(x)) = f(x)] ≥ Prx[g(x) = f(x)]− ε.
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Proof. Applying Lemma 4.3.1 to F we may assume the existence of h1, . . . , hc : X →
Y and Γ : Y C → P (Y ) such that for any f ∈ F ,
|Pr[f(x) = Γ(h1(x), . . . , hc(x))]−Pr[f(x) = g(x)]| ≤ ε.
Let Ay1,...,yc = {x ∈ X : h1(x) = y1, . . . , hc(x) = yc} be an atom defined by
h1, . . . , hc. Given f ∈ F , define Γf : Y c → Y by letting Γf (y1, . . . , yc) to be the
most common value that f attains on Ay1,...,yc . Then




Pr[x ∈ Ay1,...,yc ] ·max
y∗∈Y




Pr[x ∈ Ay1,...,yc ] ·Pr[f(x) = Γ(y1, . . . , yc)|x ∈ Ay1,...,yc ]
= Pr[f(x) = Γ(h1(x), . . . , hc(x))] ≥ Pr[f(x) = g(x)]− ε.
4.4 Proof of Theorem 5
Fix a prime field F = Fp. For d ∈ N, we shorthand δ(d) = δF(d). We restate
Theorem 5.
Theorem 5. Let ε > 0 and d, n ∈ N. Then,
`F(d, n, δ(d)− ε) ≤ cp,d,ε.
We prove Theorem 5 in the remainder of this section. Let g : Fn → U1
be a received word where we identify F with U1. Apply Corollary 4.3.3 with X =
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Fn, Y = U1, F = Poly≤d(Fn → U1) and approximation parameter ε/2 to obtain
H = {h1, . . . , hc} ⊆ F , c ≤ 4/ε2 such that, for every f ∈ F , there is a function
Γf : Uc1 → U1 satisfying
Pr[Γf (h1(x), h2(x), . . . , hc(x)) = f(x)] ≥ Pr[g(x) = f(x)]− ε/2.
Let r1, r2 : N→ N be two non decreasing functions to be specified later, and
let C
(6.4.6)
r,d be as given in Lemma 6.4.6. We will require that for all m ≥ 1,
r1(m) ≥ r2(C(6.4.6)r2,d (m+ 1)) + C
(6.4.6)
r2,d
(m+ 1) + 1. (4.2)
As a first step, we r1-regularize H by Lemma 6.4.6. This gives an r1-regular
factor B′ of degree at most d, defined by polynomials h′1, . . . , h
′
c′ : Fn → T, such that
B′ sem B, c′ ≤ C(6.4.6)r1,d (c) and rank(B
′) ≥ r1(c′). We denote H′ = {h′1, . . . , h′c′}.
Note that H′ can have nonclassical polynomials as a result of the regularization.
Let depth(h′i) = ki for i ∈ [c′]. Let Gf : ⊗c
′
i=1Uki+1 → U1 be defined such that
Γf (h1(x), . . . , hc(x)) = Gf (h
′








2(x), . . . , h
′
c′(x)) = f(x)] ≥ Pr[g(x) = f(x)]− ε/2. (4.3)
Next, given any classical polynomial f : Fn → T of degree at most d, we will show
that if Pr[f(x) 6= g(x)] ≤ δ(d)− ε, then f is measurable with respect to H′ and this











this is independent on n.
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Fix such a classical polynomial f . Appealing again to Lemma 6.4.6, we r2-
regularize Bf := B
′ ∪ {f}. We get an r2-regular factor B′′ syn B′ defined by
the collection H′′ = {h′1, . . . , h′c′ , h′′1, . . . , h′′c′′} ⊆ Poly≤d(Fn → T). Note that it is a
syntactic refinement of B′ as by our choice of r1,
rank(B′) ≥ r1(c′) ≥ r2(C(6.4.6)r2,d (c
′ + 1)) + C
(6.4.6)
r2,d
(c′ + 1) + 1 ≥ r2(|B′′|) + |B′′|+ 1.








 , r(6.4.16)d (m)
 . (4.4)




j=1Ulj+1. Since f is
measurable with respect to B′′, there exists F : S → U1 such that




1(x), . . . , h
′′
c′′(x)).
We next show that we can have each polynomial in the factor have a disjoint set of
inputs, and still obtain more or less the same approximation factor.
Claim 4.4.1. Let xi, yj, i ∈ [c′], j ∈ [c′′] be pairwise disjoint sets of n ∈ N variables
each. Let n′ = n(c′ + c′′). Let f̃ : Fn′ → U1 and g̃ : Fn
′ → U1 be defined as
f̃(x) = F (h′1(x
1), . . . , h′c′(x
c′), h′′1(y
1), . . . , h′′c′′(y
c′′))
and
g̃(x) = Gf (h
′
1(x
1), . . . , hc′(x
c′)).
Then deg(f̃) ≤ d and∣∣∣Prx∈Fn′ [f̃(x) = g̃(x)]−Prx∈Fn [f(x) = Gf (h′1(x), h′2(x), . . . , h′c(x))]∣∣∣ ≤ ε/4.
113
Proof. The bound deg(f̃) ≤ deg(f) ≤ d follows from Lemma 6.4.16 since r2(|H′′|) ≥
r
(6.4.16)
d (|H′′|). To establish the bound on Pr[f̃ = g̃], for each s ∈ S let
p1(s) = Prx∈Fn [(h
′




1(x), . . . , h
′′
c′′(x)) = s].
Applying Lemma 6.4.9 and since our choice of r2 satisfies rank(H
′′) ≥ r(6.4.9)d (ε/4|S|),






p2(s) = Prx1,...,xc′ ,y1,...,yc′′∈Fn [(h
′
1(x
1), . . . , h′c′(x
c′), h′′1(y
1), . . . , h′′c′′(y
c′′)) = s].
Note that the rank of the collection of polynomials {h′1(x1), . . . , h′c′(xc
′
), h′′1(y
1), . . . , h′′c′′(y
c′′)}





For s ∈ S, let s′ ∈ ⊗c′i=1Uki+1 be the restriction of s to first c′ coordinates, that is,
s′ = (s1, . . . , sc′). Thus







p1(s)1F (s)=Gf (s′) ± ε/4








So, we obtain that
Prx∈Fn′ [f̃(x) = g̃(x)] ≥ Prx∈Fn [f(x) = Gf (h′1(x), . . . , h′c′(x))]−ε/4 ≥ 1−δ(d)+ε/4.
Next, we need the following variant of the Schwartz-Zippel lemma [146, 183].
Claim 4.4.2. Let d, n1, n2 ∈ N. Let f1 : Fn1+n2 → F and f2 : Fn1 → F be such that
deg(f1) ≤ d and
Pr[f1(x1, . . . , xn1+n2) = f2(x1, . . . , xn1)] > 1− δ(d)
Then, f1 does not depend on xn1+1, . . . , xn1+n2.
Proof. We will show that f1 does not depend on z = xn1+n2 say. The proof for any










k where ck ∈ F[x1, . . . , xn1+n2−1] and d′ ≤ min{d, p− 1}. Then
(f1 − f2)(x) = c0 − f2(x) +
∑d′
k=1 ckz
k. We will show that d′ ≥ 1 will lead to a
contradiction. Let deg(cd′) = d
′′. Note that d′′ + d′ ≤ d. Then,
Pr[(f1 − f2)(x) = 0] ≤ Pr[cd′ = 0] + (1−Pr[cd′ = 0])(1− δ(d′)) ≤ 1− δ(d′′)δ(d′).
We will show that for any d ≥ 1 and any 1 ≤ c ≤ p− 1, we have δ(c)δ(d− c) ≥ δ(d)
and this will show that Pr[(f1− f2)(x) = 0] ≤ 1− δ(d′+ d′′) ≤ 1− δ(d) which leads
to a contradiction. Thus, f1 will not depend on z. We will now show that
δ(c)δ(d− c) ≥ δ(d) (4.5)
Let d = a · (p− 1) + b.
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⇔ b ≥ c
























which is true by hypothesis.
Now apply Claim 5.4.3 to f1 = f̃ , f2 = g̃, n1 = nc
′, n2 = nc
′′. We obtain that
f̃ does not depend on y1, . . . , yc
′′
. Hence,
f̃(x1, . . . , xc
′
, y1, . . . , yc
′′
) = F (h′1(x
1), . . . , h′c′(x
c′), C1, . . . , Cc′′)
where Cj = h
′′
j (0) ∈ Ulj+1 for j ∈ [c′′]. If we substitute x1 = . . . = xc
′
= x we get
that




1(x), . . . , h
′′
c′′(x)) = F (h
′
1(x), . . . , h
′
c′(x), C1, . . . , Cc′′),
which shows that f is measurable with respect to H′, as claimed.
4.5 Proof of Theorem 6
Theorem 6. Let F = Fp be a prime field. Let ε > 0 and e ≤ d, n ∈ N. Then,





The proof follows along the same lines as that of Theorem 5. It will rely on
the following lemma which generalizes Claim 5.4.3.
Lemma 4.5.1. Fix d ≥ e ≥ 1, ε > 0. There exists r(4.5.1)d,ε ∈ N such that the following
holds. Let f1 : Fn1+n2 → U1 be a classical polynomial of degree at most d. Assume
that
• There exist f2 : Fn1 → U1 be such that Pr[f1(x, y) = f2(x)] ≥ 1− δ(e) + ε.
• There exists a polynomial h : Fn2 → Uk+1 of degree at most d such that the
factor it defines has rank at least r
(4.5.1)
d,ε , and a function Γ : Fn1 ×Uk+1 → U1,
such that
f1(x, y) = Γ(x, h(y)).
• The dependence on the depth of h is nontrivial: f1(x, y) cannot be written as
Γ′(x, p · h(y)) for any Γ′ : Fn1 × Uk → U1.
Then deg(h) ≤ d− e.
We first prove Theorem 6 assuming Lemma 4.5.1.
Proof of Theorem 6 assuming Lemma 4.5.1. The initial part of the proof is as in
Theorem 5. Assume that n > r
(4.5.1)
d,ε/4 otherwise the theorem is trivially true. Let
f, g : Fn → U1 with deg(f) ≤ d and dist(f, g) ≤ δ(e) − ε. For non decreasing
functions r1, r2 : N→ N, chosen as in the proof of Theorem 5, we have an r1-regular
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H′ = {h′1, . . . , h′c′} and an r2-regular H′′ = H′ ∪ {h′′1, . . . , h′′c′′} where each h′i, h′′i is a
nonclassical polynomial of degree ≤ d, such that the following holds.
Let depth(h′i) = ki for i ∈ [c′] and depth(h′′j ) = lj for j ∈ [c′′]. Since f is
measurable with respect to H′′, there exists F : ⊗c′i=1Uki+1 × ⊗c
′′
j=1Ulj+1 → U1 such
that




1(x), . . . , h
′′
c′′(x)).
We may assume that for all i ∈ [c′′], the depth of h′′i is minimal, in the sense that
we cannot replace h′′i with p ·h′′i and change F accordingly to still compute f (if this
is not the case, then replace h′′i with p · h′′i whenever possible; this only reduces the
degree of h′′i and the new factor has rank at least that of the original factor). Also,
there exists a function Gf : ⊗c
′
i=1Uki+1 → U1 such that
Pr[Gf (h
′
1(x), . . . , h
′
c′(x)) = f(x)] ≥ 1− δ(e) + ε/2.
We will show that this implies that deg(h′′i ) ≤ d − e for all i ∈ [c′′]. Let B′′ be the
factor defined by H′′. As the number of polynomials of degree d− e is exponential
in nd−e, the number of functions f is controlled by the product of the number of







lj+1) = c1(p, d, ε), and
the number of choices for h′′1, . . . , h
′′
c′′ , which is exp(c2c
′′nd−e). This amounts to at
most exp(cnd−e) for some c = c(p, d, ε), as claimed.
To prove the bound on the degrees of h′′1, . . . , h
′′
c′′ , define, as in the proof of
Theorem 5, xi, yj for i ∈ [c′], j ∈ [c′′] to be pairwise disjoint sets of n ∈ N variables.
Let n′ = n(c′ + c′′). Define f̃ : Fn′ → U1 and g̃ : Fn
′ → U1 as
f̃(x1, . . . , xc
′
, y1, . . . , yc
′′
) = F (h′1(x
1), . . . , h′c′(x
c′), h′′1(y




g̃(x1, . . . , xc
′
) = Gf (h
′
1(x
1), . . . , hc′(x
c′)).
Then, by Claim 5.4.2, deg(f̃) ≤ d and Pr[f̃ = g̃] ≥ 1− δ(e) + ε/4.
We next apply Lemma 4.5.1 to show that deg(h′′j ) ≤ d− e for all j ∈ [c′′]. To
see that for say, j = c′′, let k = depth(h′′c′′), n1 = n(c
′+c′′−1), n2 = n, h(y) = h′′c′′(y)
and Γ : Fn1 × Uk+1 → U1 given by
Γ((x1, . . . , xc
′
, y1, . . . , yc
′′−1), α) = F (h′1(x
1), . . . , h′c′(x
c′), h′′1(y
1), . . . , h′′c′′−1(y
c′′−1), α).
so that
f̃(x1, . . . , xc
′
, y1, . . . , yc
′′
) = Γ((x1, . . . , xc
′
, y1, . . . , yc
′′−1), h′′c′′(y
c′′)).
If we make sure that r2(m) ≥ r(4.5.1)d,ε/4 for all m ≥ 1, then we establish all the
requirements for Lemma 4.5.1. Hence we deduce that deg(h′′c′′) ≤ d− e as claimed.
4.5.1 Proof of Lemma 4.5.1
We prove Lemma 4.5.1 in this section. Fix d ≥ e ≥ 1 and ε > 0. Let
r = r
(4.5.1)
d,ε be large enough to be chosen later. We first show that we can replace
h with a simple polynomial of the same degree and depth, which would allow us to
simplify the analysis.
Let depth(h) = k and let A = deg(h) − (p − 1)k. Define h̃ : FrA → Uk+1 as









Note that h̃ and h are both polynomials of the same degree and depth. Define
f̃1 : Fn1+rA → U1 as
f̃1(x, z) = Γ(x, h̃(z)).
We will show that we may analyze f̃1 instead of f1 to obtain the upper bound
on deg(h). To simplify the presentation, denote Zi :=
∏A
j=1 zi,j for i ∈ [r]. First, we
argue that if r is chosen large enough then both h, h̃ are nearly uniform over Uk+1.
Claim 4.5.2. If r is chosen large enough then for all α ∈ Uk+1,
Pry∈Fn2 [h(y) = α] = p
−(k+1)(1± ε/2)
and
Prz∈FrA [h̃(z) = α] = p
−(k+1)(1± ε/2).






The proof for h̃ follows by a simple Fourier calculation. Let ω = exp(2πi/pk+1).
We have Pr[Zi = 0],Pr[Zi = 1] ≥ p−A ≥ p−d. One can verify that this implies
that for any nonzero c ∈ Zpk+1 , E[ωcZi ] ≤ 1 − η for η = p−O(d). As Z1, . . . , Zr are




≤ (1− η)r. Hence if we choose r large enough
so that (1− η)r < (ε/2)p−(k+1) then, for any a ∈ Zpk+1 ,












This implies that f2(x) is also well approximates f̃1(x, z).
Corollary 4.5.3. Pr[f̃1(x, z) = f2(x)] ≥ Pr[f1(x, y) = f2(x)]−ε/2 ≥ 1−δ(e)+ε/2
where x ∈ Fn1 , y ∈ Fn2 , z ∈ FrA are chosen uniformly and independently.
Proof. Claim 4.5.2 implies that the statistical distance between h(y) and h̃(z) is
at most ε/2. Hence for every fixed x, |Pr[Γ(x, h(y)) = f2(x)] − Pr[Γ(x, h̃(z)) =
f2(x)]| ≤ ε/2.
We next argue that by choosing r large enough, we can guarantee that f̃1
has degree at most d.
Claim 4.5.4. If r is chosen large enough then deg(f̃1) ≤ deg(f1) ≤ d.
Proof. By Claim 4.5.2, if r is chosen large enough then h(y), h̃(z) attain all possible
values in Uk+1. For every α ∈ Uk+1, let fα(x) := Γ(x, α). Note that as there exists
some yα ∈ h−1(α) then fα(x) = f1(x, yα) is a (classical) polynomial in x of degree
at most d.
We have f1(x, y) = Γ(x, h(y)) = Γ
′((fα(x) : α ∈ Uk+1), h(y)) for some Γ′ :
Fpk+1×Uk+1 → F. Let H = {fα(x) : α ∈ Uk+1} and for r1 : N→ N a growth function
to be specified later, let H′ = {g1(x), . . . , gc(x)} be the result of r1-regularizing H
by Lemma 6.4.6. Then
f1(x, y) = Γ
′′(g1(x), . . . , gc(x), h(y))
for some Γ′′ : Fc × Uk+1 → F. Hence also
f̃1(x, z) = Γ(x, h̃(z)) = Γ
′′(g1(x), . . . , gc(x), h̃(z)).
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We next apply Lemma 6.4.16 to bound the degree of f̃1. This requires to assume





(pk+1) + 1). We obtain that
deg(f̃1) = deg(Γ
′′(g1(x), . . . , gc(x), h̃(z))) ≤ deg(Γ′′(g1(x), . . . , gc(x), h(y))) = deg(f1) = d.
We next analyze the specific properties of h̃. Recall that we set Zi :=
∏A
j=1 zi,j




. Since h̃ depends only on W =
∑
Zi mod p
k+1, let the digits of
W mod pk+1 in base p, be represented by classical polynomials W0(z), . . . ,Wk(z) :
FrA → F. Then, we can express f̃1(x, z) as
f̃1(x, z) = Γ(x, h̃(z)) = Γ
′(x,W0(z),W1(z), . . . ,Wk(z)) (4.7)
for some Γ′ : Fn1 ×Fk+1 → U1. Recall that we assumed that Γ depends nontrivially
on the depth of its second argument. This implies that Γ′ depends nontrivially on
its last input (i.e. Wk(z)). As f̃1 is a classical polynomial, and each Wi take values









where fd0,...,dk ∈ F[x] is a classical polynomial. We next argue that deg(fd0,...,dk)
cannot be too large.
Lemma 4.5.5. deg(fd0,...,dk) ≤ d− A
∑k
i=0 p
idi for all 0 ≤ d0, . . . , dk ≤ p− 1.
We will require a few simple claims first. The `-th symmetric polynomial in








For 0 ≤ i ≤ k, define W ′i : FrA → F by W ′i (z) := Spi(Z). The following claim
follows immediately from Lucas theorem [123].
Claim 4.5.6. Let z ∈ {0, 1}rA. Then, Wi(z) = W ′i (z) for i = 0, . . . , k.
Proof. If z ∈ {0, 1}rA then Z ∈ {0, 1}r. Lucas theorem implies that the i-th least





mod p = Spi(Z).
For every polynomial P ∈ F[z], define ML(P ) to be the multilinearization
of P . That is, it is obtained by replacing each zai,j by zi,j for all a ≥ 1 and all
i ∈ [r], j ∈ [A]. Note that ML(P )(z) = P (z) for all z ∈ {0, 1}rA.
Claim 4.5.7. Let P,Q : FrA → F be two polynomials such that P (z) = Q(z) for all
z ∈ {0, 1}rA. Then ML(P ) ≡ ML(Q).
Proof. Let n = rA. It is easy to see that a multilinear polynomial f : Fn → F
satisfies f(z) = 0 for all z ∈ {0, 1}n if and only if f ≡ 0. Therefore, for every
polynomial P : Fn → F, ML(P ) is the unique multilinear polynomial that agrees
with P on {0, 1}n. Let R : Fn → F be defined as R := P − Q. Then by linearity,
ML(R) :≡ ML(P ) −ML(Q). As ML(R) = 0 for all z ∈ {0, 1}n, ML(R) ≡ 0 which
implies ML(P ) ≡ ML(Q).














By Claim 4.5.6 and Claim 4.5.7, we can define a common multilinearization of W (D)
and W ′(D) by















j=1 zi,j be a monomial. The coefficient of m
′ in W ′(D)





di , which is equal to the number
of partitions of a set of size D to d0 sets of size 1, d1 sets of size p, d2 sets of size p
2,
up to dk sets of size p












which by Lucas theorem is equal modulo p to
∏k
i=0(di!) 6= 0 mod p.
Owing to the above, we have deg(M (D)) ≤ deg(W ′(D)) = AD. Also, since






Then, we have deg(f̄1) ≤ deg(f̃1) ≤ d.
Now, suppose that the lemma is false. Let D =
∑
pidi be maximal such that
deg(fd0,...,dk) > d − AD. Note that D corresponds to a unique tuple (d0, . . . , dk).







j=1 zi,j. Hence, the monomial m(x)m
′(z), whose degree
is larger than d, has a nonzero coefficient in fd0,...,dk(x)M
(D)(z) as noted above. We
will show it has a zero coefficient in any other fd′0,...,d′k(x)M
(D′)(z) with (d′0, . . . , d
′
k) 6=




id′i which will contradict the fact that deg(f̄1) ≤ d.
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So, let (d′0, . . . , d
′
k) 6= (d0, . . . , dk) and let D′ =
∑
pid′i. Note that necessarily




≤ d−AD′ < d−AD and
hence m(x) cannot appear in fd′0,...,d′k(x). If D





= AD′ < AD
and hence m′(z) cannot appear in M (D
′)(z).
Let w = (w0, . . . , wk) ∈ Fk+1 be new variables, and define f ′1 : Fn1+k+1 → F
by
f ′1(x,w) = Γ







We next argue that f ′1 is also well approximated by f2.
Claim 4.5.8. Pr[f ′1(x,w) = f2(x)] ≥ Pr[f̃1(x, z) = f2(x)] − ε/4 ≥ 1 − δ(e) + ε/4,
where x ∈ Fn1 , z ∈ FrA, w ∈ Fk+1 are uniformly and independently distributed.
Proof. By Claim 4.5.2, the distribution of h̃ is ε/4-close close in statistical distance
to the uniform distribution over Uk+1, hence the distribution of (W0(z), . . . ,Wk(z))
is ε/4-close in statistical distance to the uniform distribution over Fk+1.
To conclude the proof of Lemma 4.5.1, expand f ′1 − f2 as
f ′1(x,w)− f2(x) =
d′∑
i=0
ci(x,w0, . . . , wk−1)w
i
k
where ci ∈ F[x,w0, . . . , wk−1], d′ ≤ min(d, p − 1) and cd′ 6= 0. We have that d′ ≥ 1
since Γ′ depends on Wk(z). Also, by Lemma 4.5.5, for i ≥ 1 we have deg(ci) ≤
d−Apki. To see this, suppose not. Consider the expansion in (4.9). Then, for some
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d0, . . . dk−1, deg(fd0,...dk−1,i) +
∑k−1









which is a contradiction to Lemma 4.5.5. Hence
Pr[f ′1(x,w) = f2(x)] ≤ Pr[cd′ = 0] + (1−Pr[cd′ = 0])(1− δ(d′))
≤ 1− δ(d− Apkd′)δ(d′) ≤ 1− δ(d− d′(Apk − 1)),
where the last inequality was established in Claim 5.4.3. So, as we established that
δ(d − d′(Apk − 1)) < δ(e) and d′ ≥ 1 we must have Apk − 1 < d − e, and hence
Apk ≤ d − e. Now, recall that deg(h) = deg(h̃) = A + (p − 1)k and it is a simple
exercise to verify that A + (p − 1)k ≤ Apk for all A ≥ 1, k ≥ 0. We thus showed
that deg(h) ≤ d− e, as claimed.
4.6 Open Problems
Theorem 5 and Theorem 6 establish that over any fixed prime field Fp and
any fixed e ≤ d and ε > 0, the number of degree d polynomials in a any ball of
radius δ(e) − ε is at most exp(cnd−e) for some c = c(p, d, ε), which in particular
resolves the conjecture raised in [74] when e = d.
However, the bounds on c which we obtain are of Ackermann-type, which
seem far from optimal. This leaves open the question of obtaining better bounds.
In Chapter 6, we extend this to large prime fields and in Chapter 5 to fixed nonprime
fields. However, the bounds are still weak in their dependence on the degree d. This
may require a different approach, as currently higher-order Fourier analysis does not
seem to provide better bounds.
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Chapter 5
Higher order Fourier analysis over small
nonprime fields with applications to list
decoding and testing
5.1 Introduction
Fourier analysis over finite groups has played a central role in the develop-
ment of theoretical computer science. Examples of its applications are everywhere:
analysis of random walks on graphs [49], fast integer multiplication algorithms [145],
learning algorithms [114], the Kahn-Kalai-Linial theorem [103], derandomization
[128], tight inapproximability results using probabilistically checkable proofs [93],
social choice theory [126], and coding theory [129]. See the surveys of De Wolf [50]
and Štefankovič [152].
Higher-order Fourier analysis is a recent generalization of some aspects of
Fourier analysis. Consider functions over the integers Z. While classical Fourier
analysis over Z studies correlations of functions with linear phases eiθn, higher-order




. The modern1 work on higher-order Fourier analysis over Z began with
the spectacular proof by Gowers of Szemerédi’s theorem [77, 78], where the Gowers
norm was introduced, and with the ergodic theory work of Host and Kra [96].
Subsequently, Green, Tao and Ziegler through several works [82, 83, 84, 85] largely
completed the research program of understanding the relationships between different
aspects of the theory over Z. This work was applied to solve several longstanding
open problems in additive number theory, including the celebrated result showing
the existence of arbitarily long arithmetic progressions in the primes [83]. The book
[161] by Tao on the subject surveys the current state of knowledge.
In an influential article [81], Green popularized the idea that it is useful to
rephrase the problems arising in additive number theory into problems on vector
spaces over fixed finite fields. The motivation was that many of the techniques
in higher-order Fourier analysis over Z simplify over finite fields, because of the
presence of subspaces and of algebraic notions such as orthogonality and linear
independence. However, it was soon realized that these questions over finite fields
are also intrinsically interesting because of their connections to theoretical computer
science. In particular, the Gowers norm for functions on Fn for a finite prime field
F is directly related to low-degree testing, a problem intensely studied by computer
scientists since the early 90’s.
Thanks to the sequence of works [80, 108, 163, 22, 164], the apparatus of
higher-order Fourier analysis over Fn for any fixed prime order field F is also now
1In retrospect, Weyl’s results on equidistribution of polynomial phases [173] laid the foundations
of this theory.
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largely complete. The theory has subsequently found several interesting applications
in computer science that we detail below and has become part of the mainstream
theorist toolkit. However, in all of these applications, the finite field in considera-
tion was restricted to be a field of prime order, while the problems themselves are
interesting over general finite fields. In this work, we show how the techniques of
higher-order Fourier analysis continue to apply even when the underlying field is a
non-trivial extension of a prime order field.
5.1.1 Applications
In this section, we describe three different problems involving a finite field K,
which previously had been solved only when |K| was prime but which we can now
solve for arbitrary finite K.
Throughout, let F be a fixed prime order field, and let K be a finite field that
extends F. Let q = |K|, p = |F| and q = pr for r > 0.
List-decoding Reed-Muller codes
The notion of list decoding was introduced by Elias [60] and Wozencraft [176]
to decode error correcting codes beyond half the minimum distance. The goal of a
list decoding algorithm is to produce all the codewords within a specified distance
from the received word. At the same time one has to find the right radius for which
the number of such codewords is small, otherwise there is no hope for the algorithm
to be efficient. After the seminal results of Goldreich and Levin [67] and Sudan [153]
which gave list decoding algorithms for the Hadamard code and the Reed-Solomon
code respectively, there has been tremendous progress in designing list decodable
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codes. See the survey by Guruswami [89, 88] and Sudan [154].
List decoding has applications in many areas of computer science includ-
ing hardness amplification in complexity theory [155, 165], derandomization [168],
construction of hard core predicates from one way functions [67, 2], construction
of extractors and pseudorandom generators [157, 149] and computational learning
[116, 101]. However, the largest radius up to which list decoding is tractable is still
a fundamental open problem even for well studied codes like Reed-Solomon (uni-
variate polynomials) and Reed-Muller codes (multivariate polynomials). The goal
of this work is to analyse Reed-Muller codes over small fields (possible non prime)
and small degree.
Reed-Muller codes (RM codes) were introduced in Chapter 4. We recap
the essential details here again. Reed-Muller codes (RM codes) were discovered
by Muller in 1954. Let d ∈ N. The RM code RMK(n, d) is defined as follows.
The message space consists of degree ≤ d polynomials in n variables over K and
the codewords are evaluation of these polynomials on Kn. Let δq(d) denote the










RM codes are one of the most well studied error correcting codes. Many
applications in computer science involve low degree polynomials over small fields,
namely RM codes. Given a received word g : Kn → K the objective is to output
the list of codewords (e.g. low-degree polynomials) that lie within some distance of
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g. Typically we will be interested in regimes where list size is either independent of
n or polynomial in the block length qn.
Let Pd(Kn) denote the class of degree ≤ d polynomials f : Fn → F. Let dist
denote the normalized Hamming distance. For RMK(n, d), η > 0, let
`F(n, d, η) := max
g:Fn→F
|{f ∈ Pd(Fn) : dist(f, g) ≤ η}| .
Let LDRK(n, d) (short for list decoding radius) be the maximum ρ for which `K(n, d, ρ−
ε) is upper bounded by a constant depending only on ε, |K|, d for all ε > 0.
It is easy to see that LDRK(n, d) ≤ δK(d). The difficulty lies in proving a
matching lower bound. We review some previous work next. The first breakthrough
result was the celebrated work of Goldreich and Levin [67] who showed that in the
setting of d = 1 over F2 (Hadamard Codes) LDRF2(n, 1) = δF2(1) = 1/2. Later,
Goldreich, Rubinfield and Sudan [68] generalized the field to obtain LDRK(n, 1) =
δK(1) = 1 − 1/|K|. In the setting of d < |K|, Sudan, Trevisan and Vadhan [155]
showed that LDRK(n, d) ≥ 1 −
√
2d/|K| improving previous work by Arora and
Sudan [5], Goldreich et al [68] and Pellikaan and Wu [133]. Note that this falls
short of the upper bound which is δK(d).
In 2008, Gopalan, Klivans and Zuckerman [74] showed that LDRF2(n, d) =
δF2(d).They posed the following conjecture.
Conjecture 3 ([74]). For fixed d and finite field K, LDRK(n, d) = δK(d).
It is believed [74, 73] that the hardest case is the setting of small d. An
important step in this direction was taken in [73] that considered quadratic poly-
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nomials and showed that LDRK(n, 2) = δK(2) for all fields K and thus proved the
conjecture for d = 2. In Chapter 4, we resolved the conjecture for prime K.
Our main result for list decoding is a resolution of Conjecture 3.
Theorem 5.1.1. Let K be a finite field. Let ε > 0 and d, n ∈ N. Then,
`K(d, n, δK(d)− ε) ≤ c|K|,d,ε.
Thus,
LDRK(n, d) = δK(d).
Remark 5.1.2 (Algorithmic Implications). Using the blackbox reduction of algorith-
mic list decoding to combinatorial list decoding in [74] along with Theorem 5.1.1, for
fixed finite fields, d and ε > 0, we now have list decoding algorithms in both the
global setting (running time polynomial in |K|n) and the local setting (running time
polynomial in nd).
Algorithmic polynomial decomposition
Consider the following family of properties of functions over a finite field K.
Definition 5.1.3. Given a positive integer k, a vector of positive integers ∆ =
(∆1,∆2, . . . ,∆k) and a function Γ : Kk → K, we say that a function P : Kn → K
is (k,∆,Γ)-structured if there exist polynomials P1, P2, . . . , Pk : Kn → K with each
deg(Pi) ≤ ∆i such that for all x ∈ Kn,
P (x) = Γ(P1(x), P2(x), . . . , Pk(x)).
The polynomials P1, . . . , Pk are said to form a (k,∆,Γ)-decomposition.
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For instance, an n-variate polynomial over the field K of total degree d factors
nontrivially exactly when it is (2, (d− 1, d− 1), prod)-structured where prod(a, b) =
a · b. We shall use the term degree-structural property to refer to a property from
the family of (k,∆,Γ)-structured properties.
The problem here is, for arbitrary fixed k,K, (∆),Γ, given a polynomial,
decide efficiently if it is degree structural and if yes, output the decomposition.
An efficient algorithm for the above would imply a (deterministic) poly(n)-time
algorithm for factoring an n-variate polynomial of degree d over K. Also, it implies
a polynomial time algorithm for deciding whether a d-dimensional tensor over K
has rank at most r.
Also, it would give polynomial time algorithms for a wide range of problems
not known to have non-trivial solutions previously, such as whether a polynomial of
degree d can be expressed as P1 ·P2 +P3 ·P4 where each P1, P2, P3, P4 are of degree
d− 1 or less.
This problem was solved for prime K, satisfying d < |F| by Bhattacharyya [23]
and later for all d and prime |K| by Bhattacharyya, Hatami and Tulsiani [30].
Our main result in this line of work establishes this for all finite fields.
Theorem 5.1.4. For every positive integer k, every vector of positive integers ∆ =
(∆1,∆2, . . . ,∆k) and every function Γ : Kk → K, there is a deterministic algorithm
Ak,∆,Γ that takes as input a polynomial P : Kn → K of degree d that runs in time




The goal of property testing, as initiated by [38, 8] and defined formally by
[139, 69], is to devise algorithms that query their input a very small number of times
while correctly deciding whether the input satisfies a given property or is “far” from
satisfying it. A property is called testable if the query complexity can be made
independent of the size of the input.
More precisely, we use the following definitions. Let [R] denote the set
{1, . . . , R}. Given a property P of functions in {Kn → [R] | n ∈ Z≥0}, we say
that f : Kn → [R] is ε-far from P if
min
g∈P
Prx∈Kn [f(x) 6= g(x)] > ε,
and we say that it is ε-close otherwise.
Definition 5.1.5 (Testability). A property P is said to be testable (with one-sided
error) if there are functions q : (0, 1)→ Z>0, δ : (0, 1)→ (0, 1), and an algorithm T
that, given as input a parameter ε > 0 and oracle access to a function f : Kn → [R],
makes at most q(ε) queries to the oracle for f , always accepts if f ∈ P and rejects
with probability at least δ(ε) if f is ε-far from P. If, furthermore, q is a constant
function, then P is said to be proximity-obliviously testable (PO testable).
The term proximity-oblivious testing is coined by Goldreich and Ron in [72].
As an example of a testable (in fact, PO testable) property, let us recall the famous
result by Blum, Luby and Rubinfeld [38] which initiated this line of research. They
showed that linearity of a function f : Kn → K is testable by a test which makes 3
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queries. This test accepts if f is linear and rejects with probability Ω(ε) if f is ε-far
from linear.
Linearity, in addition to being testable, is also an example of a linear-
invariant property. We say that a property P ⊆ {Kn → [R]} is linear-invariant if it
is the case that for any f ∈ P and for any K-linear transformation L : Kn → Kn, it
holds that f ◦L ∈ P. Similarly, an affine-invariant property is closed under compo-
sition with affine transformations A : Kn → Kn (an affine transformation A is of the
form L+ c where L is K-linear and c ∈ K). The property of a function f : Kn → K
being affine is testable by a simple reduction to [38], and is itself affine-invariant.
Other well-studied examples of affine-invariant (and hence, linear-invariant) prop-
erties include Reed-Muller codes [8, 7, 61, 139, 4] and Fourier sparsity [76]. In fact,
affine invariance seems to be a common feature of most interesting properties that
one would classify as “algebraic”. Kaufman and Sudan in [110] made explicit note
of this phenomenon and initiated a general study of the testability of affine-invariant
properties (see also [71]). Our main result for testing is the following:
Theorem 5.1.6 (Main testing result). Let P ⊆ {Kn → [R]} be an affine-invariant
property, where R and char(K) are fixed positive integers. Then, P is PO testable
with t queries if and only if P is t,W -lightly locally characterized for some W > 0.
The above result has an extra restriction than usual testing results in the
form of a weight restriction. This is required when the field size is growing. We
explain this in the next section. In the fixed field case, we have a testing theorem
without any extra conditions, simply because W is trivially bounded.
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Theorem 5.1.7 (Main testing result-Fixed fields). Let P ⊆ {Kn → [R]} be an
affine-invariant property, where R and char(K) are fixed positive integers. Then, P
is PO testable with t queries if and only if P is t-locally characterized.
A property P ⊆ {Kn → [R] : n ≥ 1} is said to be t-locally characterized if
there are t affine forms L1, . . . , Lt on ` ≤ t variables such that f ∈ P if and only if
there exist x1, . . . , x` ∈ Kn with (f(L1(x1, . . . , x`)), . . . , f(Lt(x1, . . . , x`))) satisfying
a particular constraint. Therefore, a natural test for a t-locally characterized prop-
erty is to choose random x1, . . . , x`, evaluate f on L1(x1, . . . , x`), . . . , Lt(x1, . . . , x`)
and check whether the evaluations satisfy the constraint. Indeed, this is the test we
analyze.
A very interesting feature of Theorem 5.1.7 is that K is allowed to be growing,
which is not true in our other two applications. Setting R = 2, Theorem 5.1.7
shows that any affine-invariant property P of subsets of Kn are PO testable if the
property is locally characterized (with respect to K-affine constraints). Previously,
[27] proved Theorem 5.1.7 in the case that K is of fixed prime order using higher-
order Fourier analytic techniques. We note that other recent results on 2-sided
testability of affine-invariant properties over fixed prime-order fields [94, 181] can
also be similarly extended to non-prime fields but we omit their description here.
5.1.2 Our Techniques
New Ingredients
Our starting point is the observation that K is an r-dimensional vector space
over F. Thus, we can view a function Q : Kn → K as determined by a collection
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of functions P1, . . . , Pr : Kn → F where Kn is viewed as Frn. In view of this,
we define the notion of an additive polynomial. A function2 P : Kn → F is said
to have additive degree d if for all h1, . . . , hd+1 ∈ Kn, Dh1 · · ·Dhd+1P ≡ 0, where
(DhP )(x) = P (x + h) − P (x). Additive polynomials are exactly the non-classical
polynomials of [164] when the domain is Frn. Moreover, if Q : Kn → K has degree d
(in the usual sense of having a monomial with degree d), then Tr(αQ) has additive
degree ≤ d for any α ∈ K where Tr : K→ F denotes the trace function.
Therefore, we can directly write any polynomial P : Kn → K in terms of ad-
ditive polynomials and then import all of the results shown in [164] for non-classical
polynomials to our setting! Unfortunately, we are not done. The reason is that our
applications require, in addition to additive structure, some of the multiplicative
structure of K, which is lost when we view K as Fr.
To see why, recall the question of testing affine-invariant properties. As
mentioned above, we can view any one-sided test as examining the restriction of the
input function on a random K-dimensional affine subspace of Kn, for some constant
integer K. In other words, the test will evaluate the input function at elements of
the set H = {x +
∑K
i=1 aiyi : a1, . . . , aK ∈ K} for some x, y1, . . . , yK ∈ K. Clearly,
H is not an affine subspace of Frn. An important component of the higher-order
Fourier analytic approach is to show that any “sufficiently pseudorandom” collection
of polynomials is equidistributed on H, and the proof of this fact in [27] crucially
uses that H is a subspace of a vector space over a prime field. In our work, we show
2To deal with low characteristics, we will actually use a slightly general definition valid for
functions mapping to the torus R/Z.
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a strong equidistribution theorem (Theorem 5.3.3) that holds when H is an affine
subspace of Kn.
A different place where multiplicative structure rears its head is a key Degree
Preserving Lemma of [27]. Informally, it states that if P1, . . . , PC form a “suffi-
ciently pseudorandom” collection of polynomials and F (x) = Γ(P1(x), . . . , PC(x))
is a polynomial of degree d where Γ is an arbitrary composition function, then for
any other collection of polynomials Q1, . . . , QC where deg(Qi) ≤ deg(Pi) for every
i, G(x) = Γ(Q1(x), . . . , QC(x)) also has degree ≤ d. The lemma is crucially used
for the analysis of the Reed-Muller list decoding bound in [35] and the polynomial
decomposition algorithm in [23, 30]. Its proof goes via showing that if all (d + 1)
iterated derivatives of F : Kn → K vanish, then so must all (d+ 1) iterated deriva-
tives of G : Kn → K. However, when |K| is non-prime, all (d+ 1) iterated derivates
of a function G : Kn → K may vanish without the degree being ≤ d; consider for
example the polynomial xp which vanishes after only 2 derivatives.
We resolve this issue by giving a different and more transparent proof of the
Degree Preserving Lemma, which actually holds in a much more general setting
(Theorem 5.3.4). Using the above notation, we prove that if F : Kn → K satisfies
some locally characterized property P, then G : Kn → K does also. Since due to
[109], we know that degree is locally characterized, our desired result follows. Our
new proof uses our strong equidistribution theorem on affine subspaces of Kn.
An interesting point to note is that both the equidistribution theorem and
the degree preserving lemma work only assuming that the field characteristic is
constant, without any assumption on the field size.
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Reed-Muller codes
For a received word g : Kn → K our goal is to upper bound |{f ∈ Pd : dist(f, g) ≤ η}|,
where η = δK(d)− ε for some η > 0 and Pd is the class {Q : Kn → K : deg(Q) ≤ d}.
The proof technique is similar in structure as [35]. We apply the weak regularity
lemma (Corollary 5.4.1) to the received word g : Kn → K and reduce the problem to
a structured word g′ : Kn → K. More specifically, whenever dist(f, g) ≤ η, we have
dist(f, g′) ≤ η + ε/2. From here, we first express each function f : Kn → K as a
linear combination of functions f ′ : Kn → F. It can be then shown that the analysis
in [35] works for functions f ′ : Kn → F. A naive recombination of the f ′ : Kn → F
to f : Kn → K gives us useful bounds only when d < char(|F|). To circumvent
this problem, we use our improved degree preserving theorem. This is crucial to our
analysis as the technique of [35] can be used only to analyze the additive degree of
polynomials which is not enough for the argument to work for arbitrary d and |K|.
Polynomial decomposition
The algorithm and its analysis follows the lines of [23, 30]. Given a poly-
nomial P : Kn → K (where |K| is bounded), we consider the collection of additive
polynomials {Tr(α1P ), . . . ,Tr(αrP )} where α1, . . . , αr ∈ K are linearly indepen-
dent. We regularize this collection into a pseudorandom additive polynomial factor
and set one variable to 0 such that the degrees of the polynomials do not change.
We then recursively solve the problem on n − 1 variables and then apply a lifting
procedure to get a decomposition for the original problem. A naive analysis of the
lifting procedure over non-prime fields requires that deg(P ) < char(F). In order to
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get around this, we use our improved degree preserving theorem which applies for
arbitrary degrees.
Testing affine-invariant properties
Suppose P ⊆ {Kn → [R]} is a locally characterized affine-invariant property
(where R and char(K) are bounded but n|K| is growing). Our proof follows the
lines of [29, 28, 27]. Suppose f is far from P. We first identify a low-rank function
close to f in an appropriate Gowers norm which also contains the violation that f
contains. Here, low rank is with respect to a collection B of additive polynomials.
We then investigate the distribution of B on the affine constraint that f violates.
Since these are affine with respect to Kn, we need to use our strong equidistribution
theorem. The rest of the proof proceeds along the same lines as [27].
Because the proof of Theorem 5.1.7 is very analogous to that in [27] (ex-
cept for the use of additive polynomials and the new equidistribution theorem) and
requires significant additional notation, we omit it here.
5.2 Preliminaries
Let N denote the set of positive integers. For n ∈ N, let [n] := {1, 2, . . . , n}.
We use y = x ± ε to denote y ∈ [x − ε, x + ε]. For n ∈ N, and x, y ∈ Cn, let
〈x, y〉 :=
∑n
i=1 xiyi where a is the conjugate of a. Let ‖x‖2 :=
√
〈x, x〉.
Let T denote the torus R/Z. This is an abelian group under addition. Let
e : T → C be the function e(x) = e2πix. For an integer k ≥ 0, let Uk := 1pkZ/Z.
Note that Uk is a subgroup of T. Let ι : F→ U1 be the bijection ι(a) = |a|p (mod 1).
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Fix a prime field F = Fp, and let K = Fq where q = pr for a positive integer r.
Also, fix basis α1, . . . , αr ∈ K such that K = {c1α1+c2α2+· · ·+crαr : c1, . . . , cr ∈ F}.
We denote by Tr : K→ F the trace function:
Tr(x) = x+ xp + xp
2
+ · · ·+ xpr−1
Recall that {x→ Tr(ax) : a ∈ K} is in bijection with the set of all linear maps from
K to F. Also, we use | · | to denote the obvious map from F to {0, 1, . . . , p− 1}.
We will need the following useful fact.
Proposition 5.2.1. There exist α1, α2, . . . , αr in K such that any x ∈ K equals∑r
i=1 αiTr(αix).
5.2.1 Affine forms and constraints
A linear form on k variables is a vector L = (w1, w2, . . . , wk) ∈ Kk that
is interpreted as a function from (Kn)k to Kn via the map (x1, . . . , xk) 7→ w1x1 +
w2x2 + · · ·+wkxk. A linear form L = (w1, w2, . . . , wk) is said to be affine if w1 = 1.
From now, linear forms will always be assumed to be affine.
We specify a partial order  among affine forms. We say (w1, . . . , wk) 
(w′1, . . . , w
′
k) if |Tr(αjwi)| ≤ |Tr(αjw′i)| for all i ∈ [k], j ∈ [r]. An affine constraint is
a collection of affine forms, with the added technical restriction of being downward-
closed with respect to . For future references we state this as the following defini-
tion.
Definition 5.2.2 (Affine constraints). An affine constraint of size m on k variables
is a tuple A = (L1, . . . , Lm) of m affine forms L1, . . . , Lm over F on k variables,
where:
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(i) L1(x1, . . . , xk) = x1;
(ii) If L belongs to A and L′  L, then L′ also belongs to A.
5.2.2 Polynomials, Degrees and Derivatives
A function P : Kn → K is a polynomial of degree d if for all d1, . . . , dn ≥ 0
such that
∑
i di ≤ d, there exists cd1,...,dn ∈ K such that:








2 · · ·xdnn
We use the notion of additive degree for functions mapping to T. Given a
function f : Kn → T, its additive derivative in direction h ∈ Kn is Dhf : Kn → T,
given by
Dhf(x) = f(x+ h)− f(x).
Definition 5.2.3 (Additive Polynomials). A function P : Kn → T is a polynomial
of additive degree d if for all x, h1, h2, . . . , hd+1 ∈ Kn, we have
Dh1Dh2 · · ·Dhd+1P (x) = 0. (5.1)
A function of bounded additive degree is called an additive polynomial.
For functions P mapping to T, deg(P ) denotes its additive degree. Note that
we can interpret P : Kn → T as a function P ′ : Fnr → T with the same additive de-
gree by setting P (x1, . . . , xn) = P
′(Tr(α1x1), . . . ,Tr(αrx1), . . . ,Tr(α1xn), . . . ,Tr(αrxn)),
using Proposition 5.2.1. By this identification, additive polynomials are exactly the
same as the non-classical polynomials introduced by Tao and Ziegler [164]. As a
consequence, we have the following:
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Lemma 5.2.4 (Lemma 1.7 of [164]). P : Kn → T is a polynomial of additive degree
d if and only if it can be written in the form:

















where α ∈ T and cd1,1,...,dn,r ∈ {0, 1, . . . , p − 1} are uniquely determined. The max-






and that P takes on at most pdepth(P )+1 distinct values.
For a function f : Kn → C, define the multiplicative derivative in direction
h ∈ Kn to be be
∆hf(x) = f(x+ h) · f(x).
5.2.3 Locally Characterized Properties
As described in the introduction, by a locally characterized property, we
informally mean a property for which non-membership can be certified by a finite
sized witness. Specifically for affine-invariant properties, we define:
Definition 5.2.5 (Locally characterized properties).
• An induced affine constraint of size m on ` variables is a pair (A, σ) where A
is an affine constraint of size m on ` variables and σ ∈ [R]m.
• Given such an induced affine constraint (A, σ), a function f : Kn →
[R] is said to be (A, σ)-free if there exist no x1, . . . , x` ∈ Kn such that
(f(L1(x1, . . . , x`)), . . . , f(Lm(x1, . . . , x`))) = σ. On the other hand, if such
x1, . . . , x` exist, we say that f induces (A, σ) at x1, . . . , x`.
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• Given a (possibly infinite) collection A = {(A1, σ1), (A2, σ2), . . . , (Ai, σi), . . . }
of induced affine constraints, a function f : Kn → [R] is said to be A-free if it
is (Ai, σi)-free for every i ≥ 1. The size of A is the size of the largest induced
affine constraint in A.
• Additionally, A = {(A1, σ1), (A2, σ2), . . . , (AK , σK)} is a W -light affine system
if for some invertible matrix M , we have for all i, MAi = Bi where wt(Bi) ≤
W .
• A property P ⊆ {Kn → [R]} is said to be K,W -lightly locally characterized if
it is equivalent to A-freeness for some W -light affine system A whose size is
≤ K.
We recall that Kaufman and Ron [109] show that:
Theorem 5.2.6 ([109]). The property Pd = {P : Kn → K : deg(P ) ≤ d} is
qd(d+1)/(q−q/p)e, d-lightly locally characterized.
5.2.4 Factors and Rank
Next, we define a polynomial factor which forms the basis for much of higher
order Fourier analysis.
Definition 5.2.7 (Factor). A polynomial factor B is a sequence of additive poly-
nomials P1, . . . , PC : Kn → T. We also identify it with the function B : Kn → TC
mapping x to (P1(x), . . . , PC(x)). An atom of B is a preimage B
−1(y) for some
y ∈ TC. When there is no ambiguity, we will in fact abuse notation and identify an
atom of B with the common value B(x) of all x in the atom.
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The partition induced by B is the partition of Kn given by
{
B−1(y) : y ∈ TC
}
.
The complexity of B, denoted |B|, is the number of defining polynomials C. The
order of B, denoted ‖B‖, is the total number of atoms in B. The degree of B is the
maximum additive degree among its defining polynomials P1, . . . , PC.





Definition 5.2.8 (Rank). Let d ∈ N and P : Kn → T. Then rankd(P ) is defined as
the smallest integer k such that there exist functions P1, . . . , Pk : Kn → T of additive
degree ≤ d− 1 and a function Γ : Tk → T such that P (x) = Γ(P1(x), . . . , Pk(x)). If
d = 1, then the rank is 0 if P is a constant function and is ∞ otherwise. If P is a
polynomial of additive degree d, then rank(P ) = rankd(P ).
Definition 5.2.9 (Rank and Regularity of Polynomial Factor). Let B be a poly-
nomial factor defined by the sequence P1, . . . , Pc : Kn → T with respective depths
k1, . . . , kc. Then, the rank of B is min(a1,...,ac) rank(
∑c
i=1 aiPi) where the minimum
is over (a1, . . . , ac) ∈ Zc such that (a1 mod pk1+1, . . . , ac mod pkc+1) 6= (0, . . . , 0) .
Given a polynomial factor B and a non decreasing function r : Z+ → Z+, B
is r-regular if B is of rank at least r(|B|).
Definition 5.2.10 (Semantic and Syntactic refinement). Let B and B′ be polyno-
mial factors. A factor B′ is a syntactic refinement of B, denoted by B′ syn B if the
set of polynomials defining B is a subset of the set of polynomials defining B′. It is
a semantic refinement, denoted by B′ sem B if for every x, y ∈ Kn, B′(x) = B′(y)
implies B(x) = B(y). Clearly, a syntactic refinement is also a semantic refinement.
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Our next lemma is the workhorse that allows us to convert any factor into a
regular one.
Lemma 5.2.11 (Polynomial Regularity Lemma). Let r : Z+ → Z+ be a non-
decreasing function and d > 0 be an integer. Then, there is a function C
(r,d)
5.2.11 : Z+ →
Z+ such that the following is true. Suppose B is a factor defined by polynomials
P1, . . . , PC : Kn → T of additive degree at most d. Then, there is an r-regular factor
B′ consisting of polynomials Q1, . . . , QC′ : Kn → T of additive degree ≤ d such that
B′ sem B and C ′ ≤ C(r,d)5.2.11(C).
Moreover, if B is itself a refinement of some polynomial factor B̂ that has
rank > (r(C ′) + C ′), then additionally B′ will be a syntactic refinement of B̂.
Proof. Follows directly from Lemma 2.18 of [27] by identifying Kn with Frn.
In fact, the regularization process of Theorem 5.2.11 can be implemented in
time O(nd+1) [30].
5.2.5 Gowers norm and the inverse theorem
Definition 5.2.12. The bias of a function f : Kn → C is defined as bias(f) =
|Ex∈Knf(x)|. For P : Kn → T, we use bias(P ) to denote bias(e(P )).
The Gowers norm of a function measures the bias of its iterated derivative.
Precisely:
Definition 5.2.13 (Gowers norm). Given a function f : Kn → C and an integer
d ≥ 1, the Gowers norm of order d for f is given by
‖f‖Ud = |Eh1,...,hd,x∈Kn [(∆h1∆h2 · · ·∆hdf)(x)]|
1/2d .
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If P : Kn → T, ‖P‖Ud denotes ‖e(P )‖Ud.
Note that as ‖f‖U1 = bias(f) the Gowers norm of order 1 is only a semi-norm.
However for d > 1, it is not difficult to show that ‖ · ‖Ud is indeed a norm.
There is a tight connection between additive polynomials and Gowers norms.
In one direction, it is a straightforward consequence of the monotonicity of the
Gowers norm (‖f‖Ud ≤ ‖f‖Ud+1) and invariance of the Gowers norm with respect to
modulation by lower degree polynomials (‖f‖Ud+1 = ‖f · e(P )‖Ud+1 for polynomials
P of additive degree ≤ d) that if f : Kn → C is δ-correlated with a polynomial P of
additive degree ≤ d, meaning
|Exf(x)e(−P (x))| ≥ δ
for some δ > 0, then
‖f‖Ud+1 ≥ δ.
In the other direction, we have the following “Inverse theorem for the Gowers
norm”.
Theorem 5.2.14 (Theorem 1.11 of [164]). Suppose δ > 0 and d ≥ 1 is an integer.
There exists an ε = ε5.2.14(δ, d) such that the following holds. For every function
f : Kn → C with ‖f‖∞ ≤ 1 and ‖f‖Ud+1 ≥ δ, there exists a polynomial P : Kn → T
of additive degree ≤ d that is ε-correlated with f , meaning
|Ex∈Knf(x)e(−P (x))| ≥ ε.
We can be more explicit when f = e(P ) for an additive polynomial P .
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Theorem 5.2.15 (Theorem 1.20 of [164]). Suppose δ > 0 and d ≥ 1 is an integer.
There exists an r = r5.2.15(δ, d) such that the following holds. If a polynomial P :
Kn → T with additive degree d satisfies ‖P‖Ud ≥ δ, then rank(P ) ≤ r.
5.3 New Tools
5.3.1 Equidistribution of regular factors
Our results in this section imply that a regular polynomial factor is “as
random as possible”, subject to the additive degree and depth bounds of its defining
polynomials. Let us start with the following simple observation.
Lemma 5.3.1. Given ε > 0, let B be a polynomial factor of degree d > 0, complexity
C and rank r5.3.1(d, ε), defined by a sequence of additive polynomials P1, . . . , PC :
Kn → T having respective depths k1, . . . , kC. Suppose α = (α1, . . . , αC) ∈ Uk1+1 ×
· · · × UkC+1. Then:




Proof. This is standard. See for example Lemma 3.2 of [27].
In our applications though, we will often need not just B(x) to be nearly
uniformly distributed but the tuple (B(x) : x ∈ H) for a set H ⊆ Kn to be nearly
uniformly distributed. In particular, we consider the case when H is an affine
subspace of Kn. The following lemma is key.
Lemma 5.3.2 (Near orthogonality). Suppose B is a polynomial factor of degree d
and rank ≥ r(5.2.15)(d, δ), defined by the sequence of additive polynomials P1, . . . , Pc :
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Kn → T. Let A = (L1, . . . , Lm) be an affine constraint on ` variables. Let Λ =
(λij)i∈[c],j∈[m] be a tuple of integers. Define:
PΛ(x1, . . . , xk) =
∑
i∈[c],j∈[m]
λijPi(Lj(x1, . . . , x`)).
Then one of the following is true.
1. For every i ∈ [c], it holds that
∑
j∈[m] λijQi(Lj(·)) ≡ 0 for all polynomials
Qi : Kn → T with the same additive degree and depth as Pi. Clearly, this
implies PΛ ≡ 0.
2. PΛ 6≡ 0. Moreover, bias(PΛ) ≤ δ.
Proof. For j ∈ [m], let (wj,1, . . . , wj,`) ∈ K` denote the affine form given by Lj. Note
that wj,1 = 1. For i > 2, let |wj,i| =
∑r
k=1 |Tr(αkwj,i)|, and let |Lj| =
∑`
i=2 |wj,i|.
For each i, we do the following. If for some j, we have3 |Lj| > deg(λi,jPi),




k=1 ui,k · αk)xi
where each ui,k ∈ [0, p − 1] and
∑
i,k ui,k > deg(λi,jPi). Using Equation 5.1, we
can replace λi,jPi(Lj) by a Z linear combination of Pi(Lj′) where Lj′  Lj until
no such j exists. Suppose the new coefficients are denoted by (λ′i,j). If the λ
′
i,j are
all zero, then for every i ∈ [c] individually,
∑
j∈[m] Pi(Lj(x1, . . . , x`)) ≡ 0. Indeed,∑
j∈[m] Qi(Lj(x1, . . . , x`)) ≡ 0 for any Qi with the same additive degree and depth,
as the transformation from λi,j to λ
′
i,j did not use any other information about Pi.
3Here, deg(·) refers to the additive degree.
149
Else some λ′i,j 6= 0. Also, |Lj| ≤ deg(λ′i,jPi). Then we show the second part
of the lemma, that is |E[e(PΛ(x1, . . . , xk)]| ≤ δ.
Suppose without loss of generality that the following is true.
• λ′i,1 6= 0 for some i ∈ [C].
• L1 is maximal in the sense that for every j 6= 1, either λ′i,j = 0 for all i ∈ [C]
or |wj,s| < |w1,s| for some s ∈ [`].
For α = (α1, . . . , α`) ∈ K` and y ∈ Kn and P : Kn → T, define
Dα,yP (x1, . . . , x`) = P (x1 + α1y, . . . , x` + α`y)− P (x1, . . . , x`).
Then
Dα,y(Pi ◦ Lj)(x1, . . . , x`) = (DLj(α)yPi)(Lj(x1, . . . , x`)).
Let ∆ = |L1|. Define α1, . . . , α∆ be the set of vectors of the form (−w, 0, . . . , 1, 0, . . . , 0)
where 1 is in the ith coordinate for i ∈ [2, `] and 0 ≤ w < |w1,i|. Note that
〈L1, αk〉 6= 0 for k ∈ [∆] but for any j > 1 there exists some k ∈ [∆] such that
















The rest of the analysis is same as Theorem 3.3 in [27] and we skip it here.
We can now use Lemma 6.4.10 to prove our result on equidistribution of
regular factors over affine subspaces of Kn.
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Theorem 5.3.3. Let ε > 0 Let B be a polynomial factor defined by polynomi-
als P1, . . . , Pc : Kn → T with respective additive degrees d1, . . . , dc ∈ Z+ and
depths k1, . . . , kc ∈ Z≥0. Suppose B has rank at least r(5.2.15)(d, ε) where d =
max(d1, . . . , dc). Let A = (L1, . . . , Lm) be an affine constraint. For every i ∈ [c], de-
fine Λi to be the set of tuples (λ1, . . . , λm) ∈ [0, pki+1−1] such that
∑m
j=1 λjQi(Lj(·)) ≡
0 for all polynomials Qi with the same additive degree and depth as Pi.
Consider (αi,j : i ∈ [c], j ∈ [m]) ∈ Tcm such that for every i ∈ [c] and for
every (λ1, . . . , λm) ∈ Λi,
∑m
j=1 λjαi,j = 0. Then:






















































j=1 λi,jPi(Lj(x1, . . . , x`)) ≡
0 if and only if for every i ∈ [c], (λi,1, . . . , λi,m) ∈ Λi (mod pki+1). So,
∑
i,j λi,jPi(Lj(·))
is identically 0 for
∏
i |Λi| many tuples (λi,j) and for those tupes,
∑
i,j λi,jαi,j = 0
also.
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5.3.2 Preservation of Locally Characterized Properties
Theorem 5.3.4. Let P ⊂ {Kn → K} be a K,W -lightly locally characterized prop-
erty. For an integer d, suppose P1, . . . , Pc : Kn → T are polynomials of additive
degree ≤ d, forming a factor of rank > r5.3.4(d,K), and Γ : Tc → K is a function
such that F : Kn → K defined by F (x) = Γ(P1(x), . . . , Pc(x)) satisfies P.
For every collection of additive polynomials Q1, . . . , Qc : Kn → T with
deg(Qi) ≤ deg(Pi) and depth(Qi) ≤ depth(Pi) for all i ∈ [c], if G : Kn → K is
defined by G(x) = Γ(Q1(x), . . . , Qc(x)), then G ∈ P too.
Proof. For the sake of contradiction, suppose G /∈ P. Then, by definition, for
an affine constraint consisting of K linear forms L1, . . . , LK , there exist x1, . . . , x`
such that (G(L1(x1, . . . , x`)), . . . , G(LK(x1, . . . , x`))) which form a witness to G 6∈
P. In other words, there exists x, y1, . . . , yK ∈ Kn such that the tuple B =
(Qi(Lj(x1, . . . , x`)) : j ∈ [K], i ∈ [c]) ∈ TcK is a proof of the fact that G 6∈ P.
Now we argue that there exist x′1, . . . , x
′
` such that (Pi(Lj(x
′
1, . . . , x
′
`)) : i ∈
[c], j ∈ [K]) equals B, thus showing that F 6∈ P , a contradiction. Notice that B
satisfies the conditions required of α in Theorem 5.3.3. So by Theorem 5.3.3,
Prx′1,...,x′` [(Pi(Lj(x
′
1, . . . , x
′
`) : i ∈ [c], j ∈ [K]) = B] > 0










In our applications, we will use Theorem 5.3.4 for the property of having
bounded degree, which is lightly locally characterized by Theorem 5.2.6.
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5.4 List decoding of RM codes
We state the following corollary which we need in the proof to follow. We
only state a special case of it which is enough.
Corollary 5.4.1 (Corollary 3.3 of [35]). Let g : K → K, ε > 0. Then there exist
c ≤ 1/ε2 functions h1, h2, . . . , hc ∈ RMK(n, d) such that for every f ∈ RMK(n, d),
there is a function Γf : Kc → K such that
Prx[Γf (h1(x), . . . , hc(x)) = f(x)] ≥ Prx[g(x) = f(x)]− ε.
Theorem 5.1.1 (Restated). Let K = Fq be an arbitrary finite field. Let
ε > 0 and d, n ∈ N. Then,
`K(d, n, δK(d)− ε) ≤ cq,d,ε.
Proof. We follow the proof structure in [35]. Let g : Kn → K be a received word.
Apply Corollary 5.4.1 with approximation parameter ε/2 gives H0 = {h1, . . . , hc} ⊆
RMK(n, d), c ≤ 4/ε2 such that, for every f ∈ RMK(n, d), there is a function Γf :
Kc → K satisfying
Pr[Γf (h1(x), h2(x), . . . , hc(x)) = f(x)] ≥ Pr[g(x) = f(x)]− ε/2.
By Proposition 5.2.1,
Pr[Γ′f (Tr(αihj(x)) : 1 ≤ i ≤ r, 1 ≤ j ≤ c) = F (Tr(αif(x)) : 1 ≤ i ≤ r)] ≥ d/q+ ε/2,
where Γ′f : Frc → K and F : Fr → K. From here onwards, we identify F with U1.
Let H = {Tr(αihj(x)) : 1 ≤ i ≤ r, 1 ≤ j ≤ c} and HF = {Tr(αif(x)) : 1 ≤ i ≤ r)}.
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Let r1, r2 : N→ N be two non decreasing functions to be specified later, and
let C
(5.2.11)
r,d be as given in Lemma 5.2.11. We will require that for all m ≥ 1,
r1(m) ≥ r2(C(5.2.11)r2,d (m+ 1)) + C
(5.2.11)
r2,d
(m+ 1) + 1. (5.2)
As a first step, we r1-regularize H by Lemma 5.2.11. This gives an r1-
regular factor B′ of degree at most d, defined by polynomials H1, . . . , Hc′ : Kn → T,
c′ ≤ C(5.2.11)r1,d (cr) and rank(B
′) ≥ r1(c′). We denote H′ = {H1, . . . , Hc′}. Let
depth(Hi) = ki for i ∈ [c′]. Let Gf : ⊗c
′
i=1Uki+1 → K be defined such that
Γf (h1(x), . . . , hc(x)) = Gf (H
′
1(x), . . . , H
′
c′(x)).
Next, given any polynomial f : Kn → K of degree at most d, we will show
that if Pr[f(x) 6= g(x)] ≤ δ(d)− ε, then f is measurable with respect to H′ and this
would upper bound the number of such polynomials by c′(q, d, ε) independent on n.
Fix such a polynomial f . Call Fi = Tr(αif). Appealing again to Lemma 5.2.11,
we r2-regularize Bf := B
′⋃HF . We get an r2-regular factor B′′ syn B′ defined by
the collection H′′ = {H1, . . . , Hc′ , H ′1, . . . , H ′c′′}. Note that it is a syntactic refine-
ment of B′ as by our choice of r1,
rank(B′) ≥ r1(c′) ≥ r2(C(5.2.11)r2,d (c
′ + 1)) + C
(5.2.11)
r2,d
(c′ + 1) + 1 ≥ r2(|B′′|) + |B′′|+ 1.








 , r(5.3.4)d (m)
 . (5.3)
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Let depth(H ′i) = k
′




j=1 Ukj . Since each Fi is
measurable with respect to B′′, there exists F ′ : S → K such that
f(x) = F ′(H1(x), . . . , Hc′(x), H
′
1(x), . . . , H
′
c′′(x)).
We write G for Gf for brevity. Summing up, we have
Pr[G(H1(x), H2(x), . . . , Hc′(x)) = F
′(H1(x), . . . , Hc′(x), H
′
1(x), . . . , H
′
c′′(x))] ≥ d/q+ε/2.
We next show that we can have each polynomial in the factor have a disjoint set of
inputs. This would simplify the analysis considerably.
Claim 5.4.2. Let xi, yj, i ∈ [c′], j ∈ [c′′] be pairwise disjoint sets of n ∈ N variables
each. Let n′ = n(c′ + c′′). Let f̃ : Kn′ → K and g̃ : Kn′ → K be defined as
f̃(x) = F ′(H1(x
1), . . . , Hc′(x
c′), H ′1(y
1), . . . , H ′c′′(y
c′′))
and
g̃(x) = G(H ′1(x
1), . . . , Hc′(x
c′)).
Then deg(f̃) ≤ d and∣∣∣Prx∈Fn′ [f̃(x) = g̃(x)]−Prx∈Fn [f(x) = Gf (h′1(x), h′2(x), . . . , h′c(x))]∣∣∣ ≤ ε/4.
Proof. The bound deg(f̃) ≤ deg(f) ≤ d follows from Lemma 5.3.4 since r2(|H′′|) ≥
r
(6.4.16)
d (|H′′|). To establish the bound on Pr[f̃ = g̃], for each s ∈ S let
p1(s) = Prx∈Fn [(h
′








Applying Lemma 5.3.1 and since our choice of r2 satisfies rank(H
′′) ≥ r(5.3.1)d (ε/4|S|),






p2(s) = Prx1,...,xc′ ,y1,...,yc′′∈Fn [(h
′
1(x
1), . . . , h′c′(x
c′), h′′1(y
1), . . . , h′′c′′(y
c′′)) = s].
Note that the rank of the collection of polynomials {h′1(x1), . . . , h′c′(xc
′
), h′′1(y
1), . . . , h′′c′′(y
c′′)}





For s ∈ S, let s′ ∈ ⊗c′i=1Uki+1 be the restriction of s to first c′ coordinates, that is,
s′ = (s1, . . . , sc′). Thus







p1(s)1F (s)=Gf (s′) ± ε/4




2(x), . . . , h
′
c(x))]± ε/4.
So, we obtain that
Prx∈Fn′ [f̃(x) = g̃(x)] ≥ Prx∈Fn [f(x) = Gf (h′1(x), . . . , h′c′(x))]−ε/4 ≥ 1−δ(d)+ε/4.
Next, we need the following variant of the Schwartz-Zippel lemma from [35].
156
Claim 5.4.3. Let d, n1, n2 ∈ N. Let f1 : Kn1+n2 → K and f2 : Kn1 → K be such
that deg(f1) ≤ d and
Pr[f1(x1, . . . , xn1+n2) = f2(x1, . . . , xn1)] > 1− δ(d)
Then, f1 does not depend on xn1+1, . . . , xn1+n2.
With claim 5.4.3 applied to f1 = f̃ , f2 = g̃, n1 = nc
′, n2 = nc
′′. We obtain
that f̃ does not depend on y1, . . . , yc
′′
. Hence,
f̃(x1, . . . , xc
′
, y1, . . . , yc
′′
) = F (H ′1(x
1), . . . , H ′c′(x
c′), C1, . . . , Cc′′)
where Cj = H
′′
j (0) for j ∈ [c′′]. If we substitute x1 = . . . = xc
′
= x we get that




1 (x), . . . , H
′′
c′′(x)) = F (H
′
1(x), . . . , H
′
c′(x), C1, . . . , Cc′′),
which shows that f is measurable with respect to H′, as claimed.
5.5 Polynomial decomposition
Definition 5.5.1. Given k ∈ N and ∆ = (∆1, . . . ,∆k) ∈ Nk and a function Γ :
Kk → K, a function P : Kn → K is (k,∆,Γ)-structured if there exist polynomials
P1, . . . , Pk : Kn → K with deg(Pi) ≤ ∆i such that for x ∈ Kn, we have
P (x) = Γ(P1(x), . . . , Pk(x)).
The polynomials P1, . . . , Pk form a (k,∆,Γ)-decomposition.
The main result we prove is the following.
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Theorem 5.5.2. Let k ∈ N. For every ∆ = (∆1, . . . ,∆k) ∈ Nk and every function
Γ : Kk → K, there is a randomized algorithm A that on input P : Kn → K of degree
d, runs in time polyq,k,∆(n
d+1) and outputs a (k,∆,Γ)-decomposition of P if one
exists while otherwise returning NO.
We first show that the notion of rank is robust to hyperplane restrictions
over nonprime fields. More precisely, we have the following.
Lemma 5.5.3. Let P : Kn → T be an additive polynomial such that rank(P ) ≥ r.
Let H be a hyperplane in Kn. Then the restriction of P to H has rank at least r−q.
Proof. Without loss of generality, let H be defined by x1 = 0. Let P
′ : Fn−1 → F
be the restriction of P defined by P ′(y) = P (0y). Let π : Fn → Fn−1 be the map
π(x1x2 . . . xn) = x2 . . . xn. Let P
′′ : Fn → F be defined by P ′′(x) = P (x) − P ′ ◦ π.
Then P ′′(x) = 0 for x ∈ H. For i ∈ F∗, let hi = (i, 0, . . . , 0). Then, for y ∈ H,
define Rj : Fn → F by
Rj(y) = P
′′(y + hj) = (DhjP
′′)(y).
Note that deg(Rj) ≤ d− 1. Now, since P (x) = P ′′(x) + P ′ ◦ π(x), we have
P (x) = Γ(P ′ ◦ π, x1, {Ry(x) : y ∈ F}).
Now, if rank(P ′) ≤ r, then rank(P ′ ◦ π) ≤ r and hence rank(P ) ≤ r + q. This
finishes the proof.
We now start with the proof of Theorem 5.5.2.
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Proof. Let R1 : N→ N be defined as R1(m) = R2(c(R1,d)5.2.11 (m+k))+ c
(R1,d)
5.2.11 (m+k)+q
where R2 : N→ N will be specified later.
By Proposition 5.2.1, P (x) =
∑
i αiTr(αiP (x)). Set fi(x) = Tr(αiP (x)).
Identifying F with U1 we treat fi : Kn → T. Regularize {f1, . . . , fr} using the
algorithm of [30] to find R1-regular B = {g1, . . . , gC : Kn → T} where C ≤ c(R1,d)5.2.11 (r).
So, fi(x) = Gi(g1(x), . . . , gC(x)) and P (x) =
∑
i αiGi(g1(x), . . . , gC(x)). Thus, if
n ≤ Cd, then we are done by a brute force search.
Else, n > Cd. For each gi, pick a monomial mi with degree deg(Pi). Then
there is i0 ∈ [n] such that xi0 does not appear in any gi. Set g′i := gi|xi0 = 0. Let
B′ be the factor defined by the g′is. Note that deg(g
′
i) = deg(gi) and depth(g
′
i) =
depth(gi). Also, by Lemma 6.4.18, B
′ is R1 − q-regular.
Now, using recursion, we solve the problem on n−1 variables. That is, decide
if for P ′ := P |xi0 = 0 is (k,∆,Γ)-structured. If P ′ is not, then P is not either, so
we are done. Else, suppose the algorithm does not output NO.
Say
P ′(x) = Γ(S1(x), . . . , Sk(x)) = Γ
′(Tr(αjSi(x)) : i ∈ [k], j ∈ [r]),
where
Γ′(aij : i ∈ [k], j ∈ [r]) = Γ(
∑
j
αiaij : i ∈ [k]).
Note that while Γ : Kk → K, we have Γ′ : Fkr → K. Let B1 be the factor formed
by {Tr(αjSi)}. Via the algorithm of [30], regularize B′ ∪B1 using R2 : N→ N and







j : i ∈ [C], j ∈ [D]).
Choose R2 large enough such that the map induced by B
′ ∪ B′1 is surjective. Now,











where F` = Tr(α`Γ
′). Thus, for a1, . . . , aC , b1, . . . bD ∈ F,
G`(a1, . . . , aC) = F`(Gij(a1, . . . , bD) : i ∈ [C], j ∈ [D]).
Substituting, ai = gi(x) and bj = 0 we have
Tr(α`P ) = G`(g1, . . . , gC) = F`(Gij(gi, 0)).
Now,





i, . . . , 0).
Since, this is true for all ` ∈ [r], we have
P (x) = Γ(Q1(x), . . . , Qk(x)).
where Qi is defined as above. This finishes the proof.
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Chapter 6
Bias vs low rank of polynomials with ap-
plications to list decoding and effective al-
gebraic geometry
6.1 Introduction
Recently, Tao proved an algebraic regularity lemma (Lemma 5 in [162]) which
improves upon the Szemeredi regularity lemma [156] in the setting where the graph
is definable over a field of large characteristic. The lemma is stated more generally,
but in the setting of finite fields it is more straightforward to state. Let F be a prime
field. A set E ⊆ Fn is a definable set if it is of the form
{(x ∈ Fn : p(x) is true},
where p(·) is any arbitrary formula involving n variables x1, . . . , xn and a finite
number of additional constants c1, . . . , cm ∈ F and bound variables y1, . . . , yl, as
well as the logical and arithmetic operators. For example,
V (F) = {x ∈ Fn : P1(x) = . . . , Pm(x) = 0},
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is a definable set. Over finite fields, every subset if trivially definable. However, not
all have bounded complexity. The subset E ⊆ Fn is definable of complexity at most
M if the dimension n ≤M and the length of p(·) is at most M .
The algebraic regularity lemma is informally as follows.
Lemma 6.1.1 (Informal [162]). Let F be a large prime field. Let V,W be definable
sets in Fn of low complexity and fixed n. Let E ⊆ V ×W be another definable set of
low complexity. Then, V and W can be partitioned into small number of Vi and Wj
where each of the partitions are also low complexity definable sets, and for all large
enough A ⊆ Vi and B ⊆ Wj, the edge density of E ∩ (A×B) is similar to the edge
density of E ∩ (Vi ×Wj).
The above lemma works for fixed n and improves the parameters of Sze-
meredi’s regularity lemma, in the sense that there are no exceptional pairs and the
error in edge density is better.
Let f be a polynomial of degree d in n variables over a finite field F. The
polynomial f is said to be unbiased if the distribution of f(x) for a uniform input
x ∈ Fn is close to the uniform distribution over F, and is called biased otherwise.
We say that f has low rank if it can be expressed as a composition of a few lower
degree polynomials. The goal is to understand the structure of polynomials that are
biased. Green and Tao [80] and Kaufman and Lovett [108] showed over fixed prime
fields, that if a fixed degree polynomial is biased, then it has low rank. Such a result
lies at the heart of many tools in higher order Fourier analysis. However, the bounds
obtained from the above results have very weak dependence (Ackermann-type) on
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the field size |F| and the degree d, and thus are inefficient for large fields. In this
work, we extend this to large fields, by proving bounds that are polynomial in the
field size |F|.
More precisely, we have the following. Let F be a prime finite field. Let
Pd(Fn) denote the family of polynomials f : Fn → F of total degree at most d. Let
e : F→ C be an additive character, e(a) = exp(2πia/|F|).
Theorem 6.1.2. Let d, s ∈ N. Let f ∈ Pd(Fn). Suppose that |Ex∈Fn [e(f(x))]| ≥
|F|−s. Then, there exist g1, · · · gc ∈ Pd−1(Fn), c = c(6.1.2)(d, s), and Γ : Fc → F, such
that f(x) = Γ(g1(x), . . . , gc(x)).
Crucially, the rank c is independent of both the field size |F| and the number
of variables n. Moreover, we show (Lemma 6.4.17) that Γ is itself a low degree
polynomial: if deg(gi) = di then









6.1.1 Effective algebraic geometry
Hilbert’s strong nullstellensatz establishes a relationship between algebra and
geometry and is a fundamental theorem in algebraic geometry. It states the follow-
ing: given a collection of polynomials, if f vanishes on the set of common zeroes of
the polynomials, then some power of f lies in the ideal generated by the collection
of polynomials. The area of effective nullstellensatz tries to bound two quantities.
First, it bounds what power f should be raised to for the theorem to hold. And
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second, it bounds the degrees of the coefficient polynomials when representing a
power of f as a member of the ideal. We prove effective versions of these bounds
when all polynomials are of fixed degree. Under the regime of fixed degree, we are
able to achieve something much stronger, which we highlight shortly. We call this
the finite field analogue of the Hilbert nullstellensatz.
Theorem 6.1.3 (Finite field Hilbert Nullstellensatz). Let c, d ∈ N. Let P1, . . . Pc, Q ∈
Pd(Fn). Assume that Q(x) = 0 whenever P1(x) = . . . = Pc(x) = 0. Then there exist





The improvement from the usual nullstellensatz for closed fields here is two-
fold:
• There is no exponent in Q(x) which makes this a stronger conclusion.
• Q(x) has to vanish only on the common zeros of the Pi’s in the finite field and
not its closure which makes this a weaker requirement.
Stated as a Hilbert nullstellensatz result, we have the following.
Theorem 6.1.4 (Effective Hilbert Nullstellensatz). Let c, d ∈ N. Let P1, . . . Pc, Q ∈
Pd(Fn). Assume that Q(x) = 0 whenever P1(x) = . . . = Pc(x) = 0 for x in the
algebraic closure of F. Then there exist R1, . . . Rc ∈ PD(Fn), D(6.1.3) = p.Od,c(1)






In this work, we focus on the setting of constant d and c. The first effective
result in this direction was due to Hermann [95] in 1926 who proved D = dO(2
n) and
r = Od,c(1). In 1987, Brownawell [45] and later Kollar [113] in 1988 in breakthrough
results, proved a singly exponential bound in n. In fact, for constant c, then achieve
D = O(dc) and r = Od,c(1). Surprisingly, Green and Tao [80] obtained r = 1 but
D = Od,c,p(1). Note that they have an Ackermann dependence on the field size.
However, r = 1 immediately leads to a fast ideal membership algorithm. We obtain
D = p.Od,c(1) and r = 1. Note that we made the dependence on p linear from
Ackermann.
A related problem is that of ideal membership. Here the problem is given a
collection of polynomials, and a polynomial f , find if f belongs to the ideal generated
by the above collection. The challenge is to do this using an efficient algorithm. We
prove the following algorithmic result.
Theorem 6.1.5 (Algorithmic Ideal Membership). Let c, d ∈ N. Let P1, . . . , Pc, Q ∈
Pd(Fn). Let I = 〈P1, . . . , Pc〉. Then we have an algorithm that performs np.Od,c(1)
field operations and decides if Q ∈ I.
The ideal membership problem is known to be EXPSPACE-hard over the
rationals. Over finite fields, the fastest general algorithm was by Buchberger [46]
where we formally constructed Gröbner bases in a series of works, with running time
d2
n
. Green and Tao [80] gave an algorithm with running time nOd,c,p(1). We provide
an algorithm with running time np.Od,c(1). Again, note that the exponent of n was
improved from Ackermann to linear in p.
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Finally, we come to the problem of counting the number of rational points
in a variety. The exact problem of detection of rational points is NP hard. See for
example [1, 98, 115, 97, 66, 75].
Given polynomials f1, . . . fc : Fn → F, let Vp(f1, . . . , fc) ⊆ Fn denote the
set of common zeroes of fi’s, where the subscript p is to emphasize the interest in
rational points.
Lemma 6.1.6 (Rational points in varieties). Let c, d, t, u ∈ N. Let P1, . . . , Pc ∈
Pd(Fn). There is a randomized algorithm that performs Od,c,t,u(nd) + |F|Od,c,t(1) field
operations and performs the following with probability 1− 1|F|t :
1. Decide if Vp(P1, . . . , Pc) is empty.
2. Output an integer N such that N = (1± |F|−u)|Vp(P1, . . . , Pc)|.
6.1.2 List Decoding Reed-Muller codes
Recall that the RM code RMF(n, d) is defined as follows. The message space
consists of degree d polynomials in n variables over F and the codewords are eval-
uation of these polynomials on Fn. The distance of two functions f, g : Fn → F is
the fraction of points where they disagree,
dist(f, g) := Prx[f(x) 6= g(x)]
The minimal distance of a code is the minimal distance of any two distinct code-
words. For RMF(n, d), this is well understood. When d < |F| the minimal distance
is given by





More generally, if d = a(|F| − 1) + b for 0 ≤ b ≤ |F| − 1 then the minimal distance
is |F|−a(1 − b|F|), but as we focus on large fields, we will always be in the regime of
d < |F|.
The list decoding radius of a code is the maximal radius, such that any ball of
that radius (centered around an arbitrary function) contains only a few codewords.
Let C = RMF(n, d). For g : Fn → F, 0 < ρ < 1 define
BC(g, ρ) := {f ∈ Pd(Fn) : dist(f, g) ≤ ρ} .
and
`F(n, d, ρ) := max
g:Fn→F
|BC(g, ρ)|.
The list decoding radius of C is the maximal radius ρ, up to which `F(n, d, ρ) is
“small”. In the regime of growing fields, “small” is defined as as polynomial in the
field size. It is easy to see that the list decoding radius cannot exceed the minimal
distance of the code. The Johnson bound [102] provides a general lower bound for
the list decoding radius, which is determined only by the minimal distance of the
code. It is known to be tight in general, but it is conjectured not to be tight for
special families of codes, for example Reed-Muller codes.
In the regime of constant size fields, it is known that the list decoding radius is
in fact equal to the minimal distance of Reed-Muller codes. It was initially proved
by Goldreich and Levin [67] and Goldreich, Rubinfield and Sudan [68] for linear
polynomials, that is, d = 1. Later, Gopalan, Klivans and Zuckerman [74] proved it
for the binary field, F = F2, and for general fixed prime fields Fp whenever (p−1)|d.
They conjectured that is holds for all fixed d, p. Gopalan [73] proved it for d = 2.
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In Chapter 4 we proved it for all fixed prime fields and all degrees. In this work, we
extend this to all prime fields.
Theorem 6.1.7. Let d, s ∈ N. There exists c = c(d, s) such that the following holds.
For any prime finite field F with |F| > d and any n ∈ N,
`F
(






Moreover, for any 1 ≤ e < d,
`F
(






If |F| ≤ d, then the result follows from [35].
6.1.3 Proof Overview
We first present a proof overview for Theorem 6.1.2. The proof is along the
lines of Green and Tao [80]. Let f(x) be a polynomial of degree d that is biased, that
is |Ex∈Fne(f(x))| ≥ |F|−s. We first prove that there is a low rank approximation to
the given polynomial f . That is, there exist g1, · · · gc ∈ Pd−1(Fn), c = c(d, s, t), and
Γ : Fc → F, such that
Prx∈Fn [f(x) 6= Γ(g1(x), · · · gc(x))] ≤ |F|−t.
In the regime of fixed finite fields, this was proved by Bogdanov and Viola [39], where
the bound c depends polynomially on the underlying parameters, including the error
bound, which means that it depends on the field size. Here, we obtain a variant of
the lemma, where the bound is independent of the field size. This is crucial in the
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next step of the proof, where we show that if the error in approximation is small
enough, then it can be converted to an exact computation, if we make the underlying
polynomials “random enough” by a regularization process. As this step increases
the number of polynomials tremendously, we cannot tolerate any dependence on the
field size in the first part of the proof. The proof follows along the lines of [80] with
appropriate modifications to tackle the case of growing field size.
The applications in effective algebraic geometry follow by using the principles
of regularization, thereby reducing the dimension of the problem to a constant,
solving it in constant dimension, and lifting the solution back to the original problem.
They are typically straightforward applications of the former result.
The application to list decoding of Reed-Muller codes is more involved and
uses the bias vs low rank theorem as one of the building blocks. Given a received
function g : Fn → F, the first step is to show that it is enough to bound the list size
of a subcode of the Reed-Muller code, consisting of only the low rank polynomials.
This step is similar to the work of Gopalan [73]. We next show that the list decoding
problem for low rank codes can be further reduced to the case where the center g is
“nice”, concretely, when g is measurable with respect to a small polynomial factor
of bounded degree. Unlike the case of fixed finite fields handled in [35], we need
to allow a number of potential nice centers for each received word. However, we
show that this number is still polynomial in the field size, which allows to keep the
number of codewords polynomial in the field size as well. Finally, we prove that
the list size around such a nice center is bounded. The last part is similar to the
analogous part in the previous work of the authors [35].
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6.1.4 Organization
The rest of the paper is as follows. Section 6.2 contains preliminaries. In
Section 6.3 we show that any biased polynomial can be approximated by a composi-
tion of a small number of lower degree polynomials. In Section 6.4, we show how to
convert a good enough approximation to an exact computation. Section 6.5 contains
applications in effective algebraic geometry. Section 6.6 contains the application to
list decoding of Reed-Muller codes.
6.2 Preliminaries
Let N denote the set of positive integers. For n ∈ N, let [n] := {1, 2, . . . , n}.
We use y = x ± ε to denote y ∈ [x − ε, x + ε]. For n ∈ N, and x, y ∈ Cn, let
〈x, y〉 :=
∑n
i=1 xiyi where a is the conjugate of a. Let ||x||2 :=
√
〈x, x〉.
Fix a prime field F = Fp. Let | · | : F → {0, . . . , p − 1} ⊂ N be the natural
map. Let e : F → C be an additive character, defined as e(a) := e2πia/p. Recall
that we denote by Pd(Fn) the family of polynomials f : Fn → F of total degree at
most d. Given a function f : Fn → F, its directional derivative in direction h ∈ Fn
is Dhf : Fn → F, given by Dyf(x) = f(x + y) − f(x). Observe that if f ∈ Pd(Fn)
then Dhf ∈ Pd−1(Fn) for all h ∈ Fn. For y1, . . . , ym ∈ Fn defined the iterative
derivative as Dy1,...,ymf = Dy1 . . . Dymf . In particular, if f ∈ Pd(Fn) and m > d then
Dy1,...,ymf = 0.
Let X, Y be finite sets. Define ∆(Y ) := {q : Y → R≥0 :
∑
y∈Y q(y) = 1} to
be the probability simplex on Y . We embed Y ⊂ ∆(Y ) in the obvious way: y ∈ Y is
mapped to a unit vector ey with 1 in coordinate y and 0 in all other coordinates. For
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a function f : X → Y let p(f) : X → ∆(Y ) denote its corresponding embedding,
given by p(f)(x) = ef(x). Note that ∆(Y ) is endowed with an inner product, as a
subset of RY . So, if f, g : X → Y then
Prx∈Fn [f(x) = g(x)] = Ex∈Fn [〈p(f)(x), p(g)(x)〉].
6.3 Bias implies low rank approximation
Lemma 6.3.1. Let d, s, t ∈ N. Let f ∈ Pd(Fn). Suppose |Ex∈Fn [e(f(x))]| ≥ |F|−s.





, and Γ : Fc → F,
such that
Prx∈Fn [f(x) 6= Γ(g1(x), · · · gc(x))] ≤ |F|−t.
We prove lemma 6.3.1 in this section. So, fix f ∈ Pd(Fn) and let µ =
Ex∈Fn [e(f(x))], where we assume |µ| ≥ |F |−s. We begin with the following simple
claim.
Claim 6.3.2. For all x ∈ Fn,
µ · e(−f(x)) = Ey∈Fn [e(Dyf(x))] .
Proof. Ey∈Fn [e(Dyf(x))] = Ey∈Fn [e(f(x+ y))e(−f(x))] = Ey∈Fn [e(f(y))]·e(−f(x)) =
µ · e(−f(x)).
Fix x ∈ Fn. Pick z = (z1, . . . zk) ∈ (Fn)k uniformly for some k to be specified
later. For a ∈ Fk, z ∈ (Fn)k, we shorthand a · z =
∑k
i=1 aizi ∈ Fn. For a ∈ Fk \ {0},
let Wa(z) be the random variable (over the choice of z) defined as
Wa(z) := e(Da·zf(x)).
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For a 6= 0, we have
Ez[Wa(z)] = Ey [e(Dyf(x))] .
Also, observe that for distinct `,m ∈ F,
|e(`)− e(m)| ≥ |F|−1.
We have the following.
Claim 6.3.3. If for z ∈ (Fn)k it holds that∣∣∣∣∣ 1|F|k − 1 ∑
a6=0
Wa(z)− Ey [e(Dyf(x))]
∣∣∣∣∣ ≤ 12|F|s+1 ,
then
f(x) = Γ(Da·zf(x) : a ∈ Fk \ {0})
where Γ : F|F|k−1 → F is some explicit function.
Proof. Since |e(`)− e(m)| ≥ |F|−1 for ` 6= m and |µ| ≥ |F|−s, if we define
Γ(y1, . . . y|F|k−1) = arg min
`∈F





then by the assumption of the claim,
Γ(Da·zf(x) : a ∈ Fk \ {0}) = f(x).
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Since the random variables {Wa(z) : a ∈ Fk \ {0}} are pairwise independent,
we have by Chebychev’s inequality that if we choose k = t+ 2s+ 3 then
Prz∈(Fn)k












Thus, for all x ∈ Fn,
Prz∈(Fn)k [Γ(Da·zf(x) : a ∈ Fk \ {0}) = f(x)] ≥ 1− |F|−t.
Therefore, by an averaging argument there exists z ∈ (Fn)k for which
Prx∈Fn [Γ(Da·zf(x) : a ∈ Fk \ {0}) = f(x)] ≥ 1− |F|−t. (6.2)
We now prove our final claim, which shows that we only need a constant
number of derivatives in order to approximate f (instead of a number which is
polynomial in |F|).
Claim 6.3.4. Let B = {b ∈ Fk :
∑k





for some λa,b ∈ F.
Proof. Let |a| =
∑k
i=1 |ai|. We prove the claim by induction on |a|. If |a| ≤ d the
claim is straightforward, as assume |a| > d. As f is a degree d polynomial, we have
for any m > d and y1, . . . , ym ∈ Fn that
Dy1 . . . Dymf ≡ 0.
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Apply this for m = |a| and y1, . . . , ym set to z1 repeated a1 times, z2 repeated a2
times, up to zk repeated ak times. Then we obtain that∑
a′≤a
(−1)|a′|Da′·zf(x) = 0,
where the sum is over all a′ ∈ Fk such that |a′i| ≤ |ai| for all 1 ≤ i ≤ k. We conclude
that Da·zf(x) is a linear combination of Da′·zf(x) for a
′ ∈ Fk with |a′| < |a|, and
apply the induction claim.
This concludes the proof of Lemma 6.3.1. We can approximate f(x) correctly






lower degree, where k = t+ 2s+ 3.
6.4 Bias implies low rank exact computation
The main theorem we prove is the following.
Theorem 6.1.2. Let d, s ∈ N. Let f ∈ Pd(Fn). Suppose that |Ex∈Fn [e(f(x))]| ≥
|F|−s. Then, there exist g1, · · · gc ∈ Pd−1(Fn), c = c(6.1.2)(d, s), and Γ : Fc → F, such
that f(x) = Γ(g1(x), . . . gc(x)).
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The proof is by induction on the degree d. But first, we define the notion
of regularity followed by some important consequences of Theorem 6.1.2 which are
required in the inductive proof of the same and might be of independent interest.
6.4.1 Basic definitions
We recall some of the preliminaries from the previous chapters.
Definition 6.4.1 (Rank). Let d ∈ N and f : Fn → F. Then rankd(f) is defined
as the smallest integer r such that there exist polynomials h1, . . . , hr : Fn → F of
degree ≤ d − 1 and a function Γ : Fr → F such that f(x) = Γ(h1(x), . . . , hr(x)). If
d = 1, then the rank is 0 if f is a constant function and is ∞ otherwise. If f is a
polynomial, then rank(f) = rankd(f) where d = deg(f).
Definition 6.4.2 (Factor). Let X be a finite set. Then a factor B is a partition of
the set X. The subsets in the partition are called atoms.
For finite sets X and Y , recall that ∆(Y ) is the probability simplex over
Y , and that we embed Y ⊂ ∆(Y ) and embed functions f : X → Y as functions
f : X → ∆(Y ) in the obvious way. For a factor B of X, a function f : X → ∆(Y )
is said to be measurable with respect to B if it is constant on the atoms of B. The
average of f over B is E[f |B] : X → ∆(Y ) defined as
E[f |B](x) = Ey∈B(x)[f(y)]
where B(x) is the atom containing x. Clearly, E[f |B] is measurable with respect to
B.
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A collection of functions h1, . . . , hc : X → Y defines a factor B whose atoms
are {x ∈ X : h1(x) = y1, . . . , hc(x) = yc} for every (y1, . . . , yc) ∈ Y c. We use B
to also denote the map x 7→ (h1(x), . . . , hc(x)). A function f is measurable with
respect to a collection of functions if it is measurable with respect to the factor the
collection defines.
Definition 6.4.3 (Polynomial Factor). A polynomial factor B is a factor defined
by a collection of polynomials H = {h1, . . . , hc : Fn → F} and the factor is written
as BH. The degree of the factor is the maximum degree of h ∈ H. With a slight
abuse of notation, we would typically identify H and BH.
Let |B| be the number of polynomials defining the factor. We define ||B|| :=
|F|c to be the number of (possibly empty) atoms.
Definition 6.4.4 (Rank and Regularity of Polynomial Factor). Let B be a polyno-
mial factor defined by h1, . . . , hc : Fn → F. Then, the rank of B is the least integer r
such that there exists (a1, . . . , ac) ∈ Fc, (a1, . . . , ac) 6= (0, . . . , 0) for which the linear
combination h(x) :=
∑c
i=1 aihi(x) has rankd(h) ≤ r where d = maxi deg(aihi). For
a non decreasing function r : N → N, a factor B is r-regular if its rank is at least
r(|B|).
Definition 6.4.5 (Semantic and Syntactic refinement). Let B and B′ be polynomial
factors on Fn. A factor B′ is a syntactic refinement of B, denoted by B′ syn B if
the set of polynomials defining B is a subset of the set of polynomials defining B′. It
is a semantic refinement, denoted by B′ sem B if for every x, y ∈ Fn, B′(x) = B′(y)
implies B(x) = B(y).
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Lemma 6.4.6 (Polynomial Regularity Lemma). Let r : N→ N be a non-decreasing
function and d ∈ N. Then there is a function C(6.4.6)r,d : N → N such that the
following is true. Let B be a factor defined by polynomials h1, . . . , hc : Fn → F
of degree at most d. Then, there is an r-regular factor B′ defined by polynomials
h′1, . . . , h
′
c′ : Fn → F of degree at most d such that B′ sem B and c′ ≤ C
(6.4.6)
r,d (c).
Moreover if B syn B̂ for some polynomial factor B̂ that has rank at least
r(c′) + c′ + 1, then B′ syn B̂.
The proof of Lemma 6.4.6 is exactly along the lines of existing proofs in the
literature, for example Lemma 2.3 in [80], so we do not repeat it here.
For (w1, . . . , wk), (w
′
1, . . . , w
′
k) ∈ Fk, we write (w1, . . . , wk) ≺ (w′1, . . . , w′k) if
|wi| ≤ |w′i| for all i ∈ [k], where | · | is the canonical map from F to {0, 1, . . . , p− 1}.
Definition 6.4.7 (Affine system). An affine system is a set of linear forms {L1, . . . , Lm},
where each Li : Fk → F is defined by Li(x) =
∑k
j=1wi,jxj, which satisfies the fol-
lowing:
• wi,1 = 1 for all i ∈ [m].






1 = 1 and w
′ ≺ wi for some i ∈ [m], then
w′ = wj for some j ∈ [m].
6.4.2 Inverse Gowers norm for polynomial phases
Theorem 6.4.8. Suppose Theorem 6.1.2 is true up to order d. Let d, s ∈ N with
d < |F|. Let f ∈ Pd(Fn). Suppose ||e(f)||Ud ≥ |F|−s. Then, rank(f) ≤ c(6.4.8)(d, s).
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Proof. We have




Let g : Fn(d+1) → F be defined as
g(x, y1, . . . , yd) := Dy1,...,ydf(x).
By Theorem 6.1.2,
rank(g) ≤ c(6.1.2)(d, s · 2d).





where h ∈ Pd−1(Fn). Since, g(0, x, . . . , x) ≡ Dx,...,xf(0), we conclude that rank(f) ≤
rank(g) + 1 ≤ c(6.1.2)(d, s · 2d) + 1. Choosing c(6.4.8)(d, s) large enough such that
c(6.4.8)(d, s) ≥ c(6.1.2)(d, s · 2d) + 1 finishes the proof.
6.4.3 Equidistribution of atoms
The next lemma shows that a regular factor has atoms of roughly equal size.
Lemma 6.4.9 (Size of atoms). Suppose Theorem 6.1.2 is true up to order d. Let
B = {h1, . . . , hc} be a polynomial factor of degree at most d. Given s ∈ N, assume
that B has rank at least c(6.1.2)(d, s). Then for every b ∈ Fc,







Proof. For any b ∈ Fc,




































|F|s , then by Theorem 6.1.2, rank(
∑
i aihi) ≤ c(6.1.2)(d, s).
This contradicts the assumption on the rank of B.
6.4.4 Near orthogonality of affine linear forms
Lemma 6.4.10 (Near orthogonality). Suppose Theorem 6.1.2 is true up to order
d. Let c, d, p, s,m, k ∈ N. Let B = {h1, . . . , hc} be a polynomial factor of degree at
most d. Assume B has rank at least r(6.4.10)(d, k, s). Let (L1, . . . , Lm) be an affine
system on k variables. Let Λ = (λij)i∈[c],j∈[m] be a tuple of integers. Define
hΛ(x1, . . . , xk) =
∑
i∈[c],j∈[m]
λijhi(Lj(x1, . . . , xk)).
Then one of the following is true.
1. hΛ ≡ 0. Moreover, for every i ∈ [c], it holds that
∑m
j=1 λijgi(Lj(·)) ≡ 0 for all
gi ∈ Pd(Fn).
2. hΛ 6≡ 0. Moreover, |E[e(hΛ(x1, . . . , xk)]| ≤ |F|−s.
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Again, the proof is exactly along the lines of Theorem 3.3 in [26] taking care
of the dependence on |F| now, followed by an application of Theorem 6.4.8. As a
corollary, we state the above result for the case of parallelepipeds. We will need this
in the inductive proof of Theorem 6.1.2.
6.4.5 Equidistribution of parallelepipeds
We first set up some definitions following Section 4 in [80]. Throughout this
subsection, let B = {h1, . . . , hc} be a polynomial factor of degree at most d. We
assume B has rank at least r(6.4.8)(d, s). For i ∈ [d], Mi denotes the number of
polynomials in B of degree exactly equal to i. Let Σ := ⊗i∈[d]FMi .
Definition 6.4.11 (Faces and lower faces). Let k ∈ N and 0 ≤ k′ ≤ k. A set
F ⊆ {0, 1}k is called a face of dimension k′ if
F = {b : bi = δi, i ∈ I},
where I ⊆ [k], |I| = k − k′ and δi ∈ {0, 1}. If δi = 0 for all i ∈ I, the F is a lower
face. Thus, it is equivalent to the power set of [k] \ I.
Definition 6.4.12 (Face vectors and parallelepiped constraints). Let i0 ∈ [d], j0 ∈
[Mi0 ] and F ⊆ {0, 1}k. Let r(i0, j0, F ) ∈ Σ{0,1}
k
indexed as r(i, j, ω) = (−1)|ω| if
i = i0, j = j0 and ω ∈ F and zero otherwise. This is called a face vector. If F is a
lower face, then it corresponds to a lower face vector. If dim(F ) ≥ i0 + 1, then it is
a relevant face (lower face) vector. A vector (t(ω) : ω ∈ {0, 1}k) ∈ Σ{0,1}k satisfies
the parallelepiped constraints if it is orthogonal to all the relevant lower face vectors.
Let Σ0 ⊆ Σ{0,1}
k
be the subspace of vectors satisfying the parallelepiped
constraints.
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Lemma 6.4.14 (Equidistribution of parallelepipeds). Suppose Theorem 6.1.2 is
true up to order d. Given s, d < k ∈ N, let B be a polynomial factor of rank at least
c(6.4.14)(k, s) defined by polynomials h1, . . . , hc : Fn → F of degree at most d. For
every t ∈ Σ0 and x such that B(x) = t(0),












Proof. This immediately follows from the dimension of Σ0 (Claim 6.4.13) and Lemma 6.4.10
applied to the parallelepiped.
6.4.6 Proof of Theorem 6.1.2
The proof of Theorem 6.1.2 is by induction on d and follows along the lines
of Theorem 1.7 in [80]. We sketch the proof here.
Proof of Theorem 6.1.2. The base case of d = 1 is trivial. Indeed, if a linear poly-
nomial f : Fn → F satisfies |E[e(f(x)]| ≥ |F|−s, then by orthogonality of linear
polynomials, we have f(x) is a constant and hence has rank 0. Now, suppose the hy-
pothesis is true for degree d−1. Let t ∈ N depending on d be specified later. We have
|E[e(f(x))]| ≥ |F|−s. By Lemma 6.3.1, there exists B = {h1, . . . hc : hi ∈ Pd−1(Fn)},
c = c(d, s, t), and Γ : Fc → F, such that
Pr[f(x) 6= Γ(h1(x), · · ·hc(x))] ≤ |F|−t.
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Let r : N → N be a growth function that depends on d and will be specified later.
Regularize B to an r-regular polynomial factor B′ = {h′1, . . . , h′c′}, c′ ≤ C
(6.4.6)
r,d (c).
Thus, we have for an appropriate Γ′ : Fc′ → F that
Pr[f(x) 6= Γ′(h′1(x), · · ·h′c′(x))] ≤ |F|−t.
In the rest of the proof, we prove that f is B′-measurable. This will finish
the proof. We will assume that r(j) ≥ c(6.4.9)(d, 2t + j) for all j ∈ N. By Markov’s
inequality and Lemma 6.4.9, for at least 1− |F|−t/4 fraction of atoms A,
Prx∈A[f(x) 6= Γ′(h′1(x), · · ·h′c′(x))] ≤ |F|−t/4.
The first step is to prove that on such atoms, f is constant. Fix such an
atom A and let A′ ⊆ A be the set where f(x) = Γ′(h′1(x), · · ·h′c′(x)).
Lemma 6.4.15. Let t be large enough depending on d. Let x ∈ A be arbitrary.
Then there is an h ∈ (Fn)d+1 such that x+ ω · h ∈ A′ for all ω ∈ {0, 1}d+1 \ 0d+1.
The proof is exactly as in Lemma 5.2 in [80]. We omit it here. Continuing,
since f ∈ Pd(Fn), we have ∑
ω∈{0,1}d+1
(−1)|ω|f(x+ ω · h) = 0.
Now, by the above lemma, we have f(x + ω · h) ≡ cA for ω 6= 0, where cA is a
constant that depends on A. Thus, f(x) ≡ cA.
This finishes the first step. Thus, we have for 1 − |F|−t/4 fraction of the
atoms A, call them good atoms, f(x) = cA. The final step shows that for any
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arbitrary atom A, there are good atoms Aω, 0 6= ω ∈ {0, 1}d+1 such that the vector
t = B(Aω) ∈ Σ{0,1}
d+1
satisfies the parallelepiped constraints. It is enough to find
one parallelepiped for which x+ω ·h lie in good atoms for ω 6= 0. Indeed, let x ∈ A
be arbitrary. Pick h1, . . . , hd+1 randomly. The probability that for a fixed ω 6= 0,
x + ω · h lies in a good atom is at least 1 − |F|−t/4 > 1 − 2−2d for t large enough.
The result now follows by a union bound over ω ∈ {0, 1}d+1.
6.4.7 Some more consequences
Degree preserving lemma.
Lemma 6.4.16 (Degree Preserving Lemma). Let c, d,D ∈ N with d < |F|. Let
B = {h1, . . . , hc} be a polynomial factor of degree at most d, and rank at least
r(6.4.16)(c, d,D). For Γ : Fc → F, let F : Fn → F be defined by F (x) = Γ(h1(x), . . . , hc(x)).
Let deg(F ) = D. Then, for every set of polynomials h′1, . . . h
′
c : Fn → F with
deg(h′i) ≤ deg(hi) for all i ∈ [c], if G : Fn → F is defined by G(x) = Γ(h′1(x), . . . , h′c(x)),
we have deg(G) ≤ D.
We omit the proof here as it can be readily adapted from Theorem 4.1 in [26].
Faithful composition.
Lemma 6.4.17 (Faithful composition lemma). Let c, d,D ∈ N. Let B = {h1, . . . , hc}
be a polynomial factor of degree at most d, and rank at least r(6.4.16)(c, d,D). Let






i , for some S ⊂ Nc and where as 6= 0










Assume that deg(F ) = D. Then for every s ∈ S,
c∑
i=1
si · deg(hi) ≤ D.
Proof. Let di = deg(hi). Define new variables x
′ = {x′i,j : i ∈ [c], j ∈ [di]} with




i,j, where we note that h
′
1, . . . , h
′
c
are defined over disjoint sets of variables, and that deg(h′i) = deg(hi). Define
G(x′) = Γ(h′1(x
′), . . . , h′c(x
′)). Since B has rank at least r(6.4.16)(c, d,D), we have











Note that each s ∈ S corresponds to a unique monomial of degree
∑c
i=1 disi, and
the monomials cannot cancel each other. The lemma follows.
Hyperplane Restriction. Next, we show that the notion of rank is robust to
hyperplane restrictions. More precisely, we have the following.
Lemma 6.4.18. Let f ∈ Pd(Fn) such that rank(P ) ≥ r. Let H be a hyperplane in
Fn. Then the restriction of f to H has rank at least r − d− 1.
We note that the existing results prove a lower bound of r − |F|, but with
a slight modification (which we show below) we are able to prove a lower bound of
r − d− 1.
Proof. Without loss of generality, let H be defined by x1 = 0. For x ∈ Fn let x′ =
x2 . . . xn ∈ Fn−1 so that x = (x1, x′) and f |H(x′) = f(0, x′). Define fi : Fn−1 → F by
fi(x
′) = f(i, x′)− f(0, x′).
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Clearly, f(x) = Γ(x1, f |H(x), f1(x′), . . . , f|F|−1(x′)) for some explicit Γ : F|F|+1 → F.
For vi = (i, 0, . . . , 0) ∈ Fn, we have that fi is the restriction of Dvif to H, and hence
deg(fi) ≤ deg(Dvif) ≤ d − 1. To conclude the proof, we show that for any j > d,
fj(x
′) can be expressed a linear combination of {f1(x′), . . . , fd(x′)}. This will imply
that in fact, f(x) = Γ′(x1, f |H , f1(x′), . . . , fd(x′)) for some Γ′ : Fd+2 → F and, since
deg(fi) < deg(f) for all i, will show that rank(f) ≤ rank(f |H) + d+ 1.
To conclude the proof, fix j > d. We will show that fj(x
′) is a linear combina-
tion of {f1(x′), . . . , fj−1(x′)}, which by induction will show the claim. As deg(f) ≤ d
we have
Dx1Dx1 . . . Dx1︸ ︷︷ ︸
j times
f(x) = 0.








f(i, x′) = 0,











′) is a linear combination of {f1(x′), . . . , fj−1(x′)}, as claimed.
6.4.8 Algorithmic Aspects
It is easy to see that the existential proof of the main theorem can be made
algorithmic.
Lemma 6.4.19. Let d, s ∈ N. There is a randomized algorithm that on input f ∈
Pd(Fn) with |E[e(f(x))]| ≥ |F|−s, runs in time O(|F|c · nd) and outputs g1, . . . , gc ∈
Pd−1(Fn), c = c(6.1.2)(d, s), and Γ : Fc → F, such that f(x) = Γ(g1(x), . . . gc(x)).
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The proof of the above follows similar to Theorem 1.4 in [31]. It can be
derandomized using either Viola’s generator [169] or Bogdanov’s generator [40] for
low degree polynomials. To use Bogdanov’s generator, one requires the field size to
be at least superlogarithmic in n. For details, see the proof of Theorem 1.2 in [24].
6.5 Applications: Effective algebraic geometric bounds over
large finite fields
6.5.1 A finite field Hilbert nullstellensatz
We prove the following effective version of a finite field analogue of Hilbert
Nullstellensatz.
Theorem 6.1.3. Let c, d ∈ N. Let P1, . . . Pc, Q ∈ Pd(Fn). Assume that Q(x) = 0






Proof. Let B = {P1, . . . Pc, Q} be the corresponding polynomial factor. We reg-
ularize B to obtain B′ = {S1, . . . Sc′} with a growth function r : N → N sat-
isfying r(j) ≥ c(6.1.2)(d, j + 1). Note that c′ ≤ C(6.4.6)r,d (c + 1). We also have
rank(B′) ≥ r(c′) ≥ c(6.1.2)(d, c′ + 1). Also, by Lemma 6.4.9, for every b ∈ Fc′ ,
Prx[B






Since B′ sem B, there exist Γ : Fc
′ → F and for i ∈ [c], Γi : Fc
′ → F such
that
Pi(x) = Γi(S1(x), . . . Sc′(x))
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and
Q(x) = Γ(S1(x), . . . Sc′(x)).
We next have the following claim.
Claim 6.5.1. For any z ∈ Fc′. If Γi(z) = 0 for all i ∈ [c], then Γ(z) = 0.
Proof. Suppose Γi(z) = 0 for all i ∈ [c]. Then, by Equation (6.3), there exists
x ∈ Fn such that B′(x) = z. Thus, for all i ∈ [c],
Pi(x) = Γi(S1(x), . . . Sc′(x)) = Γi(z) = 0.
This implies by the hypothesis that
Γ(z) = Q(x) = Γ(S1(x), . . . Sc′(x)) = 0.
By Lemma 6.4.17 (and by ensuring r(j) ≥ r(6.4.17)d (j)), we have that deg(Γi) ≤
d for i ∈ [c] and deg(Γ) ≤ d. The next step is to obtain Λi : Fc








and deg(Λi) ≤ p.Od,c(1). This can be done by iterating over z ∈ Fc
′
and for each z,
set the Λi(z)’s accordingly. Finally compute the Λi from its evaluation table. We
define Ri : Fn → F for i ∈ [c], by Ri(x) = Λi(S1(x), . . . Sc′(x)). Again, it is easy to
see that deg(Ri) = p.Od,c(1). Now, substituting z = (S1(x), . . . Sc′(x)) we get
Γ(S1(x), . . . Sc′(x)) =
c∑
i=1
Λi(S1(x), . . . Sc′(x))Γ
′







This concludes the proof.
Computational complexity of the nullstellensatz
We have the following algorithmic version of Theorem 6.1.3.
Corollary 6.5.2 (Algorithmic strong nullstellensatz). Let c, d ∈ N. Let P1, . . . Pc ∈
Pd(Fn). Let Q ∈ Pd(Fn) such that Q(x) = 0 whenever for all i, Pi(x) = 0. Then we
have an algorithm that performs np.Od,c(1) field operations that outputs R1, . . . Rc ∈





Proof. Theorem 6.1.3 guarantees that Ri ∈ PD(F n). Thus, the terms on the right
side have degree D + d. Therefore, for each r ∈ N, we can solve a system of linear
equations in O(c · nD+d) unknowns by comparing the coefficients on either side and
we are guaranteed a solution. Thus, the running time is (n · log |F|)p.Od,c(1).
6.5.2 Ideal Membership Problem
In this subsection, we solve the ideal membership problem in the following
setting.
Theorem 6.1.5(Algorithmic Ideal Membership) Let c, d ∈ N. Let β ∈ (0, 1). Let
P1, . . . , Pc, Q ∈ Pd(Fn). Let I = 〈P1, . . . , Pc〉. Then we have an algorithm that
performs np.Od,c(1) field operations and decides if Q ∈ I.
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Proof. The idea is to directly invoke the nullstellensatz just developed. We set up
unknowns for the coefficients of Ri(x) assuming degree D := D
(6.1.3). If we obtain
a solution to Q(x) =
∑
iQi(x)Ri(x) then we output yes else output no. To prove
correctness, we argue as follows. If Q ∈ I, then Q vanishes on the common F -zeroes
of the Pi’s. Therefore, we can indeed find Ri of degree D by the nullstellensatz. If
on the other hand, we we do find such Ri’s then trivially Q ∈ I.
6.5.3 Counting rational points on low degree varieties
We now consider the problem of detecting a rational point in a variety and if
so, provide a randomized algorithm that outputs an approximation to the number
of rational points in the variety. Along the way, we also show holes in the number
of rational points in a variety. The exact problem of detection of rational points is
NP hard. See for example [1, 98, 115, 97, 66, 75].
Given polynomials f1, . . . fc : Fn → F, let Vp(f1, . . . , fc) ⊆ Fn denote the
set of common zeroes of fi’s, where the subscript p is to emphasize the interest in
rational points.
Theorem 6.1.6.[Rational points in varieties] Let c, d, t, u ∈ N. Let P1, . . . , Pc :
Fn → F be polynomials of degree d. There is a randomized algorithm that performs
Od,c,t,u(n
d) + |F|Od,c,t(1) field operations and performs the following with probability
1− 1|F|t .
1. Decide if Vp(P1, . . . , Pc) is empty.
2. Output an integer N such that N = (1± |F|−u)|Vp(P1, . . . , Pc)|.
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Proof. Let B = {P1, . . . Pc}. Applying Lemma 6.4.6, we regularize B to obtain
B′ = {S1, . . . Sc′} with a growth function r : N→ N satisfying r(j) ≥ c(6.1.2)(d, j+u).
Note that c′ ≤ C(6.4.6)r,d (c + u). We also have rank(B′) ≥ r(c′) ≥ c(6.1.2)(d, c′ + u).
Also, by Lemma 6.4.9, for every b ∈ Fc′ ,
Prx[B






Since B′ sem B, there exist Γi : Fc
′ → F for i ∈ [c] such that
Pi(x) = Γi(S1(x), . . . Sc′(x)).
Let S = Vp(Γ1, . . . ,Γc′) be the set of common zeroes of the Γi’s. We have the
following claim.
Claim 6.5.3. Vp(Γ1, . . . ,Γc′) = φ⇔ Vp(P1, . . . , Pc) = φ.
Proof. (⇒ direction) Suppose Vp(P1, . . . , Pc) 6= φ. Let x ∈ Vp(P1, . . . , Pc). Then,
z = (S1(x), . . . , Sc′(x)) ∈ Vp(Γ1, . . . ,Γc′).
(⇐ direction) Suppose Vp(Γ1, . . . ,Γc′) 6= φ. Let z ∈ Vp(Γ1, . . . ,Γc′). Then,
by Equation (6.4), since Pr[B′(x) = z] > 0, there is an x ∈ Fn such that z =
(S1(x), . . . , Sc′(x)). Fix an arbitrary i ∈ [c]. Then
Pi(x) = Γi(S1(x), . . . , Sc′(x)) = Γi(z) = 0.
Now, we search over the fixed dimension space in time |F|c′ and this proves
the first part of the lemma. We have the following claim which proves the second
part of the lemma.
190
Claim 6.5.4. |Vp(P1, . . . , Pc)| = (1± |F|−u)|F|n−c
′|Vp(Γ1, . . . ,Γc′)|.
Proof. For every z ∈ Vp(Γ1, . . . ,Γc′), by Equation (6.4), the number of points x in
Fn such that B(x) = z is (1± |F|−u)|F|n−c′ . Summing over every such z proves the
claim.
Holes in the number of rational points The above lemma states that the
number of rational points do not span all possible values. They only lie in the













As a special case, we have a strengthening of the Chevellay-Warning theorem in
the setting of fixed c, d. The Chevellay-Warning theorem states that if a collection
P1, . . . , Pc ∈ Pd(Fn) with dc < n) has one common solution, it has at least |F| many
solutions.
Corollary 6.5.5. Let P1, . . . , Pc : Fn → F be polynomials of degree d. Then, if the
collection has at least one solution, then it has at least |F|n−Oc,d(1) many solutions.
Such a result for constant size prime fields was proved by the second author
in [121]. It is noteworthy to compare the above bound with the Az-Katz theorem [6,
106], which says that the number of solutions is at least |F|n/d−c. More formally,
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Theorem 6.5.6 (Ax-Katz theorem). Let P1, . . . , Pc : Fn → F be polynomials of
degree d. Then, if the collection has at least one solution, then it has at least |F|n/d−c
solutions.
6.6 Application: List decoding Reed-Muller codes over large
fields
6.6.1 Notation and Preliminaries
Let F be a prime finite field. A code C ⊂ {Fn → F} is a subset of functions
from Fn to F, where functions in the code are called codewords. The distance





|{x ∈ Fn : f(x) 6= g(x)}| .




A code C is linear if it is a linear subspace over F. For a linear code, distmin(C) =
min06=f∈C{dist(f, 0)}. For a code C and a function g : Fn → F, the set of codewords
at distance at most ρ from g is denoted by
BC(g, ρ) := {f ∈ C : dist(f, g) ≤ ρ}.
The list decoding size of C at radius ρ is the maximal number of codewords at





Recall that `F (n, d, ρ) := LRMF(n,d)(ρ). We will use the newly introduced
notation for list size for convenience henceforth in this chapter. The Reed-Muller
code RMF(n, d) is the evaluations of all polynomials f : Fn → F of degree at most
d. So using our previous notation, RMF(n, d) = Pd(Fn). As we assume d < |F|, its
minimal distance is given by




The main theorem we prove is that Reed-Muller codes, for constant degrees, are list
decodable up to their minimal distance. We also extend this to estimate the number
of codewords in balls of larger radii.
Theorem 6.1.7. Let d, s ∈ N. There exists c = c(d, s) such that the following


















Both bounds are tight, up to the exact value of c = c(d, s). The proof will follow
from a series of propositions which we state next.
Let RMF(n, d, k) be a subcode of RMF(n, d), which consists of polynomials of
degree ≤ d and rank ≤ k. We first reduce the problem of list decoding Reed-Muller
codes to list decoding a low rank subcode.
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Lemma 6.6.1. Let e ≤ d, s ∈ N. There is k = k(d, s) such that for any prime field
















So, from now on we restrict our attention to RMF(n, d, k). Recall that ∆(F) is
the probability simplex over F, that we naturally embed F ⊂ ∆(F). For g : Fn → F
let p(g) : Fn → ∆(F) be this embedding extended to functions. With this notation,
for f, g : Fn → F we have dist(f, g) = 1−〈p(f), p(g)〉. So, from now on we extend our
study to functions ϕ : Fn → ∆(F), which can be viewed as randomized functions.
The definition of the codewords in C which are close to a function can be extended
to randomized functions following the above discussion:
BC(ϕ, ρ) = {f ∈ C : 〈p(f), ϕ〉 ≥ 1− ρ}.
Let F = {h1, . . . , hc : Fn → F}. We say that ϕ is F-measureable if ϕ = Γ(F) for
some function Γ : F|F| → ∆(F). Recall that E[ϕ|F] : Fn → ∆(F) as the average of ϕ
with respect to F,
E[ϕ|F](x) = E [ϕ(y) : y ∈ Fn,F(x) = F(y)] .
Clearly, E[ϕ|F] is F-measurable. Moreover, for any ξ : Fn → ∆(F) which is F-
measurable, we have
〈ξ, ϕ〉 = 〈ξ, E[ϕ|F]〉 .
We next show that the list decoding problem for low rank codes can be further
reduced to the case where the center g is a measurable with respect to a small
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polynomial factor of bounded degree. More accurately, it can be list decoded to this
latter problem.
Lemma 6.6.2. Fix d, k, s ∈ N. There exist c = c(d, k, s) ∈ N such that the following
holds. Let F be a prime field with |F| > d and let n ∈ N. For any ϕ : Fn → ∆(F)
there exists a family of |F|c sets of polynomials Fi ⊂ RMF(n, d− 1), 1 ≤ i ≤ |F|c, of
size |Fi| ≤ c each, such that
∀f ∈ RMF(n, d, k) ∃1 ≤ i ≤ |F|c, |〈p(f), ϕ〉 − 〈p(f),E[ϕ|Fi]〉| ≤ |F|−s.
As a corollary, we bound the list decoding size in RMF(n, d, k) by the list
decoding size when the centers are measurable functions for a system of a few
polynomials.





Finally, we prove bounds for the list decoding problem for low rank codes,
where the center is measurable with respect to a polynomial factor. In fact, we can
even ignore the restriction that the code is low rank, as the restriction on the center
is sufficient to obtain the bounds.
Lemma 6.6.4. Fix d, s, c ∈ N. There exists c′ = c′(d, s, c) such that the following
holds. Let F be a prime field with |F| > d and let n ∈ N. Let F ⊂ RMF(n, d− 1) of
size |F| ≤ c, and let ϕ : Fn → ∆(F) be F-measurable. Then∣∣∣∣BRMF(n,d)(ϕ, 1− e|F| − 1|F|s
)∣∣∣∣ ≤ |F|c′·nd−e .
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In particular, for any k ∈ N,∣∣∣∣BRMF(n,d,k)(ϕ, 1− e|F| − 1|F|s
)∣∣∣∣ ≤ |F|c′·nd−e .
With the above in place, we are ready to prove our main theorem of the
section.
Proof of Theorem 6.1.7. Let ρ := 1− e|F|−
1










Let g : Fn → F, ϕ = p(g). Let C = RMF(n, d, k). Then, by Corollary 6.6.3, for some




∣∣∣∣BC(E[ϕ|Fi], 1− e|F| − 1|F|2s
)∣∣∣∣ ,
where each Fi ⊂ RMF(n, d− 1) of size |Fi| ≤ c. Finally, by Lemma 6.6.4, for some
c′ = c′(d, s, c), we have that for every 1 ≤ i ≤ |F|c,∣∣∣∣BC(E[ϕ|Fi], 1− e|F| − 1|F|2s










We prove Lemma 6.6.1, Lemma 6.6.2 and Lemma 6.6.4 in the following sub-
sections.
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6.6.2 Proof of Lemma 6.6.1
We state the Johnson bound first, which provides bounds on the list decoding
size for any code, based just on the minimal distance of the code [102].
Lemma 6.6.5 (Johnson bound). Let C ⊆ {Fn → F}. Suppose that distmin(C) ≥





















Let m = |L| and L = {f1, . . . , fm}. Construct a graph G = (L,E) where (fi, fj) ∈ E
if rank(fi − fj) ≤ k. Let I ⊆ L be a maximal independent set.
Claim 6.6.6. distmin(I) ≥ 1− 1|F| −
1
|F|2s .
Proof. Let f = fi − fj 6= 0 for fi, fj ∈ I. Since rank(f) > k(d, s) = c(6.1.2)(d, 2s),
and therefore, rank(a · f) > k for all a ∈ F, a 6= 0, we have by Theorem 6.1.2 that
E [e (a · f(x))] ≤ |F|−2s. Thus,





















Next, consider any f ∈ I. Say h1, . . . , hD ∈ RMF(n, d, k) are such that
(f + hi, f) ∈ E. As dist(g, f + hi) ≤ 1 − e|F| −
1




























6.6.3 Proof of Lemma 6.6.2
The proof of Lemma 6.6.2 requires several refinements of RMF(n, d, k). First,
for F ⊂ RMF(n, d−1) a family of polynomials of degree≤ d−1, define RMF(n, d, k,F)
to be the family of degree d polynomials, which can be decomposed as a function of
the polynomials in F, and k additional polynomials of degree ≤ d− 1.
For k = (k1, . . . , kd−1) ∈ Nd−1 let |k| =
∑
ki. The code RMF(n, d,k,F) is a
subcode of RMF(n, d, |k|,F), defined as family of degree d polynomials, which can be
decomposed as a function of the polynomials in F, and |k| additional polynomials,
with ki polynomials of degree i, for 1 ≤ i ≤ d − 1. The following statement of the
theorem allows for a streamlined inductive proof.
Theorem 6.6.7. Fix d, s ∈ N,k ∈ Nd−1,F ⊂ RMF(n, d−1) and let C = RMF(n, d,k,F).
There exist c = c(d,k, s, |F|) ∈ N such that the following holds. For any ϕ :
Fn → ∆(F) there exists a family of |F|c sets of polynomials Fi ⊂ RMF(n, d − 1),
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1 ≤ i ≤ |F|c, of size |Fi| ≤ c each, such that
∀f ∈ C ∃1 ≤ i ≤ |F|c, |〈p(f), ϕ〉 − 〈p(f),E[ϕ|Fi]〉| ≤ |F|−s.
The simplex. Recall that for f : Fn → F we have p(f) : Fn → ∆(F). Define
q(f) := p(f) − 1|F| , so that
∑
y∈F q(f)(x)y = 0 for all x ∈ Fn. For a ∈ Fn, b ∈ F,
define `a,b : Fn → F by `a,b(x) = 〈a, x〉 + b. We prove the following analogue
of Fourier expansion over the simplex. We will refer to it as the Fourier simplex
decomposition.






αa,b = 〈q(g), q(`a,b)〉 − 〈q(g), q(`a,0)〉
are unique and satisfy αa,b ∈ [−1, 1]. We denote the αa,b by q̂(g)(a, b).
Proof. We first construct a basis for the subspace V ⊆ (R|F|)|F|n defined as follows.








vx,y = 0 ∀x ∈ Fn
}
.
Note that q(g) ∈ V for any g : Fn → F. Also, dim(V ) = |F|n(|F| − 1). We next
establish that the set of vectors
I = {q(`a,b) : a ∈ Fn, 0 6= b ∈ F} ⊆ V
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is a basis for V . First, note that |I| = |F|n(|F| − 1). To prove linear independence




αa,bq(`a,b) = 0. (6.7)
Let Va = span{q(`a,b) : 0 6= b ∈ F}. Then, by Equation (6.7),
∑
a va = 0 where
va =
∑










since for any a 6= a′ ∈ Fn and any b, b′ ∈ F,




In particular, 〈va, va〉 = 0 for all a ∈ Fn which implies that va = 0. Fix an arbitrary
a ∈ Fn. We now show that va =
∑
b 6=0 αa,bq(`a,b) = 0 implies that αa,b = 0 for all
b 6= 0. Indeed, fix x ∈ Fn such that 〈a, x〉 = 0. Then va(x)y = αa,y −
∑
b 6=0 αa,b if
y 6= 0, and va(x)0 = −
∑
b 6=0 αa,b. As we have that va(x)y = 0 for all y ∈ F, it must
be that αa,b = 0 for all 0 6= b ∈ F.
Thus, I indeed forms a basis for V . The uniqueness of the αa,b follows from





Using the simple fact that





we record the following observation.
〈q(`a,b), q(`a′,b′)〉 =
{ 0 if a 6= a′
1− 1|F| if a = a
′, b = b′
− 1|F| if a = a
′, b 6= b′
































Next, we observe that
∑






Pr[〈a, x〉+ b = y]− 1
|F|
)
= 1− 1 = 0.
So we have
αa,b = 〈q(g), q(`a,b)〉 − 〈q(g), q(`a,0)〉.
Since 〈q(g), q(`a,b)〉 ∈ [− 1|F| , 1−
1
|F| ] for all b ∈ F, we obtain that αa,b ∈ [−1, 1]. This
finishes the proof
Weak regularity on the simplex. We prove the following lemma. In the fol-
lowing, X, Y are arbitrary finite sets, where we will later apply the lemma to
X = Fn, Y = F. The proof is similar to Frieze-Kannan weak regularity [62] but
generalized to the simplex.
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Lemma 6.6.9. Let ε > 0 be arbitrary. Let ϕ : X → ∆(Y ) be arbitrary. Let F be a









where |αi| ≤ 1 and h satisfies that for all f ∈ F,
|〈h, q(f)〉| ≤ ε.
Proof. Let ϕ′ = ϕ − 1|Y | . We will define a sequence of functions ϕi ∈ F
n → RF.
Initialize ϕ0 := 0. Given ϕi, if there exists fi ∈ F such that 〈ϕ′ − ϕi, q(fi)〉 = αi
where |αi| > ε, set ϕi+1 := ϕi + αiq(fi). We show that the process terminates
quickly. To that end, define δi := ||ϕ′ − ϕi||22. Then
δi+1 = ||ϕ′ − ϕi − αiq(fi)||22
= δi + α
2
i ||q(fi)||22 − 2〈ϕ′ − ϕi, αiq(fi)〉
= δi + α
2
i (1− 1/|Y |)− 2α2i
≤ δi − α2i
≤ δi − ε2.
Additionally, δ0 = ||ϕ′||22 ≤ 1 and δi ≥ 0 for all i. Thus, the process termi-





where h satisfies that for all f ∈ F, |〈h, q(f)〉| ≤ ε and |αi| ≤
√
δi − δi+1 ≤ 1.
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Proof of Theorem 6.6.7. The proof is by induction on d, s,k, |F|. For k, we use the
lexicographic order on Nd−1 which is well founded to define a Noetherian induction.
Let C = RMF(n, d,k,F), and fix ϕ : Fn → ∆(F) and s ≥ 1, and set e = |F|.
We first argue that we may assume that F is regular. For a rank function
R1 : N→ N to be determined later (as a function of d,k, s), regularize F to obtain
an R1-regular factor F
′. Note that
RMF(n, d,k,F) ⊂ RMF(n, d,k,F′).
Thus, we may instead study RMF(n, d,k,F
′). So, we simply assume from now on
that F is r1-regular for some r1 = R1(d,k, s, |F|) to be determined later.
Let f ∈ C. By definition, we can decompose f as
f = Γ(H,F),
where H = {h1, . . . , hk} is a family of k polynomials of degree ≤ d − 1 and where
Γ : Fk+e → F is some function. We argue that we can also assume that H ∪ F is








for some ai, bi ∈ F, not all zero. Let d′ be the maximal degree of a polynomial
appearing in the linear combination with a nonzero coefficient. It cannot be that all
these polynomials are in {fi}, as we assumed that the rank of F is at least r1. So,
ai 6= 0 for some i where deg(hi) = d′. This means hi can be expressed as a function
of the other polynomials in H∪F, and an additional set H′ of r1− 2 polynomials of
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degrees ≤ d′−1. So, if we construct k′ from k by reducing the number of polynomials
of degree d′ by one, and increasing the number of polynomials of degrees ≤ d′ − 1
by r2, then in fact we have
f ∈ RMF(n, d,k′,F).
Thus, we may apply the theorem by induction in order to handle these polynomials,
since k′ < k in the lexicographic order. So, we assume from now on that F ∪H is
r2-regular.
Let ψ = E[ϕ|F]. We will include F as one of our sets Fi, and hence handle
any f for which | 〈q(f), ψ〉 − 〈q(f), ϕ〉 | ≤ |F|−s. So, from now on we consider only
f for which | 〈q(f), ψ〉 − 〈q(f), ϕ〉 | ≥ |F|−s. Decomposing Γ to its Fourier simplex





























bifi + c is F-measurable. Hence, there must exist 0 6= a ∈ Fk, b ∈ Fe, c 6= 0,
such that ∣∣∣〈q (∑ aihi(x) +∑ bifi(x) + c) , ϕ− ψ〉∣∣∣ ≥ |F|−(s+k+e+1).
As E[ϕ− ψ] = 0 we equivalently have∣∣∣〈p(∑ aihi(x) +∑ bifi(x) + c) , ϕ− ψ〉∣∣∣ ≥ |F|−(s+k+e+1).
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γt · q(wt) + ξ,
where γt ∈ [−1, 1], wt ∈ C, ξ : Fn → RF satisfies that | 〈ξ, f〉 | ≤ |F|−2(s+k+e+1) for
all f ∈ C, and ` ≤ |F|4(s+k+e+1). There must exist t ∈ [`] such that∣∣∣〈p(∑ aihi(x) +∑ bifi(x) + c) , q(wt)〉∣∣∣ ≥ |F|−5(s+k+e).
As wt ∈ C we can decompose it as as a function of k polynomials of degree ≤
d − 1 and F. Let R3 : N → N be large enough to be determined later (as a
function of d,k, s). We regularize these polynomials to be R3-regular, and obtain
a collection of ≤ c1(d,k, |F|, s) polynomials. We choose R1 large enough so that
R1(e) > c1(d,k, e, s). This ensures that F does not change in the regularization
process. Hence we have
wt = Γt(Ht ∪ F),
where Ht ∪ F is R3-regular, |Ht| = kt ≤ c1(d,k, e, s), Ht = {ht,1, . . . , ht,kt} and
Γt : Fkt+e → F is some function. Decomposing Γt to its Fourier decomposition, and











So, there must exist a′ ∈ Fkt , b′ ∈ Fe, c′ 6= 0 such that∣∣∣〈p(∑ aihi(x) +∑ bifi(x) + c) , q (∑ a′iht,i(x) +∑ b′ifi(x) + c′)〉∣∣∣ ≥ |F|−5(s+k+e+1)−(kt+e+1),
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≤ r4 = r4(d, k, e, s).
Let d′ be the maximal degree of a polynomial appearing in the linear combination
with a nonzero coefficient. By choosing R3 large enough, we guarantee that it
cannot be the case that all the polynomials of degree d′ are in Ht ∪ F. So, ai 6= 0
for some i such that deg(hi) = d
′. So, we can express hi as a function of all the
other polynomials in H ∪Ht ∪ F, and an additional set of r4 polynomials of degree
≤ d′ − 1. Thus, we define Ft = F ∪Ht, and construct k′ from k by decreasing the
number of polynomials of degree d′ by one, and increase the number of polynomials
of any lower degree by r4, then k
′ < k and we obtain that in fact
f ∈ RMF(n, d,k′,Ft).
Crucially, the sets Ft were obtained depending only on ϕ and F. Thus, we can
apply the theorem by induction to each of them. Let {Ft,i : 1 ≤ i ∈ |F|c
′} be the
sets guaranteed by the theorem, where c′ ≤ c(d,k′, s,Ft). We conclude the proof by
taking their union, which has size ≤ |F|4(s+k+e) · |F|c(d,k′,s,|Ft|), which is bounded by
|F|c for a large enough c = c(d,k, s, |F|).
6.6.4 Proof of Lemma 6.6.4
The proof of Lemma 6.6.4 is similar to the authors’ previous work [35]. Let
F = {h1, . . . , hc} a family of polynomials of degree ≤ d− 1, and let ϕ : Fn → ∆(F)
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be F-measurable. Let ρ := 1− e|F| −
1
|F|s . Fix f ∈ C such that
〈p(f), ϕ〉 ≥ 1− ρ.
For a ∈ Fc define
Aa := {x ∈ Fn : h1(x) = a1, . . . , hc(x) = ac}.
Define Γf : Fc → F by setting Γf (a) to be the most common value f attains on Aa.
Then
Pr[f(x) = Γf (h1(x), . . . , hc(x))] =
∑
a∈Fc
Pr[x ∈ Aa] ·max
y∗∈F




Pr[x ∈ Aa] · E [〈p(f), ϕ〉|x ∈ Aa]
= E[[〈p(f), ϕ〉]
≥ 1− ρ.
Let r1, r2 : N→ N be two non decreasing functions to be specified later, and
let C
(6.4.6)
r,d be as given in Lemma 6.4.6. We will require that for all m ≥ 1,
r1(m) ≥ r2(C(6.4.6)r2,d (m+ 1)) + C
(6.4.6)
r2,d
(m+ 1) + 1. (6.11)
Let B be the factor defined by F. As a first step, we r1-regularize F by
Lemma 6.4.6. This gives an r1-regular factor B
′ of degree at most d, defined by




rank(B′) ≥ r1(c′). Let Gf : Fc
′ → F be defined such that
Gf (h
′
1(x), . . . , h
′







2(x), . . . , h
′
c′(x)) = f(x)] ≥ 1− ρ. (6.12)
Appealing again to Lemma 6.4.6, we r2-regularize Bf := B
′∪{f}. We get an
r2-regular factor B
′′ syn B′ defined by the collection F′′ = {h′1, . . . , h′c′ , h′′1, . . . , h′′c′′} ⊆
RMF(n, d− 1). Note that it is a syntactic refinement of B′ as by our choice of r1,
rank(B′) ≥ r1(c′) ≥ r2(C(6.4.6)r2,d (c
′ + 1)) + C
(6.4.6)
r2,d
(c′ + 1) + 1 ≥ r2(|B′′|) + |B′′|+ 1.
We will choose r2 such that for all m ≥ 1,
r2(m) = max
(
r(6.4.9)(d, 2s+m), r(6.4.16)(m, d, d)
)
. (6.13)
Since f is measurable with respect to B′′, there exists F : Fc′+c′′ → F such that




1(x), . . . , h
′′
c′′(x)).
As will see soon, our goal is to analyze the structure of F . We next show
that we can have each polynomial in the factor have a disjoint set of inputs. Let









i ). Define y ∈ Fn1 indexed as yi,j,k, with i ∈ [c′], j ∈ [r], k ∈ [deg(h′i)],
and define z ∈ Fn2 indexed as zi,j,k, with i ∈ [c′′], j ∈ [r], k ∈ [deg(h′′i )]. Define new
polynomials h̃′i(y), h̃
′′












zi,j,k ∀i ∈ [c′′].
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Note that the polynomials {h′i : i ∈ [c′]}, {h′′i : i ∈ [c′′]} are defined over disjoint




i ) = deg(h
′′
i ). Define new
functions f̃ : Fn1+n2 → F and g̃ : Fn1 → F as follows:




1(z), . . . , h̃
′′
c′′(z)),
g̃(y) = Gf (h̃′1(y), . . . , h̃
′
c′(y)).
Claim 6.6.10. For a large enough r = r(d, c′, c′′, s) it holds that deg(f̃) ≤ d and∣∣∣Pry∈Fn1 ,z∈Fn2 [f̃(y, z) = g̃(y)]−Prx∈Fn [f(x) = Gf (h′1(x), h′2(x), . . . , h′c(x))]∣∣∣ ≤ 1|F|s+1 .
Proof. The bound deg(f̃) ≤ deg(f) ≤ d follows from Lemma 6.4.16 since r2(|F′′|) ≥
r
(6.4.16)
d (|F′′|). To establish the bound on Pr[f̃ = g̃], for each a ∈ Fc
′+c′′ let
p1(a) = Prx∈Fn [(h
′




1(x), . . . , h
′′
c′′(x)) = a].
Applying Lemma 6.4.9 and since our choice of r2 satisfies rank(F
′′) ≥ r(6.4.9)(d, s +











1(z), . . . , h̃
′′
c′′(z)) = a].







For a ∈ Fc′+c′′ , let a′ ∈ Fc′ be the restriction of a to first c′ coordinates,
a′ = (a1, . . . , ac′). Thus







p1(a)1F (a)=Gf (a′) ± |F|
−2s




2(x), . . . , h
′
c(x))]± |F|−2s.
So, we obtain that




In the remaining part of the proof, we show that deg(h̃′′j ) ≤ d− e. Since,
rank(B′′) ≥ r2(|B′′|) ≥ r(6.4.16)(|B′′|, d, d),
this implies that deg(F ) ≤ d by Lemma 6.4.17. This immediately proves that the
number of f ∈ BC(ϕ, ρ) is bounded by
|BC(ϕ, ρ)| ≤ (# of F )(# of h′′1, . . . , h′′c′′) ≤ |F|(c
′+c′′)d|F|O(c′′nd−e) = |F|Od,s,c(nd−e).
To conclude, we prove the following.
Claim 6.6.11. deg(h̃′′i ) ≤ d− e for all i ∈ [c′′].
Proof. To simplify notations, let h = h′′i , n
′ = r · deg(h′′i ), let w′ ∈ Fn
′
denote the




the remaining inputs from y, z. Let n′′ = n1 + n2 − n′. Then we have
f̃(w′, w′′) = Γ′(w′′, h(w′)), g̃(w′′) = Γ′′(w′′).
Let d0 := deg(h), where our goal is to prove that d0 ≤ d−e. Note that as deg(f̃) ≤ d
by Claim 6.6.10, we must have deg(Γ′) ≤ d. Thus we can expand
Γ′(w′′1 , . . . , w
′′









where d′ ≤ d and qd′ 6= 0. Moreover, by choosing r > d2, we have that deg(hi) =
i · deg(h) for any i ≤ d. Thus, we have deg(qi) ≤ d− i · d0. We have
Pr[f̃(w′′, h(w′)) = g̃(w′′)] = Pr
[







We upper bound this probability as a combination of two terms. Consider any fixing
of w′′. The probability that qd′(w
′′) = 0 is bounded by
Pr[qd′(w







Otherwise, we have qd′(w
′′) 6= 0. In such a case, by choosing r large enough (as a
function of s) we have that |Pr[h(w) = a]− |F|−1| ≤ |F|−4s for all a ∈ F; and hence,
if we set αi = qi(w



















where β ∈ F is a uniform field element. Combining these bounds, we have that













Recalling that Pr[f̃(w′′, h(w′)) = g̃(w′′)] ≥ e|F| + |F|










d− d′(d0 − 1)
|F|
.
Thus, d0 − 1 < d−ed′ ≤ d− e and hence d0 ≤ d− e as claimed.
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Chapter 7
Application of List Decoding in Random-
ness Extraction
7.1 Introduction
High-quality randomness is needed for a variety of applications. However,
most physical sources are only weakly random. Moreover, such weak sources arise
in cryptography when an adversary learns information about a uniformly random
string. It is therefore natural and important to try to extract the usable randomness
from a weak source. It is impossible to extract even one bit of randomness from
a natural yet large enough class of sources using a single function [143]. There
are two ways to counter this. One is to extract with the help of a small amount
of randomness; this is called a seeded extractor [131]. Our focus is on the second
way: to extract only from more structured sources (and not allow any auxiliary
randomness). Such a function is called a deterministic (or seedless) extractor.
We now give a formal definition of extractors. In the following definition the
term source simply refers to a random variable.
Definition 7.1.1. A function Ext : {0, 1}n → {0, 1}m is an ε-extractor for a family
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of sources X if for every X ∈ X, the distribution Ext(X) is ε-close in statistical
(variation) distance to Um. Here Um denotes the uniform distribution on m bits.
We measure the randomness in a source X using min-entropy.




If X ⊆ {0, 1}n, we say that X has entropy rate H∞(X)/n.
The probabilistic method shows that if |X| ≤ 22.9k , where k is the min-entropy
of each source, then there exists a deterministic extractor for X. Constructing
such an extractor explicitly is a much harder challenge. One type of source for
which deterministic extractors have been constructed is an affine source - a uniform
distribution over an affine subspace of a vector space [63, 42, 52, 177, 117, 44]. In
this paper, we explore generalizations of affine sources with more minimal structure.
We show that an explicit deterministic extractor can be constructed for a broad
generalization of affine sources that we call additive sources.
Remark 7.1.3. Throughout the paper we often abuse notation and refer to a set
X as a source. The source is actually the random variable uniformly distributed on
the set X.
Before presenting our general notion of an additive source, it will be instruc-
tive to look at two simpler natural generalizations of affine sources that are special
cases of our notion. The first generalizes an affine source when viewed as the image
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of a linear map. The second generalizes a linear source when viewed as the kernel
of a linear map.
Generalized arithmetic progressions An affine subspace in Znp may be viewed
as the set of elements V = {a1 · t1 + . . . ar · tr + b|t1, . . . , tr ∈ Zp} for some fixed
a1, . . . , ar, b ∈ Znp such that a1, . . . , ar are linearly independent. One relaxation of
this definition would be to not insist that a1, . . . , ar be linearly independent, and
allow the ti’s to only range through a subset of Zp of the form {0, . . . , s− 1}, rather
than all of Zp. The result is exactly what is known as a generalized arithmetic
progression (GAP). That is, a (r, s)-GAP is a set of the form
A = {a1 · t1 + . . . ar · tr + b|0 ≤ t1, . . . , tr ≤ s− 1}
for some fixed a1, . . . , ar, b ∈ Znp and s ≤ p.
Bohr sets A linear subspace in Znp may also be viewed as the set of elements
v ∈ Znp such that for all i = 1, . . . , d, Li(v) = 0, for some fixed linear functions
L1, . . . , Ld : Znp → Zp. A relaxation of this definition could be to look at the set
of elements v ∈ V such that Li(v) is ‘close to zero’ for every i ∈ [d]. We could
define the distance from zero of an element a ∈ Zp by looking at a as an integer
in {0, . . . , p − 1}, and taking the minimum of the distances between |p − a| and
|a − 0| = |a|. Equivalently, we could define it as ‖a/p‖ where ‖ · ‖ denotes the
distance to the nearest integer. The resulting definition is what is known as a
Bohr set in Znp . That is, a (d, ρ)-Bohr set is a set B of the form
B = {v ∈ Znp : ‖Li(v)/p‖ < ρ}
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for some fixed 0 < ρ < 1 and linear functions L1, . . . , Ld : Znp → Zp.
In fact, as opposed to subspaces GAPs and Bohr sets can be defined not just
in Znp but in any abelian group. See Definitions 7.2.3 and 7.2.6 for the definitions in
a general abelian group.
We proceed to describe our general notion of an additive source.
7.1.1 Defining additive sources
Before defining an additive source, we give some intuition on the definition
we chose and the pitfalls of other natural definitions.
We work in an abelian group G, which is usually Zp or Znp under addition.
A first attempt at a minimal structure that generalizes subspaces is to require X
to have small doubling: |X + X| ≤ C|X| for small C > 1. (Here A + B denotes
the set {a + b|a ∈ A, b ∈ B}.) The Cauchy-Davenport Theorem implies that for
A ⊆ Zp, |A+A| ≥ min{2|A| − 1, p}. Kneser’s theorem, which extends the Cauchy-
Davenport theorem, implies the same is true for any A ⊆ Znp that is not contained
in a strict subgroup of Znp . So, for obtaining a large class of sources it makes sense
to look at C ≥ 2. However, even for C = 2 we get a class of sources for which
deterministic extraction is impossible: For let f : G→ {0, 1} be any such purported
extractor. Then the uniform distribution on the larger of f−1(0) and f−1(1) gives
a counterexample. If this seems artificial and one asks about smaller sets, we could
start with any B such that |B + B| ≤ 2|B|, such as an arithmetic progression, and
then the larger of f−1(0) ∩ B or f−1(1) ∩ B gives a counterexample for C = 4.
A similar attempt at a definition would be to lower bound the additive energy - a
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quantity that measures how many sums in X +X lead to the same value. However,
this is also insufficient, as sets with small doubling have large energy.
In light of the above, we seek to impose an additional condition, besides small
doubling. This extra condition involves the notion of symmetry sets from additive
combinatorics. A symmetry set for a set X ⊆ G with parameter γ > 0 is defined as
Symγ(X) = {g ∈ G : |X ∩ (X + g)| ≥ γ|X|}.
In other words, an element is in Symγ(X) if it can be expressed as x − x′, for
x, x′ ∈ X, in at least γ|X| ways. We shall be interested in the setting where γ is
close to 1. The simplest examples of sets with large symmetry sets are subgroups
and cosets of subgroups. Specifically, if X is a subgroup or a coset of a subgroup,
then Sym1(X) = X.
We note that large symmetry sets don’t imply small doubling. For example,
if we start with a set Y with Sym1−α(Y ) large, then we could choose a set T of size
2α|Y | with large doubling, such as a Sidon set or random set, and set X = Y ∪ T .
Then Sym1−3α(X) is large but X has large doubling. Yet this counterexample isn’t
completely satisfactory, because for extraction it would suffice that whenever X has
Sym1−α(X) large, there exists a large X
′ ⊆ X, |X ′| ≥ (1 − ε)|X|, where X ′ has
small doubling. We also give a counterexample to this weakened question. To give
a counterexample with p1/d large symmetry sets, it’s easiest to work in Zdp. Pick
a large-doubling set T in Zd−1p , and let X = T × Zp. Then Sym1(X) contains Zp,
but X + X has size Θ(|T |2p) = Θ(|X|2/p). The same is true for large subsets of
X. If we worked in Zp instead, we could take a union of intervals, which would give
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slightly weaker parameters.
Thus, we define an additive source to be (the uniform distribution on) a set
that has small doubling and has a large symmetry set.
Definition 7.1.4 (Additive source). A set X in a finite abelian group (G,+) is
called an (α, β, τ)-additive source if |X +X| ≤ |X|1+τ and
|Sym1−α(X)| ≥ |X|β.
In Sections 7.3 and 7.4 we show that GAPs and Bohr sets in Zp and Znp are indeed
captured by our definition of additive sources. As far as we know, these have not
been studied in the extractor literature.
One can easily see that there are doubly exponentially many (α, β, τ)-additive
sources for reasonably small α, τ and any constant β < 1. Due to this, there is
no succinct representation of a general additive source, unlike affine sources. The
only other natural family with doubly exponentially many sources is the family of
independent sources.
7.1.2 Related work
We review relevant previous work. The first class of additive sources consid-
ered were bit fixing sources by Chor et al [47], and then by Kamp and Zuckerman
[104] and Gabizon, Raz and Shaltiel in [65]. Next, in the more general case of
affine sources, Bourgain obtained extractors for constant entropy rate [42] over F2,
with improvements to slightly subconstant rate by Yehudayoff [177] and Li [117].
Recently Li [118] improved it to polylogarithmic min-entropy. In the case of large
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fields, extractors for affine sources were given by Gabizon and Raz [63] and more
recently by Bourgain, Dvir and Leeman [44]. DeVos and Gabizon [52] gave construc-
tions interpolating between these extreme cases. Generalizations of affine sources
have also been studied in the work of Dvir, Gabizon and Wigderson [55] and Ben-
Sasson and Gabizon [18] where the authors look at polynomial sources and by Dvir
[54] where varieties are considered. Special cases of affine sources have also been
studied by Rao [137]. Gabizon and Shaltiel [64] constructed a weaker object called
a disperser over large fields for affine sources. Ben-Sasson and Kopparty [19] con-
structed dispersers for affine sources with min-entropy 6n4/5 over F2. Shaltiel [148]
improved on this and constructed a disperser for min-entropy no(1) over F2.
7.1.3 Our results
In our main theorem for Zp for p a large prime, we construct an extractor for
additive sources for any constant entropy rate. More specifically, our construction
works whenever p is large enough, and for (α, β, τ)-additive sources whenever α and
τ are small enough. Specifically, for p an n-bit prime, we need α < 1/n, and we
extract about log(1/(αn)) bits. Thus, α = 1/poly(n) leads to Ω(log n) random bits
whereas α = 1/pγ leads to Ω(n) random bits. We now state our main theorem over
Zp.
Theorem 7. For every δ, β > 0, there exists τ > 0 and p0 such that for all primes
p > p0 and α > 0, the following holds. There is an explicit efficient ε-extractor







As a corollary, we obtain extractors for GAPs 1 for any constant entropy
rate.
Corollary 8 (GAP Sources). For all δ > 0, there exists c, p0 such that for all
primes p ≥ p0 the following holds. For all integers r ≥ c, and all primes p ≥ cr/δ the
following holds. There exists an explicit efficient ε-extractor Ext : Zp → {0, 1}m, for







Observe that the only restriction we put is that r ≥ c and p ≥ cr/δ which
simply means that the side lengths of the GAP (that is, pδ/r) have to be larger than
some fixed constant c and the dimension has to be larger than a fixed constant c.
Thus, if we let r be a constant, then we can extract a constant fraction of the min
entropy, that is Ω(δ log p) bits.
As another corollary, we obtain extractors for Bohr sources. We state it for
constant ρ for simplicity. It can be easily generalized to any arbitrary ρ.
Corollary 9 (Bohr Sources). Let ρ, α > 0 and S ⊆ Zp with |S| = d be arbi-





, there exists an explicit efficient ε-extractor




Next, we construct an extractor for additive sources in Znp for large enough
p (polynomial in n) and any constant entropy rate, provided the source is suffi-
ciently structured additively and satisfies a certain list decodability property. As a
1Technically, we prove it for proper GAPs (Definition 7.2.3). However, we prove a result for
general GAPs by reducing to proper GAPs in Section 7.5.
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corollary, we give an extractor for GAPs in Znp and Bohr sets with constant entropy
rate, provided they satisfy the list decodability property. We note that our extrac-
tor works for affine sources even though they may not satisfy the list decodability
property. See Section 7.4.4.
Our extractors for GAPs and Bohr sets over Zp, and for Bohr sets over Znp ,
extract a linear number of bits with exponentially small error. We also show that
all large sets (min-entropy rate close to 1), most sets (δ min-entropy rate for any
δ > 0) and most affine sources (δ min-entropy rate for any δ > 0) satisfy the list
decodability condition. See Remark 7.4.5, 7.4.6 and 7.4.7.
In the final two sections, we study special cases of additive sources. First,
we give an extractor for one dimensional affine sources (lines) in Fnq which requires
only that q > n. This improves the results of Gabizon and Raz [63], which required
q = Ω(n2). Surprisingly, it even improves the non-explicit bound obtained via the
probabilistic method of q = Ω(n log n).
Theorem 10 (Extractors for lines). There is an explicit efficient ε-extractor Ext :
Fnq → {0, 1} for all line sources in Fnq where ε ≤ 4(n/q)1/2.
We then show the same extractor in fact works for ‘partial lines’ - i.e., arith-
metic progressions in Znp .
Theorem 11 (Extractors for APs). There is an explicit efficient ε-extractor Ext :
Fnp → {0, 1}m for all k-AP sources in Fnp where ε ≤ 16 log2 p
√
np2m/2/k.
Therefore, if we have k = p1/2+δ and n < pδ, then we can extract δ/2 log p bits.
Moreover, we show that the general framework of [63] for constructing extractors
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for affine sources can be generalized to work for GAPs. See Theorem 7.5.10. As
a corollary, we extend a result of DeVos and Gabizon [52] to obtain extractors for
GAPs in Znp .
7.1.4 Techniques and Proof Overview
Extractors for additive sources in Zp.
For our proofs it will be convenient to define the notion of a multiplicative
source. The definition simply corresponds to that of an additive source with multi-
plicative notation. Formally,
Definition 7.1.5 (Multiplicative source). Fix positive constants 0 < α, β, τ ≤ 1.
Let Y be a subset of a finite abelian group (G, ·). We define the set Sym1−α(Y ) ⊆ G
by
Sym1−α(Y ) , {g ∈ G : |Y ∩ (Y · g)| ≥ (1− α) · |Y |}.
We say that Y is an (α, β, τ)-multiplicative source if |Y ·Y | ≤ |Y |1+τ and |Sym1−α(Y )| ≥
|Y |β.
Suppose X is an (α, β, τ)-additive source in Zp. Our extractor construction
is as follows. We describe the construction in detail only for this class of sources.
Let q be a large prime, q = 1 (mod p) and g be a generator of Z∗q of order p. Define
Ext(x) , σ(gx), where σ : Zq → Zm is the function from Lemma 7.2.8. Then, it
is enough by Lemma 7.2.8, to show that
∣∣EXep(a.gX)∣∣ for all a 6= 0 is small. The
analysis break down into two main steps:
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Step 1: ‘Encoding’ X into a multiplicative source. As noted before, we fix
a prime q > p such that q = 1 (mod p). For such q there exists an element g ∈ Z∗q
of order p. Fix such an element g and look at the map from Zp to Z∗q taking x to
gx. Let Y ⊆ Z∗q be the image of X under this map. That is, Y , {gx|x ∈ X}. As
the subgroup generated by g in Z∗q is isomorphic to Zp we can show that Y is an
(α, β′, τ)-multiplicative source in Z∗q, where β′ ∼ β.
Step 2: Applying a character sum bound of Bourgain together with an
‘average to worst-case reduction’. The advantage of the transition to a multi-
plicative source comes from a theorem of Bourgain that roughly says the following.
Suppose Y is a subset of Z∗q such that |Y · Y | ≤ |Y |1+τ for appropriate 0 < τ < 1.





is small in absolute value. See Theorem 7.3.2 for a precise statement (The theorem
does not directly correspond to the description here, and actually talks about the
‘t’th moment of additive characters over Y ’.) If we knew that |Ŷ (a)| is small for
all a ∈ Z∗q rather than most a ∈ Z∗q, we could extract randomness from Y using the
XOR lemma (Lemma 7.2.8). Our main insight is that when Sym1−α(Y ) is large, we
can indeed deduce that |Ŷ (a)| is small for all a ∈ Z∗q. We sketch why this is the







is large. Fix any a′ ∈ Sym1−α(Y ). As |Y ∩ a′ · Y | ≥ (1−α) · |Y | and each summand
is one in absolute value, the above sum will not change much if we sum over a′ · Y








′ · a · y) = Ŷ (a′ · a).
Thus, |Ŷ (a′ · a)| is large for all a′ ∈ Sym1−α(Y ) - a contradiction as we know that
|Ŷ (b)| is small for most b ∈ Z∗q.
Thus, for all a 6= 0,
∣∣EXep(a.gX)∣∣ is small. In summary, the extractor con-
struction is Ext(x) , σ(gx), where σ : Zq → Zm is the function from Lemma 7.2.8.
See Section 7.3 for full details.
Extractors for additive sources in Znp .
Our construction over Znp follows similar lines but is more involved. We give
a sketch describing the same basic two steps. Let X be an (α, β, τ)-additive source
in Znp .
Step 1: ‘Encoding’ X into a multiplicative source. We choose n distinct
primes q1, . . . , qn such that for all i ∈ [n], qi = 1 (mod p). Let gi be an element
of order p in Z∗qi . Let q = q1 · · · qn, and let CRT :
∏
i Zqi → Zq be the ‘Chinese
remaindering map’.
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We look at the map from Znp to Zq taking (x1, . . . , xn) to CRT (g
x1
1 , . . . , g
xn
n ).
Let Y be the image ofX under this map. That is, Y , {CRT (gx11 , . . . , gxnn )|(x1, . . . , xn) ∈
X}.
We can show that Y is an (α, β′, τ)-multiplicative source in Z∗q,2 where β′ ∼ β
assuming q = pO(1). We show that we can indeed get q = pO(1) by observing that
the proof of Linnik’s Theorem implies that for large enough p, we can always find
appropriate q1, . . . , qn that are all at most p
O(1).
Step 2: Applying a character sum bound of Bourgain together with an
‘average to worst-case reduction’. As in the case of Zp, we would now like
to apply a theorem saying that for Y ⊆ Z∗q such that |Y · Y | ≤ |Y |1+τ , |Ŷ (a)|
is small for most 0 6= a ∈ Zq. The difference from the case of Zp is that now
we are dealing with a composite q. Bourgain indeed has such a theorem for the
case of composite q. However, it requires an additional condition on Y apart from
|Y · Y | ≤ |Y |1+τ . Roughly speaking, the condition is that if we look at elements of
Y modulo a factor qi of q, they are not too concentrated on any particular element
of Zqi . See Theorem 7.4.14 for a precise statement. We show that if X satisfies a
certain ‘list-decodability’ condition, Y satisfies the condition required by Bourgain’s
theorem. For arbitrary γ > 0, we also show that a random source of min-entropy γn
and a random affine source of min-entropy γn satisfy the list decodability condition
with very high probability. Thus, our extractor does not work for all additive sources
in Znp . The reduction from the statement about most 0 6= a ∈ Zq to all is similar to
2Observe that since the vector (gx11 , . . . , g
xn
n ) is non-zero in all coordinates, the element
CRT (gx11 , . . . , g
xn
n ) of Zq is indeed in Z∗q .
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the description in the case of Zp.
We show that for the case of affine sources, we do not need a list decodability
condition on X. A potentially useful tool we develop for this is an XOR lemma
that guarantees closeness to uniform under a weaker condition than usual. The
usual setting, described for example by Rao [136], is when N > M and for all
nontrivial characters ψ on ZN , we have EX [ψ(X)] ≤ ε. Then there’s a simple map
σ : ZN → ZM such that σ(X) is close to uniform. We show that a similar result
holds under the weaker assumption that EX [ψ(X)] ≤ ε only for characters ψ of the
form ψ(x) = en(a · x) for a ∈ Z∗N , i.e., (a,N) = 1.
See Section 7.4 for full details.
Extractors for APs and GAPs.
For the case when the additive source is an AP or GAP in Znp , we give
alternate constructions for a wider range of parameters.
For this, we generalize an approach introduced by Gabizon and Raz [63]
and used by DeVos and Gabizon [52] for constructing extractors for affine sources.
Their approach was to construct a polynomial f : Znp → Zp guaranteed to be non-
constant on any k-dimensional affine subspace. Given such an f of degree d, the
Weil bound (Theorem 7.2.12) can be used to construct an extractor for affine sources
of dimension k when p = Ω(d2). We show that the same approach works for GAPs:
Suppose we can construct an explicit polynomial f : Znp → Zp of degree d that is
non-constant and of degree larger than one when restricted to any affine subspace
of dimension k. Then we can construct an extractor for GAPs in Znp of dimension
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r ∼ k, assuming p is roughly Ω(d2·log4 d). See Theorem 7.5.8 for a precise statement.
Theorem 7.5.8 follows from a generalization of the Weil bound. Let us first recall
the Weil bound of Theorem 7.2.12 says. Suppose we have a univariate polynomial
f over Zp of degree d <
√
p. Suppose ψ is a non trivial additive character of Zp.





is small; more specifically, it is at most d · √q. One may ask what happens when
the same sum is taken only on the first s elements of Zp. Perhaps it is significantly
larger than d ·√q and becomes smaller only when running over the whole field? We
show this is not the case. More precisely, for any 0 ≤ s < p we have∣∣∣∣∣ ∑
0≤t≤s−1
ψ(f(t))
∣∣∣∣∣ ≤ 16 log2 p · √p · d
(see Lemma 7.5.11). The proof uses a combination of Theorem 7.2.12 and Fourier
analysis. For example, a central step is to bound the Fourier coefficients of the
function ψ ◦ f using the Weil bound.
See Section 7.5.2 for full details.
Extractors for lines over smaller fields. [63] used the approach mentioned
above to construct extractors for line sources in Znp over fields Zp of size p = Ω(n2).
The main component in their construction was an explicit polynomial f : Znp → Zp
of degree n that is non-constant when restricted to any affine line. We improve on
this and construct a polynomial f of degree O(
√
n) that is non-constant on any
affine line. As a result we get extractors for line sources in Znp when p = Ω(n). We
sketch the construction of f .
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• The first step is to construct a polynomial g : Znp → Zp of degree n that is
non-constant on any line, and moreover, has the following stronger property:
The restriction of g to any affine line will have degree exactly n (rather than
just at most n). We show that taking g to be a ‘norm polynomial’ insures this
property.
• The second step is to partition the n coordinates into blocks of ascending size
1, 2, . . . , ` where ` = O(
√
n). Now, let gi : Zip → Zp denote the ‘version’ of the
polynomial g when applied to a domain of i coordinates. We apply gi to the
i’th block. Note that the degree of the gi’s is at most deg(g`) = ` = O(
√
n).
• Now we define f to be the sum of the gi’s when applied to the corresponding
blocks. Note that deg(f) = O(
√
n). We claim that f is non-constant on any
affine line: Fix any affine line L, and fix the maximal i ∈ [`] such that L is
non-constant when restricted to the coordinates of the i’th block. The above-
mentioned property of g guarantees that the ‘gi-summand of f ’ restricted to
L will have degree i. All other summands will either be constant or of lower
degree. Thus, f restricted to L is non-constant.
See Section 7.5 for full details.
7.1.5 Organization
In Section 7.2, we present basic definitions. In Section 7.3, we present our
deterministic extractor for additive sources in Zp, and instantiate it in the case of
GAPs and Bohr sets. In Section 7.4, we give our deterministic extractor for sources
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in Znp and again instantiate it in the case of GAPs and Bohr sets. In Section 7.5,
we construct deterministic extractors for lines (1 dimensional affine spaces), partial
lines in Znp (APs) and further generalize to GAPs.
7.2 Definitions
In the following, p will denote a prime number. For x ∈ R, ‖x‖ denote the
distance to the nearest integer. e(x) denotes the complex number e2πix and em(x)
denotes e2πix/m for any positive integer m. To avoid clutter, ey is written is exp(y).
7.2.1 Probability Distributions and Extractors
As mentioned earlier, a set X and a source X shall be used interchangeably
where a source X denotes the uniform distribution on the set X.
7.2.2 Additive Combinatorics
We now state some standard terminology from additive combinatorics. We
refer the reader to [158] for more details. In this section, let us fix a finite abelian
group (G,+).
Definition 7.2.1 (Representation function). Let A be a subset of G. For g ∈ G,
we define
repA−A(g) = |A ∩ (A+ g)|
which is the number of ways to represent g as a difference of two elements in A.
Definition 7.2.2 (Affine source and line source). A δ-affine source in Znp is an
affine source of dimension δn. A dimension 1 affine source is called a line source.
229
Definition 7.2.3 (Generalized arithmetic progression). An (r, s)-Generalized arith-




aibi : 0 ≤ ai ≤ s− 1
}
for fixed elements b0, b1, . . . , br ∈ G (note that the ai’s are integers rather than
elements of G). We say that the GAP is proper if all the sr sums are distinct. The
dimension of the GAP is r.
All GAPs are assumed to be proper in this paper unless mentioned otherwise.
In fact, we will see in Section 7.5.2 how to handle general GAPs in Fnp .
Definition 7.2.4 (k-AP and k-line). An arithmetic progression of length k (or k-AP
for short) is a (1, k)-GAP. A k-AP in Fnq is also called a k-line.
Definition 7.2.5 (k-HAP). A homogenous arithmetic progression of length k (or
k-HAP for short) is a k-AP with b0 = 0.
Definition 7.2.6 (Bohr set). Let S be a set of characters of G and let ρ > 0. Then
we define the Bohr set
Bohr(S, ρ) = {x ∈ G : max
ξ∈S
|ξ(x)| < ρ}
We call the ρ the radius and |S| the rank of the Bohr set. We refer to a Bohr set of
rank d and radius ρ as a (d, ρ)-Bohr set.
Bohr sets and GAPs are closely related. In particular, any Bohr set contains
a large GAP with small dimension [141, Theorem 7.1].
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We say that a Bohr set is regular if additionally,
Bohr(S, ρ(1 + κ)) ≤ (1 + 100κ|S|)Bohr(S, ρ)
whenever κ < 1/100|S|. Regular Bohr sets have the property that increasing the
radius of the Bohr set by a little does not make the Bohr set very large. In fact,
regular Bohr sets are ubiquitous [158], that is every Bohr set is “close” to a regular
Bohr set. More precisely, for every S and ε, there is ρ ∈ [ε, 2ε] such that Bohr(S, ρ)
is regular. In this work, all Bohr sets will be regular Bohr sets.
When G = Znp , we know that the dual of G is isomorphic to G. Thus, in this
case, we can consider S ⊆ Znp and the Bohr set




Here ‖ · ‖ denotes the distance to the nearest integer.
Note that if G is a vector space over Fq, then every subspace of G is a Bohr
set with radius 1/q and rank equal to the codimension of the subspace. Thus, Bohr
sets are generalizations of subspaces and are substitutes for the latter when G has
no proper subgroups (e.g., when G= Zp). Bohr sets can also be thought of as the
inverse image of a cube in CS (where C is the unit circle in C) if one considers the
map x 7→ (ep(ξ ·x))ξ∈S. This is justified by the inequality 4‖θ‖ ≤ |e(θ)−1| ≤ 2π‖θ‖.
7.2.3 Characters
Let f : Zm → C be any function. Recall that, for 0 ≤ j ≤ m− 1, the Fourier






f (x) exp (−2πijx/m) .
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It is well known that the set of functions {exp (2πijx/m)}0≤j≤m−1 is an orthonormal




f̂ (j) exp (2πijx/m) .
Let us consider f : Zm → [0, 1]. Thus, Parseval’s identity states that
m−1∑
j=0





Exponential/Character sums to extractors. Throughout the paper, ψ and
χ denote additive and multiplicative characters respectively and ψ0 and χ0 denote
the trivial additive and multiplicative characters respectively. We let en(x) denote
e2πix/n. We now state two lemmas that gives a black box construction of deter-
ministic extractors from exponential/character sums. Note that we use the term
exponential sum for additive characters and character sums for multiplicative char-
acters.
The following lemma is for exponential sums.
Lemma 7.2.7. Let X ⊆ Fnp . If
∣∣∣ 1|X|∑x∈X ψ(x)∣∣∣ < ε ∀ψ 6= ψ0, then there exists an
efficient σ : Fnp → Fmp such that
|σ(X)− U | < ε
√
pm
We state a similar lemma that works for cyclic groups. A proof of this can
be found in [135].
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Lemma 7.2.8. Let X ⊆ ZN . If
∣∣∣ 1|X|∑x∈X ψ(x)∣∣∣ < ε ∀ψ 6= ψ0, then there exists an
efficient σ : ZN → ZM such that
|σ(X)− U | < ε
√
M logN +O(M/N)
The next lemma is for character sums.
Lemma 7.2.9. Let X ⊆ F∗pn. If
∣∣∣ 1|X|∑x∈X χ(x)∣∣∣ < ε ∀χ 6= χ0, then there exists an
efficient σ : F∗pn → F∗pm such that
|σ(X)− U | < ε
√
pm
Proof. Without loss of generality let us assume that m divides n. If not, we can
always append 0’s to increase the dimension by a factor of at most 2. We have the
following standard claim.
Claim 7.2.10. Let X be a distribution on G such that |E[χ(X)]| ≤ ε ∀χ 6= χ0.
Then, X is ε
√
|G| close to U .
With the above claim, we define σ : F∗pn → F∗pm as σ(x) = x
pn−1
pm−1 . Now,
Claim 7.2.11. Given a nontrivial multiplicative character Ψ of F∗pm, Ψ ◦ σ is a
nontrivial multiplicative character of F∗pn.
Thus, by hypothesis,
∣∣∣ 1|X|∑x∈X Ψ ◦ σ(x)∣∣∣ < ε. Therefore, ∣∣Eσ(X)Ψ(σ(X))∣∣ <
ε. Thus, σ(X) is εpm/2 close to U .
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The Riemann Hypothesis for curves over finite fields. In 1948 Weil [171]
proved the celebrated Riemann Hypothesis for curves over finite fields. A conse-
quence of Weil’s result is a bound for exponential and character sums over low
degree polynomials over a finite field. We state it below. The theorems can also be
found in [144].
Theorem 7.2.12 (Weil’s bound). Let ψ be a nontrivial additive character of Fq.





Theorem 7.2.13 (Weil’s bound). Let χ be a nontrivial multiplicative character of
Fq of order d. Let f(t) ∈ Fq[t] be a polynomial of degree m. Suppose that f(t) is not





7.3 Extractors for additive sources in Zp
We now state our extractors for additive sources in Zp.
7.3.1 An extractor for additive sources
Our main theorem for Zp (Theorem 7) follows from the following theorem.
Theorem 7.3.1. Fix any δ > 0 and positive constant C. There exists p0 ∈ N
such that for all primes p ≥ p0 the following holds. There is an explicit efficient
ε-extractor Ext : Zp → {0, 1}m, for (α, β, τ)-additive sources of entropy rate δ in Zp
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where δβ ≥ 2t logp(1/α) + δ/C, ε = 3α2m/2 log p + O(2m/p) and τ, t are constants
depending only on δ and C.
Proof of Theorem 7. Let C = 2/β and γ = βδ
4t
. Then the hypothesis of the above
theorem is satisfied if α > p−γ. The 2m/p term can now be dropped by assuming
without loss of generality γ < 1/2. Now, since, any (α, β, τ)-additive source is an
(α′, β, τ)-additive source for α < α′, this finishes the proof.
The above theorem follows from Lemma 7.3.3 and Lemma 7.2.8.
Before we state Lemma 7.3.3 and prove it, we state the following theorem.
Theorem 7.3.2 ([41, Theorem 1’]). For all Q ∈ Z+, there is τ > 0 and t ∈ Z+














Lemma 7.3.3. There exists p0 ∈ N such that for all primes p ≥ p0 the following
holds. There exists an efficient f : Zp → Zq (for q = o(p6)) such that if δ > 0
is arbitrary and C is an arbitrary large constant, then there exist τ(δ, C) > 0 and
t(δ, C) such that if
• X is an (α, β, τ)-additive set of entropy rate δ in (Zp,+) ,
• βδ ≥ 2t logp(1/α) + δ/C,






Proof. Let q be the smallest prime such that q = 1 (mod p). By Linnik’s theorem,
such a q exists and q = O(p5.2). Let g be an element of Z∗q ⊂ Zq such that ord(g) =
p. Now define f : Zp → Zq as follows. Let f(x) = gx. Let Y = f(X). Let
S = Sym1−α(X).
Claim 7.3.4. Y is a (α, β, τ)-multiplicative set of entropy rate δ/6 in (Z∗q,×).
Proof. We first note that f : X → Y is injective. To see that, suppose for x, y ∈ Zp
we have gx = gy. This implies gx−y = 1. Since ord(g) = p, we have x ≡ y (mod p).
Now, since f is injective, |Y | ≥ pδ ≥ qδ/6. Also, we claim that for each a ∈ S,
repY ·Y −1(f(a)) ≥ (1 − α)|Y |: This is because if a ≡ x − x′ (mod p) for x, x′ ∈ X,
then ga = gx−x
′
= f(x)/f(x′) ∈ Y · Y −1, where the first equality again uses the fact
that ord(g) = p. So |Y ∩ (Y · f(a))| = |X ∩ (X + a)| ≥ (1 − α)|Y |. Now, observe
that |f(S)| ≥ |X|β = |Y |β. Finally, we show that |Y ·Y | ≤ |Y |1+τ . This follows from
the fact that for a, b ∈ X, f(a) ·f(b) = f(a+ b) and therefore |Y ·Y | = |X+X|.
We now continue with the proof. LetQ = 6C/δ. LetM = maxξ 6=0
∣∣∣∑y∈Y eq(ξy)∣∣∣
and let ξ attain M .
Claim 7.3.5. M < 3|Y |α.












∣∣∣∣∣− 2(|Y | − |Y ∩ ξ′Y |)
≥ M − 2|Y |α ≥ |Y |α.
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Since this lower bound holds for any ξ′ ∈ f(S), we have













CQ |Y |−Q + q−1+1/Q
)
< pδ/C
for large enough p. But this implies δβ−2t logp(1/α) < δ/C which is a contradiction.
Thus, we have maxξ 6=0





We proceed to formally show that GAPs and Bohr sets are indeed additive
sources in Zp. We then use Theorem 7.3.1 to derive corollaries on these types of
sources.
7.3.2 Application to GAPs and Bohr sets
We first show that a GAP source is an additive source with the appropriate
parameters. We assume that the GAP is proper in this subsection.
Lemma 7.3.6. For all ε > 0, there exists c, n0 ∈ N such that for all prime p ≥ n0









additive source of entropy rate δr in (Zp,+).
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-GAP source defined by X = {b0 +
∑r
i=1 aibi : 0 ≤ ai ≤
s − 1} where s = pδ and let it be (α0, β0, τ0)-additive. It is easy to see that the
entropy rate is δr. The lemma now follows from a series of claims.
Claim 7.3.7. τ0 ≤ ε for all ε > 0.
Proof. Note that
X +X = {2b0 +
r∑
i=1
aibi : 0 ≤ ai ≤ 2s− 2}
Therefore, |X + X| ≤ 2rsr = 2r|X| since X is a proper GAP. Now, 2r < |X|τ0 iff
sτ0 > 2 which is true for constant τ0 = ε since s = p
δ ≥ 2c.
Claim 7.3.8. α = r/p0.9δ and β = 0.1.
Proof. Consider the set S = {b0 +
∑r
i=1 aibi : 0 ≤ ai < s0.1}. Now fix an arbitrary
x ∈ S. Then,




0.1 ≤ ai < s}
Therefore, |X ∩ (X + x)| ≥ (s− s0.1)r = |X| (1− 1/s0.9)r > |X| (1− r/s0.9). Also,
we have |S| ≥ |X|0.1. This proves the claim.
Note that the requirement of δ ≥ c/ log p merely means that the sides of the
GAP are pδ = Ω(1) in length.
Next, we show that a Bohr set is an additive source with the appropriate
parameters. We will use the following lemma from [158] for the group G. As before
let S be a set of frequencies of G.
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Lemma 7.3.9 (Lemma 4.20 [158]). |Bohr(S, ρ)| ≥ ρ|S||G| and |Bohr(S, 2ρ)| ≤
4|S||Bohr(S, ρ)|.
We are now ready to prove our lemma about Bohr sets.
Lemma 7.3.10. Let β, ε, δ, ρ > 0 be arbitrary and S ⊆ Ĝ be a set of frequen-
cies. Let B = Bohr(S, ρ) in G where d = |S|. Let 0 ≤ κ ≤ 1
100d
. A Bohr

















Proof. |B| ≥ ρd|G| by Lemma 7.3.9 and by the hypothesis, we have |B| ≥ |G|δ.
To see that B has small doubling, observe that B + B ⊆ Bohr(S, 2ρ) and
therefore, using the fact |Bohr(S, 2ρ)| ≤ 4dBohr(S, ρ) (Lemma 7.3.9) we have
|B + B| ≤ 4d|B| < |B|1+ε. The last inequality is true because |B| ≥ ρd|G| (Lemma
7.3.9) and ρd|G| > 4d/ε by hypothesis.
We now argue the presence of large symsets in B. Let Y = Bohr(S, κρ).
Fix y ∈ Y . For any x ∈ Bohr(S, (1− κ)ρ), x+ y ∈ B. Therefore,
|B ∩ (y +B)| ≥ |Bohr(S, (1− κ)ρ)| ≥ (1− 100κd)|B|
This is because we consider regular Bohr sets. Also, |Y | ≥ (κρ)d|G| > |G|β ≥ |B|β
by the hypothesis and Lemma 7.3.9. This finishes the proof.
GAP sources. We first restate our corollary for GAP sources.
Corollary 8. For all δ0 > 0, there exists c, p0 ∈ N, δ0 > 0 such that for all primes
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p ≥ p0 the following holds. There exists an explicit efficient ε-extractor Ext : Zp →
{0, 1}m, for (r, pδ)-GAP sources (of entropy rate δ0 = δr) in Zp where pδ ≥ c, r ≥ Cδ0










of entropy rate δr in Zp for all τ > 0. We will apply Theorem 7.3.1 with C = 20
and δ′ = δr which is a constant. Therefore, t and τ from the theorem conclusion
are also constants. Note that we already have s > 2c by Lemma 7.3.6. Now, the





is satisfied if r ≥ 36t. We also drop the 2m/p by putting a p−1/2 term similar to
Theorem 7. This finishes the proof.
Note that the above extractor works for GAPs with sides as small as su-
perconstant. It works as long as the total volume of the GAP exceeds pΩ(1) which
clearly improves upon a standard convex combination argument by extracting of
each individual AP as that would need at least pΩ(1) entropy along each side.
Bohr sources. We now restate our corollary for Bohr sources.






, there exists an explicit efficient ε-extractor Ext : Zp → {0, 1}m, for





Proof. By Lemma 7.3.10, any Bohr(S, ρ) is a (100κd, β, ε)-additive source of en-

















ment follows from the lower bound on p and Theorem 7.
Note that the upper bound on δ is reasonable because as δ increases the Bohr
structure keeps fading away. Hence we cannot extract from arbitrarily large Bohr
sets.
7.4 Extractors for additive sources in Znp
We now state our extractors for additive sources in Znp .
7.4.1 GAPs and Bohr sets
We first show that a GAP source is an additive source with the appropriate
parameters.
Lemma 7.4.1. For all ε > 0, there exists c, n0 ∈ N such that for all prime p ≥
n0 the following holds. If δ ≥ (C/ log p), then an
(
r = µn, pδ
)
-GAP source is a(
µn/p0.9δ, 0.1, ε
)
-additive source of entropy rate δµ in (Zp,+).
Proof. Let X be the
(
r = µn, pδ
)
-GAP source defined by X = {b0 +
∑r
i=1 aibi : 0 ≤
ai ≤ s− 1} where s = pδ and let it be (α0, β0, τ0)-additive. It is easy to see that the
entropy rate is µδ. The lemma now follows from a series of claims.
Claim 7.4.2. τ0 ≤ ε for all ε > 0.
Proof. Note that
X +X = {2b0 +
r∑
i=1
aibi : 0 ≤ ai ≤ 2s− 2}
Therefore, |X + X| ≤ 2rsr = 2r|X| since X is a proper GAP. Now, 2r < |X|τ0 iff
sτ0 > 2 which is true for constant τ0 = ε since s = p
δ ≥ 2c.
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Claim 7.4.3. α = r/p0.9δ and β = 0.1.
Proof. Consider the set S = {b0 +
∑r
i=1 aibi : 0 ≤ ai < s0.1}. Now fix an arbitrary
x ∈ S. Then,




0.1 ≤ ai < s}
Therefore, |X ∩ (X + x)| ≥ (s− s0.1)r = |X| (1− 1/s0.9)r > |X| (1− r/s0.9). Also,
we have |S| ≥ |X|0.1. This proves the claim.
Note that the requirement of δ ≥ (C/ log p) merely means that the sides of
the GAP are pδ = Ω(1) in length.
We have already shown in Lemma 7.3.10 that Bohr sets are additive sources.
We now proceed with the main theorem of this section.
7.4.2 Extractor for additive sources
We say that a set X is (r, B)-list decodable if for any arbitrary r indices
i1, · · · ir, cj ∈ Zp for j ∈ [r],
∣∣Xxi1=c1,...xir=cr∣∣ ≤ B. We now state the main theorem
of this section.
Theorem 7.4.4. There exists p0, L0 ∈ N such that for all L ≥ L0 and primes p ≥ p0
the following holds. Let γ, κ > 0 be arbitrary. There exists an efficient ε-extractor
Ext : Znp → {0, 1}m for (α, κL/δ, τ)-additive sources of entropy rate δ in (Znp ,+)
where n ≤ pL−2, X is (r, p−r·γ·L · |X|)-list decodable for every τn/L ≤ r ≤ n and
ε < (3α + |X|−τ ) 2m/2 log pn + O(2m/pn) where τ is a constant depending on γ and
κ.
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The following remarks show that the list decodability condition is not too
restrictive.
Remark 7.4.5 (Min-entropy (1 − ε′)n is list decodable). In fact, for high enough
min-entropy, we can now eliminate the list decodability assumption altogether. Given
L, choose γ = 1/(4L), (and fix some κ > 0 as in Theorem 7.4.4). Now this fixing
of γ and κ also fixes some τ > 0. Denote a = τn/L. We claim the theorem can
now be applied to any source of entropy k = n − a/2. Fix such a source X. For
r > a, and any fixing of any r coordinates, the corresponding list will be of size at
most pn−r. We need to show that this is smaller than p−Lγr|X| = p−r/4+n−a/2 It can
be checked that this is indeed the case
n− r < −r/4 + n− a/2 iff (3/4)r > a/2
Remark 7.4.6 (Random set of min-entropy ε′n is list decodable). A random set X
of size |X| > p2Lγn satisfies the list decodability condition with high probability. To
see this, fix r > τn/L, a set of indices S of size r, field values c1, . . . , cr for those
indices and a subset W of the set of size B = p−γLr|X| + 1. The probability that
all of W has the property that the coordinates in S get values ci’s is (1/p
r)B. A




(1/pr)B < (|X|e/B)B(1/pr)B << 1/p0.9rB as γ
is arbitrarily small. An outer round of union bound over each of the pr settings of
ci’s and S is too mild to boost up the error probability for large p.
Remark 7.4.7 (Random affine source of min-entropy ε′n is list decodable). Let
γ < 1/L be an arbitrary small constant. A subspace X of dimension k > 2γLn
defined by a random k × n matrix satisfies the list decodability condition. Indeed,
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let G be the random k× n matrix. We know that for any submatrix C of r columns
in G, C has rank at least γrL with high probability. To see this, fix a subset of r
column indices. Let a = γrL. Note that a < k/2. Let C be the submatrix of G





pa−k. Here we are saying
that some choice of the a columns of C will be linearly independent and then using
the bound that a random s× t matrix has full rank with probability roughly at least





pa−k < 2rp−k/2 < 2np−k/2.
Taking a union bound over the choice of r columns, we incur another factor of 2n,
and taking p ≥ 52n/k gives error at most (4/5)n, finishing the proof. Let us continue
with the proof. Fix r coordinates i1, . . . , ir. Let c1, . . . , cr be r values in the field.
Since the corresponding submatrix C has rank at least γrL, the number of strings
in X which are cj in coordinate ij, j = 1, . . . , r, is at most p
−γLr|X|. This satisfies
the list decodability condition for all r.
The theorem follows from Lemma 7.4.18 and the following lemma.
Lemma 7.4.8. There exists p0, L0 ∈ N such that for all L ≥ L0 and primes p ≥ p0
the following holds. There exists an efficient f : Znp → Zq (for pn < q < pLn) such
that if γ, κ > 0 are arbitrary, then there exists τ > 0 such that if
• X is an (α, κL
δ
, τ)-additive source of entropy rate δ in (Znp ,+)
• n ≤ pL−2
• for every integer τn/L ≤ r ≤ n, X is (r, p−r·γ·L · |X|)-list decodable,
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Then, for all ξ ∈ Zq \ {0},∣∣∣∣∣∑
x∈X
eq(ξf(x))
∣∣∣∣∣ < 3 max{α, 1/|X|τ}|X|
Proof. Let q1, q2, · · · qn be n distinct primes such that for all i, qi ≡ 1 (mod p). This
is guaranteed by the following consequence of (the proof of) Linnik’s theorem.
Claim 7.4.9. There exist constants L0 > 0 and n0 ∈ N such that for all p ≥ n0, L ≥
L0, the size of the set
{q : q ≡ 1 (mod p), q ≤ pL}







By [99, Corollary 18.8], there is a constant L0 (known as Linnik’s constant) such
that for all p sufficiently large and x ≥ pL0 , we have










Then π(x, p) log x ≥ θ(x, p) ≥ Cx
p3/2
. Thus, π(x, p) ≥ Cx
p3/2 log x
. If x = pL for L ≥ L0,
then this is clearly ≥ pL−2.
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Thus, by the above, we have for all i, qi < p
L. Also, let gi generate the order






φ1(x1, x2, · · · xn) = (gx11 , · · · gxnn )
and for q =
∏
i∈[n] qi, let φ2 :
∏
i∈[n] Zqi → Zq be defined by












where [x−1]p is the inverse of x in Z∗p. Note that φ2 is the Chinese remaindering
map.
Define function f as follows.
f : Znp → Zq
x 7→ φ2 ◦ φ1(x)
Let Y = f(X). |Y | ≥ qδ/L. In the following, define for q′, q, πq′ : Zq → Zq′ by
πq′(x) = x (mod q
′). Then, for ξ ∈ Zq′ , we define π−1q′ (ξ) = {x ∈ Zq : πq′(x) = ξ}.
We now have the following claim.
Claim 7.4.10. If q′|q, and q′ > qτ , ξ ∈ Zq′, then |Y ∩ π−1q′ (ξ)| < (q′)−γ|Y |.
Proof. Without loss of generality, let q′ =
∏r
i=1 qi for r ≤ n. As q′ > qτ , we have
pLr > qτ > pnτ , since each qi ≥ p. Therefore, r > nτL . Next, we need the following
claim.
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Claim 7.4.11. Let q′ be as above. Given any ξ ∈ Zq′, let ξi = ξ (mod qi) for
1 ≤ i ≤ r. Then for Y ⊆ Zq, we have
∣∣Y ∩ π−1q′ (ξ)∣∣ = ∣∣∣Xx1=logg1 ξ1,...xr=loggr ξr∣∣∣
Proof. Note that Y ∩ π−1q′ (ξ) = {y ∈ Y : y (mod q′) = ξ}. The condition y
(mod q′) = ξ can be re-written as yi = ξi (mod qi) as qi|q′|q. Therefore, we have
{y ∈ Y : y (mod q′) = ξ} = {y ∈ Y : yi (mod qi) = ξi, 1 ≤ i ≤ r}
= {x ∈ X : gxii (mod qi) = ξi, 1 ≤ i ≤ r}
= {x ∈ X : xi = loggi ξi, 1 ≤ i ≤ r}
Now, by the hypothesis, for r ≥ nτ/L, we have for any c1, . . . , cr,
|Xx1=c1,...xr=cr | ≤ p−r·γ·L · |X|
< (q′)−γ · |Y |
as prL > q′. This finishes the proof.
Next, we have the following.
Claim 7.4.12. |Y.Y | < |Y |1+τ





Next, we have the following claim.
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Claim 7.4.13.
∣∣Sym1−α(Y )∣∣ ≥ qκ.





It is similar to the proof of Claim 7.3.4. This would show that
∣∣Sym1−α(Y )∣∣ ≥
|Y |β=κL/δ = pnκL > qκ.
We now need the following theorem due to Bourgain bounding the number
of large Fourier coefficients.
Theorem 7.4.14 ([43, Corollary 3]). Given γ, κ > 0, there is τ > 0 such that the
following holds. Let q be an arbitrary modulus and H ⊆ Z∗q satisfy
• If q′|q, and q′ > qτ , ξ ∈ Zq′, then |H ∩ π−1q′ (ξ)| < (q′)−γ|H|
• |H.H| < |H|1+τ .
Then
∣∣{ξ ∈ Zq : ∣∣∑x∈H eq(ξx)∣∣ > |H|1−τ}∣∣ < qκ.
Let M = maxξ 6=0
∣∣∣∑y∈Y eq(ξy)∣∣∣ and let ξ attain M . Let S = {x ∈ Znp :
|repX−X(x)| > (1− α)|X|}.
Claim 7.4.15. M < 3|Y |α
Proof. Suppose M ≥ 3|Y |α. Consider any ξ′ ∈ f(S). Note that |Y ∩ ξ′Y | ≥
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∣∣∣∣∣− 2(|Y | − |Y ∩ ξ′Y |)
≥ M − 2|Y |α
≥ |Y |α
≥ |Y |1−τ .
Since the above lower bound holds for any ξ′ ∈ f(S), we have a contradic-
tion to Theorem 7.4.14 above as |f(S)| = |X|β = pδn(κL/δ) > qκ. Thus, we have
maxξ 6=0




∣∣ < 3α|X|, as desired.
7.4.3 Application to GAPs and Bohr sets
We first state our corollary for GAP sources.
Corollary 7.4.16. Let C > 0 be arbitrary. There exists p0, L0 ∈ N such that
for all L ≥ L0 and primes p ≥ p0 the following holds. Let δ, µ > 0 be arbitrary.
There exists an efficient ε-extractor Ext : Znp → {0, 1}m for (µn, pδ)−GAP sources






2m/2 log pn + O(2m/pn) where τ < 1 is a constant depending on
δ × µ, L,C.
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Proof. Choose κ = µ/10L. By Lemma 7.4.1, a (µn, pδ)−GAP is (µn/p0.9δ, 0.1, ε)-
additive of entropy rate δµ. To use Theorem 7.4.4, we need κL = 0.1δµ which is
true by the choice of κ. Now choose γ = δµ/CL for a large enough C. Then, for X
that is τ(δµ, C, L)n/L, |X|1−1/C)-list decodable and n ≤ pL − 2, the hypothesis of
Theorem 7.4.4 is satisfied and hence the statement follows.
We now state our corollary for Bohr sets. As in the previous section, we state
it for constant ρ and for d = µn for simplicity.
Corollary 7.4.17. Let C, ρ, α, µ > 0 be arbitrary. There exists p0, L0 ∈ N such
that for all L ≥ L0 and primes p ≥ p0 the following holds. There exists an effi-





)µ)}, X is (τn/L, |X|1−1/C)-list decodable and ε < (3α + |X|−τ ) 2m/2 log pn+
O(2m/pn) where τ < 1 is an arbitrarily small constant depending on d, ρ and C.
Proof. By Lemma 7.3.10, any Bohr(S, ρ) is a (100κd, β, ε)-additive source of en-
















Now apply Theorem 7.4.4 and using the lower bound on p the conclusion follows.
7.4.4 Application to affine sources and a new XOR lemma
We note that extractor for additive sources in Znp presented above indeed
works for arbitrary affine spaces of constant min-entropy without any condition on
list decodability. Firstly we need a way of converting exponential sum bounds to
extractors. This has been folklore and known as the Vazirani XOR lemma. However,
the conditions required for that are too stringent for our character sum bounds and
we need a different generalization of the XOR lemma which we state below.
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Lemma 7.4.18. Let M < N be integers with M,N coprime and N be the product
of n distinct primes all greater than p. Let σ : ZN → ZM be the function σ(x) = x
mod M . Let X be a distribution on ZN with |EXψ(X)| ≤ ε for every ψ ∈ Z∗N .
Then,
|σ(X)− U | = O ((ε+ n/p) logN/M ])
The proof will perform a rather careful analysis of the traditional proof of
the XOR lemma. We believe this might be of independent interest. Recently, Li
obtained a better improvement to affine extractors over the binary field by getting
the requirement down to polylogarithmic entropy [118].
7.5 Extractor for APs and GAPs in Fnq
We first focus our attention to the special case of line sources. We construct
an extractor for line sources and later generalize to partial lines (or k-lines).
7.5.1 Extractor for lines in Fnq
As mentioned in the introduction, it becomes increasingly harder to construct
an extractor for lines for small q (large n), since when n is large enough compared
to q, we get a proof of non-existence by the density Hales-Jewett theorem. In this
section, we shall focus on 1-bit extractors. Generalizations to more number of bits
follows from the XOR lemma (Lemma 7.2.8). In the following, let q be power of p.
For the sake of completeness, we first show by a simple well known proba-
bilistic argument, the existence of a 1-bit 0.1-extractor for lines sources in Fnq as long
as q = Ω(n log n).
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Lemma 7.5.1. There exists a non-explicit 0.1-extractor f : Fnq → {0, 1} for all line
sources in Fnq for n large enough as long as q > 200n log n.
Proof. Choose a random f such that for each x, Pr[f(x) = 0] = 1/2. Fix an
arbitrary source X = {a + tb : t ∈ Fq} ⊆ Fnq . Recall that we view a set as a
source which is uniform on the set. Let U denote the uniform distribution on {0, 1}.
For i = 0, . . . q − 1, let Yi’s be 0− 1 indicator random variables such that Yi = 1 iff
f(a+ib) = 1. We want to bound the event that |f(X)−U | > 0.1. This is equivalent
to the event
∣∣∣1q∑i Yi − 1/2∣∣∣ > 0.1. Call the above event EX . By a Chernoff bound,
Pr[EX ] < 2 exp(−0.02q). By a union bound over all sources X, and noting that
there are q2n lines, Pr[f is not a 0.1 extractor] < 2 exp(−0.02q)q2n ≤ 1 by using the
lower bound on q.
Gabizon and Raz [63] achieved an extractor for q = Ω(n2).
Theorem 7.5.2 ([63]). There is an explicit efficient ε-extractor Ext : Fnq → {0, 1}
for all line sources in Fnq where ε ≤ n/
√
q.
In this section, we construct our extractor which beats even the randomness
argument and works for q = Ω(n).
The Main Theorem We state our main theorem of this subsection. As in the
previous sections, the theorem follows from a lemma on exponential sums and the
XOR lemma.
Theorem 10. There is an explicit efficient ε-extractor Ext : Fnq → {0, 1} for
all line sources in Fnq where ε ≤ 4(n/q)1/2.
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In order to construct our extractor, we shall be using Norm Polynomials
p.272 of [119].
Definition 7.5.3 (Norm Polynomial). A norm polynomial P ∈ Fq[r1, . . . rk] is a
homogeneous polynomial of degree k which satisfies for all (c1, c2, . . . , ck) ∈ Fkq ,
P (c1, . . . ck) = 0 iff c1 = . . . ck = 0.
Construction of Norm Polynomials We follow the construction given in [119].
Let α1, . . . αk be a basis of E = Fqk over Fq. Set












i , j = 0, 1, . . . k − 1, are conjugates of αi with respect to Fq, the
coefficients of N are in Fq. Clearly, degree of N is d. Now let (c1, . . . ck) ∈ Fnq .
Then,













(α1c1 + . . .+ αkck)
qj
= (α1c1 + . . .+ αkck)
qk−1
q−1
which is zero if and only if α1c1 + . . .+ αkck = 0, which is true iff ci = 0 for
all 1 ≤ i ≤ k.
We now begin with the two main lemmas of this section. The first lemma is
for additive characters and works for all q. The second lemma is for the quadratic
multiplicative character for odd q.
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Lemma 7.5.4. There is an explicit efficient f : Fnq → Fq such that the following







Lemma 7.5.5. Let q be odd. There is an explicit efficient f : Fnq → Fq such that
the following holds. Let X be a line in Fnq . Then for the multiplicative quadratic







To extract more bits, we use the XOR lemma along with the theorem on
additive characters. The general form is presented in the next subsection. Let us
now focus on the problem of extracting 1 bit. When q is even, we use the trace
function for the additive character which gives 1 bit. For odd q, we see that the
quadratic character outputs 1 bit. Some care needs to be taken in this case. For a
proof, see [63].
We start with the proof of Lemma 7.5.4.
Proof of Lemma 7.5.4. The construction is in two steps. First we define for an arbi-
trary subset of coordinates S, a polynomial QS and then partition the n coordinates
carefully and apply a linear combination of the corresponding QS’s.
Construction of QS Let X = {a + td : t ∈ Fq}. For any subset of coordinates,
say S = {x1, . . . , xk}, we define QS(t) = P (a1 + td1, . . . ak + tdk). Now, observe that
• Coefficient of tk in QS(t) is P (d1, . . . dk) which is zero iff d1 = . . . dk = 0.
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• On the other hand, we also have that if d1 = . . . dk = 0, then deg(QS) = 0.
Combining the QS’s Now, the construction is as follows. We partition the n
coordinates into blocks of length 1, 2, 3, . . . , d(d ≤ 2
√
n(1 + 1/p)) excluding multi-
ples of p. Without loss of generality, we can assume that n is exactly partitioned
in the increasing order as mentioned above. If not, we can always append all-zero
coordinates and work in a dimension < 2n. (We adjust for this extra factor in the
end. For now we assume n can be exactly partitioned) Let us call this family of
subsets of coordinates S. We let f(t) =
∑
S∈SQS(t). (We abuse notation and some-
times use f(t) and f(x) interchangeably with the obvious correspondence.) We now
argue that this polynomial is nonzero whenever some di is nonzero. Now starting
from the rightmost coordinate, we stop when we hit a nonzero di. All the blocks
to its right will have degree 0 and all the ones to the left will have degree less than
the degree of this block. So there is no cancellation. Thus, we always have a non
zero polynomial of degree d ≤ 2
√
2n(1 + 1/p) < 4
√
n (taking the extra doubling of
dimension into account) and we can apply Theorem 7.2.12 noting by the choice of







Next, we prove Lemma 7.5.5.
Proof of Lemma 7.5.5. The construction is again in two steps. The first part is
like in the previous proof but we state it for completeness. First we define for
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an arbitrary subset of coordinates S, a polynomial QS and then partition the n
coordinates carefully and apply a linear combination of the corresponding QS’s.
Construction of QS Let X = {a + td : t ∈ Fq}. For any subset of coordinates,
say S = {x1, . . . , xk}, we define QS(t) = P (a1 + td1, . . . ak + tdk). Now, observe that
• Coefficient of tk in QS(t) is P (d1, . . . dk) which is zero iff d1 = . . . dk = 0.
• On the other hand, we also have that if d1 = . . . dk = 0, then deg(QS) = 0.
Combining the QS’s Now, the construction is as follows. We partition the n
coordinates into blocks of length 1, 3, . . . , d(d ≤ 2
√
n), that is, excluding multiples
of 2. Without loss of generality, we can assume that n is exactly partitioned in
the increasing order as mentioned above. If not, we can always append all-zero
coordinates and work in a dimension < 2n. (We adjust for this extra factor in
the end. For now we assume n can be exactly partitioned) Let us call this family
of subsets of coordinates S. We let f(t) =
∑
S∈SQS(t). (We abuse notation and
sometimes use f(t) and f(x) interchangeably with the obvious correspondence.)
We now argue that this polynomial is nonzero whenever some di is nonzero. Now
starting from the rightmost coordinate, we stop when we hit a nonzero di. All the
blocks to its right will have degree 0 and all the ones to the left will have degree less
than the degree of this block. So there is no cancellation. Thus, we always have a
non zero polynomial of odd degree d ≤ 4
√
n (taking the extra doubling of dimension
into account) and we can apply Theorem 7.2.13 noting by the choice of the partition
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7.5.2 Extractors for APs and GAPs in Znp
We will build on the polynomial obtained in the previous subsection to get an
extractor for APs and GAPs. As we will use field operations, it will be convenient
to use the notation Fnp rather than Znp . Fix integers r, s with 1 ≤ s ≤ p − 1. For
a1, . . . , ar, b ∈ Fnp we denote by Ga1,...,ar,b the (r, s)-GAP Ga1,...,ar,b , {
∑r
i=1 ai ·ti+b :
0 ≤ ti ≤ s− 1}.
It will be convenient to look at GAPs where the ai’s are linearly independent.
Definition 7.5.6. For a1, . . . , ar, b ∈ Znp , we say the (r, s)-GAP Ga1,...,ar,b is inde-
pendent if a1, . . . , ar are linearly independent in Znp .
Claim 7.5.7. An (r, s)-GAP in Fnp can be written as a union of (k, s)-GAPs in Fnp
which are independent, for k ≥ r · log s/ log p.
Proof. Fix an (r, s)-GAP Ga1,...,ar,b . Let k be the dimension of the Fp-linear span
of {a1, . . . , ar}. We have
pk ≥ sr → k ≥ r · log s/ log p.
Assume, w.l.o.g., that a1 . . . , ak are linearly independent. We can write Ga1,...,ar,b as a
union of GAPsGa1,...,ak,b′ where b
′ will range over the values {ak+1·tk+1+. . .+ar·tr+b :
0 ≤ ti ≤ s− 1}.
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[63] and [52] used polynomials that are non-constant over subspaces of a
certain dimension together with Weil bounds to construct affine extractors. We
show that such polynomials are sufficient for the more general goal of constructing
extractors for GAPs. For a polynomial f : Fnp → Fp, and a1, . . . , ak, b ∈ Fnp , we
denote by f |a1,...,ak,b the polynomial f |a1,...,ak,b(t1, . . . , tk) , f(a1 · t1 + . . .+ak · tk+b).
We first prove the following theorem.
Theorem 7.5.8. Fix integers r, s, d with d, s < p. Fix integer k ≤ min{1, r ·
log s/ log p}. Suppose we are given an efficiently computable polynomial f : Fnp →
Fp such that for all a1, . . . , ak, b ∈ Fnp , where a1, . . . , ak are linearly independent,
f |a1,...,ak,b is non-constant of degree 1 < d′ ≤ d.
Then we can construct an explicit efficient ε-extractor Ext : Fnp → Bm for
(r, s)-GAP sources where
ε ≤ (4 log p · √p+ 1) · d/s · 2m/2 + 2m/p.
Remark 7.5.9. In the case r = 1 a d/s factor can be taken off from the ε. This
will be evident in the proof.
Once we have this, the two main theorems follow immediately.
Theorem 11. There is an explicit efficient ε-extractor Ext : Fnp → {0, 1}m for
all k-AP sources in Fnp where ε ≤ 16 log2 p
√
np2m/2/k.
Proof. Plugging the polynomial from Lemma 7.5.4 that has degree 4
√
n and is non-
constant on affine subspaces of dimension 1 completes the proof. The 2m/p factor
can be dropped as it will be dominated by the first term.
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Theorem 7.5.10 (Extractors for GAPs). Fix integers r, s with s < p.
Then we can construct an explicit efficient ε-extractor Ext : Fnp → Bm for
(r, s)-GAP sources where
ε ≤ (34 log3 p · √p) · n/(r · log s · s) · 2m/2 + 2m/p.
In particular, when p = Ω((r · s/n)2) we can output one bit with constant error.
Proof. DeVos and Gabizon ([52], Theorem 7) construct an explicit function f :
Fnp → Fp that is non-constant of degree 1 < d < 2n/k when restricted to any affine
subspace of dimension k. Plugging this function into Theorem 7.5.8 finishes the
proof.
Let us now prove Theorem 7.5.8. The main ingredient in the theorem’s
proof is the following lemma that generalizes the Weil bound for exponential sums
(Theorem 7.2.12) to the case where the sum ranges only over an AP, rather than
the whole field.
Lemma 7.5.11. Let f ∈ Fp[t] be a polynomial of degree 1 < d < p. Let X be
an s-AP. Let ψ be a non trivial additive character of Fp. Then, for any integer
0 < s ≤ p, ∣∣∣∣∣∑
t∈X
ψ(f(t))
∣∣∣∣∣ ≤ 4 log p · √p · d.
Using the XOR lemma, Lemma 7.5.11 implies the following.
Corollary 7.5.12. Let f ∈ Fp[t] be a polynomial of degree 1 < d < p. For any
integer 0 < s ≤ p, let X be an s-AP source. Let σ : Fnp → Fmp be the function from
Lemma 7.2.7. Then, |σ(X)− U | < ε for ε = 4 log p · √p · d · pm/2.
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We prove Theorem 7.5.8 given the corollary.
Proof. Let σ : Fnp → Fmp be the function from Lemma 7.2.7. Fix an (s, k)-independent
GAP X = Ga1,...,ak,b.
Claim 7.5.7 implies it is enough to construct an extractor for such GAPs.
We know that g , f |a1,...,ak,b is non-constant of degree d′ where 1 < d′ ≤ d <
p. Assume w.l.o.g. that t1 appears in g with degree greater than 1. Denote by a the
maximal degree that t1 has in g. Write g as a polynomial in t1 whose coefficients
are polynomials in t2, . . . , tk. Look at the coefficient ga(t2, . . . , tk) of t
a
1 in g. From
the Schwartz-Zippel Lemma ga(t2, . . . , tk) = 0 with probability at most d
′/s ≤ d/s
when choosing t2, . . . , tk uniformly in {0, . . . , s− 1}k−1. Note that X can be viewed
as a convex combination of the s-APs Xt2,...,tk , {a1t1 +a2t2 + . . .+aktk+b|0 ≤ t1 ≤
s − 1} . For t2, . . . , tk such that ga(t2, . . . , tk) 6= 0, it follows that the polynomial
gt2,...,tk(t) , g(t, t2, . . . , tk) is non-constant of degree larger than 1 and at most d.
Therefore, from Corollary 7.5.12 we have |σ(Xt2,...,tk)−U | ≤ 4 log p ·
√
p ·d ·pm/2.
We proceed with the proof of Lemma 7.5.11.
Proof. (of Lemma 7.5.11)
The proof combines the Weil bound with Fourier analysis. It is based on
two claims. The first uses the Weil bound to bound the Fourier coefficients of f
composed with an additive character.
Claim 7.5.13. Let ψ be the non trivial additive character from the lemma statement.
Then for all ξ ∈ Fp, we have
∣∣∣ψ̂ ◦ f(ξ)∣∣∣ ≤√d/p.
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−1(f(t)− a · ξ · t))
∣∣∣∣∣∣
≤ (d/p)1/2
The last line follows from Weil bound and by observing two things: The first is that
the sum in the line before is an exponential sum with the character φ′(x) = ep(a
−1 ·x)
on the polynomial f ′(t) , f(t) − ξψ−1t. The second is that f ′(t) is also a non-
constant polynomial of degree d < p so the Weil bound can be used.
Next, we need the following claim upper bounding the L1 Fourier norm of a














Now noting that |e(θ)− 1| ≥ 4{θ} we have
∣∣∣Â(j)∣∣∣ ≤ 12p{j/p}
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≤ 4 log p · √p · d.




8.1 Error correcting codes
Error correcting codes are designed to tackle the problem of robust transmis-
sion of data through noisy channels. In this dissertation, we answer certain open
questions about locally decodable and list decodable codes.
Locally decodable codes. A central research question, which is far from being
solved, is understanding the best possible ‘stretch’ of an LDC with a constant num-
ber of queries. That is, how large N has to be as a function of K. The best family
of LDCs in the constant query regime are Matching Vector (MV) codes. Our main
contribution in this area is a lower bound on the stretch of MV codes [32]. The
first result proves a quadratic lower bound (N = Ω(K2)) which resolves a conjecture
raised in [56]. The result holds even when the number of queries is not constant.
The second result states that under a well known conjecture from additive com-
binatorics, one needs a super polynomial stretch (N = K log logK), thus ruling out
efficient MV codes for constant number of queries. An open problem is to achieve
the superpolynomial lower bound without relying on any conjectures. In fact, any
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unconditional super quadratic lower bound would be interesting.
The best constructions of MV codes come from constructions of a particular
type of polynomial called an OR polynomial. Smaller degree OR polynomials lead to
better MV codes. We show a barrier why existing techniques have failed to improve
the degree bounds of OR polynomials for more than a decade. In fact, the barrier
we discover, that is, nonclassical polynomials, applies to many other fundamental
problems in complexity theory like correlation bounds and lower bounds. It would
be interesting to find out other applications in computer science where nonclassical
polynomials are a barrier to improving bounds in longstanding open problems.
List decodable codes. The concept of list decoding was introduced by Elias [60]
and Wozencraft [176] to decode error correcting codes beyond half the minimum
distance. The objective of list decoding is to output all the codewords within a
specified radius around the received word. Despite so much progress, the largest
radius up to which list decoding is tractable (the list decoding radius) is still a
fundamental open problem even for well studied codes like Reed-Solomon (univariate
polynomials) and Reed-Muller codes (multivariate polynomials). The goal of this
work is to analyze Reed-Muller codes over small fields F and small degree d. The
list decoding radius was conjectured to approach the minimum distance of the code.
See Chapter 4 for a precise definition. This was proved for the d = 1 case [67, 68],
the F = F2 case [74] and the d = 2 case [73]. It was conjectured [74] to be true for
all fixed fields and fixed degree. Our main contribution is a positive resolution of
the above conjecture for fixed prime fields [35]. Moreover, we give a tight bound
on the weight distribution of generalized Reed Muller codes over prime fields. This
264
is a fundamental problem in coding theory; see Research Problem (15.1) in [124].
In follow up work, we extend this to large fields and prove that the list decoding
radius equals the minimum distance for fixed degree and all prime fields [36]. This
is a consequence of a theorem about pseudorandomness of polynomials which is
discussed in more detail later. An interesting open problem is to extend this to all
degrees and to the setting of Reed Solomon codes.
Applications of List Decoding to Randomness Extraction. High-quality
randomness is needed for a variety of applications. However, most physical sources
are only weakly random. It is therefore natural and important to try to extract the
usable randomness from a weak source. It is impossible to extract even one bit of
randomness from a natural yet large enough class of sources using a single function
[143]. One way to counter this is to extract only from more structured sources (and
not allow any auxiliary randomness). Such a function is called a deterministic (or
seedless) extractor. Our main contribution is to extract randomness from a very
general class of additive sources which satisfy a certain list decodability property
[33]. Our work generalizes many existing results. An open problem here is to
improve the number of bits output in such cases.
8.2 Polynomials and computation.
Recall that f is equidistributed if f takes every value in F with the same
frequency, else it is biased. We say that f is low rank if it can be expressed as a
composition of bounded number of lower degree polynomials and high rank other-
wise.
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The dichotomy of bias versus low rank is universal and has seen applications
in mathematics and computer science including graph theory, number theory, er-
godic theory, discrete geometry, property testing, complexity and algorithms. The
first result dates back to the breakthrough resolution of the Riemann hypothesis
over function fields by Weil in 1948 (the univariate setting [172]) and by Deligne
in 1975 (the multivariate setting [51]). As a consequence they show if a low degree
polynomial f : Fn → F has bias at least 1/√p, then f(x) = Γ(h(x)) for some lower
degree polynomial h(x). In fact, they even show what Γ looks like. A natural ques-
tion to ask is what happens if the bias is not so high, but some arbitrary inverse
polynomial in the field size, say 1/p10.
Green and Tao [80] and Kauffman and Lovett[108] in 2008 gave a partial
answer to this in the following sense. They showed that if the bias of f is at least
1/pk, then f(x) = Γ(h1(x), . . . , hc(x)) where c = c(d, k, p), d is the degree of the
polynomial and hi’s are lower degree polynomials. This is a partial answer because
c is dependent on p and d. In fact the dependence is Ackermann in the above
parameters. This makes the result trivial for any reasonably growing field.
We have shown in this dissertation that c = c(d, k). That is, we remove
any kind of dependence on p. Any type of bias versus low rank theorem has seen
lot of applications in the areas highlighted above. For instance, we resolve the
problem of list decoding radius of fixed degree Reed Muller codes and also give a
very tight bound on their asymptotic weight distribution, an open problem since
the 80’s. Among other applications, we improve bounds in a suite of problems in
effective algebraic geometry including Hilbert’s Nullstellensatz, radical membership
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and counting points in rational varieties. Currently all our improvements work as
long as d is fixed. The positive thing however is that there is no longer any restriction
on field size.
A very nice open problem is to make c independent of d or have better
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[61] Uriel Feige, Shafi Goldwasser, László Lovász, Shmuel Safra, and Mario Szegedy.
Interactive proofs and the hardness of approximating cliques. J. ACM, 43(2):268–
292, 1996.
275
[62] Alan M. Frieze and Ravi Kannan. Quick approximation to matrices and applica-
tions. Combinatorica, 19(2):175–220, 1999.
[63] A. Gabizon and R. Raz. Deterministic extractors for affine sources over large fields.
In Proceedings of the 46th Annual IEEE Symposium on Foundations of Computer
Science, pages 407–418, 2005.
[64] A. Gabizon and R. Shaltiel. Increasing the output length of zero-error dispersers. In
Ashish Goel, Klaus Jansen, JosD.P. Rolim, and Ronitt Rubinfeld, editors, Approx-
imation, Randomization and Combinatorial Optimization. Algorithms and Tech-
niques, volume 5171 of Lecture Notes in Computer Science, pages 430–443. Springer
Berlin Heidelberg, 2008.
[65] Ariel Gabizon, Ran Raz, and Ronen Shaltiel. Deterministic extractors for bit-fixing
sources by obtaining an independent seed. SIAM J. Comput., 36(4):1072–1094,
2006.
[66] Joachim Von Zur Gathen, Marek Karpinski, and Igor Shparlinski. Counting curves
and their projections. Computational Complexity, 6:64–99, 1996.
[67] O. Goldreich and L. Levin. A hard-core predicate for all one-way functions. In
Proc. 21st ACM Symposium on the Theory of Computing, pages 25–32, 1989.
[68] O. Goldreich, R. Rubinfeld, and M. Sudan. Learning polynomials with queries: The
highly noisy case. SIAM J. Discrete Math., 13(4):535–570, 2000.
[69] Oded Goldreich, Shafi Goldwasser, and Dana Ron. Property testing and its con-
nection to learning and approximation. J. ACM, 45:653–750, 1998.
276
[70] Oded Goldreich, Howard Karloff, Leonard Schulman, and Luca Trevisan. Lower
bounds for locally decodable codes and private information retrieval. In 17th IEEE
Computational Complexity Conference (CCC), pages 175–183, 2002.
[71] Oded Goldreich and Tali Kaufman. Proximity oblivious testing and the role of
invariances. In Studies in Complexity and Cryptography, pages 173–190. 2011.
[72] Oded Goldreich and Dana Ron. On proximity oblivious testing. SIAM J. Comput.,
40(2):534–566, 2011.
[73] P. Gopalan. A Fourier-analytic approach to Reed-Muller decoding. In Proc. 51st
IEEE Symp. on Foundations of Computer Science (FOCS’10), pages 685–694, 2010.
[74] P. Gopalan, A. Klivans, and D. Zuckerman. List decoding Reed-Muller codes
over small fields. In Proc. 40th ACM Symposium on the Theory of Computing
(STOC’08), pages 265–274, 2008.
[75] Parikshit Gopalan, Venkatesan Guruswami, and Richard J. Lipton. Algorithms for
modular counting of roots of multivariate polynomials. Algorithmica, 50(4):479–
496, 2008.
[76] Parikshit Gopalan, Ryan O’Donnell, Rocco A. Servedio, Amir Shpilka, and Karl
Wimmer. Testing Fourier dimensionality and sparsity. In Proc. 36th Annual
International Conference on Automata, Languages, and Programming, pages 500–
512, 2009.
[77] William T. Gowers. A new proof of Szeméredi’s theorem for arithmetic progressions
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[173] Hermann Weyl. Über ein problem aus dem gebiete der diophantischen approxima-
tionen. Nachr. Ges. Wiss. Gttingen, pages 234–244, 1914.
[174] David Woodruff. New lower bounds for general locally decodable codes. In Elec-
tronic Colloquium on Computational Complexity (ECCC), TR07-006, 2007.
[175] David P. Woodruff. A quadratic lower bound for three-query linear locally decod-
able codes over any field. In Proceedings of the 13th international conference on
Approximation, and 14 the International conference on Randomization, and com-
binatorial optimization: algorithms and techniques, APPROX/RANDOM’10, pages
766–779, Berlin, Heidelberg, 2010. Springer-Verlag.
[176] J. Wozencraft. List decoding. Technical Report 48:90-95, Quarterly Progress
Report, Research Laboratory of Electronics, MIT, 1958.
[177] Amir Yehudayoff. Affine extractors over prime fields. Combinatorica, 31(2):245–
256, 2011.
[178] Sergey Yekhanin. Towards 3-query locally decodable codes of subexponential
length. Journal of the ACM, 55:1–16, 2008.
[179] Sergey Yekhanin. Towards 3-query locally decodable codes of subexponential
length. J. ACM, 55(1):1:1–1:16, February 2008.
[180] Sergey Yekhanin. Locally decodable codes. Foundations and Trends in Theoretical
Computer Science, 6(3):139–255, 2012.
289
[181] Yuichi Yoshida. A characterization of locally testable affine-invariant properties via
decomposition theorems. In Proc. 46th Annual ACM Symposium on the Theory of
Computing, pages 154–163, 2014.
[182] Chen Yuan, Qian Guo, and Haibin Kan. A novel elementary construction of match-
ing vectors. Information Processing Letters, 112(12):494 – 496, 2012.
[183] R E. Zippel. Probabilistic algorithms for sparse polynomials. Proceedings of EU-
ROSAM, pages 216–226, 1979.
290
Vita
Abhishek Bhowmick received the Bachelor of Technology degree in Computer Sci-
ence and Engineering from the Indian Institute of Technology (IIT) Kanpur in May
2010. He is currently pursuing a Ph.D. in Computer Science under the supervision
of Prof. David Zuckerman at The University of Texas at Austin.
Permanent address: 3543 Greystone Drive, Austin TX-78731.
This dissertation was typeset with LATEX
† by the author.
†LATEX is a document preparation system developed by Leslie Lamport as a special version of
Donald Knuth’s TEX Program.
291
