ABSTRACT. We study the structure of the symplectic invariant part h Sp g,1 of the Lie algebra h g,1 consisting of symplectic derivations of the free Lie algebra generated by the rational homology group of a closed oriented surface Σ g of genus g.
INTRODUCTION AND STATEMENTS OF THE MAIN RESULTS
Let Σ g,1 be a compact oriented surface of genus g ≥ 1 with one boundary component and we denote its first integral homology group H 1 (Σ g,1 ; Z) simply by H and let H Q = H ⊗ Q. We denote by L g,1 the free graded Lie algebra generated by H Q and let h g,1 be the graded Lie algebra consisting of symplectic derivations of L g,1 . Let h + g,1 be the ideal consisting of derivations with positive degrees. This Lie algebra was introduced in the theory of Johnson homomorphisms (see [19] ) and has been investigated extensively. We also consider closely related Lie algebras, denoted by h g, * and h g which correspond to the cases of a closed surface Σ g with and without base point * ∈ Σ g . Let Sp(2g, Q) be the symplectic group which we sometimes denote simply by Sp. If we fix a symplectic basis of H Q , then it can be considered as the standard representation of Sp(2g, Q). Each piece h g,1 (k), h g, * (k), h g (k), of the three graded Lie algebras, is naturally an Sp-module so that it has an irreducible decomposition. Let h Sp g,1 denote the Lie subalgebra of h g,1 consisting of Sp-invariant elements. We denote by h g,1 (2k)
Sp the degree 2k part of this Lie subalgebra. We use similar notations for the other two cases h g, * and h g .
In [24] 
)
Sp so that it has the induced metric. To formulate our results, we use the following terminology. A Young diagram λ is denoted by [λ 1 λ 2 · · · λ h ] (λ 1 ≥ λ 2 ≥ · · · ≥ λ h ) and the number of boxes in λ, namely λ 1 + · · · + λ h , is denoted by |λ|. We also denote the number of rows of λ, namely h in the above notation, by h(λ). For a given Young diagram λ as above, the symbol λ δ denotes another Young diagram [λ 1 λ 1 · · · λ h(λ) λ h(λ) ] which has multiple double floors. Also S k denotes the symmetric group of order k. Theorem 1.1. With respect to the canonical metric on h g,1 (2k) Sp , there exists an orthogonal direct sum decomposition h g,1 (2k) Sp It follows that any Sp-invariant element ξ ∈ h g,1 (k) Sp is, so to speak, "lower anti-triangular" with respect to the heights of Young diagrams which appear in the GL-irreducible decompositions of h g,1 (k)'s. Furthermore the nonvanishing area is a rather restricted one near the anti-diagonal.
Example 1.5. Asada-Nakamura [2] proved that there exists a unique copy [2k+1 1 2 ] GL ⊂ h g,1 (2k + 1) for any k ≥ 1. On the other hand, as an Sp- for all g ≥ 3.
The second wedge product of each of these three irreducible components gives rise to an Sp-invariant element contained in h g,1 (4k + 2) Sp . The above theorem implies that the λ-coordinate of this element vanishes for all λ with h(λ) > 3. On the other hand, explicit computation for the case k = 1 shows that the [21 2 ]-coordinate does not vanish so that the above theorem gives the best possible result.
Proofs of the above theorems are given in Section 2.
In Section 3, we compare the three Lie algebras h g,1 , h g, * , h g . These Lie algebras are the rational forms of the corresponding Lie algebras h Z g,1 , h Z g, * , h Z g which are defined over Z. In the cases of the corresponding mapping class groups denoted by M g,1 , M g, * , M g , the relations among them are described by the following two well-known extensions 0 → Z → M g,1 → M g, * → 1, 1 → π 1 Σ g → M g, * → M g → 1 which hold for any g ≥ 2. In the cases of the above Lie algebras over Z, the relations are described by the following extensions 1 and L Z g denotes the Malcev Lie algebra, over Z, of π 1 Σ g (see [23] and Section 2 for more details).
In Section 4, we formulate a method of describing the Sp-decompositions of the two Lie algebras h g, * , h g which is based on a theorem of Labute [15] .
Theorem 1.6. Over the rationals, we have a direct sum decomposition
Furthermore there exists an explicit method of determining the Sp-irreducible decompositions of the Sp-modules j g,1 (k) and L g (k).
See Theorem 4.3 for the precise decompositions mentioned here. By applying this method and extending our results of [25] , we obtain explicit Sp-decompositions of j g,1 (k), L g (k) and h g (k) for all k ≤ 20. See Section 4 for details.
If we apply various contractions to any GL-irreducible summand of GL-irreducible decomposition of h g,1 (k), then we obtain various Sp-irreducible components. Of course non-isomorphic GL-irreducible summands may produce isomorphic Sp-irreducible components. Keeping this fact in mind, to analyze the structure of the Lie algebra h g,1 , we propose to take the process of contractions into consideration. We formulate this idea in Section 5 under the names of descendants and ancestors. See Definition 5.1 and Theorem 5.4.
In Section 6 we give a general method of constructing elements of h Sp g,1 and by using it, we reveal a considerable difference in property between the Sp-invariant parts of the two Lie subalgebras of h g,1 , one is the ideal j g,1 and the other is the Johnson image Im τ g, 1 . See Theorem 6.8.
By making use of the above results, together with the Enomoto-Satoh map given in [7] , we have extended known results considerably to obtain a complete description of the structure of the Lie algebra h g,1 up to degree 6. It is summarized in the following theorem and we give more detailed structure theorem for h g,1 (6) Sp in Section 7 (see Theorem 7.5). Theorem 1.7. The structure of the Lie algebra h g,1 up to degree 6 is as in Table 1 where the symbol with double parentheses, e.g. [[3] ], means that it remains in the abelianization
In 
for closed surface where {M g (k)} k denotes the Johnson filtration for the mapping class group M g . Details are given in Section 7.
In Section 8, we study the case of genus 1. This is motivated by the theory of universal mixed elliptic motives due to Hain and Matsumoto (cf. [11] ). They show, among other things, that certain Galois obstructions appear in the Sp-invariant part h Sp 1,1 . We begin to study these elements from our point of view (see Theorem 8.5) . Here the theory of Satoh [29] and Enomoto and Satoh [7] play an important role.
Finally we mention two reasons why we put an emphasis on the Sp-invariant part h Sp g,1 in our study of the whole Lie algebra h g,1 . One is that the Galois obstructions, predicted by Oda and proved by Nakamura [26] and Matsumoto [17] independently, appear in this Sp-invariant Lie subalgebra. See a recent survey article [18] of Matsumoto. The Galois obstructions also appear in the genus 1 symplectic derivation algebra as already mentioned above. The precise description of these obstructions is still a mystery and it should be a very important problem both in number theory and topology. See also Willwacher [30] for a related work.
The other concerns another important problem of deciding whether the composition
is trivial. This is equivalent to the vanishing of the top homology group of Out F n with respect to its virtual cohomological dimension determined by Culler and Vogtmann [6] (see Conjecture 1.3. and Remark 1.5. in [25] , and as for a recent result on H 1 (h + g,1 ), see [5] ). This is also related to one more mystery in low dimensional topology because we can show that there exists a surjective homomorphism H 1 (H g,1 ; Q) → H 1 (h g,1 ) where H g,1 denotes the group of homology cobordism classes of homology cylinders introduced by Garoufalidis and Levine [9] . It should be a very important problem to determine whether H 1 (H g,1 ; Q) = 0 or not. Recall here that Cha, Friedl and Kim [3] 
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ORTHOGONAL DECOMPOSITION OF
In this section, we prove Theorems 1.1,1.2 and 1.3.
Proof of Theorem 1.1. As already mentioned, the space h g,1 (2k) Sp . On the other hand, each copy of λ δ GL has a unique Sp-invariant element (up to scalars) and the totality of these Sp-invariant elements makes a basis of the subspace U λ .
Now it was shown in [23] (see also Proposition 5.6 below) that the space h g,1 (2k) is the image of certain projecting operator acting on H
which is an element of Z[S 2k+2 ]. More precisely, we have
By restricting to the Sp-invariant subspaces, we have
Since this operator is described in terms of the action of the symmetric group, it sends each subspace U λ to itself. Hence if we define
we obtain the required orthogonal decomposition. Finally, the formula for the dimension of H λ follows by applying Corollary 3.2 of [25] because dim H λ is equal to the multiplicity of λ δ GL in h g,1 (2k). This completes the proof.
As was mentioned in our paper [25] , we have determined the Sp-irreducible decompositions of h g,1 (k) for all k ≤ 20. By combining this with Theorem 1.1, we have determined the orthogonal decompositions of h g,1 (2k)
Sp for all 2k ≤ 20. The results are given in Tables 2 and 3 below and further Tables 9 -12 
(otherwise).
Let λ = [λ 1 , · · · , λ h ] be a Young diagram with (2k + 2) boxes and h rows and assume that it is with multiple double floors. Then it is easy to see the following:
Hence, to prove the result it is enough to show the following four facts:
with multiplicity 1 for any odd k ≥ 1,
for any even k,
for any even k ≥ 4 with non-zero multiplicity.
(i) follows easily. Indeed [1 2k+2 ] GL is nothing other than the alternating product ∧ 2k+2 H Q which is not invariant under the Z/(2k + 2)-cyclic permutation of H ⊗(2k+2) Q while any summand of h g,1 (2k) must be so. (ii) and (iii) were proved by Enomoto and Satoh in [7] . Indeed, they proved that [2 2 1 k−2 ] GL appears in h g,1 (k) with multiplicity 1 for any k such that k ≡ 1 or 2 mod 4 and does not appear otherwise. Finally (iv) follows from an explicit computation using the method of [25] but here we omit it.
To prove Theorem 1.3, we prepare the following.
Lemma 2.1. Let
be a linear mapping defined by
where u i · u j denotes the intersection number of u i and u j , and the symbolû i means that we delete
be an irreducible GL-submodule which is isomorphic to λ GL where λ is a Young diagram with (k + 2) boxes. Consider the following condition (C) posed on Young diagrams ν with |ν| = k
Then we have
Proof. Since the natural action of the symmetric group S k+2 on H ⊗(k+2) Q preserves the structure of a GL-module on it, it is enough to prove the case i = 1, j = 2. Now consider the following direct sum decomposition
Since the mapping K 12 is trivial on the former summand, if we denote by q :
Q the natural projection onto the latter summand, then we have
isomorphic to λ GL , in view of the definition of the condition (C), we can conclude that
We can now conclude that
Proof of Theorem 1.3. The bracket operation
is not a morphism of GL-modules so that we have to be careful here. First we observe that the above bracket can be extended to
−→ H ⊗(k+l+2) Q which can be described as follows. Here we understand h g,1 (k) as a submodule of H ⊗(k+2) Q for any k. We identify the domain of B with H ⊗(k+l+4) Q and define linear isomorphisms
by setting
Observe here that any of these linear isomorphisms corresponds to a certain element in the symmetric group S k+l+4 which acts on H ⊗(k+l+4) Q naturally. Also define a linear mapping
Then we can write
It is easy to see that the restriction of B to h g,1 (k) ⊗ h g,1 (l) is precisely the bracket operation described in [21] . Now we prove claim (i). SinceB is equal to the bracket operation, for any two elements ξ ∈ H λ and η ∈ H µ , we have
Since any of the mappings b
corresponds to a certain element in the symmetric group S k+ℓ+4 as already mentioned above, the image of ξ ⊗ η by it is again contained in a GL-submodule of H ⊗(k+ℓ+4) Q isomorphic to λ GL ⊗ µ GL . Now we have to consider various K i acting on these GL-submodules. Here we apply Lemma 2.1 with replacing H ⊗(k+2) Q and λ GL by H ⊗(k+ℓ+4) Q and any of the GL-irreducible component of λ GL ⊗ µ GL , respectively. Then we can conclude that
as required.
Next we prove the condition on h(ν). The irreducible decomposition of the tensor product λ GL ⊗ µ GL is given by the Littlewood-Richardson rule (see [8] ) and we see that any of the irreducible summand in this decomposition is represented by a Young diagram whose number of rows, denoted by h, satisfies the inequality
Since the height of the Young diagram
The claim (ii) follows from (i) because we have the equality
We recall the definitions of three kinds of symplectic derivation algebras, denoted by h [23] . They correspond to three kinds of mapping class groups M g,1 , M g, * , M g of Σ g , relative to an embedded disk D 2 ⊂ Σ g , relative to a base point * ∈ Σ g and without any decoration, respectively. They are Lie algebras defined over Z and to indicate this fact, we put superscript Z on their symbols. The Lie algebras h g,1 , h g, * , h g in the subtitle denote the rational forms of them and they are Lie algebras over Q.
Let
be the free graded Lie algebra, over Z, generated by H. Then the degree k part of h Z g,1 can be written as
Next let L Z g be the graded Lie algebra, over Z, associated to the lower central series of π 1 Σ g . Then the degree k part of h Z g, * can be written as
Let ω 0 ∈ L g,1 (2) be the symplectic element and let
Then it is easy to see that there is an isomorphism
Finally a result of Asada and Kaneko [1] implies that the injective homomorphism
of graded Lie algebras and the former is an ideal of the latter. Then we define h
If we specify the genus g, we write H g instead of H. Also fix a symplectic basis x 1 , y 1 , . . . , x g , y g for H g so that we have an injection i : H g ⊂ H g+1 and a projection p : H g+1 → H g which is induced by setting p(x g+1 ) = p(y g+1 ) = 0.
Lemma 3.1. Under the natural inclusion
, we have
Proof. This is clear from the definition.
Lemma 3.2. Under the natural projection
If we apply the projection p : L g+1,1 (k +2) → L g,1 (k +2) to the above equality, we obtain
On the other hand, we have
We can now conclude that p(f ) ∈ h Z g (k) as required. Definition 3.3. Suppose that, for any g, we are given a graded submodule
for any g and k.
Even if the graded submodule m g is non-trivial only for some fixed k, namely m g (l) = 0 for any l = k and g, we still say that {m g (k)} g is i-stable or p-stable if it satisfies the above condition.
A similar definition can be applied to the rational form h g,1 of h
Proof. Claim (i) follows from the fact that the following diagram
Next we prove (ii). Since p(ω 0 (g + 1)) = ω 0 (g), the diagram
is also commutative. Therefore p(j Z g+1,1 (k)) = j Z g,1 (k) as claimed. As for the comparison between M g,1 (k) and M g, * (k), we have exact sequences
where the central subgroup Z is generated by the Dehn twist, which we denote by τ ∂ (g), along a simple closed curve which is parallel to the boundary curve of Σ g,1 . For k ≥ 3, it is easy to see that the natural homomorphism p :
is injective so that we can consider M g,1 (k) as a subgroup of M g, * (k). Here we have an important result of Hain [10] using the Hodge theory as follows. After tensoring with Q, the graded modules associated with the following two filtrations of the Torelli group I g, * = M g, * (1) are isomorphic to each other. One is the filtration {M g, * (k)} k≥2 and the other is the filtration {p(M g,1 (k))} k≥2 where p : M g,1 (k) → M g, * (k) denotes the natural projection. From this result, we can deduce the following (this fact was already mentioned in [22] ).
Proof. First of all, it is easy to deduce from the result of Hain mentioned above that, for any k ≥ 3 the subgroup M g,1 (k) ⊂ M g, * (k) has finite index, because otherwise the associated graded modules of the above two filtrations would not be isomorphic.
The former part of the claim (ii) follows from this because if Im τ g,1 (k) ∩ j g,1 (k) = {0} for some k ≥ 3, then it would imply that M g,1 (k + 1) will have an infinite index in M g, * (k + 1). Note here that j g,1 (k) is a free Z-module so that it has no torsion.
Next we prove that M g,1 (3) = M g, * (3). For this, we show that j Z g,1 (2) is isomorphic to Z and determine its generator. By definition, we have
.
It can then be checked that the kernel of this bracket operation is isomorphic to Z generated by the element
) denotes a symplectic basis of H as before. On the other hand, a result of [20] 
2) is precisely the above element (up to signs). It follows that
Now let ϕ ∈ M g, * (3) be any element and choose any liftφ
is also a lift of ϕ, we can conclude that M g,1 (3) = M g, * (3) as required. Next we prove M g,1 (4) = M g, * (4). Let ψ ∈ M g, * (4) be any element so that τ Z g, * (3)(ψ) = 0 and choose any liftψ ∈ M g,1 (3) of ψ. Since Im τ g,1 (3) ∩ j g,1 (3) = {0} as already proved above, we have τ Z g,1 (3)(ψ) = 0. Thereforeψ ∈ M g,1 (4) and we can conclude M g,1 (4) = M g, * (4). It is now clear that an inductive argument proves the claim (i). The latter part of (ii) follows from this completing the proof.
Theorem 3.6. Over the rationals, we have a direct sum decomposition
Proof. This follows from the following three exact sequences
DETERMINATION OF THE IDEAL j g,1
In this section, we formulate a method of determining the Sp-irreducible decomposition of the ideal j g,1 . First we recall the following classical result (see e.g. [28] ). 
be the free graded Lie algebra generated by
In particular
Theorem 4.2 (Labute [15] ). Let Σ g be a closed oriented surface of genus g and let
denote the graded Lie algebra associated to the lower central series of
g is a free Z-module and its rank is given by
In the above formula, the part i = 0 corresponds to the case of L Z g,1 (k). Based on the above theorem of Labute, we can deduce the following method of determining the Sp-irreducible decomposition of j g,1 (k). This is because his theorem gives not only the ranks of the relevant modules but the structure of them as GL-modules. DefineĨ
where P j denotes the GL-representation corresponding to the power sum 
is the same as that of the virtual GL-representation
By using these methods, we have computed the Sp-irreducible decompositions of the Sp-modules j g,1 (k) and L g (k) explicitly for all k ≤ 20. By combining with our earlier work in [25] , we have now complete information about the Sp-irreducible decompositions of all the relevant Sp-modules up to degree 20. Here we only describe the Sp-invariant part. See Tables 4, 5, 6. The first table indicates the dimensions in the stable range whereas in the latter two tables (the cases k = 6, 10), we describe the unstable computations for later use. 
Sp h g (10)
DESCENDANTS AND ANCESTORS
In this section, we propose a terminology which will hopefully be useful in analyzing the structure of the Lie algebra h g,1 .
Definition 5.1. Let V be a GL-irreducible component which appears in h g,1 (k) so that we can write V ∼ = λ GL where λ is a Young diagram with (k+2) boxes. As an Sp-module, V can be decomposed into a linear combination [7] proved that there exists a unique copy [2
is an Sp-child of this unique copy.
Example 5.3. The Sp-invariant part given in Theorem 1.1 is, so to speak, the "last descendants" of each piece h g,1 (2k). To prove the above theorem, we prepare some terminology. Let σ i = (12 · · · i) ∈ S k be the cyclic permutation. Define two elements
Proposition 5.6 (see [23] 
is invariant under the action of S k+2 and
It follows that
Here we mention a relation with another method of expressing elements of h g,1 (k), namely Lie spiders (see e.g. [16] ). More precisely the following element
is represented by the Lie spider
where u i ∈ H Q .
Proof of Theorem 5.4.
We use induction on k. It is a classical result of Johnson [12] that Im τ g,1 (1) = h g,1 (1) = ∧ 3 H Q . Hence the claim holds for k = 1. It is easy to see that the bracket operation
is surjective for any k ≥ 1. It follows that h g,1 (k) is generated by the elements of the form
Let us denote the above element by ℓ(u 1 , . . . , u k+2 ). On the other hand, it is easy to see that the highest weight vector for λ Sp can be expressed as a linear combination of elements of the above form where any of u i (i = 1, . . . , k + 2) is equal to some x j with j ≤ k + 2. Here x 1 , . . . , x g , y 1 , . . . , y g is a symplectic basis of H for g = k + 3. Hence it suffices to prove that ℓ(u 1 , . . . , u k+2 ) is contained in Im τ g,1 (k) for such g whenever any u i is equal to x j (j ≤ k + 2). Now assume k > 1 and consider the following two elements ℓ(u 1 , . . . , u k , x k+3 ), ℓ(y k+3 , u k+1 , u k+2 ).
Then the former element is contained in Im τ g ′ ,1 (k − 1) with g ′ = k + 3 by the induction assumption and the latter one belongs to h g,1 (1) = Im τ g,1 (1) for any g ≥ k + 3. Also it is easy to see that
Therefore ℓ(u 1 , . . . , u k+2 ) is contained in Im τ g,1 (k) with g = k + 3 as required. This completes the proof.
Proposition 5.7. (i)
For any λ with |λ| = k + 2, the isotypical component H λ ⊂ h g,1 (k) as well as the corresponding Sp-isotypical component ( H λ ) 0 is i-stable.
(ii) The Sp-invariant part h is i-stable. The third is that taking the contractions to any given "direction" is an i-stable operation. The rest of the assertions follow similarly using the facts that (H
is p-stable and the bracket operation of h g,1 is i-stable in an obvious sense.
Remark 5.8. In general, the Sp-invariant part of the Johnson image (Im τ g,1 )
Sp is neither i-stable nor p-stable, and j Sp g,1 is not i-stable. These can be checked by direct computation. This is one of the reasons why the problem of determining (the Sp-invariant part of) the image of the Johnson homomorphism as well as the ideal j g,1 is difficult. In a trial to overcome this difficulty, in Section 6 we introduce two kinds of basis for h g,1 (2k) Sp .
TWO KINDS OF BASES FOR h g,1 (2k)

Sp
In this section, we describe a general method of constructing elements of h g,1 (2k) Sp and by using it we introduce two kinds of bases for it. We begin by recalling a few facts from [23] . Let D ℓ (2k) denote the set consisting of all the linear chord diagrams with 2k vertices. Here a linear chord diagram with 2k vertices is a partition of the set {1, 2, . . . , 2k} into k-tuple
. . , k) where we assume
We may also adopt a simpler notation C = (i 1 j 1 ) · · · (i k j k ) than the above. This set D ℓ (2k) has (2k − 1)!! elements and let QD ℓ (2k) be the vector space over Q spanned by
Sp by permuting the elements (ω 0 ) ⊗2k in such a way that the s-th part (ω 0 ) s of this tensor product goes to (H Q ) is ⊗ (H Q ) js , where (H Q ) i denotes the i-th component of H ⊗2k Q , and then multiplied by the factor
In a dual setting, we can also define
where u is · u js denotes the intersection number of u is and u js as before. Now define a linear mapping
Sp by setting Φ(C) = a C . Observe that the symmetric group S 2k acts on both of QD ℓ (2k) and (H ⊗2k Q )
Sp naturally.
Proposition 6.1 (see [23][24]). The correspondence
Sp is surjective for any g and bijective for any g ≥ k. Furthermore this correspondence is "anti" S 2k -equivariant in the sense that
for any C ∈ D ℓ (2k) and γ ∈ S 2k .
Let σ i = (12 · · · i) ∈ S k be the cyclic permutation as before. Define two elements
Then by combining Proposition 5.6 with the above Proposition 6.1, we obtain the following result.
Proposition 6.2.
Thus we obtain a method of constructing elements of h g,1 (2k) Sp . We remark here that computation by a computer is much easier in this context of QD ℓ (2k + 2) rather than that of (H ⊗(2k+2) Q ) Sp because in the latter case it becomes heavier and heavier according to the genus gets larger while in the former context the computation is independent of the genus. In particular, the explicit orthogonal decomposition of (H ⊗(2k+2) Q ) Sp can be obtained by applying various Young symmetrizers on QD ℓ (2k + 2) to obtain the corresponding decomposition of this space and then converting it to the space (H
Sp by applying Proposition 6.1. To obtain the orthogonal decomposition of h g,1 (2k) Sp , it is enough to apply further the operator S
2k+2 to the above decomposition of QD ℓ (2k + 2) and then apply the homomorphism Φ. More precisely, the explicit procedure goes as follows. In [24] a canonical metric on QD ℓ (2k + 2) is defined and it is shown that there exists an orthogonal direct sum decomposition
in terms of certain subspaces E λ . As an S 2k+2 -submodule of QD ℓ (2k + 2), E λ is an irreducible S 2k+2 -module corresponding to the Young diagram 2λ. Since the operator S
then F λ is a subspace of E λ and
Thus we obtain a method of constructing elements of h g,1 (2k) Sp which respects the orthogonal decomposition and is also independent of the genus g. Indeed, if we choose a basis {C
Sp in the stable range. We call this a p-stable basis because it is clearly p-stable in the obvious sense. This basis is suitable for describing j Sp g,1 which is p-stable. However, it is not i-stable (in fact no basis can be i-stable) and the description of (Im τ g,1 )
Sp is rather complicated. The following definition is useful in analyzing this point. where s b denotes the number of columns of λ which are on the left of the column containing b and t b denotes the number of rows which are above the row containing b (see [24] ). Then we define the eigenvalue of H λ to be µ λ ′ where λ ′ is the conjugate Young diagram of λ. When we specify the genus g, we write µ λ ′ (g) for µ λ ′ which is a polynomial in g of degree |λ|. 
Now define a linear mapping
We use the same notation K for the restriction of the above mapping to the subspace
as well as its further restriction to the subspace h g,1 (2k) Sp ⊂ h g,1 (2k).
Proposition 6.5. (i) The linear mapping K is i-stable in the sense that the following diagram is commutative
(ii) The linear mapping
is injective for any g. 
Proof. (i) follows from the fact that the contraction is an i-stable operation. The former part of (ii) holds because any Sp-invariant tensor is detected by some iterated contractions. The latter part follows from a stronger statement proved in [24] that two subspaces K(U λ ) and K(U µ ) (λ = µ) are mutually orthogonal to each other with respect to the usual Euclidean metric. (iii) follows similarly because it is proved in the above cited paper that the equality K(Φ(ξ)) = µ λ ξ holds for any ξ ∈ E λ . Definition 6.6. Let V ⊂ h g,1 (2k)
Sp be any specified subspace, e.g. (Im τ g,1 (2k)) Sp . We call a finite set D ⊂ D ℓ (2k + 2) a detector of V if the linear mapping
Keeping the above Proposition 6.5 (iii) in mind, we make the following definition.
Definition 6.7. We modify the p-stable basis (1) by settinḡ
to obtain another basis
Sp in the stable range. We call this a normalized basis.
By combining the above results, we obtain the following theorem which shows that although there is a considerable difference between the two Lie subalgebras j Sp it can be completely analyzed by rescaling each piece in the orthogonal decomposition by the corresponding eigenvalue.
Sp is p-stable so that the description of it in terms of a p-stable basis is constant with respect to g.
(ii) In contrast with the case (i) above, the subspace (Im τ g,1 (2k)) Sp ⊂ h g,1 (2k) Sp is not p-stable. However, it is weighted stable in the following sense. Namely the description of it in terms of a normalized basis is constant with respect to g.
Proof.
It remains to prove the last claim of (ii). The set of values under K of (Im τ g,1 (2k)) Sp is constant with respect to g in the stable range. On the other hand, Proposition 6.5 (iii) shows that the value under K of each member of a p-stable basis is the corresponding eigenvalue times a constant vector. Since the normalized basis cancels exactly this factor, the claim holds.
DESCRIPTION OF h g,1 (6)
Sp
In this section, by applying the general results obtained in the preceding section, we give a complete description of the Sp-invariant part h g,1 (6) Sp of the weight 6 summand of h g,1 .
We begin by recalling the following decomposition.
Proposition 7.1. The GL-irreducible decomposition of h g,1 (6) in a stable range is given by
By combining this with the results of the preceding sections, we can make Table  2 and Table 5 in Section 2. Next we construct an explicit basis of h g,1 (6) Sp ∼ = Q 5 as follows. The set D ℓ (8) of linear chord diagrams with 8 vertices has 105 elements and we enumerate them by the lexicographic order with respect to our notation of linear chord diagrams. We apply various Young symmetrizers and the projectors to the space QD ℓ (8). Then we obtain 5 elements
explicitly described as Finally we set
Then these elements generate each component of the orthogonal decomposition of h g,1 (6) Sp as depicted in Table 7 below. 
Next we consider the dual elements α C (C ∈ D ℓ (8)). It turns out that the set D of five elements (12)(34)(56)(78), (12)(34)(57)(68), (12)(34)(58)(67), (12)(36)(47)(58), (12)(38)(46)(57) which are the (1, 2, 3, 8, 14) -th elements in the lexicographic order of D ℓ (8) , is a detector for h g,1 (6) Sp .
Proposition 7.2. The evaluation homomorphism
given by α C 's corresponding to the above 5 linear chord diagrams in D ℓ (8) is an isomorphism for g ≥ 3. More precisely, we have the following equalities: 2)2g(2g + 1)(2g + 2)(16, 4, −7, −8, 3) , − 1)2g(2g + 1)(−2, −4, −2, 1, 1) , − 2)2g(2g + 1)(−2, −1, 1, 1, −2) .
The above values were obtained by a computer computation. The result is consistent with the fact that each element v i is an eigenvector corresponding to the prescribed eigenvalue. Also we made computations for several values of g and found that the answers were the same. Definition 7.3. In the stable range g ≥ 3, we set
Here let us recall the Enomoto-Satoh map introduced in [7] , which is a linear map
denotes the associative version of the derivation Lie algebras defined by Kontsevich [13] [14] . They proved that Im τ g,1 (k) is contained in Ker ES k and it is a very important problem to study the quotient Ker ES k /Im τ g,1 (k). We know from Theorem 1.7 that this quotient is trivial for all k ≤ 5.
Let us define the normalizer of the Johnson image Im τ g,1 in h g,1 as N = ⊕ k N (k) where
This should be important in the study of the arithmetic mapping class group because the Galois obstructions appear in h Proof. Recall that Hain [10] proved that Im τ g,1 is generated by the degree 1 part. It follows that any element of Im τ g,1 (k) with k ≥ 2 can be described as a linear combination of brackets of two elements in Im τ g,1 with lower degrees. Now consider the Jacobi identity
If we assume ψ, χ ∈ Im τ g,1 and ϕ normalizes both of ψ and χ, then the above identity implies that ϕ also normalizes the bracket [ψ, χ]. The claim follows from an easy inductive argument using this fact. A similar argument shows that the bracket mapping
is surjective for any k.
Sp is spanned by the following 2 elements
(ii) j g,1 (6) Sp is spanned by the following 2 elements
Sp , there exists a unique element in h g,1 (6) Sp which normalizes Im τ g, 1 . Namely dim (N (6)/Im τ g,1 (6)) Sp = 1.
Proof. First we prove (i). Asada and Nakamura [2] proved that the leading term [31 2 ] Sp ⊂ h g,1 (3) is included in the image of the Johnson homomorphism. Let ξ be the highest weight vector of this summand. We set η = ι(ξ) where ι denotes the symplectic automorphism given by x i → y i , y i → −x i for all i. Then we have [ξ, η] ∈ Im τ g,1 (6) and explicit computation shows that
Next, by using the original work of Johnson [12] 
Then clearly φ ∈ Im τ g,1 (6) and explicit computation shows that
Sp ) is spanned by the 2 vectors
independent of the genus g because Im τ g,1 is i-stable. Since we already know the values of K D on each member of our normalized basis, we can determine the description of (Im τ g,1 (6)) Sp as follows. We have the following equalities
It follows that (Im τ g,1 (6)) Sp is spanned by the following 2 elements
The claimed 2 elements j 1 , j 2 are obtained by a change of basis. Next we prove (ii). We consider the following two elements
It is easy to see that both of these elements are contained in j g,1 (6) for any g because there are two copies of the symplectic form ω 0 in the corresponding Lie spiders. Since we already know that j g,1 (6) Sp is p-stable, to determine the required coefficients we may choose the genus g to be any one in the stable range g ≥ 3. So we set g = 3 and begin computation. Then explicit computation shows that Since we have an identity
we are done.
To verify the accuracy of the above result, we made similar computations for the cases g = 4, 5, 6 and checked that the answers were the same as above.
Next we prove (iii). Explicit computation shows that a g (4)
Sp are linearly independent. Therefore dim (Ker ES 6 ) Sp = 3. Since we already know that dim (Im τ g,1 (6)) Sp = 2, the claim follows. We checked that ES 6 (τ 1 ) = ES 6 (τ 2 ) = 0 as it should be.
Finally we prove (iv). By combining the method of [25] and Theorem 4.3, we have
Also by computing the bracket mapping
explicitly, we 
-isotypical components and r, s denote certain homomorphisms which we constructed explicitly. Next we consider the homomorphism
. Computation shows that B 1 hits only 1 dimension in the target so that dim Ker B 1 = 4. Finally we consider the homomorphism
. It turns out that B 2 hits also only 1 dimension in the target so that dim Ker B 2 = 3. Thus besides (Im τ g,1 (6)) Sp , which is 2 dimensional, there exists one more dimension which normalizes h g,1 (1) . In view of Proposition 7.4, the claim is now proved. Remark 7.6. It would be worthwhile to investigate whether the above summands
Sp which the Enomoto-Satoh map does not detect, are detected by Conant's new trace map given in [4] or not.
STRUCTURE OF THE GENUS
In this section, we consider the case of genus 1 motivated by a recent work of Hain and Matsumoto mentioned in the introduction.
Proposition 8.1. (i) The irreducible decomposition of [kl]
GL as an Sp-module is given by
(ii) The restriction of [kℓ] GL to the subgroup Sp(2, Q) = SL(2, Q) ⊂ GL(2g, Q) is given by
Proof. (i) follows from the restriction law of the pair Sp(2g, Q) ⊂ GL(2g, Q) and (ii) follows from a further restriction to the subgroup Sp(2, Q) = SL(2, Q) ⊂ GL(2g, Q) (cf. [8] ).
Let h g,1 (k) h≤2 denote the submodule of h g,1 (k) consisting of GL-isotypical components of type λ GL with h(λ) ≤ 2. Then as is well known, h g,1 (k) h≤2 together with Proposition 8.1 completely determines the Sp(2, Q)-irreducible decomposition of h 1,1 (k). In this case, we can see that the converse is also true. Namely the Sp(2, Q)-irreducible decomposition of h 1,1 (k) determines h g,1 (k) h≤2 completely. We indicate in Table 8 the explicit decompositions of the two modules for k ≤ 18. (2,Q) . Again by Proposition 8.1, it is easy to see that no other summand in h g,1 (2k) can yield this component implying that the multiplicity of this component is 1.
Next we prove the latter part of (i). As an Sp(2, Q) = SL(2, Q)-representation, the character of
where the character of L 1,1 (l) is given by 
Consequently, we have
When k is even, the coefficient of
is 1, which checks the former part of (i) already proved. When k is odd, the coefficient of x while the highest weight vector of [2k, 2] GL ⊂ h g,1 (2k) is represented by the same Lie spider but we replace both y 1 by x 2 . They define u = Lie subalgebra of h 1,1 generated by ǫ 2k for all k = 0, 1, 2, . . ..
where ǫ 0 ∈ h 1,1 (0) ∼ = [2] Sp is the highest weight vector, and they relate the structure of it with the theory of elliptic modular forms. Furthermore, they consider the action of the absolute Galois group and, in particular, show the existence of a certain homomorphism f → h Sp 1, 1 from the "fundamental Lie algebra" f = free graded Lie algebra generated by σ 3 , σ 5 , . . .
to the Sp-invariant part of h 1,1 . It has the property that the image of σ 2k+1 , denoted bỹ σ 2k+1 , lies in h 1,1 (4k + 2) Sp and moreover it should normalize u. Proof. Since ES is an Sp-equivariant mapping, KerES is an Sp-submodule of h g,1 . On the other hand, a theorem of Satoh [29] implies that Ker ES is a Lie subalgebra of h g,1 in a certain stable range, namely for a sufficiently large g. Furthermore, ES is an i-stable homomorphism in the sense that the following diagram is commutative:
It follows that KerES is an Sp-Lie subalgebra of h g,1 without any condition on g. Proof. First we prove (i). In view of Proposition 8.4, it suffices to show that ES(ǫ 2k ) = 0 for any k ≥ 1 (the case k = 0 is trivial), where we regard ǫ 2k as an element of h 1,1 (2k) ⊂ h g,1 (2k) after stabilizations. The Enomoto-Satoh map ES is defined as the composition of group homomorphisms
where proj is the natural projection and the isomorphism (H This shows that ES(ǫ 2k ) = 0. Next we prove (ii). We consider the following (3 + 3) linear chord diagrams (14) and apply the Enomoto-Satoh mapping to it. Then we obtain 3 large tensors r i = ES([ǫ 4 , u i ]) ∈ a 1 (12) (i = 1, 2, 3).
Finally, we seek for a linear relation between r 1 , r 2 , r 3 . It turns out that there exists a unique relation 41r 1 − 51r 2 + 4r 3 = 0.
We can now conclude that the element 41u 1 − 51u 2 + 4u 3 ∈ h 1,1 (10) Sp is the unique element (up to scalars) such that its bracket with ǫ 4 is contained in u, completing the proof. (20) 
