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Abstract 
Garzon, M. and Y. Zalcstein, The complexity of Grigorchuk groups with applications to crypto- 
graphy, Theoretical Computer Science 88 (1991) 83-98. 
The Turing complexity of the word problems of a class of groups introduced by Grigorchuk (1985) is 
examined. In particular, it is shown that such problems of permutation groups of the infinite 
complete binary tree yield natural complete sets that separate time and space complexity classes if 
they are distinct. A refinement of Savitch’s translation theorem as well as a similar result restricted 
for time complexity follow. New families of nonfinitely presented groups are shown to have word 
problems uniformly solvable in simultaneous logspace and quadratic time. A new family of public- 
key cryptosystems based on these word problems is constructed. 
1. Introduction 
The purpose of this paper is to examine the complexity of the word problems of a 
class of groups introduced by Grigorchuk [S]. Recent results for regular and context- 
free languages eem to suggest hat the existence of an algebraic structure - specifi- 
cally, a group-theoretic structure - in a set might be a very stringent condition. For 
instance, groups with regular word problems must be finite [l] and every context-free 
language which is a word problem must be deterministic and finitely presentable [16] 
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(see Section 2 for definitions). However, by results of [22, 231 it is known that the 
situation is rather different in slightly higher complexity classes as low as 
DSPACE(logn). In fact, the space hierarchy of formal languages remains valid for 
word problems ofjnitely presented groups, and by results in [21, 21 a similar result 
follows for the time hierarchy. For instance, if L is a recursively enumerable (r.e.) 
language of a given complexity, the word problems in question can be obtained by 
applying a refinement of Higman’s embedding theorem to recursively presented 
groups given by relators of the type wtw-’ (wEL). Hence, the general situation with 
respect o logspace or coarser reductions is analogous to that of Boone’s theorem [S], 
which establishes that finitely presented word problems are dense in the lattice of 
recursively enumerable Turing degrees of unsolvability (i.e. every such degree contains 
the word problem of a finitely presented group). 
The Grigorchuk groups [S] are concrete and natural families of groups of automo- 
rphisms of a complete infinite binary tree, a natural universe for all finite complete 
binary trees. These groups provide word problems which are likewise dense in 
the space and time hierarchies, and which might, in particular, provide further insight 
into the separation of complexity classes. Let us say that a language L separ- 
ates the inclusion of two space complexity classes DSPACE(f) zNSPACE(f) iff 
LENSPACE - DSPACE(f). Likewise for time complexity classes. It is proved 
that a word problem (i.e. the problem of equality of words in the generators) of a 
Grigorchuk group separates the inclusion DSPACE(f) E NSPACE(f) if indeed the 
two classes are distinct and f(n) 3 log n. A slightly weaker result is obtained for time 
classes and f(n) B n410g n. Several consequences of these results are worth mention- 
ing. First, the result in Theorem 3.6 and the construction involved in its proof can be 
regarded as a more intuitive reason for Savitch’s result in [17] that the inclusion 
DSPACE(log n)cNSPACE(log n) can be separated if and only if the inclusion 
DSPACE(f(n)) s NSPACE(f(n)) can be separated for somef(n) 2 log n. In fact, it is 
possible to apply “infinite descent” on the basis of the doubly exponential translation 
of Theorem 3.6 to require only separating word problems (of Grigorchuk groups) in 
the range log n <f(n) d 2”. Moreover, Theorem 3.7 makes possible a similar transla- 
tion for time complexity f(n) > 2’“’ I. Second, one obtains from these groups complete 
word problems in these nondeterministic omplexity classes with respect o logspace 
and linear-time reductions. Thus, except for the fact that the groups here are no longer 
finitely presentable, the results are somewhat analogous to recent results showing e.g. 
that the word problems of any fixed finite nonsolvable permutation group is NC r- 
complete with respect o AC’-reductions [4]. Third, the fact that the groups are not 
finitely presentable can be used advantageously in conjunction with the solution of 
their word problems to construct public-key cryptosystems (see Section 4). 
This paper is organized as follows. Section 2 presents brief definitions of necessary 
group-theoretic oncepts and a reformulation of Grigorchuk’s construction that may 
be useful in future work on the subject. Section 3 contains the proofs of the main 
results. Section 4 contains an application to public-key cryptography. Section 5 con- 
cludes with some further results and open problems. 
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2. Definitions and Grigorchuk’s construction 
Grigorchuk’s paper [S] provides a very general construction to transform any 
one-way infinite sequence x (e.g. the characteristic sequence X~ of a formal language L) 
into a word problem WP(G,) of a 4-generator groupG, of level-preserving per- 
mutations of the infinite complete binary tree. Grigorchuk’s construction was dis- 
covered in the course of an investigation on the question [14] whether every finitely 
generated group has polynomial or exponential growth (i.e. the number of distinct 
group elements represented by words of length dn is either bounded above by 
a polynomial or bounded below by an exponential function of n). 
The purpose of this section is to present a (somewhat modified) version of Grigor- 
chuk’s construction. We make heavy use of the entire construction as well as of 
Grigorchuk’s algorithms to interreduce the solvability of the word problem of these 
groups and the computability of (the digits of) the associated infinite sequence. 
Therefore, the notation will follow the original version [S] as closely as possible, 
except that for typographical clarity an infinite ternary sequence will be denoted by 
x instead of CD. 
Definition 2.1. An alphabet is a finite nonempty set X of symbols. X* consists of all 
words over an alphabet X, and IwI denotes the length of a word o. If X generates 
a groupG, every element of G can be expressed as a wordo@XuX -I)*. This 
expression is never unique (e.g. insertion and/or deletion of words of type xx- ‘, XEX, 
does not change the group element). The formal language 
IV&G, X):={w~x*: o= lG} 
of words that multiply to the identity of G is called the word problem of G with respect 
to the generating set X and has proven to be an interesting object of study (see e.g. Cl, 
11, 151). The corresponding decision problem of membership in WP(G, X), 
INPUT: a word o over XuX -I. 
OUTPUT: 
yes, if o represents the identity element of G; 
no, otherwise. 
is also referred to as the word problem of G (relative to X). The Turing time and space 
complexity of the set WP(G, X) are group-theoretic properties independent of X; so, 
X will be omitted. Also, if the elements of X are involutions (i.e. satisfy x2= l), the 
alphabet of M’(G) does not have to be symmetrized with X-i. 
Grigorchuk’s construction can be succinctly described as follows. Let Y be the set 
of one-way infinite paths from the root of the complete infinite binary tree (which we 
will identify with the tree itself). Each element y of Scan be regarded as an infinite 
binary sequence (yi)i 2 1 of edges, each of which will be referred to as a left or right turn 
and denoted 0 or 1, respectively, according to its orientation from its parent. The 
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complement of a left (right) turn is the corresponding right (left) turn. The group G, is 
a group of permutations of Ygenerated by four bijections a, b,, cx, d,, which act as 
follows on a path y in X The generator a complements the first turn y1 of y and leaves 
all the other turns yi (i > 2) invariant. Pictorially, a swaps the two halves of the infinite 
tree X The action of b,, cx, and d, is determined by the respective infinite rows 
U:=u1u2...un .. . . V:=vlvz...v,,... and W:=w,w,...w “... over (Z,S} (meaning 
I = identity, S = swap) obtained from x by substitution of its digits according to the 
following table: 
The generator b,, for each i 2 1, leaves invariant all turns y 1, . . . , yi up to and including 
the first left turn yi of y, and complements the next turn yi+ I i,fthe corresponding ith 
entry Ui in the first row U of b, is S. Otherwise, b, leaves y invariant. The generators cX, 
d, are defined in an analogous way except hat their action now depends on the entries 
of the second and third rows V and W of x, respectively. These generators are 
involutions. Further, the following relations hold: 
bc=cb=d, cd=dc=b, bd=db=c. (1) 
(for notational simplicity the subscript x will be left out when it is clear from the 
context). Therefore, every element of G can be transformed to a product of the 
generators a, b, c, d in which no two of b, c, d appear in consecutive positions, and all 
generators appear without consecutive repetitions. It is easy to see that these simplifi- 
cations can be done in logspace. This fact will be assumed without explicit mention in 
the remainder of this paper. 
To illustrate this construction put x:=012012012..., so that the generators b,, c,, 
d, correspond to the rows of x given by 
U=SSI SSI SSI . . . 
V=SIS SIS SIS . . . 
W=ISS ISS ISS . . . . 
Hence, b, maps a path y to a different path if and only if the first left turn yi of y occurs 
when i is not congruent o Omodulo 3; cX maps a path y to a different path if and only if 
the first left turn yi of y occurs when i is not congruent to 2 modulo 3; and d, maps 
a path y to a different path if and only if the first left turn yi of y occurs when i is not 
congruent o 1 modulo 3. Since the first left turns in the path y are not complemented 
by any of these generators, a second application of the same generator will comple- 
ment again the same turns and return the path to its original shape. This means that 
a, b, c, d are all involutions. 
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Grigorchuk [S] shows that these groups are infinite, residually finite, and satisfy the 
following properties: 
(1) If all three symbols 0, 1 and 2 repeat infinitely often in x, then G, is a 2-group [S, 
Theorem 2.11. 
(2) If exactly two of 0, 1 and 2 repeat infinitely often in x, then G, contains ele- 
ments of infinite order but contains no free (sub)semigroup on two generators [8, 
Theorem 2.11. 
(3) If at least two of 0, 1 and 2 repeat infinitely often in x, then G, is not finitely 
presentable and has subexponential growth [S, Corollary 3.2, Theorem 6.21. 
3. Complexity of the construction 
It is proved in this section that if x has sufficiently low space complexity, then the 
word problem WP(G,) can be solved in NSPACE(logn). The proof of this result 
further implies that for f(n)> 2” (f(n)2 2’“+’ ), the space (time) complexity of the 
word problem of G, can be obtained by an (almost) doubly logarithmic speed-up 
from the complexity f of the sequence 1, and is in fact, O(f(loglog n)) 
(O(f(loglogn)log n+n*)) if f is a nondecreasing function. Since a language sep- 
arating DSPACE(f)sNSPACE(f) for such an f can be encoded into an infinite 
ternary sequence x in which two digits repeat infinitely often, it follows that distinct 
classes of this type can be separated by the word problem of a Grigorchuk group. 
Turing machines are, as usual when dealing with acceptors, off-line machines with 
a single reading head on the read-only input tape and a single read/write head on the 
only (one-way infinite) worktape. See [9] for further background on Turing machines 
and their complexity. 
Definition 3.1. Let f: N+N be a function on the set of natural numbers N. An infinite 
ternary sequence x is said to belong to a complexity class DSPACE(f) if there exists 
a Turing machine that computes thejth digit xj of 1 in space bounded above by f(n), 
given the n= rlogj 1 + 1 digits representing its input j in binary. Likewise for time 
and nondeterministic omplexity classes (i.e. in computing xj nondeterministic moves 
are allowed and halting occurs only when xj has been found). As usual, expressions 
such as f(log log n), etc. will be understood to mean f( r log, log, n I), etc. 
Theorem 3.2. Let x be an infinite ternary sequence and f a nondecreasing function. 
(a) If x belongs to DSPACE( f ), then the word problem of the group G, belongs to 
DSPACE(log n +f (log log n)). Likewise for NSPACE( f ). 
(b) Zf x belongs to DTIME( f), then the word problem of the group G, belongs to 
DTIME( f (log log n)log n + n*). Likewise for NTIME( f ). 
Proof. The idea of the argument is to recursively decompose the action of a permuta- 
tion of the paths in r; given by a word o on the generators of G,, as a pair of 
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analogous permutations obtained by the action induced by o on the left and right 
subtrees of K Thus, o= 1 in G, iff both induced actions are the identity. This idea 
appears in [8]. The delicate part of the proof consists in showing that all these 
calculations can be performed within the given space and time bounds. 
Let c denote the left-shift operator defined on a sequence x:=(xi) by a(X)i:=Xi+ 1, 
where Xk denotes the kth digit in the infinite sequence x. For a fixed x, let G, denote 
G,,-1(X), II > 1. Let H, be the subgroup of G, consisting of the elements of G, that leave 
setwise invariant both the left and right subtrees Y, and Y, of Y(equivalently, the 
elements of H, that can be expressed by words in X* containing an even number of 
a’s). It is easy to see from the above description of G, that H, is generated by b,, c,, d,, 
ab,a, ac,a, ad,a, where a, b,, c,, d, are the generators of G,. It is also clear that the 
action of an element of H, on Yis completely determined by its action on the two 
subtrees Y, and Y,. Formally, this means that there exists a pair of group homo- 
morphisms 
cpo: H,+G,+ I and cpi: H,-+G,+ 1 
such that 
(a) o= 1 in H, if and only if (cpo(o), qi(o))=(l, 1) in G,,+i x G,+i; and 
(b) IcPj(O)ld rIoI/ (j=R 1). 
These homomorphisms are defined by their action on the generators of H, accord- 
ing to Table 1 (where each entry, either S or I, is to be interpreted as S=a or 
I= 1, respectively). Now let us examine the space complexity of the word problem of 
G,. Since H, is a normal subgroup of G, and since counting the parity of the number 
of occurrences of the generator a in a word o can be done by a finite-state automaton, 
it will be assumed that the given word w belongs to H,. The homomorphisms qj can 
be calculated from the next digit in the sequence x by lookup in Table 1. Hence, by 
a recursive application of (a) and (b), one can construct, for every word OE H,, a (finite) 
binary tree T, of depth k d rlog lo] such that 
(i) the root of T, is the word o; 
(ii) the successors of a node Cli at level i are obtained from its images Cpo(Ori), Cpi (tli), 
and have length d rlaJ/2] ; 
(iii) Cli= 1 in Hi if and only if all the leaves (and, hence, all the nodes of T, of the 
subtree rooted at ai, which are words of length at most 3) represent rivial 
elements in Hk. 
Table 1 
‘~i\wi bn c, d, ab,,a ac,a ad,a 
% 
Vl 
U” t’. W” “+I b c.+1 d “+I 
b “+I c,+1 d n+1 4 t’ n W” 
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Thus, it suffices to prove that a deterministic Turing machine can check in space 
f(log n) whether all leaves of the tree T, (which has depth at most [log 10) 1) are 
trivial elements in Hk. This can be done as shown in the following proof. 0 
Lemma 3.3. If x, G,, f and o are as in Theorem 3.2, checking whether all leaves of 
T, are trivial can be done in 
(a) DSPACE(log n +f(log log n)). Likewise for NSPACE(f); 
(b) DTIME(f(loglogn)logn+n*). Likewise for NTIME(f). 
Proof of Lemma 3.3. First observe that the generators of all groups Gi can be formally 
manipulated as the same symbols. Only the different digits of x distinguish the groups. 
A Turing machine M can compute in logspace the binary expansion of Iw( and store it 
in one track of its work tape. A proper pointer to this expansion on a second track can 
be used to keep track of the level of the tree T, where the generators need to be 
considered. Hence, if the symbols in the input word are available any number of times 
(which can be achieved, for instance, at the expense of multiple passes over the input 
word; but see the proof of Lemma 3.5, part (b)), to prove part (a) it suffices to show 
that M can check, one by one, each of the leaves in T, by considering only the path 
joining the leaf to the root o in T,. 
Let CI:=(X~,..., Q) be the path in T, connecting a leaf c(~ to the root w, c(~ = o. Call 
a product of a generator bi, Ci, or di and a generator abia, acia, or adia of Hi (in either 
order) a block. Every element of Hi can be expressed uniquely as a product of blocks 
(except possibly with a single generator at the end). Hence, it is possible to calculate 
the entire path c( by actually storing at each of its nodes only at most four symbols 
until a block is completed, and then converting it into a single symbol in the block at 
the next level according to Table 1. The evaluation of the maps (pO, ‘pi at w requires 
only the first log n digits of x, which can be computed once and for all and stored in 
a fifth cell of the node together with the other four cells representing a block. 
Simplifications according to the relations in (1) and elimination of successive repeated 
generators can be performed at each step to prevent overflow at a node (so that the 
length of a word at a node does not exceed 4 before a genuine block is completed). 
A sixth cell can store one bit (next to the corresponding digit of x) that maintains the 
status of each block (empty or nonempty). Lastly, a third track will serve to systemati- 
cally check all the paths a. All these operations require only logspace, except for the 
computation of the first log n digits of x. In a single pass of the input string w M can, at 
the same time, by successive addition of 1, compute the log k binary digits of each 
k (1 <k <log n), each of which requires space at most 0( f (log log n)) steps since f is 
increasing. Thus, machine M will accept iff the calculation of every possible path 
CI yields all blocks empty. 
In order to prove part (b), slightly modify the previous algorithm as follows. First, 
observe that a Turing machine M can initially lay out, as in part (a), an array of size 6n 
to represent in the standard way each of the nodes of the tree T, in a block of 4n cells, 
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and store the digits of x in the fifth cell and the status of the block by a bit in the sixth 
cell of each node. First, M can, in a single pass of the input string o, by successive 
addition of 1 in two auxiliary tracks, compute the log k binary digits of each 
k (1 <k d log n). Processing the ith digit of o may, thus, require 6(log i + 1) operations 
to add 1 to the binary expression k of i in a portion of the worktape; if this addition 
increases the length of k (which will happen when k becomes a power of 2), 1 is to be 
added to the corresponding binary expression of k, which may take log log i steps. If 
so, M can further pause to compute the kth digit of x and store it in the corresponding 
2k nodes of T, at the kth level, which will take f(log k) + i steps. Since f is increasing, 
this first part will therefore take at most 
n ” 
1 6logi+ 1 [loglogi+f(loglogi)+i] 
i=l i=l 
i=xk 
d 6n log n + log n [ log log n +f( log log n) + n] 
= O(f(loglog n)log n + nlog n). 
steps. Secondly, M can also simultaneously compute all the n paths in T,. This 
requires another pass of the n input symbols of o. Processing each input symbol of o 
may require simplifying the symbols in each of n/2 nodes in T, across a tape of length 
6n (for instance, if all nodes of T, are loaded with 3 symbols and the next symbol from 
o will complete blocks in most of the nodes). Thus, the time complexity of this entire 
algorithm is O(f(loglog n)log n+nlog n+n2)= O(f(loglogn)logn+ n”). •i 
Remark. The algorithm in part (a) takes simultaneous time O(nlog n + nf(log log n)) 
since there are n paths in T, if x takes simultaneous time f and f is increasing. 
Since the above algorithm is uniform over all sequences x, one can readily use it to 
explicitly construct large families of groups with word problems uniformly solvable in 
DSPACE(log n) (with f(n) = 2”) and DTIME(n’) (with f(n) = 2’“+‘-“), which are 
neither linear nor finitely presentable [8, Corollary 3.2 and Theorem 6.21 but which, 
in contrast with the examples in [22], are residually finite. (Here an infinite sequence 
x can be given by the description # M, of a Turing machine M, which computes its 
nth digit on input n in binary.) 
Corollary 3.4. The decision problem of the family 
INPUT: A Turing machine # MX(x~DSPACE(2”)), o~(a,, b,, cx, d,)*. 
OUTPUT: 
yes, if o represents the identity element of G,; 
no, otherwise. 
is un$ormly solvable in DSPACE(logn). Likewise, the word problem for the family of 
XEDTIME(~~““) is un$ormly solvable in DTIME(n’logn). 
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The power of Theorem 3.2 lies in the fact that the infinite sequence x is completely 
arbitrary and, thus, it can be applied to any formal language L. For instance, 
assuming without loss of generality that L is a binary language, enumerate the words 
x in X* by the integers n with binary representation lx. Note that n&2’xl+1 - 1 and 
further n<21x1+’ -2 if n is even (as in the proof of Theorem 3.6 below). Thus, every 
language L can be encoded by its characteristic sequence xL whose nth digit is a bit 1 or 
0 according as the nth word in the above enumeration belongs to L or not. Note that, 
since L and xL are then trivially mutually interreducible (by addition or deletion of 
a most significant digit l), it follows that 
LeDSPACE( iff XLEDSPACE(f(n- l)), 
and likewise for time. This observation yields stronger results. Their proofs also 
require the following lemma. 
Lemma 3.5. If x, G, are as before, then 
(a) there exist words X,, Y,,, Z,, each of length 2”, such that 
u,,=I iff Xf=l in G,, 
u,,=Z iff Yf=l in G,, 
w,=Z iff Zz=l in G,; 
(b) there is a deterministic algorithm that, on input n, the digits xj (j<n) of x and 
iG4.2” (in binary), determines the ith symbol of Xz in space O(n). Likewise for Yz 
and Zz. 
(c) there is a deterministic algorithm that, on input n and the digits xj (j < n) of x, 
$nds the words X,“, Y,“, Z,” in time O(2”). 
Proof. The construction in part (a) is given in the beginning of [S, Section 51. How- 
ever, to make this paper relatively self-contained and to examine in detail this 
construction in part (b), we outline it next. 
In order to find the first symbol x1 of x, consider the three words 
Xf:=(abl)4, Y$=(ac,)4, 
Application of q0 and q1 yields 
cPo(X;‘)=(b2U1)’ and cP1(X:):=(u1b2)2, 
so that u1 =I if and only if X:= 1 in G, (otherwise, u1 =S). Likewise, the queries 
Y: = 1 and Zf = 1 will determine whether u1 , w1 are S or I and, therefore, whether x1 is 
0, 1, or 2. 
Inductively, assume that x1,. . . , x,, (and so the corresponding UPS, Q’S and wi)s) have 
been successively computed and stored in deterministic space 4n and time O(2”). It 
will suffice to construct three words X, + 1, Y, + 1, Z, + I with the properties stated in (a) 
for n + 1. The initial step in the construction of these depends on x,,. 
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Case 1: w, = I. Starting with ad,, + 1 apply the following procedure n times to obtain 
Z n+1: 
if wi- i = S, perform the letter-by-letter substitution given by 
awdi-1, dit+adi- la, CiHUCi_1a; 
whereas 
if wi- 1 =I, perform the letter-by-letter substitution given by 
UHCi_ 1, di++adi_ la, Cil-+UCi_lU; 
a similar substitution will produce X, + 1 starting from ab,+ 1: 
if ni_ I = S, perform the letter-by-letter substitution given by 
U++bi-1, biF+Ubi_ 1a, diHadi-la; 
whereas 
if Ui _ 1 = I, perform the letter-by-letter substitution given by 
awdi-1, bik+Ubi _ 1 a, di++adi_ 1 a; 
likewise, Y, + 1 will be obtained starting with ac, + 1 : 
if Ui- i = S, perform the letter-by-letter substitution given by 
Uk+Ci_1, CiHUCi- 1 a, biHabi_ la; 
whereas 
if Ui- 1 = I, perform the letter-by-letter substitution given by 
UHbi-i, Cit-,UCi_la, biHUbi_ Ia. 
It is clear that X,, 1, Y,,, 1, Z,, 1 have length 2”+ ’ since the initial word has length 
2 and each of the n substitutions doubles the length of the previous word. 
In order to prove that, as in the case rr = 1, u, + 1 = I if and only if X2+ 1 = 1 in G, (and 
likewise for the pairs u,+ 1, Y,, + 1 and w, + 1, Z,, 1), it suffices to establish the corres- 
ponding equalities for their images in G, under the iterated action of ‘pO and (pi. Since 
these substitutions have been carefully chosen so as to invert the action of q. and (pl, 
as can be easily checked, the argument reduces to the case n= 1, which was done 
above. 
Case 2: w,=S. Let i satisfy Wi_l#S, and Wi=Wi+l= ... =w,=S, or i=O if such an 
i does not exist. It is easy to verify that then the word Z,, i := Z?‘+l-i satisfies a similar 
property to the one in Case 1. Words X, + 1 and Y, + 1 are constructed in a similar way. 
Note that in both cases the length of the words X:, Yt, Z$ is 2”, and hence it is 
impossible to construct them in linear space or polynomial time. 
To prove part (b), first observe that the above construction of X,, Y,, Z, requires 
only the previous bits xj ( j < n) of x. Given i d 2”, a Turing machine A4 can use a buffer 
of size 4 (initially containing the half block a *, where * is any one of bj, Cj, dj) to store 
only half of the current block in the successive words obtained by the substitutions in 
part (a) that will give rise to the ith symbol in X,. If the jth most significant bit in the 
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(n + l)-bit binary representation (pad O’s if necessary) or i - 1 is 0 (i), the left (right) half 
of the current block in the buffer will give rise to the ith symbol in X,, as can be easily 
seen. Thus, M can successively expand the current half block into a full block 
according to the above substitutions, and dispose of the half that will not generate 
a segment of X, containing the desired ith symbol of X,, until the j =(n- 1)th digit 
has been used. The last half block remaining will contain two symbols, of which the 
half indicated by the least significant digit of i- 1 will be the desired ith symbol of X,. 
To find any of the other symbols of X,4, M proceeds as before after reducing 
(i- 1)modulo 2”. This algorithm runs in space O(n). 
To prove part(c), one can proceed as in part (a). A Turing machine M first makes 
0(2”/n) copies of the given digits Xj along the tape in time O(2”). Thus, M will not have 
to traverse the entire tape to look up Xj in order to generate, simultaneously, all the 
symbols of the required X,“, Y,“, Zi b ( y t h e substitutions from the initial half block in 
part (a)), still in time 
12(1+2+ ... +2”)+0(2”)=0(2”). q 
Theorem 3.6. (Space density theorem). If f: N -+ N is a nondecreasing function such that 
f(n)>2” and if DSPACE(f)#NSPACE(f), then some word problem WP(G,,) of 
a Grigorchuk group separates the inclusion 
DSPACE(f(loglogn))ENSPACE(f(loglogn)). 
Proof. Let L’ be a language over a 2-letter alphabet in NSPACE(f). Note that L’ 
separates the given inclusion if and only if the language L:= L’O obtained by padding 0 
to the strings in L’ separates the inclusion DSPACE(f(n - 1))E NSPACE(f(n - 1)). 
Let x:=xL. By the remark before Lemma 3.5, x belongs to NSPACE(f(n-2)). By 
Theorem 3.2, WP(G,) belongs to NSPACE(f (log log n-2)). If the word problem of 
G, could be solved in deterministic space O(f(loglogn-2)) say by algorithm d, 
then membership in L of a binary word x could be computed deterministically in 
space O(f(n- 1)) by computing the corresponding nth digit x,, of x as follows. If n is 
odd, xn =0 since all words in L end in 0. (In particular, x1 = 0.) Recursively, use 
algorithm d to test for triviality the words X,“, Y,“, Z,” in Lemma 3.5(a) (and thereby 
determine and store the digit x,,), pausing to utilize the algorithm in Lemma 3.5(b) 
(with previously computed digits xj, j<n) in order to construct the corresponding 
symbols of X,“, Y,“, Z,” as required for its input. Since only the digits xj (j< n) (j even) 
need to be computed and stored (at most n/2 < 2’“’ of them) and since X,4, Y,“, Zt are 
of length 222”=2”t2, this algorithm only takes space 
max{21”1,f(loglog2”+2-2)}d 2f(log21”~+‘-2)=O(f(~x~-1)) 
since n d 2’“’ + 1 - 2 for even n’s, f is nondecreasing, and f( /x I) 3 2’“‘. 0 
Theorem 3.7 (Time density theorem). If f: N-, N is a nondecreasing function such that 
f(n) 3 2’“+ ’ and if DTIME(f)#NTIME(f) then some word problem WP(G,) of 
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a Grigorchuk group separates all the inclusions 
DTIME 
f(log log n - 2) 
log’ +&n > 
~NTIME(f(loglog n- l)logn+ n’), 
provided that s>O. In particular, if DTIME(22”+3)#NTIME(22”+3), then a 
Grigorchuk group word problem separates the inclusion DTIME(n2/log2 n)E 
NTIME (n4 log n). 
Of course, the only novel part in the last separation would be the separation by 
a Grigorchuk group word problem. 
Proof. The argument is analogous to the proof of Theorem 3.6 but the complexity 
estimates are not straightforward in this case. Let g(n) :=f(log log n-2)/leg’ +‘n. If 
the unpadded language L’ witnesses the given separation and x := xL,, then, by 
Theorem 3.2 as before, the word problem of G, can be solved nondeterministically in 
time O(f(loglog n- 1)log n + n”). If the word problem of G, could be solved in 
deterministic time O(g), say by algorithm B, then membership in L’ of a binary word 
x could be computed deterministically in time O(f) by computing the corresponding 
nth digit I,, of x as follows. The words Xg, Yq, Zf can be successively generated in 
order to determine and store the digits xj (j < n) of x by the algorithm in Lemma 3.5(c) 
and algorithm &? in time of the order 
i 2j+g(222j)G 2 2j+ f(1~~~~ff~lY2) 
j=l j= 1 
” f(log(n+2)-2) 
<0(2”)+ c 
j=l 
(j+2)‘+’ 
~Oi21)t,,1og,n+2~-2~,~~ tj+$+. 
<0(-p” +f(lxl))=O(f(lxl)), 
since n+2<21”1+2, f is nondecreasing and f(n)>/ 22”+‘. Thus, this algorithm for 
membership in L’ would run deterministically in time O(f( 1 x I)), a contradiction. 0 
Corollary 3.8. Zf g(n) > log n and g(n) is space-constructible, then there exists a complete 
word problem of a Grigorchuk group in NSPACE(g) with respect to logspace reduc- 
tions. Likewise for deterministic and time complexity classes with g(n)>n2 and linear- 
time reductions. 
Proof. The argument for the existence of complete sets in NSPACE(22g) is essentially 
given in the proof of [3, Lemma 11: since 22g is constructible, one can (effectively) 
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enumerate all nondeterministic Turing machines that accept in NSPACE(2’“). The 
language 
L:= {(i, x, 0’): Mi accepts x in at most n steps} 
is easily seen to be complete under logspace-reductions. Encode L by its characteristic 
function xL, and observe that Grigorchuk’s construction preserves reducibility in the 
sense that if L’ ikgL, then x~, i$xL. Thus, by the proof of Theorems 3.6 and 3.7 
every language L’ in NSPACE(g) ENSPACE(~~“) is reducible to L, and, hence, to 
WP(G,,) via its characteristic sequence xL,. Likewise for linear-time. 0 
4. Word problem public-key cryptosystems 
The results above can be used to design a family (Kx} of probabilistic public-key 
cryptosystems (PKC) associated with the set ,4 of infinite ternary sequences of time 
complexity f of order, e.g. 0(22”t’-n ) and such that two of their digits repeat infinitely 
often. By Corollary 3.4, the corresponding family of groups {G,: XE~} have word 
problems uniformly solvable in DTIME(n2). The cryptosystems will be described 
using the notation and terminology of [13]. Let 1 be an infinite ternary sequence in 
/1 and let R; be any fixedfinite subset of relators of (i.e. words equal to the identity in) 
the corresponding Grigorchuk group G, (which, under these conditions, is not finitely 
presentable [S, Corollary 3.2 and Theorem 6.21). The sequence xand the set R; define 
a 3-pass PKC K, as follows. Given a security parameter IZ, K, randomly generates 
a public encryption key K which consists of Ri, and two words w,,, o1 representing 
distinct group elements of G,. The encryption algorithm EK encodes a bit i as a word 
e$ of length polynomial in n (say, ,< n’), which is obtained from wi by a finite sequence 
of random insertions and/or deletions of relators from R;. A message m is encoded by 
the concatenation of the encodings of its bits (with a separator between the encryption 
of successive bits). The private decryption key D of K, is the solution to the word 
problem of the group G, given as a Turing machine MG (or, a sequence of circuits 
witnessing membership of WP(G,) in DTIME(n2)) that, upon input OF of length <nr 
determines whether wf =oO or o: = o1 (perhaps the uniform solution to the word 
problem given in Corollary 3.4, since the first k< r rlog n] digits of x can be 
generated in DTIME(n’)). 
Let B[n] be the set of distinct group elements of G, representable as words of length 
dn in the generators of G,. Thus, the growth function p(n) of G, is precisely the size of 
B[n]. For large values of n, a random word of length at most nr over the generating set 
of a group G, has a probability roughly equal to l/p(n’) of being trivial, if it is assumed 
that words of that length are (approximately) evenly distributed by equality to each of 
the elements of B[n]. Since G, has subexponential growth, this probability is subex- 
ponentially small. Therefore, two random words o, o’ of length n’ are equal (i.e. 
w’w-’ = 1) in G, with subexponentially small probability. Thus, given a security 
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parameter n, EK can be found in expected polynomial time. Moreover, decryption can 
be done efficiently in DTIME(n’) by applying the algorithm in the private key. 
Let us now give some evidence why these systems would be cryptographically 
secure. First, since the groupG, is not finitely presentable, no finite set of generators, 
relators, and/or choice of oo, w1 completely defines the group G,. If two words are 
not equal in the group presented by R;, they may be equal in G, due to the infinitely 
many more independent relators necessary to define G,. Conversely, two words 
equivalent in the group G, need not be equivalent in the group finitely presented by 
R’,. Thus, even if a particular group defined by a choice of R; has an easily solvable 
word problem, its solution does not solve the word problem in G,. (The situation is 
analogous to the free group and its quotients: a solution to a free group word problem 
does not provide a solution to the word problem of one of its quotient groups, or vice 
versa.) Moreover, neither the public key nor any finite amount of plaintext and/or 
ciphertext will contain enough information to uniquely determine the private key x. 
This is an advantage over existing PKCs, where the information in the public key (e.g. 
the modulus m in RSA) determines the private key uniquely (e.g. the factorization of 
m), and over another word problem PKC in [24]. Second, the encryption algorithms 
do not require that the message be given an arithmetic structure and do not transform 
messages using homomorphic mappings, both of which are known to provide hidden 
cryptanalytic advantages [6]. Thus, it would seem that a cryptanalyst would only 
expect to be able to decrypt messages of bounded length Nr for a fixed N. By the 
algorithm in Theorem 3.2(b), it suffices to find a finite sequence xi,. . . , xnz (here called 
a partial key), where rr’:= [ rlog N 1 . An exhaustive search requires examining only 
polynomially many keys. However, in sharp contrast to the RSA system, it is not easy 
to verify that a given string of length n’ is indeed a partial key since the public key does 
not determine the sequence x uniquely. In order to establish in polynomial time that 
a guess of the partial key is correct, it is necessary to follow a chosen plaintext attack. 
But since word problems have exponential census function (even if only few relators 
from R; are used), the cryptanalyst will not be able to ascertain that a guess of the 
partial key correctly decrypts a positive fraction of all the ciphertext of length 6 N’ in 
polynomial time. Further investigation on the security of this system will appear 
elsewhere. 
Another advantage of these PKCs is that only finitely many bits of x are necessary 
to decode any messages given a public key. Thus, it is possible to change the public 
key without changing the private key by changing oo, ol, the set of relators 
R; and/or bits of x (insofar as the old relators are preserved in the new group thus 
defined). 
5. Some remarks and open problems 
The separation result in Corollary 3.8 applies to complexity classes above 
DSPACE(log n) and DTIME(n’). It implies e.g. that if space and time classes can be 
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separated at all then separating word problems of a very specijk type could be 
constructed (either from a separating binary language or from any separating lan- 
guage that require double exponential resource). It also follows that standard separ- 
ation or collapsing results for time and space complexity classes by means of oracles 
can be strengthened to results asserting the existence of both oracle word problems 
and separation results by a word problem, as long as there is enough time or space to 
allow DSPACE(log n)- or DTIME(n2)-computations. 
It would be interesting to establish how far down in time complexity classes below 
exponential and space classes below logspace separation results of the type presented 
above exist. In particular, from a group-theoretic point of view, one may also ask 
whether groups in well-known classes - such as solvable groups - can be used to 
separate complexity classes. (Finitely generated nilpotent groups are linear and, 
therefore, have word problems in DSPACE(logn). However, there exist solvable 
groups of class 3 with unsolvable word problem [lo].) The following questions remain 
open. 
Open problems. (a) Do results analogous to Theorems 3.6 and 3.7 hold for solvable 
groups in place of Grigorchuk groups? (b) On the assumption that P#NP, is there 
a word problem of a solvable group that separates P from NP? (c) Is there a group of 
level-preserving permutations of the infinite complete binary tree whose word prob- 
lem is NP-complete? 
Finally, it can be easily verified that the word problem of a free group (and, hence, 
every word problem) has exponential census function (i.e. number of words of a given 
size n in the language). Thus, this notion is not useful when dealing with word 
problems. The algebraic analog of the census function is the growth of a group. 
Trofimov [20, Theorem l] has shown that context-free languages have polynomial or 
exponential census function. Thus, one might be tempted to conjecture that an 
analogous statement about growth holds for groups whose word problems are 
solvable in, say, DSPACE (log n). This is true, in fact, for the only previously known 
natural class of groups with word problems in DSPACE(logn), namely, finitely 
generated linear groups [ 11, 19, Corollary 5-J. This class includes, in particular, the 
context-free groups, by results in [ 15, 71. However, this alternative does not hold for 
Grigorchuk groups with word problems solvable in DSPACE(logn) since they have 
subexponential growth. Nonetheless, it would be interesting to establish if this 
conjecture holds for word problems in sublogarithmic complexity classes (the proof of 
Theorem 3.2 carries over to NC’). 
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