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Resumo
Um dos principais desafios apontados para o século XXI passa pela redução da dependência
de combustíveis fósseis, apostando num aumento da integração e aproveitamento energético de
recursos renováveis endógenos.
No entanto, a elevada variabilidade e intermitência das fontes renováveis endógenas (como o
sol ou vento) põem em causa a disponibilidade destes recursos, representando um risco a consi-
derar pelos produtores de energia e um elemento chave a ter em conta aquando da sua integração
em larga escala na rede. A energia solar fotovoltaica apresenta-se assim como um dos recursos
de maior instabilidade, já que depende fortemente da radiação incidente nos painéis fotovoltaicos,
condicionada pelas condições meteorológicas existentes no local de aproveitamento solar.
Perante o crescente aproveitamento do recurso solar e tendo em conta a sua elevada volatili-
dade, mais importante que um aprimoramento das técnicas de previsão existentes é imperativo o
desenvolvimento de novas estratégias de previsão de possíveis variações de produção que condi-
cionam o funcionamento dos sistemas produtores e a correta integração deste tipo de energias na
rede.
No âmbito da presente dissertação são estudadas novas estratégias de previsão de curto prazo
de variabilidades da produção fotovoltaica. Numa fase inicial são avaliados três possíveis indica-
dores de variabilidade tendo por base a dispersão estatística, geográfica e temporal de diferentes
séries de previsão meteorológica obtidas com recurso a modelos NWP (Numerical Weather Pre-
diction). As novas variáveis desenvolvidas são posteriormente testadas ao nível de previsão pro-
babilística, através da ferramenta de previsão Nadaraya Watson - Kernel Density Estimator, que
possibilita não só uma previsão de componente determinística (point forecast) mas também uma
representação da incerteza associada a cada instante de tempo.
Após a integração das novas variáveis na previsão de produção fotovoltaica verificou-se uma
ligeira melhoria global em termos de qualidade preditiva, sendo esta mais significativa para dias
limpos. Por outro lado, situações de variabilidade são caraterizadas essencialmente por um au-
mento da incerteza da previsão, insuficientemente representativo do tipo de variações de produção
para cada instante de tempo. Com o intuito da obtenção de um tipo de previsão melhor expli-
cativo das variações em questão, procedeu-se a uma nova abordagem, nomeadamente à previsão
probabilística de variabilidades de produção considerando um intervalo de análise de 15, 30 e 60
minutos.
Esta nova abordagem demonstrou um maior sucesso na previsão de variabilidades comparati-
vamente à técnica de previsão convencional. A integração dos indicadores desenvolvidos tornou
possível uma melhor noção probabilística das possíveis variações de produção, complementando
em certa parte a previsão de produção fotovoltaica elaborada numa primeira fase.
Palavras-chave: Previsão de produção fotovoltaica, previsão de variabilidade de produção
fotovoltaica, modelos de previsão baseados em séries temporais, incerteza, variabilidade.
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Abstract
One of the foremost challenges in the 21st century is to reduce our dependency on fossil fuels,
waging on more integration and efficient use of renewable endogenous energy resources.
However, the high variability and intermittence of endogenous renewable sources, (e.g. solar
radiation or wind) poses a problem concerning the availability of these resources, representing a
risk for energy producers and a key element to consider at the time of large scale integration into
the grid. Solar photovoltaic energy, itself, presents as one of the more unstable resources since
it heavily depends on the amount of solar radiation focused on photovoltaic panels which is also
affected by the weather conditions on site.
Facing the issue of the increasing exploration of the solar resource and taking into account its
volatility, more important than improving existing prediction techniques, it is imperative to develop
new prediction strategies of possible power production variability that condition the stability of
production systems and the correct integration of this type of energy into the grid.
In this dissertation, new strategies for short term prediction of photovoltaic production varia-
bility are studied. On a starting phase three possible variability indicators are evaluated in terms
of statistical dispersion of different series of meteorological forecasts obtained using NWP (Nume-
rical Weather Prediction) models. The newly developed variables are then tested on probabilistic
forecasting through the Nadaraya Watson - Kernel Density Estimator (NW-KDE) method. This
allows the user to have a point forecast and a representation of the associated uncertainty to each
instant of time.
With the integration of these new variables on photovoltaic prediction, a minor improvement
was noted in terms of forecast quality, turning the improvements more significant for clear days.
On the other hand, variability situations are mainly characterized by an increment of the forecast
uncertainty, insufficiently representative of the real value of instantaneous photovoltaic power
variability. Intending to obtain a type of prediction that better explains the power variations, a new
approach was taken, namely to the probabilistic forecast of production variabilities considering
time intervals of 15, 30 and 60 minutes.
This new approach has showed greater success in predicting variability when compared to the
conventional technique. For this case, the use of the developed indicators made possible a better
probabilistic notion of the production variations, completing to a certain extent the prediction of
photovoltaic production realized in the first phase.
Keywords: Solar power forecasting, Power variability forecasting, forecasting models based
on time series, uncertainty, variability.
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Capítulo 1
Introdução
A presente dissertação foi realizada no âmbito do Mestrado Integrado em Engenharia Ele-
trotécnica e de Computadores (MIEEC), da Faculdade de Engenharia da Universidade do Porto
(FEUP).
Os dados utilizados ao longo de todo o processo assim como a ferramenta utilizada, foram
fornecidos pela SMARTWATT, S.A. uma empresa de serviços e consultoria em eficiência e racio-
nalização energética com uma componente de soluções de energias renováveis.
Para efeito de tratamento e análise de dados e respetivas previsões, foi utilizado o Micro-
soft Excel, a ferramenta Nadaraya Watson - Kernel Density Estimator (NW-KDE) e o Matlab da
Mathworks. A escrita da dissertação está realizada em LaTeX.
O presente capítulo introdutório encontra-se dividido em quatro secções, nomeadamente:
• Enquadramento e motivação face ao tema explorado nesta dissertação.
• Objetivos definidos .
• Caso de estudo fornecido pela SMARTWATT, S.A.
• Estrutura da dissertação.
1.1 Enquadramento e Motivação
As últimas décadas são caraterizadas essencialmente por uma revolução tecnológica, cien-
tífica, económica e social com o objetivo de melhorar diariamente a qualidade de vida do ser
humano.
A esta constante evolução tem correspondido um exponencial aumento da dependência ener-
gética mundial, caraterizada inicialmente por uma exploração desenfreada de combustíveis fósseis
que desde sempre se apresentaram como um recurso de elevada abundância, fácil exploração e de
elevado aproveitamento energético. Tendo em conta o forte impacto ambiental inerente à utili-
zação deste tipo de recursos, constata-se cada vez mais um aumento descontrolado da saturação
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atmosférica de CO2 e outros poluentes, que desperta a preocupação da comunidade científica face
a um crescente problema de aquecimento global do planeta.
Perante esta forte dependência mundial de fontes de energia convencional e considerando os
seus nefastos impactos ambientais, tornou-se inadiável o desenvolvimento e a exploração de novas
fontes de energia capazes de proporcionar uma boa sustentabilidade energética acompanhada por
uma redução substancial da pegada ambiental. Posto isto, a energia solar afirma-se como uma das
energias mais promissoras em termos futuros, devido à sua constante disponibilidade e elevado
grau de aplicabilidade prática. Este recurso tem por base o aproveitamento da radiação solar,
uma das principais e mais antigas fontes de energia existentes no planeta que desde sempre se
apresentou como um recurso seguro, limpo e inesgotável.
Por outro lado, tratando-se a Terra de um planeta dinâmico, este recurso apresenta diariamente
uma elevada volatilidade quanto ao nível de intensidade de radiação solar que atinge a superfí-
cie terrestre, sendo extremamente dependente das condições meteorológicas próprias do local de
aproveitamento solar. Períodos de intermitência do recurso solar traduzem-se em variações instan-
tâneas do nível de produção fotovoltaica que se revelam problemáticas aquando da sua integração
em grande escala nos sistemas elétricos de energia (SEE).
Perante o exponencial aumento da exploração deste tipo de energia registado ao longo dos
últimos dez anos (Figura 1.1), assume cada vez uma maior importância o estudo e antecipação das
variabilidades próprias da sua produção.
Figura 1.1: Evolução da capacidade fotovoltaica instalada a nível mundial, ao longo da última
década. [1]
A utilização de previsões probabilísticas é atualmente uma das estratégias adotadas para en-
frentar este tipo de problemas. Estas, por disporem de informações adicionais sobre a incerteza
associada à previsão de ponto central, possibilitam uma noção mais significativa do risco de pos-
síveis variações de potência associado a cada instante de tempo. No entanto, enquanto as atuais
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técnicas de previsão demonstram uma boa performance na modelização de dias limpos ou perío-
dos com pequenas variações, uma correta previsão de situações de elevada variabilidade ainda não
é bem conseguida, constituindo uma das principais barreiras a ultrapassar no futuro.
Assim sendo, mais importante do que o aprimorar das técnicas de previsão existentes, torna-se
imperativo o desenvolvimento de novas metodologias e procedimentos por forma a melhorar a
performance preditiva perante este tipo de cenários.
Avanços ao nível da qualidade das técnicas de previsão permitem um melhor planeamento face
a situações de variabilidade. Desta forma, no que respeita aos sistemas elétricos de energia, uma
maior qualidade de previsão proporciona uma melhor gestão dos restantes recursos energéticos,
aumentando a sua prontidão de resposta face a quebras no recurso fotovoltaico, melhorias ao
nível de unit commitment, uma melhor regulação do preço de venda nos mercados de eletricidade
(evitando penalizações inerentes a desvios de produção perante os níveis estabelecidos), aumento
da fiabilidade do sistema e consequente redução global de custos associados a todo o processo de
produção.
Ao nível de uma central fotovoltaica, a correta antecipação das variabilidades de produção
permite à entidade produtora uma avaliação prévia das medidas necessárias no que toca à prepa-
ração das instalações e uma pronta alocação dos sistemas de armazenamento por forma a mitigar
possíveis impactos de eventos extremos, mantendo desta forma uma correta integração da potência
produzida na rede.
Serve assim de motivação para a presente dissertação a necessidade de desenvolvimento de
novas metodologias de previsão, acompanhadas por um aperfeiçoamento das técnicas existentes
para vários horizontes temporais for forma a estudar, antecipar e colmatar da melhor forma as
variabilidades do recurso fotovoltaico.
1.2 Objetivos
Na presente dissertação é definido como objetivo geral o estudo e a criação de modelos inova-
dores de previsão de variabilidade de produção fotovoltaica. Por forma a elaborar esse estudo será
necessário:
• Desenvolvimento de indicadores estatísticos explicativos da variabilidade de produção foto-
voltaica a partir de séries de previsões meteorológicas obtidas com recurso a modelos NWP
(Numerical Weather Prediction) para uma malha espacial dispersa em torno de uma central
FV.
• Avaliação da introdução dos indicadores desenvolvidos na previsão probabilística de produ-
ção fotovoltaica do dia seguinte.
• Desenvolvimento de previsões probabilísticas complementares à de produção fotovoltaica,
melhor explicativas da variabilidade associada a cada instante de tempo.
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1.3 Informação e Caso de Estudo
Os dados utilizados para construção e validação dos modelos de previsão desenvolvidos foram
fornecidos pela SMARTWATT. O caso de estudo em análise tem por base dados de produção re-
gistados ao longo do ano de 2014 relativos à instalação fotovoltaica de Meigal Zicofa, situada na
zona industrial da Zicofa, em Leiria (39.770416,-8.779106). Os dados são relativos a 7 inversores,
perfazendo a potência nominal um total de 100kW.
Para esta localização e uma malha de 10 pontos em redor foram fornecidas previsões me-
teorológicas obtidas com recurso ao modelo de mesoescala Weather Research and Forecasting
Model (WRF). As séries de dados de produção e previsões meteorológicas apresentam resoluções
temporais de 10 e 15 minutos respetivamente.
Figura 1.2: Malha de pontos em análise do modelo NWP (à esquerda) em torno da instalação
fotovoltaica de Meigal Zicofa (à direita)
1.4 Estrutura da Dissertação
Para além do capítulo introdutório, a presente dissertação dispõe de mais 5 capítulos. No ca-
pítulo 2, é apresentado o estado da arte sobre técnicas de previsão e variabilidade fotovoltaica com
referência a pesquisas realizadas até à presente data. No capítulo 3, é apresentada a ferramenta de
previsão probabilística utilizada, nomeadamente o Nadaraya Watson - Kernel Density Estimator
(NW-KDE), assim como uma descrição das suas diferentes etapas de parametrização. No capí-
tulo 4, é elaborada uma descrição do tratamento de dados efetuado, indicadores desenvolvidos e
procedimentos adotados na metodologia de criação de modelos de previsão. No capítulo 5 é rea-
lizada uma apresentação e análise dos resultados obtidos. O capítulo 6 serve como consolidação
das conclusões obtidas no decurso da dissertação.
Capítulo 2
Revisão Bibliográfica
2.1 Introdução
No presente capítulo é elaborada uma análise de diferentes técnicas de previsão consideradas
para diversos horizontes temporais, assim como uma introdução ao conceito de variabilidade,
sendo identificadas as suas causas, consequências, e diversos tipos de análise realizados até à
presente data.
2.2 Técnicas de previsão
Por forma a realizar uma integração com sucesso da produção de energias renováveis e a sua
variabilidade associada, é essencial a utilização e desenvolvimento de técnicas de previsão capazes
de antecipar com sucesso possíveis períodos de intermitência do recurso solar. Em [2] é afirmado
que qualidade de previsão é uma componente essencial para tornar a produção e integração deste
tipo de energias um processo economicamente viável.
A precisão dos modelos de previsão depende do seu horizonte temporal e resolução espacial,
pelo que existem diferentes modelos para escolha consoante o objetivo de previsão [3]. Assim,
previsões intra-diárias (0 a 6h) têm por base previsões com recurso a imagens de céu e de satélite
ou técnicas estocásticas de aprendizagem. Para previsões com horizontes temporais superiores a
6h é recomendada a utilização de modelos numéricos de previsão meteorológica (NWP). [4]
2.2.1 Previsão por imagens de céu
Este tipo de previsão é feita através de imagens captadas por câmaras localizadas no solo,
denominadas de Sky Imagers. Estas permitem uma previsão de elevada resolução espacial (10 a
100m) e horizonte temporal menor que 30 minutos.
Desta forma estes dispositivos fornecem em tempo real uma previsão de muito curto prazo da
atenuação da radiação solar incidente devida à presença de nuvens, permitindo aos operadores das
centrais FV uma melhor compreensão das possíveis variabilidades temporais de irradiancia que
podem surgir e afetar a produção local.
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No entanto, nesta técnica de previsão a extrapolação dos padrões das nuvens é limitada ao
horizonte espacial definido pelo campo de visão do dispositivo de captura de imagem. [5]
O algoritmo deste método é composto por quatro etapas, nomeadamente: [4] [5]
• Captura de uma imagem do céu através de dispositivos como o Whole Sky Imager (WSI) ou
Total Sky Imager (TSI)
• Processamento da imagem capturada por forma a, de acordo com padrões estabelecidos,
classificar cada pixel da imagem consoante a sua densidade atribuindo valor de céu limpo
ou classificando como um tipo de nuvem.
• Baseando-se na direção e velocidade registadas em imagens sucessivas das nuvens, a criação
de cloud motion vectors (vetores de deslocamento das nuvens).
• Utilização da localização das nuvens e dos dados dos vetores para previsão probabilística
ou determinística de curto prazo de tipo de céu (posicionamento das nuvens), irradiância e
potência produzida.
Através desta metodologia é obtida informação de elevado detalhe sobre a estrutura e movi-
mento das nuvens no momento da previsão. Estes são dados muito relevantes para a estimação de
irradiância a curto prazo.
No entanto, além da extrapolação dos padrões das nuvens estar limitada ao horizonte espacial
definido pelo campo de visão do dispositivo de captura de imagem, a metodologia atual ainda
não considera dados como o desenvolvimento das nuvens ou dissipação das mesmas, criando
mudanças na sua geometria.
A sobreposição de camadas de nuvens (a observação de nuvens a maior altitude pode ser
obstruída por nuvens a menor altitude) apresenta-se como outro problema afetando a criação de
vetores que caraterizem o seu movimento. O horizonte temporal deste tipo de previsão depende
assim, entre outras coisas, da velocidade e elevação das nuvens em estudo. Assim sendo, para
nuvens rápidas e a baixa altitude, o horizonte temporal de previsão pode ser apenas de 3 minutos,
enquanto para nuvens a alta altitude e lentas este ronda os 30 minutos. [4]
2.2.2 Previsão por imagens de satélite
Para efeitos de previsão de radiação solar com um horizonte temporal que varie desde 30 mi-
nutos até 6 horas, as imagens de satélite revelam-se uma fonte de informação de grande qualidade
devido à sua boa resolução temporal e espacial. [6] Neste método são fornecidas imagens a cada
intervalo de 15 minutos por parte de satélites geostacionários (Meteosat na Europa ou GEOS nos
EUA), com uma resolução espacial de aproximadamente 1 km. [7]
Este tipo de previsão apresenta semelhanças relativamente ao da captura e processamento de
imagens do céu na medida em que são detetados os padrões e índices de nebulosidade através
de fotografias na gama do visível ou infravermelho, tiradas por satélite. Posto isto, a elevada
qualidade e alcance das imagens obtidas via satélite permite um nível superior de previsão para
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maiores horizontes temporais, considerando que se trabalha com uma escala espacial de padrões
de nuvens muito maior. [4]
Tendo em conta que os métodos de captura de imagem de satélite operam segundo o espetro
de radiação visível (só registam informação diurna), as previsões da parte da manhã apresentam
erros maiores devido à falta de informação. [4] Por forma a colmatar esta falta de informação para
previsões matinais, Perez et al.[8] afirma como importante a integração de canais infravermelhos
por forma a permitir a obtenção de informação diurna e noturna por parte dos satélites sobre
a dinâmica das nuvens. Em 1999, E. Lorenz et al. [9] surgem com um artigo sobre métodos
de previsão de radiação solar baseada no cálculo de vetores de deslocamento das nuvens. O
algoritmo desenvolvido nesse artigo está apresentado no fluxograma da Figura 2.1 e as suas etapas
são consolidadas pelos autores em [6], sendo elas:
• Como medida da nebulosidade, imagens com o índice de nebulosidade de acordo com o
método Heliosat descrito por Hammer et al. [10], são calculadas a partir dos dados de
satélite;
• Vetores de deslocamento que fornecem informação relativamente à dinâmica e deslocação
das nuvens, são calculados a partir de duas imagens consecutivas do índice de nebulosidade;
• O comportamento futuro das nuvens é determinado pela aplicação dos vetores previamente
calculados à imagem mais recente extrapolando assim o movimento das nuvens;
• Aplicação de um filtro de suavização (smoothing filter) com o objetivo de eliminar variáveis
aleatórias pouco relevantes para o processo;
• A radiação solar incidente é então calculada a partir das imagens com o índice de nebulosi-
dade previsto, utilizando o método Heliosat;
• Neste é considerada uma relação linear entre o índice de nebulosidade, n, calculado e a
transmissibilidade da atmosfera, sendo o cálculo da irradiância global da Terra feito com-
binando a transmissibilidade da atmosfera com o modelo de cálculo de radiação solar para
condições de céu limpo.
• Como output final são obtidas informações precisas sobre a radiação global incidente.
No fluxograma apresentado na Figura 2.1, as variáveis ρ , ρground e ρcloud , utilizadas para
efeitos do cálculo do índice de nebulosidade n, representam a refletividade medida na imagem
prevista, a refletividade do solo e a refletividade da nuvem, respetivamente. Para escalas de tempo
muito reduzidas assume-se que as alterações na estrutura das nuvens são provocadas essencial-
mente pelo seu movimento. Assim, o algoritmo de previsão opera sobre imagens de nuvens,
sendo independente do padrão diurno da irradiância solar. [5]
Apesar de fornecerem boas previsões, as técnicas de imagem de satélite apresentam algumas
limitações, nomeadamente o seu elevado custo e a elevada duração de tempo na aquisição de duas
imagens consecutivas, não permitindo previsões para horizontes temporais inferiores a 30 minutos.
[12]
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Figura 2.1: Fluxograma adaptado da metodologia utilizada em [6] e [11].
2.2.3 Previsão baseada em modelos numéricos de previsão meteorológica (NWP)
O início do estudo deste tipo de modelos surgiu em 1939 após Rossby ter demonstrado a utili-
dade da linearização de perturbações das equações de movimento para previsões meteorológicas.
Desta forma tornou possível a utilização com sucesso dos modelos numéricos para previsão do
tempo por parte de Charney et al. em 1951. [13]
Estas metodologias permitem a previsão de condições climatéricas para uma vasta gama de
horizontes temporais e espaciais, tendo por base as condições meteorológicas atuais como entradas
nos modelos de equações. Desta forma, através de intensos processos computacionais baseados
em diferentes tipos de software, são criados modelos capazes de prever a evolução dinâmica da
atmosfera com resolução espacial de 2 a 50 km e temporal recomendada até 10 dias. [4]
De acordo com a escala espacial e temporal em que são feitas as previsões, estes tipos de
modelos podem ser diferenciados em modelos globais e modelos regionais (ou de mesoescala).
Desta forma os modelos globais, embora dotados de uma grande escala espacial, possuem uma
baixa resolução espacial, não permitindo o mapeamento detalhado de caraterísticas em pequena
escala. [12]
No entanto, falhas dos modelos globais podem ser colmatadas com a integração de mode-
los regionais, que embora possuam uma menor escala espacial, apresentam uma maior resolução
espacial de dados, permitindo previsões de maior horizonte temporal.
Torna-se então conveniente a integração destes dois tipos de modelos, possibilitando uma
previsão em cascata, onde a partir de dados globais se consegue realizar uma previsão local de
boa resolução espacial e horizonte temporal. [6]
Os resultados de previsão dos modelos NWP apresentam portanto uma elevada dependência
da qualidade da informação adquirida a partir da observação da atmosfera, da superfície terrestre
e dos oceanos. Pelo que quanto mais precisos forem os dados recolhidos e processados numa fase
inicial para efeitos de variáveis de entrada, mais fiável será o modelo de previsão criado.
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2.2.3.1 Modelos Globais
Possuindo uma elevada escala espacial (visão geral do globo terrestre), este tipo de modelos
permite a realização de previsões meteorológicas a nível mundial. A sua escala espacial varia na
ordem dos 100km – 200km para um correspondente horizonte temporal de previsão até cerca de
10 dias, embora, devido à sua baixa resolução, a performance dos modelos e qualidade dos seus
outputs diminua à medida que o horizonte temporal aumenta.
Os parâmetros meteorológicos recolhidos por este modelo variam deste a temperatura, pre-
cipitação até ao índice de cobertura de nuvens. No caso da previsão da radiação que atinge a
superfície terrestre (irradiância), o modelo, por possuir uma escala espacial de dimensão conside-
rável, não consegue obter essa informação de forma direta, sendo necessária uma inferência sobre
a informação de nuvens no local e, posteriormente, uma aproximação ao valor real da radiação
transmitida. [14] [15]
A previsão global apresenta como principal objetivo o estudo do comportamento geral da at-
mosfera e fenómenos meteorológicos a uma larga escala, no entanto, apresenta-se útil na obtenção
de informações globais relativas a determinadas variáveis meteorológicas. A Tabela 2.1 dispõe de
informações sobre alguns exemplos de modelos globais de NWP e os locais do seu desenvolvi-
mento.
Tabela 2.1: Exemplos de modelos NWP globais e entidade responsável pelo seu desenvolvimento
(adaptado de [15]).
Uma vez que os modelos NWP se apresentam como matematicamente complexos, são normal-
mente executados em supercomputadores, tendo ainda associados custos e tempos computacionais
muito elevados, o que de certa forma limita a sua utilidade para a previsão a muito curto prazo.
Por este motivo são mais utilizados para realizar previsões para um horizonte temporal maior que
6 horas [12] [16].
2.2.3.2 Modelos Regionais
Enquanto os modelos globais estão otimizados para previsões a uma larga escala espacial, os
modelos regionais ou de mesoescala apresentam como objetivo previsões para uma área especí-
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fica. Estes são dotados de uma escala espacial que varia de 2 a 50 km, proporcionando uma maior
resolução de informação sobre a área escolhida. A maior resolução dos modelos regionais per-
mite uma reprodução de resultados com maior detalhe, como por exemplo da radiação disponível
na superfície terrestre. A Tabela 2.2 apresenta informações sobre alguns exemplos de modelos
regionais de NWP e os locais do seu desenvolvimento.
Tabela 2.2: Exemplos de modelos NWP regionais e entidade responsável pelo seu desenvolvi-
mento (adaptado de [15]).
Este tipo de modelos têm aplicações diversas, desde previsão de possíveis catástrofes devido
a fenómenos naturais a aplicações em termos de disposição de inputs para a previsão de produção
de parques fotovoltaicos e eólicos, uma vez que permitem estudar uma determinada zona geo-
gráfica com grande resolução espacial. Como consequência da elevada resolução espacial, este
tipo de modelos requer um elevado poder computacional, apresentando tempos de processamento
superiores. [12]
2.2.3.3 Model Output Statistics (MOS)
A utilização de Model Output Statistics (MOS) tem como objetivo um aperfeiçoamento do
output os modelos NWP. Para isso estabelecem relações entre os elementos meteorológicos obser-
vados e as variáveis apropriadas, através de uma abordagem estatística por forma a remover erros
recorrentes dos modelos.
Outra estratégia de pós-processamento passa pela interpolação das previsões de um ou vários
pontos de uma malha à volta de um ponto de interesse específico. Desta forma é possível uma
suavização das previsões associadas a esse ponto. [17]
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2.2.4 Previsão baseada em técnicas estocásticas de aprendizagem
De uma forma geral, uma abordagem estocástica permite a integração de diversos tipos de
informação por forma a serem elaboradas previsões de irradiância a diferentes escalas temporais.
Diferentes tipos de técnicas de inteligência artificial podem ser utilizadas para o efeito, como por
exemplo as redes neuronais artificiais (RNA), Fuzzy Logic (FL) e sistemas híbridos como Adaptive
Network based Fuzzy Inference System (ANFIS). Uma análise mais detalhada destas técnicas pode
ser consultada em [18].
Em [4] é feita uma divisão deste tipo de técnicas consoante a introdução ou não de variáveis
exógenas no treino de modelos:
• Técnicas estocásticas de aprendizagem sem inputs exógenos – Indicadas para previsões
de curto prazo (desde intra-hora até 2 ou 3 horas) e recorrendo somente a variáveis de
entrada como a potência produzida na central fotovoltaica. Tem como vantagens a sua sim-
plicidade, tendo em conta uma menor complexidade de variáveis e apresentam-se bastante
competitivas em termos de previsão e facilidade de configuração, especialmente quando são
utilizados sistemas de previsão mais avançados.
• Técnicas estocásticas de aprendizagem com inputs exógenos – Permitem previsões a mai-
ores horizontes temporais através da introdução de variáveis de entrada, provenientes de
modelos de imagem de céu, satélite, NWP e outros dados meteorológicos disponíveis. No
entanto, a introdução deste tipo de variáveis, embora permita um aumento de precisão e
capacidade de previsão deste tipo de técnicas, tem inerente uma quantidade de dados muito
mais elevada para processamento e treino dos modelos. Assim, é de extrema importân-
cia uma etapa de pré-processamento de dados, onde é feita uma seleção dos inputs mais
relevantes para cada tipo de previsão.
Este tipo de metodologia opera essencialmente pela identificação de padrões nos dados de uma
ou mais variáveis, sendo criadas previsões de irradiância ou produção futura a partir do treino de
algoritmos baseados num histórico de dados.
O modelo mais simples deste tipo de técnicas passa pela previsão por modelos de persistência
[4], que partem do principio de que os valores futuros da série temporal são calculados assumindo-
se que as condições se mantêm constantes entre o instante atual t e futuro t + k [19]. Assim, é
definido pela expressão:
Pˆt+k|t = Pt (2.1)
Onde Pˆt+k|t corresponde à previsão realizada no instante t para o instante futuro t + k e Pt é o
valor medido no instante t. [19]
Este modelo serve de referência (benchmark) para os restantes, no entanto, a sua precisão
apresenta uma grande diminuição com o aumento do período de previsão devido às constantes
mudanças na dinâmica das nuvens no céu da malha espacial da central. [4]
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2.2.5 Comparação entre modelos de previsão
Por forma a estabelecer uma caraterização rápida de cada modelo de previsão abordado anteri-
ormente assim como as respetivas aplicações, estão reunidas na Tabela 2.3 as várias caraterísticas
de cada tipo de metodologia.
Tabela 2.3: Consolidação e comparação das caraterísticas dos modelos de previsão descritos ante-
riormente.
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2.2.6 Previsão determinística e previsão probabilística
O processo de previsão de uma variável pode ser de caráter determinístico (point forecast)
ou probabilístico. Enquanto modelos determinísticos permitem uma previsão do valor médio de
potência para um instante t, ferramentas de caráter probabilístico possuem uma capacidade de
previsão não só do valor médio, mas também das funções de densidade de probabilidade repre-
sentativas da incerteza associada a esse instante futuro de previsão.
2.2.6.1 Previsão determinística com Redes Neuronais
A maioria das metodologias existentes atualmente permite uma previsão determinística, isto
é, um único valor da produção fotovoltaica para cada intervalo de tempo do horizonte temporal
em questão. [20]
Uma previsão determinística pode ser obtida com recurso a diferentes técnicas, sendo as re-
des neuronais artificiais (RNA) uma das mais utilizadas. Este tipo de metodologias tem como
fundamentos base os princípios biológicos dos neurónios do sistema nervoso, sendo estabelecidas
relações entre um conjunto de inputs (treino) aos quais é atribuído um fator peso (w) de acordo
com a sua relação com o conjunto de outputs (teste) fornecido. Em [12] e [21] foi elaborada uma
descrição detalhada deste tipo de metodologia.
Figura 2.2: Ilustração do processamento de um neurónio e estrutura de uma rede neuronal do tipo
feedforward. [21] [22]
As RNA podem ser classificadas quanto à sua arquitetura como unidirecionais (feedforward)
ou recorrentes (feedback). As primeiras são utilizadas mais frequentemente para efeitos de pre-
visão e atuam de uma forma progressiva, sem informação adicional sobre os processos a jusante,
sendo a informação projetada diretamente desde a camada de entrada até à camada de saída. Por
outro lado, uma rede neuronal do tipo recorrente possui pelo menos um ciclo de feedback, isto é,
pelo menos num ciclo é utilizada informação dos neurónios a jusante. [12] [23]
Na presente dissertação serão utilizadas redes neuronais do tipo feedforward como comple-
mento à previsão probabilística através da ferramenta NW-KDE, por forma a comparar a previsão
de ponto médio em ambas as metodologias.
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2.2.6.2 Avaliação do erro de uma previsão determinística
Tratando-se o output deste tipo de metodologias de um único valor previsto para cada instante
de tempo, os seus indicadores de erro têm por base uma comparação entre o valor real (P) e o
valor previsto (Pˆ) para cada instante de tempo t. Seguem-se algumas das formas de avaliação do
erro de previsão. Para todos os casos, m é o número de ocorrências em avaliação. [24] [25]
Mean Square Error (MSE):
MSE =
1
m
m
∑
t=1
(Pt − Pˆt)2 (2.2)
Root Mean Square Error (RMSE):
RMSE =
√
1
m
m
∑
t=1
(Pt − Pˆt)2 (2.3)
Mean Absolute Error (MAE):
MAE =
1
m
m
∑
t=1
|Pt − Pˆt | (2.4)
Mean Absolute Percentage Error (MAPE):
MAPE =
1
m
m
∑
t=1
∣∣∣Pt − Pˆt
Pt
∣∣∣ (2.5)
Mean Bias Error (MBE):
MBE =
1
m
m
∑
t=1
(Pˆt −Pt) (2.6)
Comparando os indicadores MSE e RMSE com o MAE, os primeiros demonstram uma in-
formação diferente na medida em que penalizam de forma diferente os erros, consoante a sua
magnitude. O indicador MAPE pode ser utilizado para comparar resultados de diferentes escalas
espaciais e temporais de erros de previsão. O MBE traduz o bias médio da previsão. Valores posi-
tivos caraterizam uma previsão realizada por excesso e valores negativos uma previsão por défice.
Todas as formas de avaliação podem ser normalizadas, proporcionando um resultado comparativo
independentemente da capacidade da central fotovoltaica. [25] [26]
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2.2.6.3 Previsão probabilística
Embora a previsão do valor de produção expectável para um determinado período de tempo
no futuro possa ser conseguida com recurso a técnicas de previsão determinística estas não são
bem representativas de períodos de elevada variabilidade. As técnicas de previsão probabilísticas
destacam-se não só pela capacidade de previsão de ponto médio, mas também uma estimação da
função de densidade de pontos para cada instante, representativa da incerteza associada a cada
momento de previsão. Por sua vez, a incerteza da previsão é um fator importante a ser conside-
rado pelo operador do sistema na análise de possíveis variações imprevisíveis de produção, não
representadas na previsão determinística. Os modelos de previsão probabilística apresentam como
base uma abordagem paramétrica ou não paramétrica, permitindo a sua distinção. [27].
Abordagem Paramétrica
Caso seja previamente assumida uma forma de distribuição de probabilidade pré-definida ca-
raterizada por parâmetros, é considerada uma abordagem paramétrica.
Como vantagens, tendo em conta que necessita de poucos parâmetros para construção das
funções de distribuição, este tipo de abordagem apresenta menor carga computacional. No entanto,
para situações que não disponham de uma forma de distribuição bem definida, não é recomendado
este tipo de abordagem.
Abordagem não paramétrica
Este tipo de abordagem não presume o conhecimento prévio dos parâmetros e da forma da dis-
tribuição da previsão apresentando-se como ideal para o tratamento de problemas estatísticos onde
se possui uma amostra de dados para a qual não se conhece previamente o tipo de distribuição.
Através do processamento e interpolação de um conjunto finito de dados são estabelecidas
relações e calculadas as funções de densidade de probabilidade (PDF) ou funções de distribuição
acumulada (CDF), surgindo assim uma relação de elevada dependência entre o desempenho deste
tipo de modelos e a qualidade dos dados existentes.
Tendo em conta o número de processos elaborados por este tipo de metodologias, é de esperar
que possuam elevados custos computacionais, superiores aos dos modelos paramétricos.
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2.2.6.4 Avaliação de incerteza na previsão probabilística
A avaliação de uma previsão clássica de caráter determinístico (point forecast) consiste so-
mente numa medida de desvio ou discrepância entre os valores previstos e os valores reais. No
entanto, a avaliação de previsões probabilísticas revela-se um processo mais complicado. [28]
Posto isto, as principais formas de avaliação de uma previsão probabilística são o seu skill
score, reliability e sharpness. [29]
Reliability
Um requisito mínimo das previsões probabilísticas é o facto das suas probabilidades nominais
(ou proporções nominais dos quantis previstos) serem respeitadas em termos práticos. [28] O
indicador de reliability avalia a consistência estatística da distribuição prevista e respetivos valores
reais observados, sendo portanto representativa da capacidade que o modelo de previsão detém de
igualar as frequências previstas às frequências observadas. Pela análise da figura 2.3 é possível
verificar a relação ideal pretendida neste indicador.
Figura 2.3: Exemplo de um cenário ideal de reliability. A linha em análise representa a função de
distribuição acumulada (CDF). [29]
Infere-se desta forma que, num cenário ideal, a um intervalo preditivo de 50% devem-se encon-
trar associados 50% dos valores reais observados, estabelecendo-se assim uma relação de igual-
dade entre as frequências empíricas e as frequências nominais. Esta situação embora se apresente
como ideal, dificilmente é atingida em casos de estudo reais, pelo que, o objetivo principal nestes
casos passa por tentar atingir o limiar desse cenário ideal. Um estudo mais detalhado sobre o
indicador de reliability pode ser encontrado em [28] e [30].
Uma das formas comummente representativas do reliability de uma previsão passa pela utiliza-
ção de diagramas de reliability. Em [31] a avaliação das previsões probabilísticas realizadas é feita
segundo um probability integral transform histogram (PIT histogram), para o qual demonstram
ainda diferentes exemplos de calibração deste tipo de previsões.
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Na presente dissertação foi desenvolvida e utilizada uma variante da representação do reli-
ability, mais representativa e interpretável. A sua descrição encontra-se apresentada na secção
4.5.5.1.
Sharpness
A avaliação de sharpness respeita ao estudo da amplitude das distribuições probabilísticas.
Sendo estas distribuições representativas da incerteza associada à previsão, o ideal será que a
dispersão probabilística seja mínima enquanto se mantém um bom nível de reliability. Daí, para se
validar uma boa previsão é necessário um certo grau de otimização entre estas duas componentes
[29]. A figura 2.4 serve de demonstração da classificação deste indicador perante duas funções de
densidade de probabilidade (FDP) com diferentes valores de sharpness.
Figura 2.4: Exemplo de duas FDP com elevado e baixo sharpness respetivamente.[29]
Demonstra-se assim o efeito de elevados níveis de sharpness (maior concentração em torno
do intervalo de previsão central) e de baixos níveis de sharpness (maior dispersão probabilística).
Normalmente este tipo de indicadores fornece uma ideia da dispersão da incerteza de previsão
relativamente à escala de valores a prever. Na presente dissertação é utilizada uma diferente abor-
dagem à representação da dispersão (sharpness) que carateriza este indicador para a escala dos
valores reais previstos. Descrição disponível no subcapítulo 4.5.5.3.
Skill score
Através do skill score é possível a obtenção de uma informação geral sobre a performance dos
modelos, funcionando como um critério capaz de condensar num único número uma variedade de
aspetos relativos à avaliação de previsões probabilísticas. No entanto, não substitui a informação
oferecida pelas duas medidas de avaliação anteriormente enunciadas [32]. Com este indicador
é possível uma comparação simples entre o skill, ou seja, performance preditiva entre diferentes
modelos de previsão pelo que quanto melhor o desempenho, maior o seu skill score.
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Em [29] é elaborada uma descrição de diferentes tipos de skill score consoante o tipo de va-
riáveis e as representações de incerteza, sendo feita uma consolidação dos comummente utilizados
na tabela 2.4.
Tabela 2.4: Consolidação de tipos de skill score consoante as formas de representação da incerteza.
[29] [33]
Este indicador não é utilizado na presente dissertação, sendo a avaliação das previsões proba-
bilísticas realizada somente com recurso aos novos indicadores de reliability e sharpness imple-
mentados. A sua descrição encontra-se disponível na secção 4.5.5.
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2.3 Variabilidade vs incerteza
Os dois principais desafios das elevadas taxas de integração de produção fotovoltaica é a sua
variabilidade e incerteza associada [4]. Torna-se importante diferenciar ambas as componentes
na medida em que enquanto que o conceito de variabilidade está associado às variações que os
outputs das centrais FV apresentam ao longo de todas as escalas temporais, a definição de incerteza
corresponde às dificuldades e erros inerentes ao processo de previsão deste tipo de produção.
É expectável que quanto maior a variabilidade, maiores as dificuldades de previsão e maior a
incerteza associada. Na figura 2.5 estão exemplificadas as diferenças entre as duas componentes.
Figura 2.5: Distinção entre variabilidade e incerteza de previsão FV (adaptado de [34]).
Uma correta modelização da incerteza associada ao processo de previsão, permite uma melhor
identificação de períodos de muita ou pouca variabilidade, pelo que esse é um dos principais
pontos a melhorar nas ferramentas de previsão probabilística existentes.
2.4 A variabilidade fotovoltaica
A produção fotovoltaica difere da produção convencional em duas importantes formas, a sua
variabilidade e as incertezas associadas aos seus processos de previsão. Por este tipo de produção
ser extremamente dependente da radiação solar incidente, as suas flutuações surgem devido a
variações instantâneas dos níveis de irradiância. A compreensão da variabilidade do output de
uma central FV requer assim uma compreensão da relação espacial e temporal da radiação solar,
e da sua influência na potência produzida na central. As variações de radiação solar incidente
devem-se a dois principais fatores: [35]
• O movimento e disposição do sol no céu ao longo do dia, assim como a sua distância à
Terra, caraterísticas bastante estudadas e de caráter previsível.
• Índice de nebulosidade, rápida deslocação das nuvens e tipo de céu existente (limpo, parci-
almente nublado e nublado).
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Assim o output de uma central FV, mesmo para dias de céu limpo, varia com o tempo.
A variação natural da posição do sol é responsável por flutuações de 10% a 13% da produção
de uma central FV (com painéis fixos) para um período de 15 minutos. No entanto, embora a
variabilidade de produção devida à mudança de posição do sol seja uniforme e portanto facilmente
antecipada, o efeito das nuvens na radiação solar que chega aos painéis não o é, provocando
reduções na ordem de 60% a 70% dos valores de pico numa questão de segundos.
Devido ao seu caráter dinâmico e não uniforme, o aparecimento pontual de nuvens ou aumento
do índice de nebulosidade são fatores que têm como consequência rápidas mudanças na produção
FV das centrais pelo que consistem numa das principais preocupações que os operadores do sis-
tema enfrentam diariamente [36]. Na Figura 2.6 está demonstrada a variabilidade ao longo de um
período de duas horas e meia com resolução temporal de 1 segundo.
Figura 2.6: Irradiância medida em Oahu (Havai) a 30 de Março de 2010 para uma resolução
temporal de 1 segundo, entre as 12h30 e 15h. [37]
Até às 13h30 verifica-se claramente a elevada influência da presença de nuvens nos índices
de irradiância. Após o período de nebulosidade a radiação apresenta uma diminuição progressiva
e previsível, devido à trajetória natural do Sol [37]. É portanto importante e necessário o de-
senvolvimento de metodologias capazes de associar as condições meteorológicas e dinâmica das
nuvens com as flutuações de potência nas centrais FV, tornando possível a antecipação de eventos
extremos consequentes de tais fenómenos.
2.4.1 Relação com variação de radiação direta e difusa
A intensidade da irradiação extraterrestre (fora da atmosfera), depende da distância entre o Sol
e a Terra que durante o ano varia entre 1,47× 108 km e 1,52× 108 km. Dos 62,5 MW/m2 que
saem da superfície solar, o valor médio de irradiação extraterrestre que chega à atmosfera da Terra
ao longo do ano é designado por constante solar com valor de 1,367 W/m2 (dados da Organização
Meteorológica Mundial). [38] [39]
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Porém, ao atravessar a atmosfera, a irradiação extraterrestre é sujeita à ação dos gases (ozono,
vapor de água, oxigénio, dióxido de carbono) e partículas em suspensão que a constituem (par-
tículas de pó, poluição), sendo reduzida em parte a quantidade total de irradiação que atinge a
superfície terrestre por fenómenos de reflexão, absorção e dispersão nos constituintes da atmos-
fera. A radiação que chega à superfície da Terra é então designada por radiação terrestre.
Por ação destes fenómenos o nível de irradiância total incidente na superfície terrestre, atinge
em média um total aproximado de 1000 W/m2 (ao meio dia, com boas condições climatéricas).
Por sua vez, a irradiação total incidente na superfície terrestre é composta por três componen-
tes: [38]
• Irradiação direta - constituída por raios solares recebidos diretamente do Sol.
• Irradiação difusa - procedente de todo o céu visível, excluindo o disco solar, e originada
por raios não diretos e dispersos pela atmosfera, muito variável no tempo dependendo fun-
damentalmente da dinâmica das nuvens.
• Irradiação refletida no albedo - proveniente da reflexão da radiação incidente na superfície
terrestre e dependente das caraterísticas do solo. Em vários modelos esta é integrada na
componente difusa.
• Irradiação global - Radiação total incidente na superfície e resulta da soma das componen-
tes direta e difusa da radiação.
Figura 2.7: Esquema de caraterização de processo de decomposição da radiação solar após intera-
ção com a atmosfera terrestre. [40]
A irradiação direta, constituída por raios solares recebidos em linha reta diretamente do sol é
a fração que prevalece nos dias claros (de céu limpo) enquanto, para dias cobertos com nuvens
22 Revisão Bibliográfica
(especialmente no Inverno) a irradiação solar total incidente é predominantemente difusa apresen-
tando ainda uma grande variabilidade temporal.
As componentes de irradiação global apresentam portanto valores que diferem consoante con-
dições atmosféricas existentes, verificando-se os seguintes rácios: [39]
• Para dia claro: Mesmo para dias sem nuvens, pelo menos 10% da radiação que atinge a
superfície terrestre é difusa. A radiação direta apresenta valores que rondam os 90%.
• Para dia com nuvens: Dependendo da quantidade de nebulosidade existente, o rácio de
radiação difusa pode ser de 100% (dias completamente nublados). Nestes casos a radiação
direta é mínima, aproximadamente 0%.
Segundo o estudo efetuado por Santos, B. [5] representado na Figura 2.8 é estabelecida uma
relação entre as componentes de radiação direta e difusa e os índices de nebulosidade, estas vari-
ando consoante a percentagem de nebulosidade existente. Por conseguinte, para os dias, ou partes
do dia, onde existe uma maior nebulosidade, verificam-se quebras nos valores medidos de radiação
global e direta, aumentando, como seria de esperar, a radiação difusa e consequentemente criando
situações de variabilidade.
Figura 2.8: a) Evolução temporal da radiação global, direta e difusa medida para 5 dias do conjunto
de dados disponíveis; b) Percentagem total do céu ocupada por nuvens para os mesmos instantes
(valores médios de 10 minutos). [5]
Ramalho R. et al. [41] analisam ao longo do seu trabalho a existência de ocorrências de rampas
acima de 200 W/m2.min ao longo de dias com condições de céu limpo, céu parcialmente nublado
e céu nublado na estação de Pão de Açúcar no Brasil.
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Concluem que, para dias em condição de céu limpo, o número de rampas é menor pois o seu
valor é ditado maioritariamente pela lenta mudança do ângulo zenital e não pela ação de nuvens.
Por outro lado, para os dias com céu do tipo parcialmente nublado os resultados apresentaram-
se mais expressivos atingindo no máximo 35 ocorrências diárias. Portanto este tipo de cobertura
de céu apresenta-se como mais propício ao aparecimento de rampas com grande amplitude.
Para dias nublados, o número de ocorrências de rampas acima de 200 W/m2.min registou-se
como o menor entre os três casos, atingindo no máximo 8 ocorrências o que pode ser explicado
pela uniformidade do céu e a existência de poucas nuvens em movimento. Os resultados obtidos
estão disponíveis na Figura 2.9.
Figura 2.9: Número de ocorrências de rampas acima de 200 W/m2.min na estação de Pão de Açú-
car ao longo dos meses de Setembro e Maio para condições de céu limpo, parcialmente nublado e
nublado (Adaptado de Ramalho et al. [41]).
2.4.2 Caraterização da variabilidade a nivel espacial
As variações da posição do sol influenciam o output das centrais FV de uma forma uniforme
e altamente correlacionada. Por outro lado, consoante a passagem de nuvens por cima da central,
são criadas zonas de sombreamento que variam consoante o movimento das nuvens. Assim, de
acordo com a velocidade de deslocamento e forma das nuvens, a área sombreada do parque fo-
tovoltaico irá variar, surgindo secções que produzem menos (obstruídas pelas nuvens) enquanto
outras continuam a produção normal, dependendo da radiação global incidente.
2.4.2.1 Influência da dimensão da central
Mills et al. [36] apresentam um estudo sobre a atenuação de variabilidade de produção de
centrais fotovoltaicas, de acordo com a sua dimensão. Para isso compararam os valores medidos
de irradiância e produção de centrais fotovoltaicas com capacidade de 30kW, 2MW e 13.2MW
para períodos de tempo de 1s, 10s e 1min. Resultados na Figura 2.10.
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Figura 2.10: Distribuições acumuladas de irradiância e variações de produção FV para diferentes
intervalos de análise. Caraterização de um sistema FV de 30 kW (à esquerda) e multi-MW (à
direita). [36]
Constataram numa primeira fase, através da comparação entre as variações de produção para
uma central fotovoltaica de 30kW de capacidade e as variações de irradiância registadas por um
sensor na proximidade, que as flutuações de potência se apresentavam como ligeiramente menores
que as de irradiância. Por sua vez, com o aumento do tamanho da central verificaram um aumento
desta discrepância, sendo as variações de produção menores quanto maiores as dimensões da ins-
talação. Uma nota também para a diferença das probabilidades de diferentes tipos de variabilidade
consoante o intervalo de tempo de análise estipulado, apresentando intervalos maiores uma maior
probabilidade de variações de maior magnitude.
Em [42] Lu et al. justificam a diferença ao nível de flutuações para o mesmo período de tempo
com o facto de numa central fotovoltaica a irradiação ser integrada ao longo da área da central
durante o processo de produção, pelo que as variações ao nível de potência produzida são menores
que as de irradiância medida na central.
2.4.2.2 Influência da dispersão geográfica
Recentemente Perez et al. afirmam em [35] que um aumento da dispersão geográfica dos locais
de produção fotovoltaica se traduziria numa redução considerável da intermitência associada a este
tipo de produção.
Em 2010, Lave e Kleissl [43] elaboraram um estudo da variabilidade em quatro localidades
diferentes do estado de Colorado utilizando para isso um conjunto de dados com resolução tem-
poral de 1 minuto obtidos com recurso a sensores de radiação solar instalados nos quatro locais
escolhidos, nomeadamente: National Wind Technology Center (NWTC), Solar Radiation Rese-
arch Laboratory (SRRL), South Park Mountain Data (SPMD) e Xcel Energy Comache Station
(XCEL), cuja localização está apresentada na Figura 2.11.
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Figura 2.11: Localização dos quatro locais em análise. [43]
Por forma a analisar os benefícios da dispersão geográfica, além de estudar as rampas para
cada localização, estabeleceram ainda o valor médio do agregado de rampas entre os quatro locais,
denominado de AVG4. Os resultados estão apresentados na Figura 2.12.
Figura 2.12: Função densidade de probabilidade da taxa de rampas em NWTC, SRRL, SPMD,
XCEL e no agregado dos quatro locais. [43]
Concluem, como demonstrado pela Figura 2.12, que a probabilidade de rampas de maior mag-
nitude verificada em cada local individual é sempre mais elevada do que a probabilidade de rampas
do agregado das quatro localizações. Tal efeito é denominado de spatial smoothing.
Por forma a representar o efeito da dispersão geográfica, Hoff e Perez em [44] apresentam
um modelo simplificado para os casos em que o output entre localizações não está correlacionado
(efeitos das nuvens num local não afetam outros locais da mesma forma), a capacidade instalada
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em cada sistema é a mesma e a variação de potência em cada localização é igual. O modelo está
representado na equação 2.7 onde N representa o numero de localizações não correlacionadas, σ1∆t
o desvio padrão das flutuações de potência num local e σFleet∆t o desvio padrão das flutuações de
potência no conjunto agregado das N localizações (fleet).
σFleet∆t =
σ1∆t√
N
(2.7)
Definem ainda um conceito de redução de variabilidade (V R), definida pela razão entre as
variações num determinado local e as variações do conjunto de instalações fotovoltaicas num
determinado período de tempo ∆t (2.8).
V R =
σ1∆t
σFleet∆t
(2.8)
Por aplicação a um caso de estudo comprovam a redução de taxas de rampa quando conside-
rado um conjunto de locais dispersos em virtude de um único local. Verificam-se assim vantagens
na distribuição de vários locais de produção por forma a mitigar as variações de potência do seu
agregado.
2.4.2.3 Correlação geográfica
É expectável que quanto mais próximos estiverem dois locais maior será a sua correlação no
que toca à variabilidade induzida pelo tipo de céu presente.
Por sua vez, esta relação pode ser modelizada segundo um coeficiente de correlação (ρ), que
diminui com o aumento da distância entre pontos. [35]
ρ = e
d·ln(0.2)
1.5(∆t)(V ) (2.9)
Onde:
d – distância entre locais;
∆t – intervalo de tempo entre dados;
V - velocidade das nuvens/sistemas meteorológicos responsáveis pela variabilidade.
Através da análise de valores de elevada frequência e resolução de irradiância obtidos por meio
de processamento de imagens de satélite em regiões de climas distintos da América do Norte e do
Havai, Perez et al. [35] criaram representações gráficas das funções de correlação por forma a
verificar a sua relação com a distância (0 a 200km), janela de suavização entre dados (1 minuto a
1 hora) e velocidade média de deslocação das nuvens. Parte dos resultados está representada na
Figura 2.13.
2.4 A variabilidade fotovoltaica 27
Figura 2.13: Correlação entre locais em função do intervalo de tempo e distância para amostras
obtidas em regiões da América do Norte e Havai. A velocidade média mensal das nuvens foi
estimada a partir de previsões por satélite para cada ponto (Adaptado de [35]).
Por análise da Figura 2.13 e da Equação 2.9 é percetível a influência que a distância, a escala
temporal e a velocidade das nuvens têm na correlação dos valores de irradiância de diferentes
locais, pelo que:
• Quanto maior a distância entre locais menor a correlação dos seus valores de irradiância.
• Quanto maior for a janela temporal de suavização dos dados em que é feita a comparação
entre medições, maior a sua correlação.
• A correlação, entre pontos à mesma distância, é maior consoante o aumento da velocidade
de deslocação das nuvens.
2.4.3 Flutuações de produção fotovoltaica a diferentes horizontes temporais
S. Shedd et al., em [45] elaboraram uma análise estatística da variabilidade no output de
uma central FV localizada no sudeste dos EUA. Para isso utilizaram dados relativos a quatro
meses (de Setembro até Dezembro de 2014) de produção fotovoltaica com resolução temporal de
1 segundo. Na figura 2.14 estão apresentadas duas das análises realizadas através de histogramas
para variabilidades de 15 e 30 segundos do output da central FV.
Uma das caraterísticas notadas foi o facto de todos os histogramas analisados apresentarem fat
tails (variações de maior magnitude e menor probabilidade), sendo estas as flutuações mais preo-
cupantes para os operadores do sistema. No entanto, constatam que com o aumento do intervalo
de análise, verifica-se uma diminuição da frequência de rampas de menor magnitude perante um
aumento do número de casos de variações de maior magnitude. Resultados na figura 2.14.
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Figura 2.14: Distribuições das variações de 15 e 30 segundos do output de produção da central
fotovoltaica. Todas as distribuições encontram-se centradas em valores próximos de zero, com o
máximo de assimetria possível. [45]
Para um estudo mais detalhado de todos os casos considerados, apresentam os resultados obti-
dos em tabela. Na tabela 2.5 estão consolidados os resultados das variações para diferentes escalas
temporais ao nível de um inversor e da central fotovoltaica completa.
Tabela 2.5: Resultados obtidos na análise de rampas a diferentes intervalos de tempo. Análise de
um inversor e da central FV completa. [45]
Na tabela 2.5, o termo kurtosis ou curtose, refere-se à medida estatística de magnitude relativa
dos picos da distribuição e o termo standard deviation ao desvio padrão em torno do centro da
distribuição. Desta forma, quanto maior o pico da distribuição, maior a sua curtose e quanto maior
a sua dispersão estatística em torno do valor médio (centro da distribuição), maior o desvio padrão.
Confirmam assim as duas tendências enunciadas anteriormente, nomeadamente um aumento do
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desvio padrão e a diminuição da curtose da distribuição perante o aumento do intervalo de análise
das variações. Simplificando, com o incremento do intervalo de análise, diminuem as ocorrências
de variações de baixa magnitude e aumenta a concentração de ocorrências de maior magnitude.
2.4.4 Impacto de variabilidade ao nível de centrais FV e de um Sistema Elétrico de
Energia (SEE)
A produção de energia elétrica por parte dos sistemas fotovoltaicos depende essencialmente
da irradiância global incidente nos painéis. Sendo a transformação de radiação solar em energia
elétrica um processo instantâneo e considerando a elevada volatilidade do recurso solar, é necessá-
rio uma compreensão da variabilidade neste tipo de produção e respetivas consequências aquando
a sua integração na rede.
As variações na irradiação solar que afetam os sistemas fotovoltaicos podem ser caraterizadas
segundo diversas escalas de tempo, desde milissegundos até décadas, revelando-se diferentes tipos
de impacto para um SEE e para uma central fotovoltaica (Tabela 2.6) [37].
Tabela 2.6: Potenciais impactos da variabilidade da irradiância ao nível de um SEE e de uma
central FV (adaptado de [37]).
Este tipo de impactos apresentam diferentes consequências consoante o sistema em questão.
Para centrais fotovoltaicas, variações de irradiância da ordem de segundos e minutos são rele-
vantes na medida em que afetam diretamente a qualidade da potência produzida, pondo em causa
o correto controlo do MPP face a variações intempestivas. Para escalas temporais superiores os
problemas verificam-se essencialmente ao nível de controlo de carga e de uma correta alocação de
sistemas de armazenamento.
Ao nível de um SEE as variações de segundos não são tão significativas, assumindo uma
maior relevância as variações que persistem durante um maior intervalo de tempo, responsáveis
por grandes interrupções de serviço e uma dificuldade acrescida no que toca à gestão sistemas de
armazenamento e uma correta correspondência às variações de produção fotovoltaica por parte
dos sistemas de produção de reserva (fontes convencionais). [35]
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Na Tabela 2.7 foi realizada uma caraterização dos vários tipos de impacto sendo analisados os
problemas inerentes assim como um conjunto de soluções para os atenuar.
Tabela 2.7: Impacto espaço-temporal de variabilidades (Adaptado de [35]).
Para todas as escalas temporais e espaciais onde seja necessária uma mitigação de variabi-
lidade, está demonstrado que esta pode ser conseguida com recurso a apropriadas técnicas de
previsão [46]. Em pequenas escalas centralizadas, previsões de minutos podem ser obtidas se-
gundo modelos de previsão com recurso a sensores de imagem de céu [47], enquanto para maiores
escalas podem ser utilizados modelos de imagem de satélite ou modelos numéricos de previsão
meteorológica (NWP) [14].
2.4.5 Quantificadores de variabilidade
O comportamento de uma variável aleatória, quando esta segue uma distribuição normal, pode
ser caraterizado pela sua média (µ) e desvio padrão (σ ). No entanto, a utilização do valor médio
não permite uma qualificação correta dos níveis de variabilidade da variável em questão. Assim,
é conveniente a utilização do desvio padrão (σ ) ou variância (σ2) para o estudo das variações dos
dados.
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Segundo [35], uma métrica apropriada para quantificar a variabilidade necessita de cumprir os
seguintes requisitos:
Tabela 2.8: Requisitos necessários para uma correta quantificação de variabilidade. [35]
Tendo em conta que a volatilidade da irradiância se deve à geometria solar assim como efei-
tos meteorológicos, por forma a estudar as variações devidas ao segundo caso, Perez et al [35]
sugerem uma normalização dos valores de irradiância, eliminando a variabilidade associada à ge-
ometria solar. Este processamento de informação é feito através do clear sky índex, Kt∗ (rácio
entre irradiância global normal e irradiância global num dia de céu limpo).
K∗t =
GHI
GHIclear
(2.10)
Por forma a avaliar a variabilidade tendo em conta todos os requisitos acima descritos, apre-
sentam as seguintes métricas.
Métrica de variabilidade nominal
A variabilidade nominal traduz as variações do clear sky índex. É considerado o valor máximo
ou médio de taxas de rampa ∆Kt∗∆t durante um intervalo de tempo ∆t.
Variabilidade Nominal = σ(∆Kt∗∆t) =
√
Var[∆Kt∗∆t ] (2.11)
Variabilidade de potência produzida
Para um determinado sistema FV a variabilidade pode ainda ser quantificada com recurso ao
desvio padrão das variações de produção (∆P∆t)num determinado intervalo de tempo ∆t.
Variabilidade de Poteˆncia = σ(∆P∆t) =
√
Var[∆P∆t ] (2.12)
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Variabilidade ao longo de um conjunto de centrais FV (PV fleet)
Hoff e Perez [48] apresentaram dois modelos para quantificar a variabilidade numa fleet FV.
Numa primeira abordagem (2.7) consideraram que não existiam correlações entre as variações
no output das centrais. No entanto, desenvolveram uma nova abordagem perante situações de
correlação entre o output das centrais.
O segundo modelo é traduzido pela equação 2.13 onde são consideradas as variações em cada
central (σ∆t) assim como o seu coeficiente de correlação (ρ
i, j
∆t ).
σ f leet∆t =
√√√√ N∑
i=2
i
∑
j=1
σ i∆t ·σ j∆t ·ρ i, j∆t (2.13)
Onde:
ρ =
1
1+ d(∆t)(V )
(2.14)
Sendo d a distância (km) e V a velocidade das nuvens (km/h) para um determinado local.
Outra formulação para o coeficiente de correlação foi referida acima na equação 2.9.
Variabilidade espacial
A partir das metodologias e conclusões de Perez et al. [49], David et al. [50] apresentam uma
métrica por forma a quantificar a variabilidade a um nível espacial. Esta é baseada na diferença
entre o índice de clear-sky derivado de imagens de satélite (Kt∗) e o índice de clear-sky médio ao
longo da área em questão (Kt∗) .
σspace consiste então no desvio padrão do índice de clear-sky (derivado de imagens de satélite)
para os pixeis em torno da localização em questão. Na formula N é o número de pixeis (ímpar e
maior ou igual a 3).
σspace =
1
N
·
√√√√N2∑
i=1
(Kt∗i−Kt∗)2 (2.15)
Por forma a distinguir variabilidades espaciais altas ou baixas, sugerem uma fronteira/limite
de σspace = 0,1.
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2.4.6 Integração de indicadores de variabilidade em previsão probabilística de pro-
dução fotovoltaica
Em 2015, M. Pinho Almeida et al. [51] partem de uma premissa semelhante à da presente
dissertação onde estudam a utilização de alguns indicadores de variabilidade e impacto na previsão
de produção fotovoltaica do dia seguinte com resolução temporal de 1 hora.
Posto isto, através do modelo de mesoescala Weather Research and Forecasting Model (WRF),
obtiveram previsões meteorológicas de variáveis como irradiância, temperatura e índice de cober-
tura de nuvens para uma malha de 9 pontos, nomeadamente um ponto central c0 sobre a central
fotovoltaica e 8 pontos em seu redor. As variáveis meteorológicas obtidas apresentam uma resolu-
ção de 12 km x 12 km para uma área compreendida entre 21.58oW a 6.36oE e 33.64oN a 49.57oN.
A resolução temporal dos dados meteorológicos fornecidos é de 1 hora.
Por forma a quantificar a variabilidade espacial dos dados obtidos, selecionaram três indica-
dores, calculados para cada variável extrapolada dos modelos meteorológicos.
• TRI: Terrain Rugged Index - Média das diferenças absolutas entre o ponto da central (c0) e
restantes 8 pontos (ci).
T RI =
1
8
8
∑
i=1
|ci− c0| (2.16)
• TPI: Topographic Position Index - Diferença entre o ponto central (c0) e a média dos res-
tantes 8 pontos (ci) em torno da malha meteorológica.
T PI = c0− 18
8
∑
i=1
ci (2.17)
• Roughness: diferença entre os valores máximo e mínimo registados ao longo dos 8 pontos.
rough = max{ci : i = 1, ...,8}−min{ci : i = 1, ...,8} (2.18)
As previsões probabilísticas de produção fotovoltaica foram obtidas através da ferramenta
Quantile Regression Forests, que atua com base num histórico de valores como conjunto de treino,
e fornece previsões de ponto médio (quantil 50) assim como os quantis 10 e 90 representativos da
incerteza associada a cada instante de previsão.
Após testes dos indicadores desenvolvidos assim como de diferentes variáveis meteorológicas,
concluem que o uso destes indicadores melhora um pouco a qualidade de previsão, não sendo a
diferença muito significativa. Constatam também que o aumento do número de variáveis meteo-
rológicas utilizadas não se traduz necessariamente num aumento de precisão da previsão.
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Na presente dissertação, será realizado o teste de diferentes indicadores de variabilidade es-
pacial e temporal não só na previsão de produção fotovoltaica, mas também na previsão de varia-
bilidades em diferentes intervalos de análise. As séries de dados utilizadas detêm uma resolução
temporal muito mais elevada (15 minutos) e para efeito da realização de previsões probabilísti-
cas é utilizada uma ferramenta diferente, nomeadamente o Nadaraya Watson - Kernel Density
Estimator.
Capítulo 3
Ferramenta de previsão utilizada
No presente capítulo é apresentada a ferramenta de previsão probabilística utilizada, nomeada-
mente o Nadaraya Watson - Kernel Density Estimator. Desenvolvida por A.Amaral em [33], tem
por base a ferramenta de Kernel Density Estimator (KDE). Em [32] é apresentada uma descrição
e aplicação da metodologia KDE a um caso de previsão eólica. Em [52] os autores propõem e
validam para diferentes casos de previsão eólica, uma nova variante de Kernel Density Forecast
(KDF) baseada no Nadaraya Watson Estimator (NWE).
3.1 Formulação da ferramenta de previsão
As previsões probabilísticas, além de possibilitarem uma previsão de ponto central (point fo-
recast), permitem uma representação da incerteza associada a cada instante previsto representada
por uma função de densidade de probabilidade. Posto isto, um dos fatores essenciais para a obten-
ção de qualidade de previsão passa por uma correta estimação da função de densidade condicional
futura, através da qual são estabelecidas relações entre as variáveis explicativas e o target da pre-
visão. Uma estimativa da função de densidade condicional ( fy|x) pode ser realizada com recurso à
função de densidade conjunta fy,x e à função de densidade marginal fx. [52] [53]
Uma das técnicas existentes de estimação da função de densidade condicional a partir de in-
ferências de um conjunto de dados é o Kernel Density Estimator (KDE). Esta é uma ferramenta
computacional não paramétrica capaz de estimar a função de densidade de probabilidade de uma
variável aleatória sem que nenhuma função de regressão paramétrica seja assumida. Considerando
como conjuntos utilizados pela ferramenta:
• Conjunto histórico (Xi,Yi), de N ocorrências disponíveis até ao instante de previsão t, cons-
tituído cada caso i (i = {1, ...,N}) por um vetor de variáveis explicadoras Xi de dimensão d
e um correspondente vetor de variáveis dependentes Yi de uma única dimensão.
• Caso futuro (xt+k,yt+k|t) constituído por um vetor de inputs xt+k representante das variáveis
explicadoras do instante futuro t+k, ao qual se encontra associada uma variável dependente
prevista yt+k|t no instante t para o instante t+ k.
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A partir destes conjuntos é possível uma estimação da função de densidade condicional para o
instante futuro xt+k, formulada por:
fY |X(Y |X = xt+k) =
fy,x(Yi,Xi)
fx(xt+k)
(3.1)
Onde:
• fY |X(Y |X = xt+k) - Função de densidade condicionada pelo caso futuro xt+k.
• fy,x(Yi,Xi) - Função de densidade conjunta para todos os casos históricos (Yi, Xi)
• fx(xt+k) - Função de densidade marginal na vizinhança de xt+k.
Segundo A. Amaral [33], uma diferente forma de representação e parametrização da função
de densidade condicional fY |X(Y |X = xt+k) é conseguida com recurso a uma função de densidade
de probabilidade Beta 3.2 e a média e variância da distribuição discreta.
f (x,α,β ) =
xα−1.(1− x)β−1
B[α,β ]
(3.2)
Onde:
• x - Valor com domínio [0,1].
• B[α,β ] - Constante de normalização que garante que f é uma função de densidade de pro-
babilidade.
• α,β - Coeficientes de forma da função de densidade de probabilidade Beta (α,β > 0).
Por sua vez, os fatores alfa (3.3) e beta (3.4) de forma da função são dependentes da média (µ)
e da variância (ϑ ) da densidade original discreta:
α =
(1−µ).µ2
ϑ
−µ (3.3)
β =
(1−µ)
µ
.α (3.4)
Desta forma conclui-se que para a obtenção da fdp Beta é apenas necessário o conhecimento
da média e variância da distribuição discreta original. Para a obtenção destes valores A. Ama-
ral [33] sugere a aplicação do estimador Nadaraya-Watson que proporciona uma estimação do
valor esperado de uma determinada função de densidade condicional na vizinhança de um caso
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do vetor de variáveis explicadoras (xt+k). Este é o fundamento base da metodologia Nadaraya
Watson - Kernel Density Estimator (NW-KDE), utilizada na presente dissertação. O estimador de
Nadaraya-Watson [54] [55] é representado por:
µ(Y |X) =
∫
y. f (Y |X)dy =
∫
y. f (y,x)dy∫
f (y,x)dy
(3.5)
As funções de densidade podem ser representadas, na vizinhança de um ponto xt+k, por uma
função kernel. Esta função é responsável pela atribuição de pesos a cada uma das amostras basea-
dos no grau de similaridade entre os valores de histórico (Xi) e correspondentes inputs disponíveis
no momento da previsão (xt+k). Em [32] são apresentadas diferentes opções de kernel, depen-
dendo a sua escolha do tipo de previsão a realizar. O tipo de kernel utilizado nesta metodologia é
baseado na curva da distribuição normal de Gauss, nomeadamente:
f (x,µ,σ) =
1√
2piσ2
e
−(x−µ)2
2σ2 (3.6)
Onde µ e σ2 correspondem respetivamente à média e variância da distribuição. Aplicando a
nomenclatura utilizada e as modificações da função gaussiana original tem-se a função conside-
rada como kernel ao longo da presente dissertação:
f (Xi,xt+k,H) = e
−(Xi−xt+k)2
2H2 (3.7)
Além da consideração das variáveis históricas (Xi) e futuras (xt+k) é atribuído um intervalo
multidimensional de ativação do kernel (H). Uma etapa importante após a escolha do kernel
utilizado é a correta parametrização do valor H, que determina a largura da função, influenciando
diretamente a sua capacidade de procura de pontos vizinhos. Assim, enquanto baixos valores de
H reduzem o intervalo de procura (propiciando situações de overfitting), elevados valores desta
componente generalizam muito a previsão, tornando-a mais suavizada. [53]
De notar que o valor médio (µ) da distribuição passa a ser (xt+k), mostrando que o kernel
é centrado em cada uma das variáveis de input xt+k, sendo posteriormente calculada a distância
(diferença) perante cada variável de histórico (Xi). A opção de centrar o kernel na variável futura
pode trazer vantagens de cálculo, permitindo até a especificação de larguras de banda diferenciadas
(Ht+k) para cada caso t+k da função de densidade de pontos na vizinhança, resolvendo assim certos
problemas de representatividade estatística da base de conhecimento. [33]
Analisando a função de kernel obtida constata-se que, por se tratar de uma função exponencial
negativa, quanto menor a diferença entre as variáveis Xi e xt+k, maior o valor da função kernel
pelo que desta forma são atribuídos diferentes pesos a cada variável da vizinhança de acordo com
o seu grau de similaridade.
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Porque os modelos a desenvolver são constituídos por mais do que uma variável explicativa,
perfazendo um conjunto de variáveis Xi, j dispostas num espaço de dimensão d, o kernel utilizado
pode ser definido pelo produto das funções kernel para cada variável:
K(xt+k) = f (
Xi− xt+k
H
,0,1) =
d
∏
j=1
f (
Xi, j− xt+k, j
Ht+k, j
,0,1) =
d
∏
j=1
f (Xi, j,xt+k, j,Ht+k, j) (3.8)
Posto isto, de um processo de estimativas com o estimador de Nadaraya Watson resulta:
µ(Y |X = xt+k) =
∑Ni=1(yi∏
d
j=1 K(H
−1
t+k, j(Xi, j− xt+k, j)
∑Ni=1(∏
d
j=1 K(H
−1
t+k, j(Xi, j− xt+k, j)
(3.9)
Substituindo a função kernel pela enunciada em 3.8 consegue-se uma representação da média
(µ) da distribuição:
µ(Y |X = xt+k) =
∑Ni=1(yi∏
d
j=1 f (Xi, j,xt+k, j,Ht+k, j)
∑Ni=1(∏
d
j=1 f (Xi, j,xt+k, j,Ht+k, j)
(3.10)
Por sua vez, a variância (ϑ ) da distribuição, pode ser estimada como:
ϑ(Y |X = xt+k) = µ(Y 2|X = xt+k)−µ(Y |X = xt+k)2 (3.11)
ϑ(Y |X = xt+k) =
(∑Ni=1(y2i ∏dj=1 f (Xi, j,xt+k, j,Ht+k, j)
∑Ni=1(∏
d
j=1 f (Xi, j,xt+k, j,Ht+k, j)
)
−
(∑Ni=1(yi∏dj=1 f (Xi, j,xt+k, j,Ht+k, j)
∑Ni=1(∏
d
j=1 f (Xi, j,xt+k, j,Ht+k, j)
)2
(3.12)
Os valores de µ(Y |X = xt+k) e ϑ(Y |X = xt+k) são posteriormente aplicados como média e
variância dos parâmetros alfa e beta, que dão forma à função de densidade de probabilidade Beta.
Com a fdp Beta definida, assim como os seus valores máximos e mínimos, é possível o cálculo
dos diferentes intervalos de previsão através da função inversa da distribuição de probabilidades.
Na presente dissertação, a componente determinística é definida pelo intervalo de previsão central,
nomeadamente o quantil 50, sendo a incerteza representada pelos respetivos intervalos superiores
e inferiores ao central.
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3.2 Parametrização da ferramenta de previsão
Neste subcapítulo é elaborada uma descrição das funcionalidades de parametrização disponí-
veis na versão atual da ferramenta NW-KDE.
3.2.1 Nível mínimo de ativação da função kernel
Caso não seja aplicada nenhuma restrição à função kernel, esta irá percorrer todos os valores
do histórico, tornando o processo computacional da ferramenta demorado para problemas com
várias variáveis de entrada. Como tal, é necessária a aplicação de um limite mínimo de ativação
da gaussiana. Esta restrição é aplicada sobre o kernel, garantindo que os pontos do histórico (Xi, j)
ficam limitados a uma gama na proximidade das variáveis explicativas futuras (xt+k, j) segundo um
limite mínimo estipulado pelo utilizador. O limite de ativação da função kernel implementado é
definido por 3.13:
f (Xi, j,xt+k, j,Ht+k, j)> Nativ. (3.13)
Onde Nativ. é um parâmetro definido pelo utilizador. Na presente dissertação é considerado
Nativ. igual a 0.2 para todos os casos.
Assim é estabelecida uma restrição à função kernel ( f (Xi, j,xt+k, j,Ht+k, j)) com base no grau de
similaridade entre variáveis Xi, j e xt+k, j. Como referido anteriormente, quanto menor a diferença
entre as variáveis, maior o valor do kernel, pelo que desta forma é realizada uma seleção de casos
dotados de uma diferença mínima condicionada pelo utilizador. Porque esta restrição limita o
número de ocorrências consideradas pelo kernel a variação de Nativ pode ter três cenários possíveis:
• Baixos níveis de ativação: Aumento do número de casos históricos analisados, sendo con-
sideradas, além de variáveis históricas com boa similaridade com as explicativas, um nú-
mero de variáveis com baixa relação, nefastas à previsão. Consequentemente aumenta o
número de casos a calcular nas expressões 3.10 e 3.12 definidas anteriormente.
• Elevados níveis de ativação: Diminuição do número de casos históricos analisados, sendo
consideradas somente variáveis históricas de elevada similaridade com as futuras. Esta re-
dução do número de casos nem sempre contribui para o processo preditivo, propiciando
situações de overfitting assim como situações de falhas do modelo de previsão (não encon-
tra pontos no histórico que satisfaçam o grau de similaridade definido). A diminuição do
número de casos a calcular propicia uma redução dos valores usados para o cálculo da média
3.10 e variância 3.12 da distribuição discreta.
• Valores ideais de níveis de ativação: Após diferentes testes verificou-se que valores pró-
ximos de 0,2 apresentam-se como ideais de ativação da função kernel. A estes valores está
associada uma diminuição dos tempos computacionais de previsão perante um aprimora-
mento da capacidade preditiva do modelo.
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3.2.2 Parametrização dinâmica da largura de banda da função kernel
Um dos parâmetros essenciais a otimizar passa pela largura de banda das variáveis explicado-
ras. Ora, como já foi referido anteriormente em (3.8), o número de kernel’s utilizado é proporci-
onal à quantidade de variáveis utilizadas, sendo a forma de cada um caraterizada por uma largura
de banda H. Na presente versão do NW-KDE, a largura de banda de cada kernel, perante opção
do utilizador pode assumir um caráter dinâmico (Hdin).
Hdin = Hinicial×H f ator (3.14)
Onde:
• Hinicial - Largura de banda inicial definida pelo utilizador para cada variável.
• H f ator - Fator multiplicativo dinâmico da largura de banda inicial e igual para todas as va-
riáveis.
Existem duas hipóteses para a utilização do fator dinâmico (H f ator), que pode assumir valor 1
caso não se pretenda uma otimização dinâmica das larguras de banda iniciais, não influenciando
o parâmetro Hinicial introduzido pelo utilizador e melhorando os tempos computacionais da ferra-
menta, ou pode assumir um valor que garanta que no cálculo das equações da média e variância
da distribuição, N (no de casos considerados para o somatório), assuma um valor igual ao número
de pontos introduzido pelo utilizador (NHn). Como tal, o objetivo passa por determinar H f ator
associado a um número de pontos de entrada estipulado pelo utilizador (NHn).
Figura 3.1: Pontos para o cálculo do fator multiplicativo. (Adaptado de [33])
Recorrendo a dois pontos diferentes, (H, NH1) e (H/2, NH2) é possível descobrir a largura
de banda H f ator correspondente a NHn: [33]
H f ator = H−
H− H2
NH1−NH2 × (NH1−NHn) = 1−0,5×
(NH1−NHn
NH1−NH2
)
(3.15)
3.2 Parametrização da ferramenta de previsão 41
Onde NH1 e NH2 são condicionados pela restrição de limite mínimo explicada anteriormente.
Sendo NH1 o número de pontos que verificam a condição:
f (Xi, j,xt+k, j,Hinicial)> Nativ. (3.16)
E NH2 o número de pontos que verificam a condição:
f (Xi, j,xt+k, j,
Hinicial
2
)> Nativ. (3.17)
A variação do número de pontos e larguras de banda consideradas pelo utilizador tem con-
sequências similares à variação do nível de ativação, pelo que enquanto valores elevados destes
parâmetros implicam uma menor similaridade entre os casos considerados e, portanto, maior sua-
vização da previsão, valores baixos restringem bastante o número de casos históricos considerados,
induzindo o modelo em falhas ou situações de overfitting. Após a integração das parametrizações,
caso o parâmetro de largura de banda dinâmica se encontre ativo tem-se:
Média (µ):
µ(Y |X = xt+k) =
∑NHni=1 (yi∏
d
j=1 f (Xi, j,xt+k, j,Hdint+k, j)
∑NHni=1 (∏
d
j=1 f (Xi, j,xt+k, j,Hdint+k, j)
(3.18)
Variância (ϑ ):
ϑ(Y |X = xt+k) =
(∑NHni=1 (y2i ∏dj=1 f (Xi, j,xt+k, j,Hdint+k, j)
∑NHni=1 (∏
d
j=1 f (Xi, j,xt+k, j,Hdint+k, j)
)
−
(∑NHni=1 (yi∏dj=1 f (Xi, j,xt+k, j,Hdint+k, j)
∑NHni=1 (∏
d
j=1 f (Xi, j,xt+k, j,Hdint+k, j)
)2
(3.19)
Onde Hdint+k, j = Hinicial, j ×H f ator e NHn o número de pontos de entrada estipulado pelo
utilizador.
Estes procedimentos condicionam assim uma seleção ainda mais restrita do número de casos a
considerar pelo estimador. Caso o parâmetro de largura dinâmica se encontre desativado é somente
aplicada a restrição do nível de ativação da função kernel ( f (Xi, j,xt+k, j,Ht+k, j)), mantendo-se a
formulação anteriormente enunciada em 3.10 e 3.12. Na presente dissertação todos os testes fo-
ram realizados com parâmetro de largura dinâmica ativo pois apesar de um aumento dos tempos
computacionais, permite para todos os casos resultados mais precisos, adaptando-se melhor ferra-
menta à incerteza de cada caso a prever. Porque os parâmetros da distribuição são condicionados
pelo utilizador, o resultado final do NW-KDE pode assim ser considerado como paramétrico.
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3.2.3 Parametrização de variáveis cíclicas
Esta parametrização infere à ferramenta uma capacidade de interligação entre o primeiro e
último valor da série de variáveis explicativas. Como tal, numa primeira fase é necessário o cálculo
da diferença entre o valor mínimo e o valor máximo da série de valores da variável cíclica por
forma a determinar a sua escala.
minmax = max(Xi, j)−min(Xi, j) (3.20)
Caso este parâmetro se encontre ativo, são acrescentados dois novos kernel (kernel1 e kernel3)
sobre o existente (kernel2), deslocados de acordo com a escala (minmax) calculada em 3.20
K(xt+k, j) = Kernel1+Kernel2+Kernel3 (3.21)
K(xt+k, j) =
d
∏
j=1
f (Xi, j,xt+k, j−minmax,Ht+k, j)+
d
∏
j=1
f (Xi, j,xt+k, j,Ht+k, j)+
d
∏
j=1
f (Xi, j,xt+k, j +minmax,Ht+k, j)
(3.22)
Como exemplo para melhor compreensão deste parâmetro, serve a sua aplicação para a variá-
vel hora. Assim, tendo-se 24 horas disponíveis, o valor de minmax é de 23, pelo que a distância
entre o centro de cada kernel é de 23 unidades. Desta forma, com o kernel2 centrado nas 24h
é possível estabelecer uma interligação com o kernel1 centrado na 1h. Várias combinações são
possíveis, permitindo à ferramenta reconhecer os valores associados à vizinhança de cada variável
explicativa com recurso a pelo menos um dos kernel utilizados.
Figura 3.2: Esquema simplificado dos efeitos da parametrização de variáveis cíclicas.
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3.2.4 Parametrização de entrada recorrente
As séries temporais apresentam normalmente uma variabilidade entre instantes de tempo que
deve ser considerada durante o processo de previsão. No entanto, para determinar essa variabili-
dade é necessário o conhecimento dos valores anteriores ao instante a prever por forma a determi-
nar a magnitude da variação entre momentos de previsão. Tal é conseguido com a introdução de
um processo recorrente (similar ao utilizado em redes neuronais recorrentes) através do qual no
instante de previsão t é considerado o valor previsto no instante anterior (t−1). Simplificando, é
como se de uma nova variável se tratasse, constituída para cada instante t por valores previstos no
instante anterior t−1. Tal como para as restantes, o intervalo de procura de pontos vizinhos para
esta variável é condicionado por uma largura de banda HR que caso muito baixa restringe mais a
previsão a variáveis do passado, resultando numa previsão mais suavizada. Caso não se pretenda
a utilização deste parâmetro é definida uma largura de banda elevada, minimizando a influência
da variável no processo preditivo. Este último cenário é denominado na presente dissertação de
"Sem Recursividade".
3.2.5 Parametrização do fator multiplicativo de alfa e beta (fator de calibração)
A atuação no parâmetro de calibração tem como objetivo um aumento da consistência es-
tatística entre os valores previstos e os valores observados na distribuição, sendo ajustada para
isso a forma da fdp Beta. Como tal, o seu funcionamento tem por base a aplicação de um fator
multiplicativo (Fcalib.) sobre os parâmetros alfa (α) e beta (β ) da função de densidade de proba-
bilidade Beta (anteriormente representada na equação 3.2), calibrando-a para uma forma melhor
representativa da distribuição discreta dos valores reais.
α f ator = α×Fcalib. (3.23)
β f ator = β ×Fcalib. (3.24)
Desta forma consegue-se aumentar (Fcalib. ∈ [0;1]) ou reduzir (Fcalib. > 1) a dispersão da fun-
ção de densidade de probabilidade Beta, variando o seu sharpness de forma global e igual para
todos os casos a prever. Por forma a obter uma melhor compreensão deste fator é possível uma
analogia com a figura 2.4 onde, situações de FDP com elevado sharpness (high sharpness), são
caraterizadas por elevados valores de alfa e beta (baixa dispersão da fdp) e situações de FDP com
baixo sharpness são caraterizadas por baixos valores de alfa e beta (elevada dispersão da fdp).
Uma nota para o facto de, ao longo da dissertação, fcalib poder ser referenciado como ’Fator de
calibração’ ou apenas ’Fator’.
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Capítulo 4
Metodologia utilizada
4.1 Introdução
O presente capítulo serve para consolidação de todas as etapas desenvolvidas até à análise dos
modelos de previsão. Encontra-se assim dividido em quatro partes:
• Tratamento e análise dos dados obtidos da central fotovoltaica de Meigal Zicofa (4.2).
• Processamento de previsões meteorológicas para os onze pontos da malha em torno da cen-
tral e interpolação com dados de produção fotovoltaica (4.3).
• Descrição dos indicadores de variabilidade em estudo (4.4).
• Apresentação da metodologia utilizada para teste e validação dos modelos de previsão. (4.5)
4.2 Tratamento e análise da série de dados da central fotovoltaica
4.2.1 Conjunto inicial de dados de produção
O conjunto de dados relativos à instalação fotovoltaica de Meigal Zicofa, fornecidos pela
SMARTWATT dispunha de sete séries de valores de energia acumulada (kWh), uma para cada
inversor disponível (7 inversores), com resolução temporal de 10 minutos. A base de dados re-
lativa a cada inversor detém valores de energia acumulada registados ao longo do ano de 2014,
precisamente desde as 7h30 de 1 de Janeiro até às 23h55 de 31 de Dezembro de 2014.
Porque as previsões meteorológicas disponibilizadas apresentam uma resolução temporal de
15 minutos, por forma a maximizar o número de relações temporais entre os dados de produção
para cada instante de tempo e os valores de cada variável meteorológica, foram calculados valores
médios de energia acumulada para cada intervalo de 5 minutos, através da expressão 4.2.
E(t) =
E(t+5)+E(t−5)
2
(kWh) (4.1)
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Onde se tem t em intervalos de 5 minutos. Como exemplo, para o cálculo da energia média
acumulada para 5 minutos tem-se:
E(5) =
E(10)+E(0)
2
(kWh) (4.2)
Na Figura 4.1 está esquematizado o procedimento seguido assim como a relação temporal
entre dados que se pretende alcançar com estas alterações. De notar que se mantiveram os valores
disponíveis para cada intervalo de 10 minutos, sendo colmatados com um valor médio somente
os intervalos de tempo de 5 minutos que não dispunham de qualquer valor atribuído. Desta forma
construiu-se uma nova série de dados com resolução temporal de 5 minutos.
Figura 4.1: Esquematização do tratamento de dados efetuado por forma à obtenção do maior
número de correspondências entre as séries de dados temporais de produção e de previsões mete-
orológicas obtidas.
Como se pode constatar pelo esquema da figura 4.1, com as alterações efetuadas é possível a
obtenção de cinco pontos de sincronismo por hora entre os dois conjuntos de dados, ao contrário
dos três que estariam disponíveis caso não se tivesse efetuado nenhuma modificação da série
original de valores de produção fotovoltaica.
4.2.2 Conversão de valores de energia acumulada para potência em cada intervalo
de tempo
Porque se pretende uma análise inicial dos valores de potência produzida, procedeu-se à con-
versão dos valores de energia acumulada (kWh) em potência (kW) para cada intervalo de tempo
de 5 minutos. Para isso utilizou-se a expressão 4.3.
P =
∆E
∆t
⇔ P(t) = E(t+5)−E(t−5)1
6
(kW ) (4.3)
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Onde t representa um intervalo de tempo de 5 minutos e ∆t = 10 minutos = 1hora6 (seis valores
por hora).
Embora o cenário ideal passasse pela obtenção dos dados de potência instantânea para cada
período de tempo da central, com estas modificações conseguiu-se uma aproximação tolerável dos
valores de potência produzida para cada 5 minutos.
4.2.3 Normalização dos valores de potência média produzida e cálculo da série final
de potência
Com o objetivo de tornar possível a replicação de todos os procedimentos para qualquer tipo
de central fotovoltaica, independentemente da sua capacidade, foi realizada uma normalização de
todos os valores de potência em cada inversor consoante a sua potência nominal. (equação 4.4).
P(t)normalizado =
P(t)
Pnominal
(4.4)
Obtidos os valores normalizados de potência para cada inversor, procedeu-se ao cálculo da sé-
rie final de potência, através de uma média para cada instante de tempo t, dos valores disponíveis
dos 7 inversores (equação 4.5). Desta forma, mesmo perante instantes de tempo onde se apre-
sentassem falhas num determinado inversor, não seriam registadas quebras na série dos valores
de produção, isto é, com apenas um inversor disponível consegue-se um valor médio de potência
produzida para o respetivo instante de tempo.
P(t)me´dio total =
∑7i=1 P(t)inversor i
7
(4.5)
4.2.4 Mudança de hora
Porque os dados meteorológicos disponibilizados apresentam um fuso horário UTC e os dados
da central FV se encontram enquadrados com o fuso horário Português (UTC+1), procedeu-se a
uma mudança de hora deste ultimo conjunto de dados com o objetivo de dispor ambas as séries
segundo a hora UTC.
Em 2014, a mudança de hora para horário de verão (UTC+1) ocorreu desde as 2h00 de 30 de
Março até à 1h00 de 26 de Outubro [56], pelo que as mudanças efetuadas passaram por:
• Mudança para horário de Verão - Dia 30 de Março, mudança de hora das 2h00 para 1h00,
deixando de ser considerados os dados da 1h00 (UTC+1).
• Mudança para horário de Inverno - Dia 26 de Outubro, horas 1h00 UTC e UTC+1 coin-
cidem e é repetida a linha das 0h.
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Tabela 4.1: Mudança de hora UTC+1 para UTC - Dados da Central FV.
Porque numa fase posterior será realizada a interpolação entre os dados da produção FV e
as variáveis meteorológicas, é importante a consideração desta mudança de hora por forma à
obtenção de um melhor sincronismo entre todas as séries de dados.
4.2.5 Análise de variabilidades da série de dados de produção FV
4.2.5.1 Caraterização mensal e horária de variabilidades de 15 minutos
Por forma a realizar uma caraterização mensal e horária das variabilidades de 15 minutos da
série de produção real, foram calculadas as frequências das variações de potência de acordo com
a sua magnitude (em percentagem relativa à potência nominal da central). Os resultados estão
apresentados nas tabelas 4.2 e 4.3. As tabelas estão formatadas segundo uma escala de cores
desde verde até vermelho, sendo atribuída uma cor verde às frequências mais baixas e vermelho
às frequências mais elevadas.
Tabela 4.2: Frequências de variabilidades de 15 minutos para cada mês do ano em análise.
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As diferentes concentrações de variabilidades verificadas em cada mês, assim como a sua
maior ou menor magnitude, devem-se às condições climatéricas caraterizantes assim como ao
número de horas de exposição solar. Meses de Verão, caraterizados por um maior número de
dias limpos, dias mais longos (maior exposição solar) e por elevados níveis de irradiância (devido
a um maior ângulo e elevação solar registados nesses períodos de tempo), apresentam um maior
número de ocorrências, maioritariamente de baixa magnitude. No entanto, dado os elevados níveis
de produção registados nesta altura, qualquer evento meteorológico induz variações pontuais de
elevada magnitude justificando a baixa mas não nula frequência de casos deste tipo.
Por outro lado, estações como Primavera e Inverno apresentam normalmente dias mais cur-
tos (menos horas de exposição solar com consequente diminuição do número de ocorrências de
variabilidades) e uma maior instabilidade climatérica.
A elevada frequência de variabilidades de baixa magnitude registada no mês de Dezembro
sugere que este foi um mês muito nebuloso (elevados índices de nebulosidade), por outro lado,
meses de Fevereiro e Setembro denotam um maior número de ocorrências de variações de elevada
magnitude, sugerindo que estes meses foram caraterizados maioritariamente por dias parcialmente
nublados, propícios a maiores variabilidades.
Tabela 4.3: Frequências de variabilidades de 15 minutos para cada hora de produção maior que
zero
A nível horário, verifica-se a ocorrência de variabilidades maioritariamente de baixa magni-
tude para os períodos iniciais e finais do dia. Por outro lado perante a elevação dos níveis de
irradiância, constata-se um aumento da frequência de variações de maior magnitude. Uma expli-
cação para este aumento passa por, perante elevados níveis de irradiância, eventos meteorológicos
pontuais (como o aparecimento repentino de uma nuvem) criarem situações de sombreamento dos
painéis fotovoltaicos que induzem quebras dos níveis de irradiância sobre a central e uma conse-
quente diminuição instantânea da potência produzida, que passa de valores elevados para mínimos
de produção em questão de minutos, traduzindo-se em variações de elevada magnitude.
Na tabela 4.4 está apresentada a frequência de variabilidades positivas e negativas segundo
diferentes períodos do dia.
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Tabela 4.4: Caraterização da frequência de variabilidades para diferentes períodos do dia.
A maior frequência de variações positivas na parte inicial do dia (5h às 12h) e negativas na
segunda parte do dia (13h às 21h) deve-se à variação natural da posição do sol. Posto isto, as
variabilidades negativas na parte da manhã e positivas na parte da tarde são representativas dos
fenómenos de variabilidade consequentes da presença de nuvens sobre a central, anormais e cara-
terizados por quebras ou rápidas subidas de potência produzida pela central. Estas são as variações
mais nefastas e significativas para o sistema pelo que requerem um prévio planeamento por parte
do produtor FV, por forma a alocar prontamente sistemas de reserva de rápida ação perante varia-
ções negativas ou até mesmo desligar os geradores face a possíveis variações positivas por forma
a evitar picos excessivos de produção.
4.2.5.2 Análise de variabilidade a diferentes horizontes temporais
É importante no estudo da variabilidade, uma análise da sua manifestação a diferentes hori-
zontes temporais, tendo em conta que os seus impactos diferem consoante o intervalo de tempo
em questão (explicado anteriormente em 2.4.3 e 2.4.4).
Foram consideradas para análise as variabilidades para intervalos de tempo de 15, 30 e 60
minutos. Uma representação gráfica deste estudo está disponível na tabela 4.2. Os valores do
gráfico apresentam uma boa simetria, e encontram-se centrados em torno do valor 0%.
Figura 4.2: Análise variabilidades de 15, 30 e 60 minutos. Percentagem de variação relativa à
potência nominal da central FV.
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Em concordância com as conclusões obtidas por S. Shedd et al. [45] apresentadas anteri-
ormente em 2.4.3, é percetível após uma observação gráfica que, acompanhando o aumento do
intervalo de análise diminui a concentração de variabilidades de menor magnitude, aumentando o
número de ocorrências de variações de maior magnitude, representadas por uma maior dispersão
de valores em torno do ponto médio do eixo das abcissas do gráfico (0%). Tal averiguação deve-se
à diminuição da resolução de análise das variabilidades com o aumento do intervalo de tempo,
impossibilitando a deteção das menores variações de produção fotovoltaica.
Uma forma alternativa de comparação das variabilidades registadas em diferentes intervalos de
análise passa por uma observação do seu gráfico de frequência acumulada. Como se pode verificar
pela figura 4.3, quanto menor o intervalo de análise, maior a frequência de variabilidades de menor
magnitude e menor a de variações de maior magnitude. Estas averiguações vão de encontro com
aos estudos apresentados em 2.4.3.
Figura 4.3: Distribuições de frequência acumulada das variabilidades de 15, 30 e 60 minutos.
Consolidando a informação recolhida conclui-se que:
• Análise mensal: As variabilidades manifestam-se de forma diferente ao longo dos meses,
estando extremamente dependentes das condições climatéricas caraterizantes de cada mês.
• Análise horária: Ao longo do dia, perante a elevação dos níveis de irradiância regista-se
um aumento da frequência de variabilidades de maior magnitude.
• Intervalos de análise curtos: Elevada frequência de variabilidades (positivas e negativas)
de pequena magnitude, apresentando um reduzido número de variações de maior magnitude.
• Intervalos de análise longos: Menor frequência de variabilidades (positivas e negativas) de
baixa magnitude, constatando-se um incremento do número de ocorrências de variações de
maior magnitude consoante o aumento do intervalo de tempo de análise.
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4.3 Consolidação dos dados meteorológicos provenientes dos mode-
los NWP e interpolação com dados de produção FV
4.3.1 Obtenção dos dados meteorológicos para cada ponto da malha espacial
O conjunto de dados meteorológicos disponibilizado resulta de simulações realizadas por um
modelo regional de previsão meteorológica (2.2.3.2), nomeadamente o Weather Research and
Forecasting Model (WRF). As condições iniciais e de fronteira para a previsão foram obtidas pre-
viamente através de um modelo global de previsão meteorológica (2.2.3.1), designado por Global
Forecasting System (GFS), que opera com uma resolução horizontal elevada de 0.5olatitude×
0.5olongitude (aproximadamente 40km). Este tipo de previsões meteorológicas são atualizadas
quatro vezes por dia. [57]
Os dados fornecidos consistem em previsões de diferentes variáveis meteorológicas (irradi-
ância, índice de nuvens, temperatura, velocidade do vento, entre outras) para os 11 pontos da
malha meteorológica disponível na Figura 1.2, referentes a valores desde as 12h00 de 1 de Janeiro
de 2014 até às 23h45 de 31 de Dezembro de 2014. Estes dados são dotados de uma resolução
temporal de 15 minutos e espacial de 5km, próprias do modelo WRF.
Tratando-se de um elevado número de séries de dados a trabalhar, optou-se para este estudo
por considerar somente as previsões de:
• Irradiância: Radiação incidente por unidade de área (W/m2).
• Índice de nuvens: Conteúdo de água líquida/solida expresso em massa de água (gramas) por
massa de ar (quilogramas) (g/kg).
• Temperatura: Temperatura prevista, em graus centígrados (oC).
Por sua vez, para cada série de dados foi aplicado um ligeiro tratamento, consistindo apenas na
remoção/correção de pontuais instantes de tempo de elevada discrepância de valores de previsão
perante o conjunto global de dados. Seguidamente, de forma análoga à situação de produção
fotovoltaica, realizou-se uma normalização de todos os valores, segundo o valor máximo previsto
para cada ponto (equação 4.6).
Varia´vel(t)normalizada =
Varia´vel(t)
ma´x(Varia´vel)
(4.6)
Onde o instante t é representativo de intervalos de tempo de 15 minutos (resolução temporal
das séries de dados de previsões meteorológicas).
As séries de dados de cada variável prevista apresentavam algumas falhas, na medida em que
determinados dias não dispunham de previsões completas. Os dias identificados como incomple-
tos, assim como respetivos períodos de tempo em falta encontram-se apresentados na tabela 4.5.
O número de períodos não disponível é consequência de problemas nos dados fornecidos pelos
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modelos globais (GFS), influenciando diretamente as previsões do modelo WRF. Este é um facto
condicionante a ter em conta na análise da qualidade dos modelos de previsão.
Tabela 4.5: Falhas nas séries de dados fornecidos pelos modelos meteorológicos.
4.3.2 Interpolação de dados da central FV com dados meteorológicos
Porque os dados de produção e respetivas previsões fornecidas apresentavam diferentes re-
soluções temporais, foi necessária a interpolação entre a potência média de 5 em 5 minutos da
central FV e os valores de cada série de previsões meteorológicas, dispostos com resolução de 15
minutos.
Agrupando ambas as séries numa tabela caraterizada por intervalos de 15 minutos desde 1 de
Janeiro até 31 de Dezembro de 2014 atribuiu-se a cada instante t os respetivos valores de produção,
variáveis meteorológicas e indicadores estatísticos (explicados de seguida em 4.4).
Desta forma foi realizada uma consolidação de dados, que passaram a apresentar uma resolu-
ção temporal de 15 minutos. Por fim, foram identificados e eliminados os períodos de tempo que
apresentassem falta de dados, quer meteorológicos, quer de produção.
Concluído o tratamento de dados, e com recurso às séries interpoladas em intervalos de 15
minutos, procedeu-se ao cálculo dos indicadores de variabilidade.
4.4 Indicadores de variabilidade
O principal objetivo desta dissertação passa pelo desenvolvimento de técnicas melhor expli-
cativas da variabilidade associada a cada instante de tempo. Para isso, considerou-se numa fase
inicial o cálculo de diferentes indicadores de variabilidade temporais e espaciais, sendo apresen-
tados de seguida aqueles que se mostraram melhor representativos para o efeito.
Tratando-se a variância e o desvio padrão de indicadores estatísticos capazes de medir a dis-
persão de pontos de uma série de amostra e perante a premissa de, em situações de variabilidade,
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previsões de variáveis como a irradiância apresentarem uma maior dispersão estatística quer a ní-
vel temporal quer espacial, foram desenvolvidas três novas variáveis a implementar nos modelos
de previsão.
4.4.1 Indicador temporal
Construído com base na série de valores de irradiância prevista para o ponto meteorológico
sobre a central (ponto 1 da figura 1.2), para o cálculo deste indicador são considerados cinco
valores disponíveis em torno de um instante de tempo t (em intervalos de 15 minutos), que servem
como elementos de amostra n para o cálculo de uma variância representativa da dispersão temporal
registada num intervalo de tempo de uma hora dos valores de irradiância (σ2temporal de Irradiância)
previstos.
σ2 = ∑
(X−X)2
(n−1) ⇔ σ
2
Temporal(t) =
∑t+2i=t−2(x(i)− x¯)2
4
(4.7)
Onde:
• t - Instante de tempo para o qual é calculado o indicador (intervalos de 15 minutos).
• n - Número de elementos da amostra.
• x¯ - Média dos cinco valores considerados em torno do instante t em questão.
• i - Intervalo da amostra considerado. Como limites tem i = t−2 e i = t +2 representativos
de 30 minutos anteriores ou seguintes ao instante t.
No diagrama da Figura 4.4 encontra-se representado um exemplo prático do cálculo do in-
dicador para as 10h30 de um qualquer hipotético dia. Desta forma simplifica-se a perceção do
processo de cálculo efetuado.
Figura 4.4: Esquema representativo do cálculo do indicador de variabilidade temporal σ2temporal de
Irradiância. A cada instante de tempo encontra-se implícito um valor previsto de irradiância.
No gráfico da Figura 4.5 está representado o comportamento do indicador perante diversas si-
tuações de variabilidade real dos valores de produção fotovoltaica. O conjunto de dias selecionado
mostrou-se como melhor representativo, sendo consideradas situações de variabilidade pontuais e
de céu limpo (1o, 2o e 3o dia), assim como dias caraterizados por muita variabilidade (4o e 5o dia).
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Figura 4.5: Indicador temporal de variabilidade: σ2temporal de Irradiância.
Pela observação do gráfico da figura 4.5 torna-se clara a relação estabelecida por este indica-
dor entre a variabilidade temporal da série de previsões de irradiância e as variações de potência
produzida para cada intervalo de tempo. Em intervalos de tempo sem qualquer variabilidade o
indicador demonstra um comportamento passivo devido à baixa dispersão de pontos detetada, que
aumenta perante períodos de elevadas variações. Sendo o seu comportamento dependente da dis-
persão de pontos previstos de irradiância para cada intervalo de tempo, verifica-se uma elevação
dos seus valores perante situações de variabilidade, como pretendido. No entanto, por vezes o in-
dicador apresenta erros oriundos de falhas ao nível de previsões de irradiância, não representando
certas variabilidades de produção (exemplo das 13h15 às 15h45 do quinto dia da figura).
4.4.2 Indicadores espaciais
Por forma a estabelecer uma relação entre a produção da central FV e as previsões meteoroló-
gicas dos vários pontos em torno da central (Figura 1.2) foram desenvolvidos dois indicadores.
O primeiro tem em conta somente o conjunto de valores previstos de irradiância em cada um
dos pontos, e o segundo tem por base as previsões de índice de nuvens ao longo da malha espacial.
Foram testados como indicadores estatísticos a variância e o desvio padrão entre os onze pontos da
malha meteorológica, no entanto após várias tentativas de implementação dos diferentes indica-
dores, optou-se por manter como indicador estatístico o desvio padrão por apresentar ligeiramente
melhores resultados (equação 4.8).
σ =
√
∑(X−X)2
(n−1) ⇔ σEspacial(t) =
√
∑11i=1(x(t)i− x¯)2
10
(4.8)
56 Metodologia utilizada
Onde:
• t - Instante de tempo para o qual é calculado o indicador (intervalos de 15 minutos).
• i - Índice do ponto da malha espacial meteorológica (fig. 1.2) em questão (i ∈ {1, ...,11}).
• n - Número de elementos da amostra.
• x¯ - Média entre os valores dos onze pontos meteorológicos considerados para o instante t
em questão.
O principio base de funcionamento destes indicadores assenta na premissa de, para situações
de dias limpos ou totalmente nublados, a variabilidade ao longo dos onze pontos da malha meteo-
rológica ser mínima, tendo como consequência uma similaridade entre todos os valores previstos
para um mesmo instante de previsão (t).
Ora, tratando-se o desvio padrão de uma medida estatística representativa da dispersão de
pontos (de uma forma mais suavizada que a variância), perante a similaridade apresentada em dias
limpos e completamente nublados este apresentará valores baixos. No entanto, perante situações
de céu parcialmente nublado, onde se verificam os períodos de maior variabilidade, a dispersão
espacial ao longo dos 11 pontos aumenta, propiciando um consequente aumento do indicador
desenvolvido. Tal deve-se ao facto de algumas zonas da malha meteorológica estarem cobertas
por nuvens enquanto que as restantes se encontram a céu aberto (limpo), resultando em diferentes
valores de previsões de irradiãncia e índice de nuvens ao longo dos vários pontos espaciais.
Nos gráficos das Figuras 4.6 e 4.7 é apresentada a relação estabelecida entre os indicadores
definidos, os valores de produção da central FV e as previsões de irradiância para cada ponto da
malha.
Figura 4.6: Indicador espacial de variabilidade: σespacial Irradiância.
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Figura 4.7: Indicador espacial de variabilidade: σespacial Nuvens.
Constata-se pelo estudo do gráfico da Figura 4.6 que a instantes de tempo de maior vari-
abilidade de produção está associado um aumento da dispersão de pontos das onze previsões
meteorológicas de irradiância, confirmando a premissa anteriormente descrita. Caraterizando per-
feitamente muitas das variabilidades pontuais em dias limpos assim como os dias de maior vari-
abilidade, verifica-se um aumento do valor do indicador perante situações de maior instabilidade
de produção fotovoltaica.
Complementando esta informação, verifica-se na figura 4.7 que a intervalos de tempo de maior
variabilidade estão associados valores mais elevados do indicador σespacialNuvens, sugerindo que
para esses instantes se verificam diferentes valores de índice de nuvens ao longo dos 11 pontos
da malha. Estas situações estão associadas a períodos de céu parcialmente nublado (determinadas
zonas com nuvens e outras com céu limpo), propícios ao aparecimento de variabilidades. Este
indicador não é tão explicativo de situações de variabilidade como o anterior, no entanto apresenta
alguma informação interessante pelo que foi considerado para análise futura.
Os três tipos de indicadores estabelecidos apresentam valores baixos em intervalos de tempo
de menor variabilidade e valores mais elevados em períodos de tempo de maiores variações, ex-
plicando de certa forma os períodos de maior volatilidade de produção.
4.5 Metodologia utilizada na criação e validação dos modelos de pre-
visão
Este subcapítulo serve como uma introdução para os procedimentos adotados no processo
de desenvolvimento, teste e validação dos modelos de previsão. Numa fase inicial é enunciada
uma caraterização dos conjuntos de treino e teste utilizados 4.5.1, seguida de uma consolidação
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e apresentação das variáveis utilizadas. 4.5.2. Por fim, é elaborada uma descrição dos indices de
erro e incerteza utilizados para análise e validação dos modelos de previsão 4.5.3 seguida de uma
breve apresentação da metodologia utilizada 4.5.6 que será mais aprofundada no capítulo seguinte.
4.5.1 Definição de conjuntos de treino e teste
A série de valores de produção fotovoltaica inicial dispunha de 35010 valores com uma reso-
lução temporal de 15 minutos. Esta sofreu uma posterior redução após a eliminação dos valores
meteorológicos em falta e respetivas potências associadas a cada intervalo de tempo, perfazendo
um total de 33840 valores.
Como a produção fotovoltaica só apresenta valores ao longo do dia foi efetuada uma remoção
da maior parte dos valores noturnos, sobrando apenas casos de irradiância e produção nula para
as partes iniciais e finais do dia por forma a limitar bem estas situações, mantendo um caráter
cíclico de cada dia. Desta forma conseguem-se também melhores tempos computacionais de
previsão, reduzindo a quantidade de dados a processar pela ferramenta e evitando erros induzidos
pelo indicador de nuvens durante períodos noturnos (dotados normalmente de maior dinâmica de
nuvens, mas irrelevantes para o tipo de previsão fotovoltaica). Assim o conjunto final de dados é
composto por séries de 17864 casos para cada variável em questão.
A partir da série global foram criados dois conjuntos de treino e teste. O primeiro conjunto
de teste tem em conta o terceiro dia de cada semana ("Dia 3") e o segundo é constituído pelo o
primeiro dia de cada semana ("Dia 1").
• Conjunto de Treino – Histórico de N ocorrências considerado pelo modelo de previsão,
constituído por um conjunto de d séries de variáveis explicativas (Xi, j com i ∈ {1, ...,N} e
j ∈ {1, ...,d}) e um respetivo target (Yi) (valor real de produção) para cada caso.
• Conjunto de Teste – Conjunto de inputs disponíveis para inicializar a ferramenta de previ-
são, conhecidos para cada instante a prever (t + k). Para cada input existe uma correspon-
dente variável dependente yt+k representante do output para cada instante de previsão.
Nas tabelas representadas em 4.6 encontra-se esquematizada a organização dos conjuntos de
treino e teste.
Tabela 4.6: Estrutura de implementação de conjunto de treino e teste na ferramenta de previsão.
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Tratando-se de uma situação de previsões offline, os outputs são posteriormente validados com
os valores reais para cada instante de previsão.
Um fator importante na escolha dos conjuntos anteriormente enunciados ("Dia 1" e "Dia 3")
passa pela utilização de dias não sequenciais ao longo do histórico de dados por forma a desenvol-
ver um modelo capaz de desempenhar bem perante qualquer tipo de dia do ano. Nas tabelas 4.7
e 4.8 encontra-se uma descrição do número de casos (igual para todas as séries consideradas), e
uma caraterização da média e variância das séries de target e valores reais para cada conjunto por
forma a demonstrar as diferenças entre ambos.
Tabela 4.7: Caraterização dos dois conjuntos de treino considerados.
Tabela 4.8: Caraterização dos dois conjuntos de teste considerados.
O facto do target e valores reais para ambos os dias apresentarem diferenças ao nível de média
e variância deve-se ao caráter de cada dia presente nas duas série de dados. Assim o maior valor da
média do conjunto de treino do dia 3 face ao conjunto de teste sugere que o histórico é composto
por mais dias limpos do que o conjunto de previsão selecionado. Por outro lado, para o conjunto
de dados relativos ao dia 1 de cada semana verifica-se um maior equilíbrio em termos da média
dos valores do conjunto de target e os valores reais a prever.
A análise dos modelos de previsão é feita a partir do conjunto treino/teste com dados do "dia
3"de cada semana, a comparar com dados do "dia 1"numa fase final. Esta última etapa serve de
validação de uma boa parametrização de cada modelo, pois em inúmeros casos, um menor valor de
erro e incerteza de previsão é por vezes conseguido em situações de overfitting, isto é, o modelo é
parametrizado em excesso, apresentando ótimas previsões para um determinado conjunto de teste
mas demonstra pior performance preditiva perante diferentes conjuntos.
Por forma a elaborar uma melhor análise dos resultados obtidos em cada caso, foi necessária
uma diferenciação do conjunto de teste (valores reais) em dois subconjuntos, o primeiro só com
dias limpos e o segundo composto exclusivamente por dias com variabilidades. Este processo
torna possível uma análise independente da performance do modelo perante os dois tipos de situa-
ção. Por análise da série real verificou-se que apenas 8 dias se apresentavam como limpos ou com
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pouca variabilidade, perfazendo um total de 380 casos. Os restantes 2143 casos foram considera-
dos como dotados de variabilidades. Uma atenção à diferença do número de ocorrências entre os
dois subconjuntos, pesando estes de forma diferente para a qualidade de previsão.
4.5.2 Variáveis testadas
Além dos indicadores anteriormente definidos, foram testadas também variáveis correspon-
dentes às previsões de irradiância, índice de núvens e temperatura para o ponto sobre a central.
4.5.2.1 Irradiância
O desempenho e as curvas caraterísticas dos módulos fotovoltaicos dependem essencialmente
da temperatura das células e da intensidade da radiação incidente. Assim a intensidade da corrente
que atravessa o módulo fotovoltaico é praticamente proporcional à variação da irradiância ao longo
do dia. [39]
Na figura 4.8, verifica-se que, perante uma temperatura constante, um aumento da irradiância
implica um aumento da corrente elétrica de curto-circuito, alterando o ponto na curva caraterística
para o qual ocorre a potência máxima.
Figura 4.8: Variação da curva I-V caraterística de um painel fotovoltaico com a variação de irradi-
ância (W/m2); b) Variação da curva P-V perante diferentes níveis da radiação incidente no módulo
fotovoltaico. [5] [58]
Esta apresenta-se, portanto teoricamente como a principal variável a considerar para previsão
fotovoltaica, já que os valores de potência produzida apresentam uma elevada dependência dos
níveis de irradiância existentes. Na prática, relacionando a série de dados de previsões de irradi-
ância para o ponto sobre a central FV (Irrad1) infere-se uma relação quase proporcional entre esta
variável e a produção fotovoltaica. Tal é demonstrado pelo gráfico da figura 4.9 onde a um au-
mento dos valores de produção (escala percentual no eixo das abcissas) corresponde uma elevação
dos níveis médios de irradiância. Confirma-se assim uma boa relação entre a variável e potência
produzida pela central.
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Figura 4.9: Relação entre as previsões de irradiância para o ponto 1 e a produção fotovoltaica.
4.5.2.2 Temperatura
De uma forma geral, a temperatura das células fotovoltaicas depende do valor de irradiância
e da velocidade do vento incidente nos painéis (circulação do ar envolvente). Por sua vez, o
aumento da irradiância incidente tem geralmente associado um aumento da temperatura da célula
o que consequentemente reduz a sua eficiência. Tal deve-se ao facto de que a tensão da célula
diminui significativamente com o aumento da temperatura, enquanto que a sua corrente sofre uma
elevação muito pequena, quase desprezível. [59]
Figura 4.10: Influência da temperatura da célula fotovoltaica na curva I-V. [59]
Considerando as previsões de temperatura obtidas confirma-se esta relação, verificando-se
uma ligeira variação positiva ao longo da escala de produção (acompanhando a elevação dos níveis
de irradiância registada em 4.9), no entanto diminuindo perante elevados níveis de produção. Esta
averiguação mostra que os níveis mais elevados de potência produzida não são atingidos para as
temperaturas mais elevadas registadas, estando dependentes de uma redução da temperatura média
associada.
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Figura 4.11: Relação entre temperatura prevista e produção. Em a) a relação correspondente à
escala total de produção. Em b) análise detalhada do comportamento médio da variável face a
elevados valores de produção.
4.5.2.3 Índice de nuvens
Como já foi referido em 2.2.3 os modelos de previsão meteorológica não dispõem de uma
previsão direta da radiação que atinge a superfície terrestre, sendo necessária uma inferência sobre
a informação das nuvens no local e depois realizada uma aproximação ao valor real da radiação
transmitida. Assim, ligeiros time step de diferença entre os valores previstos de nuvens e os
valores reais apresentam uma consequente influência nas previsões de irradiância. Assumida a
importância da variável irradiância e a sua forte dependência das nuvens presentes no local, a
integração da segunda variável prendeu-se com a hipótese de o modelo de previsão conseguir
assumir melhor situações de diferentes tipos de nebulosidade.
4.5.2.4 Consolidação de variáveis
Na tabela 4.9 está apresentado o conjunto de variáveis testadas nos diferentes tipos de previsão.
Tabela 4.9: Variáveis testadas nos modelos de previsão.
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Das variáveis enunciadas na tabela, a única não descrita anteriormente é a média das previsões
de irradiância dos 11 pontos. Como o nome indica, para cada instante de tempo, é realizada uma
média dos valores de irradiância disponíveis ao longo da malha meteorológica estabelecida.
4.5.3 Ferramentas de análise de erro e incerteza dos modelos de previsão
Uma das etapas fundamentais para a validação dos modelos de previsão probabilística é a
análise dos seus indicadores de erro e incerteza. Enquanto que o indicador de erro utilizado se
refere à discrepância preditiva entre o valor real e a componente de previsão determinística (quantil
50 no NW-KDE e output normal das redes neuronais), os indicadores de incerteza avaliam a forma
e a dispersão fdp em torno do valor real, indicando se a modelização da incerteza é bem conseguida
e se os valores reais estão contidos na distribuição de probabilidades considerada.
Inicialmente, para uma análise rápida de cada modelo de previsão, foi designado um indicador
numérico de erro (MAE) e dois representativos da qualidade de modelização da incerteza associada
à previsão (reliability e sharpness). Para avaliação do modelo final complementou-se a informação
com as representações gráficas dos indicadores, melhor explicativas para cada situação.
4.5.4 Estudo do erro da componente determinística de previsão
4.5.4.1 Indicador numérico de erro da previsão
Pretende-se a utilização de um indicador de erro de referência para ambas a previsões de
produção fotovoltaica e da variabilidade associada em diferentes intervalos de análise. Como tal,
optou-se pela utilização do Mean Absolute Error (MAE), indicador já bastante referenciado [24] e
de formulação segundo a expressão apresentada em 4.9:
MAE =
(1
n
n
∑
i=1
|Pˆi−Pi|
)
×100 (%) (4.9)
Onde:
• n - Número de casos da série de previsão em avaliação.
• Pˆi - Valor previsto (normalizado) para o instante i.
• Pi - Valor real (normalizado) para o instante i.
Tratando-se de valores normalizados de produção e variabilidades, e considerando que o úl-
timo é composto por uma componente positiva e negativa, este indicador de erro mostrou-se como
eficaz no que toca à validação da previsão de componente determinística de cada tipo de modelo.
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4.5.4.2 Histograma de erro
Por forma a estabelecer uma análise coerente da distribuição de erros positivos e negativos
entre os valores da série prevista e respetivos casos reais, optou-se primeiramente por um estudo
do seu histograma de erro. Para efeito, o erro é calculado segundo a expressão 4.10
Erro = (Pˆ−P)×100 (%) (4.10)
Onde Pˆ representa o valor previsto para cada caso da série de previsão e P o seu correspondente
valor real. Desta forma, caso a previsão seja realizada por excesso (Pˆ > P), tem-se um erro
positivo. Para situações de previsão por défice (Pˆ < P) verificam-se erros negativos.
Uma representação gráfica da distribuição de ocorrências de erros positivos e negativos é con-
seguida através de um histograma de erro. Para os histogramas utilizados, o eixo das abcissas
encontra-se dividido em 20 intervalos iguais de percentagem relativa ao valor da potência nomi-
nal da central, apresentando limites máximo e mínimo definidos como melhor representativos do
erro absoluto máximo encontrado (breve explicação prévia em cada caso analisado futuramente).
Por sua vez, no eixo das ordenadas encontram-se valores relativos à frequência de ocorrências
registada para cada intervalo de erro estipulado.
Figura 4.12: Exemplificação gráfica do tipo de histograma de erro utilizado ao longo da análise de
resultados da presente dissertação.
Este tipo de histograma permite uma análise da distribuição de ocorrências segundo cada in-
tervalo de erro, assim como uma avaliação sobre se o modelo apresenta erros maioritariamente
baixos ou elevados. Proporciona ainda, caso dotado de uma boa simetria, uma ideia geral sobre
se as previsões são realizadas maioritariamente por excesso ou défice (número de ocorrências de
cada caso).
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4.5.4.3 Erro médio de previsão
Uma melhor compreensão do tipo de erro associado à componente determinística da previsão
é na presente dissertação estabelecida com recurso à analise do erro médio ao longo da escala da
série dos valores reais do conjunto de teste da previsão.
Assim, são analisados para cada intervalo de valores reais estipulado as seguintes componentes
de erro:
• Mean absolute error (MAE): Componente central do erro, permite uma análise da variação
erro absoluto médio da componente determinística ao longo da escala de previsão.
• Mean positive error (MPoE): Média dos valores absolutos das ocorrências de erros positivos
da previsão (Pˆ−P > 0) por cada intervalo da escala do real.
• Mean negative error (MNeE): Média dos valores absolutos das ocorrências de erros nega-
tivos da previsão (Pˆ−P < 0) por cada intervalo da escala do real.
• Frequência: Frequência de ocorrências de erro (positivo ou negativo) por cada intervalo
representativo da escala do real.
Figura 4.13: Gráfico de uma análise de erro médio para um caso de produção FV.
Na figura 4.13 encontra-se disponível uma representação gráfica da manifestação das quatro
componentes ao longo da escala do real, para um caso hipotético de previsão de produção foto-
voltaica. O eixo das abcissas é constituído por 20 intervalos percentuais representativos da escala
da série real e como eixos das ordenadas, em primeiro plano tem-se o erro médio e em segundo
plano a frequência de ocorrências por intervalo de análise, ambos em valores percentuais.
Desta forma consegue-se uma melhor visualização e estudo dos diferentes tipos de erro médio
para cada intervalo da escala de produção. Este tipo de análise é realizada numa etapa final sobre
o melhor modelo definido nos diferentes tipos de previsão efetuada.
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Para cada caso é ainda consolidada em tabela a média dos casos totais de MAE, MPoE e MNeE
por forma a disponibilizar uma comparação geral entre as três componentes.
4.5.4.4 Erro médio mensal
Por forma a obter uma visualização do erro médio para cada mês considerado (lembrar que
o cálculo do valor médio tem por base no máximo 4 dias por mês, devido ao caráter do conjunto
de teste escolhido), disponibilizou-se uma representação gráfica da variação do valor médio das
componentes MAE, MPoE e MNeE para cada mês do ano de 2014. Assim, o eixo das abcissas
é caraterizado pelos doze meses para os quais existiam casos disponíveis e o eixo das ordenadas
apresenta o erro médio correspondente às três componentes em análise, em percentagem relativa
à potência nominal da central.
Figura 4.14: Exemplo gráfico de uma análise do erro médio mensal de previsões de produção FV.
4.5.5 Indicadores de incerteza da previsão
Para análise da incerteza associada às previsões efetuadas (representada pelos intervalos de
previsão superiores e inferiores ao central, 0,5) foram relacionadas as suas componentes de re-
liability e sharpness. No presente subcapítulo será apresentada uma descrição dos indicadores
utilizados para efeito.
4.5.5.1 Diagrama de Reliability da fdp
Na presente dissertação, uma das formas de avaliação da qualidade da previsão probabilística
(representativa da incerteza), passou pelo estudo do seu reliability. Esta é uma medida da simila-
ridade entre os valores previstos e os valores reais observados ao nível de previsão probabilística.
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([60] [61]). A qualidade de previsão é assim tanto melhor quanto maior a sua reliability, que au-
menta consoante a maior proximidade entre a frequência prevista para cada intervalo da fdp (ideal)
e a frequência de valores reais observados.
Para cada instante de tempo é realizada uma verificação binária sobre o intervalo da fdp onde
se encontra contido o valor real, nomeadamente:
• Valor 1 caso se encontre dentro do intervalo dos quantis Qx e Qy da função de densidade de
probabilidade (fdp).
• Valor 0 caso se encontre fora do intervalo.
De seguida é efetuada uma contagem do número de ocorrências do real para cada intervalo
probabilístico da fdp considerado, relativizada perante o número total de ocorrências reais obser-
vadas. Desta forma é possível calcular a frequência de casos reais observados em cada intervalo.
Nos diagramas utilizados ao longo da presente dissertação, é avaliada a distribuição de ocor-
rências reais segundo 10 intervalos iguais representativos da fdp assim como o número de pontos
reais que não se encontra previsto pela distribuição probabilística, situando-se acima do seu má-
ximo (representado pelo quantil 0,99) ou mínimo (quantil 0,01).
Existem diferentes cenários possíveis aquando da calibração do reliability de uma previsão,
nomeadamente:
• Calibrated forecast - Situação ótima de valores de reliability, constatando-se uma relação
de igualdade ao longo do gráfico (maior aproximação aos valores ideais). Para este a fdp
apresenta uma forma ideal (ótimos valores de α e β ) sendo elaborada uma previsão com
sucesso de todos os casos reais para cada intervalo da fdp.
• Underdispersed forecast (em forma de U) – Função de densidade de probabilidade carateri-
zada por uma baixa dispersão (elevados valores de α e β ), o que se traduz por uma elevada
frequência de casos reais previstos nos extremos da distribuição perante uma baixa frequên-
cia de casos reais na zona central. Neste tipo de situação, uma hipótese de calibração da fdp
é conseguida através de um fator multiplicativo (descrição na secção 3.2.5) de valores entre
0 e 1, reduzindo os valores de α e β e consequentemente aumentando a dispersão da fdp.
• Overdispersed forecast – Distribuição apresenta uma elevada dispersão (caraterizada por
baixos valores de α e β ), verificando-se uma maior frequência de ocorrências reais pre-
vistas nos intervalos probabilísticos centrais. Uma opção de calibração da fdp neste tipo de
situações passa por um aumento dos valores de α e β , conseguido com um fator multiplica-
tivo de calibração maior que 1.
• Points out of distribuction – Distribuição incapaz de prever parte dos valores reais, pelo
que é caraterizado por um aumento do número de pontos para os intervalos superiores ao
máximo (>Q99) e mínimo (<Q1) da distribuição. Este tipo de situações ocorre devido a
incoerências de valores aquando da criação da fdp, não se verificando por vezes pontos no
histórico explicativos da situação a prever.
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Figura 4.15: Representações gráficas explicativas dos diferentes tipos de situações de reliability e
respetivas distribuições de ocorrências segundo os intervalos da fdp. Na legenda, "Forecasted"ou
"Frequência de Previsão"representa a frequência dos valores reais observados para cada intervalo.
4.5.5.2 Indicador numérico de reliability
Com o objetivo de proporcionar uma análise simples e rápida da qualidade geral do reliability
de um modelo, optou-se pela implementação de um indicador numérico capaz de consolidar a in-
formação graficamente representada. Assim, para cada caso, o cálculo do indicador é estabelecido
pela equação 4.11
Reliability =
(
1−
1
N ∑
N
i=1 | freal,i− fideal,i|
1
N−2
)
×100 (%) (4.11)
Onde:
• i - Índice dos intervalos definidos para o estudo, i ∈ {1, ...,N}.
• N - Número de intervalos considerados. Neste caso N=12, sendo 10 intervalos da fdp e 2
intervalos extra, representativos dos pontos não contidos na distribuição (<Q1 e >Q99).
• freal,i - Frequência de valores reais observados em cada intervalo da fdp estipulado.
• fideal,i - Frequência ideal de valores reais para cada intervalo da fdp estipulado (idealmente
10% para cada intervalo da fdp e 0% para os intervalos <Q1 e >Q99).
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Este indicador é apresentado em forma de percentagem ao longo da dissertação, designado
por Reliability. A relativização com o valor 1 é feita por forma a possibilitar uma melhor compre-
ensão do indicador. Como tal, caso a média da diferença entre as frequências previstas e as reais
observadas seja nula (caso ideal onde freal,i = fideal,i), o indicador assume o valor percentual de
100%. Desta forma, previsões com melhor modelização da incerteza detêm maiores valores de
reliability e previsões com pior modelização da incerteza apresentam menores valores percentuais
do indicador.
4.5.5.3 Diagrama de dispersão (sharpness)
Por forma a complementar o estudo reliability das previsões, optou-se pela avaliação da sua
dispersão probabilística através de um indicador de sharpness.
O indicador implementado estabelece uma relação entre o valor médio do máximo, mínimo e
respetivos quartis (0,25, 0,5, 0,75) da distribuição de probabilidade para cada intervalo percentual
do valor real. Desta forma consegue-se uma avaliação da dispersão probabilística ao longo da
escala do real, tornando possível a averiguação de situações para as quais o modelo apresenta
maior dificuldade de previsão, o que se traduz por um aumento da incerteza média associada.
Serve de exemplo para a representação gráfica do indicador utilizado a Figura 4.16.
Figura 4.16: Representação gráfica do diagrama de dispersão (sharpness) utilizado, para um hipo-
tético caso de produção fotovoltaica.
Da observação da figura verifica-se que desta forma é possível uma boa visualização da incer-
teza média associada a cada intervalo de tempo. Este tipo de diagrama é utilizado para análise do
modelo final de cada tipo de previsão realizado (produção e variabilidades).
4.5.5.4 Indicador numérico de sharpness
Por forma a consolidar a informação disponível no diagrama e estabelecer uma análise sim-
plificada do sharpness associado às previsões correspondentes a cada modelo testado numa fase
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inicial, implementou-se também um indicador numérico representativo.
Este tem como base a média da diferença dos valores médios dos quartis 0,25 e 0,75 registados
para cada intervalo da escala do real (representados no eixo das abcissas do diagrama da figura
4.16).
Sharpness =
(∑20i=1(Q¯75,i− Q¯25,i)
20
)
×100 (%) (4.12)
Onde:
• i - Intervalo definido da escala do real. Como para todos os casos analisados se consi-
deram sempre 20 intervalos de igual incremento representativos da escala do real, tem-se
i ∈ {1, ...,20}.
• Q¯75,i - Média dos quartis 0,75 disponíveis para o intervalo da escala real i.
• Q¯25,i - Média dos quartis 0,25 disponíveis para o intervalo da escala real i.
Uma nota para o facto deste indicador representar a dispersão da fdp (ao contrario do co-
mummente designado por sharpness), estando valores numéricos mais elevados associados a uma
maior dispersão e vice versa.
Por sua vez o cálculo de Q¯75 e Q¯25 para cada intervalo i é elaborado a partir das equações 4.13
e 4.14:
Q¯75 =
∑nj=1 Q75
n
(4.13)
Q¯25 =
∑mk=1 Q25
m
(4.14)
Para as quais m e n correspondem ao número de ocorrências de cada quartil registadas para o
intervalo i da escala de produção.
De notar que normalmente, para intervalos i caraterizantes de valores mais elevados do real, o
cálculo das médias tem por base um menor número de ocorrências. Tal não é considerado para o
cálculo do indicador numérico de sharpness, onde todos os intervalos têm o mesmo peso para o
cálculo da média.
Esta constatação deve ser considerada na previsão de variabilidades onde, perante situações
de maior variação (embora caraterizadas por um menor número de ocorrências), verifica-se uma
elevação da dispersão probabilística. Ora, sendo atribuido o mesmo peso a todos os intervalos
(não dependem do número de ocorrências), é natural um aumento do valor do indicador numérico
de sharpness.
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4.5.6 Apresentação da metodologia utilizada para construção e validação do me-
lhor modelo de previsão
Um dos principais problemas que se apresentaram ao longo da presente dissertação passou
pela definição de uma metodologia coerente para simplificar o processo de análise de cada mo-
delo de previsão. O facto de se estar a utilizar uma ferramenta relativamente recente implica que
não existe um conjunto de procedimentos bem definidos para a obtenção de uma parametrização
ótima, pelo que todo este procedimento se revela uma etapa de aprendizagem, sendo a melhor
metodologia definida após um demorado processo de tentativa e erro. Posto isto, as melhores
parametrizações definidas para o melhor modelo foram obtidas após a aplicação da metodologia
descrita no diagrama da figura 4.17.
Figura 4.17: Diagrama explicativo da metodologia definida ao longo do processo de criação e
validação dos modelos de previsão.
Para a escolha do melhor conjunto de variáveis (teste de modelos) considerou-se somente
uma atuação nas larguras de banda de cada variável, mantendo um número de pontos de entrada
provisório e os restantes parâmetros desativados.
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A aplicação dos parâmetros de entrada recorrente e de calibração da incerteza só foi realizada
para o melhor modelo definido inicialmente. Caso contrário não seria possível uma comparação
entre modelos, pois estes dois fatores diferem substancialmente consoante o conjunto de variáveis
de entrada considerado e, tendo em conta o elevado número de parâmetros ativos, tornava-se por
vezes impossível distinguir se o modelo demonstrava melhor desempenho devido às variáveis
introduzidas ou a erros de parametrização. Posto isto, depois de escolhidas as larguras de banda
ideais para o melhor modelo, foi realizada a sua otimização.
Todas as etapas enunciadas no diagrama serão demonstradas e explicadas no capítulo seguinte
da apresentação e análise de resultados.
Capítulo 5
Apresentação e análise de resultados
Neste capítulo estão apresentadas diferentes etapas de desenvolvimento e respetivos resultados
de cada modelo de previsão. Numa primeira etapa é avaliada a integração das variáveis desenvol-
vidas na previsão da produção FV do dia seguinte. Ao melhor modelo obtido são posteriormente
adicionados valores de produção de momentos anteriores ao instante de previsão.
Numa segunda etapa, é avaliada a introdução dos indicadores na previsão de variabilidades de
15, 30 e 60 minutos, por forma a analisar o seu impacto na qualidade da previsão.
5.1 Fases de construção de modelos de previsão e parametrização da
ferramenta NW-KDE
Devido às diversas possibilidades de afinação que esta ferramenta dispõe optou-se por definir
6 fases de construção dos modelos de previsão:
• Fase 1 – Determinação do conjunto de variáveis e respetivas parametrizações ideais.
• Fase 2 – Análise da introdução do parâmetro de entrada recorrente e ajuste do número de
pontos de entrada.
• Fase 3 – Avaliação da introdução de fator multiplicativo de alfa e beta.
• Fase 4 – Teste da robustez do modelo com diferente conjunto treino/teste.
• Fase 5 – Análise detalhada do erro e incerteza do melhor modelo.
• Fase 6 – Introdução de variável com produção de instantes de tempo anteriores (só aplicado
no caso de previsão de produção fotovoltaica).
5.2 Previsão de produção fotovoltaica
A aplicação dos indicadores desenvolvidos neste tipo de previsão tem como principal obje-
tivo a obtenção de previsões melhor explicativas das variabilidades associadas a cada instante de
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tempo futuro, tornando possível uma melhor preparação por parte dos operadores de sistema pe-
rante situações de maior intermitência de produção fotovoltaica. Como tal, ao longo do processo
de seleção de variáveis, estas são aceites se melhorarem o desempenho do modelo em termos de
erro médio absoluto (MAE) assim como uma melhor modelização da incerteza associada à previ-
são, procurando-se sempre atingir um ponto de equilíbrio entre a relação das duas componentes.
A performance da ferramenta NW-KDE perante cada modelo é comparada com o mesmo tipo de
previsão com recurso a redes neuronais do tipo feedforward com 5 previsões em paralelo (En-
semble Average). De notar que na ferramenta NW-KDE, a componente determinística de previsão
escolhida é representada pelo intervalo de previsão central, nomeadamente o quantil 50.
5.2.1 Fase 1: Determinação do conjunto de variáveis e parametrizações iniciais.
A seleção das melhores larguras de banda (h) para cada variável foi estabelecida através de
um processo de tentativa e erro sendo que por vezes as melhores larguras de banda definidas para
um modelo, não se revelavam ideais perante uma posterior adição de novas variáveis testadas.
Portanto, para cada nova variável integrada no modelo de previsão ajustou-se a respetiva largura
de banda e verificou-se se as restantes contribuíam para um bom desempenho do modelo. As
larguras de banda ideais para cada variável estão apresentadas na tabela 5.1.
Tabela 5.1: Larguras de banda ideais para cada variável analisada na previsão de produção FV
A parametrização de variável cíclica foi aplicada somente às variáveis dia do ano e hora.
Mesmo após retirados parte dos períodos noturnos, irrelevantes para este tipo de previsão, deixaram-
se alguns valores delimitadores de cada dia (algumas horas de noite no final e inicio do dia), por
forma a que nesses casos a variável dependente apresentasse valor 0, tornando possível a rela-
ção cíclica entre a última e primeira hora de cada dia. Assim, a parametrização cíclica para cada
variável encontra-se disponível na tabela 5.2.
Tabela 5.2: Definição de parametrização de variáveis cíclicas para cada variável considerada
Por forma a averiguar o impacto de cada variável no processo de previsão adotou-se um pro-
cesso de adição consecutiva de variáveis que caso apresentassem um bom desempenho permane-
ceriam no modelo, caso contrário seriam excluídas. Os modelos considerados estão apresentados
na tabela 5.3 e os indicadores de erro e incerteza associados às previsões de cada modelo nas duas
metodologias diferentes (NW-KDE e Ensemble de Redes Neuronais) estão apresentados na tabela
5.4.
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Tabela 5.3: Identificação do modelo de previsão e variáveis constituintes
Para teste da influência de cada variável ao longo processo de previsão, considerou-se um
número inicial de pontos de entrada de 70. Este valor é provisório e passível de ajuste numa fase
posterior.
Tabela 5.4: Apresentação de indicadores numéricos de erro, reliability e sharpness para cada
modelo de previsão. Comparação de metodologias NW-KDE e Redes Neuronais.
A definição do melhor modelo escolhido tem por base o equilíbrio apresentado entre os va-
lores dos indicadores numéricos de erro (MAE) e de incerteza (Reliability e Sharpness). Para
avaliação da incerteza do modelo é necessária a consideração dos dois tipos de indicadores, sendo
que enquanto o primeiro (reliability) respeita ao número de ocorrências de valores reais conti-
dos na função de distribuição de probabilidade, assim como a sua distribuição pelos diferentes
intervalos da fdp definidos, o segundo refere-se à modelização da incerteza, isto é, avalia a dis-
persão média da fdp ao longo da escala dos valores reais do conjunto previsto. O objetivo central
passa por conseguir manter um bom nível de reliability enquanto se minimiza o valor do indicador
de sharpness, significando que os pontos da série real se encontram incluídos nos intervalos de
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previsão e que a dispersão probabilística é mínima, ajustando-se melhor a incerteza aos valores
reais.
Posto isto, verifica-se que a partir do modelo 4, onde se nota uma clara contribuição positiva
da variável de irradiância, as diferenças apresentadas com a introdução das restantes variáveis
são mínimas, tornando mais complicada uma definição do modelo ideal. Neste caso uma hipótese
poderia passar por considerar como melhor modelo aquele com menor número de variáveis, no
entanto optou-se por testar as restantes variáveis e otimizar o melhor modelo, por forma a verificar
as suas potencialidades preditivas.
Considerando uma análise de todos os modelos infere-se que o impacto dos indicadores de
variabilidade desenvolvidos é baixo em termos de erro da componente determinística de previsão
(redução de 0,69% relativamente ao modelo 4). Por outro lado, verificam-se variações ao nível de
reliability e de sharpness, sendo que o primeiro adquire valores semelhantes ao longo dos modelos,
acompanhado de uma redução do sharpness. Embora o indicador de reliability apresente menor
valor com a adição da variável σ _ s _ Nuvens, esta foi considerada devido à sua redução do erro
da componente de previsão determinística.
Dos indicadores desenvolvidos, aquele que apresentou melhor desempenho em termos de re-
lação erro/incerteza foi o indicador temporal σ _ t _ Irrad1, acompanhado de uma redução do
erro de 0,14% e melhores valores dos indicadores de reliability e sharpness na ordem dos 1,33%
e 0,31%. Esta é uma conclusão relativamente interessante pois trata-se de uma variável à par-
tida disponível aquando da aquisição das previsões de irradiância para o ponto central da malha
meteorológica e portanto, sem custos extra inerentes.
Testou-se também a adição da média das séries de irradiância dos onze pontos da malha me-
teorológica (avg _ irrad). Esta apresentou uma redução de erro mais significativa em termos de
previsão por redes neuronais, no entanto, embora o seu desempenho ao nível de previsão pro-
babilística apresente um erro médio absoluto (MAE) ligeiramente pior foi considerada devido às
melhorias ao nível de reliability e sharpness de 1,57% e 0,77% respetivamente.
Embora os modelos 9 e 10 demonstrem ligeiramente melhor desempenho a nível de previsão
por redes neuronais estes foram excluídos por não complementarem os modelos existentes com
nenhum tipo de informação adicional (piores valores de erro e incerteza). Uma hipótese para
esta constatação passa pelo facto de as ferramentas apresentarem processos computacionais de
previsão diferentes pelo que, em termos de previsão determinística, a variável Nuvens1 é melhor
modelizada pelas redes neuronais.
Para confirmar a performance do melhor modelo de previsão face a um modelo constituído
somente por variáveis disponíveis habitualmente utilizadas para o ponto central da malha mete-
orológica, estabeleceu-se uma comparação entre o modelo 8, e um novo modelo somente com
inputs do ponto central (tabela 5.5), nomeadamente dia do ano, hora, irradiância, nuvens e tem-
peratura. Desta forma comprova-se o facto das variáveis Nuvens1 e Temp1 não acrescentarem
qualquer informação piorando ainda o erro e reliability do modelo.
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Tabela 5.5: Comparação de modelo 8 com modelo base: Influência de indicadores desenvolvidos
Para todas as representações gráficas presentes nesta análise de resultados, a incerteza é ex-
pressa por uma zona sombreada representativa de todos os quantis calculados (Q10 a Q90 de
intervalos com incremento 0,1), sendo que, idealmente, o número de pontos do real deve-se en-
contrar representado pelos quantis estipulados da fdp. Serve como exemplo uma explicação para
os quantis Q10 e Q90, para os quais (0,9− 0,1)× 100 (%) dos pontos da série real devem estar
contidos numa situação ideal. Nos gráficos das figuras 5.1, 5.2 é apresentada uma comparação en-
tre a performance do modelo 4 e 8 em situações de variabilidade. Os dias em análise correspondem
a 18 de Fevereiro, 25 de Março, 8 de Julho, 11 de Novembro e 16 de Dezembro.
Figura 5.1: Desempenho do modelo 4 em situações de muita variabilidade.
Figura 5.2: Desempenho do modelo 8 em situações de muita variabilidade.
78 Apresentação e análise de resultados
Complementando os resultados da tabela 5.4, embora as diferenças sejam pequenas, verifica-se
que o modelo 8 demonstra uma performance ligeiramente melhor perante situações de variabili-
dade quer em termos de modelização de incerteza, quer de previsão determinística em determina-
dos casos pontuais (atentar no quarto dia apresentado graficamente).
No entanto, perante a premissa inicial de que os indicadores poderiam apresentar muita in-
formação extra ao nível de qualidade de previsão de variabilidades, estes não corresponderam às
expectativas na previsão de produção FV, apresentando melhorias relativamente baixas perante
este tipo de situações. Dado o elevado número de dados a adquirir e tratar para o processo, assim
como os custos inerentes à sua obtenção, não se justifica tal investimento quando o objetivo passa
por conseguir identificar de uma forma precisa as variações que ocorrem em períodos de variabi-
lidade. Ao nível de previsão de dias limpos (5.3,5.4) os resultados revelaram um maior interesse.
Para análise encontram-se considerados os dias 11 de Março, 8 de Abril, 13 de Maio, 17 de Junho
e 22 de Julho.
Figura 5.3: Desempenho do modelo 4 em situações de pouca variabilidade.
Figura 5.4: Desempenho do modelo 8 em situações de pouca variabilidade.
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Da observação dos gráficos anteriores constata-se que as alterações mais significativas ocorrem
ao nível de previsão de dias limpos, onde se identificam melhorias ao nível do erro e de uma
redução da incerteza associada aos valores previstos para cada intervalo de tempo.
Nas tabelas 5.6 e 5.7 é complementada a análise gráfica com informação numérica relativa aos
indicadores de erro e incerteza para dias limpos 5.6 e dias com variabilidade 5.7.
Tabela 5.6: Desempenho do modelo perante situações de dias limpos
Tabela 5.7: Desempenho do modelo perante situações de dias com variabilidade
Da consulta das tabelas 5.6 e 5.7 reforçam-se com factos os resultados mais consistentes para
situações de dias limpos, traduzidos por melhorias ao nível de MAE, Reliability e Sharpness de
0,48%, 8,13% e 2,97% respetivamente. Já perante situações de variabilidade, embora o modelo
demonstre uma capacidade preditiva melhor, a diferença ao nível de modelização da incerteza não
é tão relevante (melhorias de MAE, reliability e sharpness de 0,69%, 0,71% e 1,15%).
A diferença entre o índice de reliability verificada entre os dois tipos de situações deve-se ao
facto de, embora se consiga uma redução da incerteza perante situações de dias limpos após a
introdução das novas variáveis, continua-se a verificar uma elevada dispersão da fdp, não sendo
bem representativa para estes casos. Ora, estes casos podem ser caraterizados como uma situação
de reliability overdispersed (consultar 4.5.5.1) sugerindo que é possível um ajuste do modelo com
atuação nos fatores α e β da fdp (a realizar na fase 3 (5.2.3) da presente análise).
Por sua vez, o aumento de reliability perante uma diminuição do valor médio de sharpness
verificado para todas as tabelas mostra que é conseguida uma melhor aproximação das frequên-
cias dos valores previstos às frequências reais observadas para cada intervalo de probabilidade
estipulado, enquanto se reduz a dispersão probabilística associada a cada instante de tempo.
Uma hipótese para estas averiguações passa pelo facto dos indicadores, por apresentarem valo-
res mínimos para situações de dias limpos, facilitarem o processo de similaridades entre variáveis
históricas e futuras, reforçando a capacidade preditiva do modelo perante este tipo de ocorrências,
o que se traduz essencialmente numa redução e melhor modelização da incerteza associada a cada
instante.
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Por complemento à informação da tabela 5.4, no diagrama da figura 5.5 é realizada uma com-
paração entre o reliability dos dois modelos por forma a consolidar os resultados numéricos ante-
riormente apresentados.
Figura 5.5: Comparação de diagramas de reliability: Modelo 4 e 8
Da observação do histograma constata-se uma melhor distribuição do número de ocorrências
previstas na zona central devido a uma ligeira diminuição da dispersão da fdp (melhor modelização
da incerteza) em torno dos valores reais, principalmente para casos de dias limpos. Ainda, para o
modelo 8 (a amarelo) regista-se uma diminuição do número de pontos que não se encontra incluído
na função de distribuição (representado por <Q1 e >Q99). O facto de se conseguir uma melhor
distribuição de ocorrências ao longo dos intervalos reflete-se num melhor reliability geral.
5.2.2 Fase 2: Parametrização da entrada recorrente e reajuste do no de pontos
Nesta etapa é inicialmente analisado o impacto do parâmetro de entrada recorrente (referenci-
ado como recursividade) seguido de uma confirmação do número de pontos de entrada da ferra-
menta de previsão. Como tal, o valor ideal da largura de banda da entrada recorrente (HR) procurou
conciliar a diminuição do erro e incerteza assim como evitar falhas na ferramenta de previsão. O
valor final de HR escolhido foi de 19 .
Tabela 5.8: Desempenho do modelo após introdução do parâmetro de entrada recorrente (recursi-
vidade).
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Da análise da tabela 5.8 constatam-se as melhorias que a utilização da entrada recorrente
concede ao melhor modelo de previsão quer a nível de erro de previsão determinística (MAE), quer
na modelização de incerteza associada à previsão (aperfeiçoamentos de reliability e sharpness de
1,48% e 3,2% respetivamente). Este apresenta-se, portanto, como um parâmetro relevante para
um aumento de precisão do modelo de previsão, pelo que passa a ser integrado no modelo 8.
Determinadas as variáveis e respetivas parametrizações iniciais com maior impacto no pro-
cesso de previsão, é realizado um reajuste do número de pontos de entrada. A escolha do melhor
valor tem por base o equilíbrio entre os valores dos indicadores de erro e incerteza de previsão.
Como se pode observar na tabela 5.9, a melhor relação entre ambos os indicadores é obtida com a
utilização de 70 pontos, destacando-se um melhor índice de reliability perante alterações insigni-
ficantes dos valores de MAE e sharpness.
Tabela 5.9: Reajuste do número de pontos de entrada do modelo.
5.2.3 Fase 3: Parametrização do fator multiplicativo de alfa (α) e beta (β )
Até este ponto a incerteza do modelo ainda não se apresentava completamente otimizada.
Posto isto, a decisão sobre o melhor fator de calibração de incerteza do modelo até esta etapa
implementado recaiu sobre uma análise dos seus indicadores numéricos representativos de erro e
incerteza perante diferentes parametrizações. Análise na tabela 5.10
Tabela 5.10: Análise da influência do parâmetro de fator de calibração no modelo de previsão.
É facilmente percetível a melhoria que esta parametrização acrescenta ao modelo de previ-
são, notando-se um aumento dos valores de reliability perante uma diminuição do valor médio de
sharpness, o que traduz uma melhor modelização da incerteza associada à previsão. Uma aná-
lise detalhada dos efeitos em termos de reliability é conseguida por comparação dos três casos
estudados 5.6.
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Figura 5.6: Comparação de diagramas de reliability com os diferentes fatores testados.
Por consulta da tabela 5.10 e diagramas da figura 5.6 verifica-se que o ponto ótimo de cali-
bração de reliability ocorre com fator igual a 2, sendo este o que aproxima melhor o número de
ocorrências reais em cada intervalo de probabilidade, da sua frequência ideal. Como esperado,
tratando-se esta de uma situação caraterizada por uma fdp com alguma dispersão, através de um
aumento dos fatores α e β por atuação no seu fator de calibração, consegue-se uma redução da
dispersão da fdp e consequente melhor distribuição das frequências registadas para os seus inter-
valos centrais. Dado que o excesso de ocorrências em intervalos centrais se devia a uma incorreta
modelização da incerteza perante dias limpos, após a aplicação deste parâmetro constata-se pelo
gráfico 5.8 significativa redução da incerteza associada a este tipo de situações.
Por outro lado, para fatores superiores a 2, o aumento dos valores de α e β é excessivo, pro-
piciando uma situação de muito baixa dispersão da fdp (underdispersed) onde embora se consiga
uma diminuição da frequência de ocorrências na zona central, verifica-se um aumento nefasto de
ocorrências nos extremos (adquirindo o diagrama a forma de U), o que por sua vez contrabalança
os benefícios de uma melhor distribuição de ocorrências para os intervalos centrais, piorando o
valor do indicador numérico de reliability.
No primeiro e último valor do diagrama estão apresentados ainda os pontos que não estão
contidos em nenhum dos intervalos e, portanto, acima do máximo ou mínimo das distribuições de
probabilidade. O indicador numérico é também influenciado por estes casos, pelo que se percebe
assim que, caso o número de ocorrências não contidas em nenhum dos intervalos probabilísticos
aumente, o valor numérico do indicador de reliability diminui (relembrar que frequência ideal é
0% para estes casos).
Além da minimização da incerteza, porque o seu ajuste influencia diretamente o valor dos
intervalos da fdp, verificam-se melhorias ao nível do quantil 50, aprimorando assim a capacidade
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de previsão determinística do modelo. Na tabela 5.11 é consolidada a influência geral da introdu-
ção do fator no melhor modelo até este ponto. Por forma a facilitar a análise das próximas fases,
atribuiu-se uma nova designação aos modelos.
Tabela 5.11: Consolidação dos resultados da Fase 3. Atribuição de nova designação para modelo
final.
Nas figuras 5.7 e 5.8 é apresentada uma comparação gráfica do melhor modelo obtido para
dias com muita variabilidade e dias com pouca variabilidade.
Figura 5.7: Desempenho de modelo b em situações de muita variabilidade de produção FV
Figura 5.8: Desempenho de modelo b em situações de pouca variabilidade de produção FV
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Comparando os gráficos das figuras 5.7 e 5.8 com as representações gráficas do melhor modelo
da fase anterior (figuras 5.2 e 5.4), são claramente notáveis as melhorias em termos de modeliza-
ção da incerteza e de uma melhor componente de previsão determinística (quantil 50), sendo esta
exímia em dias limpos e apenas mais coerente perante dias com bastante variabilidade. Através
deste tipo de representação é clara a evolução dos valores de reliability e sharpness averiguada
anteriormente, conseguindo-se uma minimização da incerteza (sombreado representativo de to-
dos os intervalos de previsão considerados) associada à previsão, situando-se os valores médios de
cada quantil mais próximos dos valores reais. Este parâmetro apresenta portanto uma considerável
relevância no que toca à calibração da incerteza dos modelos de previsão. Com uma boa calibra-
ção de incerteza, embora continue difícil uma boa caraterização das diferentes variabilidades em
cada intervalo de tempo, é possível uma melhor distinção entre períodos com pouca ou muita
variabilidade sendo os últimos caraterizados geralmente por um aumento da incerteza associada.
Porque mesmo após a otimização do modelo se aparenta difícil prever as variabilidades associ-
adas a cada intervalo de tempo, numa fase posterior são analisadas previsões de variabilidades de
15, 30 e 60 minutos, com o objetivo de obter resultados mais explicativos das variações existentes
ao longo da série do real.
5.2.3.1 Comparação entre metodologias de previsão
Nesta fase é apresentada uma consolidação das diferenças de previsão entre metodologias de
previsão para situações de dias limpos e de dias com muita variabilidade. Relacionando os melho-
res modelos de cada metodologia, o modelo final testado na ferramenta probabilística corretamente
parametrizado detém menor erro relativamente ao melhor modelo obtido por redes neuronais (con-
sultar tabela 5.4). Nas figuras 5.9 e 5.10 é estabelecida uma comparação gráfica entre as previsões
adquiridas com NW-KDE e ensemble de redes neuronais.
Figura 5.9: Comparação entre metodologias na previsão de dias com muita variabilidade
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Figura 5.10: Comparação entre metodologias na previsão de dias com pouca variabilidade
Por observação dos gráficos das figuras 5.9 e 5.10 detetam-se pequenas diferenças ao nível de
erro de previsão determinística (point forecast). Para dias com bastante variabilidade, verifica-se
uma maior correspondência de algumas variações de produção por parte da ferramenta probabilís-
tica – por exemplo, no quarto dia do gráfico é notável uma melhor correspondência das variações
reais por parte da ferramenta probabilística – e a nível de céu limpo é inquestionável a diferença
entre as metodologias para os pontos mais elevados de produção, apresentando uma melhor cor-
respondência preditiva a ferramenta NW-KDE.
5.2.4 Fase 4: Teste da robustez do modelo
Um dos aspetos importantes a considerar perante este tipo de previsão é a robustez do modelo.
O elevado número de parâmetros disponível na ferramenta e as várias combinações possíveis
propiciam, em caso de ajustes muito pormenorizados, situações de overfitting. Isto é, verifica-
se uma parametrização excessiva capaz de otimizar a performance preditiva do modelo para um
determinado conjunto de teste que no entanto demonstra uma discrepância elevada em termos de
erro e incerteza perante um diferente conjunto de dias a prever.
Assim, o melhor modelo é submetido nesta etapa a uma validação perante conjuntos de treino
e teste diferentes por forma a avaliar o seu desempenho. Resultados na tabela 5.12.
Tabela 5.12: Comparação da performance do modelo com conjuntos de treino e teste diferentes.
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Da análise da tabela 5.12 verifica-se uma ligeira diferença entre os valores de erro e incer-
teza de cada conjunto, devendo-se fundamentalmente às caraterísticas dos conjuntos de treino e
teste que apresentam algumas discrepâncias ao nível de média e variância. Como na presente
dissertação são utilizados somente dados relativos a um ano (2014), estes pormenores são mais
significativos no que toca a uma variação dos valores dos índices de avaliação dos modelos (MAE,
reliability e sharpness). No entanto, em ambos os casos os valores de erro e incerteza apresentam
um escalão semelhante pelo que se considerou uma boa robustez do modelo de previsão.
5.2.5 Fase 5: Análise da performance do melhor modelo
Na presente fase o modelo final de previsão (modelo b) é sujeito a uma avaliação mais porme-
norizada, quer em termos de componente determinística (avaliação de erro), quer em termos de
modelização da incerteza associada à previsão.
5.2.5.1 Análise do erro de previsão
Numa fase inicial procedeu-se à análise do histograma do erro. Assim, o eixo das abcissas
do histograma encontra-se limitado pelo intervalo [-69%;69%], para os quais os extremos coin-
cidem com o maior e menor valor de erro registado (-0,69 e 0,69 respetivamente). A sua escala
encontra-se dividida em 20 intervalos iguais (com incremento de 7%) do erro relativizado à po-
tência nominal da central FV.
O eixo das ordenadas é referente à frequência das ocorrências registadas para cada intervalo
estipulado. Como exemplo, para o intervalo [0%;7%] apresentado no histograma da figura 5.11, é
contabilizada a percentagem total de instantes de tempo do conjunto de teste para os quais o erro
da previsão assume valores entre 0% e 7%.
Figura 5.11: Histograma de erro da série de valores previstos pelo modelo b.
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Por uma análise do histograma da figura 5.11 verifica-se que a maioria de casos previstos
apresenta um erro de previsão inferior a 7% (63,02% das ocorrências), significando que, dos 2523
casos constituintes do conjunto de teste, 1590 apresentam previsões com erro relativamente baixo
(compreendido entre -7% e 7%). Constata-se assim um bom desempenho do modelo de previsão
para a maioria dos valores de teste.
Deste estudo é ainda possível uma dedução das frequências de ocorrências para as quais se
verifica um erro positivo (previsão por excesso) ou negativo (previsão por défice), nomeadamente
de 49,39% e 50,61% respetivamente.
Complementando os resultados apresentados no histograma de erro geral, elaborou-se um
estudo da variação do erro absoluto médio (MAE) por hora (5.12).
Figura 5.12: Histograma dos valores médios do erro médio absoluto por hora: Modelo b.
Pela observação do histograma da figura 5.12 é possível averiguar as horas onde o modelo
b demonstra uma maior dificuldade preditiva, traduzida por maiores valores de MAE. Assim,
verifica-se que à elevação dos níveis de irradiância diários está associado um aumento do MAE
do modelo, atingindo valores mais significativos entre as 11h e 12h.
Relacionando os resultados obtidos com a tabela 4.3, constata-se que a estas horas se encontra
associado um aumento da frequência de variabilidades de maior magnitude face às quais o modelo
apresenta uma fraca capacidade de previsão determinística (são antecipadas somente com um
aumento da incerteza associada), apresentando consequentemente piores valores de erro médio
absoluto.
Através do gráfico da figura 5.13 e tabela 5.13 é conseguida uma análise mais detalhada sobre a
variação do erro perante valores mais elevados ou baixos da escala de produção FV. Assim, o eixo
das abcissas é composto por 20 intervalos representativos da escala de valores reais de produção,
possuindo como valor mínimo 0% e máximo 100% de Pn (Potência nominal da central). A este
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valor é correspondido, no eixo das ordenadas, pelo erro médio da previsão para cada intervalo
considerado.
Figura 5.13: Análise da variação do erro de previsão ao longo da escala dos valores de produção.
Tabela 5.13: Consolidação dos valores médios de MAE, MPoE e MNeE.
Da análise do gráfico averigua-se primeiramente um elevado número de casos compreendidos
entre [0%;5%] para os quais é correspondido um baixo índice de erro. Estes casos são carateri-
zados pelos valores noturnos limitadores de cada dia, assim como algumas situações de inicio e
fim de dia, de baixos níveis de produção, por se verificarem todos os dias este tipo de situações, é
justificável o seu maior número de ocorrências (frequência de 19%).
Por sua vez, regista-se uma variação do erro médio absoluto ao longo dos diferentes valores de
produção, caraterizada por um aumento inicial e uma diminuição perante valores mais elevados de
produção. A elevação de erro inicialmente registada tem como hipótese as situações de maior va-
riabilidade inerentes a valores médios de produção. Estas verificam-se maioritariamente em meses
de Primavera/Inverno, de maior instabilidade climatérica, propiciando uma maior variabilidade de
produção, assim como menores valores de pico (da ordem dos 50% / 60% da potência máxima
anual)
Os valores mais elevados de produção registam-se normalmente no Verão. Ora, como estes
meses são caraterizados essencialmente por dias mais limpos e tendo em conta a capacidade de
previsão do modelo demonstrada anteriormente para estes casos, é compreensível a diminuição do
erro absoluto médio associado a este tipo de situações.
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Através de uma análise das componentes MPoE e MNeE verifica-se que, para intervalos infe-
riores a 55 % da escala de produção real, MPoE apresenta valores superiores a MNeE, significando
que, embora existam previsões realizadas por defeito (MNeE > 0), o valor médio dos erros positi-
vos é superior aos negativos para estes casos. A maioria destas situações deve-se essencialmente
a falhas de previsões meteorológicas e do modelo para dias completamente nublados - com con-
sequente baixo índice de produção - ou situações de variabilidade para as quais, por vezes, são
previstos de forma errada valores elevados (prevê por excesso, não acompanhando certas varia-
ções negativas).
Para intervalos da escala de produção superiores a 55% do seu valor máximo, o valor de MNeE
apresenta-se como superior ao de MPoE revelando que, em termos médios, os erros negativos
são mais significativos que os positivos, situando-se os casos previstos aquém dos valores reais.
Algumas situações deste tipo estão claras nas representações gráficas anteriores (figuras 5.7, 5.8,
5.9 e 5.10) onde, para casos de variabilidade, o modelo não deteta picos elevados de produção,
assim como para alguns casos de previsão de dias com pouca variabilidade, o modelo embora
desempenhe bem, apresenta ainda algumas discrepâncias na previsão dos valores mais elevados
de produção. De notar que no geral existe uma maior frequência de valores de produção mais
baixos (representada pelo gráfico de barras em 2o plano) para os quais o valor médio dos erros
positivos é maior que o valor médio dos erros negativos, justificando assim a superioridade média
global do valor de MPoE face ao valor de MNeE representados na tabela 5.13.
Consolidando os resultados com os apresentados no histograma de erro verifica-se que, embora
notado um equilíbrio entre o número de ocorrências de previsão por excesso ou por defeito, o
valor médio do erro das previsões realizadas por excesso é superior ao das previsões realizadas
por défice.
Uma análise das componentes de erro para cada mês do ano de 2014 é conseguida através do
gráfico da Figura 5.14.
Figura 5.14: Performance do modelo b para cada mês do conjunto de teste.
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Por observação do gráfico da figura 5.14 constata-se que o modelo desempenha melhor nos
meses de Janeiro e Julho, apresentando menor valor médio de MAE assim como um bom equilíbrio
de previsão, não sendo esta realizada nem muito por excesso nem por défice. Por outro lado, para
os meses de Junho e Agosto, a performance do modelo diminui, apresentando-se os erros por
excesso como mais significativos (diferença positiva elevada entre MPoE e MNeE).
5.2.5.2 Análise do indicador gráfico de sharpness
Uma análise da incerteza associada ao processo de previsão pode ser elaborada segundo o
diagrama de sharpness enunciado em 4.5.5.3. Este tipo de gráfico permite um importante estudo
da incerteza média associada a cada valor da escala de produção fotovoltaica.
Figura 5.15: Representação gráfica da dispersão média da fdp para cada intervalo de produção FV.
Em primeiro lugar, de acordo com o expectável, a um aumento de produção (eixo das abcissas)
está associado um gradual incremento do valor médio dos quartis. Tal deve-se ao facto de as
previsões acompanharem a elevação da escala do valor real.
Um dos aspetos a considerar nesta representação é o facto de, para valores mais elevados de
produção, o cálculo dos valores médios dos quartis ser realizado com base num menor número
de ocorrências. Ora, como os valores mais elevados de potência produzida são atingidos em dias
maioritariamente limpos dos meses de verão (caraterizados por níveis maiores de irradiância e me-
nores variabilidades), justifica-se a diminuição da incerteza média associada a estes intervalos da
escala de produção real. De notar ainda a cauda verificada das distribuições de probabilidade para
os intervalos com registos de produção mais elevada, sendo a dispersão maior para intervalos de
previsão inferiores ao quantil 50. Uma hipótese para tal constatação passa por, para elevados valo-
res de produção, qualquer variabilidade detetada ser caraterizada por variações negativas (quebras
na produção), aumentando a incerteza representativa nessa zona.
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5.2.6 Fase 6: Introdução de variável Y(t-k)
Até este ponto as previsões eram realizadas sem nenhuma informação real disponível sobre
o dia da previsão. Por forma a avaliar o impacto da integração deste tipo de informação como
input dos modelos de previsão foram testadas seis novas variáveis com informação sobre instantes
anteriores ao momento de previsão (Y(t-k), onde k equivale a um intervalo de tempo anterior,
múltiplo de 15 minutos) nomeadamente:
• Y(t-1): informação relativa a 15 minutos anteriores ao instante de previsão.
• Y(t-2): informação relativa a 30 minutos anteriores ao instante de previsão.
• Y(t-4): informação relativa a 1 hora anterior ao instante de previsão.
• Y(t-8): informação relativa a 2 horas anteriores ao instante de previsão.
• Y(t-12): informação relativa a 3 horas anteriores ao instante de previsão.
As parametrizações de larguras de banda de cada variável meteorológica, entrada recorrente
(HR) e número de pontos de entrada utilizadas para teste mantiveram-se constantes ao longo desta
fase (tabela 5.1). A única alteração efetuada passou pela modificação do fator de calibração da
incerteza, que adquire neste caso o valor 4. Esta modificação justifica-se tendo em conta que
é integrada uma variável nova nos modelos, de caraterísticas diferentes das anteriores, pelo que
a modelização de incerteza sofre alterações, sendo necessária uma calibração diferente. Como
largura de banda ideal das novas variáveis adotou-se o valor 0,01.
Na tabela 5.14 estão apresentados os resultados da adição das variáveis Y(t-k) ao melhor mo-
delo anteriormente estipulado (modelo b) com e sem entrada recorrente (recursividade).
Tabela 5.14: Resultados da integração de variáveis Y(t-k)
Por observação da tabela 5.14, tal como seria expectável, a adição da variável Y(t-1) tem
concernentes melhorias do desempenho do melhor modelo, traduzidas por melhores valores de
indicadores numéricos de erro, sharpness e reliability. Tais constatações devem-se ao facto de
se complementar o modelo com informação mais recente sobre os valores reais de produção em
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instantes anteriores ao de previsão. À medida que o intervalo de tempo de disponibilidade do valor
real aumenta, a informação desta variável deixa de ser tão relevante e o desempenho do modelo
diminui de uma forma geral, não compensando a integração da variável Y(t-k) a partir de k=8 (2
horas anteriores), por apresentar valores de erro e incerteza significativamente piores relativamente
ao modelo b.
Curiosamente, os modelos desempenharam melhor quando não se considerou o parâmetro
de entrada recorrente. Uma hipótese para tal averiguação passa pela substituição do valor de
informação prevista autorrecursiva por valores reais deste tipo de informação Y(t-k).
Porque as variáveis utilizadas provêm de modelos de previsão meteorológica, existe sempre
um erro associado que pode ser nefasto para a previsão a muito curto prazo. Para o estudo da in-
fluência desse erro neste tipo de previsão, foi analisado o impacto da variável Y(t-k) considerando
somente como disponíveis as variáveis dia do ano (YD) e hora, adquiridas à partida e desprovidas
de erros. Resultados na tabela 5.15.
Tabela 5.15: Resultados da integração de variáveis Y(t-k) sem consideração de variáveis meteoro-
lógicas
Por análise dos resultados apresentados na tabela 5.15, verifica-se uma igual tendência de
diminuição da qualidade geral das previsões com o aumento do intervalo de tempo dos valores
disponíveis. Comparando os valores obtidos com aqueles presentes na tabela 5.14 é de notar um
melhor desempenho em termos de previsão determinística quando se consideram somente as va-
riáveis temporais e Y(t-1), Y(t-2) e Y(t-4), demonstrando assim o impacto negativo dos possíveis
erros associados à previsão meteorológica integrados na previsão determinística de muito curto
prazo.
No entanto, embora se registe uma diminuição do erro da componente determinística, é de
notar uma pior modelização da incerteza associada à previsão, traduzida por menores valores
de reliability. Assim, conclui-se que a consideração de variáveis meteorológicas, embora tenha
associado um aumento do erro de previsão, proporciona uma melhor modelização da distribuição
de probabilidade em torno do intervalo de previsão central (quantil 50). Tais constatações devem
ser consideradas caso de pretenda uma previsão com o objetivo de minimizar o erro da componente
determinística, ou de reduzir a sua incerteza associada.
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5.3 Previsão de variabilidades de produção fotovoltaica
Um dos aspetos importantes na caraterização da produção fotovoltaica são as suas variabi-
lidades. Estas são definidas por rápidas variações crescentes ou decrescentes de produção que
resultam em períodos de instabilidade do funcionamento do sistema, pondo em causa um correto
desempenho dos seus componentes e criando dificuldades ao nível da sua gestão por parte dos
operadores de sistema. Assim, desenvolvimentos ao nível de antecipação de variabilidades pro-
porcionam uma melhor coordenação ao nível de sistemas de reserva assim como maior qualidade
de informação sobre possíveis falhas de correspondência energética por parte da central durante
estes períodos de tempo.
Devido à sua elevada volatilidade, este tipo de variações quase instantâneas torna-se muito
complicado de modelizar através de ferramentas de previsão e, portanto, de antecipar com alguma
antecedência. Assim, o presente subcapítulo serve como complemento à previsão de dia seguinte
de produção fotovoltaica anteriormente estudada. Tem como objetivo averiguar se, através de uma
previsão de variabilidades associadas à produção fotovoltaica é possível explicar de uma forma
mais precisa as variações de potência associadas a diferentes períodos de tempo, anteriormente
traduzidas somente por um aumento dos níveis de incerteza associada à previsão.
De uma forma análoga ao caso anterior, é elaborado um estudo sobre o impacto dos indica-
dores desenvolvidos na previsão de variações tendo em conta diferentes intervalos de análise (15,
30 e 60 minutos) assim como uma conclusão final sobre a relevância deste tipo de previsão. Para
a previsão de variabilidades é necessária a consideração de novos targets, nomeadamente as va-
riações de potência segundo os diferentes intervalos estipulados. O seu cálculo tem por base a
equação 5.1.
V (t) = Y (t)−Y (t− i) (5.1)
Onde:
• t – Instante de tempo (em minutos, sendo um número múltiplo de 15 devido à resolução
temporal das séries de dados).
• V(t) – Variação positiva ou negativa de produção entre o instante t e t− i.
• Y(t) – Produção fotovoltaica registada no instante t.
• Y(t-i) – Produção fotovoltaica registada no instante i (i ∈ {1,2,4} representativo de 15, 30
e 60 minutos) anterior ao instante t.
O processo de escolha e validação de modelos previstos pela ferramenta NW-KDE foi nova-
mente complementado com informações relativas ao seu impacto ao nível de previsão determinís-
tica (point forecast) por redes neuronais.
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5.4 Previsão de variabilidades de 15 minutos
Tratando-se da previsão de variabilidades considerando um intervalo de análise de 15 minutos,
o novo target é calculado segundo a expressão 5.2.
V15(t) = Y (t)−Y (t−1) (5.2)
Onde t é um intervalo de tempo em incrementos de 15 minutos e i=1 representa os 15 minutos
imediatamente anteriores a cada instante para o qual é efetuado o cálculo da variabilidade.
Por se tratar de um intervalo de tempo de análise mais curto, a série de dados do valor real
apresenta uma maior resolução, sendo as variabilidades caraterizadas por uma elevada frequência
de variações de menor magnitude face a um menor número de variações de maior magnitude
(explicado no capítulo 4.2.5).
5.4.1 Fase 1: Determinação do conjunto de variáveis e parametrizações iniciais.
A largura de banda ideal de cada variável foi determinada por um processo de tentativa e erro,
estando os valores ideais para cada variável testada apresentados na tabela 5.16.
Tabela 5.16: Larguras de banda ideais para cada variável analisada nos modelos de previsão
A parametrização de variáveis cíclicas assume os valores representados na tabela 5.17
Tabela 5.17: Definição de parametrização de variáveis cíclicas para cada variável considerada.
Para o teste do impacto de cada variável, foi considerado um número de pontos de entrada
igual a 50. Este valor será passível de ajuste numa etapa seguinte.
Tabela 5.18: Modelos de previsão testados
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Tabela 5.19: Resultados de cada modelo de previsão testado.
Por observação dos resultados disponíveis na tabela 5.19 constata-se que o impacto dos in-
dicadores de variabilidade na ferramenta probabilística se traduz essencialmente numa melhor
modelização da incerteza associada (melhoria de 0,92% do indicador de reliability). Ao contrário
da previsão de produção fotovoltaica, embora se verifique um aumento do reliability do modelo
com a integração dos indicadores, é notável uma elevação do valor do indicador de sharpness as-
sociado. Posto isto, aprofundou-se para este caso a análise dos resultados obtidos, sendo feita uma
distinção do caso de estudo em dias limpos e dias com variabilidade em análise. Resultados nas
tabelas 5.20 e 5.21.
Tabela 5.20: Desempenho dos modelos perante situações de dias limpos
Tabela 5.21: Desempenho dos modelos perante situações de dias com variabilidade
Por observação das tabelas 5.20 e 5.21 são compreensíveis as manifestações anteriormente de-
monstradas pelos indicadores de reliability e de sharpness. Para dias limpos ambos os indicadores
apresentam melhorias significativas (melhoria de reliability de 9,3% perante uma diminuição do
indicador de sharpness de 3,44%), representativos de uma diminuição da dispersão probabilís-
tica perante uma maior aproximação da frequência das ocorrências reais observadas do seu valor
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ideal para cada intervalo definido da fdp. Porém, de forma similar às previsões de produção FV,
continua a existir um elevado nível de incerteza que embora melhor modelizada, não é bem repre-
sentativa de situações de dias limpos relativamente ao que se sucede nos valores reais (constatado
na figura 5.17), pelo que, perante a elevada concentração de ocorrências de casos reais observados
nos intervalos centrais da fdp (Q40, Q50, Q60), superior às respetivas frequências ideais, é com-
preensível o consequente registo de um pior índice de reliability para tais situações, explicito na
comparação entre as duas tabelas caraterizadoras de dias limpos e de variabilidades.
Pelo contrário, para dias com muita variabilidade verifica-se uma ligeira diminuição gradual
dos valores de reliability perante um aumento dos valores de sharpness. Uma hipótese para tal
constatação é conseguida através da análise de alguns dias representativos a nível gráfico (figuras
5.16 e 5.17), onde se nota claramente uma melhor distinção da magnitude das variações para
o modelo 3 face à capacidade preditiva do modelo 1. Ora, tratando-se esta uma previsão de
variações quase instantâneas de considerável magnitude, para que a sua modelização seja melhor
conseguida pelas distribuições de probabilidade, é necessário um inevitável aumento da densidade
probabilística em períodos de tempo caraterizados por variações mais elevadas do valor real, tendo
como consequência um aumento médio do indicador de sharpness.
Por outro lado, a ligeira redução dos valores de reliability prende-se com a hipótese de, em-
bora graficamente se demonstrar uma clara melhoria na definição probabilística de variações de
maior magnitude, quer positivas quer negativas, esta não coincide em certos pontos com os va-
lores reais, situando-se por vezes adiantada um time step de 15 minutos ou mesmo apresentando
falhas oriundas de defeitos nas previsões meteorológicas ao longo da malha meteorológica espa-
cial, como se pode notar no terceiro dia em análise. A previsão com recurso ao modelo 1, embora
não permita uma correta modelização da magnitude das variabilidades mais elevadas, apresenta
um caráter mais conservativo, conseguindo uma representação de todas as menores variabilidades,
embora não muito explicativa da sua magnitude. Nas figuras 5.16 e 5.17 encontram-se representa-
dos cinco dias bem explicativos de todos os tipos de situações descritas anteriormente. Dias 7 de
Janeiro, 4 de Fevereiro, 4, 11 e 22 de Março.
Figura 5.16: Desempenho do modelo 1 em situações de muita e pouca variabilidade.
5.4 Previsão de variabilidades de 15 minutos 97
Figura 5.17: Desempenho do modelo 3 em situações de muita e pouca variabilidade.
Posto isto, a melhoria global do nível de reliability deve-se essencialmente a uma melhor
modelização dos dias limpos onde se nota uma clara diminuição da incerteza associada à previsão.
Consolidando a informação recolhida, a escolha do melhor modelo recaiu sobre o modelo
3 pois, embora apresente um ligeiro aumento do erro absoluto médio, demonstra uma melhor
modelização da incerteza representativa numérica e graficamente. Já a integração do indicador
espacial σ _ s _ Nuvens demonstrou pouca relevância em todos os indicadores de qualidade de
previsão estipulados, pelo que foi desconsiderada.
Por análise da figura 5.16 constata-se ainda que, embora muitas das menores variabilidades
sejam previstas pelos intervalos de previsão definidos, regista-se uma dificuldade do modelo na
previsão de variações de elevada magnitude, para as quais é clara uma melhor correspondência
probabilística após a introdução dos indicadores de variabilidade desenvolvidos. Uma hipótese
para este tipo de melhorias deve-se ao caráter menos suavizado das variáveis explicativas de vari-
abilidade (σ2_ t _ Irrad1 e σ _ s _ Irrad) quando comparado com a variável de irradiância pelo
que, ao longo do processo de previsão, situações de maior variabilidade são acentuadas.
Um dos aspetos a retirar desta análise passa pela importância da qualidade de previsões mete-
orológicas quando se trata de previsões de variabilidades pois, apesar de claro o efeito gráfico da
implementação dos indicadores ao nível de uma melhor modelização da magnitude das variações
para grande parte dos casos, nem sempre esta é bem conseguida.
Uma comparação entre os diagramas de reliability dos dois modelos em estudo demonstra
as conclusões tratadas até este ponto. Assim, embora se verifique uma melhor distribuição das
ocorrências pelos intervalos de probabilidades definidos, existe um ligeiro aumento do número de
casos reais que se situam fora da distribuição de probabilidade, aumentando a diferença face à
frequência ideal (0%) o que amortiza o efeito médio das restantes melhorias implementadas.
Da observação do diagrama de reliability da figura 5.18 constata-se ainda uma elevada frequên-
cia de ocorrências nos intervalos centrais da fdp que se deve à incorreta (embora melhor conse-
guida após introdução dos indicadores) modelização da incerteza para dias limpos. Uma hipótese
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para este tipo de situações passa pela existência de casos históricos de dias maioritariamente lim-
pos para os quais surgem algumas variabilidades pontuais (implicando um aumento dos indicado-
res como referido em 4.4), induzindo um aumento da incerteza em casos de dias completamente
limpos.
Figura 5.18: Representação gráfica dos diagramas de reliability do modelo 1 e 3.
5.4.2 Fase 2: Parametrização da entrada recorrente e reajuste do no de pontos
Analogamente à fase 2 da previsão de produção fotovoltaica, nesta etapa é testada a introdução
do parâmetro de entrada recorrente, seguida de um reajuste do número de pontos de entrada. A
largura de banda escolhida para o parâmetro recursivo (HR) foi de 19 . Resultados na tabela 5.22.
Tabela 5.22: Desempenho do modelo após introdução do parâmetro de entrada recorrente
Comprovando novamente o efeito benéfico da utilização deste parâmetro ao nível de desem-
penho da previsão, verificam-se pela tabela 5.22 melhorias ao nível de reliability, sharpness e erro
da componente determinística do melhor modelo. Manteve-se, portanto, a atual parametrização
ativa para efeitos de otimização do modelo de previsão.
De seguida testou-se a hipótese de reajuste no número de pontos de entrada, por forma a
verificar se um valor diferente daquele utilizado no processo de teste de variáveis influenciaria a
performance do modelo de previsão. Análise disponível na tabela 5.23.
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Tabela 5.23: Reajuste do número de pontos de entrada do modelo.
Contrariamente ao caso de previsão de produção FV, apresentou-se como necessário um re-
ajuste do número de pontos de entrada da ferramenta pois uma parametrização com 60 pontos
demonstra melhores índices de incerteza perante um semelhante valor de MAE. Como tal, o valor
do parâmetro do número de pontos de entrada foi alterado para 60.
Na figura 5.19 encontram-se apresentadas as melhorias implementadas nesta fase.
Figura 5.19: Desempenho do modelo 3 com reajuste de número de pontos e adição de entrada
recorrente.
5.4.3 Fase 3: Parametrização do fator multiplicativo de alfa (α) e beta (β )
Nesta etapa procedeu-se à calibração da incerteza associada à previsão. Para isso testaram-se
três diferentes parâmetros do fator de calibração dos parâmetros alfa (α) e beta (β ) que dão forma
à distribuição de probabilidade (tabela 5.24).
Tabela 5.24: Análise da influência do parâmetro de fator de calibração no modelo de previsão.
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Destaca-se novamente a importância deste tipo de parâmetro no que toca a melhorias na mode-
lização de incerteza, sendo clara a diferença entre o fator multiplicativo 1 e 2 (aumento de 15,5%
do indicador de reliability e diminuição de 5,35% do indicador de sharpness).
Por melhorar significativamente a modelização da incerteza do modelo, considerou-se como
fator ideal o parâmetro 2. Um estudo mais completo do impacto do ajuste efetuado está apresen-
tado nos diagramas da figura 5.20.
Figura 5.20: Comparação de diagramas de reliability com os diferentes fatores testados.
Por observação dos diagramas verifica-se que, como expectável, a um aumento dos fatores de
forma da distribuição (α e β ) está associada uma redução da dispersão da fdp, conseguindo-se uma
melhor distribuição de ocorrências nos intervalos centrais, consequente de um aprimoramento na
modelização de incerteza em dias limpos. No entanto, perante a utilização de um fator muito ele-
vado embora se consiga uma maior aproximação às frequências ideais para os intervalos centrais
da distribuição de probabilidade, a concentração de pontos nos extremos (Q1-Q10 e Q90-Q99)
aumenta excessivamente, piorando em termos médios a reliability do modelo de previsão. Da
análise do diagrama e informação disponível na tabela 5.26 torna-se claro o efeito da aplicação
deste fator numa melhor modelização da incerteza na previsão de dias limpos, como é constatável
pela observação conjunta do quarto dia em análise do gráfico da figura 5.21.
Na tabela 5.25 encontra-se disponível a uma consolidação dos resultados, ficando definido o
modelo final.
Tabela 5.25: Consolidação dos resultados da Fase 3. Atribuição de nova designação para modelo
final.
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É mais uma vez notável a importância desta etapa de parametrização, sendo os valores de
reliability e sharpness dependentes de um correto fator de calibração. No entanto, há que ter
cuidado na escolha deste valor, porque uma calibração excessiva (muito detalhe a nível decimal
do fator multiplicativo) pode induzir uma situação de overfitting do modelo, não se encontrando
um parâmetro capaz de desempenhar da mesma forma com conjuntos de treino e teste diferentes.
Uma representação gráfica da performance do modelo b pode ser observada na figura 5.21.
Comparativamente ao gráfico da figura 5.19 verifica-se uma clara diminuição da incerteza do
modelo, sendo esta mais acentuada para casos de dias limpos (quarto dia exemplo do gráfico) ou
períodos de variabilidades de baixa magnitude.
Figura 5.21: Desempenho do modelo b perante situações de muita e pouca variabilidade.
Por forma a complementar os resultados da tabela 5.25, nas tabelas 5.26 e 5.27 é analisada a
performance do modelo b perante situações de dias limpos e com variabilidade respetivamente.
Tabela 5.26: Desempenho do modelo de previsão após otimização. Previsão de dias limpos.
Tabela 5.27: Desempenho do modelo de previsão após otimização. Previsão de dias com variabi-
lidade.
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Do estudo das tabelas, e de acordo com os resultados obtidos anteriormente, são notáveis as
melhorias que esta parametrização permite no que toca à modelização da incerteza global das
previsões. Embora se consiga uma melhor qualidade de previsão para dias com variabilidade
(melhorias de reliability e sharpness de 4,12% e 7%) a diferença mais significativa apresenta-se na
previsão de dias limpos (melhorias de reliability e sharpness de 37.19% e 3,52% respetivamente),
confirmando os efeitos verificados no diagrama de reliability da figura 5.20.
5.4.3.1 Comparação entre metodologias de previsão
Uma análise da componente determinística de previsão dos melhores modelos das duas meto-
dologias utilizadas encontra-se disponível na figura 5.22.
Figura 5.22: Comparação de metodologias na previsão de dias com muita e pouca variabilidade.
Por análise da figura 5.22 constata-se um certo grau de semelhança entre o desempenho de am-
bas as ferramentas. Embora através da metodologia NW-KDE se consigam prever alguns valores
de pico (1o dia de análise), esta denota uma sensibilidade maior a situações de erros meteorológi-
cos, antecipando por vezes variações de produção que não existem (como nas 12h15 do terceiro
dia em análise). A previsão por ensemble de redes neuronais, por apresentar um caráter mais sua-
vizado ao longo de todos os dias, detém uma maior proximidade com vários pontos reais e, embora
não permita uma previsão de variações de maior magnitude, também não erra perante situações de
previsão de variabilidades que não existem no valor real.
5.4.4 Fase 4: Teste da robustez do modelo
Nesta fase é testada a robustez do melhor modelo (tabela 5.28). Para isso utilizaram-se dados
relativos aos dois diferentes conjuntos de treino e teste, sendo o target do dia 1 atualizado para a
previsão de variabilidades de 15 minutos segundo a expressão 5.2.
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Tabela 5.28: Comparação da performance do modelo com conjuntos de treino e teste diferentes.
A componente que apresenta uma maior discrepância é o indicador numérico de reliability,
dotado de um melhor resultado para o conjunto de dados relativo ao dia 3 de cada semana ao
longo do ano. Esta diferença é justificada pelas diferentes caraterísticas de ambos os conjuntos,
mais acentuada considerando que agora se trata de uma previsão de variabilidades, de caráter mais
instável que a de produção fotovoltaica. Porque os indicadores de erro, mesmo perante diferentes
conjuntos de treino e teste, demonstram um certo grau de similaridade, considerou-se um bom
desempenho do modelo desenvolvido estipulando-se como ideal a parametrização até este ponto
definida.
5.4.5 Fase 5: Análise da performance do melhor modelo
Nesta fase é elaborada uma análise do erro da componente de previsão determinística, assim
como um estudo da incerteza associada ao melhor modelo definido (modelo b).
5.4.5.1 Análise do erro de previsão
De forma análoga ao tratamento de informação feito para a previsão de produção fotovoltaica,
nesta etapa é analisado o erro da série de valores previstos pelo melhor modelo. Posto isto, no
histograma da figura 5.23 estão expostos os resultados para efeito.
Figura 5.23: Histograma de erro da série de valores previstos pelo modelo b.
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O eixo das abcissas do histograma apresenta como limites máximo e mínimo os valores -65% e
65%, relativos à percentagem de erro (positivo ou negativo) relativa à potência nominal da central
FV. Como o maior erro absoluto registado foi de 0,65, este intervalo mostrou-se como melhor
explicativo para o estudo do erro do modelo de previsão. Posto isto, o eixo encontra-se distribuído
em 20 bins, isto é, 20 intervalos representativos iguais com incremento de 6,5% para os quais são
calculadas as frequências dos respetivos valores de erro associados (no de casos no intervalo / no
total de casos) no eixo das ordenadas.
Da observação do histograma do erro (figura 5.23) infere-se que a maioria do erro está con-
centrado entre o intervalo de [-7%; 7%], perfazendo um respetivo valor de 76,89% dos casos.
Isto significa que, dos 2523 casos previstos, 1940 apresentam um erro relativamente baixo, o
que demonstra uma boa precisão do modelo. Ao longo da série calculada, 50,73% das previsões
apresentam erros positivos e 49,27% detêm valor negativo, pelo que o modelo em termos globais
demonstra à partida um equilíbrio entre o número de ocorrências de previsão por excesso e por
défice.
Uma análise da variação do erro ao longo das diferentes horas de produção pode ser consultada
na figura 5.24 .
Figura 5.24: Histograma de valores médios do erro médio absoluto por hora: Modelo b.
De forma similar ao caso de estudo anterior, verifica-se uma elevação dos valores de erro con-
soante o aumento dos níveis de irradiância. Uma hipótese para esta observação passa por, durante
períodos de maior índice de radiação solar, perante inesperados eventos meteorológicos (como a
passagem de uma nuvem) surgirem quebras acentuadas dos níveis de produção, que apresentam
como consequência variações de elevada magnitude e de dificuldade extrema de previsão por parte
da componente determinística disponível na ferramenta NW-KDE.
Uma analise melhor explicativa da performance preditiva do modelo ao longo dos valores da
escala de produção é conseguida através da análise da variação do erro médio ao longo da escala
de variabilidades reais (gráfico da figura 5.25). Para este caso, os valores do eixo das abcissas
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encontram-se no intervalo de [-50%; 50%], percentagens relativas a variações de -50% ou 50%
do valor da potência nominal da central. Este mostrou ser o intervalo mais representativo, por ser
aquele onde se encontram concentradas o maior número de variabilidades.
Figura 5.25: Variação do erro de previsão ao longo da escala dos valores da magnitude das varia-
bilidades de 15 minutos.
Tabela 5.29: Consolidação dos valores médios de MAE, MPoE e MNeE.
Atentando no gráfico da figura 5.25 é notável uma diminuição do erro médio absoluto (MAE,
traçado a negro) desde os extremos até ao ponto central. Desta observação conclui-se que o de-
sempenho do modelo piora perante o aumento da magnitude das variabilidades, tendo associado
um erro médio da ordem de 45% aos casos extremos. Perante situações de pouca variabilidade,
o modelo desempenha otimamente, refletindo-se em valores mínimos de erro para variações de
baixa magnitude. De notar que a maioria das ocorrências reais se situa entre o intervalo de [-
5%;5%] pelo que, consoante a elevação da magnitude das variabilidades, o valor de erro médio é
calculado com base num menor número de casos. Desta forma justifica-se o baixo impacto destes
no MAE geral de 4,9%.
Uma análise das componentes MPoE e MNeE permite averiguar o comportamento do valor
médio dos erros positivos e negativos ao longo da escala de variabilidades reais. Como se pode
constatar pela observação gráfica, a variabilidades negativas inferiores a -10% estão associados
somente valores de MPoE, mostrando que a previsão determinística para esses casos é sempre
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realizada por excesso. Tal é compreensível pelas observações gráficas do desempenho do modelo
perante os 5 dias analisados anteriormente (figura 5.21 ou 5.22). Pelo contrário, para variabilidades
positivas superiores a 15%, as previsões são realizadas exclusivamente por défice, situando-se
sempre os valores previstos abaixo do valor real. Por sua vez, por análise da tabela 5.29 infere-se
que os valores de erro negativo são em média ligeiramente superiores aos de erros positivos.
Desta forma é mais uma vez demonstrada a incapacidade que este tipo de ferramenta apresenta
perante a previsão de rápidas variabilidades positivas ou negativas de elevada magnitude para os
quais o valor previsto se situa geralmente aquém do valor real.
Um estudo do erro médio mensal encontra-se disponível no gráfico da figura 5.26. Assim,
para os meses de Fevereiro, Setembro e Novembro o modelo detém uma performance menos con-
seguida (MAE de 7%, 6% e 8% respetivamente). Para os meses de Janeiro, Março e Dezembro,
o modelo apresenta os melhores índices de desempenho (MAE de 4%, 4% e 3% respetivamente).
Estabelecendo uma relação com a tabela 4.2 verifica-se que os meses de Fevereiro e Novembro
são caraterizados por variabilidades de elevada magnitude, pelo que se justifica a dificuldade de
previsão do modelo. Contrariamente, os meses de Janeiro, Março e Dezembro, apresentam uma
menor frequência de variações de menor magnitude tornando menos errático o processo de previ-
são para essas situações. No geral é conseguido um bom equilíbrio entre as componentes MPoE
e MNeE para todos os meses, sendo a discrepância maior para os meses de Setembro (maior erro
médio negativo) e Novembro (maior erro médio positivo).
Figura 5.26: Performance do modelo b para cada mês do conjunto de teste.
5.4.5.2 Análise do indicador gráfico de sharpness
Um estudo coerente da modelização de incerteza por parte do modelo de previsão é conseguido
com recurso ao diagrama de sharpness. Neste caso é analisada a variação do valor médio do
mínimo e máximo da distribuição de probabilidades e respetivos quartis 25, 50 e 75, ao longo da
escala da magnitude das variabilidades (anteriormente explicada).
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Figura 5.27: Representação gráfica da dispersão média da fdp para cada intervalo da escala de
variabilidades de 15 minutos.
Da observação do gráfico, constata-se uma diminuição (em módulo) do valor médio dos quartis
para os valores centrais do eixo, correspondentes às pequenas variações de produção fotovoltaica.
Isto representa que, perante situações de pouca variabilidade (céu limpo ou completamente nu-
blado) a dispersão da distribuição é baixa, representativa de uma menor incerteza. Naturalmente,
acompanhando o aumento da magnitude das variações é verificada uma elevação da incerteza as-
sociada, traduzida por um incremento do nível médio (em módulo) dos quantis e do limite máximo
e mínimo das funções de densidade de probabilidade. Este tipo de situações é bem caraterizada
pelos gráficos dos modelos anteriormente definidos (5.21) onde se nota que situações de variações
de elevada magnitude são correspondidas por um aumento da dispersão probabilística e incer-
teza representativa nos respetivos instantes. Porque somente variabilidades pequenas são previstas
deterministicamente, as variações do quantil 50 são mínimas, verificando-se para a maioria das
ocorrências uma aproximação ao valor central do eixo das ordenadas (0%).
5.5 Previsão de variabilidades de 30 minutos
Tratando-se de uma previsão de variabilidades de 30 minutos, o target para o presente caso é
calculado segundo a expressão 5.3
V30(t) = Y (t)−Y (t−2) (5.3)
Onde t é um intervalo de tempo em incrementos de 15 minutos e i=2 representa os 30 minutos
imediatamente anteriores a cada instante para o qual é efetuado o cálculo da variabilidade.
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Será analisado o impacto dos indicadores desenvolvidos na previsão deste tipo de variabili-
dades que, por se tratar de um intervalo de análise maior que o de 15 minutos, no geral detém
uma frequência mais elevada de variações de maior magnitude acompanhado por uma redução na
frequência de variabilidades de menor magnitude.
5.5.1 Fase 1: Determinação do conjunto de variáveis e parametrizações iniciais.
As larguras de banda ideais para cada variável encontram-se representadas na tabela 5.30. Por
sua vez a parametrização de variáveis cíclicas é igual à do caso anterior (hora considerada cíclica).
Tabela 5.30: Larguras de banda ideais para cada variável analisada nos modelos de previsão
O número de pontos de entrada inicialmente estabelecido para teste de cada variável foi de 50.
Este valor é passível de reajuste futuro.
Tabela 5.31: Modelos de previsão testados.
Tabela 5.32: Resultados de cada modelo de previsão testado.
Da observação da tabela 5.32, é percetível que os indicadores que apresentam como base cons-
trutiva valores de irradiância demonstram melhor desempenho em relação ao indicador espacial
de índice de nuvens (σ _ s _ Nuvens). O modelo 3 demonstra o melhor desempenho geral ao nível
de previsão probabilística, pelo que as variáveis adicionadas até esse ponto, embora evidenciem
um ligeiro aumento do erro de previsão, contribuem de forma positiva quanto à modelização geral
da incerteza, esta traduzida essencialmente por um melhor índice de reliability.
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Por forma a complementar a análise estabelecida na tabela 5.32, avaliou-se a performance de
todos os modelos perante situações constituídas exclusivamente por dias limpos ou com variabili-
dade. Resultados nas tabelas 5.33 e 5.34.
Tabela 5.33: Desempenho dos modelos perante situações de dias limpos.
Tabela 5.34: Desempenho dos modelos perante situações de dias com variabilidade
Da observação das tabelas é possível inferir que a integração dos indicadores se revela essen-
cialmente num melhor desempenho ao nível da modelização da incerteza para dias limpos. Este é
traduzido por um aumento do reliability dos modelos, acompanhado por uma diminuição do seu
indicador numérico de sharpness. Tal pode ser comprovado pelo efeito gráfico do quarto dia em
análise nas figuras 5.28 e 5.29, onde se notam melhorias ao nível de redução da incerteza associada
a esse tipo de situações.
Quanto à previsão de situações de variabilidade, o modelo apresenta um decréscimo gradual ao
nível de performance, no entanto, perante a observação gráfica das figuras 5.28 e 5.29 assim como
dos restantes valores analisados, aparentemente o modelo desempenha melhor. Uma conjetura
para tais situações já foi definida para o caso anterior pelo que, embora seja possível uma me-
lhor distinção da magnitude das variabilidades positivas ou negativas, erros ou ligeiras diferenças
temporais no cálculo de nuvens das previsões meteorológicas apresentam como consequência um
ligeiro time step de avanço ou atraso relativamente ao valor real, não detetável pelo olho humano,
mas descrito pelos valores de reliability.
Similarmente aos casos anteriores, verifica-se uma discrepância elevada entre os valores de
reliability para situações de dias limpos e de variabilidade. As diferenças entre os valores de
reliability representados nas duas tabelas deve-se à questão da modelização da incerteza que, em-
bora melhor conseguida após a integração dos indicadores, continua a apresentar valores muito
elevados perante situações de dias limpos, não sendo bem representativa do valor real.
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Existem ainda situações onde são previstas de forma incorreta variações de elevada magnitude
(como exemplo para o terceiro dia da figura 5.29 entre as 12h e as 13h45), fruto de defeitos ao
nível das previsões conseguidas ao longo da malha meteorológica, que induzem por vezes um
certo grau de erro na variável espacial (σ _ s _ Irrad). O aumento do sharpness registado deve-se,
como no caso anterior, à necessidade de uma maior distribuição probabilística para cada instante
de tempo por forma a conseguir modelizar de uma forma mais correta a dimensão das variações
existentes, que se apresenta mais eficaz no modelo 3 como é possível verificar pela observação das
figuras 5.28 e 5.29.
Figura 5.28: Desempenho do modelo 1 em situações de muita e pouca variabilidade.
Figura 5.29: Desempenho do modelo 3 em situações de muita e pouca variabilidade.
Por comparação entre o melhor modelo de cada metodologia, verifica-se um melhor desempe-
nho ao nível de previsão por redes neuronais, traduzido por um menor valor numérico de erro de
previsão. Porém, este não é representativo da qualidade da previsão, que denota um caráter muito
suavizado (comparação gráfica disponível na fase 3). De acordo com as conclusões obtidas para as
previsões de variabilidades de 15 minutos, constata-se um claro efeito dos indicadores que apre-
sentam como vantagem essencialmente uma melhor previsão da magnitude das variações. Mesmo
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que esta não seja conseguida, por vezes, no exato intervalo de tempo, é melhor representativa
da magnitude de possíveis variações que possam surgir em intervalos de tempo de 30 minutos,
quando comparada com o caráter mais conservador do modelo com as variáveis hora e irrad1,
através do qual, embora se consigam prever todas as variabilidades de pequena magnitude, não
permite uma boa distinção entre diferentes tipos de variações.
Quando comparados os resultados entre as previsões de variabilidades de 15 e 30 minutos
é notável um aumento do erro médio de previsão determinística. Uma possibilidade para esta
averiguação passa pelas caraterísticas das variações ao longo da série do valor real e os problemas
que a ferramenta demonstra na modelização de picos. Ora, sendo as variabilidades de 30 minutos
caraterizadas por variações de maior magnitude é compreensível um aumento do erro de previsão
determinística perante a sua incapacidade preditiva de variações mais elevadas. Na figura 5.30
está apresentada uma comparação entre os diagramas de reliability dos dois modelos em análise.
Figura 5.30: Representação gráfica dos diagramas de reliability do modelo 1 e 3
Da análise dos diagramas de reliability verifica-se, de forma similar ao caso anterior, uma
maior frequência de valores previstos nos intervalos centrais da fdp. Tal deve-se à incorreta mo-
delização da incerteza para situações de dias limpos, apresentando a distribuição uma dispersão
muito elevada (caraterizada por um excesso de ocorrências previstas nos intervalos centrais, pe-
rante uma frequência baixa de ocorrências nos intervalos dos extremos). No geral, após a intro-
dução dos indicadores verifica-se uma melhor distribuição das ocorrências para cada intervalo de
probabilidade definido, no entanto, o aumento de casos não contidos nas previsões implica um
pior valor de reliability (diagrama na figura 5.30). Estes são os casos oriundos de certos erros de
previsões meteorológicas e ligeiros time steps de diferença na previsão das variações. A forma
overdispersed (ver 4.5.5.1) apresentada no diagrama sugere que este é passível de ajuste através
de um aumento dos fatores alfa (α) e beta (β ) que dão forma à distribuição Beta.
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5.5.2 Fase 2: Parametrização da entrada recorrente e reajuste do no de pontos
Nesta fase será analisado o impacto da integração do parâmetro de entrada recorrente, assim
como a possibilidade de reajuste do número de pontos de entrada da ferramenta para o melhor
modelo considerado. Os efeitos da introdução do parâmetro de entrada recorrente encontram-se
descritos na tabela 5.35.
Tabela 5.35: Desempenho do modelo após introdução do parâmetro de entrada recorrente.
Como se pode conjeturar pela consulta da tabela 5.35, a integração deste parâmetro revela
mais uma vez a sua importância, que se traduz por um melhor índice de reliability face a uma
diminuição do valor de sharpness. De seguida testou-se a hipótese de um possível reajuste do
número de pontos de entrada da ferramenta, encontrando-se os resultados representados na tabela
5.36.
Tabela 5.36: Reajuste do número de pontos de entrada do modelo.
Novamente foi necessário um reajuste do número de pontos, passando a ser considerados 60
pontos como valor ideal. Na figura 5.31 encontram-se representadas as melhorias implementadas
nesta fase.
Figura 5.31: Desempenho do modelo 3 após parametrização de no de pontos e entrada recorrente.
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Esta etapa de parametrização e otimização do modelo permitiu essencialmente uma melhoria
ao nível de representação de períodos de menor variabilidade, verificando-se uma redução da
incerteza associada. Por sua vez, a previsão de variabilidades apresenta da mesma forma uma
aceitável capacidade de modelização das variações do real.
5.5.3 Fase 3: Parametrização do fator multiplicativo de alfa (α) e beta (β )
Na presente etapa é descrito o teste das diferentes parametrizações do fator de calibração
dos parâmetros de forma (alfa e beta) da fdp Beta assim como respetivas conclusões sobre a sua
introdução.
Por observação da tabela 5.37 conclui-se que o fator 2 é o indicado na medida em que a sua
introdução é acompanhada por uma ligeira redução do valor de MAE, acompanhada por melhores
índices de sharpness e reliability. Desta forma, considerou-se esta parametrização para efeitos de
modelo final.
Tabela 5.37: Análise da influência do parâmetro de fator de calibração no modelo de previsão.
Nos diagramas de reliability representados na figura 5.32 são apresentadas graficamente as
conclusões analisadas na tabela 5.37.
Figura 5.32: Comparação de diagramas de reliability com os diferentes fatores testados.
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De acordo com as expectativas, com a parametrização do fator de calibração multiplicativo
de alfa (α) e beta (β ), consegue-se uma redução da dispersão da fdp, o que por sua vez permite
uma melhor distribuição da elevada frequência de ocorrências nos intervalos centrais. Deste ajuste
resulta uma diminuição da incerteza a um nível geral, sendo conseguida essencialmente uma mais
precisa modelização em situações de dias limpos, a confirmar de seguida.
De forma similar aos casos de previsão anteriormente estudados, valores elevados deste pa-
râmetro não implicam uma melhor performance do modelo, proporcionando situações de dis-
persão muito reduzida (underdispersed), sendo detetados menos valores nos intervalos centrais
e registando-se um aumento de ocorrências previstas pelos intervalos extremos (Q1-Q10 e Q90-
Q99). Assim, o valor 2 mostrou-se como ideal para este parâmetro, na medida em que estabelece
um equilíbrio na distribuição das ocorrências pelos intervalos da fdp definidos, aproximando-as
em média do seu valor ideal e consequentemente aumentando o reliability do modelo de previsão.
Uma consolidação das alterações e atribuição de nova identificação para o modelo encontra-se
disponível na tabela 5.38.
Tabela 5.38: Consolidação dos resultados da Fase 3. Atribuição de nova designação para modelo
final.
Na figura 5.33 é possível analisar representação gráfica de alguns dos dias do conjunto de
previsões efetuadas. O aumento de reliability verificado tem como causa uma redução da incer-
teza ao longo de todos os dias previstos, sendo mais significativa em períodos de dias limpos (4o
representado graficamente).
Figura 5.33: Desempenho do melhor b em situações de muita e pouca variabilidade.
De forma análoga ao caso anterior, estabeleceu-se uma análise comparativa entre o modelo b
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e o modelo 3 para situações de dias limpos ou com variabilidade. Resultados nas tabelas 5.39 e
5.40.
Tabela 5.39: Desempenho do modelo de previsão após otimização. Previsão de dias limpos.
Tabela 5.40: Desempenho do modelo de previsão após otimização. Previsão de dias com variabi-
lidade.
Do estudo das tabelas verificam-se claras melhorias, principalmente ao nível da modelização
da incerteza, sendo estas mais significativas para dias limpos (melhorias de reliability e sharp-
ness de 17,55% e 4,7% respetivamente). Confirmam-se assim os benefícios em termos gerais da
performance do modelo perante as ultimas parametrizações efetuadas.
5.5.3.1 Comparação entre metodologias de previsão
Uma comparação entre as previsões de ambas as metodologias utilizadas pode ser consultada
no gráfico da figura 5.34.
Figura 5.34: Comparação de metodologias na previsão de dias com muita e pouca variabilidade
Continua a verificar-se uma maior suavização de valores por parte das redes neuronais. Uma
atenção para o facto de se tratarem de variações rápidas de elevada magnitude (resolução temporal
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das séries de 15 minutos) pelo que ambas as ferramentas revelam uma clara dificuldade na previsão
das variações mais significativas de produção.
5.5.4 Fase 4: Teste da robustez do modelo
Nesta fase é averiguado o desempenho do modelo b perante diferentes conjuntos de treino e
teste por forma a testar a sua robustez preditiva. Análise disponível na tabela 5.41.
Tabela 5.41: Comparação da performance do modelo com conjuntos de treino e teste diferentes.
Comprovando uma boa parametrização do melhor modelo, verifica-se uma aproximação de
todos os índices numéricos calculados. A diferença entre os dois casos de 2,78% dos valores
de reliability deve-se essencialmente às diferentes caraterísticas entre os conjuntos já enunciadas
anteriormente pelo que se considerou como normal e aceitável.
5.5.5 Fase 5: Análise da performance do melhor modelo
5.5.5.1 Análise do erro de previsão
Numa fase inicial, a análise da componente determinística da previsão passou pelo estudo do
seu histograma de erro de previsão, representado na figura 5.35.
Figura 5.35: Histograma de erro da série de valores previstos pelo modelo b.
5.5 Previsão de variabilidades de 30 minutos 117
A escolha do valor mínimo (-75%) e máximo (75%) do eixo das abcissas do gráfico tem
por base o maior erro absoluto encontrado, neste caso de 0,75. Assim, o eixo das abcissas é
composto por 20 intervalos percentuais de incremento de 7,5%, representativos do erro da previsão
relativizado à potência nominal da central FV.
Por observação do histograma anterior em conjunto com a análise dos resultados é percetível
que a maioria dos valores de erro assume um valor na ordem dos [-8%; 8%], perfazendo um to-
tal de 72,61% dos casos. Assim se conclui que, dos 2523 casos constituintes da série de valores
previstos, 1832 apresentam um erro relativamente baixo. Um estudo geral do número de ocorrên-
cias de previsão por excesso ou défice revela que, do número total de casos, 49,82% apresentam
um erro positivo (previsão por excesso) 50,18% denotam um erro negativo (previsão por défice),
apresentando o histograma no geral uma boa simetria em torno do valor 0%.
Por forma a complementar a análise estabelecida, elaborou-se um estudo da variação do erro
médio absoluto por hora. Resultados no histograma da figura 5.36.
Figura 5.36: Histograma de valores médios do erro médio absoluto por hora: Modelo b
Da análise do histograma da figura 5.36 constatam-se maiores índices de erro para os perío-
dos de maiores níveis de irradiância. Esta conclusão é análoga às do caso de variabilidades de
15 minutos e deve-se à maior magnitude de variabilidades verificadas nestes períodos de tempo,
consequentes de eventos meteorológicos espontâneos conducentes a variações elevadas de difícil
caraterização por parte da componente determinística da previsão. Um aspeto a notar é a elevação
geral do erro médio horário quando comparado com o das variabilidades de 15 minutos, que se
deve em parte ao aumento geral da magnitude das variações registado perante um maior intervalo
de análise.
No gráfico da figura 5.37 encontra-se apresentado o comportamento médio do erro da previsão
perante a escala do valor real.
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Figura 5.37: Variação do erro de previsão ao longo da escala dos valores da magnitude das varia-
bilidades de 30 minutos.
Tabela 5.42: Consolidação dos valores médios de MAE, MPoE e MNeE.
Novamente, percebe-se pela observação gráfica que ao aumento da magnitude de variabili-
dade está associada uma elevação do erro médio absoluto (MAE) da componente determinística.
Nisto, similarmente ao caso de variabilidades de 15 minutos, para variações inferiores a -10% da
potência nominal, estão associados somente valores de MPoE, representando que para esses casos
a previsão é exclusivamente realizada por excesso. Contrariamente, para variações positivas su-
periores a 15% de Pn verificam-se unicamente valores de MNeE, revelando que a previsão é feita
exclusivamente por défice, ficando sempre aquém dos valores reais. Uma nota para o facto de, por
se verificar um maior número de ocorrências para valores mais próximos de 0%, mesmo perante
erros elevados nos extremos (na ordem dos 45%) o balanço geral do erro médio absoluto é de
6,7%.
Por análise da tabela 5.42 infere-se que, em média, o valor dos erros negativos é ligeiramente
superior ao valor dos erros positivos, sendo a diferença de 0,1%.
Uma análise da média de erro e respetivas componentes registadas para cada mês está dispo-
nível no gráfico da figura 5.38. Nisto, o modelo demonstra melhor performance para os meses de
Janeiro, Março e Dezembro, com erro médio absoluto (MAE) na ordem dos 5%, e um equilíbrio
entre previsão por excesso e défice. Por outro lado, os meses de Fevereiro, Setembro e Novembro
apresentam mais uma vez uma maior elevação de erro, com respetivo MAE de 9%, 9% e 10%
respetivamente.
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Figura 5.38: Performance do modelo b para cada mês do conjunto de teste.
5.5.5.2 Análise do indicador gráfico de sharpness
Por análise do diagrama de sharpness do melhor modelo (figura 5.39), constata-se que a vari-
ações de produção de maior magnitude está associado um aumento (em módulo) do valor médios
dos quartis considerados, representativo de uma maior dispersão probabilística associada a esses
respetivos valores da escala do real. Tal facto reflete as conclusões gráficas apresentadas anteri-
ormente (figuras 5.29, 5.31 e 5.33) através das quais se verifica que a modelização da incerteza
para situações de variações de maior magnitude é conseguida com um aumento da dispersão pro-
babilística, justificando o maior nível médio dos quartis para valores mais elevados da escala de
variabilidades.
Figura 5.39: Representação gráfica da dispersão média da fdp para cada intervalo da escala de
variabilidades de 30 minutos.
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Já para variabilidades de pequena escala (centro do eixo das abcissas), o modelo demonstra
uma redução da incerteza associada, verificando-se assim uma boa modelização para cada tipo de
situação. Comparativamente com o caso anterior, verifica-se que a média dos quartis ao longo da
escala assume valores mais elevados, o que é normal tendo em conta que se tratam de variabili-
dades de maior magnitude, para as quais a aproximação probabilística só é conseguida com uma
dispersão mais significativa.
5.6 Previsão de variabilidades de 60 minutos
Mudando o intervalo de tempo de análise de variabilidades, é necessária uma modificação dos
valores do target. Para este caso tem-se:
V60(t) = Y (t)−Y (t−4) (5.4)
Onde t é um intervalo de tempo em incrementos de 15 minutos e i=4 representa os 60 minutos
imediatamente anteriores a cada instante para o qual é efetuado o cálculo da variabilidade.
5.6.1 Fase 1: Determinação do conjunto de variáveis e parametrizações iniciais.
As larguras de banda ideais para cada variável encontram-se apresentadas na tabela 5.43. A
parametrização de variáveis cíclicas é igual à dos casos anteriores.
Tabela 5.43: Larguras de banda ideais para cada variável analisada nos modelos de previsão.
Nas tabelas 5.44 e 5.45 está apresentado o processo de teste de cada variável, assim como os
respetivos resultados. Todos os modelos foram testados com o parâmetro de número de pontos de
entrada igual a 50.
Tabela 5.44: Modelos de previsão testados.
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Tabela 5.45: Resultados de cada modelo de previsão testado.
Para este caso, contrariamente às situações anteriores, a integração dos indicadores de varia-
bilidade apresentou efeitos positivos em termos de diminuição do erro da previsão determinística,
no entanto a reliability dos modelos piorou ligeiramente com a introdução dos indicadores de va-
riabilidade. Com uma análise diferenciada para dias limpos 5.46 e dias com variabilidades 5.47
consegue-se uma justificação para tal constatação.
Tabela 5.46: Desempenho dos modelos perante situações de dias limpos.
Tabela 5.47: Desempenho dos modelos perante situações de dias com variabilidade.
Para este estudo, embora se verifiquem conclusões similares às previsões previamente refe-
renciadas de 15 e 30 minutos, constata-se que, mesmo perante uma melhoria ao nível de previsão
de dias limpos, esta não é tão significativa entre modelos testados como nos casos anteriormente
estudados, pelo que a um nível geral (tabela 5.45) a performance do modelo diminui ligeiramente
com a introdução de novos inputs.
A introdução das variáveis σ2_ t _ Irrad1 e σ _ s _ Irrad foi considerada porque a melhoria
a nível determinístico era conseguida perante uma pequena variação global do valor de reliability.
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Por análise gráfica (figura 5.40 e 5.41) aparentavam-se significativas as melhorias obtidas com
a introdução das novas variáveis, no entanto o problema anteriormente explicado persiste, não
sendo a magnitude das variabilidades previstas bem coincidente com os intervalos de tempo das
variabilidades reais, o que apresenta como consequência um aumento dos pontos reais fora da dis-
tribuição de probabilidade e uma diminuição do valor de reliability. Assim, os aperfeiçoamentos
de modelo considerados passam essencialmente por uma melhor distinção entre dias limpos e de
elevada variabilidade, não conseguida com o modelo constituído pelas variáveis hora e irradiância.
Nos gráficos figuras 5.40 e 5.41 é apresentada uma comparação entre o desempenho dos dois
modelos.
Figura 5.40: Desempenho do modelo 1 em situações de muita e pouca variabilidade.
Figura 5.41: Desempenho do modelo 3 em situações de muita e pouca variabilidade.
Da observação dos diagramas de reliability apresentados na figura 5.42 constatam-se os efeitos
da introdução dos indicadores, sendo, tal como nos casos anteriores, verificado um aumento do
número de pontos não contido na distribuição de probabilidades.
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Figura 5.42: Representação gráfica dos diagramas de reliability do modelo 1 e 3.
Comparando o reliability obtido com os dos casos anteriores (15 e 30 minutos), verifica-se uma
melhor distribuição das ocorrências nos intervalos centrais, o que traduz a melhor modelização da
incerteza para dias limpos verificada neste caso.
5.6.2 Fase 2: Parametrização da entrada recorrente e reajuste do no de pontos
A utilização do parâmetro de entrada recorrente demonstrou novamente o seu interesse, na me-
dida em que tem associada uma diminuição do erro acompanhada por valores mais significativos
de reliability e sharpness do modelo de previsão. Comparação na tabela 5.48.
Tabela 5.48: Desempenho do modelo após introdução do parâmetro de entrada recorrente.
Para este caso, perante um reajuste do número de pontos, 70 provou ser o valor ideal (tabela
5.49), tendo associado, para o mesmo erro de previsão determinística, melhores valores numéricos
reliability e sharpness. Assim, atualizou-se este parâmetro para o valor 70.
Tabela 5.49: Reajuste do número de pontos de entrada do modelo.
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Na figura 5.43 está disponível uma representação gráfica dos resultados, por forma a verificar
as melhorias implementadas nesta fase.
Figura 5.43: Desempenho do modelo 3 após reajuste de número de pontos e parametrização de
entrada recorrente.
A introdução do parâmetro de entrada recorrente e reajuste do número de pontos refletem-se
num aumento da qualidade de previsão essencialmente para situações de pouca variabilidade como
se pode verificar pelo quarto dia em análise, mantendo-se um razoável desempenho do modelo ao
nível de previsão probabilística de situações de variabilidade.
5.6.3 Fase 3: Parametrização do fator multiplicativo de alfa (α) e beta (β )
Ao longo do processo de calibração do reliability, o melhor cenário possível foi alcançado
com um fator de valor 2. Conclui-se assim que para todos os tipos de previsão realizados (sem
informação real sobre qualquer instante anterior ao previsto), a ferramenta NW-KDE modeliza
melhor a incerteza com fator multiplicativo das distribuições de alfa e beta igual a 2. Análise de
resultados disponível na tabela 5.50.
Tabela 5.50: Análise da influência do parâmetro de fator de calibração no modelo de previsão.
Na figura 5.44 podem ser consultados os diagramas de reliability correspondentes a cada vari-
ação do fator de calibração.
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Figura 5.44: Comparação de diagramas de reliability com os diferentes fatores testados.
Atentando nos resultados obtidos com o fator 2, verifica-se uma melhor distribuição das
frequências por todos os intervalos da fdp, sendo realizada uma melhor aproximação aos valores
ideais para cada intervalo. Mais uma vez é necessária uma atenção nesta etapa de parametrização
pois, apesar da diminuição do erro de previsão, caso seja realizado um ajuste demasiado porme-
norizado do fator de calibração, o modelo entra facilmente em situação de overfitting. Na tabela
5.51 é consolidada a informação desta fase.
Tabela 5.51: Consolidação dos resultados da Fase 3. Atribuição de nova designação para modelo
final.
Observando o gráfico da figura 5.45 verifica-se uma previsão de grande qualidade para dias
limpos enquanto se mantém uma correta previsão de algumas das variabilidades reais de menor
magnitude. De notar que, após a introdução deste parâmetro, o aumento de reliability verificado
se deve essencialmente a uma melhor modelização da incerteza em torno de períodos de pouca
variabilidade. No entanto, por vezes a dispersão probabilística é diminuída em excesso pelo que
em determinadas situações de variações extremas (elevada magnitude) não se verifica uma correta
previsão dos valores de pico das variabilidades. Tal averiguação sugere a hipótese de no futuro ser
melhorada a ferramenta de previsão com uma calibração adaptativa, que assuma valores diferentes
para situações de dias limpos e com variabilidade.
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Figura 5.45: Desempenho do modelo b perante situações de muita e pouca variabilidade.
Da análise das tabelas 5.52 e 5.53 verifica-se uma clara melhoria de reliability ao nível de
previsão para dias limpos (19,58%), traduzindo claramente o aperfeiçoamento de previsão para
estes casos (representados pelo quarto dia da figura 5.45). Para dias de variabilidade, embora
graficamente o modelo demonstre alguma redução de qualidade perante certas variações de maior
magnitude, o indicador numérico de reliability demonstra uma melhor modelização da incerteza
global para todos os casos considerados, resultando num incremento do seu valor na ordem de
2,21%.
Tabela 5.52: Desempenho do modelo de previsão após otimização. Previsão de dias limpos.
Tabela 5.53: Desempenho do modelo de previsão após otimização. Previsão de dias com variabi-
lidade.
5.6.3.1 Comparação entre metodologias de previsão
No gráfico da figura 5.46 está apresentada uma comparação entre ambas as metodologias na
previsão de variabilidades de 60 minutos. Para este caso verifica-se uma maior uniformidade entre
previsões ao longo de todo o conjunto de teste, apresentando ambas as ferramentas dificuldades
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extremas na previsão de rápidas variações de elevada magnitude. Para casos de dias limpos, ambas
detêm uma boa performance de componente determinística.
Figura 5.46: Comparação de metodologias na previsão de dias com muita e pouca variabilidade.
5.6.4 Fase 4: Teste da robustez do modelo
A robustez do modelo é analisada na tabela 5.54. Apesar de se verificarem algumas diferenças
de erro e reliability, o modelo desempenhou bem para os dois tipos de conjunto em questão,
mantendo um razoável grau de proximidade de resultados.
Tabela 5.54: Comparação da performance do modelo com conjuntos de treino e teste diferentes.
Desta forma confirma-se a parametrização adotada para o melhor modelo, capaz de desempe-
nhar bem mesmo considerando dois conjuntos de dados de caraterísticas diferentes.
5.6.5 Fase 5: Análise da performance do melhor modelo
5.6.5.1 Análise do erro de previsão
No histograma da figura 5.47 é estabelecida uma análise do erro da componente determinística
da previsão. Porque o valor máximo de erro absoluto registado foi de 0,784, a escala do eixo das
abcissas apresenta como limites os valores 78% e -78%, encontrando-se dividida em 20 iguais in-
tervalos representativos (bins), com incremento de 7,8%. Cada valor percentual do eixo é relativo
à potência nominal da central.
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Figura 5.47: Histograma de erro da série de valores previstos pelo modelo b.
Da observação do histograma infere-se que a maior concentração de erro se situa nos intervalos
centrais, perfazendo para o intervalo de [-8%;8%] um total de 65,87% das ocorrências (1662
casos). Comparativamente aos casos anteriores verifica-se uma redução da frequência de erros
menores, sendo registado um maior número de previsões dotadas de um erro mais significativo o
que se traduz num maior valor de erro médio absoluto (MAE). Esta averiguação é consistente na
medida em que este caso é caraterizado por um maior número de ocorrências de variabilidades
de elevada magnitude comparativamente com os anteriores estudos, pelo que se compreende uma
maior dificuldade de previsão determinística deste tipo de variabilidades. Como complemento do
histograma de erro geral e analogamente aos casos passados, foi elaborado um histograma do erro
por hora. Resultados disponíveis na figura 5.48.
Figura 5.48: Histograma de valores médios do erro médio absoluto por hora: Modelo b.
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A variação do erro absoluto médio horário detém valores máximos entre as 11h e as 12h,
variando de acordo com os períodos de maior variabilidade horária. De acordo com o expectá-
vel, verifica-se um aumento do erro para todas as horas comparativamente aos casos anteriores,
derivado à maior dificuldade que o modelo apresenta perante uma previsão determinística de vari-
abilidades de maior magnitude.
No gráfico da figura 5.49 encontra-se disponível a representação da manifestação do erro mé-
dio de previsão ao longo da escala real, utilizando o mesmo intervalo representativo do eixo das
abcissas que nos casos anteriores.
Figura 5.49: Variação do erro de previsão ao longo da escala dos valores da magnitude das varia-
bilidades de 60 minutos.
Tabela 5.55: Consolidação dos valores médios de MAE, MPoE e MNeE.
Da observação do gráfico constata-se logo à partida uma maior distribuição das ocorrências ao
longo dos diversos intervalos de variabilidades, comprovando o aumento da frequência de varia-
ções de maior magnitude. Por sua vez, para variabilidades negativas até -25% os erros positivos
assumem em média um valor mais elevado que os negativos. No entanto, a partir de -25%, simi-
larmente aos casos anteriores, a previsão é exclusivamente realizada por excesso, o que se traduz
por um registo nulo de valores de MNeE, revelando o erro somente uma componente positiva
(MPoE > 0). Para variabilidades positivas até 15% existe uma predominância de erro médio ne-
gativo, sendo que a partir desse valor a previsão passa a ser realizada exclusivamente por défice
(MPoE = 0 e MNeE > 0). Com base nos registos da tabela 5.55 verifica-se ainda uma ligeira
superioridade do valor médio dos erros negativos face aos erros positivos.
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De uma análise do erro médio mensal 5.50 denota-se que os meses de Fevereiro, Setem-
bro e Novembro apresentam um maior erro médio absoluto (12%, 10% e 11% respetivamente),
apresentando-se com melhor performance para os meses de Janeiro e Dezembro (MAE de 5% e
6% respetivamente).
Figura 5.50: Performance do modelo b para cada mês do conjunto de teste.
5.6.5.2 Análise do indicador gráfico de sharpness
Uma análise da dispersão da distribuição para cada intervalo da escala de magnitude das vari-
abilidades é conseguida com recurso ao seu diagrama de sharpness 5.51.
Figura 5.51: Representação gráfica da dispersão média da fdp para cada intervalo da escala de
variabilidades de 60 minutos.
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Da análise do diagrama é possível averiguar a variação dos valores médios dos quartis ao
longo dos diferentes intervalos de magnitude da escala de variabilidades reais. Assim constata-se
que, para variabilidades menores, os valores médios dos quartis apresentam-se, em módulo, mais
baixos (dispersão reduzida). Por outro lado, acompanhando a elevação da magnitude das varia-
ções, verifica-se um consequente aumento da dispersão probabilística representativa da incerteza
associada aos intervalos de maior valor (em módulo). Comparativamente com os casos anteriores
verifica-se como expectável uma maior incerteza associada a variações de maior magnitude. No
entanto, embora para este caso, durante a Fase 1, os valores de sharpness se mostrassem como su-
periores aos casos anteriores, as etapas de otimização do melhor modelo (Fase 2 e 3) foram melhor
conseguidas na presente situação, tornando possível uma redução geral dos valores de sharpness
perante um aumento de reliability.
5.6.6 Consolidação de resultados: Previsão de variabilidades
Uma consolidação dos resultados obtidos ao nível de previsão de variabilidades antes (modelo
3) e depois (modelo b) da otimização da incerteza, encontra-se disponível na tabela 5.56.
Tabela 5.56: Consolidação de resultados dos modelos de previsão de variabilidades.
Da observação da tabela constatam-se as seguintes conclusões:
Componente determinística - Deteta-se uma evolução do erro da componente determinística
(MAE) com o aumento do intervalo de análise. Tal facto confirma a dificuldade ao nível de previsão
de ponto médio que todos os modelos apresentaram perante situações de maior variabilidade.
Ora, perante o incremento do número de variações de maior magnitude consoante o aumento do
intervalo de análise, é natural um aumento da dificuldade de previsão do modelo.
Avaliação da incerteza - O aumento do intervalo de análise é acompanhado por uma elevação
dos índices de reliability e sharpness. Quanto ao primeiro, é demonstrado que com um aumento
do intervalo de análise e consequente menor resolução de variabilidade (menor número de casos
de variabilidades de baixa magnitude) a ferramenta, no geral, apresenta um melhor desempenho.
O aumento dos valores de sharpness é natural tendo em conta que se tratam de maiores variações
que só conseguem ser modelizadas com um aumento da dispersão da fdp.
Após uma devida calibração dos modelos, verificam-se melhorias em termos de todas as com-
ponentes avaliadas, sendo conseguida além de uma melhor modelização da incerteza, também um
ligeiro aprimoramento da previsão de ponto médio (componente determinística).
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5.7 Integração de previsão de variabilidades com a previsão conven-
cional de produção fotovoltaica
O aspeto central da presente dissertação passa pelo desenvolvimento de técnicas e estratégias
explicativas das variabilidades de produção de uma central fotovoltaica. Posto isto, como con-
cluído em 5.2.3, embora as previsões do melhor modelo de previsão fotovoltaica viabilizem uma
boa diferenciação entre períodos de pouca e de elevada variabilidade, não permitem uma boa dis-
tinção das variações reais de produção inerentes a cada período de tempo, sendo estas somente
manifestadas por um aumento da incerteza insuficientemente explicativo da magnitude das vari-
abilidades reais futuras. Assim, com o objetivo de se obter uma melhor qualidade de previsão
perante este tipo de situações, optou-se por uma previsão de variabilidades, com a integração dos
indicadores desenvolvidos. Nas figuras 5.52 e 5.53 estão apresentados 5 dias caraterizantes de si-
tuações de pouca e muita variabilidade para os quais a previsão fotovoltaica demonstrou um bom
desempenho, assim como as respetivas previsões de variabilidades de 15 minutos. Encontram-se
em análise os dias 11 e 22 de Março, 13 de Maio, 11 de Novembro e 14 de Dezembro.
Figura 5.52: Performance do melhor modelo de previsão de produção FV.
Figura 5.53: Performance do melhor modelo de previsão de variabilidades de 15 minutos.
Por análise das situações apresentadas na figura verifica-se que, perante situações de dias lim-
pos, a produção fotovoltaica demonstra uma boa capacidade preditiva, não acrescentando a previ-
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são de variabilidades muita informação relevante. No entanto, em períodos de variações elevadas,
a incerteza associada à previsão fotovoltaica nem sempre é bem representativa das variações exis-
tentes. Serve de exemplo o 2o dia em análise na figura 5.52, onde entre os instantes de tempo das
11h15 e 11h30 se verifica uma variação da potência real produzida de 16% da potência nominal
da central. Perante este evento, segundo uma previsão de produção fotovoltaica, existe uma pro-
babilidade de 80% (Q90-Q10) de uma possível variação positiva de 63% enquanto que, para o
mesmo intervalo a previsão de variabilidades de 15 minutos prevê com uma igual probabilidade
uma possível variação de 31% da produção, melhor representativa da variação real registada. Da
mesma forma, à variação negativa de produção de (-)21% verificada entre as 11h45 e as 12h00
corresponde no primeiro tipo de previsão uma probabilidade de 80% de uma variação da ordem
de 63% de Pn, enquanto que na 2o técnica verifica-se com a mesma probabilidade, uma variação
de (-)27% de Pn, oferecendo desta forma uma informação complementar melhor representativa da
magnitude das variações reais.
Por comparação de todas as ocorrências previstas para ambos os tipos de previsão constatou-
se, além da melhor representatividade probabilística da magnitude das variações, uma colmatação
de falhas da previsão FV por parte da previsão de variabilidades. Assim, na figura 5.54 encontram-
se alguns dos dias para os quais a previsão de produção FV foi realizada com menor precisão,
nomeadamente 7 de Janeiro, 4 de Março, 15 e 22 de Abril e 1 de Julho.
Figura 5.54: Performance do melhor modelo de previsão de produção FV.
Figura 5.55: Performance do melhor modelo de previsão de variabilidades de 15 minutos.
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Da análise do primeiro dia da figura 5.54, constata-se entre as 11h30 e 12h15 um desvio dos
valores previstos face à produção real, sendo ainda previsto erraticamente um pico de produção
entre as 12h30 e as 13h. Através da previsão de variabilidades (figura 5.55), a mesma variação
é prevista com maior sucesso, oferecendo uma melhor noção da probabilidade de ocorrência do
evento extremo registado.
Para o segundo dia em análise, segundo uma previsão de produção (figura 5.54) é antecipado
um dia limpo, no entanto, entre as 15h00 e as 15h45 verifica-se uma quebra inesperada de produ-
ção, traduzida por uma variação negativa de elevada magnitude (devido provavelmente à passagem
de uma nuvem sobre a central) seguida de algumas variações positivas de menor dimensão. Am-
bas as técnicas não possibilitaram uma previsão do evento extremo negativo, no entanto ao nível
de previsão de variabilidades são determinadas algumas das variações positivas verificadas após a
quebra de produção. No 4o e 5o dia consolida-se a ideia apresentada anteriormente, sendo parte
das variabilidades correspondidas de uma melhor forma segundo a metodologia de previsão de
variabilidades de 15 minutos.
Conclui-se assim que a previsão de variabilidades complementa em certa parte a previsão de
produção fotovoltaica, colmatando a primeira algumas falhas de performance preditiva da segunda
e revelando informações mais precisas no que toca à distinção probabilística da magnitude de
diferentes variações de potência. A questão do ligeiro time step de diferença registado na previsão
de variabilidades pode ter como solução futura uma suavização das variações em intervalos de 30
minutos, com recurso a uma média das variações quarto horárias existentes. Esta é uma hipótese
a abordar num trabalho futuro.
Capítulo 6
Conclusões e Trabalho Futuro
6.1 Conclusões
Os objetivos estipulados numa fase inicial da dissertação passam pelo desenvolvimento de
modelos inovadores de previsão de variabilidade de produção fotovoltaica. Posto isto, após todo o
trabalho realizado, serve o presente capítulo como consolidação das principais conclusões obtidas
ao longo das diversas etapas do trabalho.
6.1.1 1a Etapa: Estudo dos indicadores desenvolvidos
Inicialmente foram testados diferentes indicadores, optando-se pela escolha de três que melhor
representam as variabilidades da produção, nomeadamente:
• Variância temporal de previsões de irradiância para o ponto da central.
• Desvio padrão calculado com base numa amostra quarto horária de valores previstos de
irradiância e índice de nuvens disponíveis para a malha de pontos dispersa em torno da
central fotovoltaica.
De uma primeira análise das novas variáveis desenvolvidas e da sua relação com a produção
real fotovoltaica, constatou-se a possibilidade de uma boa representação das variações de produ-
ção, adquirindo os indicadores valores elevados perante situações de muita variabilidade e baixos
perante situações de reduzida variabilidade. No entanto, por si só estes indicadores não permitem
uma correta noção dos diferentes tipos de variabilidade de produção em cada intervalo de tempo,
apresentando ainda, por vezes, erros oriundos de falhas ao nível das previsões meteorológicas.
Após seleção dos melhores indicadores, procedeu-se à sua aplicação nos modelos de previsão
fotovoltaica do dia seguinte.
6.1.2 2a Etapa: Previsão de produção fotovoltaica do dia seguinte
Da integração das variáveis desenvolvidas na previsão de produção fotovoltaica do dia se-
guinte constatou-se uma redução e melhor modelização da incerteza associada à previsão, sendo
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as melhorias mais significativas perante situações de dias maioritariamente limpos. Por sua vez,
o processo de otimização do melhor modelo testado aumentou em todos os aspetos a sua per-
formance. No entanto, apesar de uma boa representação de dias limpos, o modelo continuou a
demonstrar uma elevada dificuldade preditiva perante situações de variabilidade, sendo estas re-
presentadas somente por um aumento da incerteza insuficientemente explicativo da magnitude das
variações reais de produção associadas a cada instante de tempo. Uma nota para a melhor capaci-
dade de previsão determinística demonstrada pela ferramenta NW-KDE que, quando devidamente
parametrizada, denota uma ligeira melhoria ao nível de previsão de situações de variabilidade e
uma melhor correspondência de valores mais elevados de produção em situações de dias limpos,
quando comparada com a previsão de ensemble average de cinco redes neuronais.
Perante a incapacidade determinística e probabilística demonstrada pelos modelos no que toca
a uma correta previsão da magnitude das variações de produção fotovoltaica, optou-se por testar
os indicadores desenvolvidos na previsão das variabilidades temporais de 15, 30 e 60 minutos da
produção.
6.1.3 3a Etapa: Previsão de variabilidades de produção do dia seguinte
Na previsão de variabilidades de produção salientou-se a presença dos indicadores desenvol-
vidos, permitindo no geral uma melhor qualidade de previsão probabilística da magnitude das
variações em todos os casos face à disponível com recurso às variáveis convencionais de Hora
e Irradiância. Não obstante, para todos os cenários testados, apesar de conseguida uma melhor
previsão da magnitude das variações de potência entre instantes temporais, os valores previstos
demonstram um ligeiro time step de diferença relativamente às variabilidades reais. Estes desvios
são oriundos de erros meteorológicos aquando da previsão de nuvens, tendo como consequência
um maior número de ocorrências reais não previstas pela função de densidade de probabilidade,
influenciando negativamente o reliability da previsão perante situações de maior variabilidade. Ao
nível de previsão determinística (ou de ponto médio), todos os modelos demonstram uma elevada
dificuldade de previsão das variações (positivas ou negativas) de elevada magnitude, apresentando
as previsões uma coerência desta componente somente para casos de dias limpos.
6.1.4 4a Etapa: Integração dos dois tipos de previsão
Comparando os dois tipos de previsão apresenta-se como possível uma melhor explicabilidade
probabilística da dimensão das variações de produção perante diferentes intervalos de tempo com
recurso à previsão de variabilidades. A utilização deste tipo de técnicas, após uma correta parame-
trização e boa modelização da incerteza, permite assim complementar em certa forma a previsão
de produção fotovoltaica.
O estudo das variabilidades a diferentes intervalos de análise foi realizado maioritariamente
com interesse académico, por forma a verificar se, perante uma diferente resolução ao nível do
cálculo de variações, a ferramenta desempenha com igual sucesso. Nisto concluiu-se que, perante
uma resolução menor (maior intervalo de análise), embora o modelo desempenhe bem perante as
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variabilidades de menor magnitude, não consegue prever determinística ou probabilisticamente as
variações de maior magnitude.
Uma solução ponderada para a questão do time step de diferença dos valores previstos face ao
momento em que ocorre a variação real passa por uma suavização da previsão de variabilidades a
cada 30-60 minutos, através de uma média das previsões quarto horárias disponíveis. Esta é uma
premissa a explorar num trabalho futuro.
6.1.5 Considerações finais
Considerando os custos de obtenção dos indicadores desenvolvidos, é de ponderar a sua utili-
zação pois, embora a sua integração na previsão de variabilidades seja algo significativa, a relação
custo/benefício é algo que deve ser devidamente considerado de acordo com a aplicação prática e
precisão de resultados pretendida pelo utilizador. Posto isto, enquanto que os indicadores espaci-
ais apresentam uma relação custo/benefício baixa, o indicador de variância temporal de irradiância
(σ _ t _ Irrad1) apresenta informação relevante para a previsão. Ora, tratando-se este de um indi-
cador à partida disponível aquando da aquisição das previsões de irradiância para o ponto central
da malha meteorológica, é o único que não apresenta custos extra significativos enquanto melhora
ligeiramente a qualidade da previsão.
6.2 Aplicações práticas da previsão de variabilidades
Com o constante aumento do aproveitamento do recurso solar, traduzido por um exponencial
aumento da capacidade de produção fotovoltaica a nível mundial ao longo da ultima década, as
consequências de intermitência desta fonte devido a fenómenos meteorológicos apresentam-se
cada vez mais significativas. Posto isto, a variabilidade da produção fotovoltaica constitui um dos
principais condicionantes de um ideal aproveitamento deste tipo de produção, pondo em causa a
estabilidade do sistema e respetivos componentes devido a quebras quase instantâneas de potência
produzida. Assim, torna-se importante o desenvolvimento de estratégias de previsão capazes de
antecipar não só períodos de maior instabilidade de produção mas também de prever os diferentes
tipos de variações que possam surgir durante determinados períodos de tempo.
Neste contexto, o caráter probabilístico das previsões do dia seguinte realizadas na presente
dissertação permite desde logo uma avaliação da incerteza associada à previsão que, quando bem
modelizada, fornece uma informação relevante no que toca à distinção e correta antecipação de
períodos de maior variabilidade de produção do dia seguinte.
A constatação de que, através da consolidação de uma previsão de produção fotovoltaica e de
variabilidades se consegue uma melhor noção probabilística de possíveis variações de produção,
apresenta vantagens na medida em que possibilita um melhor planeamento por parte da entidade
produtora das medidas a tomar no dia seguinte, tendo por base o risco de variações de produção.
Assim, a disponibilidade prévia deste tipo de informação permite essencialmente uma me-
lhor gestão do sistema de armazenamento da central, por forma a uma pronta atuação e correta
mitigação de variações futuras de produção com base na sua probabilidade de ocorrência.
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6.3 Dificuldades encontradas
Tratando-se o tema da dissertação de uma abordagem inovadora de novas variáveis explica-
tivas de variabilidade aplicadas numa ferramenta também relativamente recente, foram muitas as
dificuldades apresentadas durante todo o percurso, passando por:
• Adaptação à ferramenta de previsão Nadaraya Watson - Kernel Density Estimator (NW-
KDE) que, por se tratar de uma nova abordagem, não dispõe de uma metodologia ideal para
otimização dos modelos, sendo todo o processo de construção dos modelos caraterizado por
inúmeras tentativas e erros. O elevado número de parâmetros disponíveis pela ferramenta
assim como os seus tempos computacionais de previsão (variando desde 7 a 10 minutos
por previsão) revelaram-se como o principal obstáculo na realização da dissertação, tendo
em conta que a otimização dos diferentes parâmetros para cada variável só era conseguida
após várias tentativas que por vezes se revelavam em parametrizações excessivas e casos
de overfitting. Assim, o processo de obtenção do melhor modelo revelou-se como bastante
complexo e moroso ocupando grande parte do tempo disponível.
• Adaptação ao conceito de previsão probabilística, nunca antes estudada pelo que foi ne-
cessário um estudo das caraterísticas e fundamentos deste tipo de técnicas assim como do
funcionamento da ferramenta utilizada e dos diferentes indicadores representativos da qua-
lidade deste tipo de previsão.
• Desenvolvimento de um espírito critico perante os diferentes indicadores de erro e incerteza
utilizados para criação e validação dos diferentes modelos testados.
6.4 Satisfação de objetivos e trabalhos futuros
Face aos objetivos estipulados numa fase inicial da dissertação, considerando que o produto
final do trabalho dispõe de informações sobre três novos indicadores estatísticos desenvolvidos
e uma nova abordagem que permite uma melhor representatividade probabilística de possíveis
variabilidades de produção de uma central fotovoltaica, assume-se que estes foram cumpridos
com sucesso. Fica, não obstante, uma nota para diferentes trabalhos futuros:
• Aplicação de uma suavização das previsões de variabilidade a cada 30-60 minutos, através
de uma média das previsões quarto horárias disponíveis.
• Utilização de diferentes tipos de previsões meteorológicas, de maior precisão.
• Utilização de base de dados de produção com maior resolução temporal (<15 minutos) e
síncrona à partida com as previsões meteorológicas.
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