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Abstract: In this paper, we introduce a multi-level methodology based on the iteration of
successive processes of spectral clustering to divide a water supply network (WSN) into
metric subsystems, also called district metered areas (DMAs). Each one of the abovementioned divisions is approached by spectral clustering. This is a graph clustering
methodology in data analysis that improves the straightforward application of K-means,
works well in non-convex spaces, and takes into account the underlying graph structure
under study. Spectral clustering uses information obtained from computing the eigenvalues and eigenvectors of the Laplacian matrices obtained from partitioning the graphs
and searches a minimum number of cut edges to achieve it.
Our aim is to propose suitable conditions to approach useful characterizations of DMAs.
In addition, we try to take advantage from this reduction of the inspection area in technical
management tasks, such as sensor location. In this work, an experimental study based
on a real WSN is proposed. An iterative nested division into DMAs is used to locate
sensors throughout the whole network and to perform inference tasks on the presence
of contamination events based on those sensor signals. If the sensors are located in
separated areas weakly interconnected with each other, it will be easier to mitigate the
effects of potential contamination, having at one’s disposal a minimal number of cut-off
valves for security. In addition, the nested nature of the proposed cluster construction
increases reliability in mitigation plans. The method is scalable and can be generalized
to address other managerial issues related to water quality and leakages, among others.
Keywords: Water supply systems, sensor location, spectral clustering

1

I NTRODUCTION

Over the past decade there have been important research contributions on optimal sensor location in a water supply network (WSN) to detect, intentional or accidental, contamination events. Thus, part of the fundamental references in this area are the works of
Ostfeld and Salomons [2004]; Gueli [2006]; Propato [2006], among others. In all these
works, the optimal sensor location is made by the study of the evolution of water flow
jointly to the contaminant behaviour. These approaches involve a huge computational
effort, which joins to the model calibration and the difficulty to simulate events in different
time, place, and durations. A problem formulation based on optimisation models that
only use hydraulic criteria (Berry et al. [2005]) find difficulties in large WSNs (Drezner
and Hamacher [2002]) since this location problem is NP-hard and there are no algorithms that can resolve it in polynomial time. Sevkli and Guner [2006] and Shen et al.
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[2011] provide heuristics that can give approximate solutions to the location problem in a
general network. However, they do not take into account the hydraulic conditions of the
network.
In this work we propose a different approach to the sensor location in a WSN problem1 .
Our idea is to place them such that facilitates the mitigation tasks of any possible contamination event, once detected. The objective is to provide a security system which, in an
efficient manner, prevents the spread of contaminants throughout the WSN; doing so the
consequences are small as possible. We will use Graph Theory and an iterative process
for establishing clusters (hydraulic zones), which arranged in a nested architecture provide adequate reliability that supports possible mitigation tasks. The spectral clustering
algorithm (Ng et al. [2001]) can divide the network taking into account the hydraulic, geographic, and topological characteristics of a WSN (Herrera et al. [2010]; Herrera [2011]).
Therefore, this is the key part of the proposal of this work, together with a measure of the
relative importance of each of the areas involving in this division (Gutiérrez-Pérez et al.
[2012]).
A suitable combination of these WSN division processes into zones (and sub-zones) and
the subsequent assessment of their relative importance, implicitly includes the design
goals outlined in the Battle of the Sensor Water Networks (BSWN, Ostfeld and et al.
[2008]). These objectives are:
• expected time of detection
• expected population affected prior to detection
• expected consumption of contaminated water prior to detection
• detection likelihood
The rest of this document is structured as follows. In the second section it is introduced
the process of spectral clustering, suggesting understand a WSN as a graph of special
characteristics. Later it is defined the nested clustering which ends with the sensor location in the network. The development of an experimental study is performed in the
following Section 3. Section 4 discuss the results and closes the article proposing future
challenges.
2

P ROCESS DESCRIPTION AND STATED OBJECTIVES

The process proposed is related to the identification of those areas that are particularly
sensitive to a contamination event, taking there a greater impact than in other areas the
same event. The decision to locate a larger number of sensors will be in these areas. The
process of spectral clustering represents a double advantage to search these interesting
areas: it separates areas with a minimum number of arcs to each other areas and within
each proposed cluster are found the high interconnected nodes. If these characteristics
are transferred to the problem of sensor location in a WSN, we can see that our proposal
has the following good properties:
• Areas of greater connectivity and relative importance of nodes (Herrera et al.
[2011]) also represent an increased consumption and flow transfer. Thus, they
are more sensitive in the occurrence of contamination events. Spectral clustering
detects these areas.
1 The

approach involves simplifying assumptions respect the network contaminant transport and sensor response, among others.
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• A poor connection from one area to other also causes delays in the spread of the
contaminant. This means that despite the case we do not work with a sectioned
WSN, early detection could prevent or minimise the consequences of contaminant
dispersion. Again, spectral clustering algorithms minimises the number of arcs
(pipes) connecting one area to another.
• A nested spectral clustering increases the accuracy working with most sensitive
to contamination areas. This makes easy sensor location focusing the problem in
greater interest and smaller size sub-systems.
• As a tool for mitigating potential effects of contaminant dispersion, spectral clustering proposes a sectorisation of the WSN (Herrera et al. [2010]) with a minimum
number of cut-off valves.
In addition to this network division, it will be useful to work with a measure of the nodes
that compose the previously obtained hydraulic areas (Grubesic et al. [2008]; Yazdani
and Jeffrey [2010]). This could be both a measure of connectivity of each subgraph
(Yazdani and Jeffrey [2010]) and a measure for ranking the sub-network nodes. This
second option may have a suitable adaptation to work with the specific case of a WSN
graph. This paper proposes an adaptation of Google’s PageRank (Brin and Page [1998])
as a ranking of these nodes (Gutiérrez-Pérez et al. [2012]; Herrera [2011]).
The advantage of consider this algorithm is that it is based on similar calculations to the
spectral clustering algorithm, since both are based on eigenvectors matrices: spectral
clustering is performed by a certain transformation of the Laplacian of the graph and
PageRank by the Google’s matrix of transitions between nodes.
2.1

Spectral clustering

Cluster analysis based on the spectrum of a matrix (Ng et al. [2001]) is a powerful technique in data analysis that has found increasing support and application in many areas. It improves the straightforward application of k-means, working well in non-convex
spaces taking into account the possible graph structure under study. Spectral methods
are based on the eigenvalues and eigenvectors of a block-diagonal matrix conveniently
associated with the graph, and which understands a graph as a collection of k disjoint
cliques. Their normalised Laplacian is a block-diagonal matrix that has an eigenvalue of
zero with multiplicity k; and the corresponding eigenvectors serve as indicator functions
of membership in the corresponding cliques. Any deviation caused by introducing edges
between the cliques causes k − 1 out of the k eigenvalues that were zero to become
slightly larger than zero and also causes the corresponding eigenvectors to change. This
phenomenon is the basis of spectral clustering, where an eigenvector or a combination
of several eigenvectors is used as a vertex similarity measurement for computing the
clusters. Thus, the k eigenvectors, which correspond to the k smallest eigenvalues of
the affinity matrix’s Laplacian, are used to form an n × k matrix, where each column is
normalised to unit length. Treating each row of this matrix as a data point, the algorithm
of k-means is finally used to cluster the points.
Spectral clustering is summarised in Table 1, and was introduced by Herrera et al. [2010]
in the water sectorisation field.
2.2

Ranking nodes of a network: Google’s PageRank application

Chung and Zhao [2008] generalised the Google’s PageRank (Brin and Page [1998])
applications to establish sorting vertices by importance in any graph. Understanding the
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Table 1: The spectral clustering process
algorithm: supply clusters by spectral clustering
1. abstraction from WSN to a graph
2. construction of Laplacian matrix
3. Matrix transformation into kernel matrix
4. calculus of the matrix spectrum
5. k-means on the ’top’ eigenvectors (associated with smallest eigenvalues)
6. Results re-assigning into the original data

WSN as a graph of special characteristics (Herrera [2011]), we can abstract the notion
of web-site as a consumption node in the network. Links between pages can be now
understood as pipes connecting different nodes. Finally, the random walk idea behind
PageRank can be seen as the path which makes a particle throughout a WSN, starting
at any node.
The adaptation of Google’s PageRank algorithm for WSN graphs raises the possibility
of working with a proven efficiency on large databases and has a simple adaptation to
a hydraulic network. Ranking nodes can be an useful tool to search efficient criteria in
sectorisation. It also is useful for working with vulnerability indices and may be related
to studies of rehabilitation plans, water quality analysis, or sensor location (such as is
discussed in this paper). The next sub-section shows the role of the PageRank vector in
this last application.
2.3

Multi-level clustering

The so called multi-level spectral clustering process is based on following subdivisions
of each cluster initially obtained. The idea is to start a new partition in the cluster with
a high relative importance nodes. Thus, it is calculated the index that we call Google’s
hydraulic index (gh index) on each cluster (cf. Equation 1).

ghj =

X

P
ghij =

wi di
nj

(1)

where wi is a certain index of relative importance (ranking) of the node i that is computed
with respect the other the ither nodes and links on cluster j (PageRank, in our case); Cj
represents each one of the c clusters in which the network is divided; di is the water
demand at node i; and nj is the number of nodes in cluster j. This process is repeated
until obtain as many clusters as the number of sensors to locate (initially, it is considered
a fixed number). The configuration of this multi-level process will be more “depth” in the
areas where it is a greater degree of connectivity and relative importance of the nodes.
Thus, these areas will be most sensitive to any supply problem, but will be most benefited
by the arrangement of the sensors we are proposing. In this case, we try to place sensor
(around) at a point i of the cluster j with higher gh (see Equation 1), such that their
ranking is maximum. That is:

arg max{ghj : Cj j = 1, . . . , c}
wi

The final process follows the flow of the algorithm proposed in Table 2.

(2)
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Table 2: Proposed sensor location process
algorithm: sensor location by spectral clustering + PageRank
1. Spectral clustering of the graph
2. multi-level spectral-clustering
2.0. n-Clusters < n-Sensors: Continue
Otherwise: Go to Step 4.
2.1. gh index calculus
2.2. Spectral clustering in the higher gh index area
Go to 2.0
3. Calculus of PageRank in each subgraph (cluster)
4. Locate the sensor in the higher PageRank node of each cluster

3

E XPERIMENTAL S TUDY

In order to show the performance of the presented process it is considered a real case:
the WSN of the central area of Celaya (Guanajuato, Mexico); where we want to place
5 sensors. This area is fed by one reservoir (D1) and five tanks (E1, . . . , E5) with five
pumping stations. The network is made of 479 lines and 333 consumption nodes; total
pipe length is 42.5 km and the node elevation average is 156 meters; the total consumed
flowrate amounts to 91 l/s (see Figure 1).
A priori, the network is divided into three sectors (in this paper whenever we talk about of
divisions, it is understood that they are made by spectral clustering) in which is calculated
the gh index to decide which sector is subdivided first. Next, the process is iterated
calculating gh in each partition of the graph until obtain as many sectors as we want to
place sensors.

Figure 1: Layout of the WSN of the Central District of Celaya (Gto., Mexico).

Figure 2 (right side) shows a first division of the network using the spectral clustering
algorithm. In this first iteration of the algorithm, we have added the restriction that at
least have a supply point for each of the hydraulic areas, thus becoming, in this case, the
process in a semi-supervised algorithm (Herrera [2011]).
Figure 2 (left side) shows the initial configuration of the relative importance of the nodes
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Figure 2: Spectral sectorisation and PageRank distribution in the case-study.

according to their PageRank. The red nodes are the most important, the colour orange
is PageRank medium-high and the violet and blue values correspond to medium-low and
low, respectively.
Figure 3 shows the final location of the 5 sensors proposed by this method based on
hydraulic zones. Based on the index gh, the first subdivision in sub-areas (starting from
Figure 2 -right side- configuration) would be on the Sector 1 which introduced the first
step of the process. Subsequently, the process updates the values of this index and
returns to the decision to subdivide. The second iteration of the process starts on the
initial Sector 1. The recalculated gh index for each node supports the decision to place a
sensor in the neighbourhood of these nodes of greater relative importance (highest value
of gh). In this way, 5 hydraulic areas are originated, where we will place a sensor in each
one. These nodes are: N 73 (as in Figure 3 lies in the marked area approximately by
nodes brown), N 101 (area marked by green nodes - Figure 3), N 151 (zone with nodes
orange - Figure 3), N 280 (an area with yellow nodes - Figure 3) and N 314 (area with blue
nodes - Figure 3).
Spectral clustering and PageRank algorithms are implemented in the packages specc
(Karatzoglou [2006]) and igraph (Csárdi and Nepusz [2006]) of R Language (R Development Core Team [2011]); from which we import data from EPANET (Rossman [2000]).
It is interesting point out that EPANET continue working, by its input/output with R relationship (Herrera [2011]). Thus, we can simulate contamination events in EPANET and
continue analysing our data and/or validating our experiments from an hydraulic point of
view.
4

C ONCLUSIONS

This paper proposes an iterative WSN division into DMAs for sensor location and establishes inferences about contamination events based on signals from these sensors. In
contrast to other existing methods that specifically approach the sensor location problem,
our proposal address it by approaching divisions and subdivisions into hydraulic areas.
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Figure 3: Final location of 5 sensors in the WSN of our case-study.

The proposed method is scalable and can be generalised. In addition, our aim also is
mitigating the consequences of contamination by slowing or stopping the contaminated
water in their spreading to not affected areas.
As future work we plan to formalise the concepts introduced here, working in order to
demand a minimum number of sensors by losing a minimum detection sensitivity of contaminant agents. Another challenge to address is to apply our proposal to already studied
WSN (such as the introduced in Ostfeld and et al. [2008]), in order to compare the results
of our method respect to other alternatives already developed.
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