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Abstract
This paper studies the variation diminishing property of k-positive systems, which
map inputs with k − 1 sign changes to outputs with at most the same variation. We
characterize this property for the Toeplitz and Hankel operators of finite-dimensional
linear time invariant systems. Our main result is that these operators have a dominant
approximation in the form of series or parallel interconnections of k first order positive
systems. This is shown by expressing the k-positivity of a LTI system as the external
positivity (that is, 1-positivity) of k compound LTI systems. Our characterization
generalizes well known properties of externally positive systems (k = 1) and totally
positive systems (k =∞).
1 Introduction
Positive systems, this is, models that map positive inputs to positive outputs, have gained
considerable interest in the recent year [1–6]. They appear frequently in networks, eco-
nomics, biology, transport, etc., and are attractive for their favourable analytical properties.
Positivity provides computational scaleability in many standard control problems such as
Lyapunov analysis [2], optimal control design [4, 7], or system gain computation [1]. Specific
types of positive systems such as the parallel interconnection of first order lags have already
been studied in the context of relaxation systems and passivity [8].
Our goal in the present paper is to connect positive systems to the classical theory of
total positivity that has a long history in statistics and mathematics, where positivity has
been studied as a variation diminishing property [9–12]. Variation diminishing properties
are expected from any reasonable smoothing operation: a smoothing filter should not output
a signal with more irregularities than the input signal. In the theory of total positivity, k-
positivity refers to the variation diminishing property of inputs with at most k−1 variations.
External (input-output) positivity (k = 1) and total positivity (k =∞) are the two extremes
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Figure 1: A 1-positive (externally positive) LTI system maps monotone inputs to monotone
outputs. A 2-positive LTI system maps unimodal inputs to unimodal outputs.
of a hierarchical structure. While characterizations for the extreme cases k = 1 and k =∞
have been well studied, analogues for the cases 1 < k < ∞, even in the simplest situation
of finite-dimensional linear time-invariant systems, are missing. The objective in this paper
is to study the k-positivity of the Hankel and Toeplitz operators of LTI systems. We build
upon the classical theory of Karlin [9] to provide the following results: first, k-positivity of
a positive LTI system is equivalent to the positivity (that is, 1-positivity) of k compound
LTI systems. This is important as it provides us with computationally tractability; second,
the positivity of the compound systems implies that the dominant dynamics of a k-positive
system has a simple decomposition in terms of k first-order positive systems: parallel/serial
interconnection of first order lags for the Hankel/Toeplitz operator. In other words, the k-th
order dominant approximation of a k-positive system is totally positive with respect to its
operator structure. We present our results for both discrete and continuous systems with
scalar impulse responses.
Apart from quantifying a bridge between 1-positivity and total positivity, it is worth
mentioning the interesting particular case of 2-positive systems, which was studied in the
preliminary version [13]. Two positive systems map unimodal (single-peaked) inputs to
unimodal outputs, which explains their particular importance in statistics, as kernels that
preserve the unimodality of many important distributions [9, 12, 14] (see Fig. 1).
The aim of the present work is to provide a first step towards recognizing that the vari-
ation diminishing property is an important system property that is amenable to a tractable
analysis. While the paper primarily focuses on LTI systems, it should be noted that many
cascades of LTI systems with static non-linearities diminish local extrema. Such structures
are frequently used in machine learning and in biology to model non-linear filters and fad-
ing memory operators. We envision that the use of positivity to characterize the variation
diminishing, that is, smoothing, property of such non-linear filters could find promising
applications in the analysis of large-scale interconnections of such basic elements.
The remainder of the paper is organized as follows. After some preliminaries in Section 2,
the theory variation diminishment is reviewed inSection 3. In Section 4, we connect this
theory with our notion of compound systems. Then, in Section 5, we use these results to
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derive our dominant decompositions and present occurrences of these system in section 9.
The papers ends with concluding remarks in Section 9. Proofs are given in the appendix.
2 Preliminaries
2.1 Notations
2.1.1 Sets
We use the notation K for both, the set of integers Z as well as reals R. For S ⊂ K, we
use S≥k := S ∩ [k,∞), e.g., R≥0 = [0,∞) and Z≥0 = N0. Further, for k, l ∈ Z, we use
(k : l) := {k, k + 1, . . . , l}, k ≤ l. We define the i− th elements of the r-tuples in
In,r := {v = {v1, . . . , vr} ⊂ N : 1 ≤ v1 < v2 < · · · < vr ≤ n}
by lexicographic ordering, i.e., for any v¯, v˜ ∈ In,r it holds that v¯ < v˜ if and only if
v¯i∗ < v˜i∗ i
∗ := min{i : v¯i 6= v˜i}.
For example, I4,3 is sorted in the order (1, 2, 3), (1, 2, 4), (2, 3, 4).
2.1.2 Matrices
For real valued matrices X = (xij) ∈ Rn×m, including vectors x = (xi) ∈ Rn, we say that
X is nonnegative, X ≥ 0 or X ∈ Rn×m≥0 , if all elements xij ∈ R≥0. Further, if X ∈ Rn×n,
then σ(X) = {λ1(X), . . . , λn(X)} denotes its spectrum, where the eigenvalues are ordered by
descending absolute value, i.e., λ1(X) is the eigenvalue with the largest magnitude, counting
multiplicity. In case that the magnitude of two eigenvalues coincides, we subsort them
by decreasing real part. X is said to be positive semidefinite, X  0, if X = XT and
σ(X) ⊂ R≥0. The Kronecker product of two matrices X ∈ Rn×n and Y ∈ Rm×m is denoted
by X⊗Y and their Kronecker sum X⊕Y = X⊗Im+In⊗Y , where In is the identity matrix
in Rn×n. Further, the Hadamard product of X, Y ∈ Rn×m is defined as X⊙Y := (xijyij) and
submatrices are denoted by XI,J := (xij)i∈I,j∈J , where I ⊂ {1, . . . , n} and J ⊂ {1, . . . , m}.
If I and J have both cardinality r, then det(XI,J) is referred to as an r-minor. A minor is
called consecutive, if I and J are intervals. The so-called Desnanot-Jacobi identity
det(X) det(X2:n−1,2:n−1) = det
(
det(X1:n−1,1:n−1) det(X1:n−1,2:n)
det(X2:n,1:n−1) det(X2:n,2:n)
)
. (1)
shows how the determinant can be computed from consecutive minors. Finally, X ∈ Rn×n
is referred to as Toeplitz (Hankel, respectively) if X is constant along its (anti-, respec-
tively)diagonals.
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2.1.3 Functions
In the following, we introduce several notations for functions Z→ R∪{±∞}. The set of all
nonnegative functions is denoted by F≥0 := {g : Z→ R≥0} and the (1-0) indicator function
of S ⊂ Z is defined as
1S(t) :=
{
1 t ∈ S
0 t /∈ S
In particular, we denote the Heaviside function by s(t) := 1R≥0(t) and the unit pulse function
by δ(t). The k-th forward difference of g : Z→ R is abbreviated by ∆(k)g(t) := ∆(k−1)g(t+
1)−∆(k−1)g(t) with ∆(1)g(t) := g(t+ 1)− g(t).
We call g : Z→ R ∪ {∞} convex if for all t1, t2 ∈ Z and 0 ≤ λ ≤ 1 it holds that
λg(t1) + (1− λ)g(t2) ≥ min
u∈B(z)
g(u) (2)
where z := λt1 + (1 − λ)t2 and B(z) := {u ∈ Z : |z − u| < 1}. g is convex if and only if
∆(2)g(t) ≥ 0 for all t [15]. Further, g : Z → R ∪ {−∞} is called concave if −g is convex.
The sets of all convex and concave functions will be denoted by Fcvx and Fccv, respectively.
The set of all absolutely summable be denoted by ℓ1 and the set of bounded functions by ℓ∞.
Finally, the support of a function g is defined as supp(g) := {t : g(t) 6= 0}.
2.2 Linear discrete time systems
We consider finite dimensional causal linear discrete time-invariant (LTI) systems with input
u and output y. The impulse response is the output corresponding to the input u(t) = δ(t).
The transfer function of the system is
G(z) =
∞∑
t=0
g(t)z−t = r
∏m
i=1 z − zi∏n
j=1 z − pi
(3)
where m ≤ n, r ∈ R, pi and zi are referred to as poles and zeros, which are both sorted
in same way as the eigenvalues of a matrix 1. The tuple (A, b, c, d) (or (A, b, c) in case of
d = 0 = g(0)) is referred to as a state-space realization if
x(t + 1) = Ax(t) + bu(t),
y(t) = cx(t) + du(t),
(4)
with A ∈ Rn×n, b, cT ∈ Rn, d ∈ R. It holds then that
g(t) = cAt−1s(t− 1)b+ dδ(t) (5)
1Note that for continuous-time systems section 6, we will change this sorting from decreasing magnitude
to decreasing real part
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We always assume that the poles and zeros of a transfer function are disjoint. If the same
applies to c(zIn−A)−1b+d, then (A, b, c, d) is called minimal and G(z) = c(zIn−A)−1b+d.
Further, if the system has simple poles (counting multiplicity), then by the partial fraction
decomposition
G(z) =
n∑
i=1
ri
z − pi .
A system G(z) that has all poles zero is called a finite impulse response (FIR) system. The
Hankel operator
(Hgu)(t) :=
−1∑
τ=−∞
g(t− τ)u(τ) =
∞∑
τ=1
g(t+ τ)u(−τ), t ≥ 0 (6)
describes the output corresponding to the input u(t) = u(t)(1− s(t)). It is a mapping from
past inputs to future outputs under convolution with the impulse response g.
The Toeplitz operator
(Tgu)(t) :=
t∑
τ=0
g(t− τ)u(τ), t ≥ 0 (7)
maps a future input u(t), t ≥ 0, to the corresponding output y(t), t ≥ 0. In a state-
space model, the Hankel operator models the free response of the system for an arbitrary
initial condition whereas the Toeplitz operator models the input-output behavior under the
assumption that x(0) = 0. These operators can also be represented through the finite
truncated matrix representations
Hngu =


g(1) g(2) . . . g(n)
g(2) g(3) . . . g(n+ 1)
...
...
. . .
...
g(n) g(n+ 1) . . . g(2n− 1)




u(−1)
...
u(−n)

 (8a)
T ng u =


g(0) 0 0 . . .
g(1) g(0) 0
. . .
...
...
. . .
. . .
g(n) g(n− 1) . . . g(0)




u(0)
u(1)
...
u(n)

 (8b)
with Hgu = limn→∞Hngu and Tgu = limn→∞ T ng u.
3 The variation diminishing property
3.1 Variation diminishing systems
For a function g : Z→ R its variation (number of sign changes) is defined as
S(g) := sup
n∈Z>0,x∈Z
n
x1<···<xn
S(g(x1), . . . , g(xn)). (9)
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where the variation for x ∈ Rn
S(x) :=
∑
i≥1
1R<0(x˜ix˜i+1), (10)
with x˜ resulting from deleting all zero entries in x and S(0) := −1. Investigations of linear
variation diminishing mappings y = Xu, i.e., S(y) ≤ S(u) for all u with S(u) ≤ k ∈ Z≥0 date
back from the investigation of power series with real zeros [10] to applications in interpolation
theory [9, 12], vibrational systems [16] and computer vision [17]. X may therefore represent
finite dimensional matrices as in [9, 11] as well as infinite dimensional operators such as the
Toeplitz and Hankel operator [9, 12, 14, 18].
The goal of this paper is to provide a characterization of variation diminishing finite-
dimensional LTI systems with input u and output y. We consider both, their Hankel and
Toeplitz operators:
y = Tgu : S(Tgu) ≤ S(u) ≤ k − 1, (11a)
y = Hgu : S(Hgu) ≤ S(u) ≤ k − 1, (11b)
The characterization of k-positive systems provides any intermediate between the coarsest
variation-diminishing property of positive systems (k = 1) and the finest variation diminish-
ing property (k =∞).
It should be noted that due to linearity, the variation-diminishing property of LTI systems
does not only apply variation of the input-output signals but also to any of their finite differ-
ences. As such, linear variation diminishing systems also diminish local extrema, inflections
points, etc., this is, for all s ≥ 1 and u it holds that
S(∆(s)u) ≤ k − 1 =⇒ S(∆(s)y) ≤ S(∆(s)u). (12)
These systems, therefore, posses a low-pass characteristic and the maximal choosable k
determines a a degree of smoothening. The simplest example of a variation diminishing
system is an integrator. As first order filters are damped versions of an integrator, the same
can be expected for them as discussed next.
Example 1. The impulse response of first order system is
g(t) = rpt−1s(t− 1), p > 0, r ∈ R
with transfer function
G(z) =
r
z − p, |z| > p (13a)
and Hankel and Toeplitz operators
(Hgu)(t) = αrpt−1, t ≥ 1, α :=
−1∑
τ=−∞
p−τu(τ) (13b)
(Tgu)(t) = rpt−1
t∑
τ=1
p−τu(τ), t ≥ 0 (13c)
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The Hankel operator is a decaying exponential multiplied by a scalar. Hence it has no
variation, regardless of the variation of the input. The Toeplitz operator maps nonneg-
ative/monotone inputs to nonnegative/monotone outputs because the first-order filter is
positive. Thus, only a sign-change in u can cause the sum in (13c) to change sign for t ≥ 0.
However, since the summand has the same variation as u and summation (integrator) cannot
increase the variation, S(Tgu) ≤ S(u) for all u.
For general LTI systems, we will study the variation diminishing property of the opera-
tors through the variation diminishing properties of matrices, that correspond to the finite
dimensional truncations Hngu and Tgu. The correspondence is formalized as follows [12].
Proposition 1. Let g ∈ RZ and k ∈ Z≥1. Then, the following are equivalent:
i) S(Hgu) ≤ S(u) for all u ∈ RZ such that Hgu ∈ ℓ∞ and S(u) ≤ k − 1
ii) ∀n ∈ Z≥0 : S(Hngu) ≤ S(u) for all u ∈ RZ such that Hgu ∈ ℓ∞ and S(u) ≤ k − 1.
Analogous results hold for Tgu.
Proposition 1 is proven in Appendix B.
3.2 Variation diminishing matrices
The theory of variation diminishing matrices is a classical subject, for instance extensively
studied in the monograph [9]. Variation diminishing properties of a matrix X ∈ Rn×m are
studied via the sign-definiteness of the compound matrices Cr(X), whose (i, j)− th entry is
defined by det(X(I,J)), where I is the i − th and J is the j − th element in In,r and Im,r,
respectively. For example, if X ∈ R3×3, then C[2](X) reads
det(X{1,2},{1,2}) det(X{1,2},{1,3}) det(X{1,2},{2,3})det(X{1,3},{1,2}) det(X{1,3},{1,3}) det(X{1,3},{2,3})
det(X{2,3},{1,2}) det(X{2,3},{1,3}) det(X{2,3},{2,3})

 .
made of all r-minors. By the extended Cauchy-Binet formula [9] with X ∈ Rn×p and Y ∈
Rp×m
det((XY )I,J) =
∑
K∈Ip,r
det(XI,K) det(YK,J), (14)
where I ∈ In,r, J ∈ Jm,r and r ≤ p, it easy to verify the following well-known properties [19,
Sec. 0.8.1].
Lemma 1. Let X ∈ Rn×p, Y ∈ Rp×m and r ∈ Z≥1.
i) C[r](XY ) = C[r](X)C[r](Y ).
ii) σ(C[r](X)) = {
∏
i∈I λi(X) : I ∈ In,r}.
iii) If X  0, then C[r](X)  0.
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Definition 1 (Sign-consistency, sign-regularity and positivity). A matrix is called k-sign
consistent if all its minors of order k have the same sign. The property is strict if none of
those minors is zero. The same matrix is called (strictly) k-sign regular, if it is (strictly)
j-sign consistent for all 1 ≤ j ≤ k. It is called (strictly) k-positive if the sign of minors is the
same for all 1 ≤ j ≤ k.
The relationship between the variation diminishing property and the above definitions is
provided by combining the results [9, Theorem 5.1.1.4, Theorem 5.1.1.5,Theorem 5.2.2.4,] as
follows.
Proposition 2. Let X ∈ Rn×m with n ≥ m. If X is k-positive with k ≤ m, then
a) S(u) ≤ k − 1 implies S(Xu) ≤ min{rank(X)− 1, S(u)}
b) S(Xu) = S(x) implies that the first non-zero element in Xu has the same sign as the first
non-zero element in u.
The converse also holds if X has full column rank.
If we disregard the order of sign changes inXu, i.e., X is simply assumed to be k-sign regular,
then Proposition 2 also remains true if Item b is dropped.
The reader will notice that the number of k minors of X is combinatorial. For our
purposes, fortunately, it will be sufficient to check the sign of consecutive minors to verify
k-positivity [10, 20].
Proposition 3. Let X ∈ Rn×n and k ≤ n.
i. Hankel X is k-positive if and only if all consecutive j-minors of X are nonnegative for
1 ≤ j ≤ k.
ii. If X is Toeplitz, lower triangular and such that all consecutive j-minors of X1:n,1:j are
strictly positive for 1 ≤ j ≤ k−1 and all consecutive k-minors of X1:n,1:k are nonnegative,
then X is k-positive.
Note that the difference between Hankel and Toeplitz matrices esteems from the sum-
mation property in Corollary 2, which makes it easy to show that strictly k-positive Hankel
matrices lie densely within the set of k-positive Hankel matrices:
3.3 Variation-diminishing operators
In virtue of Proposition 1, we extend Definition 1 to Tg and Hg as follows.
Definition 2. Tg and Hg are k-sign regular and k-positive if the representation matrices
of T ng and Hng , respectively, are k-sign regular and k-positive for all n ≥ 1. In particular,
for k = ∞, we refer to them as totally sign-regular and positive. Analogously, we call the
system G(z) Hankel and Toeplitz k-sign regular and k-positive.
8
The following elementary properties are then inherited from the properties of the finite
dimensional compound matrix as reviewed in section 9.
Lemma 2. Let {gi}i∈N ⊂ ℓN∞ with g⋆ = limi→∞ gi ∈ ℓN∞.
1. Nestedness: Tg1 is k-sign regular if and only if Tg1 is j-sign regular for all 1 ≤ j ≤ k.
The same applies to Hg1.
2. Serial interconnection: If Tg1 and Tg2 are k-sign regular, then Tg1∗g2 = Tg1Tg2 is k-sign regular.
3. Parallel interconnection: If Hg1 and Hg2 are k-positive, then Hg1+g2 = Hg1 + Hg2 is
k-positive.
4. Closedness: If Tgi is k-sign regular for all i ∈ N, then Tg⋆ is k-sign regular. The same
applies to Hgi and Hg⋆.
5. Multiplication Toeplitz: If G1(z) is a first order system with g1 ∈ F≥0 and Tg2 is
k-positive, then Tg1g2 is k-positive.
The analogue of Proposition 2 for Toeplitz and Hankel operators is then as follows [9]:
Proposition 4. Let g ∈ ℓ1 and Hg be k-sign regular with k ≥ 1. Then,
∀u ∈ ℓ∞ : S(u) ≤ k − 1 ⇒ S(Hgu) ≤ S(u). (15)
Conversely, if (15) holds then Hg is k-sign regular. The same proposition holds for Tg.
Proposition 4 is generally valid for pairs g and u as long as Hgu ∈ ℓ∞, e.g., g ∈ ℓ∞ and
u ∈ ℓ1. For completeness, a proof to Proposition 4 is provided in appendix C.
In the sequel, we will verify sign-regularity only by inspecting consecutive minors, that
is the determinant of the following matrices:
Tg(t, k) :=


g(t) g(t− 1) . . . g(t− k + 1)
g(t+ 1) g(t) . . . g(t− j)
...
...
. . .
...
g(t+ k − 1) g(t+ k − 2) . . . g(t)

 (16)
and
Hg(t, k) :=


g(t) g(t+ 1) . . . g(t+ k − 1)
g(t+ 1) g(t+ 2) . . . g(t+ k)
...
...
. . .
...
g(t+ k − 1) g(t+ j) . . . g(t− 2(k − 1))

 , (17)
respectively. With a realization (A, b, c), it holds then that
Hg(t, j) = OjAt−1Cj (18)
for the extended controllability and observability matrices
Cj :=
(
b Ab . . . Aj−1b
)
(19a)
Oj :=
(
cT ATcT . . . AT
j−1
cT
)
T
. (19b)
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4 Compound LTI systems
By Proposition 3, the variation-diminishing property of Hankel and Toeplitz operators can
be verified by showing the positivity of consecutive minors, which are quantities of the type
det(Tg(t, j)) for the matrices defined in (16) and (17). We will regard these quantities as
impulse responses of so-called compound systems.
Definition 3 (Compound systems). Let G(z) be an LTI system. Then, for j ≥ 1 we
define the compound system of order j as the LTI system with impulse response g[j](t) :=
det(Tg(t, j)) t ≥ 0.
Remark 1. Note that if t − j ≥ 0, then Tg(t, j) can be transformed into Hg(t − j + 1, j)
through reversion of the column/row order, i.e., det(Tg(t, j)) = ξ(j) det(Hg(t − j + 1, j))
where
ξ(j) :=
{
1 if j mod 4 ≤ 1
−1 else . (20)
Therefore, an extra definition for Hg(t, j) is generally not required and both cases are treated
simultaneously as long as we register ξ(j). Importantly, 2-positivity can hold simultaneously
only for the Hankel and Toeplitz operators of first-order systems.
Propositions 3 and 4 lead to the following equivalences, which are proven in appendix D
Proposition 5. Let G(z) be a system with g ∈ F≥0 and k ∈ Z>0. Then, the following are
equivalent:
i. Hg is k-positive.
ii. (a) ∀u ∈ ℓ∞ : S(u) ≤ k − 1 ⇒ S(Hgu) ≤ S(u)
(b) if S(Hgu) = S(u) 6= 0 and u 6= 0, then the sign of the first non-zero elements in
Hgu and u coincide.
iii. ξ(j)g[j]1Z≥j ∈ F≥0 for 2 ≤ j ≤ k.
For the Toeplitz operator, let us further assume that the k− 1-th largest pole is non-zero and
t0 := min{t : g(t) 6= 0}. Then, we have the equivalences:
I. Tg is k-positive.
II. ∀u ∈ ℓ∞ : S(u) ≤ k − 1 ⇒ S(Tgu) ≤ S(u).
III. g[j] ∈ F≥0 for 1 ≤ j ≤ k and g[j](t) > 0 for t0 ≤ t ≤ j − 1 and 1 ≤ j ≤ k − 1.
k-positivity of LTI systems can therefore be studied through external positivity of the
associated compound LTI systems. It is instructive to consider Proposition 5 for k = 2: A
function g ∈ F≥0 is called log-concave if supp(g) is an interval and
g(t)2 − g(t− 1)g(t+ 1) = g[2](t) ≥ 0, t ≥ 0,
10
this is, the second forward difference of − log g is nonnegative on supp(g). In other words,
for k = 2, Proposition 5 states that a non-FIR LTI system is 2-positive if and only if its
impulse response g(t) is log-concave. It is easy to show that this is also true for FIR systems.
In statistics, this characterization has been long known for 2-positive systems under
the name of strongly unimodal distributions [14]. These systems have received considerable
attention because of its ability to map unimodal inputs to unimodal outputs. A unimodal
signal u has a single mode m ∈ N such that u is monotonically increasing on (−∞, m] and
monotonically decreasing on [m,+∞). Equivalently, this means that (12) is fulfilled for
S(δ(1)u) = 0. In particular, since δ(t) is unimodal, any 2-positive kernel must be unimodal
and therefore the requirement of supp(g) being an interval cannot be dropped.
Similarly, in the Hankel case, it must hold that g[2](t) ≤ 0, t ≥ 0, meaning that g is
log-convex on Z≥1. Since, any function g with g[2](t) ≤ 0, t ≥ 0 fulfils S(g) = 0, it suffices
to check that g[2](2) = det(Hg(1, 2)) ≥ 0 instead of g ∈ F≥0. More generally, by applying
(1) to det(Hg(j + 1, t)), it follows that det(Hg(j, t)) is log-convex for 1 ≤ j ≤ k − 1, which
recursively leads to the following simplified equivalence.
Corollary 1. Let G(z) be a system and k ∈ Z>0. Then, the following are equivalent:
i. Hg is k-positive.
ii. ξ(j)g[j](j) ≥ 0 for 1 ≤ j ≤ k − 1 and ξ(k)g[k]1≥k ∈ F≥0
We next turn to the state-space realization of the compounds of a LTI system with
realization (A, b, c). The definition and properties of the compound matrices in Appendix A
and (18) imply the important property
det(Hg(t, j))s(t− 1) = C[j](Oj)C[j](A)t−1C[j](Cj)s(t− 1), (21)
i.e., the impulse response det(Hg(t, j))s(t− 1) admits the state-space realization
(C[j](A), C[j](Cj), C[j](Oj)). (22)
By Remark 1, it follows that g[j] ∈ F≥0 if and only if
i. (ξ(j)C[j](A), C[j](Cj), C[j](Oj)) is externally positive.
ii. g[j](t) ≥ 0 for all 0 ≤ t ≤ j − 1.
We note that by Proposition 5, the characterization above provides a way of verifying k-
positivity of a finite dimensional LTI system through verifying external positivity of the
state-space model of j compound systems. While verifying external positivity of any LTI
is generally NP-hard [21], there exist several sufficient tests [22–24]. The test from [25, 26]
is particularly tractable through convex programming. The use of a diagonal state-space
representation in the above theorem leads to a characterization of the transfer function
G[j](z) directly in terms of the partial fraction expansion of G(z).
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Theorem 1. Let G(z) =
∑n
i=1
ri
z−pi . Then, for 2 ≤ j ≤ n it holds that
G[j](z) = z
−jξ(j)
∑
v∈In,j
∏j
i=1 rvi
∏
(i,j)∈In,2(pvi − pvj )2
z −∏ji=1 pvi +
j−1∑
i=1
g[j](i)
zi
. (23)
A proof of Theorem 1 is given in appendix E. These characterizations will be instrumental
in the next section.
5 Dominant decompositions of k-positive systems
The characterization in the previous section has interesting implications about the poles
and zeros of variation-diminishing systems. This can be regarded as a consequence of the
Perron-Frobenius theorem [19] applied to the positivity of the compound systems.
5.1 Positive and totally positive systems
We begin this section by recalling well-known pole-zero characterizations of externally posi-
tive (this is, 1-positive) and totally positive (this is, ∞-positive) systems.
Proposition 6. Let G(z) be an externally positive system with dominant pole p1. Then,
p1 ≥ 0 and all real zeros of the system are smaller than p1. Further, if G(z) =
∑
i≥1
ri
z−pi ,
then r1 > 0.
A characterization of Tg being ∞-positive in terms of its poles and zeros goes back (at
least) to [27]. Similar results for the continuous-time Hankel operator can also be found in
[9]. We supplement these results for the discrete time Hankel case.
Proposition 7. Let G(z) be strictly proper. Then,
i) Tg is totally positive if and only if
G(z) =
n∏
i=1
riz + αi
z − pi (24)
αi, ri, pi ≥ 0, i.e., it is the serial interconnection of first order positive filters with nega-
tive zeros.
ii) Hg is totally positive if and only if
G(z) =
n∑
i=1
ri
z − pi (25)
where ri, pi ≥ 0, i.e., it is the parallel interconnection of first order externally positive
filters.
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Note that the negative zeros requirement in (24) can be seen as a consequence of the
positive poles by using the following key property [9].
Lemma 3. Let G(z) have relative degree n − m. Then, Tg is ∞-positive if and only if Tg˜
with G˜(z) := (−z)
m−n
G(−z) is totally positive.
5.2 Poles and zeros of k-positive systems
The following results generalizes Proposition 6 (k = 1) and Proposition 7 (k = +∞) to
k-positive systems with k arbitrary and represent our main contributions.
Theorem 2. Let G(z) =
∑n
i=1
ri
z−pi , let k ∈ Z>0 and m := min{k, n}. Then,
1. if Tg is k-positive it holds that (−1)i+1ri > 0 for 1 ≤ i ≤ m and p1, . . . , pm ≥ 0.
2. if Hg is k-positive it holds that r1, . . . , rm > 0 and p1, . . . , pm ≥ 0.
Proof. The proof follows from Theorem 1 and applying Proposition 6 to the first order
dominant dynamics of G[j] as well as Remark 1 for the Hankel case.
Theorem 3. Let G(z) =
∑n
i=1
ri
z−pi and k ≤ n.
1. If Tg is k-positive, then
G(z) =
z
z − p1Gr(z), Tgr is k − 1-positive (26)
and all real zeros are smaller than pmin{k,n}.
2. If Hg is k-positive, then
G(z) =
r1
z − p1 +Gr(z), Hgr is k − 1-positive (27)
with r1 > 0.
A proof of Theorem 3 is provided in appendix F. A repeated application of Theorem 3
shows that k-positive systems possess a k-th order dominant approximation that is totally
positive with respect to their operators. Again, that result is well-known for 1-positive sys-
tems and for totally positive systems but appears novel for other values of k. Unfortunately,
our result does not provide a full characterization of k-positivity, but only necessary condi-
tions. The example in Fig. 2 illustrates a second-order system that is not Toeplitz 2-positive,
but has a dominant first-order approximation. A full characterization for finite k can also
not be expected given the NP-hardness of the case k = 1.
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Figure 2: Impulse response to g := g1 ∗ g2 with g1(t) = 0.9t−1s(t− 1) and g2(t) = 0.8t−1(1 +
cos(π(t−1)
2
))s(t − 1). Despite that G(z) = 1
z−0.9G2(z) with Tg2 being 1-positive, g is not
unimodal.
6 Continuous-time systems
This section extends the results of the previous sections to continuous-time systems. Anal-
ogous to discrete time systems, we define the Hankel and Toeplitz operator as
(Hgu)(t) :=
∫ 0−
−∞
g(t− τ)u(τ)dτ,=
∫ ∞
0+
g(t+ τ)u(−τ)dτ, (28a)
(Tgu)(t) :=
∫ t
0
g(t− τ)u(τ)dτ. (28b)
with g : R → R being the impulse response to the causal transfer function G(s) =∑∞
t=0 g(t)s
−t, i.e., g(t) = g(t)s(t). We will use the convention that the poles of G(s) are
sorted by decreasing real part and sub-sorted by decreasing imaginary part. The variation
of a signal u : R→ R is defined as
S(u) := sup
n∈Z>0,x∈R
n
x1<···<xn
S(u(x1), . . . , u(xn)). (29)
The main idea of characterizing continuous time variation diminishing systems is to discretize
the integral operators through finite sums and apply the results from our discrete time
discussion. To this end, let us introduce the following definitions [9, 11].
Definition 4. Let G(s) be a causal, asymptotically stable system and
Kg(t, τ) :=


g(t1 − τ1) · · · g(t1 − τk)
...
...
g(tk − τ1) · · · g(tk − τk)

 (30)
where t, τ ∈ ∆k := {x ∈ Rk : 0 ≤ x1 < · · · < xk} and k ∈ Z>0. Then, Tg is k-positive,
if Kg(t, τ) is k-positive for all t, τ ∈ ∆k. Analogously, we define this property for Hg with
Kg(t,−τ).
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Indeed, if
(Hh,Ng u)(t) := h
N∑
i=1
g(t+ τi)u(−τi) (31)
with h > 0, τi = ih, then for sufficiently large N and small h it holds that S(Hh,Ng u) =
S(Hgu). Further, there exist t1 < · · · < tN such that S(yˆ) = S(Hgu) with
yˆ :=


g(t1 + τ1) · · · g(t1 + τN )
...
...
g(tN + τ1) · · · g(tN + τN )




u(−τ1)
...
u(−τN)

 , (32)
meaning that if Hg is k-positive, then also the mapping above is k-positive. More generally,
by choosing ti and τi such that
Kg(t, τ) = Tgh(t, j) =


g(th) · · · g((t− j + 1)h)
...
...
g((t+ j − 1)h) · · · g(th)

 , (33)
where Gh(z) =
∑n
i=1
ri
z−epih , then we get the following analogue to Theorem 1 as a conse-
quence of our discrete analysis.
Proposition 8. Let G(s) =
∑n
i=1
ri
s−pi , h > 0 and gh(t) := g(th). Then,
1. if Tg is k-positive it holds that Tgh is k-positive, (−1)i+1ri > 0 for 1 ≤ i ≤ k and
p1, . . . , pk ∈ R.
2. if Hg is k-positive it holds that Hgh is k-positive, r1, . . . , rk > 0 and p1, . . . , pk ∈ R.
Furthermore, if Hg is k-positive, then
det


g(th) · · · g(t+ (j − 1)h)
...
...
g(t+ (j − 1)h) · · · g(t+ (2j − 2)h)

 ≥ 0 (34)
for all 1 ≤ j ≤ k. Therefore, letting for h > 0 the n− th derivative of g be defined as
dn
dtn
g(t) := lim
h→0
∆nh[g](t)
:= lim
h→0
n∑
i=0
(−1)i
(
n
i
)
g
(
x+ (n− i)h),
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it follows from successive row and column subtractions that
H∗g (t, j) := lim
h→∞


∆0h[g](t) · · · ∆j−1h [g](t)
...
...
∆j−1h [g](t) · · · ∆2j−2h [g](t)


=


g(t)
d
dt
g(t) · · · d
j−1
dtj−1
g(t)
d
dt
g(t)
d2
dt2
g(t) · · · d
j
dtj
g(t)
...
...
...
dj−1
dtj−1
g(t)
dj
dtj
g(t) · · · d
2j−2
dt2j−2
g(t)


.
fulfils det(H∗g (t, j)) ≥ 0. Analogous, for k-positive Tg we get that det(T ∗g (t, j)) ≥ 0 for
1 ≤ j ≤ k with
T ∗g (t, j) =


dj−1
dtj−1
g(t) · · · d
dt
g(t) g(t)
dj
dtj
g(t) · · · d
2
dt2
g(t)
d
dt
g(t)
...
...
...
d2j−2
dt2j−2
g(t) · · · d
j
dtj
g(t)
dj−1
dtj−1
g(t)


.
Converse results of this observation as in Proposition 5 and Corollary 1 can be proven,
where the compound systems are defined by g[j] := det(T
∗
g (t, j)). In particular, the case with
g[j] ∈ F>0 for 1 ≤ j ≤ k−1 has been discussed in [9]. For the Hankel operator, this condition
can be relaxed to non-strictness: analogously to [20], Hankel strictly k-positive systems lie
densely within set of Hankel k-positive systems.
Further, for a system G(z) with realization (A, b, c) it holds analogues to the discrete-time
case that
det(H∗g (t, j)) = C[j](Oj)C[j](eAt)C[j](Cj).
Since C[j](e
At) = elog(C[j](e
A))t, det(H∗g (t, j)), t ≥ 0, has a realization
(log(C[j](e
A)), C[j](Cj), C[j](Oj)).
Theorem 3 can then be easily transferred as follows.
Theorem 4. Let G(s) =
∑n
i=1
ri
s−pi and k ≤ n.
1. If Tg is k-positive, then
G(s) =
1
s− p1Gr(s), Tgr is k − 1-positive (35)
and all real zeros are smaller than pk.
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2. If Hg is k-positive, then
G(s) =
r1
s− p1 +Gr(s), Hgr is k − 1-positive (36)
with r1 > 0.
Note the slight deviation in the Toeplitz case, which is a result of the absence of FIR
dynamics as the following result on Toeplitz 2-positive systems reveals.
Lemma 4. Let G(s) be an LTI system with Tg being 2-positive. Then, G(s) is strictly proper,
i.e., lims→∞G(s) = 0.
A proof of Lemma 4 is provided in appendix G. Thus, by Theorem 4, we recover the
results from [8–10, 27] for total positivity.
Proposition 9. Let G(s) =
∑n
i=1
ri
s+pi
.
i) Tg is totally positive if and only if
G(s) =
r∏n
i=1(s+ pi)
(37)
where ri > 0 and pi ∈ R.
ii) Hg is totally positive if and only if
G(s) =
n∑
i=1
ri
s+ pi
(38)
where ri > 0 and pi ∈ R.
7 Repeated Poles
The results in the previous sections were stated for LTI systems with simple poles. The
restriction simplified the exposition, because the dominant dynamics of G[j] take a more
complicated form in the general case. For the Hankel operator, however, the additional
effort is minimal. To see this, let G(z) have l distinct poles with highest multiplicity mj ,
1 ≤ j ≤ l, this is,
G(z) =
l∑
a=1
ma∑
b=1
rba
(z − pa)b . (39)
Then, external positivity requires that r1m1 > 0 and p1 ≥ 0. Assuming that m1 > 1 and
p1 > 0, it follows then that the dominant dynamics of g[2] are provided by G1(z) :=
r1m1
(z−p1)m1 .
Since g1 not log-convex on any interval, Hg cannot be 2-positive. Further, it is easy to
see that the only FIR system that is Hankel 2-positive is a first order system. Similarly,
assuming that m1 = · · · = mk−2 = 1 and mk−1 > 1, it follows by (21) that the dominant
dynamics of G[k−1] have a multiple pole in
∏k−1
i=1 pi. However, since g[k−1] also needs to be
log-convex, Hg cannot be k-positive then.
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Proposition 10. Let G(z) =
∑l
a=1
∑ma
b=1
rba
(z−pa)b be such that Hg is k-positive. Then, m1 =· · · = mk−1 = 1.
8 Occurrences
In this section, we will discuss several occurrences of k-positive discrete and continuous
systems across the literature. In particular, we will point out future directions and emphasize
the relationship between variation diminishment and a system’s damping ability.
8.1 Relaxation systems
The class of continuous time relaxation systems has been introduced in [8] as a class of linear
electrical circuits that never show the hint of oscillation, are passive and can be exclusively
realized by capacitors and resistors. For SISO systems, this class coincides with our notion
of Hankel total positivity. Interestingly, Willems arrived at this class without considering
the already existing theory of total positivity. Instead, he started off with the property of
complete monotonicity
(−1)j d
j
dtj
g(t) ∈ F≥0 for all j ∈ Z>0 (40)
which through the characterization as g(t) =
∫
e−stdM(s) with M being bounded and non-
decreasing on R≥0, leads to Proposition 9. Note that (40) is a continuous-time analogue of
Lemma 7 for k = ∞. Further, this class is also known as so-called state-space symmetric
systems [28] as it admits a continues-time realization
x˙(t) = Ax(t) + bu(t),
y(t) = cx(t),
with A = AT and b = cT. Many models with this property exist, even outside of circuit
theory [28]. For instance, the discretized heat equation one a square with one-sided boundary
control and average temperature output (see [29]), which is described by A being theN2×N2-
Poisson-matrix
bi :=
{
1, for i = 1, 2, . . . , N
0, else.
and c =
(
1 . . . 1
)
, has a symmetric minimal realization. By changing b1 to a sufficiently
small positive value, it can be shown that the system becomes Hankel 3-positive. As such,
relaxation systems are a natural starting point for the investigation of Hankel k-positive
systems that are not totally positive, as well as for the exertions of our results to multi-
input-multi-output systems.
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8.2 Mass-spring damper system
A mass-spring-damper system with external force u obeys the law
x¨+
β
m
x˙+
l
m
x = u
where x represents the displacement of the mass and m, k, β > 0 denote the mass, spring
and damping coefficients, respectively. The impulse response of this system reads as
g(t) =
m
p
(
e−
(β−p)t
2m − e− (β+p)t2m
)
, p :=
√
β2 − 4lm.
For p ≥ 0, this is, over-damping, it is readily verified that g is log-concave and thus the
system is Toeplitz 2-positive. Moreover, as the system lags any zeros, we can also conclude
Toeplitz totally positivity by Proposition 9.
In case of under-damping, this is, β2−4lm < 0, this system does not posses a real pole and
thus g 6∈ F≥0 by Proposition 6. However, by successive serial interconnection of sufficiently
slow first order lags, it possible to increase the Toeplitz positivity degree to arbitrary k. For
example, it is readily verified that the serial interconnection with an integrator makes the
system 1-positive, this is,
g(t) =
m
p
∫ t
0
(
e−
(β−p)τ
2m − e− (β+p)τ2m
)
dτ ∈ F≥0.
Both cases illustrate a close relationship between the damping ability of the system and its
variation diminishment property.
8.3 Heavy-ball method
The so-called heavy-ball method for (convex) optimization was designed by Polyak to damp
the possibly high variation in the iterates of the well-known gradient descent approach [30,
31]. For a function f : R→ R, the iterates of this method are given by
xk+1 = xk − αk d
dx
f(x)
∣∣∣∣
x=xk
+ βk(xk − xk−1). (41)
for some αk, βk > 0 and can therefore be considered as a discretization of a second order
closed-loop system
x¨+ βx˙+ α
d
dx
f(x) = 0
with realization
x˙ =
(
0 1
0 −β
)
x+
(
0
α
)
u,
y = g(x1),
u = −y
19
where α, β > 0 and g := d
dx
f(x). Interestingly, as the linear system (from u to x1) has the
transfer function G(s) = α
s(s+β)
, it follows by Proposition 9 that this part is Toeplitz totally
positive. Moreover, in conjunction with a non-decreasing static non-linear g, this is, f is
quasi-convex, it follows by the chain rule that the open-loop system indeed diminishes local
extrema. The same applies for the discretized heavy-ball method. This application shows
the importance of total positivity for the theory of optimization and motivates the extension
of our theory to negative feedback interconnections.
9 Conclusion
We have studied the variation diminishing property of the Toeplitz and the Hankel operator
of finite-dimensional causal LTI systems. Each class defines different scales on externally
positive systems. Even though these integration kernels are classical in mathematics [9], the
state-space realization of finite-dimensional LTI systems sheds new light onto the properties
of k-totally positive systems. In particular, we have provided a bridge between external
positivity and total positivity in the form of: (i) Verification of the system membership
through the defined compound systems realizations, (ii) a necessary conditions on the number
of real poles and (iii) composition rules for the corresponding transfer functions.
The present work has focused on external open-loop k-positivity. Future work should
investigate the relationship to the internal property as studied in the recent work [32, 33] as
well as closed-loop interconnections. It would also be valuable to investigate the consequences
of k-positivity for model reduction, in the spirit of the results of [29].
A More on variation diminishing matrices
Lemma 1 implies the following properties for k-sign regular matrices.
Corollary 2. Let A,B ∈ Rn×n, and {Ai}i∈N with Ai ∈ Rn×n and A⋆ := limi→∞Ai ∈ Rn×n.
i) Nestedness: A is (strictly) k-sign regular if and only if A is (strictly) j-sign regular for
1 ≤ j ≤ k.
ii) Summation: If A and B are Hankel with A being k-positive and (strictly) k-positive,
then A+B is (strictly) k-positive.
iii) Symmetry: If A = AT is (strictly) n-positive then A(≻)  0.
iv) Low-rank: If rank(A) ≤ k, then A is k-sign regular if and only if A is min{m,n}-sign regular.
v) Closedness: If Ai is k-sign regular for all i ∈ N, then A⋆ is k-sign regular.
vi) Multiplication: If A and B are (strictly) k-sign regular with matching signs in C[j](A)
and C[j](B), 1 ≤ j ≤ k, then AB is (strictly) k-sign regular.
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vii) Hadamard Product:If A and B are Hankel and (strictly) min{m,n}-positive, then A⊙B
is (strictly) n-positive.
The second item has been discussed in [20]. The last item follows by the so-called Schur
product theorem, i.e., for X, Y  0 we have that det(X ⊙ Y ) ≥ det(X) ⊙ det(Y ) [34]. The
other items are easy to verify.
B Proof of Proposition 1
The proof uses the following simple lemma.
Lemma 5. Let {xk}k∈N be a sequence of xk ∈ Rn and x⋆ := limk→∞ xk ∈ Rn. Then,
lim
k→∞
S(xk) ≥ S(x⋆). (42)
Proof. By the convergence of xk, there exists N ∈ N such that ∀i : xNi x⋆i > 0 if x⋆i 6= 0.
Thus, S(xN ) ≥ S(x⋆).
Proof. Let us now proof Proposition 1. We start by noticing that for all u ∈ RZ<0 with
Hgu ∈ L∞ and S(Hgu) <∞, there exists Nu ∈ N such that
S(PNu(Hgu)) = S(Hgu) (43)
with PNu(y) := (y(0), . . . , y(Nu − 1))T. Then as limn→∞ PNu(Hngu) = PNu(Hgu), it holds by
Lemma 5 that
lim
n→∞
S(PNu(Hngu)) ≥ S(Hgu), (44)
which under the assumption of Item ii implies Item i. Conversely, if Item i holds, then
k − 1 ≥ S(u) ≥ S(u1[−n,−1]) ≥ S(Hg(u1[−n,−1]))
≥ S(Pn(Hg(u1[−n,−1]))) = S(Hngu).
The Toeplitz case is proven analogously.
C Proof of Proposition 4
Proof. The first part follows from the definition and Propositions 1 and 2. For the converse,
let G(z) be of order n. Then rank(HNg 1:N,1:n) = n for N ≥ n and any j-minor of Hlg can
be found within HNg 1:N,1:n for sufficiently large N ≥ n. Thus, restricting ourselves to inputs
u(t) = u(t)s(t+n), it follows from (15) and Proposition 2 that Hlg is k-sign regular for all l.
Analogous considerations can be made for the Toeplitz operator by assuming w.l.o.g.
that g(0) 6= 0, which then implies that rank(T lg ) = l for all l.
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D Proof of Proposition 5
Proof. First notice that the Hankel case follows immediately from applying Propositions 2
and 3 to HNg for all N . Analogously, we can conclude the equivalences in the Toeplitz case,
if g[j] ∈ F>0 for 1 ≤ j ≤ k − 1 and g[k] ∈ F≥0. Indeed, by assuming w.l.o.g. that g(0) 6= 0, it
holds that g[j](t) > 0 for all t ≥ 0 and j < k, because by assumption:
a) g[j](t) > 0 for 1 ≤ t < j.
b) g[j](t) = ξ(j) det(Hg(t− j + 1, j)) > 0 for t ≥ j, because G(z) has at least k− 1 non-zero
poles.
E Proof of Theorem 1
In order to prove Theorem 1, we use the following simple lemma, which we state without a
proof.
Lemma 6. Let b ∈ Cn, A = diag(p1, . . . , pn) ∈ Cn×n and Cn :=
(
b Ab . . . An−1b
)
. Then,
det(Cn) = (−1)n
n∏
i=1
bi
∏
(i,j)∈In,2
(pi − pj). (45)
Proof. Let us now proof Theorem 1. In the following, let (A[j], b[j], c[j]) correspond to the
realization in (22). We realize G(z) through the complex matrices A = diag(p1, . . . , pn) and
c = bT =
(√
r1 . . .
√
rn
)
. Then, by Lemma 1 and Remark 1 it holds that A[j] is diagonal
and scT[j] = b[j]. In particular, by letting v denote the l-th element in In,j, we can verify that
a[j]ll =
∏j
i=1 pvi and by Lemma 6 b[j]l = (−1)j
∏j
i=1
√
rvi
∏
(i,j)∈In,2(pvi−pvj ). The claim then
simply follows by (22) and Remark 1.
F Proof of Theorem 3
The proof for the Hankel case essentially follows from Theorem 1 and the following lemma.
Lemma 7. Let G(z) =
∑n
i=1
ri
z−pi be such that g ∈ F≥0∩ℓ∞ and H−∆(1)g is k-positive. Then,Hg is k-positive. Conversely, if all ki > 0 and pi ≥ 0, this is, Hg is ∞-positive, then also
H−∆(1)g is ∞-positive.
Proof. By assumption it holds that H−∆(1)g(t, j) = Hg(t, j) −Hg(t + 1, j)  0 for all t ≥ 1
and 1 ≤ j ≤ k. Therefore,
Hg(t, j)− lim
t→∞
Hg(t, j) =
∞∑
l=t
H−∆(1)g(l, j)  0. (46)
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Since limt→∞Hg(t, j) = limt→∞Hg1(t, j) with G1(z) =
r1
z−p1 , we conclude by Proposition 6
that Hg(t, j)  0, which by Proposition 5 proves the claim.
For the converse, it is easy to verify that for eachGi(z) =
ki
z−pi it holds thatH−∆(1)gi(t, j) 
0 and therefore
H−∆(1) ∑ni=1 gi(t, j) =
n∑
i=1
H−∆(1)gi(t, j) ≻ 0,
for all j, which by Proposition 5 and Lemma 2 shows that H−∆(1)g is ∞-positive.
Proof. Let us now prove Theorem 1. Since the results are trivial for p1 = 0, we can assume
by the multiplicativity with first order systems in Lemma 2 that w.l.o.g. p1 = 1.
F.1 Hankel operator
Using the assumption that g(t) = (k1+gr(t))s(t−1), it follows from ∆(1)g = ∆(1)gr that the
claim is proven by Lemma 7 once we show that H−∆(1)g is k − 1-positive. Since the order of
the system implies that det(Hg(t, j)) > 0 for t > 0 and j ≤ n, it suffices by Proposition 5 to
show that det(H−∆(1)g(t, j)) > 0 for all 1 ≤ j ≤ k − 1. To this end, note that for 1 ≤ j ≤ k
and t > 0
det(Hg(t, j)) > 0 ⇔ det(H˜g(t, j)) > 0 (47)
where
H˜g(t, j) :=


−∆(1)g(t) . . . −∆(1)g(t+ j − 1)
...
...
−∆(1)g(t+ j − 2) . . . −∆(1)g(t+ 2j − 2)
g(t+ j − 1) . . . g(t+ 2j − 2)

 . (48)
Then, using (1) as well as the fact that det(Hg(t, j − 1)) = det(H˜g(t, j − 1)), we arrive at
det(Hg(t+ 2, j − 1)) det(H−∆(1)g(t, j − 1)) >
det(Hg(t+ 1, j − 1)) det(H−∆(1)g(t + 1, j − 1)), (49)
meaning that det(H−∆(1)g(·, j − 1)) can switch sign at most once from positive to negative.
However, by letting Gi(z) :=
ri
z−pi for i ≥ 2, it follows for the dominant dynamics of Gr(z)
by Theorem 1 that
H−∆(1) ∑j
i=2 gi
(t, j − 1) =
j∑
i=2
H−∆(1)gi(t, j − 1) ≻ 0,
which implies that det(H−∆(1)g(t, j − 1)) > 0 for sufficiently large t ≥ 1 and therefore
det(H−∆(1)g(t, j − 1)) > 0 for all t > 0.
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F.2 Toeplitz operator
The proof will be similar to the Hankel case. Using Proposition 5, our goal is to show that
det(Tgr(t, j)) > 0 for all 1 ≤ j ≤ k − 1, where G(z) = zz−1Gr(z), i.e., g(i) :=
∑i
τ=0 gr(τ).
To this end note that the log-concavity of g and the order of the system imply that zeros
can only occur in the beginning of the impulse response. Since time-shifts do not change the
variation diminishing property, we can assume w.l.o.g. that Tg(t, j) > 0 for all t ≥ 1 and
1 ≤ j ≤ k − 1.
For 1 ≤ j ≤ k we have then
det(Tg(t, j)) ≥ 0 ⇔ det(T˜ (t, j)) ≥ 0 (50)
with
T˜ (t, j) :=


g(t) . . . g(t− j + 1)
gr(t+ 1) . . . gr(t− j)
...
...
gr(t + j − 1) . . . gr(t)

 . (51)
Using (1) as well as the facts that det(Tg(t, j − 1)) = det(T˜g(t, j − 1)) yields
det(Tg(t, j − 1)) det(Tgr(t, j − 1)) ≥ det(Tg(t− 1, j − 1)) det(Tgr(t+ 1, j − 1)). (52)
By way of contradiction, assume that there exists t∗ such that det(Tgr(t
∗, j − 1)) ≤ 0. Then
det(Tgr(t, j − 1)) ≤ 0 for all t ≥ t∗, i.e., the dominant dynamics of −Gr [j−1](z) have to be
1-positive, By Theorems 1 and 2, this implies that (−1)j r¯j−1 ≤ 0 with
Gr(z) =
n∑
i=2
r¯i
z − pi +
r¯0
z
.
However, by Theorem 1 and partial fraction decomposition it is easy to verify that (−1)j r¯j−1 >
0, which provides the contradiction.
G Proof of Lemma 4
Proof. Let (A, b, c, d) be a minimal realization of G(s), where we assume that d > 0. Since
Tg is 2-positive, it holds that
g(t) = ceAtbs(t) + dδ(t)
is log-concave, where δ(t) stands for the Dirac delta impulse. Thus, since uǫ(t) =
1√
2πǫ
e−
t2
2ǫ
is log-concave for all ǫ > 0, we get that gǫ(t) = g ∗uǫ is log-concave. However, for sufficiently
small ǫ > 0 and t > 0, gǫ(t) is arbitrarily close to c
Atb, whereas gǫ(0) is arbitrarily large,
yielding
gǫ(0)
1−θgǫ(t)θ > gǫ(θt)
for t > 0 and 0 < θ << 1, and thus gǫ is not log-concave, which is a contradiction.
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