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Abstract. In the present note we are concerned with the ques-
tion of the existence and uniqueness of solutions of two- point boundary
value problem for nonlinear dierence equations with parameters in Banach
space.The proof of the above problem is based on the method of successive
approximation and xed-point method.
1. Introduction
In this paper we present some existence and uniqueness results for discrete
boundary value problems where the values of the solution lie in a Banach space
E.
The motivation for the present work comes from many recent investiga-
tions. In fact, the continuous versions have been studied by many authors,
e.g. see [4, 5, 6, 11, 12] and the references cited therein.Discrete boundary
value problems have been discussed widely in the literature, see [1, 3, 7, 10]
and their references.
In the present note we are concerned with the question of the existence
and uniqueness of solutions of two-point boundary value problem for nonlinear
dierence equations with parameters in Banach space.
The proof of the existence is based on the method of successive approxi-
mation and xed-point methods. We use conditions expressed in terms of the
measure of strong or weak noncompactness and weakly{weakly sequentially
continuity.
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Consider the Banach spaces E and F with the norms kk. Let Z denotes
the set of integers. Given a < b in Z, let [a; b] = fa; a + 1; : : : ; bg. Also the
symbol  denotes the forward dierence operator with stepsize 1.
2. Main results
2.1. In the rst part of this section we discusses the nonlinear discrete equa-
tion of the form
(1) x(n) = f(n; x(n); );
with the boundary conditions
(2) x(0) = x0; x(T + 1) = X;
where T is a xed positive integer, f : [0; T ]  Br  C ! E; Br = fx 2
E : kx  x0k  rg; C  F some closed, bounded set. For this equation we
consider the following problem (A):
(A) There exists parameter  2 C such that equation (1) has a solution
x : [0; T ]! E satisfying conditions (2).
Equation (1) is equivalent to the equation




for every n 2 [0; T ].
Suppose that the function f satises the following conditions:





jf(n; x; )j  (n)
for every n 2 [0; T ]; x 2 Br;  2 C,
(H2) there exists a function  : [0; T ]! R+ such that
kf(n; u1; 1)  f(n; u2; 2)k  (n)(ku1   u2k+ k1   2k);
for every n 2 [0; T ]; u1; u2 2 Br; 1; 2 2 C,
(H3) there exists a constant L > 0 such that
TX
s=0
(f(s; x(s); 1)  f(s; x(s); 2)
  L k1   2k
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f(s; x(s); ) = X:
We are now ready to present the main results.
Theorem 2.1. Suppose (H1)   (H4) hold. Then the problem (A) has
exactly one solution.
Proof. In order to apply method of successive approximations we dene
sequences fxm()g1m=0 and fmg1m=0 in the following way:
Let x0() : [0; T ] ! Br; x0(n) = x0 for every n 2 [0; T ]. Then by (H4)




f(s; x0(s); 0) = X:
Next we dene the function x1() as follows:
x1(0) = x0
and
x1(n+ 1) = x0 +
nX
s=0
f(s; x0(s); 0) for n 2 [0; T ]:
By (H1) x1(n) 2 Br and x1(T + 1) = X 2 Br. Repeating the procedure, we
dene the function x2() by the formula




In this manner we obtain two sequences fxm()g and fmg, whose m-th term
are dened by relations
(3) xm(n+ 1) = x0 +
nX
s=0
f(s; xm 1(s); m 1); n 2 [0; T ]




f(s; xm 1(s); m 1) = X:
By assumptions we have
xm(n) 2 Br for n 2 [0; T ]; xm(T + 1) = X 2 Br:
It will be now veried that sequences fxm()g and fmg are convergent.
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From (3) and (4) we have



















ff(s; xm 1(s); m 2(s))  f(s; xm 2(s); m 2g
 :
By (H3) left hand side is greater then L km 1   m 2k and by (H2) right
hand side is less then
TX
s=0
(s) jxm 1(s)  xm 2(s)j ;
hence
















From (3),(6) and assumption (H1), we have




























Thus the sequence fxm(i)g forms a Cauchy sequence for each i 2 [0; T ] and




(n) for each n 2 [0; T ]:
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Since Br is closed, x
(n) is in Br. From this and (6) it is clear that












So the sequence fmg Cauchy sequence and converges to some  as m!1.
Take the limit as m!1 in (3) and (4) we obtain that x(n) satises problem
(A).
Now, we prove the uniqueness of the solution of (A).
In fact if there exist two functions x(); y() and two parameters ;  sat-
isfying the problem (A), then










(8) x(0) = y(0) = x0; x(T + 1) = X = y(T + 1):
From (7) and assumption (H2) we have
(9) kx(n)  y(n)k 
nX
s=0









Hence analogously to (6) we obtain that





Applying this inequality to (9) we can show that
max
0nT









a contradiction. So x(n) = y(n) for n 2 [0; T ] and by (9')  = . Thus the
proof is complete.
2.2. In this part we will consider problem (A) for the dierence equation
with delay.
Let  2 N; ' : [ ; 0]! Br; '(0) = x0; f : [0; T ]BrC ! E. Instead
of the (1) and (2) we take the equation
(10) x(n) = f(n; x(n  ); ); n 2 [0; T ];
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with the boundary conditions
x(n) = '(n) for n 2 [ ; 0]
x(T + 1) = X:
(11)
Analogously to Theorem 1 we can prove the following theorem:
Theorem 2.2. Under the assumptions (H1)   (H4) the problem (A)
for(10) and (11) has exactly one solution.
2.3. Now we consider the boundary value problem which is essentially related
to the equation with delayed argument: there exist a solution x(n; ) of the
problem
(12) x(n) = f(n; x(n); x(n  )); n 2 [0; T ];
(13) x(n) = '(n; ) for n 2 [ ; 0]
({is nonnegative integer) which satises the condition
(14) x(T + 1; ) = X;
where (T;X) are given,  will be denite.
We shall assume that the function
f : [0; T ]E E ! E
satises the following conditions:
(G1) there exists a function  : [0; T ]! R+ such that




for every n 2 [0; T ]; x; y 2 Br,
(G2) there exists a function  : [0; T ]! R+ such that
kf(n; u1; v1)  f(n; u2; v2)k  (n)fku1   u2k+ kv1   v2kg;
for every n 2 [0; T ]; uivi 2 Br; i = 1; 2,
TX
s=0





' : [ ; 0] C ! Br; '(0; ) = x0;
is continuous,
(G4) there exists a constant L > 0 such that
X
s=0
ff(s; x(s); '(s  ; 1))  f(s; x(s); '(s  ; 2))g
  Lk1   2k
for 1; 2 2 C,
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f(s; x(s); '(s   ; )) = X:
Theorem 2.3. Suppose that the conditions (G1)   (G5) hold. Then the
problem (12)-(14) has solution.
Proof. Let x0() : [0; T ] ! Br; x0(n) = x0 for every n 2 [0; T ]. Then,




f(s; x0(s); '(s  ; 0)) +
TX
s=+1
f(s; x0(s); x0(s  )) = X;
because
y = x0 +
TX
s=+1
f(s; x0(s); x0(s  )) 2 Br:
We build a sequence of x1; x2; : : : according to the following law:
x1(n+ 1) =x0 +
X
s=0




f(s; x0(s); x0(s  )) = X;
for n 2 [0; T ],
x1(n) = '(n; 0) for n 2 [ ; 0];
xm(n+ 1) = x0 +
X
s=0




f(s; xm 1(s); xm 1(s  )); n 2 [0; T ];
(15)
(16) xm(n) = '(n; m 1) for n 2 [ ; 0]:
Evidently, x1(n) 2 Br and x1(T + 1) = X 2 Br,
(17) xm(n) 2 Br and xm(T + 1) = X 2 Br:
Now, we shall prove that the sequences fxm()g and fmg are convergent.








ff(s; xm 1(s); xm 1(s  ))   f(s; xm 2(s); xm 2(s  ))g;
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By (15) and (18) we get




























where q1 = 4q. Let Vm = max
0sT
kxm(s)  xm 1(s)k, then
Vm  q1Vm 1 for m = 2; 3; : : :
Thus, by induction, the inequality
Vm  qm 11 V1
is true for m = 2; 3; : : : Since by (G2) q1 < 1, we have that fxm(n)g is
uniformly convergent to x(n) for each n 2 [0; T ] as m!1.
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This implies from (18) that
km   m 1k  3q
L
qm 11 V1;
so fmg converges to . The relations (15), (16), (17) implies that x(n) is
a solution of the problem (12)-(14).
2.4. In this part we prove existence theorems for the problem (A). We
will use the measure of noncompactness and weak noncompactness. We now
gather together some denitions and results which we will be needed in this
section.
Definition 2.4 (K. Kuratowski). For any bounded subset A of a metric
space E we denote by (A) the inmum of all " > 0, such that there exists a
nite covering of A by sets of diameter  ". The number (A) is called the
measure of noncompactness of set A. (For properties of  see [9] and their
references.)
Definition 2.5. Let B = fx 2 E : kxk  1g and let A be a bounded
subset of E. The (A) measure of weak noncompactness of A is dened by
(A) = infft  0 : A  K + tB for some weakly compact K  Eg:
(For properties of  see [7].)
In particular if  =  or  = , A and B are bounded subset of E, then
(1) A  B ) (A)  (B),
(2) (A [B) = max((A); (B)),
(3) (A+B)  (A) + (B),
(4) (e+A) = (A) for e 2 E,
(5) (A) = 0, A is compact,
(6) (A) = 0, Aw weakly compact.
Since [0; T ] = f0; 1; : : : ; Tg is a discrete space, then any mapping of [0; T ]
to a topological space E is continuous. We shall denote the set of all such
mappings by C([0; T ]; E). Let eBr = fx : [0; T ]! Brg.
Lemma 2.6 (Ambrosetti). Let  be a measure of strong (or weak) non-
compactness, V  C([0; T ]; E) be bounded. Then
(V ) = (V ([0; T ])) = supf(V (i)) : i 2 [0; T ]g;
where V (i) = fv(i) : v 2 V g,
V ([0; T ]) =
T[
i=0
V (i) = V (0) [ V (1) [    [ V (T );
(V ) denotes the measure of strong (or weak) noncompactness in C([0; T ]; E).
Our results will be proved by the following xed point theorem of Darbo
[2]:
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Theorem 2.7. Let D be a nonempty, closed, convex and bounded subset
of a Banach space E. Let G : D ! D be a continuous mapping, which is
condensing with respect to the measure of weak noncompactness  i.e.
(F (V )) < (V )
for (V ) > 0; V  D. Then G has a xed point.
Theorem 2.8. Let C be subset of F and f : [0; T ]  Br  C ! E be
continuous and satises H1, and




f(s; x(s); (x)) = X
and (x) is continuous with respect x,
(H5)
(f(n; V; C)  k(V )
for each n 2 [0; T ] and for every subset V  Br, with Tk < 1.
Then the problem (A) has at last one solution.




f(s; x(s); (x)) = X:
We dene the operator G as follows:




By our assumptions G : eBr ! eBr is continuous and the xed point of G is a
solution of the problem (A).
By the properties of  and by Ambrosetti lemma we have











(f(s; V (s); C)) 
iX
s=0
k(V (s))  kT(V )
so (G(V ))  kT(V ).
By the Darbo xed point theorem G has a xed point.
Remark 2.9. Using the above method and Darbo theorem of - measure
of weak noncompactness (see [3, Thm. 2]) we can prove analogical theorem
under conditions expressed in terms of measure of weak noncompactness and
weakly-weakly sequentically continuity.
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