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Predicting Episodes of Non-Conformant Mobility in Indoor
Environments
KASTHURI JAYARAJAH, Singapore Management University
ARCHAN MISRA, Singapore Management University
Traditional mobility prediction literature focuses primarily on improved methods to extract latent patterns from individual-
specific movement data. When such predictions are incorrect, we ascribe it to ‘random’ or ‘unpredictable’ changes in a user’s
movement behavior. Our hypothesis, however, is that such apparently-random deviations from daily movement patterns can,
in fact, often be anticipated. In particular, we develop a methodology for predicting Likelihood of Future Non-Conformance
(LFNC), based on two central hypotheses: (a) the likelihood of future deviations in movement behavior is positively correlated
to the intensity of such trajectory deviations observed in the user’s recent past, and (b) the likelihood of such future deviations
increases if the user’s strong-ties have also recently exhibited such non-conformant movement behavior. We use extensive
longitudinal indoor location data (spanning 4+ months) from an urban university campus to validate these hypotheses, and
then show that these features can be used to build an accurate non-conformance predictor: it can predict non-conformant
mobility behavior two hours in advance with an AUC ≥ 0.85, significantly outperforming the baseline. We also show that
this prediction methodology holds for a representative outdoor public-transport based mobility dataset. Finally, we use a
real-world mobile crowdsourcing application to show the practical impact of such non-conformance: failure to identify such
likely anomalous movement behavior causes workers to suffer a noticeable drop in task completion rates and reduces the
spatial spread of successfully completed tasks.
CCS Concepts: • Information systems → Spatial-temporal systems; Data mining; • Human-centered computing →
Empirical studies in ubiquitous and mobile computing;
Additional Key Words and Phrases: Urban computing, spatio-temporal patterns, predictive modeling, location-based services
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1 INTRODUCTION
The ability to predict an individual’s future location (or indirectly, her movement behavior) is a key enabler of
many mobile computing applications and services. In the past decade, there has been an explosive growth in the
availability of large-scale mobility datasets (e.g., [6, 9, 18, 20, 21, 28, 38, 39]), obtained via technologies such as
GPS (e.g., [9, 28, 38]), cellular records (e.g., [6, 18]) and WiFi logs (e.g., [20, 21, 39]), and capturing both campus
and city-level movement. Researchers have used such datasets to empirically establish some of the scientific
underpinnings of human mobility, including the predictability levels (or routine nature) of daily movement and
the strong correlation between physical movement and social tie strengths. Two of the most typical prediction
tasks investigated by researchers [4]) include NPP (Next Place Prediction–i.e., where will the user move next?)
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and RT (Residency Time–i.e., how long will the user stay at the current location?). Such work fundamentally
looks to uncover a variety of latent mobility patterns, and can enable a variety of predictive applications, such as
anticipatory temperature control of a home [31] or proactive delivery of relevant alerts (by digital assistants such
as Amazon’s Alexa™ or Google’s Google Assistant).
In this work, we tackle a distinct question: Likelihood of Future Non-Conformance (LFNC),–i.e., the odds that a
user will not visit a routine place that she regularly visits. It is worth reinforcing, at the outset, the distinctness of
our research question. Mobility prediction is principally about uncovering the underlying routines or patterns of
a user, with the prediction accuracy being bounded by the inherent randomness (or predictability) of a user’s
movement behavior. Moreover, prediction algorithms focus on metrics such as minimizing average location
error (i.e., the distance between the actual & predicted location coordinates). Instead, we embrace the fact that
even the most predictable or routine user will, occasionally, diverge from such common mobility behavior, in
an apparently “random" or unpredictable manner. For example, in a campus setting, a research group that has a
regularly scheduled meeting on Thursday afternoons will “suddenly" skip a meeting. We thus focus principally
on the question: How can we enhance the confidence of declaring, sufficiently in advance, that a user will not be
visiting a particular location, based purely on historical traces of location data? Unlike mobility prediction, LFNC is
measured by a more binary outcome variable: will the user actually be at the most-likely predicted location or
not?
Our research focuses principally on movement behavior in workplace environments (e.g., a university or
office campus), and arises from the observation that user mobility in a workplace is largely a manifestation of
underlying, often-routine activities. In particular, significant research [35, 36] has been conducted on inferring or
understanding workplace behavior via routine, scheduled activities and calendar events (e.g., group meetings,
research discussions and lunches). Our investigations are motivated by the realization that the ability to predict
such (likely rare) cases of non-conformance may become increasingly important in an age of anticipatory services,
where predicting the wrong context might lead to greater negative consequences (e.g., unwanted or misleading
notifications by a virtual assistant) than simply declaring “I’m unable to predict".
We develop a methodology to demonstrate that such “random deviations" can, in fact, be predicted, with
a surprisingly high degree of accuracy. More importantly, we also explore the lookahead capability of such
non-conformance prediction: i.e., we investigate the question “How far in advance can one reliably predict that a
user (or users) will not be at a routine location?" Driven by past results that establish the strong social influence
on mobility patterns, we shall investigate these questions by considering the impact of peer movement behavior
on the predictability of such non-conformance. In fact, our research is driven by the following two hypotheses:
• H1–Temporal Correlation of Non-Conformance: A user’s propensity of deviating from a future routine
location/activity pattern is correlated to the anomalousness of her current movement–if a user has been
exhibiting anomalous movement patterns in the recent past, she is much more likely to deviate from her
routine location/activity pattern in the future;
• H2–Homophily of Anomalies: In workplace environments, where users indulge in significant collaborative
activities, anomalous movement behavior is often not isolated but shared: if a user’s “friends" have been
exhibiting non-routine movement as well, there is a significant increase in the likelihood that she will
deviate from her future routine movement pattern.
Key Contributions:We make the following major contributions:
• Quantify Movement Predictability in Workplace/Campus Environments: We use our primary campus-based
location dataset (with its intrinsic tracking error of ≈ 6 − 8 meters) to establish that the upper bound on
the predictability of user movement in campus environments is comparable to prior results established for
city-scale movement patterns. In particular, the median indoor predictability was 87% at the section-level
granularity (compared to 91% in the outdoor case), with low variability across users (i.e., 99% of users
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exhibited predictability greater than 80%). By additionally developing the mechanism to deduce social ties
purely from such location data, we also establish the strong correlation between movement behavior and
social ties in indoor workplaces, corroborating prior results on outdoor mobility [11].
• Establish Lookahead & Predictability of LFNC: We determine the lookahead capability (how far in advance
can we deduce that a user will deviate from a regular movement pattern) by considering both (i) the
lookahead distance and (ii) the length of the current movement sequence. We demonstrate a sufficiently
strong lookahead capability of ≈ 2 hour on a typical workday, with an AUC ≥ 0.85, using possible
anomalous behavior observed over the last 15 minutes. (This represents an improvement of 15+% over
a baseline classifier that simply looks at the probability of the most likely predicted location.) We also
show that the inclusion of anomalies occurring too far in the past (e.g., over the past 4 hours) leads to a
substantial loss of prediction accuracy.
• Demonstrate & Harness the Collective Nature of LFNC: We empirically establish that the movement patterns
of strong social ties are correlated, not just during regular movement, but also during episodes of anoma-
lous movement. We harness this correlation in an anomaly predictor, that utilizes an easy-to-implement
supervised machine learning technique and show that we can significantly improve the AUC of LFNC
prediction (over an individual-centric predictor), for a lookahead time of 3 hours, by up to 15% (with a final
AUC ≈ 0.90), with comparable improvements in precision and recall.
• Robustness and Evolution of LFNC Prediction: Through careful numerical studies, we show that our proposed
LFNC predictor is applicable across a wide variety of scenarios. We show that our classification accuracy is
robust, maintaining high AUC even when the classifier is trained on data that has no temporal overlap
with the test instances. The predictor also has a fairly short cold-start period: it is able to infer imminent
anomalous mobility behavior after observing user movement patterns on campus for only 2-3 weeks.
Moreover, ourmethod of predicting LFNC, using a combination of anomalous past movement and anomalous
behavior of social ties, is applicable even for outdoor city-scale mobility. Using trip data on a public transit
system, we show that we can predict anomalous commuting behavior with AUC ≥ 0.85, an improvement
of over 30% over an anomaly-oblivious baseline.
• Improved Efficiency for Location-Predictive Applications: Using a real-world trace-driven study, we demon-
strate that our LFNC prediction can provide compelling practical benefits. We apply LFNC to real-world
traces of a campus mobile crowd-sourcing application. We show that we can achieve a high AUC of 0.90
in the ability to predict deviations of individual crowd-workers from their regular staypoints with 1-hour
look-ahead windows – we infer additional insights that suggest that workers with anomalous or deviant
trajectories perform tasks with less spatial diversity (a 12.5% decrease in entropy over the task locations
that they chose) and also exhibit overall lower task completion rates.
Overall, we believe that we are the first to (a) scientifically quantify the predictability of future deviations
from routine movement behavior, and then (b) demonstrate the practical benefit of such anomaly prediction for
common, real-world applications.
2 PRELIMINARIES
In this section, we describe the definitions and notations used throughout the draft, and the indoor location data
sets used in this work.
2.1 Approach at a Glance
Our primary goal in this work is in validating our two central hypotheses: (1) the deviations a user exhibits
from his/her routine behavior in the past can be useful predicting future non-conformance, and (2) that the
concurrently, deviating behavior of his/her social network can improve that predictability. To this end,
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• Step 1:We first study longitudinal indoor mobility data, from an urban campus, in order to shed light into
two important prerequisites to operationalize our hypotheses (Section 3). In particular, we investigate the
(1) theoretical limits to predictability in indoor settings, and the (2) evolution and stability of physical social
ties in the campus setting.
• Step 2: Next, we propose a Likelihood of Future Non-Conformance (LFNC) prediction pipeline that relies
on a supervised learning classifier (Section 4).
• Step 3:We then evaluate the proposed pipeline, extensively; we study the trade-off between the look-ahead
distance (how far into the future), impact of social ties and the LFNC performance. We conduct several
experiments to validate the robustness of the prediction pipeline (Section 5).
• Step 4: We study the practical usefulness of LFNC predictions using data from a route-aware mobile
crowd-tasking system operational in an urban campus.
• Step 5: Finally, we study the extensibility of the proposed pipeline to the outdoor setting using city-scale,
public transit trip data.
2.2 Definitions and Notations
We consider a trajectory x(u,d) := {loc1, loc2, ..., locT } whose elements are a sequence of staypoints loct , a user
u visited during a day d , and t ∈ [1,T ]. x(u,d) is a T−length vector each element representing equally sized, time
bins over the day – for instance, for a trajectory considered at the hourly granularity, |x(u,d)| = 24.
Next Place Prediction: Given a collection of x(u,d) ∈ Xtrain where Xtrain is the mobility training period
(see Figure 1), and the trajectory of the same user u till time t , on a different day dtest outside the training period
(i.e., x(u,dtest ,1:t ) ∈ Xtest ), the most likely next place at time t + 1 denoted by npu,d,t+1 can be predicted using a
next place prediction algorithm. Baumann et al. [4] provide a survey of 18 such prediction algorithms and report
on their performance.
Non-Conformance:We declare non-conformance at such time t + 1, when loc(u,dtest , t + 1) , npu,dtest ,t+1.
Further, we define a look-ahead distance, K .
Future Non-Conformance: Then, non-conformance at a future time t + K is defined by Equation 1.
Nonconf ormance(u,dtest , t ,K) =
{
1, if loc(u,dtest ,t+K ) , np(u,dtest ,t+K )
0, otherwise
(1)
Trajectory Deviation:We define a current sequence, x(u,dtest ,t−h:t ), of lengthh, as at time t . A user’s deviation,
d(u,dtest ,t,h), from his/her routine trajectory, is then given by Eq. 2. Here, dist(.) measures the time series distance
between the two partial trajectories. Note that xˆ(u,dtest ,t−h:t ) := np(u,dtest ,t−h)∥...∥np(u,dtest ,t ).
d(u,dtest ,t,h) = dist(xu,dtest ,t−h:t , xˆu,dtest ,t−h:t ) (2)
Social Ties: Separately, we construct a physical social network of users based on their movement trajectories
in XT rain , adopting the definitions from Jayarajah et. al [20]. For each user u, we consider his/her k ties with
whom they share the highest cumulative tie strength as u’s ego network,Uk ⊂ U . Further, we denote the deviation
the user u’s top-k ties concurrently by the set Du,dtest ,t,h,k whose elements are duk ,dtest ,t,h where uk ∈ Uk .
Likelihood of Future Non-Conformance: Then, we define LFNC as the probability of occurrence of a
future non-conformance (Likelihood(loc(u,dtest ,t+K ) , np(u,dtest ,t+K ))), as at time t on dtest , given du,dtest ,t,h ,
i.e., the user’s deviation from norm thus far (limited by h), and Du,dtest ,t,h,k . As we describe later in Sec-
tion 4, we operationalize LFNC as a classification task whose outcome variable is a probability that is equal to
Likelihood(loc(u,dtest ,t+K ) , np(u,dtest ,t+K )).
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Table 1. Notations used throughout the text.
Notations Meaning
U Set of all users
K Look-ahead distance
k Number of social ties
Uk User u’s ego network of top-k users
h Current sequence length
T Trajectory length
dow(d) Day of the week of d
x(u,d ) Trajectory of user u on day d
loc(u,d,t ) Location of u at time t ∈ [1,T ]) on day d
x(u,d,t−h:t )
Current sequence over which deviation is computed; partial trajectory of (u,d) during
time [t − h, t]
xˆ(u,dow,t−h:t ) Expected (or, routine) current sequence of user u for the same day of the week as d
du,d,t,h Deviation during the current sequence, dist(x(u,d,t−h:t ), xˆ(u,dow,t−h:t ))
np(u,d,t+1) Most likely next place of user u on day d given trajectory till t
2.3 Dataset Description
Our dataset includes the location traces of individuals residing or visiting our university campus. The university
is located in the downtown of a major Asian city, and comprises approximately 10,000 students (undergraduate
and graduate) and 1,500 staff. The university has no on-campus residential facilities; hence, all campus inhabitants
commute to/from their residence. The university comprises 7 academic buildings, 1 administration building and
an underground ‘concourse’ that acts as a publicly-accessible connector between the academic buildings.
The indoor location data is generated using a WiFi fingerprinting-based indoor location system, which has
been operational on the campus for over 3 years, and which covers all the publicly-accessible parts of the 7
academic buildings and the underground concourse. The location system uses fingerprint measurements taken at
landmarks: with modest exceptions (to accommodate irregular building layouts), landmarks are spaced 3 meters
apart.The WiFi-based system utilizes the RSSI readings, from each WiFi-enabled device resident on campus, to
compute the device’smedium-grained indoor location, achieving a median accuracy of 6-8 meters (2-3 landmarks).
Because of this medium-grained location tracking, we often express the location coordinates of each user at
section-level granularity: a section typically corresponds to a collection of landmarks, and represents a logical
partitioning of a building floor (e.g., a classroom, a group-study (meeting room), a food outlet, etc.).
New location estimates are generated once approx. 5-10 seconds. To focus primarily on the personal mobile
devices of regular campus residents, we filter out (i) devices such as laptops and desktops (that exhibit only
sporadic, intermittent mobility) and (ii) devices that belong to transient campus visitors (we require the device
MAC address to be seen on campus at least for over 10 minutes over a day). Note that, due to the growing trend
for devices to perform MAC address randomization when in a disconnected state, we effectively filter out those
devices that do not connect to our WiFi network.
We use data from two time periods: (1) Dataset A in which the set of users on campus whose periodic outdoor
mobility information was also available (which we utilize in Section 3 for comparison in predictability), and (2)
Dataset B consisting of users who participated in a campus-wide crowd-tasking pilot (whose details we utilize in
Section 6). Table 2 summarizes key details. As illustrated in Figure 1, we split Dataset B into disjoint mobility
model training (XT rain) and test (XT est ). As noted previously in Section 2.2, Next Place Predictions are made
over XT est which then serves as the dataset for LFNC learning and classification.
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Fig. 1. Illustration of the dataset segregation for different
train/test purposes.




Dataset A Aug–Dec, 2014 36 Section 3
Dataset B Feb–Mar, 2017 806 Section 5, 6
3 CAMPUS-SCALE MOBILITY: EMPIRICAL INSIGHTS
Our broad goal is to predict deviations/anomalies from a user’s regular movement pattern, using the collective
movement pattern of an individual and her ‘social ties’ to improve the prediction accuracy. In addition, we would
like to understand the lookahead time of such predictions, and how ongoing/past anomalous movement influences
the prediction of future anomalies. However, for this approach to be successful, there are a few fundamental
questions & challenges that we need to resolve first:
• What are the fundamental limits on predictability for indoor movement behavior in a workplace/campus
setting? How does it differ from prior results on outdoor human mobility? In particular, for indoor environ-
ments, where the location trace itself has moderate error, the unpredictability is driven by both the random
properties of human movement, and the noise introduced by the location traces.
• How do we reconstruct or infer social ties solely from the collective location traces of individuals? (Recall
that our goal is to utilize social ties built unobtrusively from the physical location traces, unlike past work
that constructs such ties from other observations (e.g., online social network traces [9] or call records [29]).
And, how do we verify that our inferred social ties are meaningful and stable?
3.1 Predictability Indoors
Fundamentally speaking, an individual’s trajectory can be seen as a random sequence of symbols (with each
landmark being a distinct symbol). The degree of randomness in such a movement pattern can be computed based
on the notion of entropy rate of this random sequence. We borrow concepts from Song et al.[33] in defining the
theoretical upper bound on predictability of outdoor mobility using cell associations and explore predictability
indoors.
In Figure 2, we plot the distribution of predictability [21, 33] across users based on the (a) uncorrelated entropy
where only the probability of a user turning up at a location is known (Figure 2a), and (b) the true entropy where
the full history of a user’s spatial and temporal patterns are known (Figure 2b), for users in Dataset A. We observe
at varying spatial granularity of localization – in particular, at the (1) landmark level (most fine-grained, every 3
meters), (2) section level (6-8 meters), and (3) floor level, and compare against the predictability outdoors, observed
via the continuous reporting of GPS coordinates (rounded to the third decimal which results in a granularity of ≈
100 meters), for the same set of users.
In general, we observe that the maximum predictability is comparable to the outdoor case – for instance, the
median predictability for GPS is 91% while the same is 87% at the section level. Noticeably, unlike what was
reported in Jensen et al. [21] where predictability was looked at at the raw WLAN association levels indoors,
we observe that at coarser spatial granularities (e.g., section level), the variability across users also reduces. For
instance, while the previous work reported a non-negligible percentage of users showing maximum predictability
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(a) Uncorrelated Trajectory Sequences (b) Infinite Length Sequences
Fig. 2. Theoretical Maximum Predictability at Varying Spatial Granularity for (a) Temporally Uncorrelated, and (b) Correlated
Trajectory Sequences
in the range of 0.2 to 0.9, at the floor level, we observe that 99% of the users are bound to within a narrow range
of 0.80 to 0.98 (i.e., within 3 standard deviations away from the mean).
3.2 Social Ties and their Impact on Mobility
We first look at the formation and evolution of social ties in our campus setting in order to understand it’s
practical usefulness for accounting friendship information as additional features that reveal insights into a user’s
mobility. We note that the 36 users in Dataset A are all freshman, and we observe their mobility since their first
week on campus till the end of the term.
As described previously in Section 2.2, we use the technique described in Jayarajah et al. [20] to infer the
intensity or strength of tie between any two users. In Figure 3, we plot several metrics related to the evolving
friendship network amongst the users, as the term progresses (represented by x− axis). Between consecutive
weeks, we consider the sub-network consisting of only the top-1 ties (i.e., the network consisting of each user
and his/her closest tie, till current week), and observe that the Jaccard similarity [27] of the set of edges, steadily
reaches its maximum at week 5 after which it plateau. Similarly, we see that the diameter (represented by the
blue dotted line) of the complete network, undergoes a stark drop till week 3 after which it stabilizes. This shows
that the network consisting of the closest ties stabilizes after the initial few weeks, and demonstrates that the
passively captured social ties can in fact be reliably used as additional information in exploring the predictability
of user mobility.
Additionally, we studied the correlation of mobility of a user and his/her top-1 tie. We divided Dataset A as
XT rain : Aug-Oct, 2014, and XT est : Nov, 2014. For each day d , and time t in XT est , we computed the probability
of being at loc(u,d, t), for each user u, based on the visitation frequency distribution over all possible locations
learned during XT rain . We then compute the Pearson’s correlation coefficient of the time series of probabilities of
user u and his/her close tie, as well as the correlation between the same user and any randomly chosen user from
the dataset. In Figure 4, we plot the CDF of the correlation values – we see that the similarity in being at likely
locations (and not necessarily the same location) concurrently, is statistically significantly higher for top-1 pairs
(D = 0.395, p-value = 0.005 on the Kolomogrov Smirnov test).
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Fig. 3. Evolution of the Physical Friendship Network of
Students, as the Term Progresses.
Fig. 4. CDF of correlation between pairs of trajectories
belonging to top-1 ties vs. random pairs.
The correlation value is computed against the sequence of the probabilities of a user being at a location (and
not the correlation in the location trajectory itself)
Key Insights: Our empirical analyses establishes 3 key results:
(1) User movement, in a mostly-indoor campus environment, has high predictability at the section-level and
floor-level granularity, theoretically, and is reasonably consistent across users.
(2) The set of top-K ties (derived from an initial observation period of 5 weeks) remains remarkably stable
over the remaining 9+ weeks of the term. Accordingly, we’ve established that it is possible to derive the set
of ‘strong ties’ of an individual, unobtrusively, using a modest period of observational data.
(3) There exists significant correlation between the movement behavior/trajectory of close ties–i.e., “birds
of a feather flock together". This finding corroborates similar insights previously presented for outdoor
mobility [9, 11], and suggests that factoring in the movement behavior of close-ties should improve the
location prediction accuracy for an individual.
4 LFNC PREDICTION PIPELINE
In this section, we describe the overall working of the non-conformance monitoring pipeline.
Fig. 5. Proposed Pipeline for LFNC Prediction.
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4.1 Trajectory Extraction
As described previously in Section 2, the server-side indoor localization server receives reports on RSSI from
individual APs as well as via the Real-Time Location Service (RTLS) running on the master controller allowing for
frequent updates on the localization of individual mobile devices using an extension of the RADAR [3] algorithm.
The Localization module then constructs trajectories per user, per day (i.e., x(u,d )s) as defined in Section 2.2.
4.2 Mobility Modeling
This module implements three “next place" predictors: zeroR and Markov Chains of length 1 and 2 [15] (MC-1
and MC-2, respectively) taking into account the day of the week of day d (i.e., dow(d)) and time of the day t ;
in our implementation, we consider t at intervals of 15-minutes resulting in T = 96. Based on observations in
XT rain , the constructed transition matrices forMC − 2 andMC − 1, and the visitation frequency matrix for zeroR
predictions allow for next place predictions in XT est .
Similar to the implementation described in Kotz et al. [34], for each test sample, we roll back from MC − 2
toMC − 1 to zeroR, depending on whether the same context was seen during training. The matrices are stored
as key −value pairs, where the key is the concatenation of < dow, t , loct−1, loct > for MC − 2, < dow, t , loct >
for MC − 1 and < dow, t > for zeroR predictions, respectively. During test time, for a given context at time
Ct :=< user ,dow, t , loct−1, loct >, if a MC-2 prediction is not possible (due to that case not seen during train
time), the algorithms rolls back toMC − 1; and if such a prediction, too, is not possible, the algorithm rolls back
to zeroR. If zeroR is also not possible, a prediction is not made.
Fig. 6. Number of instances in the dataset with user alone vs. with friends simultaneously present on-campus, per user.
4.3 Tie Strength Extraction
We implement and use a state-of-the-art group detection system, GruMon [19], which has been demonstrated to
accurately identify social groups using passive indoor location data. Based on longitudinal observations of such
group episodes, as detailed in Section 2, we adopt the tie strength extraction method outlined by Jayarajah et
al. [20] to measure the strength of tie between pairs of users in the dataset. In Section 5, we restrict our evaluations
to the impact of a user’s ego network consisting of only the top-k ties with k set to {1, 2, 3, 4, 5}. Although higher
values of k is possible, it reduces the size of the dataset on which evaluations are possible as the number of cases
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with top-k users are all present on-campus at the same time drops significantly, as k is increased. We show this
in Figure 6.
4.4 Non-Conformance Prediction
Labelling Nonconformance: During the training phase, the Look-ahead Prediction module consumes pre-
trained next place predictions for labeling whether the user will conform to, or be at the most likely place, at a
time, t + K , i.e., K bins into the future.
As identified by the two central hypotheses of this work, we factor in: (1) the deviation, d(u,d,t,h) in trajectory
a user has incurred during the current sequence, xu,d,t−h:t , and (2) the deviation in trajectory the user’s top-k
friends have incurred, D(u,d,t,h,k ).
Deviation Computation:We compute this deviation (d(u,d,t,h)) as at time t as the distance between the time
series of the actual trajectory a user has traversed during time [t − h, t] and the sequence of most likely locations
for the same period. To measure this distance, among the alternatives considered, Dynamic Time Warping (DTW)
[26], Hamming Distance [17] and Edit Distance [30], we found the former to be the most appropriate.
To quantify the deviation of the user’s friend network consisting of his/her top-k friends, we extract instances
where all k friends are on-campus concurrently (and not necessarily co-located), and sum the individual deviations
weighted by their strength of tie. In Section 5, we vary k to observe its impact on the performance of non-
conformance prediction. As a direct consequence, with increasing k , the number of instances where the user and
the top-k friends are all concurrently present on campus drops drastically.
Algorithm 1 outlines the steps taken to label nonconformance and compute the corresponding deviation
measures.
Predicting Nonconformance:We train and build a Gradient Boosting Classifier whose independent variables
are < dow(d), t ,du,d,t,h ,Du,d,t,h,k > and the binary outcome variable represents conformance (or, nonconfor-
mance), for different look-ahead distances of K .
Finally, the conformance predictions can be consumed by various applications including smart HVAC control
and route-aware mobile crowdtasking (see Section6).
5 EVALUATION
In this section, we report our findings on the predictive ability of the individual factors based on the two central
hypotheses that we consider in this work, in predicting future non-conformance of a user’s mobility behavior.
We first evaluate in Section 5.1 the influence of trajectory deviations a user and his/her ties undergo over a day,
in predicting future non-conformance. Then, in Section 5.3, we explore the impact of time of the day and the
types of places a user visits on such predictive performance. Further, we conduct a number of robustness checks
in Section 5.4 – in particular, we answer the following additional questions:
(1) does the performance remain robust when evaluating cases only where the user transitions to a different
staypoint?
(2) does a dynamically learned tie strength metric (over the course of the term) still useful?
(3) does the performance remain stable when train/test data are obtained from completely different days?
Prediction task: We represent the non-conformance prediction task as a binary classification task with
the conformance label (1 – non-conformance and 0 – conformance) as the dependent variable and the features
described in Section 4 as independent variables with a Gradient Boosted Model (GBM) for supervised classification.
The choice of this classifier is motivated by the popularity of ensemble learning techniques and their demonstration
in mobility prediction tasks in recent works [14, 32]. Later in Section 8, we compare the performance of other
machine learning algorithms including Random Forest which is also an ensemble method.
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Algorithm 1 LFNC Labeling and Deviation Computation
1: Input: MC − 2TransitionMatrix ,MC − 1TransitionMatrix ,ZeroRMatrix ,x(u,d ), t ,K ,h,Uk
2: Output: d(u,d,t,h), labelu,d,t,K
3: maxK ← K − t ▷ The number of look-ahead windows possible after current time t
4: predictedtrajectory ← trajectory1:t ▷ Input only known trajectory till time t
5: d(u,d,t,h) ← NULL ▷ Initiate deviation vector
6: labelu,d,t,K ← NULL ▷ Initiate conformance vector
7: for K = 1 to maxK do
8: nextlocationu,d,t+K ← дetNextLocation(x(u,d,1:t+K−1)) ▷ Predicted next location at time t + K
9: if nextlocationu,d,t+K == loc(u,d,t+K ) then
10: labelu,d,t,K ← 1 ▷ Label conformance
11: else
12: labelu,d,t,K ← 0
13: end if
14: if K == 1 then
15: xˆ(u,d,t+K ) ← nextlocationu,d,t+K ▷ Append expected next place
16: d(u,d,t,h) ← dist(x(u,d,t−h:t ), xˆ(u,d,t−h:t )) ▷ Compute deviation
17: end if
18: end for
Experiment conditions: In all the experiments described in this section, we perform classification on a
balanced set (with equal number of conformance, and non-conformance classes) derived from Dataset B (see
Section 2.3); to do this, we first create a subset of all the samples from the smaller class and randomly sampled,
equal sized samples from the other class, generating the balanced dataset. Unless explicitly stated, we take XT rain
(01-02-2017 – 28-02-2017) over which the next place prediction models are trained, and XT est (01-03-2017 –
14-03-2017) over which LFNC is trained and tested using a split of train (80%), validation (10%) and test (10%).
Parameter tuning and model selection: On the train set, we learn multiple GBMs assuming a Gaussian
loss function and by varying the number of trees between 100 to 10,000 (in increments of 100). The shrinkage
and interaction depth parameters are fixed to defaults (i.e., 0.01 and 4, respectively). We pick the best performing
model as the one that has minimal error on the validation set. Finally, we evaluate the test set on this model to
report findings.
Performance metrics: In all our analyses, we report the accuracy based on precision, recall and AUC,
following their standard definitions. Precision and recall represent the average over both the positive and negative
classes and we use 0.5 as the cut-off probability in declaring the binary outcome variable.
Implementation: The computations related to GBMs were performed using R’s gbm package [1] and the
ROCR [2] library for performance calculations.
5.1 Predicting Non-Conformance
We first evaluate the performance of predicting non-conformance under the three conditions: (1)Modelnodev ,
without any information of a user’s deviation from his expected trajectory (i.e, with the day of the week, dow ,
and time bin, t , being the only input features), (2)Modeluserdev , considering the deviation of the user in addition
(i.e, userdeviation), and (3)Modelcombidev , considering the deviation of both the user and his/her friends present
on campus at that time (i.e., d(u,d,t,h) and D(u,d,t,h,k )).
In Figure7, we plot the accuracy (measured as AUC , on the y−axis) for LFNC predictions withModeluserdev ,
for varying look-ahead distances K , and current sequence lengths, h, or in other words, the deviations from
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Table 3. Prediction Results with no deviation, using only user’s deviation, and the combination of user+friends’ deviation.
Modelnodev Modeluserdev Modelcombidev
N @ K=1 1096
Precision @ K=1 0.665 1 1
Recall @ K=1 0.654 1 1
N @ K=4 1072
Precision @ K=4 0.642 0.862 0.897
Recall @ K=4 0.642 0.858 0.896
N @ K=12 958
Precision @ K=12 0.69 0.631 0.792
Recall @ K=12 0.66 0.625 0.792
how far back in the user’s trajectory. We observe that observing trajectory deviations over short hs (e.g., 15 - 45
minutes), tend to result in better performance – for instance, for most values of K , the predictions corresponding
to h = 1 and h = 3 (i.e., blue and red lines) exhibit performance improvement of over 10% consistently.
In Figure 8, we plot the accuracy with the AUC on the y−axis for varying look ahead times, K , on the x−axis,
for the three cases where both the user and his/her top-5 ties were present on campus. Note that each increment
in K implies the addition of 15 minutes into the future from current time. We observe that among the three,
considering both the user’s and friends’ deviation thus far (represented by the solid blue line) offers the greatest
performance – even with a look-ahead time of 3 hours (i.e., K = 12), the combination provides an AUC =≈ 0.9.
We further note that considering the user’s deviation alone performs similarly well until around K = 4 after
which the drop off rate increases resulting in at least a 15% drop in accuracy in comparison to considering the
friends’ deviation in addition. We also note that the performance of not considering any of the deviation measures
results in the poorest performance (relatively stable at AUC =≈ 0.7) – which means that the additional factors
provide a performance improvement of ≈35%, 25% and 15% at look-ahead times K = 1, 4, 12, respectively. In
Table 3, we tabulate the precision and recall values for the three cases.
Fig. 7. Comparison of LFNC Look-Ahead Capability for
different h.
Fig. 8. Comparison of LFNC Look-Ahead Capability of
different Models.
5.2 Impact of Social Ties
Previously, we noted the utility in considering the combined deviation of a user’s social ties from their respective
“expected" routines in predicting non-conformance, ahead of time. Here, we explore the impact of the “size", or
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“extent" of the social ties considered on prediction performance. In Figure 9, we observe the performance of using
user’s deviation alone vs. user’s top-k ties’ combination of deviation, where we vary k from 1 to 5. We note here
that, unlike in the previous case where we compare the performance against a subset of instances where the user
and all top-5 ties were concurrently present on campus, here, we report the performance for the instances where
top-k ties were concurrently present – in effect, this means that the number of samples trained on and evaluated
against for the top-1 case is higher than that of the top-5 case (as we previously saw in Figure 6). We make the
following remarks:
(1) Surprisingly, the consideration of a user’s top-1 tie’s deviation in addition to his/her own does not provide
additional utility. However, we find that this is consistent with our prior observation (in Section 3) that the
user and the closest ties’ mobility behavior are too highly correlated that they do not provide additional
information gain.
(2) We further note that with increasing size of the ego network, the performance improves – for K ≥ 3, we
see that the AUC is generally ≥ 0.80 for as advanced as 10 hours of look-ahead (i.e., K = 40) whereas the
same for the user, or user and the closest tie combination stabilizes around 0.70.
Further, we investigated the performance in predicting non-conformance for times (i.e., < dow, t > combination)
during which the user has had differing levels of regularity, historically. The regularity is captured as the zeroR
probability as in [33]. We plot the performance for subsets of user instances thresholded by varying values of the
regularity, S (ranging from 0.3 to 0.7), in Figure 10a and Figure 10b, for Modeluserdev and Modelcombidev with
k=5, respectively. We highlight that the performance improves in general (about 5%) over “more regular" periods
(i..e., higher values of S), in either case.
Fig. 9. Performance by varying size of the ego network of a user considered (and hence, the resulting combination deviation
feature).
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5.3 Performance by Time and Place
Thus far, we have reported the performance across all time windows and likely location types – here, we explore
the role of time and place on performance, more closely.
In Figure 11a, we plot the performance ofModelnodev andModelcombidev stratified by the “time" – we consider
Morning hours as between 8 AM to 12 Noon, Afternoon as 12 Noon to 5 PM and Evening as 5 PM to 9 PM. The
“time" here represents the future time for which a prediction is made (i.e., current time t + look ahead time K).
We observe the largest difference during morning hours where Modelcombidev performs at least 30% better in
comparison, for up to look-ahead times of 3 hours (K = 12). We also note that the least difference in performance
is observed for afternoon predictions – and that the gap keeps bridging with increasing K . For both models, we
observe the steepest drop in performance with K for evening predictions where the performance of both drops
as low as 0.6 for K = 12.
Further, in Figure 11b, we plot the performance stratified by two of the most common types of locations on
campus – (a) seminar rooms (including any other scheduled teaching rooms such as class rooms), and (b) study
areas (including group study rooms which are available to students as “booked" resource which is typically used
for project discussions, and open study areas). Similar to the case above, the location here refers to the actual
“future" location the user was at t +K . Between the two, the former represents a formal class of locations and the
latter more a casual setting. As expected, we observe that the improvement in performance in considering the
user’s social ties’ mobility behavior is evident for the more casual/social scenario – for e.g., a 40% improvement
in prediction for K = 1 and which tapers down to roughly 25% with a look ahead time of 3 hours. For the most
part, we observe that for the more formal setting, the performance of both models are comparable in that the
impact of social ties’ mobility has less impact on class attendance.
5.4 Robustness Checks
In this section, we report findings from a number of checks, in order to validate the robustness of non-conformance
prediction under varying conditions.
(a) User’s deviation aloneModeluserdev (b) User + Friends’ deviationModelcombidev
Fig. 10. Performance by differing levels of regularity of the predicted time instance, historically, for (a)Modeluserdev and (b)
Modelcombidev with k = 5.
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(a) Accuracy by Time of Day (b) Accuracy by Types of Places
Fig. 11. Difference in Performance by (a) the time of day and (b) the type of places a user is at.
5.4.1 Performance during Staypoint Transitions. Whilst previous work on outdoor mobility have demonstrated
that the theoretical maximum predictability is achievable [33] in practice, there’s a lack of evidence in the indoor
setting. Kotz et al. [34] note that practically achievable accuracy of predicting next place is comparably less, and
also that the prediction task is easy when the user is still (where the next place is the same as the current place)
but suffers during transitions. To understand how this impacts future non-conformance predictions, we report on
the performance for instances where transitions have occurred, in Figure 12. We distinguish between “actual"
transitions where the user transitions in reality (at future time t + K ), and “predicted" transitions where the user
is “predicted" at time, t +K , to transition based on actual trajectory observations till t +K −1. Consistent with our
previous findings, we observe thatModelcombidev outperforms the baseline in both cases; we see approximately
35% improvement for K = 1 (i.e., in the next 15 minutes) and ≈20% with a 3 hour look-ahead time.
5.4.2 Non-overlapping Train/Test Time Series. As we deal with time series data in this work, a key concern
during evaluation is the possibility of ground-truth leakage as a result of consecutive observation points from the
time series becoming part of both train and test sets. This could potentially lead to an over-estimation of the
performance observed.
In order to investigate this further, instead of randomly splitting the dataset to into 80-10-10% train-validation-
test sets, we split the first half of the data (by date) into train and the remaining into equal parts of validation and
test sets and re-ran the analysis. In Figure 13, we plot the resulting performance; we note that the performance
remains relatively stable with only a ≈ 10% drop in performance for K ∈ (1, 4). We also point out that this analysis
was run on completely non-overlapping sets, although in practice, the performance should improve with online
learning (i.e., a growing train set with each incoming test case and its corresponding prediction with some notion
of confidence whose discussion we defer to future work).
5.4.3 Dynamic Predictions. Thus far, we have discussed the performance over the dataset covering the entire
observation period of the data with mobility training of 4 weeks between 01-02-2017 through 28-02-2017, mobility
predictions over the 2 week period of 01-03-2017 through 14-03-2017 which was then split into train/validation/test
for non-conformance predictions. The tie strength values used thus far are the cumulative strengths calculated as
at the end of this period.
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Fig. 12. Performance for (a) actual and (b) predicted
instances of location transition.
Fig. 13. Impact on Performance using Non-Overlapping
Train/Test Time Series.
In order to understand how the performance would vary in practice where training data is acquired as the
term progresses starting with zero data at the beginning of week 1 – i.e., the cold start problem, we study the
online performance of week,w , using mobility training data from weeks, [1,w − 1], and tie strengths calculated
as at the end weekw − 1. In Figure 14, we plot the performance ofModelcombidev andModelnodev for weeks 2 to
6. In both cases, we observe that the performance is relatively unstable for the first two weeks (with the least
amount of training data) but that it stabilizes after week 4 with only marginal differences in performance beyond
that period.
Fig. 14. Performance as the Term Progresses.
6 CASE STUDY: LOCATION-AWARE MOBILE CROWDSOURCING
There has been a significant body of research on the use of personal mobile devices to support various forms
of participatory mobile sensing or crowdtasking in urban environments. A notable example of this paradigm
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Table 4. Summary of LFNC Prediction Results.
K = 1 K = 2 K = 3 K = 4
Nsample 114,470 113,544 112,316 111,036
AUC 1 0.96 0.93 0.9
Precision (@0.5) 99.11% 91.23% 86.42% 83.21%
Recall (@0.5) 99.11% 91.04% 86.16% 82.99%
is the use of campus users to report on the status of various campus resources/facilities (such as restrooms,
cafeterias and office equipment) [8, 22, 23]. More specifically, a Smart Campus crowdtasking platform operational
on-campus since 2014, uses the predicted movement pattern of participating users to recommend tasks that
are likely to minimize a worker’s detour overhead; empirical results show that this paradigm of crowdtasking
based on trajectory predictions increases worker productivity by 60% [8]. In the crowd-tasking platform available
on-campus, (i) the user’s trajectory is derived based on identifying staypoints (the most likely location where the
user spends the largest fraction of time within each 30 min window), and (ii) the task recommendations are made
over distinct 3-hour windows. Empirical data also shows that 40% of tasks that are accepted by the platform
workers are not eventually completed, with “unexpected" changes in the worker’s movement pattern being cited
as the most common cause for such non-completion. In such a scenario, the ability to better predict that the user
is unlikely to be at specific predicted stay-points can be very valuable in improving the recommendation process.
In this section, we shall show that the use of our LFNC prediction can lead to significant gains in overall task
completion rates and investigate its impact on worker productivity.
Crowd-tasking Data: A crowd-tasking pilot was carried out on-campus using the Smart Campus platform
during a 2-week period of 14th March, 2017 through 31st March, 2017 (overlapping with Dataset B. A total of 325
student users were assigned tasks based on their predicted trajectories out of which 242 of them completed at
least 1 task. Out of these 242, 106 (44%) of them were recommended tasks based on their historical movement
behavior and predictions for the assigned task window – such an assignment is expected to minimize the
student’s detour overhead. In total, out of 60,000+ tasks assigned, and 3822 were completed with an overall task
assignment-to-completion conversion rate of ≈ 6.2%.
6.1 LFNC Predictions
We utilize trajectory data of the Smart Campus users and their respective ego networks from 01-02-2017 to
13-03-2017 (i.e., XT rain) for mobility prediction training, and predict next place locations for K− look-ahead
distances over the pilot period. Out of this, as before in Section 5, we split the set into train/validation/test sets
and make LFNC predictions over the validation and test tests. The predictions are then carried over as input
to the task assignment module – we emphasize that, as this is a post-hoc analysis on an existing pilot, we are
unable to assign tasks based on the LFNC predictions, but are only able to analyze differences in the two groups
that were predicted to have been conformant and nonconformant. As the task assignments are made over 3-hour
windows (3 times over the day at 9 AM, 12 Noon and 3 PM) where the students are allowed to perform the tasks
any time during the window, we consider K = 4, i.e., predictions an hour ahead of the task time, and 1 ≥ k ≥ 5,
i.e., considering the student and his/her top-k ties’ deviation where k depends on the number of ties who are
present on campus concurrently.
6.2 Key Take-Aways
We first compare the detour incurred by students who were predicted to be conformant to their routine behaviour
during the respective task window vs. those who weren’t. In Figure 15b, we plot the detour, in minutes, the
students from both categories incurred – the y−axis shows the CDF and x−axis represents the detour overhead.
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(a) Completion Rate (b) Detour/Overhead
Fig. 15. The difference in completion rates and detour incurred between the Tasker users whose behavior at task assignment
time were predicted to be either “conformative" or “non-conformative", for K = 4 (i.e., with a look-ahead time of 1 hour) and
k = 2.
For a student actual trajectory was from A→ B, and the student completes a task assigned to a location C , then
the detour overhead is computed as distance(A→ C) + distance(C → B) − distance(A→ B). Here, the distance
function returns the temporal distance, or the time taken to reach one location from the other. Interestingly, we
see that the nonconformant group incurred statistically significant less detour in comparison to the conformant
group (D = 0.30833, p-value = 0.006) – for instance, nearly 70% of tasks completed incurred ≤ 7 minutes of
detour for the former whereas only 30% of the completed tasks incurred detours ≥ 7 minutes for the latter. We
computed the entropy over the distribution of task locations that the two groups of workers chose and found
that the conformant group showed a 12.5% increase compared to the nonconformant (Entropyconf ormant = 3.39,
Entropynonconf ormant = 3.00). In effect, the non-comformant group were unable to assist with tasks distributed
throughout the campus, confining their task acceptance and execution to locations opportunistically close to
their actual trajectories.
In Figure 15a, we plot the cumulative distribution function (CDF) on the y−axis and the average completion
rate (over each unique user, time slot pair) on the x−axis (a student can be assigned multiple tasks during the
same slot). We observe a statistically significant improvement in completion rates in the conformant group
(represented by the red solid line) over nonconformant (blue dashed line) – a Kolmogorov Smirnov (KS) statistical
test reveals a p−value of 0.0171 (i.e., < 0.05) and a D statistic of 0.476. In particular, we note that there is at least
20% improvement in the percentage of students who had an average completion rate of zero – whilst 80% of the
nonconformant students had a zero completion rate, only 60% of the conformant students incurred the same.
Also, we note a marginal increase in the overall task completion rate of 9% in the conformant group which is 3%
more than the overall population. These results demonstrate the importance of such non-conformance prediction:
a crowdsourcing platform aware of such users could choose to preferentially recommend tasks to other users,
thereby increasing the overall task completion rate and the associated spatial diversity.
7 EXTENDING TO THE OUTDOOR SETTING
In the previous sections, we have described and evaluated our central hypotheses for predicting future non-
conformance, in a predominantly-indoor urban campus. Here, we extend our analyses to an outdoor, city-scale
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setting. Primarily, we hope to understand whether the inherent differences between indoor and outdoor mobility
affect our capability to predict non-conformance.
Outdoor transit data: To study outdoor mobility, we exploit a public transit dataset from Singapore where
each trip a commuter makes using the cashless payment card, on buses or trains, is captured along with the origin
and destination station IDs and the corresponding timestamps. The dataset pertains to a period of 3 months from
November, 2011 through January, 2012. In total, the dataset spans 300+ trips from over 5 million commuters,
across 5000+ bus stops and train stations. For our analysis, we extract a set of 100-most frequent travelers (by
total trip count on weekends over the period–see Figure 16), as well as their respective co-travelers (defined
shortly, below). Whilst our indoor location data is updated periodically (every 2-3 minutes), the transit dataset is
event-driven, containing location information only when a trip takes place. For the purpose of our analyses, we
extrapolate the point-to-point trip data to construct trajectories (i.e., xu,d , as defined in Section 2.2)– for instance,
if a user enters stationA at t1, exits stationB at t2, re-enters stationB at t3, exits through stationC at t4, then the
users taken to have stayed at stationA and stationB during t1 to t2 and t2 to t4, respectively.
Strength of Ties: As the social network information among commuters is also unavailable in this dataset,
we adopt an approach similar to [20]. Trips that originate and terminate at the same stations within 20 seconds
of each other at both entry and exit, during weekends, are considered to be co-trajectories, and the respective
commuters considered to be co-travelers. For the 100-most frequent travelers, we extract such ego networks
where the pair shares at least 2 co-trajectories. The strength of tie is then computed simply as the number of
co-trajectories shared between the pair. We extract trajectories of 1024 travelers out of which 992 of them have
taken a trip on at least 21 days. However, unlike in the case of the indoor dataset, we observe that a majority of
travelers only have a single strong tie following this definition, and hence we limit our analysis to the top-1 tie
alone.
LFNC Prediction: As outdoor mobility is less frequent (longer stay duration) and outdoor location prediction
is often at coarser granularity, we consider the locations of commuters at hourly intervals and at subzone level
granularity1. More specifically, we map the geo-coordinates of the stations (the start and end points of a trajectory)
to the corresponding subzone. To compute the deviation (i.e., the distance between the actual and expected
trajectory), we sum up the Haversine distance between the corresponding locations in the two trajectories.
Figure 17 plots the performance (AUC) for Modelnodev and Modelcombidev with k = 1. Similar to our findings
from the previous sections, we find that the deviations (from their normal routes), experienced by a commuter
and the single strong tie, prove to be a reasonable early indicator of impending non-conformance – for instance,
an AUC ≥ 0.85 is observed for K = 2 hours. This represents a significant ( 30%) improvement in AUC over the
deviation-unaware baseline, thereby demonstrating the power of our method.
8 DISCUSSION
K th-likely Next Place Prediction:We have presently focused only on identifying non-conformance–i.e., in
making a binary declaration of whether a user will visit the highest predicted location or not. By itself, this
does not directly answer the question: where is the user most likely to be instead? As a plausible alternative,
we can consider an expanded range of top-K (K ≥ 2) predicted locations, and identify an anomaly only if the
user does not visit any of these K locations. It is likely that such anomalies represent dramatic disruptions to the
user’s regular mobility pattern–e.g., a special annual concert on campus. It is unclear whether our hypotheses of
‘temporal correlation of non-conformance’ and ‘homophily of anomalies’ are valid for such rarer anomalies.
OtherApplications andAlternateAnomalyMetrics:We believe that the ability to predict upcoming episodes
of anomalous movement behavior can benefit many ubiquitous computing use cases, beyond the mobile crowd-
sourcing application studied here. One such example is in dynamic calendaring applications, which can suggest
1https://data.gov.sg/dataset/master-plan-2014-subzone-boundary-web
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Fig. 16. Distribution of number of weekend trips taken
by users during the 2-month observation period. Fig. 17. LFNC Performance with increasing K (in hours).
Table 5. Summary of LFNC Prediction Results using Different Classification Algorithms.
Classifier K = 1 K = 2 K = 3 K = 4
AUC PrecisionRecall AUC Precision Recall AUC Precision Recall AUC Precision Recall
Decision Tree 0.809 0.863 0.8 0.812 0.861 0.815 0.791 0.828 0.795 0.776 0.801 0.779
Naive Bayes 0.832 0.794 0.78 0.828 0.791 0.779 0.806 0.768 0.761 0.791 0.758 0.751
Logistic Regression 0.841 0.86 0.812 0.843 0.857 0.815 0.82 0.821 0.794 0.805 0.795 0.777
Random Forest 0.843 0.853 0.813 0.845 0.852 0.816 0.827 0.82 0.796 0.814 0.795 0.779
schedule adjustments based on the attendance likelihood of participants. Another such example is smart building
energy management, where predictions on the likely non-occurrence of regular meetings can help reduce energy
consumption via proactive HVAC control techniques [10]. Both these cases, however, require more careful
prediction of collective LFNC to determine the odds that multiple individuals will concurrently deviate from their
normal mobility patterns.
Choice of Machine Learning Algorithm: All of our results presented to date use the GBM classifier. To study
whether our insights on LFNC prediction are robust to the choice of classification technique, we conducted
experiments (using the campus indoor mobility dataset) with additional shallow classifiers. Table 5 summarizes
the key results for 4 different values of K (prediction window ranging from 15 mins—1 hour). We see that Logistic
Regression and Random Forest classifiers seem to perform slightly better than the alternatives. However, the
GBM classifier performs the best, achieving AUC of 0.9 for K = 1 (see Figure 8).
9 RELATED WORK
We first provide brief surveys of the body of knowledge on predictability of mobility and next place prediction
from the literature, and then describe briefly, recent work that describe the interdependence of social ties and
mobility, as well pointers towards context-aware crowd-tasking systems, which we use as a case study in this
work.
Predictability of HumanMobility: While the ability to predict where a user will be next has many potential
applications, works such as those of Song et al. [33], Lu et al. [24] and Jensen et al. [21] have focused on quantifying
the theoretical bounds of the predictability of human mobility. If mobility is not intrinsically regular or predictable,
Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 4, Article 172. Publication date: December 2018.
Predicting Episodes of Non-Conformant Mobility in Indoor Environments • 172:21
then the performance of next place prediction algorithms, however complex, will be limited. A natural choice for
measuring randomness is entropy – Song et al. [33] use hourly mobility records of over 50,000 users to quantify
(1) Srand which is the entropy computed considering only number of different locations a user associates with,
(2) Sunc which computes the entropy of a distribution over the different locations a user has been to and their
associated frequency of visits, and finally, (3) Sr eal which considers both the frequency of visits and the sequence
in which the locations were visited. Sr eal is computed as the Lempel-Ziv compression with the length tends to
infinity. Using Fano’s inequality, the authors derive an upper limit Πmax where Π is the probability of guessing
the next location correctly with any algorithm. Further still, they discuss a lower bound R which the probability
of the most likely location of a user during an hour of the day over a week. The authors make the key observation
that mobility, taking into account past observations of frequency and sequence of visits, has very high median
predictability (i.e., 93%) with significantly less variability across users, compared to using temporally uncorrelated
location history. The authors investigate further the influence the distance traveled by users (through the radius
of gyration) and demographics such as age and gender on predictability. Interestingly, even for users with high
travel distances, the predictability remains high. While Song et al. [33] investigated outdoor mobility, Jensen et
al. [21] study both outdoor (i.e., GSM and GPS) and indoor (i.e., via WLAN associations) by instrumenting the
smartphones carried by 14 participants in Denmark. Whilst the GSM and WLAN records were sampled at faster
rates (e.g., minutely), GPS, due to its large energy drain was sampled only 2-3 times every hour. Following from
Song et al.’s work [33], the authors quantify the maximum predictability of mobility both indoors and outdoors;
they find that even though the peak maximum predictability indoors is comparable to that of outdoor mobility,
the variability across users is high. A key observation however is that the authors look at indoor mobility at the
WLAN association level, and not at a location around it, whereas for many meaningful applications, localization
to up to room level (e.g., 6- 8 meters) is sufficient. Hence, in our work we explore the modeling of mobility at the
room level and floor level. The authors also explore different time scales and find that 3-4 minutes gives the best
performance although the reason for this is not well-justified. More recently, Lu et al. [24] explore the use of
Markov chains of increasing orders to investigate whether the theoretical maximum predictability is achievable
practically. They rely on another large scale, outdoor mobility data set to show that Markov Chains of order
2 reach comparable accuracies to the theoretical maximum, and further note that the accuracies surpass the
theoretical maximum for non-stationary trajectories (identified using the Gewek diagnostic). However, in this
work, the authors consider a loose definition of a user’s trajectory where they consider only the last recorded
location of a user as the user’s location for the day and the trajectory being composed of daily locations – we
believe that the achievable predictability with such a definition whilst high, would have reduced practical benefits.
Next Place Prediction: Many works in wireless systems have investigated the practicality of predicting the
next cell or location a user or mobile device is likely to be next. One of the earliest works was Reality Mining
[13] with about 50 users where high predictability was reported using an order 2 Markov Chain to predict the
next location over a limited semantic set (i.e., Home, Work or Other). Later, Kotz et al. [34] conduct a large-scale
study of over 6000 students on the Dartmouth campus with observations from over 2 years. In this work, the
authors compare the next cell prediction accuracy of two families of predictors: Markov Chains and Lempel-Ziv
compressor based, and note down several key observations. Overall, they find that the added complexity of the
LZ-family of predictors does not necessarily afford higher accuracy, and simple enhancements such as falling
back to less complex models when past history does not contain the current context and accounting for recency
can improve performance marginally. They also note that the accuracy is high only for users with long enough
trajectories which might affect the practicality of such predictive algorithms. However, in this work, the authors
only consider location changes as part of the user’s trajectory and do not account for timing information – which
again is a key attribute for practical applications.
The Next Place Prediction problem has been studied extensively due to its multitude of applications, but
mostly in the context of outdoor movement derived from GPS traces from smartphones, taxicabs and social
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media check-ins. Noulas et al. [28] study coarse-grained next place prediction using check-in data from over 1
million Foursquare (a popular Location-based Social Network platform) users where they consider transitions
between categories of places, mobility flow between individual venues and share insights from spatio-temporal
characteristics of check-in patterns. Gambs et al. [15] investigate the ability of Markov chains of order n to predict
the next place of users, both indoors, using a phonetic dataset consisting of voice traces of 6 users, and outdoors,
using the GeoLife dataset [38] consisting of GPS traces from Shanghai. Further, Baumann et al. [5] evaluate the
problem extensively using 18 algorithms and their combination (using majority voting) on the Lausanne/Nokia
MDC data set2. They report that although the accuracy is typically high, most errors are encountered during
transitions from one place to the next. Spawning off from the Lausanne/Nokia MDC challenge, Gomes et al.
[16], in addition to considering spatio-temporal history of traces, the authors augment contextual information
accrued through sensors such as accelerometer, bluetooth and call/sms logs for better prediction. Further, Do et
al. [12] discuss a variation of the problem, the probability of being at a specific location at a time in future using a
dataset consisting of 133 smartphone users where they use kernel density estimation accounting additionally for
day of the week and weekday/weekend effects. Our work uses similar methodologies such as those discussed in
previous work in identifying possible next places, but is different in that the goal is in predicting, with sufficient
look-ahead time, the possibility of the default next places predictions be incorrect – in other words, the problem
reduces to providing a confidence measure of the predictions based on the current trajectory of a user. Separately,
in Koehler et al. [? ], the authors study the problem in two folds: (1) will the user stay at the current location
for the nextm time (i.e., temporally), and (2) if no, where will the user transition to next (i.e., spatially) using a
number of machine learning techniques.
Mobility and Social Interactions: The expansive growth of Location-based Social Networks (LBSNs) such
as Foursquare, and other popular mediums such as Twitter that allow for geo-tagging of posts, has led to many
large-scale studies on urban mobility. The additional information declared by the users of the platform through
features such as follows and explicit bidirectional friendships, makes it possible to infer the social relationships
of the users, both offline and online. A number of works have focused on understanding the impact of such
relationships on a user’s mobility [9, 37]. Using physical trajectory data along with shared social relationship
information, De Domenico et al.[11] report that incorporating knowledge of one’s friend’s mobility can help
improve prediction of a user’s mobility behavior. Recent works such as [7, 25] explored the use of body-worn
social badges to infer and quantify face-to-face interactions of users in working environments. In these works,
either friendship information is explicitly shared, or the participants are required to wear/carry additional sensors.
In this work, we focus on inferring social ties passively using systems such as those described in past work
[19, 20], and then utilize such social data-infused mobility information for predicting uncertainty in mobility
behaviour.
Mobile Crowdsourcing: Location-aware mobile crowdsourcing has recently been employed to support the
execution variety of reporting-centric tasks across both indoor and outdoor environments. The Ta$ker mobile
crowdsourcing platform [23] uses predicted location trajectories, of university students to proactively recommend
tasks that minimize a worker’s travel detour. The user trajectories are computed as a series of staypoints–i.e.,
places where the user resides for large time periods. Using this platform, Kandappu et al. [22] showed that
unexpected changes in trajectory caused around 6% of workers to “cheat"–i.e., report on tasks even though they
did not visit the task location. Thus, LFNC prediction is useful not just in reducing unnecessary worker detour,
but also in improving the reliability of responses.
2https://www.idiap.ch/dataset/mdc
Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 4, Article 172. Publication date: December 2018.
Predicting Episodes of Non-Conformant Mobility in Indoor Environments • 172:23
10 CONCLUSIONS AND FUTURE WORK
Through our work, we have shown that the so-called ‘random changes’ in a user’s routine movement behavior
can, in fact, be predicted sufficiently in advance. For our empirical studies, we utilized a 4+ month WiFi-based
indoor location dataset as our primary data source, and supplement it with an outdoor public transit data set.
Empirically, our LFNC predictor (which uses both past anomalies and anomaly among strong-ties as key features)
achieves a 35% improvement in prediction accuracy (a near-perfect AUC of 0.999) with a look-ahead time of 15
mins, and continues to outperform state-of-the-art Markovian mobility predictors even for longer look-ahead
times (AUC =0.85 for K=2 hours). Moreover, on the campus data, the LFNC predictor’s performance stabilizes
after a modest observational period of 2-3 weeks.
We believe that this ability to accurately predict a user’s divergence from her routine movement behavior has
many practical applications. For example, crowdsourcing applications can avoid assigning or recommending tasks
to users at risk of such mobility deviations, while smart building applications can perform proactive resource
management to adapt to such likely anomalies (at an aggregated user level). In future work, we plan to embed
our LFNC predictor’s inputs in live deployments of such representative ubiquitous computing applications, and
quantify the resulting performance gains. We also plan to investigate how user interfaces for commonplace
workplace productivity applications (e.g., calendaring) can incorporate such “anomaly alerts".
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