1. Introduction. In this paper we study some preconditioning techniques for the conjugate gradient method to solve the linear systems of equations that arise from the discretization of partial differential equations. We consider for example 
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The prototype model problem in two dimensions is the Dirichlet problem, r 0, ,i 1, g 0, ft the unit square,
--Au f, u 0 on the boundary, with standard five-point differencing on a uniform mesh of width h. We focus attention on the matrix structure obtained for natural ordering, which yields for the model problem (after multiplication by h a )
4 -1 -1 4 --1
Ai -I, Di ". ". ".
-1 4 -1 - 1 4 In three dimensions, standard 7-point differencing with this ordering would yield
Di that have two additional nonzero diagonals. Different orderings or higher order approximations would give rise to different structures, to which our techniques could be applied also.
To solve (2) we use the generalized or preconditioned conjugate gradient method, which may be written as follows [3] . The matrix M is the preconditioning matrix, which should be in some sense an approximation of A. It is known that the preconditioned conjugate gradient method converges rapidly if the condition number r(M-1A ), which is the ratio of the largest to the smallest eigenvalue of M-A, is small or if the eigenvalues are clustered (e.g., [3] and the references therein).
The goal of this study is to devise good preconditioning matrices M. For this purpose we exploit the structure of A in constructing some block preconditionings, one special case of which is the one introduced by R. R. Underwood I20] .
In 2 to motivate the use of our block techniques we recall some results on block Cholesky factorization. Section 3 deals with the main problem finding good approximate inverses for tridiagonal matrices that are diagonally dominant. Stieltjes matrix, i.e., a positive definite M-matrix [21] , [22] .
If the inequality of Hypothesis (H 1)(b) holds strictly for all rows,
,N, j =/= then A is termed strictly diagonally dominant.
Let ; be the symmetric block diagonal matrix with mi )< mi blocks i satisfy-
,i
Di Ai ,[-SiAiT, 2 < < n.
Then the block Cholesky factorization of A can be written as
The factor ; / L is block lower bidiagonal. Since A is positive definite symmetric, the factorization can be carried out.
The following results concerning the properties of the i are well known, but as we did not find them in the literature in a form suitable for our application, we give them here for completeness. These properties provide guidance in our selection of preconditioning matrices for the conjugate gradient method. Let Wn-I Ln-1 Ln (6) Wi =AiLi--r, i=2
,n.
This form is generally more efficient computationally than is (5 Note that in the conjugate gradient algorithm M is not required explicitly, only the linear system M k --r k need be solved for zk. Since this can be done with block backward and forward substitution, the block off-diagonal elements Wi need not be computed explicitly. The requisite products with vectors can be obtained by solving linear systems with triangular coefficient matrices Li and L/r.
Generally, for preconditionings of interest, the Ai, and correspondingly the Li, will be sparse. These features were first used in this context by R. R. Underwood in [20] , where block incomplete Cholesky preconditioning for the conjugate gradient algorithm was introduced.
For the standard five-point discretization of (1) in two dimensions, Di is tridiagonal, and Ai is diagonal. This is the case on which this paper focuses. Of central interest is the choice that the _A_ i-be tridiagonal, so that all the/x in (4b) are tridiagonal. Correspondingly, in the remainder of this section we discuss techniques for approximating the inverse of a tridiagonal, diagonally-dominant matrix.
Since the inverse of T is (T-)ij ui vj for < j. 
3.2. Banded approximation flora the exact inverse. One can do much better than the diagonal approximation T by using the following powerful result, which characterizes the inverses of symmetric tridiagonal matrices, (cf. [1] , [10] [15] results are proved for tridiagonal matrices and in [5] they are extended to matrices of larger bandwidth. It is known that the elements of (T-)ij are bounded in an exponentially decaying manner along each row or column. Specifically, there exist p < and a constant Co such that (T-) < Co -. 
This latter bound is not very sharp. For example, for the matrix T with ai 4, m and bi 1, m-1, which will be of interest later, we get p 1/3. But for this case =4, a. =4 -,_ i>2.
cti-i
The i form a decreasing sequence that converges very quickly towards 2 + X/ 3.732, which corresponds to a reduction factor of 1/(2 + V) 0.2679, which is considerably less than 1/3. Of course if the ai's and bi's are constant, we could construct the inverse in another way from the eigenvalues and eigenvectors of T, which are known in this case. can be computed diagonal by diagonal, and so on. We note also that U -r can be generated diagonal by diagonal by taking successive terms of its Neumann series in Ur. We have the following result similar to the one for the inverse of T.
LEMMA 4. For each row, the elements of U -r decrease away from the diagonal Proof Since ti/'Yi < we have ni-I < 'i < 1/,i+l; the proof is the same for the other elements.
As an approximation for U-r we can, therefore, take B(U-r,p) with p small. As an approximation for T-we can use correspondingly 3(P) B( U-I, p)B( U-T, P). The powers of D-T contain more and more nonzero diagonals as k increases. As an approximate inverse we can take simply the first few terms, which ar.e.e the sparsest ones (Taking only the first term gives the diagonal approximation T of {}3.1.). It is well known, however, that if the eigenvalues of D-T are not close enough to zero, the truncated series could be a poor approximation.
Better polynomialapproximations can be found (cf. [14] ). Let S --Dr -T, and suppose we want to find a polynomial P of degree less than or equal to that minimizes II(I+S) --P(S)ll2. Since S is similar to a symmetric matrix there exists a unitary matrix Q such that S QOQ r, where 0 is a diagonal matrix whose elements are the eigenvalues of S.
We have so that In general, however, even the extremal eigenvalues 0 and Om are not known; all one knows is that -1 < 0 < Om < holds. Since 1/(1 +x) is discontinuous at x -1, we could simply compute P to yield min max
This should give a good result for the eigenvalues between 0 and 1, but a poor one for the smaller eigenvalues. For a first degree polynomial we obtain P() 0.9412-0.4706 .
As will be seen later, it is possible to obtain a better approximation when additional information about the eigenvalues is avai..lable. In general, we shall be considering tridiagonal polynomial approximations T to T -of the form 4(a,/3) aDf +/3D -fDr--, (12) where the coefficients a and/3 are real. For the preconditionings discussed below, only the Cholesky factors Li of the A are actually stored for computational purposes, corresponding to (6). [20] in a slightly different setting.
UND(p,q). For this case
Ai-1 B(B (Ui q-1)B(Ui--T q 1),2p-1 [7] , [13] .
As noted in {}3, the remainder R for the block incomplete Cholesky preconditioning is a block diagonal matrix whose elements are
Thus the row sum of A/--ll must be available if Ri is to have row sum zero. 
MUND(p,q). For the other block preconditionings the row sums of
Ri can be calculated easily, but not quite so directly. However, in UND(p,q) with q > p a part of the remainder is immediately available and can be subtracted We can obtain Li-Li-~-T"-B(i-_Ti-_ ,2p-1), since it is made up of the diagonals of the product that are not kept in the algorithm. Thus, instead of discarding these diagonals we could subtract their row sums from the main diagonal. This Proof. Along the same lines as for Theorem 4.
Higher dimensions. One can develop block incomplete Cholesky factori-
zations for three dimensional problems similarly, using, for example, incomplete instead of complete factorizations Li for the Ai. It is planned to investigate these preconditionings in a subsequent study.
Numerical experiments. In this section we present the results of numerical
experiments on two-dimensional test problems comparing the preconditionings introduced in the previous sections and some other, commonly used, point and block preconditionings. The other preconditionings include: the point incomplete Cholesky decomposition IC(p,q) introduced by Meijerink and van der Vorst I16], [17] , in which p bands adjacent to the main diagonal and q outer bands are kept in the factorization; its modified version MIC(p,q), of which the simplest MIC(1,1), first introduced by Dupont, Kendall, and Rachford for five diagonal matrices [7] , is denoted here by DKR (and is used without parameters); symmetric successive overrelaxation (SSOR) and its block version BSSOR (which in our case is line SSOR); and for a few cases l-line Jacobi preconditioning (LJAC). In addition, results will be given for some problems for the point Jacobi preconditioning DIAG, for which M is a diagonal matrix whose diagonal elements are those of A, and for conjugate gradients without preconditioning (M I, the identity matrix).
For a five diagonal matrix the work per iteration and storage for each of the methods is given in Table 2 . (For simplicity, the technique of [8] for reducing the work requirements of the conjugate gradient method is not incorporated.) The work is represented by number of floating point multiplies; about the same number of additions are required also. Table 2 is the work that might be required for evaluating iteration termination criteria.
It should be noted that the work requirements for the preconditionings depend on the manner in which the computer programs are written. Generally we have organized our programs with a preference toward multiplication over divi- for tridiagonal matrices, which stores the reciprocals of the diagonals [21] . If a division is carried out, as in DIAG when it is desired neither to scale the matrix in advance nor to store the reciprocals of the diagonal, then, as is customary, a division is counted as equivalent to a multiply. In CHOL(p: p > 1), UND(p,q), and MUND(p,q) routines from LINPACK [6] are used, but the operation counts entered in Table 2 are made to correspond to the manner in which we implement the other preconditionings. Thus the entries in Table 2 , though basically consistent, should be considered as approximate. They are used in subsequent tables to convert observed number of iterations to computational work.
Our implementation of the conjugate gradient algorithm requires 4 N-vectors of storage, plus 3 N-vectors for the matrix A and N-vector for the right-hand side. If it is not necessary to save the right-hand side, then N-vector of storage could be eliminated. The additional storage required by each of the preconditionings is given in the last column of Table 2 . We use the standard five point stencil on a square mesh with h --(n + l)-1, N n 2, and natural ordering to obtain the corresponding linear algebraic system (2) . at a point (i,nj)), and the starting vector has random elements in [-1,1] . As the number of additions is roughly the same as the number of multiplications, we indicate only the work required for the multiplications. The divisions that may appear to be needed by some methods are not indicated, since they can be removed with alternative coding. In Table 3 are given the number of iterations 1040  504  288  396  324  378  306  270  198  288  264  234  240  238  270  270  242  242  234  234  210  216  180  162  220  176  176  208  182  210   238 1,. CONCUS, G. H. GOLUB AND G. MEURANT and the corresponding total work per point required to achieve the stopping criteflon r k lifo/II r Iloo < 10-6, for the case N 2500. The value 1.7 for SSOR and BSSOR is the observed optimal for each case to the nearest 0.1 for minimizing the number of iterations required for convergence.
From Table 3 , the following observations can be made. (i) For the patterns chosen, the larger the number of diagonals in the incomplete Cholesky decomposition, the fewer the number of iterations required for convergence, as observed in I17] for the point preconditionings.
(ii) The modified versions of the preconditionings give better results (for this problem and ordering of the mesh points).
(iii) In general, there is a trade off between storage and execution speed, but if a low storage point-preconditioning is desired, DKR seems a good choice. SSOR can give good results, but suitable parameter values are needed. (iv) For methods of comparable storage the block methods give better results than point methods, both in terms of number of iterations and work requirements.
(v) For CHOL(p) it is not effective to go to values of p larger than p 3, and, as observed also in [2] , for UND(p,q) to values of q beyond q =p + 1. It is better to use the additional information given by UND(p,q) for larger q to obtain a modified version of the factorization for q p + 1.
(vi) The best polynomial, as expected, is POL(1.1429,-1.1429).
(vii) For this problem the best all-around preconditioning appears to be MINV(1), because it has very low storage requirements and gives almost the best work count approximately half of IC(1,2) and two thirds of MIC(1,2), which require more storage. Table 4 gives a comparison of some of the methods for solving the test problem to only moderate accuracy IIr k Iloo/IIrOIIoo < 10-4, comparable to discretization error. The conclusions drawn for the smaller residuals in Table 3 are in general unchanged. In Table 5 are given the values of the smallest and largest eigenvalues of M-1A, as estimated by the conjugate gradient algorithm, as well as the corresponding condition numbers. It is seen that a considerable reduction in the condition number can be achieved with some of the modified preconditionings, with only a low cost in storage. In Table 6 It is difficult to assess from the results the order of the MUND methods; we believe that they are somewhere between and 2, closer to if more diagonals are used to form M. Finally, Table 6 shows that even for smaller values of n block methods give better reduction of the condition number than point methods.
It is well known that the rate of convergence of the conjugate gradient method depends not only on the condition number but on the distribution of the interior eigenvalues as well. It is therefore of interest to compare the eigenvalue spectra for the different methods. These are compared for n--l0 in Figs. 2-4 . Each eigenvalue is designated by a vertical bar drawn at the appropriate abscissa value. This representation depicts in an easily observable manner the separation and clustering of the eigenvalues.
The spectra for all of the methods shown in Fig. 2 are on the same scale for easy comparison. From the figure it is seen that for the block methods the eigenvalues are more clustered than for the point ones having the same storage requirements. (The relatively greater clustering for block SSOR over point SSOR is a well-known property, cf. [9] .) The values 1.7 and 1.5 are to the nearest 0.1 those for which the condition numbers for SSOR and BSSOR, respectively, are smallest. The point modified methods, for which the eigenvalue range is different than for the other methods, are shown separately in Fig. 3 . Fig. 4 [2] , available separately from the authors. Table 7 gives the number of iterations required to solve the test problem for different convergence criteria. For these cases the initial approximation was x-0, and the solution was the same smooth vector as for Tables 4 and 5 From these results, it appears that, at least for the test problem with a smooth solution, the relative norm of the residual gives a good stopping criterion.
In Table 8 114  36  26  22  16  22  17  18  44  22   36  18  27  23  19  13  20  15  12  10  9  19  14  12  9  15  13  12  12  11  10  9  9   37   17   28  15  24  20  16  9  18  13  11  9  8  16  13  10  8  14  11  9  11  9  9  8  8   43  20   34  18  28  24  19  11  21  16  13  10  9  19  15  12  10  16  13  11  13  11  10  9  9 IIx-x k I1, 10 for the discontinuous , depicted in Fig. 5 . The solution is the same smooth one as for the first test problem, the starting vector is random, and the stopping criteflon is r k I1/II r I1o < 10-6. Table 10 gives the results for the number of iterations, the work required, and an estimate of the condition number as obtained from the conjugate gradient parameters. The values w= 1.6 for SSOR and o= 1.5 for BSSOR are the observed optimal ones to the nearest 0.1.
The very large condition numbers for most of the entries result from the small first eigenvalue, which is isolated from the others. Thus the number of iterations does not change much, for example from IC(1,1), which has a small isolated eigenvalue, to DKR, which has all eigenvalues greater than one. It is the distribution of the other eigenvalues that is important. In terms of work per point, block methods give better results than point ones. Again MINV(1) seems a good compromise between efficiency and storage. This example shows that block methods can be effective for problems with coefficients having large jump discontinuities.
5.3. Third test problem. This example, which is frequently used in the literature, was presented in [21] . The problem is to solve 0 Xl X + ru 0 in f (0,2.1)(0,2.1),
OU
The domain is shown in Fig. 6 and depicts the values of the coefficients, which are discontinuous. The solution is u 0.
We take h 1/42, x a vector with random elements in [-1,1] , and stopping criterion IIx k I1 < 10-6. The results are given in Table 11 . The values w 1.7
for SSOR and w 1.5 for BSSOR are the observed optimal ones to the nearest 0.1. Table 11 indicates that for this problem the larger the number of diagonals retained, the lower the work required for convergence. This holds both for point and block methods. Generally, the block methods are slightly better.
In order to compare our methods with those presented by Meijerink and Van der Vorst [17] for this problem, we give the results in Table 12 for convergence criteflon r k 2 10-6. For the IC methods, we obtain about the same results as in [17] , within a few iterations. (The distribution from which the starting vectors were drawn is differentour random numbers are between -1 and 1, while theirs are between 0 and 1.)
To compare point and block methods with the same storage, one can take, for example, IC (1, 2) 20 19 17 work/N iterations with point preconditioning IC(5,7) is used in [17] , but approximately the same goal can be achieved with only six instead of 12 vectors of storage using the block preconditioning CHOL(5).
6. Concluding remarks. The above examples show that, for linear problems coming from finite-difference approximations of elliptic partial differential equations, the block preconditionings we have introduced can give better results for two-dimensional problems than the corresponding point ones currently in use.
The results are better also than for block SSOR preconditioning. Generally, for natural ordering of the unknowns, the modified methods give better results for our test problems than unmodified ones. Particularly attractive is the preconditioning INV(1)and its modified form MINV(1)because of the low storage require-252 p. CONCUS, G. H. GOLUB AND G. MEURANT ments and rapid convergence. The results for three dimensional problems await further study. It would be of interest to explore the behavior of our block preconditioning methods on more general problems such as the ones arising from finite element approximation with node orderings leading to a block tridiagonal matrix.
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