I. Recordings were obtained from 108 cells near the border of areas 17 and 18 in anesthetized, paralyzed cats. Emphasis was placed on analyzing responses to moving sinusoidal gratings, whose spatial frequency, velocity, and contrast were varied systematically. In the presence of drifting gratings, about 30% of the cells responded with a periodic discharge at virtually all effective spatial and temporal frequencies. These neurons tended to be "simple," to have very low levels of spontaneous activity, and to have the narrowest spatial-and temporal-frequency response functions. Another 30% of the cells responded aperiodically at all but the lowest spatial and temporal frequencies. These cells tended to be "complex" and to have the broadest tuning curves. The remaining cells responded periodically over part of the range of effective frequencies, and could be simple, complex, or intermediate and difficult to classify.
I. Recordings were obtained from 108 cells near the border of areas 17 and 18 in anesthetized, paralyzed cats. Emphasis was placed on analyzing responses to moving sinusoidal gratings, whose spatial frequency, velocity, and contrast were varied systematically. In the presence of drifting gratings, about 30% of the cells responded with a periodic discharge at virtually all effective spatial and temporal frequencies. These neurons tended to be "simple," to have very low levels of spontaneous activity, and to have the narrowest spatial-and temporal-frequency response functions. Another 30% of the cells responded aperiodically at all but the lowest spatial and temporal frequencies. These cells tended to be "complex" and to have the broadest tuning curves. The remaining cells responded periodically over part of the range of effective frequencies, and could be simple, complex, or intermediate and difficult to classify.
2. For most of the neurons that responded appreciably to both directions of movement at the optimal orientation, the peak frequency (and shape) of spatial-and/or temporal-frequency response functions differ by more than 0.3 octave for the two directions of movement. The peak frequency and/or bandwidth of the temporal response function for either direction may also depend on whether there is a pause between movements in the two directions.
3. The response of almost all cells increases linearly with contrast up to a saturation level. The threshold contrast shows little dependence on spatial frequency, but is a function of temporal frequency. The slopes of response-contrast functions are steepest at the optimal spatial or temporal frequencies and diminish at lower or higher frequencies. 4 . The peak frequency and shape (bandwidth and high-frequency roll-off) of temporal-frequency response functions do not depend significantly on the spatial frequency used to make the measurement and the converse is true. Accordingly, it is possible to use a spatial-frequency tuning curve measured at fixed temporal frequency and a temporal curve measured at fixed spatial frequency to predict the spatial-frequency tuning curve that is obtained when all spatial frequencies are presented at the same velocity. This implies that knowledge of one spatial an .d one temporal curve of a cell allows one to calcu late its response to any combination of spatial and temporal frequencies.
5. The higher a cell's best spatial frequency, the lower is the optimal velocity of movement at the best spatial frequency. The equation for the regression line that summarizes this correlation has velocity proportional to spatial frequency raised to the -5/4 power. because they are useful in analyzing the effects of more conventional stimuli, such as slits, bars, and edges. Although the conventional stimuli are mathematically complex, they can be expressed as sums of grating components having various amplitudes and relative phase angles. We have studied three variables needed for the representation of a moving stimulus in terms of gratings, in an effort to determine what measurements are indispensable for characterizing a cortical neuron in spatial and temporal domains. The particular questions we sought to answer were: I) whether the spatial-frequency tuning curve of a cell provided any information about the peak frequency or bandwidth of its tern par )al-frequency tuni ,ng curve, 2) what measurements are needed to construct a three-dimensional response profile of a neuron in spatial-temporal-response coordinates, and 3) whether such a response surface changes with stimulus contrast.
Early experiments (4, 7) demonstrated that neurons respond to a limited range of spatial frequencies and that cells differ with respect to their best frequencies. Subsequent workers (8, 13, 15, 17, 19) have extended these studies into the temporal domain and published more comprehensive data on the relative occurrence of optimal spatial and temporal first secti .O frequencies among nof RESULTS,we wi .I cells. In the .l add to these data. We will also discuss some factors that affect the peak frequency and/or shape of spatial and temporal response functions that have not been previously reported or have received little attention. These are: a) the inhibition of some neurons in the presence of some spatial and/or temporal frequencies; b) a dependence of optimal frequency (spa-.
didependence o f the pea .k frequency and/or highfrequency roll-off of temporal-frequency response-functions on the waveform of movetial or temporal) and bandwidth on the rect ion of movement i n many ccl 1s; c) a m 1s ent, i.e., on whether the direction of motion reversed immediately or followin g a pause.
It has been reported that response grows logarithmically with contrast for simple cortical cells ( 14) . Indirect evidence for a linear relationship (16) has also been advanced. We will present evidence that, for most cells of any type, response is an approximately linear-function of contrast, limited by satu-1245 ration. We will present evidence that the shape of spatial-frequency response functions does not depend on contrast, but that the shape of temporal functions does.
In the third section of RESULTS we will consider the interaction of spatial and temporal variables in determining responses. We will address this problem at the level of individual cells as well as at the level of the population. In the first place, Tolhurst and Movshon (20) presented evidence that spatial and temporal frequencies act separately in determining responses of individual cells at threshold. We will extend these results to higher levels of contrast and verify the implication that determination of the temporal tuning curve at one spatial frequency and the spatial tuning curve at one temporal frequency is sufficient for calculation of the response to any combination of these variables. In the second place, Ikeda and Wright (12) found little correlation between spatial and temporal optima for a group of over 30 neurons. We have found, however, that there is a significant correlation between the most effective velocity of movement and the best spatial frequency. From this correlation, it is possible to obtain an approximate formula relating the optimal spatial and temporal frequencies of stimuli, since the temporal frequency is the product of the spati al frequency and the velocity of stim ulus movement.
METHODS

Preparation
Animals were anesthetized for surgery with ketamine HCl (35 mg/kg) supplemented, after 10 min, by pentobarbital sodium ( lo-15 mg/kg). Rectal temperature was maintained at 37.5OC and the electrocardiogram (ECG) was monitored. One femoral vein was catheterized and an infusion consisting of equal proportions of lactated Ringer, Flaxedil (Davis & Geck) and a 1% solution of Alloferin (Hoffman-LaRoche) in Ringer solution was delivered at the rate of 3-6 ml/h. Animals were artificially ventilated to keep end-tidal CO2 near 3.8%.
The skull was exposed and an opening made with a trephine anterolateral to the cortex devoted to the center of gaze. Visual cortex was exposed bilaterally. A Lucite chamber was cemented around the opening, filled with warm mineral oil, and capped with a Davies microdrive (5). The conjunctival membrane was separated from peri-AND M. MORTON-GIBSON limbal sclera and the nictitating membrane partly removed. An eye ring was sutured to the sclera at four points and the cornea covered by an uncorrected contact lens.
Surgical wounds were infiltrated with local anesthetic and closed. Animals were given small, daily doses of Crysticillin and Decadron (dexamethasone sulfate) to prevent infection and inflammation.
Supplements of Nembutal were injected intramuscularly about once an hour. The heart rate, the change in rate in response to painful stimulation, and the level of cortical activation were all considered in determining the dose. Paralysis was discontinued periodically so that the depth of anesthesia could be evaluated.
Stimulation
The animal and photostimulator were located in a sound-deadened darkroom in order to minimize extraneous stimulation.
The optical system provided a Maxwellian view. In this condition an image of the luminous source was focused by an eyepiece lens near the nodal point of the eye of an animal whose accommodation was relaxed. A target was transilluminated by parallel light and an image of it was formed one focal length behind the eyepiece lens. The relative positions of the target's image and the eyepiece lens for optimal focus at the retina varied slightly with the animal's refractive error. The advantages of this approach have largely to do with the fact that much of the refraction involved in image formation is done by the optical system. Changes in the animal's refractive surfaces resulting from lens wearing in long experiments are minimized. There are no intermediate stages (e.g., screens) where losses in image quality may occur and optimization of the retinal image can be achieved without corrective lenses. A measure of the performance of the system is that contrast "thresholds"
were consistently in the vicinity of 1% throughout our experiments (2-3 days).
The eyepiece of the stimulator provided a 30' viewing field. At the beginning of each experiment, animals were aligned with the stimulator by focusing an image of a graticular pattern on the fundus. This image was viewed by indirect ophthalmoscopy, while the eye was positioned to bring the center of gaze into approximate coincidence with the optic axis of the stimulator. This was done by locating the optic disk at horizontal and vertical distances from the optic axis that were consistent with published values (1) for the coordinates of the disk relative to the center of gaze. The initial alignment was checked (and reestablished when necessary) throughout the experiment.
Sinusoidal gratings on very fine-grained film were purchased from A. Lange and C. Stromeyer.
When illuminated, the gratings provide a luminance distribution described, in the x direction, by the expression L, = LO( 1 + m sin 27&x) (0 where L, is the luminance at position X; Lo, the mean or space average luminance; m, the modulation or contrast; andf,, the spatial frequency. The spatial frequency is the number of cycles of a luminance variation per degree of visual angle, and the contrast equals the difference between maximum and minimum luminances divided by their sum. Movement of a grating produces a temporal modulation of luminance, whose frequency is the product of spatial frequency and drift velocity. Gratings ranged in spatial frequency from 0.02 to 5.0 cycles/deg. The maximum available contrast was 0.6 at most frequencies. We also measured the harmonic distortion and found it to be less than 2% in all but one of the gratings.
Positioning of stimuli was accomplished by galvanometers (General Scanning G300 series). The DC input to the galvanometers determined the resting position of stimuli. Movements were generated with time-varying signals obtained from a Hewlett-Packard 3300 function generator or a circuit designed to generate trapezoidal changes in voltage (a voltage ramp of one polarity followed by a plateau followed by a ramp of opposite polarity, etc.) The velocity of a point in the stimulating field depends on the peak-to-peak amplitude of the triangular waveform as well as its frequency. Over the range of stimulus velocities used in these experiments, there was no change in phase or amplitude of the deflection of the galvanometers. When moving stimuli such as a slit or an edge, we fixed the amplitude of the movement and varied the velocity by changing the frequency of the triangular wave. Trapezoidal or interrupted motion was used when stimuli of high velocity were presented. When the stimulus was a grating, the peak-to-peak amplitude of movement was varied inversely with the spatial frequency, so that 6 or 7 cycles traversed the receptive field (RF) in each sweep and the temporal frequency of stimulation was constant for all spatial frequencies. Exceptions to this will be discussed with the relevant results.
In commencing study of a cell, we determined the most effective stimulus orientation and the RF coordinates. All subsequent measurements were made using the optimal orientation and movement was perpendicular to the long axis of the stimulus. The axial length of stimuli exceeded 15O of arc. Care was taken to ensure that the edge of the stimulating field never came within 2' of the boundary of the RF in the course of movement. The background field was stationary and provided most of the retinal illumination, since we worked at low to moderate levels of contrast (0.1-0.3). The space average luminance was kept at 1.4 log photopic trolands (the energy measured in the plane of the last conjugate image of the target was 1.1 pW>. This is just below the middle of the mesopic range in the cat (9) . We calibrated all stimuli in situ and measured the sharpness of images formed by the stimulator. Image quality was more than adequate for the cat's eye (3). A detailed discussion of the stimulating and recording systems and their calibration is available (10).
Recording and histology
Indium electrodes (6) were advanced into the cortex under visual control. Our sample consists of 108 neurons that showed orientation selectivity. Individual cells were studied for as many as 24 h and the mean time of recording was 4.3 h. Amplification of neural activity was conventional; each time an action potential exceeded the predetermined level, a pulse was sent to a computer. The times at which pulses were relayed to the computer were stored with a resolution of 100 ps. Peristimulus time (PST) histograms were displayed after presentation of each experimental 
condition. Eighty percent of the cells were within 6' of the center of gaze. Because our electrodes were not suited to making lesions, the localization of recording sites was only approximate.
The brains of most animals were processed histologically. Reconstruction of electrode tracks verified that roughly equal numbers of cells were in areas 17 and 18 and were close to the border between the areas; all were judged to be in layer IIIB or deeper layers (18). To facilitate comparison of the two measures, we normalized the data derived from them and have plotted the results in Fig. 2 . Spatial-frequency response functions are presented in Fig. 2A for a strongly periodic cell. The curves are comparable in peak frequency (arrow) and bandwidth. The bandwidth is the ratio, expressed in octaves, of the spatial frequencies eliciting half-maximal responses. For the cell of Fig. 2B , the periodicity of the response to gratings diminished with increasing spatial frequency and the high-frequency limbs of the two spatial-frequency response functions differ. Agreement between the measures was poor at all frequencies for aperiodic neurons.
For purposes of some of the subsequent analyses only, cells were considered "periodic" if spatial-(and temporal) response functions, based on the two response measures, were in agreement at two or more frequencies higher than the peak frequency. Cells were considered "intermediate" if the two measures did not conform at any frequencies higher than the peak. Cells were "aperiodic" if there was no agreement except at the lowest frequencies. In general, we have plotted the spikes per second (less base-line activity, where appropriate) because this measure can be applied to all cells. Visual cortical cells are also tuned in the temporal-frequency domain, and the best or peak frequency and the bandwidth of temporal-frequency response functions are defined. in analogy to the spatial case.
FACTORSAFFECTINGTUNINGCURVES.
Direction of motion. About 15% of the cells in our sample were inhibited in the presence of some spatial and/or temporal frequencies. Figure 3A shows a spatial-frequency response function for such a neuron. Because many cells had low rates of background firing, our estimate of the incidence of inhibitory tuning may be conservative. Figure 3B illustrates another phenomenon observed in the same cell, that the peak (temporal) frequencies for both directions of movement at the optimal orientation need not be the same. In one direction, low frequencies raised the firing above the background level and high frequencies decreased it. In the second direction, low frequencies reduced activity and high frequencies were without effect. About half of the cells for which we obtained complete spatial-and temporal-response functions (n = 65) responded measurably to both directions of movement. On the average, the peak spatial frequencies for the two directions differed by 0.45 octave and the peak temporal by 0.59 for bidirectional cells. These means are significantly different from zero (t test). Viewed otherwise, more than 70% of the bidirectional cells had statistically significant differences in spatial and/ or temporal optima for the two directions.
Waveform of movement. Although both spatial-and temporal-frequency response functions can change with the direction of motion, we did not find evidence that spatial functions depend on whether reversal of the direction of movement occurs immediately or after a pause. However, peak frequency and/or bandwidth of temporal functions can depend on the waveform of the motion. For 16 cells, we studied the responses to high temporal frequencies both when reversal of the direction of motion occurred immediately and when a pause of 1.25 s was introduced between movements in either direction. In all cases, trials with pauses were embedded among trials with immediate reversals in order to limit the effects of variability. Both the time and distance over which stimuli moved were constant for the two conditions. For at least 40% (there is uncertainty because we did not measure complete functions with pauses) of these cells, the peak frequency was higher in the case of interrupted motion, and for 65%, there was an elevation of the mean firing rate in the vicinity of the peak. These effects are illustrated in Fig. 4 . The effects of immediate reversals in the direction of movement are not sufficient to account for the differences in frequency response functions for the two directions of movement in bidirectional cells. All temporal-frequency response functions shown in the remainder of this paper were obtained with uninterrupted motion.
SUMMARY
OF POPULATION STATISTICS. we will conclude this section by summarizing the distributions of bandwidths and best frequencies in our sample of cells (Fig. 5) . These distributions define, for the visual pathway, what spatial-and temporal-frequency response functions define for individual cells: the windows of spatial and temporal frequencies used to code visual information.
Spatial-and temporal-frequency optima range over 5-6 octaves, from 0.06 to 2.5 cycles/deg (spatial) and 0.5-15.0 Hz (temporal). The bandwidths of spatial and temporal response functions range over more than 2 octaves, from 0.7 to 3.5 and 1.4 to 7.0, respectively. Means and standard deviations of the distributions shown in Fig.  5 are assembled in Table 1 . In the table, we have divided the sample into three groups, based on the agreement between response measures defined earlier (Fig. 2) , in order to emphasize two points: 1) There is no ten-76-87, CIP4
four or more determ inations per point were made a .t each of 6-1 2 levels of contrast. (A determination usually occupied a minute of stimulation-recording.) Figure 6 shows results for two cells. The spike count increased up to a level of contrast that we refer to as the saturation point. At higher contrast, response levels were either nearly asymptotic or decreased gradually (Fig. 6A) . Both linear and logarithmic functions were fitted to the data below the saturation point, and the standard errors of the fits (S,) were compared. For 16 of the 18 cells, the S, was smaller for the linear than for the logarithmic fit. The mean difference in the S's was statistically significant. Parameters of the best-fitting power function were also calculated and the mean exponent was 0.94, which is close to the expected value of 1.0 for a linear relationship. In the preceding section we looked at. the effects of both direction and waveform of movement on peak frequency and bandwidth of tuning curves. In this paragraph we present data on the interaction of stimulus contrast with peak frequency and bandwidth. Response-contrast functions were determined at two spatial or temporal frequencies, presented in alternation. In each case the slope in the linear range of the function was steeper at the more effective of the paired spatial or temporal frequencies, as is exemplified in Fig. 6~! and L; b (open and filled circles). The x intercepts (threshold conat the two spatial frequenthe DISCUSSION cies for 6/7 cells; this is illustrated by the dashed and solid lines in Fig. 6A and B. In all four cells studied at t.wo temporal frequencies, the x intercept was at higher contrast for the less effective temporal frequency. These results will be interpreted in dency for more periodic respondents to have higher or lower spatial or temporal optima.
2) The bandwidths of temporal tuning curves are, on the average, twice as great as spatial bandwidths.
Both spatial and temporal bandwidths are narrower for more periodic cells. An analysis of variance showed these trends to be statistically significant.
Response-contrast data
Interaction of spatiat and temporal variables Thus far we have considered the separate effects of several stimulus variables (direction and waveform of motion, contrast) on spatial and temporal tuning curves. We will now examine whether spatial and temporal frequency are themselves separable variables in their effects on the responses of cortical neurons. We address this question at two levels: I) At the level of individual cells, does the best frequency and/or shape (bandwidth We made detailed measurements of respon se as a function of contrast for 18 cortical cells and evalua ted fits to t he data obtained with several simple functions. Usually and high-frequency roll-off) of spatial-frequency response functions depend on the temporal frequency used to make the measurement, or conversely, for temporal frequency response functions? We will show, mathematically, that if the peak and shape of a temporal-frequency response function are invariant with spatial frequency (which is what we find, to a first approximation), then the converse must be true. 2) At the level of the population, does knowledge of the spatial-frequency response function for a neuron provide information about the peak frequency or bandwidth of its temporal-frequency response function? We approach this by considering the correlation between best spatial frequency and the most effective velocity of movement, measured with a grating. Because we find spatial and temporal frequency to be separable in their effects on individual cells, we are able to use the correlation between best spatial frequency and velocity to deduce the relation between best spatial and best temporal frequencies.
TEMPORAL-FREQUENCY RESPONSE FUNC-TION AT TWO SPATIAL FREQUENCIES.
In an effort to see if the peak frequency or shape of temporal-frequency response functions depend on spatial frequency, we measured temporal-frequency response functions at two spatial frequencies that were separated by about an octave and were approximately equidistant from the center frequency. To compare the shapes of two tuning curves, we considered their bandwidths and high-frequency roll-off. Roll-off, in decibels per octave, is equal to 20 log Ro/R,, where R0 is the response to a temporal frequency 1 octave higher than the best frequency and R, is the peak response. For 18 cells, variability was low enough to permit alternate presentation of the two spatial frequencies at each temporal frequency tested. For nine cells, two temporal functions were determined sequentially.
Data of 1 of the 18 cells studied with alternate presentations of two spatial frequencies are shown in Fig. 7 roll-offs of the temporal response functions were the same, but the peak frequency was about %th octave higher for the curve measured at the lower spatial frequency. For all 27 cells, the mean difference between temporal peak frequencies measured with different spatial frequencies was <O.l octave, the mean being higher for the lower spatial frequency. The difference did not approach statistical significance. The average temporal bandwidth measured with the lower of the two spatial frequencies was 0.5 octave greater than with the higher. This difference was not quite significant in a two-tailed t test. The mean difference in roll-offs was also insignificant (1.23 dB). In summary, the shape and peak frequency of temporal-frequency response functions are approximately independent of the spatial frequency used to make the measurements. This is equivalent to the proposition that all spatialfrequency response functions measured at various temporal frequencies differ only by a scaling factor. In the following paragraph, we show that the converse is true. Let response, R, be a function of S and T, spatial and temporal frequency, and fix SO as a reference spatial frequency. Then for any S and T
R(S, T) = G, WR(% T) (2)
where a! is a scaling factor that is a function of S alone and R(SO, T) is a function of T alone. Now pick a constant reference temporal frequency TO. We seek a function of T alone that will provide scaling factors between various spatial-frequency tuning curves. Consider the ratio of R(S, TO) and R(S, T) Although we have shown that mathematically the shape and peak frequency of spatial-response functions should not depend on temporal frequency, we sought direct evidence through an experimental design that differed from the one used in the preceding section. Data points in Fig. 8A and B were obtained from experiments in which all spatial frequencies were presented at the same velocity, so that the temporal frequency of the stimulus was proportional to its spatial frequency. We then used the spatial-and temporal-frequency tuning curves (measured with constant temporal and spatial frequency, respectively) obtained from the same cell to calculate the response function expected under the other conditions of measurement (constant velocity, above). Expected functions appear as solid curves in Fig. 8 . The agreement between points and curves supports the assumption underlying the calculation: the response (as a percentage of the maximum) to any combination of spatial and temporal frequency is the product of the relative response to those spatial and temporal frequencies, each presented at the optimal temporal and spatial frequency, respectively. For the two cells, illustrated, the absolute levels of response in measured and calculated versions were comparable without resort to arbitrary scaling factors in spite of the fact that measurements underlying the two functions were separated in time. For other cells, it was necessary to compensate for variability over time by scaling measured and calculated functions to have equal maximal responses.
The analysis outlined in the preceding paragraph was performed on data from 11 cells with uniform results. Nine of the cells were periodic and the remainder were intermediate. In most cases where functions were scaled, the agreement between computed and measured versions, after scaling, was better than that shown in Fig. 8 . Additional force is given to these results by the fact that the velocity of the most effective grating in one experimental condition often differed from the velocity under the other conditions of measurement. For example, in Fig. 84 the constant velocitv of stimuli nresented to Temporal-frequency response functions obtained by alternate presentation of two spatial frequencies at each temporal frequency. Solid curves and symbols represent the lower of the two spatial frequencies. There were four to six determinations per point. A representative value of the standard error of measurement for this cell is 2.2 spikes/s (n = 5; SD = 5 spikes/s). There were no differences in bandwidth or roll-off, but about 0.3-octave difference in best frequency. Although small compared to the bandwidth of functions (about 3 octaves), this shift is significantly larger than the average shift in best temporal frequency for 27 cells. Note that highfrequency limbs of functions can be approximated by straight lines; pictoral definition of high-frequency roll-off accompanies solid curves.
obtain the points differed (by 1.5 octave) from the velocity of presentation of the peak frequency of the spatial response function used to calculate the solid curve. In Fig. 84 the difference was 0.6 octave. For all 11 cells the mean difference in velocities was 0.62 octave and the mean difference between calculated and measured optima was 0.06 octave,. which is not statistically significant.
These results show that the shape and peak of spatial-frequency response functions are largely independent of the temporal frequency used for the determination. More significantly, these results directly demonstrate an important consequence of the separability of spatial and temporal frequency; that, given a spatial tuning curve measured at one temporal frequency and a temporal at one spatial, it is possible to predict the response of the cell to any combination of spatial and temporal frequencies (to a good approximation). CORRELATION BETWEEN SPATIAL AND TEM-PORAL OPTIMA.
In the preceding two sections, we have examined the interaction of spatial and temporal variables at the level of individual cells. Here, we consider the interaction at the level of the population: are the peak frequencies or bandwidths of spatial-frequency response functions of cells reliably related to their temporal optima or bandwidths? We begin by considering the relationship between velocity of drift and relationship between velocity of drift and best spatial frequency. The velocity of drift best spatial frequency. The velocity of drift of sinusoidal stimuli that is most effective of sinusoidal stimuli that is most effective for arousal of a neuron tends to be inversely for arousal of a neuron tends to be inversely related to the optimal spatial frequency of related to the optimal spatial frequency of the cell. In Fig. 9 , we have plotted the log the cell. In Fig. 9 , we have plotted the log of the most effective velocity for sinusoidal of the most effective velocity for sinusoidal stimuli against the log of the best spatial stimuli against the log of the best spatial frequency. The equation for the regression frequency. The equation for the regression line is line is j7 = fi.s-5/4 j7 = fi.s-5/4 (6) (6) where V is the optimal velocity of sinusoidal where V is the optimal velocity of sinusoidal stimuli, and S is peak spatial frequency. The stimuli, and S is peak spatial frequency. The correlation coefficient (r = -0.66) is highly correlation coefficient (r = -0.66) is highly significant (t approximation, P < 0.001). significant (t approximation, P < 0.001). Since the velocity is equal to the quotient of Since the velocity is equal to the quotient of temporal and spatial frequency, a very aptemporal and spatial frequency, a very approximate (due to the scatter of data points) proximate (due to the scatter of data points) value of T, the peak temporal frequency, can value of T, the peak temporal frequency, can be calculated from the following relation be calculated from the following relation T= T= \/lo. S-1'4 \/lo. S-1'4 (7) (7) The derivation of equation 7 is legitimate by virtue of results of the preceding two sections on the separability of spatial and temporal frequencies. Finally, peak frequency and bandwidth are uncorrelated, in both spatial and temporal domains, as are the bandwidths of spatial and temporal functions. DISCUSSION 
Properties of tuning curves
The general properties of responses to drifting gratings, and their correlation with traditional categories for cells, presented here are similar to descriptions of previous workers ( 13, 17, 19) . The distribution of spatial-frequency optima and the mean values presented in Table 1 depend on cortical area and eccentricity in the visual field. Our mean optimal spatial frequency is somewhat lower than that quoted by Movshon et al. (17) for area 17, probably because I) our recording sites tended to be further from the representation of the area centralis, and/or 2) we have not distinguished cells as to cortical area in this analysis. Otherwise, the distributions of peak frequencies and bandwidths presented in this paper agree well with those of Ikeda and Wright (13) and Movshon et al. (17) .
Probably the most novel and significant results relevent to the properties of tuning curves have to do with the effects of direction and waveform of movement. Neither can be explained in terms of gradual adaptation, since the second halves of sets of trials did not differ significantly from the first. Controls for variability were also built into the experiments. In the case of direction sensitivity, individual trials with either direction were interleaved and in the case of pauses, sets of trials with and without pauses were alternated. Inhibition need not be postulated to understand differences in spatial or temporal tuning for the two directions; multiple inputs to the neuron may provide an adequate explanation. However, rapidly developing inhibition may explain the effects of immediate reversals in the direction of motion. Our data suggest that the inhibitory effects of recent exposure to one direction may exceed those of recent exposure to the other for some cells; however, this can't wholly explain differences in tuning for the 9 . Plot of the optimal velocity of drift for sinusoidal stimuli against the best spatial frequency for each cell. The optimal velocity was calculated by dividing the most effective temporal frequency by the best spatial. n = 80. two directions. We speculate that both effects may serve to register the occurrence of eye movements and, perhaps, to measure their direction or extent.
Contrast
Maffei and Fiorentini (14) reported that response was linearly related to the log of contrast for most simple cells but that no simple relation existed for most complex cells. Movshon et al. (17) inferred that response and contrast were linearly related from indirect evidence. We find that for almost 90% of cells, a linear relationship is applicable up to the saturation level, which occurs at 0.3 contrast or lower for at least 75% of the cells. We also find that the x intercept of the least-squares fitting line is largely independent of spatial frequency (for 85% of cells), while the slope decreases at nonoptimal spatial frequencies. These results are summarized in equation 8 R = m(S)C + 8 (8) where R is the response. The slope is designated by m, which is a function of spatial frequency, S, C represents contrast, and 0 is the x intercept or threshold contrast.
(Threshold is to be interpreted as minimal signal/noise discrimination in measurement of an all-or-none output. We are not in a position to say that the cells have a threshold for contrast.) Given that I) cells are selectively tuned to spatial frequency, 2) response and contrast are linearly related below the saturation point, and 3) 8 is not a function of S, it is mathematically necessary that the slope of the response-contrast function be greatest at the best spatial frequency and diminish as the test frequency becomes less effective, as we have observed in all seven cells studied. These results imply that the peak frequency and bandwidth of spatialfrequency response functions do not depend on contrast below the saturation point.
A corollary of the above is that the shape of the contrast-sensitivity function is expected to be the same as the shape of an arbitrary spatial-frequency response function from the same cell (provided it is measured below the saturation point). Movshon et al. (17) have presented some data to this effect. If R, is the criterion response for threshold determination, then the contrast sensitivity is given by R, -= m(S)0 (9) C Since 6 is constant, the shape of the contrast-sensitivity function depends only on the variation in slope of the response-contrast function at various spatial frequencies.
The results of experiments with two temporal frequencies are more complicated. For each of four cells, 0 was a function of temporal frequency, T, so that
Although, in each case, the slope of the response-contrast function was greatest and its threshold lowest when measurements were made with the optimal temporal frequency, this is not necessary mathematically. In other words, although we have not observed a shift in the optimal temporal frequency with increasing contrast, we cannot exclude the possibility. Our limited data suggest that the bandwidths of temporal-frequency response functions increase with contrast. Data in Table 1 Drawing on a sample of about 35 cells, Ikeda and Wright (12) showed that peak spatial and temporal frequencies were uncorrelated. When we plot our data as they did, the results appear very similar. Although Ikeda and Wright realized that the data implied an inverse relation between peak spatial frequency and optimal drift velocity for sinusoids, this was not shown explicitly. In Fig. 9 we showed the relation between spatial optima and drift rates because that approach provides a means of establishing the relation between best spatial and temporal frequencies. (A lack of correlation between two variables does not mean that they have no functional relationship; e.g., sin 8 and cos 8 are uncorrelated but functions of one another.) INDIVIDUAL CELLS.
Both Tolhurst and Movshon (20) and Ikeda and Wright (12) The equation used to generate them is written above and values of the three independent variables used in computing each function are provided to its left. C: surface resulting from simple multiplication of the normalized curves iS presented as the model of complete independence of spatial and temporal variables within the response space of a particular cell. Slightly negative values on the surface were set to zero before plotting the function. D: result of allowing Q to depend on spatial or temporal frequency. In multiplying functions it was necessary to compensate for the fact that Q affects the magnitude of the peak response as well as the frequency at which it occurs. Bandwidths are not greatly affected by changes in Q. Q was made to decrease with temporal frequency and increase with spatial in order to produce the inverse dependency between spatial and temporal maxima illustrated in D.
Movshon concluded that the variables were that three of four neurons were "temporalseparable. On a smaller sample of cells stud-frequency tuned" and one "velocity tuned." ied above threshold, Ikeda and Wright found Temporal-frequency tuned means that the best temporal frequency did not depend on the spatial frequency used in measurement. We have found among 27 cells, only one that was velocity tuned and one that was intermediate; for all the rest, the peak frequency and shape (bandwidth and roll-off) of temporal-frequency response functions were independent of spatial frequency. Among 11 other cells, there were none whose spatial functions were affected by the temporal frequency of measurement. Although the foregoing authors found that the spatial and temporal variables are separable, they did not consider the implications of their results for characterization of a neuron in spatial and temporal domains. CHARACTERIZATION OF NEURONS.
A Starting point in understanding the input-output relations of a neuron is to determine what measurements are necessary and sufficient for approximating its responses under a variety of conditions. In Fig. 10 , we consider some possible interactions between spatial and temporal frequency in determining responses. The idealized spatial and temporal functions shown in Fig. 1OA and B have the general form DR = e-.fP _ e-(O/)R (11) Where DR is discharge rate, f is frequency (spatial or temporal), P and R are exponents greater than 1.0 and less than or equal to 3.0, and Q is a coefficient function. (Equation 11 is an adaptation of a function first used by Blakemore and Campbell (2) .) The exponents have their main effect on the bandwidth of a tuning curve and the coefficient, Q, primarily affects the peak frequency. This can be appreciated in Fig. 1OA and B, where lower values of the exponents accompany broader tuning and lower values of Q are associated with lower values of peak frequency. The surfaces in Fig. 1OC and D were produced by multiplying model spatial and temporal tuning curves to simulate two possible interactions between temporal and spatial frequency. In both Fig. 1OC and D, the exponents, P and R, are constant. In Fig. lOC, Q also is independent of spatial and temporal frequency. In this case, which corresponds to separability of spatial and temporal frequency, functions in Fig. 1OA and B are simply multiplied to produce the surface shown in Fig. 1OC .
To obtain the surface shown in Fig. IOD , Q was made a function of frequency, so that the maxima in the two variable dimensions were different for each pair of curves multiplied. In this case, the response surface cannot be predicted from two tuning curves unless the nature of the interaction between spatial and temporal frequency is known. Figure 1OD is one possible model for spatiotemporal interaction in "velocity tuned cells" (in the words of Ikeda and Wright ( 12)), in which the optimal velocity of drift, and not the best temporal frequency, is independent of spatial frequency. If the inverse relationship, depicted in Fig. lOD , were prevalent among cortical cells, one would expect a negative correlation between spatial and temporal maxima in the population. As noted in the discussion of Fig. 9 , neither Ikeda and Wright nor we have found a negative correlation. Figure 8 demonstrates that one can predict the response to any combination of spatial and temporal frequencies given a complete spatial-and a complete temporalfrequency response function. Each solid curve in Fig. 8 represents a plane through a surface, such as that shown in Fig. lOC , that is not perpendicular to either spatial or temporal frequency axes. Calculation of the solid curves (Fig. 8 ) and the surface (Fig.  1OC) 
