Abstract-Nowadays finger vein-based validation systems are getting extra attraction among other authentication systems due to high security in terms of ensuring data confidentiality. This system works by recognizing patterns from finger vein images and these images are captured using a camera based on near-infrared technology. In this research, we focused finger vein identification system by using our own finger vein dataset, we trained it with transfer learning of AlexNet model and verified by test images. We have done three different experiments with the same dataset but different sizes of data. Therefore, we obtained varied predictability with 95% accuracy from the second experiment.
I. INTRODUCTION
Biometric identification-based technology has seen an outstanding growth in the recent years and among them finger vein-based identification is mention worthy due to its efficiency in providing security and accuracy [1] . The security is ensured in this system from forgery and interference due to the fact that the vein network is located internally within the body and cannot be affected by outside disturbances such as dirtiness, humidity etc [2, 3] . Finger vein-based systems have benefits in comparison to other conventional techniques since it is non-intrusive and device size is smaller. Thus, it possesses great future prospects in the biometric technology field. [4] Locating veins under the skin means revealing venous networks using sophisticated camera technologies in order to make these networks distinguishable and a technology which can accomplish this feat is known as line tracking technique [5] . Among other mention-worthy techniques such as Far-infrared (FIR) and Near-infrared (NIR) is able to detect finger veins accurately. NIR and FIR both camera technologies possess the capability of infiltrating 5mm under the skin tissue and illuminating 740-940 nanometers [6] whereas human eyes are able to see in between 380-720 nanometers in the visible light spectrum [7] . FIR detects tissues with higher temperature adjacent to the outside skin while NIR captures venous networks which carries blood due to the blood having the ability to absorb infrared radiation. [8] Though the advances in the finger-vein based biometric technology are terrific but still processes for vein extraction from fingers remains dependent on four methods which are local-invariant based methods [9, 10] , statistical based methods [11] , sub-space learning-based techniques [12] and vessel extraction [13, 14] . It is possible to extract venous networks as a line like structures [15] , as minutiae [16] , as curvature [7] , [8] or as a network of dark lines as a part of vessel extraction. Besides these techniques, there are other ways of recognition such as tracking times and curvature values, thresholds and neighborhood number. [17] The rest of the paper is organized as follows: section II explains the related work, Section III improvise a finger vein recognition method using transfer learning, section IV is about experiments and results and section V is the conclusion of this paper.
II. RELATED WORK
In a traditional finger vein authentication system, there are four steps: Image Acquisition, Pre-processing, feature extraction and matching or verification. To ensure higher accuracy rate training base methods are more efficient than a non-training-based algorithm. Convolutional neural network (CNN) based network model contains an input layer, several hidden layers, output layer [18] Figure1: Architecture of AlexNet [19] Common hidden layers are convolution layer, Rectified Linear Units (ReLu), pooling, normalization etc. Hundreds of images can be modified by this CNN models, for this reason to train a network GPU is needed otherwise difficult to work with complex models. [20] However, more difficult security problem such as, spoofing attacks in finger vein database [21] also getting impressive result. 
III. IMPROVISED MODEL FOR FINGER VEIN
The technology which is revolutionizing the research field of computer vision is CNN and it is continuing to increase the advancement of accurate image classification besides playing a key role in performing feature extraction and recognition tasks such as image retrieval, object detection, semantic segmentation [25] . Due to the fact that the modern era is technologically advanced meaning enhanced computing power and GPU acceleration which makes it possible for the robust and efficient use of CNN. Based on deep CNN a model known as AlexNet [26] consists of two fully-connected layers, five convolutional layers, and a softmax output layer. This network is coherent, unlike other simplistic networks which include Rectified Linear Units (ReLU), dropout and overlap pooling. [27] 
Architecture of Alexnet:
Alexnet Network can be trained from the initial stage of the network by using random adjustment of weights or it can be trained a pre-train model using transfer learning features, which is faster and also a small number of images needs to train the model. There are five convolutional layers and three fully-connected (FC) layer, in each convolutional layer consist of convolution, Rectified Linear Unit (ReLU) pooling feature detection layers and fully-connected layers connect every neuron of a layer to another layer and provide classification output using softmax function. [27] • To proceed with the transfer learning process, we pre-processed our input image from 747×366×3 to 227×227×3 • First convolutional layer's (conv1) filter size is 11×11×3 where stride and padding are 4,0 respectively. • ReLu confirms a negative value to zero and keeps it positive • Max pooling reduces the number of parameters by using non-linear downsampling and normalization kernel size is 3×3. When an input image is finished processing then we get an image with the dimension 55×55×96 • A similar technique is used for other convolutional layers where conv2, conv3, conv4, conv5 generates the following dimensions 27×27×256, 13×13×384, 13×13×384, 13×13×256.
• In conv2 filter size is 5×5 with stride 1. In the similar manner conv3, conv4, conv5 uses 3×3 filter and stride 1. After getting fully-connected layers, we dropout 50%.
IV. EXPERIMENT AND RESULTS
A confusion matrix is a table of four types of combinations of actual and predicted value which can measure the performance of a classifier on a test dataset based on that actual values showed in the following Table  II . If the predicted result is the positive and actual result is also positive then it is known as the true positive (TP). Again, If the predicted result is negative but the actual result is positive then it is known as the true negative (TN). Contrarily, If the predicted result is the positive but actual result is negative then that term known as false positive (FP). Furthermore, If the predicted result is the negative and actual result is also negative then it is known as the false negative (FN). True positive rate or sensitivity against False positive rate is known as receiver operating characteristic (ROC) curve which is the curve of probability. Area Under the curve (AUC) indicates the quality of the ROC curve. AUC will be 1 when the ROC curve has an ideal classifier however AUC value zero indicates that the experiment is predicting the false classes.
A. Experiment 1 Using transfer learning on pre-trained alexnet, we experimented through various type of testing to get a feasible result for our finger vein identification system. For the first experiment, we used 50 images from each of the four classes to train our network where the highest number of the epoch was 8 and the mini-batch size was 20 (Table III) which took a total time of 37.5s for the test to run while the predictive ability is 91% and AUC is 0.942. As we can see from Figure 2 , in the first experiment the ROC curve can predict the positive classes correctly 94% of times.
B. Experiment 2
Figure 3: ROC curve of Experiment2 On the other hand, for the second experiment using 100 images the trained network has taken an execution time of 80s which is higher than the previous experiment. Although the second test took a slightly higher time for processing the data, the predictive efficiency was 95% and AUC 0.99 which is excellent in terms of performance. It is also notable that, the number of epochs was 10 and minibatch size was 50 (Table IV) , which are greater in count compared to the first experiment still, this experiment delivered a better result. In this experiment from Figure 3 , the ROC curve can predict the positive classes 95% of times accurately.
C. Experiment 3
Figure 4: ROC curve of Experiment3 Lastly, in the third experiment, we trained the network with a minimal number of images which was 80 in total, taking 20 images from each class. Furthermore, epoch count was 50 and mini-batch size was 16 (Table V) and still, the total predictive ability shown was 94.74% which was not better than the second experiment but in comparison quite better from the first experiment. AUC was quite high which was 0.98 but took more time than the second experiment. Figure 3 of the third experiment, the ROC curve can show the positive classes correctly 98% of times.
V. CONCLUSION
This paper based on finger vein identification system has been developed using transfer learning of alexnet model and tested with ROC curves to analyze the outcomes of the experiments where satisfactory results such as 95% accurate predictability were achieved and AUC for this test was 0.99 which means 99% of times this experiment can differentiate between positive and negative classes. In the future, we would like to use this experimental result as a base to build a real-time system which would identify biometric identity using finger veins in real time.
