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Abstract
The maximal operators for Cesàro or (C, ) and Riesz summability with respect to Walsh–Fourier series
are investigated as mappings between dyadic Hardy and Lebesgue spaces. It is well known that they are
bounded from Hp to Lp for all 1/(+ 1)<p<∞. In this work we prove that this boundedness result does
not hold anymore if p1/( + 1). However, for p = 1/( + 1) the maximal operators are bounded from
H1/(+1) to the weakL1/(+1) space. To the proof some known estimations for the Cesàro and Riesz kernels
have to be sharpened.
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1. Introduction
In this workwe consider Cesàro and Riesz summability ofWalsh–Fourier series. The ﬁrst result
is due to Fine [2] who proved that the Cesàro or (C, ) means n ( > 0) of a function f ∈ L1
converge a.e. to f as n → ∞. In the case  = 1 the weak type (1, 1) maximal inequality
sup
>0
(1∗f > )C‖f ‖1 (f ∈ L1)
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was proved by Schipp [6], where in general ∗f := supn∈N |n|. Later Fujii [3] shown that 1∗ is
bounded from H1 to L1 (see also [7]). Fujii’s result was generalized for Hp and Lp spaces and
for (C, ) summation by Weisz [16], who proved that ∗ (0 < 1) is bounded from Hp to Lp if
1/(+ 1) < p < ∞ and it is of weak type (1, 1). The second author [17] veriﬁed the analogous
boundedness for the Riesz maximal operators ,∗ . Here 
,
∗ f := supn∈N |,n f | (0 < 1)
and ,n denotes the nth Riesz mean of f. It is well known that if  =  = 1 then the Riesz means
,n f are the classical Fejér means.
We remark that the same results are known for the trigonometric system (see [19,13,14]).
Similar problems are investigated for the Walsh–Kaczmarz system in Gát [4] and Simon [10,11],
for the Vilenkin system in Simon [9], Wade [12] and Weisz [17].
For the endpoint case p = 1/( + 1) Weisz obtained in [18] for the Fejér means that 1∗ is
bounded from H1/2 to the weak L1/2. Simon [10] gave a counterexample which shows that 1∗ is
not bounded from Hp to Lp if 0 < p < 12 . Moreover, in a recent paper Goginava [5] proved that
1∗ is not bounded even from H1/2 to L1/2.
In the present workwe investigate the Cesàro and Riesz summation in the range 0 < p1/(+
1). It will be shown that the maximal operators ∗ and 
,
∗ (0 < 1) are not bounded from
Hp to Lp for all 0 < p1/(+ 1). However, in the endpoint case p = 1/(+ 1) we will prove
that they are bounded from H1/(+1) to the weak L1/(+1) space, i.e.
sup
>0
(∗f > )+1C‖f ‖H1/(+1) (f ∈ H1/(+1), 0 < 1)
and the same holds for ,∗ f . To the proof we need to give a much more sharper estimation for
the Cesàro and Riesz kernels than the one in Weisz [16] or [17]. This weak type inequality implies
the known results mentioned above, namely the two maximal operators are of weak type (1, 1)
and are bounded from Hp to Lp (1/( + 1) < p < ∞). Analogous weak type inequalities for
the -summation of the trigonometric Fourier series can be found in Weisz [15].
2. Dyadic Hardy spaces
We consider the unit interval [0, 1) and the Lebesgue measure  on it. We also use the notation
|I | for the Lebesgue measure of the set I. We brieﬂy write Lp instead of the real Lp([0, 1), )
space while the norm (or quasinorm) of this space is deﬁned by
‖f ‖p :=
(∫ 1
0
|f |p d
)1/p
(0 < p∞).
The spaceLp,∞ = Lp,∞([0, 1), ) (0 < p < ∞) consists of all measurable functions f for which
‖f ‖p,∞ := sup
>0
(|f | > )1/p < ∞,
while we set L∞,∞ = L∞. Note that Lp,∞ is a quasi-normed space. It is easy to see that
Lp ⊂ Lp,∞ and ‖ · ‖p,∞‖ · ‖p
for each 0 < p∞.
By a dyadic intervalwemean one of the form [k2−n, (k+1)2−n) for some k, n ∈ N, 0k < 2n.
Givenn ∈ N andx ∈ [0, 1) let In(x)denote the dyadic interval of length 2−n which contains x. The
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-algebra generated by the dyadic intervals {In(x) : x ∈ [0, 1)} will be denoted byFn (n ∈ N).
We will investigate the class of martingales f = (fn, n ∈ N) with respect to (Fn, n ∈ N). The
maximal function of a martingale f is deﬁned by
f ∗ := sup
n∈N
|fn|.
For 0 < p∞ the martingale Hardy space Hp consists of all martingales for which
‖f ‖Hp := ‖f ∗‖p < ∞.
It is known (see, e.g. [17]) that the space Hp is equivalent to Lp if 1 < p < ∞.
A function a ∈ L∞ is called a p-atom if there exists a dyadic interval I ⊂ [0, 1) such that
(i) supp a ⊂ I ,
(ii) ‖a‖∞ |I |−1/p, and
(iii) ∫
I
a(x) dx = 0.
The following result can be found in Weisz [17].
Theorem 1. Suppose that the operator V is sublinear and, for some 0 < p < 1,
sup
>0
p({|V a| > } ∩ {[0, 1) \ I })Cp (1)
for every p-atom a, where I denotes the support of the atom. If V is bounded from Lp1 to Lp1 for
a ﬁxed 1 < p1∞ then
‖Vf ‖p,∞Cp‖f ‖Hp (f ∈ Hp).
In this paper the positive constants C and Cp may vary from line to line and the constants Cp
are depending only on p and .
3. Walsh system, (C, ) and Riesz summability
Every point x ∈ [0, 1) can be written in the following way:
x =
∞∑
k=0
xk
2k+1
, 0xk < 2, xk ∈ N.
In case there are two different forms, we choose the one for which limk→∞ xk = 0.
The functions
rn(x) := exp (xn
√−1) (n ∈ N)
are called Rademacher functions. The product system generated by the Rademacher functions is
the Walsh system:
wn(x) :=
∞∏
k=0
rk(x)
nk ,
where n =∑∞k=0 nk2k , (0nk < 2).
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If f ∈ L1 then the number
fˆ (n) :=
∫ 1
0
fwn d (n ∈ N)
is said to be the nth Walsh–Fourier coefﬁcient of f. We can extend this deﬁnition to martingales
in the usual way (see [17]). Denote by snf the nth partial sum of the Walsh–Fourier series of a
martingale f, namely,
snf :=
n−1∑
k=0
fˆ (k)wk.
If f ∈ L1 then
snf (x) =
∫
[0,1)
f (t)Dn(x+˙t) dt (n ∈ N),
where the Walsh–Dirichlet kernels are deﬁned by
Dn :=
n−1∑
k=0
wk (n ∈ N).
The dyadic addition +˙ is deﬁned in Schipp et al. [8]. It is known that
D2n(x) =
{
2n if x ∈ [0, 2−n),
0 ifx ∈ [2−n, 1)
for n ∈ N (see [1]).
For  
= −1,−2, . . . let
Ak :=
(
k + 
k
)
= ( + 1)( + 2) . . . ( + k)
k! .
Zygmund [19, p. 77] proved that
Ak ∼ k (k ∈ N). (2)
The (C, ) or Cesàro means and the Riesz means of a martingale f are deﬁned by
nf :=
1
An−1
n∑
k=1
A−1n−kskf =
1
An−1
n−1∑
k=0
An−k−1fˆ (k)wk
and
,n f := 1
n
n−1∑
k=0
(n − k)fˆ (k)wk,
where 0 < 1. It is simple to show that
nf (x) =
∫ 1
0
f (t)Kn(x+˙t) dt, ,n f (x) =
∫ 1
0
f (t)K
,
n (x+˙t) dt (3)
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if f ∈ L1 and n ∈ N, where the (C, ) and Riesz kernels are deﬁned by
Kn =
1
An−1
n∑
k=1
A−1n−kDk =
1
An−1
n−1∑
k=0
An−k−1wk
and
K
,
n := 1
n
n−1∑
k=0
(n − k)wk,
respectively. In special cases, if in the Cesàro means  = 1 or in the Riesz means  =  = 1, then
we call the means Fejér means. The maximal operators are deﬁned by
∗f := sup
n∈N
|nf |, ,∗ f := sup
n∈N
|,n f |.
The second author [16,17] veriﬁed that ∗ and ,∗ are bounded from Hp to Lp for all 1/(+
1) < p < ∞. In the next section we investigate the range 0 < p1/( + 1).
Note that the indices of Rademacher and Walsh functions begin with n = 0, while indices of
partial sum operators, Cesàro and Riesz means and kernels begin with n = 1.
4. The boundedness of the maximal (C, ) and Riesz operators
The Fejér kernel was estimated in Schipp et al. [8] as follows. If x ∈ [0, 1) and 2n−1m < 2n,
then
K1m(x)
n−1∑
j=0
2j−n
n−1∑
i=j
(
D2i (x) + D2i (x+˙2−j−1)
)
. (4)
We can write every n ∈ N in the form
n = 2n1 + 2n2 + · · · + 2nr
with n1 > n2 > · · · > nr0. Set
n(0) := n and n(k) := 2nk+1 + · · · + 2nr .
Below we have to sharpen the estimation of the (C, ) and Riesz kernels, which can be found
in Weisz [17, pp. 121–124]. Theorem 3 cannot be proved with that estimation.
Theorem 2. For 0 < 1 we have
|Kn(x)|, |K,n (x)|  Cn−
n1−1∑
j=0
2j
n1−1∑
i=j
2i(−1)D2i (x+˙2−j−1)
+Cn−
r∑
k=1
2nk(−1)
nk∑
j=0
2j
nk∑
i=j
D2i (x+˙2−j−1)
=:K1,n(x) + K2,n(x). (5)
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In the next theoremwe show that themaximal operators∗ and
,
∗ (0 < 1) are bounded
from H1/(+1) to the weak L1/(+1) space.
Theorem 3. If 0 <  < 1 or  =  = 1 then
‖∗f ‖1/(+1),∞, ‖,∗ f ‖1/(+1),∞C‖f ‖H1/(+1) (f ∈ H1/(+1)).
Since ∗ and 
,
∗ are bounded from L∞ to L∞, the next results follow by interpolation from
Theorem 3 (see [16]).
Theorem 4. If 0 <  < 1 or  =  = 1 then
‖∗f ‖p, ‖,∗ ‖pCp‖f ‖Hp (f ∈ Hp)
for all 1/( + 1) < p∞. In particular, if f ∈ L1 then
(∗f > ), (
,
∗ f > )
C

‖f ‖1 ( > 0).
Corollary 1. If 0 <  < 1 or  =  = 1 and f ∈ L1 then
nf → f and ,n f → f a.e. as n → ∞.
Theorem 4 and Corollary 1 was proved by Weisz [16]. For Fejér summability Theorem 4 is
due to Fujii [3] if  =  = p = 1 (see also [9]). The last corollary for  =  = 1 can be found in
Fine [2] and Schipp [6].
Simon [10] gave a counterexample which shows that 1∗ is not bounded from Hp to Lp for
0 < p < 12 . Recently Goginava [5] reﬁned Simon’s counterexample and proved that 1∗ is not
bounded from H1/2 to L1/2. Using some new ideas, in the next theorem we extend this result for
Cesàro and Riesz summability.
Theorem 5. The operators ∗ and 
,
∗ (0 < 1) are not bounded from Hp to Lp if
0 < p1/( + 1).
5. Proof of theorems
Proof of Theorem 2. Using (4) we [17,16] have proved the inequalities:
|Kn |
1
An−1
r∑
k=1
⎛
⎝2nk−1∑
l=1
lA−2
n(k)+l |K1l | + 2nkA−1n(k−1) |K12nk−1| + An(k−1)D2nk
⎞
⎠ (6)
and
|K1l (x)|3 · 2−N
N−1∑
i=0
2iD2i (x) + 2−N
N−1∑
i=1
i−1∑
j=0
2jD2i (x+˙2−j−1), (7)
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where 2N−1 l < 2N . We can write (7) in a more simpler form,
|K1l (x)|3 · 2−N
N−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1).
Thus
2nk−1∑
l=1
lA−2
n(k)+l |K1l (x)| =
nk∑
m=1
2m−1∑
l=2m−1
lA−2
n(k)+l |K1l (x)|
 C
nk∑
m=1
2m−1∑
l=2m−1
A−2
n(k)+l
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
= C
nk+1∑
m=1
2m−1∑
l=2m−1
A−2
n(k)+l
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
+C
nk∑
m=nk+1+1
2m−1∑
l=2m−1
A−2
n(k)+l
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
=:Ak(x) + Bk(x). (8)
Let us ﬁrst consider Bk(x). Using (2) and the fact n(k) ∼ 2nk+1 , we conclude
Bk(x)  C
nk∑
m=nk+1+1
2m2m(−2)
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
= C
nk−1∑
i=0
nk∑
m=(nk+1+1)∨(i+1)
2m(−1)
i∑
j=0
2jD2i (x+˙2−j−1)
= C
nk+1−1∑
i=0
2nk+1(−1)
i∑
j=0
2jD2i (x+˙2−j−1)
+C
nk−1∑
i=nk+1
2i(−1)
i∑
j=0
2jD2i (x+˙2−j−1) =: B1,k(x) + B2,k(x). (9)
It is easy to see that
B1,k(x) = C
nk+1−1∑
j=0
2nk+1(−1)
nk+1−1∑
i=j
2jD2i (x+˙2−j−1) (10)
and
r∑
k=1
B2,k(x) = C
n1−1∑
i=0
2i(−1)
i∑
j=0
2jD2i (x+˙2−j−1). (11)
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Similarly,
Ak(x)  C
nk+1∑
m=1
2m2nk+1(−2)
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
= C
nk+1−1∑
i=0
nk+1∑
m=i+1
2m2nk+1(−2)
i∑
j=0
2jD2i (x+˙2−j−1)
 C
nk+1−1∑
i=0
2nk+1(−1)
i∑
j=0
2jD2i (x+˙2−j−1)
and this exactly the right-hand side of (10). The estimation
2nkA−1
n(k−1) |K12nk−1|C
nk−1∑
i=0
2nk(−1)
i∑
j=0
2jD2i (x+˙2−j−1)
can be veriﬁed in the same way. This together with (6), (10), and (11) completes the proof for the
(C, ) kernel.
To investigate the Riesz kernels we ﬁrst recall (see [17, p.122]) that
|K,n |Cn−
r∑
k=1
⎛
⎝2nk−1∑
l=1
l|2bk,l ||K1l | + 2nk |1bk,2nk−1||K12nk | + bk,2nk D2nk
⎞
⎠ , (12)
where for a ﬁxed n and some j = 1, . . . , n, k = 1, . . . , r , l = 1, . . . , 2nk − 1,
aj := (n − j ), bk,l := an−n(k)−l ,
1bk,l := bk,l − bk,l+1, 2bk,l := 1bk,l − 1bk,l+1. (13)
Similarly to (8),
2nk−1∑
l=1
l|2bk,l ||K1l (x)|  C
nk+1∑
m=1
2m−1∑
l=2m−1
|2bk,l |
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
+ C
nk∑
m=nk+1+1
2m−1∑
l=2m−1
|2bk,l |
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1)
=:A′k(x) + B ′k(x).
It is easy to see that 2bk,l0, 1bk,l0 and so for an arbitrary L,
L∑
l=2i
|2bk,l | − 1bk,2i = (n − (n − n(k) − 2i − 1)) − (n − (n − n(k) − 2i )).
Applying Lagrange’s theorem twice we can see that
L∑
l=2i
|2bk,l |  C(n − (n − n(k) − 2i ))−1(n − n(k) − 2i )−1
 C((n − n(k) − 2i )−1(n(k) + 2i ))−1(n − n(k) − 2i )−1
 Cn−(n(k) + 2i )−1.
P. Simon, F. Weisz / Journal of Approximation Theory 151 (2008) 1–19 9
This means that
B ′k(x)Cn−
nk∑
m=nk+1+1
2m(−1)
m−1∑
i=0
i∑
j=0
2jD2i (x+˙2−j−1),
which was estimated in (9).
On the other hand,
A′k(x) = C
nk+1−1∑
i=0
nk+1∑
m=i+1
2m−1∑
l=2m−1
|2bk,l |
i∑
j=0
2jD2i (x+˙2−j−1)
 Cn−
nk+1−1∑
i=0
2nk+1(−1)
i∑
j=0
2jD2i (x+˙2−j−1)
and this can be found in (10). The second term in (12) can be handled in the same way. For the
third term let us observe that
bk,2nk = an−n(k−1) = (n − (n − n(k−1)))C(n−1n(k−1))Cn−2nk, (14)
which ﬁnishes the proof of Theorem 2. 
Proof of Theorem 3. We may suppose that 0 <  < 1 since the case  = 1 was proved in Weisz
[18]. As the operators ∗ and ,∗ are bounded on L∞ (see [16,17]), we have to prove (1). Since
the proof is the same for the two maximal operators, we present it for the Cesàro summability.
Let a be an arbitrary 1/(+ 1)-atom with support I and (I ) = 2−M (M ∈ N). We may assume
that I = [0, 2−M) and x 
∈ I . It is easy to see that aˆ(n) = 0 if n < 2M , so, in this case, na = 0.
Therefore we can suppose that n2M .
By (3) and (5),
|na(x)|
∫ 1
0
|a(t)|K1,n(x+˙t) dt +
∫ 1
0
|a(t)|K2,n(x+˙t) dt.
If jM and x 
∈ I then x+˙2−j−1 
∈ I . Thus, for x 
∈ I and ijM we have
|a(t)|D2j (x+˙t) = |a(t)|D2i (x+˙t+˙2−j−1) = 0.
Hence, by the deﬁnition of the atom,∫ 1
0
|a(t)|K1,n(x+˙t) dt  Cn−2M(+1)
M−1∑
j=0
2j
n1−1∑
i=j
2i(−1)
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
 C2M
M−1∑
j=0
2j
M−1∑
i=j
2i(−1)
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
+C2M
M−1∑
j=0
2j
∞∑
i=M
2i(−1)
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
=:A1,1(x) + A1,2(x).
10 P. Simon, F. Weisz / Journal of Approximation Theory 151 (2008) 1–19
Observe that the last two terms are independent of n. Since∫
I
D2i (x+˙t+˙2−j−1) dt = 2i−M1[2−j−1,2−j−1+˙2−i )(x) (15)
if j iM − 1 and x 
∈ I (see [16]), we conclude that
A1,1(x) = C
M−1∑
j=0
2j
M−1∑
i=j
2i1[2−j−1,2−j−1+˙2−i )(x).
Suppose that  = C2l (l ∈ N). Let mj be the smallest integer such that
2j
mj−1∑
i=j
2i = 2j (2mj − 2j) > 2l .
In other words, 2mj > 2l−j + 2j. Therefore
{A1,1 > } ⊂
M−1⋃
j=0
[2−j−1, 2−j−1+˙2−mj+1) (16)
and
1/(+1)|{A1,1 > }|C1/(+1)
M−1∑
j=0
2−mj C2l/(+1)
M−1∑
j=0
(2l−j + 2j)−1/.
If 2l−j 2j or, equivalently, l − jj then
1/(+1)|{A1,1 > }|C2l/(+1)
l/(+1)∑
j=0
2−l/+j/C2l/(+1)2−l/+l/((+1)) = C.
On the other hand, if l − j < j then
1/(+1)|{A1,1 > }|C2l/(+1)
M−1∑
j=l/(+1)
2−j C.
For A1,2 we use∫
I
D2i (x+˙t+˙2−j−1) dt = 1[2−j−1,2−j−1+˙2−M)(x) (iM) (17)
to write
A1,2(x) = C2M
M−1∑
j=0
2j
∞∑
i=M
2i(−1)1[2−j−1,2−j−1+˙2−M)(x)
 C
M−1∑
j=0
2j2M1[2−j−1,2−j−1+˙2−M)(x). (18)
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Thus
{A1,2 > } ⊂
M−1⋃
j=l−M
[2−j−1, 2−j−1+˙2−M)
and
1/(+1)|{A1,1 > }|  C2l/(+1)
M−1∑
j=l−M
2−M
 C2l/(+1)−M( + 1)(M − l/( + 1))C.
Similarly,∫ 1
0
|a(t)|K2,n(x+˙t) dt
Cn−2M(+1)
r∑
k=1
2nk(−1)
nk∑
j=0
2j
nk∑
i=j
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
C2M
r∑
k=1
nk<M
2nk(−1)
nk∑
j=0
2j
nk∑
i=j
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
+C2M
r∑
k=1
nk M
2nk(−1)
M−1∑
j=0
2j
M−1∑
i=j
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
+C2M
r∑
k=1
nk M
2nk(−1)
M−1∑
j=0
2j
nk∑
i=M
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
=: A2,1(x) + A2,2(x) + A2,3(x).
We get for the ﬁrst term by (15) that
A2,1(x)  C
r∑
k=1
nk<M
2nk(−1)
nk∑
j=0
2j
M−1∑
i=j
2i1[2−j−1,2−j−1+˙2−i )(x)
 C
M−1∑
k=0
2k(−1)
k∑
j=0
2j
M−1∑
i=j
2i1[2−j−1,2−j−1+˙2−i )(x)
 C
M−1∑
j=0
2j
M−1∑
i=j
2i1[2−j−1,2−j−1+˙2−i )(x). (19)
If mj is the smallest integer such that
2j
mj−1∑
i=j
2i = 2j(2mj − 2j ) > 2l ,
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i.e. 2mj > 2l−j + 2j , then (16) holds for A2,1 and
1/(+1)|{A2,1 > }|C1/(+1)
M−1∑
j=0
2−mj C2l/(+1)
M−1∑
j=0
(2l−j + 2j )−1.
If l − jj then
1/(+1)|{A2,1 > }|C2l/(+1)
l/(+1)∑
j=0
2−l+jC2l/(+1)2−l+l/(+1) = C.
In case l − j < j we have
1/(+1)|{A2,1 > }|C2l/(+1)
M−1∑
j=l/(+1)
2−j C.
We can estimate A2,2(x) further by
A2,2(x)  C2M2M(−1)
M−1∑
j=0
2j
M−1∑
i=j
∫ 1
0
D2i (x+˙t+˙2−j−1) dt
 C
M−1∑
j=0
2M(−1)2j
M−1∑
i=j
2i1[2−j−1,2−j−1+˙2−i )(x)
 C
M−1∑
j=0
2j
M−1∑
i=j
2i1[2−j−1,2−j−1+˙2−i )(x)
and this is exactly (19).
Similarly, by (17),
A2,3(x)  C2M
r∑
k=1
nk M
2nk(−1)
M−1∑
j=0
2j
nk∑
i=M
1[2−j−1,2−j−1+˙2−M)(x)
 C2M
∞∑
k=M
2k(−1)
M−1∑
j=0
2j
k∑
i=M
1[2−j−1,2−j−1+˙2−M)(x)
 C2M
∞∑
k=M
2(k−M)(−1)(k − M + 1)
M−1∑
j=0
2j1[2−j−1,2−j−1+˙2−M)(x)
 C
M−1∑
j=0
2j2M1[2−j−1,2−j−1+˙2−M)(x)
and this was estimated in (18). The proof of the theorem is complete. 
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Proof of Theorem 5. First we prove the theorem for the Cesàro maximal operator. We will use
the same functions as in Simon [10], namely, let 0 < 1, n ∈ N and
fn :=
2n+1−1∑
k=2n
wk = D2n+1 − D2n = rnD2n .
Then for all k ∈ N we have
skfn =
⎧⎨
⎩
0 if k2n,
Dk − D2n if 2nk2n+1,
fn if k > 2n+1.
Therefore
s2n+j fn = D2n+j − D2n =
2n+j−1∑
i=2n
wi =
j−1∑
m=0
w2n+m = rnDj (j = 1, . . . , 2n)
and so it follows for all k = 1, . . . , 2n that
2n+kfn =
1
A2n+k−1
2n+k∑
l=1
A−12n+k−lslfn
= 1
A2n+k−1
2n+k∑
l=2n+1
A−12n+k−lslfn =
rn
A2n+k−1
k∑
j=1
A−1k−jDj .
Taking into consideration these equalities we get
∗fn = sup
m
|mfn| max1k2n |

2n+kfn| = max1k2n
∣∣∣∣∣∣
1
A2n+k−1
k∑
j=1
A−1k−jDj
∣∣∣∣∣∣ .
However,
∑k
j=1 A
−1
k−jDj = Ak−1Kk , which leads to
∗fn max1k2n
Ak−1
A2n+k−1
|Kk |.
Here
Ak−1
A2n+k−1
C (k − 1)

(2n + k − 1) C
(
k
2n + k
)
C k

2n
(k = 1, . . . , 2n),
i.e.
∗fn
1
2n
max
1k2n
(k|Kk |). (20)
We recall (see [16]) that
‖Kk ‖1C1 (0 < k ∈ N). (21)
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Furthermore,
|Kk | =
∣∣∣∣∣ 1Ak−1
k−1∑
l=0
Ak−l−1wl
∣∣∣∣∣  1Ak−1
k−1∑
l=0
Al C2
1
k
k∑
l=1
lC2k (22)
for all 0 < k ∈ N.
Now, the integral
∫ 1
0(k
Kk )
2 d can be estimated from below as follows:∫ 1
0
(kKk )
2 d =
∫ 1
0
(
k
Ak−1
k−1∑
l=0
Ak−l−1wl
)2
d
 C3
∫ 1
0
(
k−1∑
l=0
Ak−l−1wl
)2
d
 C3
k∑
l=1
(Al )
2C3
k∑
l=1
l2C3k2+1. (23)
For 	 > 0 and k = 1, . . . , 2n let us introduce the sets
Xk := {|Kk |	k}, Yk := [0, 1) \ Xk,
then (see (23) and (21))
C3k
2+1 
∫ 1
0
(
kKk
)2
d =
∫
Xk
(
kKk
)2
d +
∫
Yk
(
kKk
)2
d
 	k2+1
∫
Xk
|Kk | d +
∫
Yk
(
kKk
)2
d
 C1	k2+1 +
∫
Yk
(
kKk
)2
d.
On the other hand, for 0 < p2 we can write by (22) that∫
Yk
(
kKk
)2
d =
∫
Yk
(
kKk
)p (
kKk
)2−p
dC2−p2 k
(2−p)(+1)
∫
Yk
(
k|Kk |
)p
d,
which implies
C3k
2+1C1	k2+1 + C2−p2 k(2−p)(+1)
∫
Yk
(
k|Kk |
)p
d.
Further we assume that 	 is small enough, i.e. that C3 − 	C1 > 0. Summarized all facts above
the next inequality holds:
C3 − 	C1
C
2−p
2
kp(+1)−1
∫
Yk
(
k|Kk |
)p
d.
Since Yk = {|Kk | > 	k},
	k(Yk)
∫
Yk
|Kk | d‖Kk ‖1C1
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follows from (21), i.e.
(Yk)
C1
	
· 1
k
.
Assume that the natural numbers 1N1, . . . , Ns2n are pairwise distinct for some s =
1, . . . , 2n and deﬁne the sets
Z1 := YN1 , Zj := YNj
∖⎛⎝j−1⋃
i=1
YNi
⎞
⎠ (j = 2, . . . , s).
Then ∫
Zj
(
Nj |KNj |
)p
d 
∫
YNj
(
Nj |KNj |
)p
d −
j−1∑
i=1
∫
YNi
(
Nj |KNj |
)p
d
 C3 − C1	
C
2−p
2
N
p(+1)−1
j − Cp2 Np(+1)j
j−1∑
i=1
(YNi )
 C3 − C1	
C
2−p
2
N
p(+1)−1
j −
C1C
p
2
	
N
p(+1)
j
j−1∑
i=1
1
Ni
.
If we take 	 := C32C1 , then
∫
Zj
(
Nj |KNj |
)p
d C3
2Cp−22
N
p(+1)−1
j −
2C21C
p
2
C3
N
p(+1)
j
j−1∑
i=1
1
Ni
.
From now on we write 2n instead of n and let
Ni := 2
2n
2in
(i = 1, . . . , n).
Then the estimation
j−1∑
i=1
1
Ni
= 1
22n
j−1∑
i=1
2in = 2
n
22n
· 2
n(j−1) − 1
2n − 1 
2
22n
2n(j−1)
is true for all j = 2, . . . , n − 1. Therefore∫
Zj
(
Nj |KNj |
)p
d  C3
2C2−p2
N
p(+1)−1
j −
4C21C
p
2
C3
· 2
n(j−1)
22n
· 2
p(+1)2n
2jnp(+1)
= C3
2Cp−22
N
p(+1)−1
j −
4C21C
p
2
C3
· N
p(+1)−1
j
2n
.
If here n is large enough, then∫
Zj
(
Nj |KNj |
)p
d C3
4Cp−22
N
p(+1)−1
j (j = 2, . . . , n − 1).
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This means that (20) implies
‖∗f2n‖pp 
1
2p2n
∥∥∥∥ max1k22n
(
k|Kk |
)∥∥∥∥
p
p
 1
2p2n
n−1∑
j=2
∫
Zj
(
max
1k22n
(
k|Kk |
))p
d
 1
2p2n
n−1∑
j=2
∫
Zj
(
Nj |KNj |
)p
d
 C3
4C2−p2
· 1
2p2n
n−1∑
j=2
N
p(+1)−1
j .
It is clear that
‖fk‖pHp = ‖ sup
m
|S2mfk|‖pp = ‖fk‖pp = 2(p−1)k (k ∈ N),
from which we get
‖∗f2n‖p
‖f2n‖Hp

(
C3
4C2−p2
)1/p
· 1
22n2(1−1/p)2n
·
⎛
⎝n−1∑
j=2
N
p(+1)−1
j
⎞
⎠
1/p
=: C4
2(1+−1/p)2n
·
⎛
⎝n−1∑
j=2
N
p(+1)−1
j
⎞
⎠
1/p
=: 
n(, p).
Hence in the case p = 1+1 it follows that

n
(
,
1
 + 1
)
= C4(n − 2)+1 → +∞ (n → +∞),
while for 0 < p <
1
 + 1 , i.e. when 1 − p( + 1) > 0 the same relation

n(, p) = C4 ·
⎛
⎝n−1∑
j=2
2jn(1−p(+1))
⎞
⎠
1/p
→ +∞ (n → +∞)
is true again. This proves that ‖∗f ‖p‖f ‖Hp cannot hold for all f ∈ Hp whenever 0 <
p 1+1 .
Next we will prove Theorem 5 for the Riesz maximal operator. To this end let us consider the
Riesz means of fn (n ∈ N). If k = 1, . . . , 2n then
,2n+kfn =
1
(2n + k)
2n+k−1∑
j=2n
(
(2n + k) − j ) wj
= rn
(2n + k)
k−1∑
l=0
(
(2n + k) − (2n + l)) wl.
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For ﬁxed n, k and some i = 0, . . . , k, j = 1, . . . , v, l = 1, . . . , 2kj − 1 let us deﬁne
ai :=
(
(2n + k) − (2n + i)) , bj,l := ak−k(j)−l ,
where
k = 2k1 + 2k2 + · · · + 2kv
with k1 > k2 > · · · > kv0. The numbers 1bj,l and 2bj,l are given in (13). Thus
,∗ fn
C
2n
max
1k2n
∣∣∣∣∣∣
k−1∑
j=0
ajwj
∣∣∣∣∣∣ .
If the kernel R,k is deﬁned by
R
,
k :=
1
k2n(−1)
k−1∑
j=0
ajwj (k = 1, . . . , 2n),
then we get
,∗ fn
C
2n
max
1k2n
(
k|R,k |
)
. (24)
We will prove that the kernels R,k have similar properties as K

k . Applying the inequality (12)
to the kernels R,k we obtain
k2n(−1)|R,k |C
v∑
j=1
⎛
⎝2kj −1∑
l=1
l|2bj,l ||K1l | + 2kj |1bj,2nj −1||K12kj | + bj,2kj D2kj
⎞
⎠ .
(25)
Again 2bj,l0 and 1bj,l0. Using (21) for  = 1 and Abel’s rearrangement we conclude∥∥∥∥∥∥
2kj −1∑
l=1
l|2bj,l ||K1l |
∥∥∥∥∥∥
1
 C
2kj −1∑
l=1
l|2bj,l | = −C
2kj −1∑
l=1
l2bj,l
= −C
⎛
⎝2kj −1∑
l=1
1bj,l − (2kj − 1)1bj,2kj
⎞
⎠ Cb
j,2kj .
Similarly to (14),
b
j,2kj = ak−k(j−1) =
(
(2n + k) − (2n + k − k(j−1))
)
 C
(
(2n + k)−1k(j−1)
)
C(2n + k)(−1)2kj.
Since ‖D2kj ‖1 = 1, the last term of (25) can be handled in the same way. By Lagrange’s mean
value theorem we get for the second term in (25) that∥∥∥2kj |1bj,2nj −1||K12kj |
∥∥∥
1
C2kj |1bj,2nj −1|
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= 2kj (ak−k(j−1) − ak−k(j−1)+1)
= 2kj
((
(2n+k)−(2n+k−k(j−1))
) − ((2n+k)−(2n+k−k(j−1)+1)))
C2kj
(
(2n + k) − (2n + k − k(j−1) + 1)
)−1
(2n + k − k(j−1) + 1)−1
C2kj
(
(2n + k − k(j−1) + 1)−1(k(j−1) − 1)
)−1
(2n + k − k(j−1) + 1)−1
C2n(−1)2kj.
Hence
‖R,k ‖1Ck−
v∑
j=1
2kjC1 (26)
for all k = 1, . . . , 2n. Moreover,
|R,k | =
1
k2n(−1)
∣∣∣∣∣∣
k−1∑
j=0
ajwj
∣∣∣∣∣∣ 
1
k2n(−1)
k−1∑
j=0
|aj |,
where by Lagrange’s theorem it follows that
|aj |C(2n + k)(−1)(k − j) (j = 0, . . . , k).
This implies the estimation
|R,k |
C2n(−1)
k2n(−1)
k∑
j=1
jCk. (27)
Furthermore, applying Lagrange’s theorem again we have∫ 1
0
(
kR
,
k
)2
d = 1
22n(−1)
k−1∑
j=0
a2j
 C
22n(−1)
k−1∑
j=0
(2n + j)2(−1)(k − j)2
 C
k∑
j=1
j2Ck2+1. (28)
Replacing the inequalities (20)–(23) by (24), (26)–(28) and the kernels Kk by R
,
k , we can
prove Theorem 5 for ,∗ in the same way as for ∗. 
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