Cooling rate dependence of simulated ${\rm Cu_{64.5}Zr_{35.5}}$ metallic
  glass structure by Ryltsev, R. E. et al.
Cooling rate dependence of simulated Cu64.5Zr35.5 metallic glass structure
R.E. Ryltsev
Institute of Metallurgy, Ural Branch of Russian Academy of Sciences,
620016, 101 Amundsen str., Ekaterinburg, Russia
Ural Federal University, 620002, 19 Mira str., Ekaterinburg, Russia and
L.D. Landau Institute for Theoretical Physics, Russian Academy of Sciences, 119334, 2 Kosygina str., Moscow, Russia
B.A. Klumov
Aix-Marseille-Universite´, CNRS, Laboratoire PIIM, UMR 7345, 13397 Marseille cedex 20, France
High Temperature Institute, Russian Academy of Sciences,
125412, 13/2 Izhorskaya str., Moscow, Russia and
L.D. Landau Institute for Theoretical Physics, Russian Academy of Sciences, 119334, 2 Kosygina str., Moscow, Russia
N.M. Chtchelkatchev
L.D. Landau Institute for Theoretical Physics, Russian Academy of Sciences, 119334, 2 Kosygina str., Moscow, Russia
Moscow Institute of Physics and Technology, 141700 9 Institutskiy per., Dolgoprudny, Moscow Region, Russia and
Institute of Metallurgy, Ural Branch of Russian Academy of Sciences,
620016, 101 Amundsen str., Ekaterinburg, Russia
K.Yu. Shunyaev
Institute of Metallurgy, Ural Branch of Russian Academy of Sciences,
620016, 101 Amundsen str., Ekaterinburg, Russia and
Ural Federal University, 620002, 19 Mira str., Ekaterinburg, Russia
Using molecular dynamics simulations with embedded atom model potential, we study structural
evolution of Cu64.5Zr35.5 alloy during the cooling in a wide range of cooling rates γ ∈ (1.5 ·109, 1013)
K/s. Investigating short- and medium-range order, we show that structure of Cu64.5Zr35.5 metallic
glass essentially depends on cooling rate. In particular, a decrease of the cooling rate leads to
a increase of abundances of both the icosahedral-like clusters and Frank-Kasper Z16 polyhedra.
The amounts of these clusters in the glassy state drastically increase at the γmin = 1.5 · 109 K/s.
Analysing the structure of the glass at γmin, we observe the formation of nano-sized crystalline
grain of Cu2Zr intermetallic compound with the structure of Cu2Mg Laves phase. The structure of
this compound is isomorphous with that for Cu5Zr intermetallic compound. Both crystal lattices
consist of two type of clusters: Cu-centered 13-atom icosahedral-like cluster and Zr-centered 17-
atom Frank-Kasper polyhedron Z16. That suggests the same structural motifs for the metallic glass
and intermetallic compounds and explains the drastic increase of the abundances of these clusters
observed at γmin.
PACS numbers: 61.20.Gy, 61.20.Ne, 64.60.Kw
I. INTRODUCTION
Bulk metallic glasses (BMGs) are in focus of intense
experimental and theoretical research last decade due to
their extraordinary physical properties with regards to
their crystalline counterparts and high potential for ad-
vanced applications1–3. BMGs are bulk metallic alloys
with only short- and medium-range order structure that
makes them outstanding compared to crystalline metal
alloys where the contact areas between the crystalline do-
mains are usually weak points. However, the difficulty to
construct a BMG with high enough glass forming ability
prevents widespread applications of these new materials.
Recently, considerable efforts have been focused on
studying of Cu-Zr alloys. It is one of the most exten-
sively studied binary metallic systems, mainly due to its
ability to form BMGs4–6. The compositions of BMG for-
mation in Cu-Zr alloys are located in narrow (so-called
pinpoint) concentration intervals5,7,8.
A general idea that local icosahedral ordering plays
the key role in glass formation has been experimentally
suggested as common feature of metallic glasses9. For
Cu-Zr system, this idea has been strongly supported by
molecular dynamics simulations10–15.
Important question is the nature of glass forming abil-
ity of Cu-Zr alloys. The main conclusion of the exten-
sive researches is the idea that local structure of glass-
forming alloys has great influence on dynamical proper-
ties and glass-forming ability, see Ref.16 for review. A
general idea that local icosahedral ordering plays the key
role in glass formation has been experimentally suggested
as common feature of metallic alloys9. For Cu-Zr sys-
tem, this idea has been strongly supported by molecu-
lar dynamics simulations10–15. It has been shown that
icosahedral clusters tend to connect each other under
cooling and form percolating network as the system ap-
proaches glass transition10,12. Besides, the correlation
between icosahedral ordering and glassy dynamics has
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2been ascertained13,17.
Despite of wide acceptance of the icosahedral order, al-
ternative clusters have been considered to be important
structural elements in Cu-Zr metallic glasses10,11,18–22.
It has been particulary shown that, except Cu-centered
icosahedra, Zr-centered Frank-Kasper polyhedra play im-
portant role in structural formation and dynamical slow-
ing down10,11,18,19,22. Models of ideally packed clusters20
and Bergamon-type medium-range order21 have been
also proposed as possible candidates to describe struc-
ture of Cu-Zr glasses. So the problem of recognition of
structural elements responsible for the glass formation in
Cu-Zr alloys is still unsolved.
The possible way to determine local structural ele-
ments of metallic glasses is turning to those in crystalline
state. The structure of rapidly quenched glass-forming
alloys often includes nano- and micro-sized grains of in-
termetallic compounds23,24 whose elements may serve as
structural motifs for glassy state. According to equilib-
rium phase diagram25, Cu-Zr system has a lot of stable
intermetallic compounds and even more of them can form
as metastable ones in non-equilibrium conditions26,27.
That suggests a lot of possible candidates to local struc-
ture elements. But cooling rates available in simulations
are almost always too fast to form any crystalline grains.
It has been widely accepted that glass properties de-
pend on the cooling rate γ28–31. In particular, the glass
transition temperature Tg varies with γ; for example,
there is empirical formula Tg(γ) ∝ 1/(const − ln γ)32.
So understanding nature of the glass-forming ability in
BMG should be strongly correlated with the cooling rate
investigations. This is a challenge for numerical simula-
tions usually limited by the microsecond timescale.
In this paper we systematically study the cooling rate
dependence of structure of Cu64.5Zr35.5 alloy focusing on
local orientational order. Considering the wide range of
cooling rates γ ∈ (1.5 · 109, 1013) K/s, we show that the
structure of the glassy state essentially depends on γ.
At the lowest cooling rate used we observe formation of
nano-sized crystalline grain Cu2Zr whose structural el-
ements are both icosahedra and Frank-Kasper clusters
widely accepted as structural motifs for metallic glasses.
II. METHODS
A. Simulations details
Classical molecular dynamics (MD) is the main theo-
retical tool to study properties of glasses because it makes
it possible to overcome the problems of analytical de-
scription of non-ordered condensed matter systems33–36
and allows studying microscopic structure and dynamics
covering sufficiently large time and spatial scales.
For MD simulations, we used LAMMPS Molecular Dy-
namics Simulator37. The system of N = 5000 parti-
cles was simulated under periodic boundary conditions
in Nose-Hoover NPT ensemble at P = 0. The MD time
step was varied from 1 to 3 fs depending on system tem-
perature. We checked that chosen MD step values pro-
vided good energy conservation at given thermodynamic
conditions.
Initial configuration was prepared as hcp-lattices with
random seeding of the species in the lattice sites. This
configuration was melted and completely equilibrated at
T = 1800 K. Then the system was cooled from T =
1800 K down to T = 300 K with different cooling rates
γ = ∆T/∆t in the interval of γ ∈ (1.5 · 109, 1013) K/s.
As the model of interaction between alloy components,
we use widely accepted embedded atom model poten-
tial38 of Finnis-Sinclair type39 developed by Mendelev
et.al.40,41. This potential was specially designed to de-
scribe liquid and glassy states of the Cu-Zr alloys.
B. Methods of structure analysis
To study the local orientational order, we use the
method of bond order parameters (BOP)42,43 which
is widely accepted in the context of condensed mat-
ter physics (e.g.43–45), hard sphere and Lennard-Jones
systems46–55, both bulky and confined complex plas-
mas56–62, colloidal suspensions63,64, patchy systems65,66,
etc.
The method allows us to explicitly recognize atomic
clusters of any symmetry61,67,68 and study their spatial
distribution69. Below, we will briefly consider the key
points of the method.
Within the frameworks of the BOP method, the rota-
tional invariants of rank l of both second ql(ri) and third
wl(ri) order are calculated for each particle i located at
the point ri from the vectors (bonds) rij connecting its
center with the centers of its Nnn(ri) nearest neighboring
particles:
q2l (ri) =
4pi
2l + 1
l∑
m=−l
|qlm(ri)|2 (1)
wl(ri) =
∑
{mi}
[
l l l
m1m2m3
]
qlm1(ri)qlm2(ri)qlm3(ri) (2)
where qlm(ri) = Nnn(ri)
−1∑Nnn(ri)
j=1 Ylm(ϕij , θij), Ylm
are the spherical harmonics and (ϕij , θij) are polar and
azimuthal angles of the vectors rij = ri − rj connecting
centers of particle i and j. In Eq.(2)
[
l l l
m1m2m3
]
are
the Wigner 3j-symbols, and the summation in the latter
expression is performed over all the indexes mi = −l, ..., l
satisfying the condition m1 +m2 +m3 = 0.
The big advantage of invariants ql and wl is that they
are uniquely determined for any polyhedron including the
elements of any crystalline structure. By varying number
of nearest neighbors Nnn and rank l of BOP it is possible
to identify clusters existing in the system. Among the
3parameters (1),(2), the q4, q6, w4, w6 are typically one of
the most informative one so we use they in this work. In
Tab. I we present the values of these parameters for few
different clusters.
To identify the symmetry of the local clusters, we
calculate the rotational invariants ql and wl for each
atom using the fixed number of nearest neighbors (e.g.
Nnn = 12 for the closely packed structures like hcp,
fcc, icosahedron and liquid-like CuZr system; to detect
Frank-Kasper (FKs) polyhedrons (see insets in Fig. 7) we
use Nnn = 16, 15, 14 for the Z16, Z15 and Z14, respec-
tively). Atom whose coordinates in the space (q4, q6, w6)
are sufficiently close to those for perfect structures is
counted as fcc-like (hcp-like, icosahedral-like) etc.
TABLE I. Bond order parameters (BOPs) ql and wl (l = 4, 6)
of a few perfect clusters calculated via fixed number of nearest
neighbors (NN): hexagonal close-packed (hcp), face centered
cubic (fcc), icosahedron (ico), body centered cubic (bcc),
Frank-Kasper polyhedra Z14, Z15 and Z16. Additionally,
mean BOPs for the LJ melt are indicated for the compari-
son
.
lattice type q4 q6 w4 w6
hcp (12 NN) 0.097 0.485 0.134 -0.012
fcc (12 NN) 0.19 0.575 -0.159 -0.013
ico (12 NN) 1.4× 10−4 0.663 -0.159 -0.169
bcc ( 8 NN) 0.5 0.628 -0.159 0.013
bcc (14 NN) 0.036 0.51 0.159 0.013
Z14 (14 NN) 0.015 0.406 0.134 -0.091
Z15 (15 NN) 0.039 0.316 0.134 -0.0405
Z16 (16 NN) 0.0108 0.1924 0.1593 0.01316
LJ melt (12 NN) ≈0.155 ≈0.37 ≈-0.023 ≈-0.04
III. RESULTS
A. Influence of the cooling rate on system
relaxation: continuous cooling vs sub-Tg annealing
In Fig. 1a we show smoothed temperature dependen-
cies of system potential energy Ep obtained under con-
tinuous cooling at different cooling rates. All the Ep(T )
curves demonstrate inflections indicating the liquid-glass
transition. The glass transition temperature Tg slightly
decreases with the decrease of the cooling rate. We also
see that a decrease of the cooling rate causes essential de-
crease of the potential energy at T . Tg. So the system
is better equilibrated at lower γ.
Note that minimal cooling rates available in computer
simulations are of the order of 109 K/s. Cooling a sys-
tem of N ∼ 104 particles from liquid to glassy state even
at such γ requires already about a month of calculations
on supercomputer cluster and further essential reduction
of γ is hardly possible. The fact that γ ∼ 109 K/s is
still too fast in comparison to experimental cooling rates
(which are of the order of 1−107 K/s) leads researchers to
look for other effective methods of simulating amorphiza-
tion. Recently, the method of sub-Tg annealing has been
proposed for this purpose28. It has been suggested that
annealing the system at temperature which is slightly
lower than the glass transition temperature Tg is equiva-
lent to the effective reducing of cooling rate. This method
has been applied to Cu64.5Zr35.5 alloy
29 and the effective
cooling rate obtained has been declared to be of the order
of 107 K/s (with minimal real cooling rate of the order
of 1010 K/s).
Inspired by the papers mentioned above, we have per-
formed additional annealing of the system at few different
temperatures near Tg. As the initial configurations for
annealing, the states obtained for correspondence tem-
peratures under cooling at the lowest γmin = 1.5 · 109
K/s were collected. In Fig. 1b, we demonstrate smoothed
time dependencies of system potential energy Ep(t) for
both the continuous cooling at γmin and the isothermal
annealing at different temperatures. As seen from the
picture, the average potential energy is a constant dur-
ing the annealing at T = 900 K. It reflects the fact that
the continuous cooling at γmin down to this temperature
is a quasi-equilibrium process. The similar Ep(t) depen-
dence is observed during the annealing at T = 700 K.
But the reason is the opposite: the system is in glassy
state and so the relaxation is frozen. But the annealing
at 700 < T < 900 K leads to lowering the potential en-
ergy that means the presence of system relaxation. Note
that the lower the annealing temperature the lower the
relaxation rate is observed. But, regardless of annealing
temperature, the final value of the average potential en-
ergy at t → ∞ is the same and so the system relaxes to
similar states.
After annealing, the system was cooled down to T =
300 K at the same γ. In the inset of Fig. 1 we show
the potential energy E
(300)
p of the final state at T = 300
as the function of the cooling rate (blue bullets). The
E
(300)
p (γmin) value obtained with the additional anneal-
ing is presented by the red star. We see that this sub-Tg
annealing does not change the results essentially at least
at used annealing times of the order of microseconds. The
E
(300)
p obtained in Ref. 29 at different (effective) cooling
rates are also shown in the inset of Fig. 1. The squares
represent E
(300)
p values obtained under continuous cool-
ing and the diamonds are the results of sub-Tg annealing
for different times (0.1, 0.5 and 2 µs). For the latter
case, the effective cooling rates have been estimated by
logarithmic extrapolation (which is linear in logarithmic
scale used in Fig. 1). Comparison of the results reveal
essential deviation of E
(300)
p (γ) dependence from loga-
rithmic extrapolation at γ < 1010 K/s. Below we will
see that this deviation is caused by nanocrystallization
which takes place at γ = 1.5 · 109 K/s (see sec. III D and
sec. IV A for discussion).
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FIG. 1. (Color online) (a) Temperature dependencies of system potential energy at different cooling rates. Inset shows
dependence of room temperature value of potential energy on the cooling rate. (Blue) bullets represent values obtained at
continuous cooling and (red) star is the one obtained at γ = 1.5 ·109 K/s with additional sub-Tg annealing at T = 700. Squares
and diamonds are the same value from29. Here (black) squares are obtained at continuous cooling and (red) diamonds represent
the results of sub-Tg annealing. For the latter case effective cooling rates have been estimated by linear fit. The uncertainties of
Ep determined by averaging over time fluctuations are of the order of the point size. (b) Time dependencies of system potential
energy during the continuous cooling and the annealing at different temperatures. In both figures, short-time fluctuations of
Ep have been smoothed by averaging over appropriate time window.
B. Two-point correlation functions
Properties of the short- and medium-range transla-
tional order can be evaluated from the analysis of the
total translational two-point correlation function - radial
distribution function g(r). Fig. 2 shows how the g(r) of
the Cu64.5Zr35.5 system varies with the temperature T
at different cooling rates γ. Inset in Fig. 2a presents to-
tal g(r) for final glassy states and associated cumulative
functions N(< r) showing number of the nearest neigh-
bors. Splitting of the second peak of g(r) which is usu-
ally referred as an indicator of the glass transition70,71
can be seen for all considered γ close to Tg ' 850 K;
at γ = 1.5 × 109 K/s (panel d) the effect is the most
pronounced. Insets in Fig. 2b,c show another structure-
sensitive indicators gmax/gmin and gmin, where gmax and
gmin are respectively the values of g(r) at the first maxi-
mum and the first non-zero minimum. These parameters
have been proposed to be good indicators of structural
changes taking place at melting and freezing52,53,72 and
glass transition73. Temperature dependencies of these in-
dicators demonstrate pronounced inflections at the same
temperatures as the inflections at Ep(T ) (Fig. 1a) and
the splitting of the second g(r) peak that supports the
cited estimation of Tg.
Another important two-point correlation function,
bond angle distribution function (BADF) P (α), mea-
sures the probability that two nearest neighbors and cen-
tral atom form the angle α. Fig. 3 shows P (α) at different
cooling rates γ for the final glassy state of the system at
temperature T = 300 K. We note that the BADFs reveal
weak cooling rate dependence at γ ≥ 1010 K/s. P (α) for
weakly disturbed hcp and icosahedral clusters are plot-
ted to find evidence of them in the glassy states of the
system under consideration. Indeed the P (α) for glassy
state demonstrate pronounced maxima which are close
to those for icosahedral cluster. The correspondence be-
tween BADFs for the glass and a hcp cluster is not so
clear. More detailed analysis will be performed below
with using BOP method (see sec.III C).
To analyse the structure of high-temperature liquid
from which the glass has been prepared, we plot in Fig. 3
BADFs for both Cu64.5Zr35.5 melt at T = 1200 K and
Lennard-Jones liquid at T ∗ ≈ 1.5, ρ∗ ≈ 1 (in reduced
Lennard-Jones units69); so the thermodynamic states of
both systems correspond to a dense liquid close to the
corresponding solid-liquid coexistence line. We see that
BADFs of the systems under consideration are very close
that suggests some similarities in between. The origin
of that similarity can be explained by the existence of
tetrahedral order which has been found in Lennard-Jones
fluids69. Our results suggests the formation of local tetra-
hedra might be the universal feature of close packed flu-
ids.
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FIG. 2. (Color online). Temperature evolution of the total
radial distribution function g(r) at different cooling rates γ
(indicated on the plot). The color on the r − T plane repre-
sents the g(r) values, see the scale in the panel (a). Splitting
of the second peak of g(r) which is usually referred as an in-
dicator of the glass transition can be seen for all considered
γ close to Tg ' 850 K; at γ = 1.5 × 109 K/s (panel d) the
effect is the most pronounced. Insets at panels present: (a)
g(r) for final glassy states at different γ and associated cumu-
lative functions N(< r) showing closely packed neighboring
atoms; (b),(c) show temperature dependencies of structure-
sensitive indicators gmax/gmin and gmin at different cooling
rates (see the text for explanation). For all the curves in in-
sets: γ4 = 1.5 × 109 K/s (blue), γ3 = 7.5 × 109 K/s (cyan),
γ2 = 10
11 K/s (yellow) and γ1 = 10
12 K/s (red).
C. Local orientational order
To demonstrate the influence of the cooling rate on
temperature evolution of local orientational order, we
show in Figs. 4 and Figs. 5 the probability distributions
P (q6) for Cu-centered and Zr-centered clusters with 12
and 16 nearest neighbors at different temperatures and
γ. Such distributions for Nnn = 12 and Nnn = 16 are
the useful indicators to detect close packed clusters and
Frank-Kasper Z16 clusters respectively.
First consider the case of Nnn = 12 (Fig. 4). For Cu-
centered clusters, a decrease of the temperature causes
the shift of the P (q6) maximum towards greater q6 val-
ues as well as the appearance of the shoulder in the range
of q6 values corresponding to icosahedral ordering (see
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FIG. 3. (Color online) Bond angle distribution function
(BADF) for final (taken at T ≈ 300 K) glassy state of the
Cu64.5Zr35.5 system obtained at different cooling rates γi (in-
dicated on the plot) compared with those for hcp clusters
(dashed magenta) and icosahedral clusters (dashed orange).
Additionally, BADFs of melt for the Lennard-Jones (solid
black) and the Cu64.5Zr35.5 (solid orange) systems are plotted
for the comparison.
Tab. 1). Besides, the lower the cooling rate the more
pronounced the shoulder. At the lowest cooling rate
γmin = 1.5 · 109 K/s, the shoulder transforms to sepa-
rate peak with the maximum at q6 > 0.6 that means
pronounced icosahedral ordering61,67,68.
To better illustrate the growth of icosahedral ordering
under cooling, we show in Fig. 6 the mapping of sys-
tem structure on two-dimensional q4 − q6 plane for fixed
Nnn = 12. So the each point in Fig. 6 corresponds to the
(q4, q6) values for an 12 nearest neighbors cluster centered
at each system atom. We see that with the decrease of
temperature the q4− q6 distribution of Cu-centered clus-
ters essentially transforms. Namely, the “tail” located
in the (q4, q6) range corresponding to icosahedral clus-
ters appears. Note that the distribution of Zr-centered
clusters does not demonstrate noticeable change (com-
pared with the results for 16 neighbor clusters in Fig. ref-
fig:lo16), remaining to be disordered (liquid-like) at all
temperatures.
In the case of Nnn = 16 (Fig. 5), there are no essential
changes in P (q6) with temperature at cooling rates in the
range γ ∈ (1012, 7.5 · 109) K/s; the dependence of P (q6)
on cooling rate is also weak for that range. But for γ =
1.5 · 109, we see that P (q6) maximum for the Zr-centered
clusters essentially shifts under cooling towards q6 ' 0.2
corresponding to ideal value for Frank-Kasper polyhedra
Z16 (see Tab.1). Note that the P (q6) for Zr-centered
12 neighbour clusters demonstrate no essential change
under cooling, compare Fig. 4 and Fig. 5. So we conclude
that noticeable amount of Frank-Kasper Z16 polyhedra
is expected at only the lowest cooling rate γmin = 1.5·109
K/s and for temperatures which are close to T = 300 K.
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FIG. 4. (Color online). Local orientational order of the
Cu64.5Zr35.5 system at different temperatures T and cooling
rates γ (indicated on the plot) presented by the probability
distribution functions (PDF) P (q6); the PDFs are color-coded
via the temperature T as shown in panel (a). Values of q6 were
calculated via Nnn = 12 to detect close packed structures.
Weak dependence of the PDFs on the γ value is observed at
γ ≤ 1010 K/s for all T ; for the γ = 1.5 × 109 K/s the for-
mation of ico-like Cu-centered clusters (having q6 > 0.6) is
clearly seen.
To better understand the structure of the system at
γmin, we plot in the Fig. 7 the mapping of system struc-
ture on (q4, q6) plane for Nnn = (14, 15, 16) at T = 300
K, γmin = 1.5 · 109 K/s. The pictures suggest the pres-
ence of noticeble amount of Z15 and Z16 clusters in the
glassy system obtained at the lowest cooling rate. At the
same time, the abundance of Z14 clusters is expected to
be negligible. We suggest that the abundance of Z15 is
noticeble because it can be obtained by relatively small
disturbance of Z16.
By using the BOP method, it is easily to estimate
the abundance of any local clusters observing in the sys-
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FIG. 5. (Color online). The same distributions as in Fig. 4;
q6 were calculated with using Nnn = 16 to identify the Frank-
Kasper phase Z16. At the γ = 1.5× 109 K/s the formation of
Zr-centered Z16 clusters (having q6 ≈ 0.2) is well pronounced.
tem. In Fig. 8 and Fig. 9 we show the abundances of
ico-like (nico) and Frank-Kasper-like (nFK) clusters in
Cu64.5Zr35.5 system as function of temperature at dif-
ferent γ values.
At all the cooling rates, we see drastic increase of nico
at T . Tg indicating the gain of icosahedral ordering
approaching the glass transition; at lower cooling rates
this tendency becomes more pronounced in agreement
with Fig. 4, Fig 6. The temperature dependencies of
the abundance of Z16 Frank-Kasper polyhedra nFK(T )
at different cooling rates also demonstrates the increase
at T . Tg . But cooling rate dependence of nFK is almost
negligible at all values of γ except the γmin at which the
drastic increase of nFK takes place.
In Fig. 10 we show typical snapshots of the system for
the final glassy state at T = 300 K obtained at different
cooling rates. Particles are colored and sized according to
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FIG. 6. (Color online). Local orientational order of the
Cu64.5Zr35.5 system on the q4 − q6 plane at different temper-
atures (indicated on the plot), showing the typical pathway
from liquid-like to glassy state. Each point corresponds to
the (q4, q6) values for an 12 nearest neighbors cluster centered
at each system atom. Green and blue points correspond to
copper and zirconium atoms respectively. The formation of
Cu-centered icosahedral-like clusters is clearly seen at room
temperatures; zirconium atoms are nearly completely disor-
dered (only a small part of the atoms has hcp-like symmetry)
at all temperatures. BOP values for the perfect icosahedral,
hcp and fcc clusters are also indicated. Cooling rate γ is
1.5× 109 K/s.
the value of q6 for Nnn = 12: so the red/orange particles
with bigger size correspond to the centers of icosahedraly
ordered clusters. We see that, except the increase of nico,
a decrease of the cooling rate causes the growth of the
spatial areas where icosahedral clusters tend to connect
to each other and form medium-range “superclusters”.
So our results suggest that a decrease of the cool-
ing rate causes essential change of the structure of
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FIG. 7. (Color online). The mapping of local orientational
order of room temperature glassy state of the Cu64.5Zr35.5
system on the q4 − q6 plane. Each point corresponds to the
(q4, q6) values for an cluster with fixed value of Nnn centered
at each system atom. Bond order parameters were calculated
via Nnn = 16 (panel (a)), Nnn = 15 (b) and Nnn = 14 (c)
for both copper (green) and zirconium (blue) atoms to detect
Frank-Kasper polyhedrons Z16, Z15 and Z14, respectively.
BOP values for the perfect ZNnn clusters are also indicated.
Insets show the arrangements of the neighboring atoms for
the clusters under consideration74. Cooling rate γ is 1.5×109
K/s.
Cu64.5Zr35.5 metallic glass. In particular, the lower the
cooling rate the more pronounced icosahedral ordering
takes place. Note that the same conclusions has been ear-
lier made in29,30. As follows from the results presented
above, the abundances of both the icosahedral clusters
and Frank-Kasper ones increase sharply at the lowest
used cooling rate γmin = 1.5 · 109 K/s. To understand
the origin of this effect, we will further study the struc-
tural properties of the system at this cooling rate in more
details.
D. Short- and medium-range order of glassy state
at the lowest cooling rate
Studying the final structure of the glassy state ob-
tained at the lowest used cooling rate γmin = 1.5 · 109
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K/s, we was surprised to see that amorphous disordered
structure contains area with crystalline ordering. It can
be seen in Fig. 10a where spatial distribution of centers
of icosahedral clusters (red/orange particles) reveals de-
tectable area of some regular ordering.
Detailed analysis of the snapshots reveals that glassy
structure of the system includes nano-sized crystalline
grain of Cu2Zr compound which has the structure of
Cu2Mg Laves phase (see Fig. 11). Note that the struc-
ture of Cu2Zr compound has not been directly observed
FIG. 10. (Color online) Snapshots of the system for the final
glassy state at T = 300 K obtained at different cooling rates:
(a) γ = 1.5 · 109 K/s; (b) γ = 7.5 · 109 K/s; (c) γ = 1011
K/s. Particles are colored and sized according to the value of
q6 for Nnn = 12: so the red/orange particles with bigger size
correspond to the centers of icosahedraly ordered clusters.
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FIG. 11. (Color online) (a) The snapshot of Cu2Zr nanocrys-
tal grain found in the system at cooling rate γmin = 1.5 · 109
K/s; (b,c) The building blocks of Cu2Zr compound: Zr-
centered 17-atom Frank-Kasper polyhedron Z16 (b) and Cu-
centered 13-atom icosahedral-like cluster (c); (d) The face-
sharing mechanism of cluster connection. The way these clus-
ter build in lattice of Cu2Zr is shown in (e,f); (g) is the unit
cell of Cu2Zr compound and (h) is the unit cell of Cu5Zr one.
The pictures demonstrate isomorphism between these struc-
tures.
yet neither in computer simulations nor in experiments.
The stability of the compound is also an open issue (see
discussion in sec. IV B).
Examining the structure of the observed Cu2Zr com-
pound, one can see that it consists of two building
blocks: Zr-centered 17-atom Frank-Kasper polyhedron
Z16 (Fig. 11b) and Cu-centered 13-atom icosahedral-
like cluster (Fig. 11c). These clusters are connected to
each other by face-sharing mechanism (Fig. 11d). The
way these cluster build in Cu2Zr lattice is shown in
Fig. 11(e,f).
We should also notice that observed crystal structure of
Cu2Zr is isomorphous with that for Cu5Zr intermetallic
compound (compare Fig. 11g and h). Indeed the only
difference between these structures is the stoichiometry;
replacing four Cu atoms in the unit cell of Cu5Zr on Zr
we get exactly the same structure as pictured in Fig. 11g.
These facts suggest that structural elements of the
intermetallic compounds, both stable and metastable,
may be the same as those for disordered amorphous
structures22. Under certain conditions, the local order-
ing of these elements may form nanocrystalline grains
in amorphous structure of rapidly quenched sample. In
our case, the noncrystalline grain consists of both icosa-
hedron and Frank-Kasper polyhedron Z16 (see Fig. 11).
That can explain non-monotonous cooling rate depen-
dence of abundances of local cluster mentioned above,
especially the Frank-Kasper Z16 polyhedra. Indeed, the
formation of crystalline grain whose structure consists
of some clusters has to lead to an increase of their
amount. The results obtained suggest that the existence
of significant amount of Frank-Kasper Z16 polyhedra in
Cu64.5Zr35.5 metallic glasses is related to the formation
of Cu2Zr compound. The same idea has been recently
proposed in Ref.19.
IV. DISCUSSION
A. Cooling rate dependence of glass properties
Above, we have shown that properties of the
Cu64.5Zr35.5 metallic glass obtained by continuous cool-
ing of the liquid are essentially cooling rate dependent.
This result is in agreement with previous studies of Cu-
Zr system28–30 as well as other glassformers31. The gen-
eral issue is the correspondence between simulated and
experimentally measured properties of a glass which are
obtained at cooling rates differing by many orders of mag-
nitude.
The possible way to answer this question is studying
cooling rate dependence of some glass property to find an
empirical relation and extrapolate results to the range of
γ hardly available for direct simulations. An instruc-
tive example is the sub-Tg annealing method proposed in
Refs. 28 and 29. The method is based on two statements:
1) cooling rate dependence of glass potential energy obeys
logarithmic law at whole range of γ; 2) annealing of the
system at temperatures near the glass transition temper-
ature Tg is equivalent to effective reducing of the cooling
rate. The method has been tested on Cu-Zr glass within
the range of cooling rates γ ∈ (109, 1013) K/s. The re-
sults suggest that starting premises of the method are
reasonable28,29. But our results show that situation is
not so clear. Despite of similar ranges of γ used in sim-
ulation, we see essential deviation of our E
(300)
p (γ) de-
pendence from that obtained in29 at γ < 1010 K/s (inset
in Fig. 1)). We suggest that it is due to the formation
of nanocrystallite which causes the lowering of potential
energy and so the deviation of E
(300)
p (γ) from logarith-
mic law observed in29 for completely amorphous systems.
(Nano)crystallization is a spontaneous process which can
occur at given conditions (e.g., cooling rate) with cer-
tain probability. So the authors of Refs.28 and 29 may
not observe it during a single simulation. The observed
nanocrystallization means the Cu64.5Zr35.5 system mod-
eled by EAM potential by Mendelev et.al. may not be
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so good glass-former as the real alloy. So the additional
tests of sub-Tg annealing method on other model glass-
formers are needed.
B. The structure and stability of Cu2Zr compound
Remind that, simulating the Cu64.5Zr35.5 glass-forming
alloy at cooling rate of 1.5 · 109 K/s, we observe forma-
tion of nanocrystal of Cu2Zr compound which has the
structure of Cu2Mg Laves phase. The results is very in-
teresting because the structure of Cu2Zr has not been
directly observed yet.
The Cu2Zr intermetallic compound was firstly men-
tioned by Kneller and co-authors in Ref. 75. Studying
the phase diagram of Cu-Zr system the authors observed
Cu2Zr phase as well as three other new phases: Cu24Zr13,
CuZr(1+y), Cu5Zr8. The structure of the Cu2Zr com-
pound was not be identified. The results of Kneller were
criticized by Arias and Abriata76 who had not observed
the formation of Cu2Zr. Later, the formation of the com-
pound was suggested in Ref. 77 on the basis of thermo-
dynamic properties analysis using the Knudsen method
of mass-spectrometry.
The stability of Cu2Zr compound has been also pre-
dicted by ab-initio calculations78,79. In the absence of
experimental structural data, the structure of the com-
pound has been chosen as that for Au2V alloy. This
issue has also been investigated by Tang and Harrowell
using classical molecular dynamic simulations with EAM
potential80. Based on the analogy with Lennard-Jones
binary alloy with similar size ratios81, the authors pro-
pose that the structure of the Cu2Zr compound is MgZn2-
type Laves phase. IT has been shown that this structure
can be stable in certain temperature-concentration do-
main.
Despite of contradictory data, the Cu2Zr compound
was included as one of the possible phase for the ther-
modynamic assessment of phase diagram of the Cu-Zr
system82. The results of the assessments show the sta-
bility range of the compound similar to those obtained
experimentally in Ref. 75.
So we conclude the structure of Cu2Zr compound is
still the matter of debates. We have directly observed
self-assembling of the compound for the first time and
so our results suggest its possible structure. The experi-
mental validation of that structure is the matter of future
investigations.
Another issue is the stability of the compound in the
EAM model of Cu-Zr system. We firstly found formation
of the nanocrystalline grain during fast cooling and then
showed that the same structure formed during isothermal
annealing (see Fig. 1b). It is important that annealing at
any temperature in the range of (700, 900) K leads to sim-
ilar structure with nano-sized grain of Cu2Zr compound.
That means the crystal nucleus forming in the system un-
der the given conditions does not reach the critical value
and so does not growth indefinitely. The questions arise:
is this nucleus stable at very long annealing times? is the
growth of the nucleus limited by local stresses imposed
by periodic boundary conditions? To answer these is-
sues the large-scale simulations requiring several months
of supercomputer time are needed.
V. CONCLUSIONS
Doing molecular dynamics simulations, we show that
structural evolution of Cu64.5Zr35.5 glass-forming alloy
essentially depends on cooling rate. In particular, a de-
crease of the cooling rate leads to a increase of abun-
dances of both the icosahedral-like clusters and Frank-
Kasper Z16 polyhedra. The amounts of these clusters in
the glassy state drastically increase at the γmin = 1.5·109
K/s. It is explained by the formation of nano-sized crys-
talline grain of Cu2Zr compounds whose structure con-
sists of these clusters. Note that the structure of Cu2Zr
compound is directly observed for the first time and so
this results may stimulate the further investigations to
its experimental validation.
We also show that the formation of Cu2Zr compound
is also observed during the isothermal annealing of the
system at temperatures near the glass transition temper-
ature. That means the Cu64.5Zr35.5 alloy modeled by
EAM potential may not be so good glassformer. Proba-
bly, it will totally crystalize at longer annealing and/or
large system size.
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