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Abstract 
Earth Systems models that attempt to forecast equilibrium states or make long term 
predictions are sensitive to the unavoidable approximations they employ. It is there-
fore important for such models to be parameterized through objective and repeatable 
methods that quantify the uncertainties associated with the inexactness of these ap-
proximations. In this study Ensemble Kalman Filters and Neural Network Bayesian 
Models are used to investigate parameter sets for the Budyko Energy Balance Model 
and the more computationally demanding Planet Simulator of the University of Ham-
burg Meteorological Institute. These calibration methods employ observational data 
to generate posterior probability distributions for model parameter sets, allowing the 
determination of high-probability parameter sets and their confidence intervals. Being 
fully Bayesian, such approaches accurately propagate uncertainties in observational 
data into the posterior distributions. Comparing calibrated model results permits the 
two approaches to be assessed under varying levels of model complexity. 
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Chapter 1 
Introduction 
1.1 Motivation 
Models of earth systems are useful tools for investigating natural processes whose 
scale and/or complexity prevents them from being observed in their entirety or from 
being manipulated for physical experiments. However, these models pose challenges 
in their development and interpretation. By their nature models are limited and/or 
generalized descriptions designed in accordance to the scope of the investigations they 
facilitate. While the mathematical descriptions of the modeled processes are often 
very sophisticated and accurate they inevitably contain certain approximations. This 
is especially true when these models are to be used in forecasts and experiments per-
taining to "real world" contexts, as in such applications it is desired to address as 
many elements of the total system as possible, rather than describing one particular 
physical process within the system. This introduces the issue of closure, which is 
discussed below. As models expand to include more components of the earth system, 
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the number of approximations invoked also tends to increase. These approximations 
generally require parameters whose values are not derivable from first principles. Such 
model parameters can not be said to have a correct value. Rather one is chosen that 
"works". As earth system models generally have nonlinear dependencies on these 
parameters, the determination of appropriate parameter values is a highly nontriv-
ial task. This component of model construction is hardly, if ever, documented in 
published literature. As such there are two key sources of generally unquantified 
uncertainly induced; those associated with the formulation of the approximations, 
and those associated with the setting of the parameter values these approximations 
utilize. 
This is a disconcerting situation to anyone who wishes to apply model results to 
practical applications. In geoscience and engineering applications models are often 
calibrated, as in they are tested against and modified to match data that as closely 
as possible represents situations they are to be used to forecast e.g (Nettuno 1995; 
Moradkhani et al. 2005; Khu and Henrik 2005). The goal of such calibration is both 
to improve prediction and to gain a quantitative estimation of model uncertainties. 
This practice is less common in the field of climate science. The earth system models 
employed in this field are much more complex and computationally expensive than 
those used in many other applications. The time and spatial scales considered in 
climate modeling make it difficult to prescribe with certainty appropriate calibration 
data. Also, the highly nonlinear nature of these models increases the difficulty of 
identifying correlations between parameters and model output. Thus the tendency of 
subjective parameter selection in climate model development. This is undesirable, as 
at present time climate projections based on earth systems models are being looked 
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to on many levels to inform responses to the issue of climate change. As similar 
models can often produce very different results and provide limited estimation of the 
uncertainties in their predictions, climate models function poorly as decision making 
tools. Due to their nonlinear nature, the evolution of climate systems are inherently 
impossible to describe in explicit deterministic fashion. Therefore, discussions re-
garding climate change issues are inherently ones about risk management. This is a 
process understood by anyone who has ever used a weather report to plan a future 
outdoor activity. The projections of current climate models are for the most part not 
presented in a form that allows for that type of decision making. 
The above concerns have been expressed by many sources, including current re-
ports by the Intergovernmental Panel on Climate Change (Solomon et al. 2007). 
Various methods for dealing with the aspects of climate modelling which make cal-
ibration difficult have also been presented. The ensemble Kalman filter (discussed 
below) has been proposed as a potential objective calibration tool for climate models 
(Annan and Hargreaves 2004). While the potential of this algorithm for parameter 
estimation has been addressed for certain contexts (Evensen 2005; Evensen 2009) 
it is not commonly seen in climate forecasting contexts. The use of Markov chain 
sampling methods for estimating model uncertainties has been investigated (Oakley 
and O'Hangan 2002; Jackson et al. 2004). The use of statistical emulators as a way 
of coping with the computational demands of current earth systems models has also 
been discussed (Rougier 2008) and their application to lessen the computational ex-
pense of Markov chain methods has previously been put into practice (Tarasov and 
Peltier 2005). While the components of these methods have been highly developed, 
there is little guidance available concerning their implementation with regard to com-
3 
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plex earth systems models. The following work is an exploratory examination of their 
practical application to such models. 
1.2 The Closure Problem and Model Calibration 
An inherent issue in the development of earth systems models is that of closure 
(Muller and von Storch 2004), i.e. that of defining the boundaries of a system under 
investigation. Natural processes occur within continuous, open systems. At some 
level, all elements of earth systems processes, as they exist within the global system, 
affect one another. For these processes there is nothing that can be considered large or 
small scale enough to be truly regarded as external. Earth systems models, however, 
are by necessity closed and discrete, and therefore incomplete in their construction. 
They must focus on specific scales, regions and phenomena within a larger system. 
Furthermore, even within the particular range of focus of a given numerical model 
it is impossible to describe the ent ire physical state of a given element. Instead, 
such models operate using discrete representations of distinct qualities at selected 
locations. The mathematical formulations of the physical laws on which numerical 
models are based are to various degrees approximated and parametrized in order to 
account for external forcing and sub-scale processes that are not explicitly calculated 
in the model (M iiller and von Storch 2004). 
Because of this fundamental divide between their numerical formulation and the 
reality they approximate, these models can not be assessed according to whether 
they generate "correct" or "incorrect" numerical solutions to benchmark problems. 
Rather, their effectiveness is determined by the degree of consistency maintained 
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with the phenomena they attempt to simulate, as well as how well their construction 
agrees with the current understanding of the processes they describe (Muller and von 
Storch 2004). A climate model does not explicitly output, for example, that Arctic 
summers will be on average warmer in the future than they are at present. Such a 
model instead computes temperature values of grid cells for discretized time-steps. 
Taken individually, these values are next to meaningless as they are almost certainly, 
by formal standards, "wrong". No modeler or weather forecaster would ever expect 
twenty years after making a prediction of a certain temperature for that future date 
to see their model "verified" by a recording of the exact value predicted. The same 
applies to the approximations (parameters) these models employ. Compiling data to 
calculate an exact average planetary albedo (for example) for use in an energy balance 
model would be impossible and the discrete result again would be almost meaning-
less. However, while the explicit output of numerical models cannot be seen as the 
defining criteria of their success, these individual elements can still be used to inval-
idate models. An Arctic winter temperature prediction of 313 Kelvin under present 
conditions, or a modern planetary albedo value set so high as to only be possible un-
der conditions of extensive glaciation, are both clearly "wrong" , and imply that the 
model being used is ineffective. Despite intrinsic uncertainties in their exact meaning 
and derivation, numerical values of input parameters must be prescribed that can be 
considered reasonable in the context of past experience and current understanding. 
The parametrization of model equations, i.e. having to select and interpret nu-
merical values for the simplified representation of complex processes, is a fundamental 
source of model uncertainty. In order to accurately interpret model results, this uncer-
tainty needs to be quantified as far as possible. Also, in many cases numerical models 
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(in keeping with the behaviour of the non-linear systems they represent) can be very 
sensitive to these parametrized sub-processes, with small changes in parametriza-
tion causing large changes in model output. Therefore, numerical models must be 
objectively calibrated against relevant observational data with methodologies that 
accurately account for uncertainties. Assessing model results against observational 
data is not a trivial operation. Observations can very rarely be compared directly to 
model output and have their own associated uncertainties which must be taken into 
account when using them as validation criteria. Also, while most calibration method-
ologies are formulated based on the concept of optimizing the match between model 
output and some target state or data record, it can be dangerous to think of the pro-
cedure solely in these terms. A model that is tuned to a limited set of observations 
from a given climatic regime may have little predictive power for alternate climate 
regimes. FUrthermore, the quantified forecast uncertainty is often not a measure of 
potential goodness of fit. Rather, in climate and earth systems modelling, computed 
uncertainties are often based on the range of behaviors forecast by the model. It is a 
priori unclear the extent to which model variability is a measure of the true range of 
potential system behaviors. 
The calibration techniques used in this work are ensemble methods based on 
Bayesian methodology, as described below. These methods, to large though incom-
plete extent, address the issues raised above with respect to the inexactness of ap-
proximations and predictions as well as the uncertainties inherent in observational 
information used to initialize and calibrate the model. They also provide an objec-
tive and repeatable framework for approaching these issues. 
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1.3 Bayesian Methodology 
The central concept of the Bayesian methodology is the use of probability as an ex-
pression of uncertainty (Neal 1996). This is common in everyday language. One is 
often comfortable using prior experience to "lay odds" on an outcome, even without 
previously observing the exact event. In a more traditional statistical context how-
ever, such an expression has no meaning. In such contexts, probability is used only 
as a description of frequency. An event has a "three out of ten" chance of occurring 
only if there is record to show that it has, on average, occurred three times for ev-
ery ten identical instances. In Bayesian terms, though, the statement "three out of 
ten" is representative of a degree of confidence, i.e. that one is less confident in the 
occurrence of this event than one ranked by the odds "seven out of ten". This form 
of expression of uncertainty is utilized in Bayesian statistics because it provides an 
existing formal mathematical method for inference; the rules of probability. For ex-
ample, if one event is granted "three out of ten" odds and another "seven out of ten" 
then in Bayesian methodology, provided the events are mutually exclusive, this is an 
expression of complete confidence that either the former or later event will occur, as 
30% + 70% = 100%. 
The other advantage of a probabilistic expression of uncertainty is that it can be 
translated directly from statistical data, allowing again the use of the formal rules 
of mathematical probability to improve prior beliefs as more information becomes 
available. This is accomplished through Bayes' rule (from which the method receives 
its name), 
P(AIB) = P(BIA)P(A) 
P(B) 
7 
(1.1) 
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which express the probability of an event A given the occurrence of B in terms of the 
probability of the events occurring independently and in the conditional probability 
of B should A occur. This formula is derived as follows: 
P(AIB) = P(A n B) P(BIA) = P(A n B) :::;. P(AIB)P(B) = P(BIA)P(A) 
P(B) ' P (A) 
from the standard definitions of conditional probability (Hogg and Tanis 2001). 
The application of the above formula can be used to improve probabilistic models. 
One might attempt to describe the probability distribution P(x) for a set of unknown 
quantities {x1, x2 , ... } as a function of parameters B, ie P(xiB) . For example, if 
P(x) is a Gaussian distribution N(fJ-, o-2), then (} = {f.l-, o-2 }. The model P(x) with a 
set parametrizat ion is used to learn about the probability of occurrence for certain 
values or events {xi li E N} by computing P(xii O) . If, however, there exist a set of 
independent observations { x1 , x2 , ... , Xn } then these can be used to learn about the 
statistical confidence in a given parametrization B. This is done by computing the 
likelihood function, 
n 
L(Bix1 , X2, ... , Xn) ex: P(x1, x2, ... , Xn iO) =IT P(xiiO) (1.2) 
i=l 
and so the likelihood of different parameter sets { (}j lj E N} is investigated by com-
puting the condition probability P(xiB) of constraint quantities xi with respect to 
the parameter vector(} (Hogg and Tanis 2001). In the Bayesian methodology, uncer-
tainty about how to effectively parametrize the model is expressed probabilistically. 
Here the probability distribution P ( 0) expresses the prior understanding of parameter 
selection. This allows the use of Bayes' rule from above as, 
(1.3) 
8 
where the posterior distribution P(Bix1 , x2, . . . , Xn) represents the improved under-
standing of B (Neal 1996). The outcome of this calculation can then be used to 
improve the future prediction of the observed quantity so that, 
P(xn+IIxl, X2, ... , Xn) = J P(xn+I IB)P(Bixl, X2, ... , Xn)dB (1.4) 
where P(xn+1 ixi, x2, ... , Xn) is the predictive distribution (Neal 1996). 
In the previous and following discussions the models under investigation are nu-
merical models of deterministic dynamical systems. Where these models are uncertain 
is in the degree of mismatch between their outputs and the phenomena they are meant 
to describe. In keeping with the Bayesian methodology the mismatch between the 
model and a perceived true state is considered a forecast uncertainty to be treated 
probabilistically. This is done by considering the true system state, '1/JT, to be de-
scribed by the model forecast , 'lj;1, plus a stochastic process describing the model 
error /uncertainty, p, written as '1/JT = 'lj;1 + p. Furthermore, the information used to 
improve models of a given system, the x1, x2 , .. . , Xn from above, are inexact observa-
tions. The uncertainty concerning the accuracy of the measurements is expressed in 
the same form, '1/JT = '1/Jobs + E, where again the final term, E represent s the measure-
ment error and is considered the result of a stochastic process. The implementation 
of this and the methodology for describing the resulting posterior distribution will 
vary from case to case and so will be discussed in more detail as warranted. 
1.4 Outline of Experiments 
This work documents experiments using two different calibration techniques with two 
different numerical models. All are discussed in detail in the following chapters. 
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The calibration techniques employed are ensemble methods, meaning they utilize 
large numbers of differently parametrized model runs to generate information about 
model response. As numerical models can be very computationally expensive to run, 
as well as potentially very nonlinear in their responses, it is often neither possible nor 
informative to undertake random or exhaustive samplings of model behavior. Here 
the Ensemble Kalman Filter (EnKF) and Neural Network assisted Markov Chain 
Monte Carlo sampling (NN/MCMC) are used to focus these samplings so as to extract 
useful data concerning model behavior. Both techniques are in essence routines to find 
approximate solutions to the Bayesian inference problem discussed above. Starting 
with a prior distribution of possible parameter sets, the goal is to use the above 
methods and available data concerning the observed state of the modeled system to 
create an informative (and ideally narrower) posterior distribution of parameter sets. 
Selecting parameters from the posterior distribution should allow the model to make 
improved predictions about the system it describes. Of the commonly used Bayesian 
methods for combining observational data and prior insight in a modeling context, 
the EnKF and NN /MCMC methods are the most direct ly applicable to the problem 
of model calibration (Wikle and Berliner 2007). 
The EnKF over many iterations tracks the development of members of an en-
semble of models. It actively adjusts the attributes and outputs of the individual 
ensemble members to provide a closer fit to observational data. This incorporation of 
observations in order to refine model predictions is known as data assimilation, and is 
the common application of the EnKF (Kalnay 2003; Evensen 2007). The EnKF for-
mulation also lends itself to the weighting of parameter sets given model performance 
compared to observations (Evensen 2005). This technique has had some success in en-
10 
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gineering applications (Moradkhani et al. 2005) and initial attempts have been made 
to apply it to larger scale models (Annan et al. 2005). Data assimilation does not 
occur in NN/MCMC calibration methods. Neural networks use the results from an 
ensemble of model runs to form a complex statistical emulation that predicts model 
output given a new parametrization. This emulator is then used as part of a MCMC 
sampling routine to select parameter sets that are more likely to produce output that 
closely match observational data. The potential of using emulators of some form to 
decrease computational expense has been discussed (Annan and Hargreaves 2007) 
and have been utilized in model calibration (Tarasov and Peltier 2005) in the form of 
Bayesian neural networks. 
While both methods provide approximate solutions to the same problem, there 
are some important differences in their respective approaches. The EnKF routine 
assumes that all uncertainties are expressible as Gaussian distributions, whereas the 
approach utilizing neural networks can handle any explicit uncertainty distribution. 
Therefore, it is rare that the resulting posterior distributions can be compared directly. 
Also, unlike neural networks, the EnKF routine is also a method for combining ob-
servational data and model forecasts into an improved prediction. The NN /MCMC 
approach calibrates model parameters but does not otherwise directly modify model 
predictions. The results of the direct manipulation of the model predictions in the 
EnKF should not be misinterpreted as result of the calibration routine. 
For some simple test problems it is possible to attempt to tune models to a set 
"standard" model run with preset initial conditions and parameter values. This 
"standard" provides the "observational" data and the final assessment of success. 
Such experiments have been performed with various simple models, such as the Lorenz 
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equations (Annan and Hargreaves 2004), bimodal stochastic systems (Kim et al. 
2003), highly simplified atmospheric-slab ocean model system (Jackson et al. 2004) , 
and a low resolution coupled atmosphere-ocean model (Annan et al. 2005). This 
form of assessment provides some insight into the methods being investigated, but 
does not mimic a realistic scenario. In any realistic situation there would be no 
access to the "true" state of the system, and at times only limited understanding of 
the extent to which measurements differ from the real system being observed. Also 
when comparing a model to reality it makes no sense to think of there being "true" 
parameter values given the dynamical simplifications these parameters represent. 
The methods presented in the next chapter were applied to a basic Energy Bal-
ance Model (EBM). The simplicity and relative transparency of the model will assist 
discussion. A parameter set that is appropriate for investigation will be described as 
well as a set of reanalysis data to be used as the observational information. This will 
serve as a demonstration of the setup and analysis of the calibration methods. 
Insights gained about the effective use of the two calibrations procedures from 
experiments with the EBM will then be applied to a Global Circulation Model (GCM) 
forced with historical observations of atmospheric C02 from the past fifty years. This 
model will be calibrated against observed seasonal climatologies for the 50 to 40 years 
BP (before present) interval and for the last 10 years. The results of the calibration 
procedures will then be compared against the climatological record. 
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Chapter 2 
Calibration Methodologies 
2.1 The Ensemble K alman Filter 
2 .1.1 Overview 
The Kalman filter is a method that discretely samples from an approximation of 
t he posterior PDF by assuming that errors in the models and observations can be 
expressed as Gaussian noise. Kalman filtering constructs a new (analysed) state by 
altering the result of a model's forecast of that state with respect to the difference 
between observational data and what observations would be expected if the forecast 
state were a true description of the reality being observed. This difference between 
forecast and observed state is called the innovation. When correcting the ensemble to-
wards the observational measurements, the weight given to how much the innovation 
affects the difference between the forecast and analysed state is computed from infor-
mation about uncertainties in the forecast model and observational measurements. 
This weighting scheme is referred to as the Kalman gain. 
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As outlined in Figure 2.1, the algorithm begins with a state estimate and a co-
variance matrix that expresses its estimated uncertainties. These elements are either 
prescribed as initial conditions (t = 0) or are a result of previous iterations of the 
process ( t- 1) . The estimate is then used by the model to predict the next state. The 
innovation is calculated from the externally acquired observational data and the fore-
cast. Often the observational data is not of the same system aspect being estimated 
by the model and a transition operation must be employed, i.e. one must calculate 
what observations are predicted by the model. Even if there are direct observations of 
the elements forecast by the model, often the observations will differ in quantity and 
spatial distribution and a transition operation will still need to be employed. The 
Kalman gain matrix is computed from the uncertainty estimates and is then used 
to compute the updated state estimate with a corresponding uncertainty estimate. 
These results provide the starting point for the next iteration of the algorithm ( t + 1). 
Each iteration could represent a time step as the process being modeled and observed 
progresses in time, or alternatively, iterations could be applied repeatedly on a steady 
state model in order to improve the estimate. The derivation of the Kalman filter 
algorithm is described in detail in the appendix. Key points of this derivation are as 
follows: 
• That the Kalman gain matrix is "optimal" in that it minimizes the analysis 
error covariance. This minimization is equivalent to minimizing a cost function 
in the Bayesian formulation if for that problem the error terms are assumed to 
be derived from Normal distributions (Evensen 2007). 
• The use of error covariance statistics avoids the problem found in spatial in-
14 
pred icted state 
innovat ion 
Kalman gain 
updated estimate CoVar 
t +1 
Figure 2.1: Conceptual flow chart of the basic Kalman filter. 
terpolation data assimilation where similar (bunched) data points can weight 
the analysis, i.e. there is a function to express the significance of the data as 
opposed to its density (Kalnay 2003). 
• There is an assumption that model and observation errors are unbiased, which 
for many practical applications may not be entirely realistic. 
2.1.2 Extension of algorithm to an ensemble method 
At its simplest, the process outlined in the section above (and described in more 
detail in the appendix) is designed as a linear process and therefore not applicable 
to nonlinear systems. One approach to cope with this problem is the construction 
of an Extended Kalman Filter (EKF), where the forecast and observation models 
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are created through local linearization. While these new equations can no longer be 
shown to optimize the result, this can be addressed on a practical level by adjusting 
the assumed noise statistics to compensate for vagueness in the model construction 
(Gershenfeld 1999) . Still, for highly nonlinear systems the effectiveness of the EKF 
is limited (Evensen 2007). A more effective method involves creating an ensemble 
of runs (using nonlinear forecast and observation models) and using the comparison 
of these results to derive the statistics that propagate the filter routine, which is 
performed on each individual ensemble member. This is the Ensemble Kalman Filter 
(EnKF). The details of the extension of the Kalman Filter algorithm to an ensemble 
method, as well as the implementation scheme used in this project are given in the 
appendix. The key points of this extension and its implementation are as follows: 
• The equations are essentially the same as before but error values are statistically 
generated from the ensemble. Thus, in practice, all the needed error terms 
become available and need not be set externally. 
• As N --7 oo, where N is the number of ensemble members, this formulation 
approaches that of the standard filter. The assumption that the mean of the 
ensemble forecast approaches the true system state as N --7 oo is harder to 
defend. 
• As the EnKF is an analytical method for extracting information from the pos-
terior PDF of the joint state-observation problem, each ensemble member rep-
resents a single sample drawn from this PDF. It is important to remember that 
these PDFs can be much more complex in nature than is apparent from the 
sampling algorithm. (Anderson 2001). 
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2.1.3 Joint Parameter and State Estimation Problem 
The EnKF can be used for model parameter estimation through a trivial extension 
of the filter. The model state is augmented to contain the parameters of interest 
and they are treated as a part of the state space with no corresponding observations. 
This invokes no conceptual jump, as in most applications there will be many state 
space members that do not correspond directly to observational data. However, as 
the correspondence between the observed data and the model parametrization is 
often rather indirect and nonlinear the ability of the innovation and Kalman Gain 
estimates to efficiently direct the parameters towards more accurate values can be 
limited. Also, preventing the ensemble from converging at local minima can require 
nontrivial manipulations of the process (Annan et al. 2005). The procedure used in 
the following experiments is outlined in Figure 2.2. A prior distribution defines what 
parameter sets are used when generating an ensemble of model runs. The outputs 
of these runs are used along with observational data in the EnKF algorithm, which 
results in a new distribution of parameter sets. These sets are then used to create a 
new ensemble, and ideally the procedure continues until the updated distribution of 
parameter sets becomes invariant, i.e. the filter no longer adjusts the parameter values 
of the individual ensemble members. In practice, with computationally expensive 
models the number of iterations is limited by available computational resources. 
2.1.4 Method Extensions and Variations 
The above methodology has many variations designed to improve efficiency and 
accuracy. The most direct extensions following from the above method are de-
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Figure 2.2: Conceptual Flow Chart of Calibration using the EnKF. 
scribed in (Evensen 2004) and their implementation is currently available on-line 
at http:/ /enkf.nersc.no/. These extensions are designed for improving the computa-
t ional performance for applications where the dimensions of the forecast and obser-
vational state are very large. Other extensions involve methods for approximating 
the ensemble statistics in order to decrease computational time (Bishop et al. 2000; 
van der Merwe et al. 2000) or approaches which restrict the influence of observational 
data on the forecast elements (Anderson 2001). These extensions are of interest to 
data assimilation applications rather than calibration. Thus, in the following experi-
ments only the method outlined in the appendix is used. 
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Input - Hidden - Output 
Units Layers Units 
Figure 2.3: Conceptual Flow Chart of a Neural Network with three inputs, one hidden 
layer of size four, and two outputs. 
2.2 Markov Chain Monte Carlo Sampling Using 
Neural Networks 
2.2.1 Multilayer Perceptron Neural Networks 
As calibration using MCMC methods would require the serial execution of a pro-
hibitive number of model runs, statistical emqlations are used as economical substi-
tutes for the models themselves. The relationship between the parameter set utilized 
and the model output can be very complex and in general for numerical earth sys-
tern models there is no simpler deterministic description of this relationship than the 
model itself. Therefore, for a computationally expensive model some form of statisti-
cal regression between parametrization and output is required. Here neural networks 
are used as non-linear regressors of some aspect of model output against model pa-
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rameterizations. Neural networks can often perform to a sufficiently high degree of 
accuracy as to be useful in identifying new parameter sets that create good matches 
between model output and observational information. Different statistical emulation 
approaches have been used to capture the behavior of computationally demanding 
models. These include the description of atmospheric models by outer-product emu-
lators (Oakley and O'Hangan 2002) and avalanche models by Bayes linear inference 
(Rougier 2008). In this work, multilayer perceptron neural networks are used. This 
decision is motivated by the assertion that these emulators are general and flexible 
enough that the training of such neural networks can be to a large extent automated, 
with a general network structure utilized to capture various model outputs (Neal 
2004). 
Multilayer perceptron networks are tools for the statistical emulation of complex 
systems. A network of functions described by prescribed weights and biases is used 
to map given input to an expected output. To avoid confusion with the earth system 
model parameters addressed in this work, these weights and biases will be referred to 
as Neural Network Parameters (NNPs). As the functions in the network are derived 
from statistical relations between previously observed data rather than through a 
system of descriptive equations these networks are more computationally efficient 
than a numerical model and can be implemented with much weaker understanding 
of the underlying system dynamics. These networks are more flexible than many 
statistical regression methods that are based on linear correlations as they contain so 
called hidden layers, composed of nonlinear functions. Furthermore, for the Bayesian 
neural networks employed herein, the NNPs are not single valued. Instead, they 
are defined by probability distributions numerically derived by training the network 
20 
against "observed" input-output maps (ie the training dataset). The resulting neural 
network is considered a nonparametric model, as it does not assume any type of 
statistical distribution when fitting to data. However, this does not mean that the 
network lacks defining parameters. Rather, the NNPs are far more numerous and 
less conceptually meaningful then those found in so labeled parametric models (Neal 
1996). Figure 2.3 depicts the architecture of a simple multilayer perceptron network. 
The functions h( ·) and f ( ·) compute the weighted sum of the values input to them, 
which is then adjusted by a bias. In the hidden units, h(·), a nonlinear operation is 
applied to this weighted sum as discussed above. In Figure 2.3 this process is used 
to compute two distinct output values. 
Figure 2.3 displays a single example of a neural network. The architecture of 
individual networks can vary a great deal. While the number of inputs and outputs 
are determined by the problem being addressed, the number of hidden layers and 
their sizes are at the discretion of the user. The form of connections between layers is 
also adjustable. Figure 2.3 shows a simple system where the input information feeds 
only to the first hidden layer, which is then the only source of information for the 
final calculations. Direct connections between input and output can be invoked as 
well as networks where certain hidden layers are reserved for certain input elements. 
Also, as the NNPs of each network element are a result of Bayesian inference, prior 
distributions and further parameters (referred to as hyper-NNPs) must be assigned 
to determine how the network elements are affected by the training routine. These 
factors must all be adjusted either manually or automatically in order to accommodate 
the problem being investigated with the network. 
The link between network architecture and the workings of the system or model 
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that is being emulated is often vague at best (Neal 1996). In this context, Bayesian 
multilayer perceptron networks have a key advantage in that they minimize the risk 
of "over-fitting" (explained below), no matter how large the network (Neal 1996). 
Given this feature and given that Bayesian networks can function well with vague 
or meaningless network priors, computational capacity often has a larger impact on 
network design than prior beliefs about a system. Often, network architecture is 
(re)arranged so as to improve the fit between the network and a set of test data. 
A common concern with statistical methods is over-fitting; the situation where the 
emulator creates too close a fit to the members of a given data set (and thereby to the 
noise in the data set) rather than the trends it displays, and so hampers its predictive 
ability. Bayesian networks are resistant to over-fitting, with the further practical 
advantage that all the available data can be used as training data. This is critical 
for the context herein where the generation of training data is computationally the 
limiting factor. The usual non-Bayesian approach is to split the constraint data into 
training and test data and stop training when fits to the test data set start to degrade. 
The fact that network construction can often be rather ad hoc is part of what makes 
the method flexible and approachable but makes it difficult to argue that the utilized 
network is optimal for the problem at hand. 
2.2.2 Solution Space Sampling Routine for Neural Networks 
The Bayesian learning routine used to determine NNPs and their associated hyper-
NNPs results in a posterior distribution that is far too complex to be calculated 
explicitly. Rather, a description of the space is obtained by searching it using MCMC 
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methods. These methods sample the desired distribution at many distinct points and 
then use the statistics generated by this sampling to approximate the nature of the 
equation that could not be solved for directly. At their most basic, these methods are 
"random walks" through the space being examined; however, for a complex problem 
these will not produce a usable result within any feasible amount of computational 
time. The more involved methods used here attempt to direct the search to cover 
more of the sample space and/ or be more focused on its informative areas in a lesser 
number of iterations. Following is a brief overview of the approach employed here 
for training the neural networks. This use of MCMC sampling in training the neural 
networks should not be confused with the MCMC sampling that is used to evaluate the 
posterior distribution for model parameters in the calibration routine. The MCMC 
procedure currently under discussion is only used to produce the neural networks 
that will be used in the model parameter space sampling discussed in the following 
sections. 
First the hyper-NNPs are investigated by Gibbs sampling. This algorithm samples 
a given multivariate distribution by using this distribution as a conditional distribu-
tion for each variable in turn while the other variables remain fixed. For situations 
where this algorithm can be implemented it is very desirable as the search method 
parameters are determined by the sampled distribution and so it does not introduce 
any further parametrization schemes into the system (Neal 1996). 
Gibbs sampling can not be used to directly sample the NNPs as the resulting 
conditional distributions are too complex to provide useful estimates (Neal 1996). 
Instead, after each new set of hyper-NNPs becomes available, a Hybrid Monte Carlo 
algorithm is employed. In this method a parameter set is considered to be the po-
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sition vector of an allegorical particle, which has an associated "potential energy" 
computed from the likelihood of the set given the training data and the prior dis-
tribution, as well as a stochastic momentum vector (Neal 1996). Each "position" 
reached by a "particle" is considered to be a sample and is then used along with a 
new momentum vector to calculate the next position. Local minima are avoided by 
arranging the equations of "particle motion" so that the total "energy" of the system 
is conserved; therefore, as the "potential energy" decreases near an area of better fit 
to the training data, the "momentum" increases to widen the search area. However in 
the approximate discrete form, which requires finite time steps, the total energy does 
not stay completely constant (Neal1996). This is accommodated for by including a 
Metropolis algorithm to constrain the search. If for each iteration the total "energy" 
of the particle is unchanged then this next step is accepted. If not, the probability 
of the new step being accepted is proportional to the difference that exists between 
the new energy value and the old. If the step is rejected then the previous sample is 
recorded as the value for the current iteration as well. 
The use of finite step sizes in computing the Hybrid Monte Carlo algorithm intro-
duces two new elements to the system which must be externally determined. These 
are step size and the number of steps to be taken between each sampling. A more 
detailed discussion of both of the MCMC methods described above can be found in 
(Neal 1993). 
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Figure 2.4: Conceptual flow chart of calibration using NN /MCMC routine. 
2.2.3 NN /MCMC Calibration Routine 
Figure 2.4 illustrates the methodological flow-chart for parameter calibration using 
the above described neural networks. 
1. A prior distribution is defined for use in selecting possible sets of model param-
eters. 
2. This prior distribution is used to create an initial ensemble of model runs. 
3. Data from this initial ensemble is used to train neural networks to predict the 
resulting model output for an input parameter set. 
4. MCMC methods are used to sample from the posterior distribution, which is 
calculated using a given likelihood function, the prior distribution, and ob-
servat ions. Neural networks are used to simulate model response to different 
parameter sets. 
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5. Once the Markov chains converge, i.e. remain in one general area of the search 
space, this portion of the search is sampled from in order to generate the pos-
terior distribution for parameter selection. This information is used to create a 
new prior distribution and the process is iterated until the required (or compu-
tational feasible) degree of convergence of the posterior distribution is attained. 
The original prior distribution is typically either chosen to be uniform over the 
possible range of parameter values, or else is described based on external knowledge 
of the system. The exact formulation of the likelihood function varies with respect to 
the amount of information available. If the observational data consists only of single 
measurements with predetermined noise levels, then the likelihood function may just 
be Gaussian. If more detailed statistics on the observational data are available, the 
likelihood function can be more complex. 
In the following experiments the search routines employed for step (4) above 
are derived from a method known as slice sampling. The method samples an n-
dimensional distribution by selecting an n dimensional slice from underneath the 
surface of its density function and then sampling uniformly from this slice. Because 
the shape of the density function will determine the size of slice sampled from (i.e. 
smaller slices will result from the more sharply peaked regions of the function) given 
enough iterations the density of the collected samples should converge to the density 
prescribed by the density function. Slice sampling posseses a similar advantage to 
Gibbs sampling in that the routine for sampling each element member is determined 
almost entirely by the other elements of the distribution and so requires minimal 
external tuning. Slice sampling, unlike Gibbs sampling, does require setting some ex-
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ternal parameters that control the sampling of the slice, as the reason that sampling is 
being employed is that the shape of the slice is not explicitly known. However, unlike 
Gibbs sampling there is no need to prescribe conditional distributions between the 
elements of the distribution, allowing it to be applied to more general applications, 
such as the above described calibration routine. A thorough discussion on the theory 
and possible variations of slice sampling can be found in (Neal 2000). 
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Chapter 3 
Experiments with Budyko Energy 
Balance Model 
3.1 Outline of Model 
The one dimensional Budyko Energy Balance Model approximates mean annual lat-
itudinal temperatures by balancing incoming and outgoing radiation values for the 
planet. It does this by considering the earth to be a black body and by approximating 
albedo and energy transport on the earth's surface. The numerical model used for the 
following experiments is available on-line at http:/ jwww.phys.uu.nl/ nvdelden/EBM.html 
and further details about the model can be found in (van Delden 2008). 
The earth is assumed to be in energy balance; i.e. , the amount of energy entering 
the system as solar radiation, Q, must equal that being emitted by the system as long 
wave radiation, I . The model assumes equilibrium energy balance for each latitudinal 
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grid band, </>, with albedo a(</>) and latitudinal energy transport A(</>) as: 
Q(</>)(1- a(¢))= I(¢>)+ A(¢>) 
To express I as a function of temperature in degrees Celsius, T , one can use the 
Stefan-Holtzman law and the binomial theorem to write 
I= o-(273.15 + T)4 ~ o-(273.15)4 + 4cr(273.15)3T = I 0 + bT. 
This would suggest that I0 = 320.64W/m2 and b = 4.69Wjm2C but empirical tests 
have suggested that the approximation is better served by I0 = 205W/m2 and b = 
2.23W/m2C (van Delden 2008). As I is the outgoing long wave radiation at the top 
of the atmosphere, and since it is most informative for T to represent temperature at 
sea level, the equation is further adjusted as 
I = I 0 + b(T - hr) 
where h is height above sea level and r is the temperature lapse rate. 
To express A as a function of temperature the Budyko parametrization 
111 A= {3(T- Tp), Tp = "2 Tdx, x- sin¢ 
-1 
redistributes heat based on the difference between the temperature of a given location 
and that of the mean sea-level temperature, Tp. This is parametrized by a relaxation 
coefficient, {3 . 
The albedo a is also given T dependence. At or below a set threshold temperature, 
T0 , it is assumed that the surface grid cell is ice covered and therefore assigned a high 
albedo a0 . For temperature T1 and above, the grid cell </> is considered ice free and 
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assigned a low albedo, a 1 . For temperatures between T0 and T1 the albedo is adjusted 
proportionally. This is implemented as follows: 
a= a 0 
a= ao + ~--~0 (a1- ao) 
a= a 1 
if T ~To 
if T1 2:: T To 
if T 2:: T1. 
Based on the above discussion, the tunable parameters for the model include 
the terms 10 , b, a0 , a 1, To, Tb and (3. The term 'tunable' denotes these values as 
being approximations of unresolved systems, as discussed in the first chapter, rather 
than physical properties, and thus it is appropriate to calibrate them against observed 
conditions. Figure 3.1 shows the model output for the listed initial parametrization, as 
seen in Table 3.1, compared against the mean of zonally averaged temperatures from 
the past sixty-one years. The plotted observational data is taken from (Kalnay et al. 
1996), and the model output is interpolated to match the locations of the observational 
data points. The uncertainties for the observational data set are approximated by 
combining the mean for each location of the inter-annual anomalies over the time 
span and the average difference between these and temperature anomalies obtained 
from a separate reanalysis project (Reynolds et al. 2002). 
The general shape of the curves are similar, suggesting that the model is effective 
in describing some of the nature of latitudinal energy transport over the planet's 
surface. However the temperature values of the model are warm-biased relative to 
the observational climatology. Furthermore, in contrast to observations, the model 
computes the earth's temperature to be symmetric across the equator. This is an issue 
of model design that cannot be addressed through calibration. How the calibration 
methodologies cope with this "can't win" situation adds an interesting dimension to 
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Table 3.1: Initial EBM Parametrization 
Io 205.0 
b 2.23 
ao 0.62 
To 263.0 
T1 273.0 
(3 3.8 
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Figure 3.1: Model results (black dots) compared to observational data (green dots, 
dashed lines represent observational uncertainties). 
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the experiment. 
3.2 Calibration using the EnKF 
Table 3.2: EnKF Settings for EBM calibration 
Number of iterations 30 
Number of ensemble members 800 
Size of forecast space 
Size of observation space 
161 + 7 
73 
Table 3.3: Prior distributions for EBM calibration 
Io U(104.0, 304) 
b U(0.03, 4.43) 
ao U(0.45 , 0.85) 
al U(0.05 , 0.45) 
To U(248, 278) 
T1 U(263, 283) 
f3 U(l.8, 5.8) 
The settings for the EnKF routine used for the calibration of the EBM are given 
in Table 3.2. Further explanations of their function within the routine are given in the 
appendix. An ensemble of eight hundred members was needed to thoroughly explore 
the wide ranges allowed for the prior distribution, displayed in Table 3.3. This means 
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t hat in the course of the calibration routine the model was run 24800 times. This 
is not realistic for more computationally demanding applications, but possible here 
due to the short model run time. The forecast space consists of 161 data points 
defining the state space and is augmented to include the seven parameters. The 
model is calibrated against the seventy three points available from the observational 
data described above. The observation perturbation for each data point for each 
iteration is taken from the measurement uncertainty statistics also presented above. 
The routine is iterated thirty times, using the previous state as the initial state for 
the next iteration. This produces, counting the initial ensemble, thirty one separate 
manifestations of the forecast state. 
The state space produced by the final iteration of the EnKF routine is shown in 
Figure 3.2. Aside from the polar region, the calibrated model produces a close fit to 
observations. The ensemble has converged (i.e. all ensemble members produce very 
similar outputs) to the point that the standard deviations are indistinguishable at 
the scale presented. This extensive convergence is also noticeable in Figures 3.3 and 
3.4. By iteration ten the parameter values of all the ensemble members have become 
very similar; however, it is not until iteration twenty-five that the mean values of the 
ensemble become static. Figures 3.5 and 3.6 display the prior distributions from Table 
3.3 compared with the final posterior distributions produced by the EnKF routine. 
As the EnKF assumes that all uncertainties are Gaussian the posteriors are presented 
as such. 
As Figure 3.2 is the result of a combination of this evolution of parameter values 
and active data assimilation, it does not isolate the improvement gained by the gen-
eration of new parameter sets. To properly asses the improvement a new ensemble, 
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Figure 3.2: State space results from final iteration of the EnKF routine, ensemble 
mean (black line) compared to observational data (green dots). 
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Figure 3.4: The evolution of ensemble parameters,while iterating the EnKF routine, 
displayed as ensemble mean (black line) and standard deviation (black dash). 
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Figure 3.7: The mean (black line) and standard deviation (black dash) produced 
by creating a model ensemble by selecting parameter values from the EnKF created 
posterior distributions, compared to observational data (green dots). 
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also of size eight hundred, was produced by selecting parameter values from Gaussian 
posterior distributions prescribed by the final iteration of the EnKF routine. The 
results can be viewed in Figure 3. 7. While the mean result is similar to that pro-
duced by the EnKF data assimilation, this figure gives a much clearer view of where 
vagueness in the parametrization translates into forecast uncertainty. 
3.3 Calibration using NN /MCMC 
Table 3.4: Architecture of neural network used for the EBM calibration routine 
Input layer size 7 
Hidden layer 0 
Output layer 
size 96 
size 7 
Training ensemble size 10000 
In order to obtain training data on the model response to different parameter sets, 
an ensemble was generated using a collection of parameter sets created by a Latin 
Hypercube sampling of the space defined by the prior distribution. The architecture of 
the network used is given in Table 3.4. The network inputs were the seven parameter 
values used to generate each ensemble member. A network with a single hidden layer 
containing many units performed best in testing and so was selected to act as the 
emulator for the calibration routine. The choice of ninety-seven hidden units created a 
network with a total of 1344 weights to evaluate. This maintained the general practice 
of keeping the total number of weights below the quantity of available training data. 
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Training a network to emulate model predictions for all seventy-three data points 
involved very lengthy computation times when compared to the time requirements 
for the EnKF routine. Furthermore, given the high correlation between adjacent 
grid bands, it makes no sense to calibrate against the whole temperature field. The 
network emulator was therefore trained to only seven of these data points to produce 
a more even comparison of method performance under equal resource capacity. The 
grid bands selected were the locations 90°8, 60°8, 30°8, 0°, 30°N, 60 °N, and 90 °N. 
The trained network was incorporated into the likelihood function used to evaluate 
model performance for a given parametrization. For this experiment the likelihood 
was defined to be equal to N(y Jf(B), (J), where f(B) is the neural network prediction 
for model output given a parameter set (}, and (J is defined to be the set of prescribed 
uncertainties in the data. The sigma values for the given data points are therefore 
the same observational uncertainties used for the EnKF routine described above. The 
likelihood function generates the posterior distribution for model fit to observations 
given the same uniform prior described in Table 3.3. The posterior distribution is 
explored through slice sampling, as discussed in Chapter 2. Here the initial step 
size for each parameter is given as one third of the range of the prior distribution 
range. Because Markov Chain Monte Carlo methods are susceptible to trapping in 
local minima, various sampling chains were run from different random initial points. 
When the behavior of these chains stabilized, the stable portion of the chains was 
sampled at an interval of every second element. These initial chains had stabilized 
by around fifty iterations. The statistics generated from these samples were used 
to generate the quantiles used to define prior distributions for the next round of 
sampling. 
41 
IO b beta 
300 
4.5 
4 
= 
5.5 
280 
• -
260 I 3.5 i T 5 240 8 3 4.5 * 220 I 8 I 2.5 4 
.L 200 2 I f--3.5 .... 
180 i 1.5 I 160 .L .L 3 
1 '--
D 
I 
140 2.5 f--
120 0.5 I I 2 I 
100 
.L 0 .L .L .L .L 
0 1 2 0 1 2 0 1 2 
iteration iteration iteration 
TempO Temp1 albedoO albedo1 
• 
-
' I 
T - 8 0.45 ~ 282 I 0.8 I 
275 I I 
' 
I 280 I 0.4 I 0.75 
278 i :f 0.35 270 • i T 0.7 + 276 I I 0.3 265 I 0.65 274 $ 1- I 0.25 
272 i I 0.6 260 I 0.2 270 ! I 0.55 268 0.15 255 I 0.5 
266 I + 
I T 0.1 I I 
250 I 264 I g 0.45 I I I I I 
l l I:;; l l 0.05 l l l 
0 1 2 0 1 2 0 1 2 0 1 2 
iteration iteration iteration iteration 
42 
Figure 3.8: Distributions of parameter sets for the EBM produced from the prior, 
then two sequential executions of MCMC posterior sampling. 
The acquired samples were then used to retrain the network for the second round 
of sampling. As this ensemble was smaller than the first, having 2500 members, the 
network size was reduced as well. The same architecture was maintained, except with 
a smaller hidden layer of seventy two units. 
The initial slice sampling step sizes for each parameter were adjusted to be the 
standard deviation of their previous posteriors. The Markov chains produced by this 
arrangement required about two hundred iterations to stabilize and in many cases 
produced only a modest reduction of distribution length, if at all. The progression of 
the selection distributions from the prior to the final posterior is shown in Figure 3.8. 
In order to assess the results of this calibration routine, an ensemble was generated 
from the final posterior distribution in the same fashion as with the EnKF. The results 
are displayed in Figure 3.9. 
3.4 Discussion 
It is tempting to look Figures 3.7 and 3.9 and conclude quickly on the results of 
the experiment. The EnKF seems to have performed very well, with a close fit to 
the observations for the equatorial and middle latitudes, and an increase in prediction 
uncertainty near the poles, i.e. the regions the model was previously known to describe 
poorly. The NN /MCMC result certainly appears more "awkward" and indicates a 
much higher level of uncertainty in the generated forecasts. The resulting posterior 
distributions from the EnKF routine represent a clear and dramatic focusing of the 
prior space. Results for the NN/MCMC produced posteriors appear mixed. 
There are many considerations that must be addressed, however, before drawing 
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conclusions from the results presented. Most striking are some of the resulting pos-
terior distributions produced by the EnKF. A result indicating within a very small 
uncertainty range a greater than 90% albedo for snow is not physically accurate. The 
temperature thresholds for snow covered or non-snow covered surfaces are also far 
too low. All three of these parameter distributions fall beyond the range of their 
prior. This does not occur in the neural network calibration routines, as there the 
prior is mathematically combined with the likelihood function. This results in any 
value falling outside the prior receiving a null probability. For the EnKF the prior 
is simply used to generate the initial ensemble. Furthermore, the filter assumes the 
distribution of the initial ensemble members to be Gaussian in its subsequent calcu-
lations. Methods of rejecting the EnKF outputs outside the bounds prescribed by 
the prior are possible. Often however, these will only stall the routine unless the 
filter is employed with an ensemble size or observation permutation that is larger 
than is typically realistic. An artifact of this situation is the sharp temperature gra-
dient around 55° North and South, observable in the NN/MCMC solution, Figure 
3.9. The in both the EnKF and NN/MCMC calibrations extreme values for albedo 
were favoured (suggesting that the prior range was na1ly set). In the EnKF solution 
this is compensated for by setting the temperatures at which land is considered ice 
covered unrealistically low (i.e. the parameters TempO and Templ). This was not an 
option in the NN /MCMC solution due to restrictions set by the prior distribution for 
these parameters, although note that the posterior distribution favoured low values 
for these parameters, resulting in the observed physically unrealistic gradient in the 
resulting EBM output. 
Also suspicious is how the EnKF calibration results in a model that favours the 
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data from the southern polar regions over the northern. As the model is symmetrical 
about the equator, it must be matched to one criterion or the other, either option 
creating the same degree of mismatch to the overall data. The bias of the calibrat ion 
towards the southern data points indicates that the EnKF ensemble converged around 
a local minimum. The NN /MCMC result also provides a poor fit about the poles. 
However, the degree of misfit in north and south is more balanced and therefore more 
representative of the model's bimodal fit to the data. The misfit is also a partial result 
of the reduced number of observations provided to the NN /MCMC. Representing each 
polar region by a single point was clearly inadequate for the task of creating a complete 
view of model performance. What makes the choice of output subspace justifiable 
is the prior knowledge that the model can not resolve the difference between polar 
temperatures. 
The forecast uncertainties produced by the EnKF are also very narrow. On av-
erage, the standard deviation of the ensemble state space is 0.02 ° C. This is much 
smaller than the natural variability of zonal temperatures, and also provides a much 
narrower error bar than would seem appropriate for as simplified a model as the 
one utilized. In contrast, by the same standards, the standard deviat ions of the 
NN/MCMC ensemble seem excessively wide. However, it can be seen that from 60 °8 
to 60 °N the ensemble mean is within one standard deviation of the observed state; 
this cannot be said for the EnKF forecast. The wider ensemble spread produced 
by the NN/MCMC routine reflects the (on average) wider posteriors generated by 
this method. These more complex distributions better reflect the general formula-
tion of the mathematical model, and its bimodal fit to real world observations. As 
the EnKF is limited to assuming Gaussian distributions it is forced to create the 
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best fitting distribution of this form, rather than mirror the actual posterior. How-
ever, a contributing factor to the wide spread of the first standard deviation for the 
NN /MCMC result for the tropics and equatorial regions is likely an artifact of the 
ensemble containing members that have been biased by their parameter sets to warm 
or cold extremes so as to fit one or the other of the polar regions. This misrepresenta-
tion of the region that is poorly resolved by the model does not, at least qualitatively, 
appear in the EnKF solution. 
This initial experiment with the EBM has given an interesting characterization 
to both methodologies. For a computationally undemanding model that produces a 
large number of outputs, the EnKF provides an efficient method to create good fits to 
the calibration data. However it appears that many of the EnKF results must be con-
sidered within the context of the method, rather than as definitive results about the 
model. The NN/MCMC sampling method shows a potential to be more informative, 
even for simpler models. The added computational investment of training the model 
emulator is rewarded by the ability to further investigate the posterior space. How-
ever, resource limitations can require the creation of an emulator of limited accuracy 
or else one trained to a subsection of the model output. In these circumstances care 
must be taken to ensure that the network provides a sufficiently robust emulation 
of the model behavior to justify a detailed investigation into the model responses it 
simulates. 
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Chapter 4 
Experiments with Planet Simulator 
4.1 Overview of Experiment 
The Planet Simulator is an intermediate complexity General Circulation Model (GCM) 
developed by the Meteorological Institute of the University of Hamburg. This model 
is based on the primitive equations (i.e. the basic conservation laws) and incorpo-
rates a slab ocean model with sea ice (Lunkeit et al. 2007). For the purposes of 
this study, it is run at low T21 L5 resolution. The model is forced with observed 
annual atmospheric C02 concentrations from the years 1958- 2008 (Tans 2009). The 
Planet Simulator is run for the full cycle of fifty model years with this forcing, plus 
a ten year initial spin up cycle, the results of which are discarded. Run times varied 
between platforms and model setup, requiring on average forty eight hours for each 
sixty year cycle. The model is calibrated against seasonal surface temperatures cli-
matologies for the period of 1958 - 1968 and the period of 1999 - 2008. Figure 4.1 
displays the calculated difference in surface temperature between the two periods. 
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This data is taken from the same source as in Chapter 3 and the uncertainties used 
in the calibration routines are calculated in the same manner. It is clear that the 
largest change between the two climatologies are in the polar regions. However, these 
regions are given low weighting in the model calibration as observations are limited 
for these regions, making the reanalysis results more suspect than is perhaps captured 
by the uncertainty calculations. Also it is believed that the Planet Simulator does 
not accurately describe the southern pole due to the simplicity of its ocean transport 
model. 
The Planet Simulator incorporates many parametrized sub-processes with tunable 
constants. For the initial experiments presented here, five parameters were chosen 
for use in the calibration procedures. An effort was made to select parameters rep-
resentative of a variety of physical processes. This is consistent with the view that 
calibration is not being used here to refine a particular area of model physics, but 
rather as an attempt to view unresolved processes as interdependent elements of a 
non-linear dynamic system. Sensitivity tests were used to select calibration parame-
ters and set their respective prior ranges (i.e. for a uniform prior distribution). These 
parameters and ranges are listed in Table 4.1 and are referred to throughout this 
work by the labels given in the Planet Simulator code and documentation (Lunkeit 
et al. 2007) to facilitate independent investigation. The parameter acllwr is a coef-
ficient representing liquid mass absorption in clouds, in t he context of an equation 
approximating the Long Wave Radiation (LWR) flux permitted by different levels of 
cloud cover. The parameter vdi f f k is used in the calculation of the ocean vert ical 
diffusion coefficient for the three layer slab ocean model. In the parametrization of 
atmospheric horizontal diffusion the damping t ime scale is linked to a time scale for 
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right) between 2008-1999 and 1959- 1968. 
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divergence tdissd. The calculation of cloud transmissivity for visible and ultraviolet 
Short Wave Radiation (SWR) accounts for back scatter through the product of the 
solar zenith angle and a constant tswrl. Atmospheric turbulent exchange is approxi-
mated as vertical diffusion relating to wind, temperature, and specific humidity. The 
equations for calculating exchange coefficients for momentum and heat include the 
parameter vdif flam which adjusts the mixing length terms in these equations. A 
technical overview of the role of the particular constants investigated in the model 
equations can be found in (Lunkeit et al. 2007). 
Table 4.1: Investigated Parameters and their Priors 
acllwr U(0.05, 0.2) 
vdif fk U(lelo-5) , lelo-3) 
tdissd U(0.05, 0.8) 
tswrl U(0.02, 0.08) 
vdifflam U(80, 320) 
Figures 4.2 - 4.5 display results of model sensitivity tests for what became the 
selected parameters excluding the ocean diffusivity term. These maps show the dif-
ference between the mean annual surface temperature of a three year model run and 
the results of the same model run with the parameter value set to the upper and 
lower extremes of its prior distribution. For the sensitivity tests only one parameter 
was varied at a time. The temperature differences in figures 4.2- 4.5 were considered 
large enough to make the parameters viable candidates for the calibration experi-
ments. Ocean diffusivity was excluded from sensitivity testing as it was accepted into 
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Figure 4.2: Sensitivity testing of parameter "acllwr". 
the set of parameters on the basis of it being the only acceptable ocean related model 
parameter. Initial tests did not reveal discernible patterns of regional variance for 
this parameter. It was assigned the wide prior necessary for it to capture a degree of 
mean temperature field variation near to that of the other parameters. 
Even at course resolution performing either calibration method utilizing every 
data point produced by the model is not feasible nor sensible. Instead calibration 
data was constructed by taking average seasonal surface temperature for regions of 
approximately lOOOkm x lOOOkm, centered on the geographic centers of the North 
Atlantic, South Atlantic, Indian Ocean, North Pacific, South Pacific, North Amer-
ica, South America, Europe, and Siberia. Models were calibrated against the mean 
seasonal temperature climatologies at each region for the first and last ten years of 
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Figure 4.3: Sensitivity testing of parameter "tdissd" . 
the fifty year model run, therefore requiring a calibration data set of seventy two ele-
ments. A 40 year climatology separation is a short interval for a transient calibration, 
but arguably still better than the traditional target of a single climate state. 
4.2 Calibration using the EnKF 
Table 4.2: EnKF Settings for Planet Simulator calibration 
Number of Iterations 1 
Number of Ensemble Members 200 
Size of Forecast Space 
Size of Observation Space 
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Figure 4.4: Sensitivity testing of parameter "tswrl". 
The settings for the EnKF routine used for the calibration of the Planet Simulator 
are given in Table 4.2. An ensemble of two hundred members is the order of magni-
tude upper limit of the number of model runs that could be performed for a current 
generation GCM with the resources typical of a modern modelling center. Early ex-
periments with ensembles of quarter or halve this size did not produce viable results. 
These resulted in a "collapse" of the ensemble to a single manifestation. Because of 
these concerns as well as computational demands of the model the iteration of the 
routine was not automated. Rather after each iteration the result was analysed to 
determine the desirability of performing a further iteration. 
Figure 4.6 displays the distribution of the original parameter sets selected from 
the prior along with the distribution of parameter sets created by iteration of the 
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Figure 4.5: Sensitivity testing of parameter "vdif fzamm". 
EnKF analysis routine. It is immediately visible that the distribution of the "acllwr" 
parameter within the sampled parameter sets has all but collapsed to a null value. 
Over a quarter of the sets have placed the "vdiffk"to null as well. As null or negative 
parameter values are nonsensical for this application the analysis routine is artificially 
instructed to reject such values, resulting in a very limited number of usable parameter 
sets. 
That the observed collapse is to a lesser extent than to those of smaller ensembles, 
is suggestive that the increasing of ensemble size is improving performance. Com-
parison of the analysed state vector to that of the calibration data shows a larger 
mismatch than that displayed by the original state vector. A situation where the en-
semble statistics create a weighting scheme that heavily favours the model predictions 
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Figure 4.6: Distributions of individual parameter values from the prior and first 
iteration of the EnKF analysis routine. 
over the influence of the observations suggests that the initial ensemble variance was 
too small. However, considering the model's computational demands and the per-
formance of the EnKF in a previous experiment documented in Chapter 3, a further 
increase of ensemble size could not be justified. No further experimentation has been 
performed with the EnKF for this application. 
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4.3 Calibration using NN /MCMC 
4.3.1 Calibration Routine 
As in the experiment outlined in Chapter 3, the first step in this calibration routine 
is to create an ensemble of model runs with parameter sets selected from the prior 
through Latin Hypercube sampling. This ensemble provides the initial training data 
for the neural networks. An ensemble of two hundred members was used for this 
experiment, which is notably smaller than the ensemble used in Chapter 3. 
Table 4.3: Architecture of Neural Networks used for the Planet Simulator calibration 
routine 
Network label A B c 
Input layer size 5 
Hidden layer 0 size 13 size 19 size 17 
Hidden layer 1 size 6 - size 4 
Output layer size 8 
Training ensemble size 200 
Number utilized 2 3 4 
The experiment with the Planet Simulator GCM creates a far more complex rela-
tionship between model parameters and model output than was the case of the EBM 
of Chapter 3. Here multiple networks were needed to successfully approximate model 
response. Nine networks were used, one for each calibration data location. Initially 
three networks were trained to each location, their architectures are labeled A,B, and 
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C and Table 4.3. For each location the network architecture that resulted in the best 
emulation of the training data was selected to represent the location in the calibra-
tion procedure. As previously discussed the resistance of the Bayesian networks to 
over fitting makes this an acceptable if not ideal selection criteria. Future work will 
examine in detail the predictive value of various geometries. All the networks have 
as their inputs the five parameters discussed above. As each network is trained to 
express all the data of a specific region each produces an eight member output vector, 
i.e. the two target model temperature values for each of the four seasons. Figure 4. 7 
depicts the degree of fit obtained by the poorest performing network, which modeled 
the Siberian region, while Figure 4.8 depicts the degree of fit obtained by the best 
performing network, which modeled the South Pacific region. The mean correlat ion 
value between the produced networks and their training data was 0.998. Networks 
with hidden layers up to three times larger than those displayed in Table 4.3 were 
tested, but these only increased computation time without improving fit. 
The trained neural networks were incorporated into the same MCMC sampling 
routine outlined in Chapter 3. In keeping with the outlined NN /MCMC calibration 
procedure, the results of this sampling were used to create a new model ensemble. 
As the posterior distribution obtained from the first iteration of calibration routine 
had narrowed from the prior it was judged appropriate to limit this ensemble to one 
hundred members. Data from this ensemble was then used to provide an independent 
test set for the neural networks from the first iteration. Figure 4.9 depicts the degree 
of fit obtained by the poorest performing network, which modeled the South Atlantic 
region, while Figure 4.10 depicts the degree of fit obtained by the best performing 
network, which modeled the North American region. It is immediately obvious that 
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the neural network simulating model output for the Siberian region for the winter 
and summer seasons. 
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the emulation skill of these networks is weak. The mean correlation value between 
the produced networks and test data from this sub-region of the original sample 
space data was 0.6267. For the second iteration, the original network training data 
is augmented with the data from the new ensemble, and the networks are retrained. 
A second sampling iteration is performed with the retrained networks utilized in the 
MCMC routine. The prior distribution for the sampling routine is also altered to be 
the distribution produced by the previous iteration. The evolution of the posterior 
distributions (shown with respect to the individual parameters, rather than the actual 
5-dimensional space) from the prior through the two MCMC iterations is displayed 
in Figure 4.11. 
4.3.2 Results Produced by the Calibration Routine 
Figure 4.12 displays the benefit of creating neural networks to allow much broader 
sampling of model response. Here the minus log-likelihood of each ensemble member 
given the calibration data has been computed for both the initial ensemble and the 
ensembles produced by each iterations of the MCMC sampling. The log-likelihood 
for the output produced by the default model parametrization is also included. These 
values are calculated with the same likelihood function used in the calculation of the 
Bayesian posterior during the MCMC sampling. Values are given for each ensemble 
member, of which the initial ensemble had two hundred, while the ensembles produced 
from the results of the MCMC routines were limited to sizes of one hundred and of 
seventy four. These are ordered from best to worst ranked, smaller values being the 
more desirable result. The large improvement in the fit of the selected model runs to 
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neural network simulating model output for the South Atlantic region for the winter 
and summer seasons. 
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Figure 4.11: Distributions of individual parameter values from the prior and two 
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the calibration data, between the initial ensemble and the first iteration is striking. 
The second iteration offered no apparent further improvement in the likelihood. 
Model match to the calibration data is not necessarily indicative of match to the 
observation field. Figure 4.13 displays the difference between the observed initial and 
final winter temperatures and those from a weighted mean of the top twenty ensembles 
from the final iteration. As the final posteriors did not show evidence of containing 
multiple modes, a weighted mean was judged an adequate representation of the result. 
Polar regions are excluded from the assessment as they are poorly captured by the 
model, and were not accounted for in the calibration procedure. The winter season 
only is displayed here. The analysis showed no significant differences in results across 
seasons, and so the winter season was chosen to be representative of the general 
results. The overall mismatch is well beyond the ensemble standard deviation which 
is also provided in the figure. Figure 4.14 again displays the temperature difference 
between observation and ensemble, in this case comparing the ensemble result to 
that from the model run at its default parameter settings. The nature of the model 
fits to observation are distinct, but it is difficult to discern, given the magnitude of 
variability, if the ensemble mean represents an improved fit to the observed climate 
state. Root Mean Square Error (RMSE) statistics are shown in Table 4.4. By this 
metric the calibration appears to have produced a subtle improvement in the models 
ability to replicate the present climate state. 
Figure 4.15 shows the difference between observed seasonal temperature change, 
i.e. initial climate state minus final climate state, and that from the calibrated ensem-
ble. The climate change signal over the time span observed is small, at magnitudes 
of under one degree, and the regions where the degree of mismatch between forecast 
65 
15000 r;::::::==::::::;::::::;;::::::;:::::J==;;:::::::====:;-r--------.------, 
--default configuration 
""Cj 
0 
0 
;§ 
~ 
;..:::l 
b.o 
0 
....... 
rn ;::s 
~ 
'§ 
10000 
5000 
--original ensemble 
- - - first iteration 
· - · - second iteration 
- - ·- --~ -=- ~ - - -
.,-- -
o~----~-----~-----~-----~ 
0 50 100 
ensemble members 
150 200 
Figure 4.12: Plot of log-likelihood values calculated from model output and observa-
tions for members of the original model ensemble, that of the ensembles produced by 
two iterations of the NN/MCMC routine, and the original default parameter settings. 
Table 4.4: Comparison of global (without poles) RMSE between the observed state 
and the weighted ensemble and default model winter fields 
initial state final state 
observation- weighted ensemble mean 3.599 3.615 
observation - default model 3.787 3.819 
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and observation is not of a larger magnitude than this signal are limited. The best 
observation forecast fits occur over the oceans, which at the time scale used would 
demonstrate the smallest amount of variability, and so are of the least interest. That 
the climate change signal is obscured by the imprecision with which the model de-
scribes observed reality serves as a caution against using this calibrated model as a 
forecast tool for the time scale employed. 
4.4 Discussion 
For the Planet simulator, it has been shown that the NN/MCMC approach produced 
a notable improvement over the default settings in fit to the data used for calibration, 
and a lesser degree of improvement to the overall observed state. However, further 
calculations showed that the model ensemble was unable to replicate the observa-
tions within the given uncertainties of the ensemble and observations (observational 
uncertainty has not been displayed). To what extent this is due to the calibration 
methodology versus the limited dynamical response of the model to the chosen en-
semble parameters is at this stage unclear. A model that is unable to cover the 
observed dynamical phase space with even the unknown optimal model parameter 
set will always have its ensemble standard deviations at least partially disjoint from 
the observed data. The construction of a complete error model for the calibrated 
ensemble that fully takes into account limitations in model fit will be explored in 
future work. 
The calibrated model ensemble was unable to replicate the climate anomaly that 
occurs in the time scale considered. This is not surprising given the low signal strength 
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Figure 4.13: Difference between observed and weighted ensemble mean winter surface 
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face temperatures for 1959-1968 (top left) and 1999-2008 (top right) and difference 
between observed and standard model mean winter surface temperatures for 1959-
1968 (bottom left) and 1999-2008 (bottom right) . 
69 
WI! ..... • 
... 
... 10'11 . .. 
0.4 
(f' .. D.l 
-
-u 
... 
-a.• 
- D.I 
-
.... 
-o.a 
-I 
-
-
-4 
-? 
.. 
·-
.. 100'1 ,..,. 
-
, ..... 
-
~prln1 
'Winter 
& 
-
t 
o.e 
..., 
1).1 
1M 
0" ... 
.... 
..... 
_, 
-
.. 
_, 
... lOPE 1_,.. 
Summer -
.. 
"'""" ·-
...... 
Autumn 
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of the anomaly, the simplicity and low resolution of the model, and limited set of 
calibration parameters. This lack of replication suggests that such models may offer 
no predictive value for such relatively short term transient climate forecasting. 
Another significant factor is the degree to which the calibration data is represen-
tative of the observed state. In order to reduce the computational complexity of the 
calibration for this exploratory analysis, the model was calibrated to a much reduced 
representation of the observed system. Given the significant impact that the calibra-
tion achieved with respect to the constraint data shown by Figure 4.12, it conceivable 
that the selection of constraint data could have a large influence on the outcome of 
the routine. Another possible limiting factor in the NN /MCMC procedure is the abil-
ity of the networks to emulate the model being calibrated. Emulation performance 
can be improved by providing more training data, or by increasing the complexity of 
the networks. Increasing the complexity of the calibration metric above also puts in-
creased computational demands on the network training, and may require additional 
training sets as well in order to realize the potential benefits of the more involved 
network. 
It is also interesting to note that similar trends are present for both the EnKF 
and NN /MCMC concerning the evolution of the posterior distributions of parameter 
sets over the iterations, as depicted in Figures 4.6 and 4.11. This is not surprising 
considering the similarity in the likelihood criteria of both methods. The difference is 
in the usefulness of the results. The NN /MCMC produced a selection of parameter 
sets that could feasibly be used to construct a model ensemble. The EnKF however, 
produced a selection of parameter sets that were too distant from the prior to be 
realistically utilized. This can be considered a result of the size of the calibration set 
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and of the ensemble size. The updated parameter sets generated by the EnKF are 
produced by a nudging scheme informed by covariance statistics from the model en-
semble. These statistics can identify trends that result in improved fits. For complex 
problems large amounts of observational data or ensemble members are required to 
refine these statistics to the point where the nudging will occur within an appropriate 
scale. The other issue is, as in Chapter 3, that the EnKF is not constrained by the 
prior in the same way as in the MCMC sampling. In the later the prior is a part of the 
calculation that determines the selection of every element sampled. In the statistics 
that propagate the EnKF algorithm the prior just provides the distribution of the 
initial ensemble. In the EnKF algorithm all distributions are assumed to be Gaussian 
so the uniform prior that informed the creation of the initial ensemble is perceived 
by the algorithm as being a normal distribution with a wide variance. To correct 
this issue prior ensembles of the EnKF must be constructed with this in mind. This 
creates a difficult issue to resolve as there are limited applications where the initial 
understanding of a system is precise enough to justify the use of a Gaussian prior. 
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Chapter 5 
Conclusion 
5.1 Summary and Future Work 
In the experiments discussed in this work the NN /MCMC routines have outperformed 
the EnKF routines in several aspects. However, the experiments have highlighted 
issues in implementation of both methods that must be addressed in the future if 
they are to be used effectively for model calibration and uncertainty estimation. 
The poor performance of the EnKF is not entirely surprising. This method was 
originally developed as a data assimilation tool for updating the initial conditions for 
forecasts of time evolving chaotic systems. It is the ability of the EnKF to calculate 
error statistics, and to use them to suggest new states rather than simply weighting 
current ones, that makes it of interest to the calibrat ion problem. Limits on ensemble 
size, iterations performed, and calibration data can affect the ability of the algorithm 
to perform these functions optimally, as was observed in Chapter 4. That the limi-
tations imposed in Chapter 4 are realistic for many earth system model calibration 
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scenarios suggest that the EnKF may not be a functional tool for these applications. 
The other concern regarding the EnKF is the Gaussian formulation. The algorithm 
requires the assumption of the existence of a best (yet noisy) fit to reality. As seen 
in Chapter 3, this causes the method to be prone to becoming trapped in local min-
imums, and to give inaccurate error estimates. For complex non-linear models with 
the potential for multiple modes of fit this method is inappropriate. 
The NN /MCMC routines did meet some important benchmarks. In Chapter 3 
the calibration result was responsive to the bimodal solution to the EBM calibration 
problem. In Chapter 4, The NN/MCMC method was able to identify (with respect to 
calibration data) higher likelihood parameter sets beyond those in the initial ensemble. 
Also, a weighted ensemble produced through the NN /MCMC calibration improved 
GCM fit to present day conditions. Like the EnKF the NN / MCMC routine is an 
ensemble method and so allows for the calculation of forecast uncertainties. 
The degree of misfit between the ensemble mean and the observed state (taking 
into account the observational uncertainty) was calculated to be well beyond one 
standard deviation of the calculated forecast uncertainty in the case of Chapter 4. 
One unaccounted for source of uncertainty is the degree to which the calibration data 
misrepresents the full observed state. Uncertainty statistics that account for the error 
of interpolation and not just the error of observation would result in a wider ensemble. 
Also, in the future, more sophisticated methods of analyzing the ensemble data must 
be used to give a more complete view of ensemble forecast uncertainty. It will also be 
desirable to improve the ability to qualify model uncertainty statistics, i.e. to discern 
if the calculated forecast uncertainty is representative of system behavior and phase 
space, or a gauge of model precision. Also, in Chapter 4 the ensemble mean did not 
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capture the more subtle signals present in the data. This may have resulted from 
inherent model limitations, but may also be linked to the accuracy with which the 
neural networks were able to determine model response. The NN/MCMC approach 
will always be limited by the degree to which the neural networks are able to emulate 
the model behavior. The optimization of the emulation accuracy and the detection of 
situations where the emulators produce inaccurate and thus misleading results are key 
implementation issues. An important component of future work on this method will 
be to develop general procedures for this implementation. It may also be productive 
to attempt identifying possible alternative emulation schemes, such as Rougier (2008). 
This exploratory study was confined to a low spatial resolution calibration of the 
Planet Simulator GCM. Calibration of GCMs/Earth systems models for current re-
search and climate "forecasting" contexts using the NN /MCMC approach will require 
higher spatial resolution, improved emulation, and a likelihood model capable of ac-
counting for correlations within the constraint data. Higher spatial resolution could 
be obtained by expanding the network to accommodate input vectors consisting of 
spatial coordinates as well as model parameters. Network output would represent the 
model state at this location. This approach is in keeping with the work of Tarasov 
and Peltier (2005). A network capable of performing such an emulation at a resolu-
tion close to that of the model (i.e. that was trained to make predictions for most of 
the grid points described in the model output space) would likely have to be much 
more complex than those described in the experiments above to attain a similar level 
of accuracy. Also, the data sets employed in training would be much larger if such 
a network were trained with data from a similar number of runs as used in these 
experiments. These factors equate to a large increase in network training time. In 
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initial experiments with this approach training time went from being in the order 
of hours (as in the experiments of Chapters 3 and 4) to days. However this is still 
a small increase in computational demands compared to that occurred by increas-
ing the quantity of GCM runs. With a single network responsible for generating a 
wider variety of outputs, assessing the skill of the emulator is a more complex task. 
Discerning the range of emulator misfit to data, and identifying regions where the 
emulator skill is relatively high or low will be important tasks in deciding how to use 
the networks for the purpose of calibration. Increasing the spatial resolution of the 
calibration routine would require the use of a more sophisticated likelihood function, 
i.e. one that is capable of taking into account the high spatial correlations that would 
be present in the utilized fields. In general, assessing the effect of alternate likelihood 
functions and ways to select relevant functions that take full advantage of the infor-
mation available in the observational data, will be important avenues of future work 
with the NN/MCMC method. 
In the exploratory experiments presented here, the definition of priors was done 
in a very general fashion. Further investigation is needed to discern the sensitivity 
of calibration methods to the prescribed priors. For example, if verified, the possible 
need for a Gaussian prior when using the EnKF would be a significant limiting factor 
towards its application. It is desirable to be sure that what prior knowledge is available 
can be used accurately by the calibration routine employed. Also, the more vague it 
is possible for the prior to be, the more widely applicable the method. 
The selection of parameters to be calibrated was conducted in an ad hoc fashion in 
the work presented here. Calibration will not accurately reflect model uncertainties 
and will have limited effect on model performance if parameters relevant to the output 
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used for calibration are not used in the procedure. As the parametrization of earth 
systems models can be quite extensive, and sensitivity testing can be computationally 
demanding, more sophisticated ways of determining appropriate parameter sets for 
calibration will need to be addressed in the future (such as Automatic Relevance 
Detection, Neal 1996). 
To conclude, the NN/MCMC approach shows promise as a calibration routine for 
computationally demanding earth systems models. It will be important to develop a 
further understanding of how the individual components of the method influence its 
performance, so as both to refine the method and to better assess it applicability. 
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Appendix 
Derivation of the The Kalman Filter 
The following is an overview of the derivation of the basic Kalman Filter, as presented 
in (Evensen 2007). 
Table A.l: Terms for basic Kalman Filter derivation. 
'1/J system state 
'1/Jt true system state 
'lj;f forecast state 
'1/Ja analysis state 
pf forecast error 
c measurement error 
C~'l/i error covariance of state estimate 
C~'l/i error covariance of process noise 
d observations 
H observation transition matrix 
d - H 'lj;f innovation 
C€€ error covariance of observation noise 
H C~'I/!HT + C€€ error covariance of innovation 
K optimal Kalman gain matrix 
Assume the existence of a true state: '1/Jt . Estimate a forecast of '1/J as the true 
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state plus the error of forecast and a measurement of '1/J as the true state plus the 
measurement error: 
'1/J' = '1/Jt + P' 
d = '1/Jt + E 
Assuming: pf = 0, t = 0, tpf = 0, (pf)2 = C~vn (t)2 = C€€ 
Want an analysis '1/Ja s.t. 
Let: pa = 0, (pa) 2 = C~,p = 0, i.e. pa is unbiased. 
This gives that: 
'1/Jt + pa = ai('I/Jt +pi)+ a2('!/Jt + t) 
Looking at the expectation of the above (where all error terms equal their mean) 
gives: 
Which gives: 
i.e. the analysis equals the forecast plus the weighted difference between the mea-
surement and the forecast . 
And it follows that: 
So it follows from above assumptions that: 
(pa)2 = C~,p = pf + a 2 (c _ pf))2 
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Expanding to: 
Solving for the minimum variance gives: 
So it follows that: 
And that: 
a _ 1 ( C~1/J ) c1/J1fl- c1/J1/J 1- 1 c€€ + c1/J1/J 
Setting the equations in a discrete form with the same statistical hypotheses and 
including a measurement matrix H such that: d = H 'lj;t + E, produces the same 
minimization problem with the resulting equations commonly written: 
where: 
Details of the Ensemble Kalman Filter 
Use of the Kalman Filter routine with ensembles 
Following is an overview of the extension of the basic Kalman Filter algorithm to an 
ensemble method as presented in (Evensen 2007). 
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Here consider the ensemble averages and say: 
( c~11J' = ( '1/Jf _ '1/Jt) ( '1/Jf _ '1/Jt)T 
( 0~1/;)a = ( '1/Ja _ '1/Jt) ( '1/Ja _ '1/Jt)T 
But as '1/Jt is unknown assume that '1/Jt = '1/Jf giving: 
(C#)' = ('1/Jf - '1/Jf)('I/Jf- 'ljJf)T 
(C#t = ('1/Ja _ '1/Ja)('I/Ja _ '1/Ja)T 
Define an ensemble of observations di = d + Ej, € = 0, c:E = EET. Where Ej is a 
vector of observation noise for each l , ... ,j ensemble member. 
Then the equations from above read as: 
With the ensemble mean given by: 
So write K e as: 
And ( C~11Ja can be reduced to: 
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Practical Formulation/Implementation of EnKF 
This section outlines the formulation of the EnKF used in the experiments presented 
in this work, as outlined by (Evensen 2003). The final portion of the formulat ion 
is designed to allow the involved matrix calculations to be performed in the most 
computationally efficient way possible. 
Standard Analysis Equation 
(A.l) 
where: 
A E lRnx N is the matrix of ensemble members '1/Ji E lRn such that 
Pe E JRnxn is the ensemble covariance matrix: 
P. = A'(A')T with A'= A- A 
e N-1 ' 
DE JRmxN is the matrix of perturbed observations: 
Re E lRmxm is the observation perturbation covariance matrix: 
_ T'(T)T . Re - N-1 , where. 
Y E JRmxN is the matrix of perturbations: 
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H translates A into the observable variables it forecasts 
can rewrite Standard Analysis Equation 
A a = A+ A' ArT HT (H A' ArT Ht + YYTtl D' 
where: D' = D- HA 
to solve the above equation 
requires the computation of: 
or 
choose measurement perturbations such that: 
H A'YT = 0, i.e. forecast and measurement errors are uncorrelated 
then can write: HA'ArTHt + yyr = (HA'Y)(HA'Yf 
compute SVD: HA'Y = UEVT 
so have: 
where: 
EET = the N nonzero eigenvalues of A 
singular vectors in U = the first N eigenvectors of Z 
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(A.2) 
(A.3) 
(A.4) 
so have 
(A.5) 
let: 
x1 A-luT 
x2 X 1D' 
x3 - ux2 
x4 (HA'fX3 
~ 
A a A+ A'X4 
- (A- A)X4 
- A(I -1N)X4 
let 1NX4 = 0 
~ 
A a 
- A(I- X4) 
let: 
Xs - l+X4 
~ 
A a 
- AXs 
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