Least Square/Singular Value Decomposition Algorithm by 曹新容 et al.
 —278—
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【Abstract】Aiming at the problem of predistortion for memory nonlinear amplifier in predistortion technology, this paper analyzes the structure of
digital predistortion and recognization algorithm of common predistortion, improves classical Least Square/Singular Value Decomposition (LS/SVD)
algorithm. Improved LS/SVD algorithm can obtain better performance by less resource. Simulation results show the proposed algorithm can realize
fast and effective linearization of memory nonlinear amplifier, and improve its performance. 
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2  数字预失真技术 
2.1  数字预失真模型 
通常采用的模型包括 Wiener 模型、Hammerstein 模型和
非线性抽头延时多项式模型[1]。Wiener 模型是记忆非线性的
一种常用模型，形式简单、有明确的物理意义，模拟宽带应








( )y G x= ，构造预失真器性能 ( )y F x= ，使得 1F G−= 。 
这样两者级联，使 ( ( ))G F x x= ，实现放大器的预失真。 






获得满意的预失真性能，放大器求逆模型如图 1 所示。 
 
图 1  放大器求逆模型 
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当算法收敛时，采用最小二乘(Least Square, LS)法直接
解得系数： 
0,0 1,0 0,1 1, 1ˆ [ , , , , , ]K K Qa a a a− − −=a  
其中，K 为多项式阶数；Q 为记忆深度；系数 a 的因子个数
为 K ×Q 。当 K 和 Q 较大时，此算法的运算量较大，硬件资
源的占用量也很大。特别在前向通路中，所有数据经过系数 a
的运算，增大系统运算量，降低系统效率。 
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图 2  Hammerstein 模型 
Hammerstein 模型相当于一个无记忆非线性 (NonLi- 
nearity, NL) 模块和一个线性时不变模块 (Linear Time- 
invariant, LTI)的级联，分别求得 NL 和 LTI 的系数。 
令 b 和 c 分别作为 NL 和 LTI 的系数： 
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文献[2]采用最小二乘/奇异值分解(Least Square/ Singular 
Value Decomposition, LS/SVD)法求解这 2 组系数。 
定义 kq k q=a b c  
采用 LS 算法，得多项式模型系数 a ： 
0,0 1,0 0,1 1, 1ˆ [ , , , , , ]K K Qa a a a− − −=a  
改为矩阵： 
0,0 0,1 0, 1
1,0 1,1 1, 1 T
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矩阵 a 的秩为 1，采用 SVD 分别求系数 b 和 c ： 
0,0 1,0 1,0 0[ , , , ]Ka a a −= =A bc  
T T
0,0 0,1 0, 1 0[ , , , ]a a a −= =QB b c  
假设 0 1=c ，由此可得： 





, 0 0,0=b a ，满足假设 0 1=c 。 
这样系数因子由原有的 K ×Q 个减少为 K +Q 个，在系统
前向通路的预失真器中，降低运算量，提升系统效率。 
2.4  LS/SVD 算法的实现与改进 
在 LS 算法中，硬件实现的一个难点是矩阵求逆。一般
在硬件上是采用 QR 分解，即 
U z=a ，令U = QR , R 为上三角矩阵，而 Q 满足 T 1=Q Q 。
由此可得： 
1 T, 'z z z z−= = = = QRa Ra Q Q 。 
在确定 z'和 R 后，可得系数 a 。 
整个过程称为 QRD_RLS ，在硬件利用 CORDIC 
(Coordinate Rotation Digital Computer)方便实现。但由于本文
LS 算法中用到的系数因子个数较多，有 K ×Q 个，因此需要
的 CORDIC 单元也很多，将占用大量的硬件资源。此时，要
减少需要求解系数的个数，从而减少资源占用。 
观察 LS/SVD 算法，通过 LS 算法，得 K ×Q 阶的系数矩
阵 a ： 
0,0 0,1 0, 1
1,0 1,1 1, 1
1,0 1,1 1, 1
, , ,
, , ,
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在进行系数分解时，对系数矩阵 a 的第 1 行和第 1 列数
据进行运算处理。在建立矩阵求系数时，若只对该行该列数
据建立矩阵求解，则会节省很大资源，求放大器逆时所需的
系数个数将由 K ×Q 个减至 K +Q 个。 
这样在算法收敛时可得： 
z U= a  
以此得系数： 
0,0 1,0 0,1 0,2 0, 1[ , , , , , , ]Ka a a a a− −= Qa  
此时，系数 a 有 1K + −Q 个因子，改为矩阵形式时，只
有矩阵的第 1 行和第 1 列有数据，其他空余部分以 0 表    
示，得： 
0,0 0,1 0, 1

















         
         
                 
        
 
针对矩阵的第 1 列和第 1 行，用 LS/SVD 方法分解，得
系数： 
0,0 1,0 1,0[ , , , ]Ka a a −=b  
0,0 0,1 0, 1
0,0
1 [ , , , ]a a a −= Qc a
 
3  仿真实验结果 
在相同条件下，针对同样的 PA 模型，输入 3 载波
WCDMA 宽带信号，验证比较改进的 LS/SVD 算法和经典
LS/SVD 算法的性能比较，如表 1 所示。采用误差矢量幅度
(Error Vector Magnitude, EVM)表征带内失真情况，邻信道功
率比(Adjacent Channel Interference Ratio, ACPR)表征相邻信



























其中，s(f)为功率谱密度； 1 2[ , ]f f 为传输信道频带； 3 4[ , ]f f 为
相邻信道频带。 











EVM/(%) 0.00 1.15 1.05 21.15 
左邻信道 ACPR/dB -54.25 -51.48 -51.21 -39.66 
右邻信道 ACPR/dB -54.22 -50.70 -51.68 -43.26 




































图 3  2 种算法的 ACPR 性能比较 




Set OutputRoot.Properties.MessageSet='OdMsgSet'; //设置消息集 
Set OutputRoot.Properties.MessageTyp='DeliveryForm'; //设置输
//出消息类型 




Set OutputRoot.MRM.OrderDate=InputRoot.MRM.OrderDate; Set 
OutputRoot.MRM.Price=InputRoot.MRM.Quantity×10; //根据输入   
//消息字段计算输出消息字段值 
(3)根据流程，连接节点，完成整个消息流的设计。 





( / ) ( / 1)MQ r ct t D v t D v= × + × −                      (1)
其中，tMQ 为信息交互层总传输时间；tr 为每个记录传输时间；
































图 5  节点个数与企业服务总线响应时间的关系 
消息大小 /KB





















图 6  消息大小与企业服务总线响应时间的关系 
在设计消息流时，高频率的消息路径要尽量短，这样消
息在消息流中响应时间也越短。从整体上，整合后的系统消
息响应时间较短，体现了基于 ESB 的整合系统的实时性。 
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