Consider the following communication scenario. A Gauss-Markov source is observed by K isolated observers via independent AWGN channels, who causally compress their observations to transmit to the decoder via noiseless rateconstrained links. At each time instant, the decoder receives K new codewords from the observers, combines them with the past received codewords, and produces a minimum meansquare error running estimate of the source. This is a causal version of the Gaussian CEO problem. We determine the minimum asymptotically achievable sum rate required to achieve a given mean-square error, which is stated as an optimization problem over K parameters. We give an explicit expression for the symmetrical case, and compute the limit of the sum rate as K → ∞, which turns out to be finite and nontrivial. Furthermore, using a suboptimal waterfilling allocation among the K parameters, we explicitly bound the loss due to a lack of cooperation among the observers; that bound is attained with equality in the symmetrical case.
I. INTRODUCTION
We set up the causal Gaussian CEO (chief executive or estimation officer) problem as follows. The Gauss-Markov source
is observed by K noisy observers; the k-th observer sees
where
are independent Gaussian vectors of length n; V i ∼ N (0, σ 2 V I); W k i ∼ N (0, σ 2 W k I); X 1 is Gaussian and independent of
The observers communicate to the decoder (the CEO, chief executive or estimation officer) via their separate rate-constrained channels. The goal of the decoder at time i is to causally chooseX i based on the information received up to that point so that the long-term average mean-square error (MSE)
is minimized; t is the time horizon. There is a feedback from the decoder to each of the observers. See Fig. 1 . We call the causal Gaussian CEO problem symmetrical if σ 2 W1 = . . . = σ 2 WK . In the classical (noncausal) setting, the CEO problem was first introduced by Berger et al. [1] in the context of K noisy observations of a discrete source. The quadratic Gaussian CEO problem was studied by Viswanathan
The author is with California Institute of Technology (e-mail: vkostina@caltech.edu ). This work was supported in part by the National Science Foundation (NSF) under grants CCF-1751356 and CCF-1817241. . . and Berger [2] , who proved an achievability bound on the rate-distortion dimension for the symmetric case, by Oohama [3] , who derived the sum-rate rate-distortion region for that special case, by Prabharan et al. [4] , who determined the full Gaussian CEO rate region, by Chen et al. [5] , who proved that the minimum sum rate is achieved via waterfilling, by Behroozi and Soleymani [6] and by Chen and Berger [7] , who showed rate-optimal successive coding schemes. Wagner et al. [8] found the rate region of the distributed Gaussian lossy compression problem by coupling it to the Gaussian CEO problem. Wang et al. [9] showed a simple converse on the sum rate of the Gaussian CEO problem. Most recently, Courtade and Weissman [10] determined the distortion region of the distributed source coding and the CEO problem under logarithmic loss.
In the case of a single noiseless observer, the Gaussian causal rate-distortion function, introduced by Gorbunov and Pinsker [11] , describes the fundamental operational limits of causal tracking. The link between the minimum attainable linear quadratic Gaussian (LQG) control cost and the causal rate-distortion function is elucidated in [12] - [14] . A semidefinite program to compute the causal ratedistortion function for vector Gauss-Markov sources is provided in [15] . The noisy causal rate-distortion function, which corresponds to K = 1 in (2), is computed in [14] . The causal rate-distortion function of the Gauss-Markov source with Gaussian side observation available at decoder (causal Wyner-Ziv) is computed in [16] . That causal Wyner-Ziv setting can be viewed a special case of our causal CEO problem (1), (2) with two observers, with the second observer enjoying an infinite rate. Stability of linear Gaussian systems with multiple isolated observers was investigated in [17] .
In this paper, we characterize the minimum asymptoti-cally achievable sum rate R 1 +. . .+R K required to achieve a given mean-square error (3) in the causal distributed tracking setting of Fig. 1 . We recover the noisy and noiseless causal rate-distortions as special cases. We study the rate loss due to a lack of cooperation between the different encoders: as long as the target distortion is not too small, the rate loss is bounded above by K −1 times the difference between the noisy and noiseless rate-distortion functions. {1, . . . , M }. Notation X ←֓ Y reads "replace X by Y ". We indicate the temporal index in the subscript and the spacial index in the superscript:
). D denotes delay by one, i.e. DX [t] = (0, X 1 , . . . , X t−1 ). For a random vector X with i.i.d. components, X denotes a random variable distributed the same as each component of X. For a random vector X, its normalized (by dimension) variance is denoted by σ 2 X ; its normalized conditional variance given a random object Y is denoted by σ X|Y . For a random process {X i } on R n , its normalized stationary variance (can be +∞) is denoted by
The normalized minimum MSE (MMSE) in the estimation of X i from Y
is denoted by
and the normalized steady-state causal MMSE by
We use the following shorthand notation for causally conditional probability kernels [19] :
II. RESULTS AND DISCUSSION

A. Minimum achievable sum rate in the causal Gaussian CEO problem
A causal CEO code is formally defined as follows.
Definition 1 (Causal CEO code). An (R, d, t) causal CEO code for a discrete-time random process on
[t]
consists of a) K encoding policies
, k = 1, . . . , K,
that satisfy the sum rate constraint
where L k i is the alphabet of L k i , and that give rise to
[t] ,DU
;
, that, together with the MMSE estimator
satisfies the average MSE constraint
One can think of L k i as the summary of the codeword that k-th encoder intends to transmit at time i, and of U k i as the decoder's reconstruction of that codeword. The decoder reconstructs U k i by jointly processing all the summaries received from all the encoders up to that time, i.e., L
[K]
[i] . That process is not error-free, and to avoid error propagation Definition 1 allows noiseless feedback from the decoder back to each of the encoders containing the decoder's estimate U k i of that encoder's intended codeword. The asymptotically achievable rate region of the causal CEO problem is defined as follows.
Definition 2 (Asymptotic sum rate -distortion function). The rate-distortion pair (R, d) is achievable if for any γ > 0, there exists an (R + γ, d + γ, t) causal CEO code for all t and n large enough. The causal sum rate -distortion function is defined as follows:
If there were no communication rate constraints, at time i, the decoder would have directly observed Y
, and it could form the minimum MSE (MMSE) estimatē
of X i based on those noisy observations. Similarly, kth encoder MMSE estimate based on the observations it has seen far is given byX
Both (14) and (15) can be computed using the Kalman filter. The steady-state causal estimation MMSEs σ 2 X Y and σ 2 X Y k can be computed by solving the corresponding Riccati recursions.
In Theorem 1, the causal sum rate -distortion function is expressed as a convex optimization problem over parameters d k = σ 2 X U k , which determine the individual rates of transmitters, to achieve a target distortion d = σ 2 X U [K] . Note that
, the causal sum ratedistortion function for the source in (1) observed through the channels in (2) is given by
where the minimum is over d k , k = 1, . . . , K, that satisfy
Proof. Section III-D.
To approach the sum rate in Theorem 1 in practice, one could find the optimal d k 's by solving the convex optimization problem (18), (19) , (20) . These parameters determine the rate of each encoder. At time i, the kth encoder quantizes the difference between E X i |U k
and (15) , and composes a summary of the quantized index using binning. The decoder performs joint decoding of U [K] i using all received summaries and computes (11) using the Kalman filter.
B. Loss due to isolated observers
It is interesting to compare the minimum sum rate in (18) to what would be achievable had the encoders acted cooperatively. Full cooperation is equivalent to having one encoder that simultaneously observes all the observation processes {Y
The corresponding code and the information-theoretic limit are formally defined as follows.
satisfies the average MSE constraint (12) .
To particularize Definition 3 to our scenario with full cooperation, consider X i in (1) (2). This is equivalent to dropping the product constraint on the combined encoding policy
in (10) in Definition 1.
Definition 4 (Causal noisy rate-distortion function). The rate-distortion pair (R, d) is achievable if for any γ > 0, there exists an (R + γ, d + γ, t) noisy causal code for all t and n large enough. The causal noisy rate-distortion function is defined as follows:
causal noisy rate-distortion problem
As a simple corollary to Theorem 1, we can record the following.
, the causal noisy rate-distortion function for the source in (1) based on the observations (2) is given by
Previously, R noisy (d) was computed in [14] in a different form using a different method; both forms are equivalent (Appendix A). If the source is observed directly, σ 2 X Y [K] = 0, and (22) reduces to noiseless causal ratedistortion function [11] (and e.g. [12] , [20, Th. 3] , [14, (64)])):
The loss due to isolated encoders is bounded as follows.
Theorem 3 (Loss by separation). In the causal Gaussian CEO problem (1), (2), for d small enough so that
the loss due to separation is bounded as
with equality if and only if σ 2 X Y k are all the same. Proof. Section III-G.
Theorem 3 parallels the corresponding result for the classical Gaussian CEO problem [18, Cor. 1], and recovers it if a = 0. It's interesting that in both cases, the rate loss is bounded above by K − 1 times the difference between the noisy and the noiseless rate-distortion functions.
C. A large number of identical observers
Denote the sum rate -distortion function of a symmetrical causal Gaussian CEO problem by R K−sym CEO (d). As a simple corollary to Theorem 3, we note that
It turns out that the limit lim K→∞ R K−sym CEO (d) is finite and nontrivial.
Theorem 4. In the symmetrical causal Gaussian CEO problem (1), (2),
Proof. Section III-H.
The second term in (29) is the penalty due to isolated encoders. Theorem 4 extends the result of Oohama [3, Cor. 1] to causal noisy compression of the Gauss-Markov source, and recovers it if a = 0.
D. The effect of memory
Considering a scenario where the encoders and the decoder do not keep any memory of past observations and codewords, we may invoke the results on the classical Gaussian CEO problem in [4] , [5] to express the minimum achievable sum rate as
where the minimum is over
Here
i.e., without memory of the past.
If a = 0, the observed process (1) becomes a stationary memoryless Gaussian process, the predictive MMSEs reduce to the variance of X i :
, and the result of Theorem 1 coincides with the classical Gaussian CEO sum rate -distortion function (30). This shows that if the source is memoryless, there is no benefit in keeping the memory of previously encoded estimates as permitted by Definition 1. Classical codes that forget the past after encoding the current block of length n perform just as well.
If |a| > 1, the benefit due to memory is infinite: indeed, since the source is unstable, σ 2 X = ∞, while σ 2 X||DU [K] < ∞. If |a| < 1, that benefit is characterized by the discrepancy between the stationary variance of the process
1−a 2 and the steady-state predictive MMSE σ X DU < σ 2 X , as well as that between σ 2 X|Y k and σ 2 X Y k .
E. The effect of observation noise
If there is no observation noise, i.e. σ 2 W k = 0, then the sum rate in Theorem 1 collapses to the causal ratedistortion function of the Gauss-Markov process (24) . There is no penalty due to isolated encoders in that case.
III. PROOFS
A. Preliminaries
We prepare some notation and tools. Given a joint distribution of random vectors X [t] and Y [t] , the directed mutual information is defined as [21] I(
Causally conditioned directed information is defined as [19] :
We also use the following notation. For random pro-
B. General converse and achievability bounds
Theorem 5. The causal sum rate -distortion function for the source in (1) observed through the channels in (2) is bounded below as,
and the infimum is over sequences of single-letter causal kernels
Xk [t] , k = 1, . . . , K, (40) t = 1, 2, . . ., giving rise to
that satisfy
Proof. The proof follows standard arguments: for any (R, d, t) code in Definition 1,
.
(45)
Minimizing the right-hand side over all causal kernels (8) that satisfy (10) and (12) (ignoring the possibility of decoding error in reconstructing U k i ) and applying standard single-letterization arguments, we obtain (38). Theorem 6. The causal sum rate -distortion function for the source in (1) observed through the channels in (2) is bounded above as,
where the infimum is over sequences of single-letter causal kernels (40) giving rise to (41) that satisfy (42).
Proof outline. This result is a generalization of Berger-
Tung inner bound to our causal setting.
. Each encoder uses typicality encoding with binning to produce a summary of the chosen codeword, in isolation. The decoder uses joint typicality decoding to jointly recover (with high probability) the codewords U
[K] 1 sent by all encoders and, using those, to produce an estimate of the source,X 1 , using Lemma 2. For t > 1, at each 1 < i ≤ t, the k-th encoder has access to side information consisting of the previous decoded outputs of kth encoder, U k [i −1] , and the decoder has access to U 
C. MMSE estimation lemmas
We record several elementary estimation lemmas.
Then, the MMSE estimate and the normalized estimation error of X given Y [K] are given by
Proof. The result is well known; for completeness, we provide a proof in Appendix B.
Remark 1. We may use Lemma 2 to derive the Kalman filter for the estimation of X i (1) given the history of observations
(2):
(51)
whereX i was defined in (14) . Equation (50) is nothing more than the Kalman filter recursion with Kalman filter gain equal to the row vector σ 2
and (51) is the corresponding Riccati recursion for the MSE.
The following result records a simple corollary to Lemma 2.
Then,
Proof. Equality (53) follows from
where (55) is a particularization of (49).
Remark 2. Dropping the assumptions of Gaussianity but keeping those of uncorrelatedness in Lemmas 2-3, relations (49) and (53) continue to hold replacing the normalized conditional variances σ 2 X|Y [K] and σ 2 X|Y with the MMSEs achieved by the optimal linear estimator.
The following result is also a corollary to Lemma 2.
Lemma 4. LetX k and W ′ k be Gaussian random variables,
Then, the MMSE estimate and the estimation error
of X given the vectorX [K] are given by
Proof. Notice that (56) withX k = E [X|Y k ] and W ′ k ∼ N (0, σ 2 X|Y k ) is just another way to write (47). Reparameterizing (48) and (49) accordingly, one recovers (57) and (58). Lemma 4 converts the "forward channels" from X to observations Y k (47) into the "backward channels" from estimatesX k to X (56). While both representations are equivalent, (56) is often easier to write down and to work with. Backward channel representations find widespread use in rate-distortion theory [24] .
D. Proof of Theorem 1: converse
The proof is inspired by the converse technique developed by Wang et al. [9] for the noncausal Gaussian CEO problem. We also use the tools developed in [16] .
Starting with the data processing converse in Theorem 5, we write 
[t] ) = 0; • (61) is by the chain rule of directed information (35); • (62) is due to (41); • in (63), we denoted 
, and W k ′ i ⊥ X k i . Note that σ 2 X DU [K] is uniquely determined by d via (16) , and σ 2 X k X,DU k is similarly uniquely determined by ρ k (see (82) and (84) below). Thus (63) reduces the minimization over causal kernels (41) to that over scalar parameters ρ 1 , . . . , ρ K . We proceed to establish a connection between d and ρ 1 , . . . , ρ K , that is, to identify the optimization region R ⊆ R K + in (63).
which implies in particular
It follows that steady-state causal MMSE in estimatingX i from X [i] and U
[K]
[i] satisfies
Observe that 
whereσ X|Y denotes the MMSE achievable in estimation of X given Y , where the estimator is constrained to be a linear function of Y . Now, we apply Lemma 3 with X ←֓
which, together with (70) and (76), means
Also, note that
We conclude that R = {ρ k , k = 1, . . . , K : (78) and (79) are satisfied} .
It remains to clarify how the form in (18) , (19) , (20) , parameterized in terms of
Plugging (82) into (78) leads to (19) .
which, together with (82), implies the equivalence of (79) and (20) . Finally, applying Lemma 3 with X ←֓
Plugging (82) and (84) into (63), we conclude the equivalence of (63) and (18) .
E. Proof of Theorem 1: achievability
With the bound in Theorem 6, it suffices to prove the existence of K causal kernels in (40) such that (42) holds and equality in (63) is achieved. Let
where Z i ∼ N 0, σ 2 Z k , satisfy both conditions for equality in [16, Th. 2] (for the first term in (63)) and [16, Th. 3] (for the K terms in the sum in (63)). This means that (85) achieves equality in (63). To check that the resulting ρ k fall within R in (80), note that (79) is satisfied trivially, while (78) is attained with equality because in the Gaussian case (85), equality holds in (74) and (76).
F. A suboptimal waterfilling solution
First, we present an upper bound to R CEO (d) obtained by waterfilling over d k 's. While optimal in the classical Gaussian CEO problem [5] , such waterfilling is only suboptimal in the causal Gaussian CEO problem. This is unsurprising as a similar dichotomy is observed between causal and noncausal Gaussian point-to-point ratedistortion functions [14, Remark 2].
and (29) follows.
APPENDIX A TWO EQUIVALENT REPRESENTATIONS OF R noisy (d)
In this appendix, we verify that (22) coincides with the lower bound on the causal noisy rate-distortion function derived in [14] . Indeed, [14, Cor. 1 and Th. 9] imply
(103)
is the variance of the innovations of the Gauss-Markov process {X i }, i.e.
). The form in (103) leads to that in (22) via (23) and
APPENDIX B PROOF OF LEMMA 2
For jointly Gaussian random vectors X, Y ,
Denote for brevity
For notational simplicity, we consider only the case n = 1: X is a scalar and Y = Y [K] is a vector, and
Using the matrix inversion lemma, we compute readily
which shows (49). To show (48), we apply the matrix inversion lemma to Σ Y Y to write:
It's easy to verify that
so
which is equivalent to (48).
