Particle filtering algorithm has been applied to various fields due to its capacity to handle nonlinear/non-Gaussian dynamic problems. One crucial issue in particle filtering is the selection of the proposal distribution that generates the particles. In this paper, we give a novel strategy for selecting proposal distribution. Firstly, divide-conquer strategy is used, in which the particles used are divided into several parts. Afterward, different parts of particles are drawn from different proposal distributions. People can flexibly adjust how many of the particles drawn from specific proposal distributions according to their idiographic requirements. We provide simulation results that show its efficiency and performance.
Introduction
As is known to all, most important real world applications are nonlinear and/or non-Gaussian. Nonlinear filtering problems exist in many fields including statistical signal processing, bio-statistics, economics, and engineering such as communications, radar tracking, sonar ranging, target tracking, car positioning, robot localization, and so on [1] . There are a variety of solutions for these problems, among which the extended Kalman filter (EKF) is well known. This kind of filters is based on linearizing technique that linearize the process model and measurement model by using Taylor series expansions. However, it is likely to diverge when the linearizing approximation methods give poor representations of the nonlinear functions.
The unscented Kalman filter (UKF) is another kind of interesting solutions, which is founded on the fact that it is easier to approximate a Gaussian distribution than it is to approximate an arbitrary nonlinear function [12] [15] . Unlike the EKF, the UKF does not use the approximated models of the nonlinear process and the observation, but approximates the distribution of the state random variable by using a set of samples. It is shown that the UKF can acquire more accurate estimation results than the EKF can, In order to solve the problems that are encountered by several existing particle filters, in this paper, we give a multi-proposal-distribution based particle filter, which is based on the EKF, UKF, and the transition prior. The particles used in the experiments are firstly divided into two parts, with one part (c percent) drawn from the EKF and UKF, another part (1-c percent) drawn from the transition prior. It gives not only higher accuracy but also lower time with proper choice of c.
The remainder of the paper is organized as follows. In Section 2, we give a brief introduction of particle filtering algorithm. The multi-proposal-distribution based particle filter (MPD-PF) is given in Section 3. Section 4 shows the simulation results. Conclusions are drawn in Section 5.
Particle Filtering
We adopt the following dynamical models: ) , ( 
where δ(.) denotes the Dirac delta function.
Many of the particle filters rely on the principle of importance sampling [17] . Because it is usually difficult to directly draw particles from the posterior density, we can generate particles from a proposal distribution density function q(), which is also known as an importance function, and the weights are assigned according to: 
Suppose we have gotten the approximation of the posterior distribution at time k-1, that is, p(x 0:k-1 |z 1:k-1 ) can be represented by the particle set 
In the following step, we aim to obtain x and augment them onto the old particle trajectory, the new trajectory can be acquired. The new particles are generated as follows:
The recursive equation for calculating weights can be obtained using Bayesian rules:
Generally, the generic particle filter uses the transition prior p(x k |x k-1 )as the importance density function [12] [16] . It has been proved that the proposal distribution
One of the drawbacks of particle filter is degeneracy problems. After several iterations, all but one particle would probably have negligible weights. In order to solve the problem, the resampling method is introduced [17] , [18] . There are several resampling methods, such as systematic resampling, residual resmapling, etc. In this paper, the residual resampling method is used for all the experiments.
The generic particle filtering algorithm can be shown as algorithm 1.
MPD-Based Particle Filter
The particles used are firstly divided into two parts -c percent and 1-c percent. The MPD-PF first uses a mixed Kalman filter, which combines the UKF and the EKF, to draw c percent the particles. Afterwards, it uses its transition prior for another part -1-c percent. Choice of c can affect the performance of the MPD-PF greatly. But one can choose it flexibly according to practical requirement. The sigma points used in this process are calculated using the equation (see [12] ),
The particles are propagated into the future through the nonlinear models (equation (1) and (2)
The predicted state and corresponding covariance can be obtained, [12] and [14] ), n a =n x +n v +n u . And, the predicted measurement can be computed using,
If a new measurement z k is obtained, update the predicted estimates as follow, ) (
where K k is the Kalman gain, calculated with
Here, we have obtained state and corresponding covariance estimates through UKF-update process. Consequently, we use the EKF to do the update process with the pre-computed state estimate
First, predict the state and covariance using the following,
The Kalman gain can be calculated,
So, the updated state and covariance estimates at time k are, )) ( (
where Q is process noise covariance and R is measurement noise covariance. F For the other 1-c percent of the particles, we can directly compute the state estimates using the state transition model (2), ) (
The MPD-PF algorithm can be shown as in Algorithm 2.
Algorithm 2: The MPD-PF algorithm
Step 1. Initialization: k=0
(1) FOR i=1…N, draw the particles
x from the prior p(x 0 ) and set: , and compute one-step-ahead estimates of the state and the covariance with the equations (18) (19) . Compute the updated state and covariance estimates with the equations (21-22). Let
//c percent particles are drawn here.
-Assign the particle a weight, i k w according to Equ.
(8). ENDFOR (2). FOR i=cN+1,…,N
-Directly compute the state estimate using Equ. (23).
-Draw
//1-c percent particles are drawn here -Assign the particle a weight. 
Step 3. k=k+1, goto Step2 or end executing.
Experimental Results
In this section, we present the experimental results of the MPD-PF algorithm and compare the performance of several existing particle filtering algorithms. The system and the measurement models used in the experiment are:
[ ] The Mean Square Errors (MSE) of each run is defined as
The program run on a computer with CPU: Celeron 2.66GHz and Memory: 1GB.
If c is set to be 0.3, Figure 1 shows the comparison of the estimates to the system state generated from a single run of different particle filters. It is shown that the estimates of the PF and the EKPF bias the true state very large at some time steps, but the UPF and the MPD-PF can improve the performance. Figure 2 shows the comparison of the Root MSE of different particle filters generated over 100 runs. It is clearly shown that the MPD-PF gives the best performance compared to other particle filters, which also can be seen in Table 1 . Table 2 gives the average time of the UPF and the MPD-PF spent after 100 independent runs. The UPF spent longer running-time -26.8 seconds, while the MPD-PF spent much shorter -17.6 seconds. So, from Table I Figure 3 shows changing trend of the MSE of different particle filters, while the value of parameter c is increasing. From this figure, we can see that MPD-PF gives the best performance whatever the value of c. As to executing time of the particle filters, Figure 4 gives the changing trend of the executing time of the particle filters, from which we can see that, when the value of parameter c is turning bigger, the time cost of MPD-PF is increasing at the same time. At the point of c=0.8, it exceeds the UPF. For users with different requirements, they can flexibly adjust the value of parameter c according to their practical needs.
Conclusion
In this paper, multi-proposal-distribution based particle filter is introduced. It first takes a divide-conquer strategy, which draws the required particles using different proposals, and can give a better performance than several particle filters. The simulation results show that it can give much higher accuracy than the other particle filters, especially that, it can save a lot of executing time. With proper choice of c, the MPD-PF can supply us a fast and efficient way in dealing with some nonlinear filtering problems in real world applications, such as signal processing problems and nonlinear situations raised in wireless communications, etc. For people with different practical requirements, they can flexibly adjust the value of parameter c in order to obtain ideal results. 
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