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Applications of the Likelihood Theory in
Finance: Modelling and Pricing
Arnold Janssen, Martin Tietje
Summary
This paper discusses the connection between mathematical finance and statistical modelling which
turns out to be more than a formal mathematical correspondence. We like to figure out how com-
mon results and notions in statistics and their meaning can be translated to the world of mathema-
tical finance and vice versa. A lot of similarities can be expressed in terms of LeCam’s theory for
statistical experiments which is the theory of the behaviour of likelihood processes.
For positive prices the arbitrage free financial assets fit into filtered experiments. It is shown that
they are given by filtered likelihood ratio processes. From the statistical point of view, martingale
measures, completeness and pricing formulas are revisited. The pricing formulas for various op-
tions are connected with the power functions of tests. For instance the Black-Scholes price of a
European option has an interpretation as Bayes risk of a Neyman Pearson test. Under contiguity
the convergence of financial experiments and option prices are obtained. In particular, the approx-
imation of Itoˆ type price processes by discrete models and the convergence of associated option
prices is studied. The result relies on the central limit theorem for statistical experiments, which
is well known in statistics in connection with local asymptotic normal (LAN) families. As appli-
cation certain continuous time option prices can be approximated by related discrete time pricing
formulas.
Re´sume´
Dans cet travail on discute une connexion entre les mathe´matiques financie`res et la mode´lisation
statistique. On trouve qu’il y a plus qu’une correspondance formelle. Nous voulons de´couvrir
comment on peut traduire des re´sultats usite´s statistiques et leur signification par des expressions
des mathe´matiques financie`res et vice versa. Beaucoup des ressemblances peuvent eˆtre exprime´s
par la the´orie de LeCam sur les expe´riences statistiques ou`, autrement dit, par la the´orie de com-
portment des processus de likelihood ratios.
Un actif financier positif avec l’hypothe`se d’absence d’opportunite´s d’arbitrage permet une repre´-
sentation par une expe´rience filtre´e ou, pour le dire dans une fac¸on plus pre´cise, par un processus de
likelihood ratios filtre´. En utilisant cette observation nous revisitons des probabilite´s martingales,
l’hypothe`se de comple´tude des marche´s et des formules d’e´valuation des produits de´erive´s d’un
point de vue statistique.
AMS 1991 subject classification: Primary: 91B02; Secondary: 62B15, 91B24
Key words and phrases: filtered experiment, likelihood ratio process, martingale measure, pricing formula,
Bayes risk, Neyman Pearson test, completeness, contiguity, local asymptotic normality
21 Introduction
This paper studies financial models in the light of statistical experiments known from
LeCam’s theory. There are already known a lot of similarities between mathematical
finance and statistical models which are summarized below. We will see that various
aspects of financial models can be treated by well established statistical methods which
were originally developed for modelling statistical experiments. It is our aim to review
and to refer to this type of parallel work.
• For researchers in mathematical finance we present likelihood methods of statistics
which allow at least partially another view and new insight in the structure of
financial models.
• The statisticians will see which kind of likelihood methods can be used for finan-
cial models and where parallel working was done.
We want to stress at the very beginning that this paper does not deal with data analysis in
finance. It is concerned with modelling. To bring both areas together the paper has the
following structure. As service for all readers major results about statistical experiments
are recalled and outlined with complete proofs for those parts of LeCam’s theory that
are really needed below. It is not the intention to present the most general and abstract
known form of that work. On the other hand we restrict ourselves to nonnegative price
processes in finance. We know of course that more general models exist. In our context
classical questions about completeness, pricing formulas, prices and the convergence of
price processes in finance are addressed and linked to statistics.
We summarize some applications of methods from statistics in finance which serve as our
motivation. The Neyman-Pearson lemma may be used to solve optimization problems
which is done in Fo¨llmer and Leukert [4] in the case of quantile hedging, in Fo¨llmer and
Leukert [5] for minimizing shortfall risk when hedging and for a special case of a simple
risk measure in Schied [25] where the risk of the terminal liability of an issued claim
is minimized under some constraints on the issuer’s capital. Considering risk measures
which rely on likelihood ratios as in Schied [25] may lead to the theory of maximin
testing treated, for example, by Cvitanic and Karatzas [2] or, using a different approach,
by Rudloff and Karatzas [23]. In the same spirit Schied [26] reduces maximization of
utility where a robust utility functional is defined by a set of probability measures to the
problem of finding a “least favorable” probability measures by applying a result of Huber
and Strassen [11] from test theory. The notion of contiguity is used in finance by Kabanov
and Kramkov [15] and Hubalek and Schachermayer [10], which we will comment on
later on. Shiryaev [27] also uses contiguity as well as techniques from LeCam’s theory,
for instance LeCam’s third lemma. Gushchin and Mordecki [8] apply the theory of binary
experiments to obtain extremal measures which give upper and lower bounds for the
range of option prices in semimartingale models. For the theory of statistical experiments
we refer to LeCam [19], Strasser [29], Torgersen [32] and Shiryaev and Spokoiny [28].
The starting point in section 2 is the following basic observation.
• Each positive financial price process which admits at least one martingale measure
is a filtered likelihood ratio process.
3This fact is a useful link to statistical modelling.
• In that case there is a statistical model behind the financial price process. It is
called a financial statistical experiment.
We explain what are the statistical counterparts and dual objects of certain options, option
prices and further fundamentals of finance. Note that the theory of statistical experiments
is just the theory of likelihood ratio processes which is well developed in the literature.
The correspondence is one to one if and only if the martingale measure is unique. Oth-
erwise the martingale measure serves as a nuisance parameter. We do not wonder that
several authors used statistical likelihood methods in finance. As a first application, in
section 3 we show that certain option prices can be interpreted in terms of power func-
tions of tests and thus can be regarded as Bayes risk in various cases. Here Neyman
Pearson tests show up for European put and call options.
Section 4 deals with sequential aspects of financial models and filtered likelihoods. Ex-
ample 3.4 explains that standard Itoˆ type price processes have certain regression models
as statistical counterparts. In addition it is shown that completeness of financial markets
can be interpreted as statistical completeness for the corresponding financial experiments.
Section 5 first recalls asymptotic results for statistical experiments which are now applied
to financial experiments. Roughly speaking the convergence of financial experiments im-
plies the convergence of the power of tests and also the convergence of Bayes risks. We
show how to apply these results to the convergence of options prices in finance. The
main tool is contiguity and LeCam’s third lemma.
Section 6 deals with the asymptotics of discrete financial markets and their option prices.
Notice that LeCam’s work offers a “central limit theorem” for statistical experiments
which is known as the famous local asymptotic normality (LAN). As nice application of
LAN it is shown that various discrete time financial models converge to Black-Scholes
type models. As a consequence the convergence of discrete time option prices to Black-
Scholes prices can be discussed.
Throughout the paper the results are illustrated by simple models, for instance the Cox-
Ross-Rubinstein model or Black-Scholes type models.
2 Price- and Likelihood processes
In this section we show that price processes can be regarded as likelihood ratio processes
of a filtered experiment. Recall that a filtered experiment is given by a statistical exper-
iment E = (Ω,F , {Pθ : θ ∈ Θ}), including the set of probability spaces (Ω,F , Pθ),
with the family of measures {Pθ : θ ∈ Θ} being parameterized by a parameter θ, and
a filtration (Ft)t≥0, see for example Shiryaev and Spokoiny [28] (p.1). For early works
on filtered experiments we refer the reader to Jacod [12] and Strasser [31] or for a more
recent work to Norberg [21], where filtered experiments are compared.
A main issue in finance is the existence of a martingale measure which is, at least in the
discrete case, equivalent to the “no arbitrage” condition if the time horizon is finite, see
Shiryaev [27] (p. 656). The continuous time case is discussed in Delbaen and Schacher-
mayer [3].
Below let us fix a time interval [0, T ] with T < ∞, a trading period I ⊂ [0, T ] with
4{0, T } ⊂ I , a filtered probability space (Ω,F , P ) with filtration (Ft)t∈I andF = σ(Ft :
t ∈ I) as well as d adapted positive discounted price processes (X it)t∈I , 1 ≤ i ≤ d. Sup-
pose that F0 = σ(N ) with N = {N : P (N) = 0 or P (N) = 1}. We refer to P as
the real world measure. Our first result characterizes underlying martingale measures of
price processes in terms of statistical experiments. The equivalence below is very useful.
Theorem 2.1 Let Q be a probability measure equivalent to P . The following assertions
are equivalent:
(1) There are probability measures Q1, ..., Qd on (Ω,F) satisfying
dQi|Ft
dQ|Ft
=
X it
X i0
, t ∈ I, (2.1)
and Qi ≪ Q for all 1 ≤ i ≤ d.
(2) Q is a martingale measure, i.e. (X it )t∈I is a Q-martingale for each 1 ≤ i ≤ d.
Proof: (1) ⇒ (2): It is well known that the left hand side of (2.1) is a Q-martingale as a
density process which implies the result.
For the implication (2) ⇒ (1) we may define probability measures Qi ≪ Q by
dQi
dQ
:=
X iT
X i0
since EQ
(
X iT
X i0
)
=
X i0
X i0
= 1.
This gives
X it
X i0
= EQ
[
X iT
X i0
∣∣∣∣∣Ft
]
= EQ
[
dQi
dQ
∣∣∣∣∣Ft
]
=
dQi|Ft
dQ|Ft
for all 1 ≤ i ≤ d and t ∈ I , which completes the proof. ✷
Remark 2.2 For I = [0,∞) Theorem 2.1 remains true only if we enforce further condi-
tions. The implication (1)⇒ (2) carries over to the case I = [0,∞) without any changes.
However, the implication (2) ⇒ (1) is not true in general. A sufficient additional condi-
tion is the following one: for each i the process (X it)t∈[0,∞) is a generated Q-martingale
generated by some X i∞, i.e. X it = EQ[X i∞|Ft], t ∈ [0,∞). Then, the proof runs as
before with X i∞ taking the role of X iT .
Definition 2.3 In the context of Theorem 2.1 we call
(Ω,F , {Q1, ..., Qd, Q, P})
together with the filtration (Ft)t∈I a financial experiment. The processes
(
dQi|Ft
dQ|Ft
)
t∈I
are called filtered likelihood processes (or density processes in finance).
5Remark 2.4 (a) We see that our price processes are completely determined by this ex-
periment. If the real world measure is of no importance, for instance for various pricing
formulas, we refer to {Q1, ..., Qd, Q}) as the financial experiment.
(b) Recall that, up to equivalence of statistical experiments (see Torgersen [32] for the
definition), our statistical experiment (given by P -dominated distributions) is uniquely
determined by the likelihood ratio distribution
L
((
dQ1
dQ
, ...,
dQd
dQ
,
dP
dQ
) ∣∣∣P) . (2.2)
Observe that it is easy to see that (2.2) also uniquely determines the likelihood distribu-
tion of
(
dQ1
dQ , ...,
dQd
dQ ,
dP
dQ
)
under Q1, ..., Qd, Q. In consequence, our financial model is
given by
L
((
dQ1
dQ
, ...,
dQd
dQ
) ∣∣∣P) .
In this latter setup there is room for one degree of freedom given by the martingale
measure Q which is not unique in general.
(c) If the martingale measure Q is unique we have a one-to-one correspondence between
financial models and financial experiments.
Example 2.5 (Cox-Ross-Rubinstein model) Consider the discrete time scale with I =
{0, 1, ..., N} and factors u > d > 0 for upwards and downwards moving respectively.
Without loss of generality we assume Ω = {0, 1}N . For ω = (ω1, ..., ωN ) let kn =
kn(ω) =
∑n
j=1 ωj . The bond price process S0 and price process of the risky asset S1
can be written as
S0n = p0r
n, n ∈ I, S1n = p1ukndn−kn , n ∈ I, 0 ≤ kn ≤ n,
where p0 > 0, r ≥ 1 and p1 > 0 are constants. By (Fn)n∈I we denote the canonical
filtration. The discounted price process is just
Xn :=
S1n
S0n
=
p1
p0
u˜kn d˜n−kn , n ∈ I, 0 ≤ kn ≤ n (2.3)
with respect to (Fn)n∈I , where u˜ := ur and d˜ := dr .
In this example we now get a short proof of the difficult half of the first fundamental
asset pricing theorem (see for instance Shiryaev [27], p. 417/418, 655), i.e. we show
that the assumption of no arbitrage opportunities implies the existence of an equivalent
martingale measure. Under the assumption that there are no arbitrage opportunities in
the market we must have u > r > d, as is easy to check by using a straightforward
contradiction argument, or equivalently u˜ > 1 > d˜. Thus, by setting τ := 1− d˜
u˜− d˜
and κ := τu˜ we obtain τ, κ ∈ (0, 1). Now Q := ((1− τ)ε0 + τε1)N and Q1 :=
((1 − κ)ε0 + κε1)N are product probability measures equivalent to P satisfying
dQ1|Fn
dQ|Fn
=
(κ
τ
)kn (1− κ
1− τ
)n−kn
= u˜kn d˜n−kn =
Xn
X0
.
6We conclude from Theorem 2.1 that Q is a martingale measure.
Similarly, more general models - say trinomial models - can be discussed. Theorem 4.6
below offers a method how to find all martingale measures if one of them is known.
Below we will use known results from the theory of statistical experiments in or-
der to revisit financial models. In this paper we treat option prices, regression models,
completeness and convergence of option prices.
3 Option prices in terms of power of tests
As first application we will derive option prices of certain options H in terms of tests for
statistical experiments. In addition to our price processes we consider a bond
S0t = exp
(∫ t
0
ρ(u)du
)
(3.1)
given by an integrable deterministic interest rate ρ : [0, T ] → R. A lot of claims H are
paid out at the endpoint T . We consider only claims of this type throughout the paper.
Typically, a price pQ(H) of an option with payoff H like this is given by
pQ(H) = EQ((S
0
T )
−1H) (3.2)
where Q is a martingale measure, see for instance Karatzas and Shreve [16] (p.378).
As motivation consider for d = 1 and S10 = s10 a European call option with strike price
K given by
HC = (S
1
T −K)+ = (S1T −K)11{S1T>K}. (3.3)
The indicator function 11{S1T>K} = 11
{
X1
T
X1
0
>K(s10)
−1 exp(−
∫
T
0
ρ(u)du)
} may be regarded
as a test for our financial experiment which links option prices to power function of tests
for statistical hypotheses.
(A) Assume that H , the payoff at time T , has the form
H =
(
d∑
i=1
aiS
i
T −K
)
φ
(
S˜
)
(3.4)
with S˜ :=
((
Sit
si0 exp(
∫
t
0
ρ(u)du)
)
t≤T
)
i=1,...,d
where ai and K are real coefficients and
φ :
(
R
[0,T ]
)d → [0, 1] can be viewed as a test.
In this formulaK is a strike price,
∑d
i=1 aiS
i
T can be regarded as a new financial product
and φ (mostly an indicator function) models the constraints which are responsible for the
payoff H 6= 0. By linearity Theorem 3.1 below also holds for a finite sum
m∑
j=1
Hj (3.5)
7where Hj is as in (3.4). Examples for options satisfying condition (A) are the European
call and the European put option as well as many other options like the Straddle option,
the Strangle option, the Bull-Spread option (see Korn and Korn [18], p.148/149 for pay-
off profiles), which all depend only on the final value of the underlying asset or digital
options and barrier options which may depend on the whole path. Another example of a
payoff function of type (3.4) is
H = (a(S1T − S2T )−K)11{S1T>cS2T }. (3.6)
Theorem 3.1 Under assumption (A) and for a fixed martingale measure Q, the option
price (3.2) of H is given by
pQ(H) =
d∑
i=1
ais
i
0EQi(φ) − exp
(
−
∫ T
0
ρ(u)du
)
KEQ(φ) (3.7)
where φ = φ
((
dQ1|Ft
dQ|Ft
)
t≤T
, ...,
(
dQd|Ft
dQ|Ft
)
t≤T
)
. By linearity (3.7) can be extended
to finite sums (3.5).
Remark 3.2 (a) The option price formula demonstrates the importance of financial ex-
periments. The value pQ(H) is a linear function of power functions of tests φ given
by the filtered experiments and their likelihood functions which yields another look on
prices by purely statistical quantities.
(b) A similar price formula was obtained by Gerber and Shui [7] via Esscher transforms
for special stocks when logS(t) has stationary and independent increments.
Proof: Our proof starts with the observation that we can rewrite the price processes in a
convenient form. Indeed, Theorem 2.1 yields
Sit = S
0
tX
i
t = exp
(∫ t
0
ρ(u)du
)
si0
dQi|Ft
dQ|Ft
.
Using this and the pricing formula 3.2, it follows that
pQ(H) = EQ
(
exp
(
−
∫ T
0
ρ(u)du
)
H
)
=
d∑
i=1
aiEQ
(
si0
dQi|FT
dQ|FT
φ
)
− exp
(
−
∫ T
0
ρ(u)du
)
KEQ(φ)
=
d∑
i=1
ais
i
0EQi(φ)− exp
(
−
∫ T
0
ρ(u)du
)
KEQ(φ),
which is the desired formula. ✷
8Example 3.3 (European call option) For a fixed martingale measure Q the price of the
European call (3.3) is given by
pQ(HC) = s
1
0EQ1
(
φ
(
dQ1
dQ
))
− exp
(
−
∫ T
0
ρ(u)du
)
KEQ
(
φ
(
dQ1
dQ
))
, (3.8)
where φ
(
dQ1
dQ
)
= 11{ dQ1dQ >c} can be identified as a Neyman Pearson test with critical
value c := K
s10
exp
(
− ∫ T
0
ρ(u)du
)
for the null hypothesis {Q} versus {Q1}. We briefly
summarize the following statistical results, see Lehmann and Romano [20], p.14 or Wit-
ting [33], p. 228. The test φ is a Bayes test for the prior Λ0 = c1+c and Λ1 = 11+c for
testing {Q} versus {Q1} with corresponding minimal Bayes risk of the test
s10 − pQ(HC)
s10 +K exp
(
− ∫ T
0
ρ(u)du
) .
Similar results hold for testing {Q1} versus {Q} and ψ := 1− φ.
In case of the classical Black-Scholes model L
(
log dQ1dQ |Q
)
= N(−σ22 T, σ2T ) and
L
(
log dQ1dQ |Q1
)
= N(σ
2
2 T, σ
2T ) are normal distributions, see also Example 3.4. Thus
(3.8) is just the classical Black-Scholes price of the European call which is treated again
in Corollary 6.9 below. Similarly, the option price of (3.6) is a linear combination of the
power of suitable Neyman Pearson tests.
To explain the correspondence between finance and statistics consider the nonpara-
metric regression model
ξ(t) := W (t) +
∫ t
0
γ(u)du , 0 ≤ t ≤ T, (3.9)
with unobservable Brownian motion W as noise and deterministic signal given by γ ∈
Θ˜ := L2[0, T ]. Their distributions form a Gaussian shift which is just a typical nonpara-
metric limit model, for instance in survival analysis. Here γ has a proper interpretation
as hazard rate derivative, see Janssen and Milbrodt [14] (2.20), (3.20). A similar struc-
ture shows up for Itoˆ type models in finance where the parameter space Θ˜ is extended to
various adapted processes linked to the underlying volatility. Then, the price formula in
Theorem 3.1 has an interpretation for tests and power functions for the new regression
model. The next example explains this relation between Itoˆ type price processes and the
appertaining financial experiments.
Example 3.4 (Itoˆ type price processes and regression models) For I = [0, T ] consider
discounted price processes
X it =
Sit
S0t
= X i0 exp
(∫ t
0
σ′i(s)dW (s) +
∫ t
0
(
µi(s)− ρ(s)− ‖σi(s)‖
2
2
)
ds
)
(3.10)
9where W is a d-dimensional Brownian motion with respect to the real world measure P .
We specify a parameter space Θ by all volatility matrices σ = (σij)i,j=1,...,d under the
usual conditions: progressive measurability, uniformly positive definiteness (see Korn
and Korn [18], p. 57 for the definition) and ∑di,j=1 ∫ T0 σ2ij(u)du < ∞ uniformly in ω.
Introduce the d-dimensional column vector σi := (σi1, ..., σid)′.
Let ρ ≥ 0 and µ = (µ1, ..., µd)′ denote progressively measurable, uniformly bounded
processes which specify the interest rate ρ and drift µ, respectively, with the bond mod-
eled by (3.1). At a first glance the reader should view σ, ρ, µ as deterministic functions.
But there are good reasons to deal with process valued parameters. This special point is
discussed at the end of this example.
Introduce 11 = (1, ..., 1)′ ∈ Rd and set θ(s) := σ−1(s)[ρ(s)11 − µ(s)]. By Girsanov’s
theorem (see Karatzas/Shreve [16], p.191 Theorem 5.1) introduce Q:
dQ
dP
:= exp
(∫ T
0
θ′(s)dW (s)− 1
2
∫ T
0
‖θ(s)‖2ds
)
, W¯ (t) :=W (t)−
∫ t
0
θ(s)ds.
Q is a martingale measure and W¯ is a d-dimensional Brownian motion with respect to
Q. Theorem 2.1 yields
dQi|Ft
dQ|Ft
= exp
(∫ t
0
σ′i(s)dW¯ (s)−
1
2
∫ t
0
‖σi(u)‖2du
)
=
X it
X0t
. (3.11)
We will now show how the financial experiment is linked to a d-dimensional regression
model ξ(t) = (ξ1(t), ..., ξd(t))′, 0 ≤ t ≤ T.
Consider a progressively measurable vector τ = (τ1, ..., τd)′. Based on the parameters
σ ∈ Θ, µ, ρ, τ the regression model is defined by
ξ(t) =W (t) +
∫ t
0
(τ(s)− θ(s)) ds = W¯ (t) +
∫ t
0
τ(s)ds, 0 ≤ t ≤ T. (3.12)
For simplicity assume that Ω = C[0, T ]d with d-dimensional standard Wiener measure
P and identity W . Then the process (ξ(t))t≤T has the distribution Q for τ = 0 and
Qi whenever τ = σi, i = 1, ..., d. Thus, the appertaining financial experiment is given
by the distributions of a regression model when the parameters σ, µ, ρ are deterministic.
When the parameters are processes we arrive at a generalized regression model. In this
case the process
ξ(t) = W¯t +
∫ t
0
τ(s)ds =: Mt +At
decomposes in theQ-martingale W¯t =Mt and the compensatorAt where now (At)0≤t≤T
serves as the parameter. In statistics that type of generalized models with random pre-
dictable parameters and random martingale parts show up for instance for counting pro-
cesses in survival analysis, see Andersen, Borgan, Gill and Keiding [1].
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4 Changing martingale measures, completeness of mar-
kets and the dynamics of price processes
In this section we will explain the change of martingale measures in terms of statistical
experiments, see Remark 2.4. Also the dynamics of option prices in time is studied in
terms of financial experiments. As an application we can characterize the completeness
of financial markets, which is connected in some way to the completeness of statistical
experiments. We begin by presenting a concept for statistical experiments which factor-
izes the likelihood ratio via information which is available for a sub-σ-fieldH ⊂ F . This
subject is of its own interest for statistical experiments.
In the sequel, consider a dominated experiment E = (Ω,F , {Pθ : θ ∈ Θ}) and a σ-
field H ⊂ F . Without loss of generality we can assume the existence of a θ0 for which
Pθ ≪ Pθ0 for all θ ∈ Θ since otherwise we could just add a certain Pθ0 , which satisfies
Pθ ≪ Pθ0 , to the experiment (see Lehmann and Romano [20], p.699 Theorem A.4.2 or
Torgersen [32], p.6). We introduce the restricted experiment E|H by setting
E|H := (Ω,H, {Pθ|H : θ ∈ Θ}).
Some calculations now give us the following elementary lemma.
Lemma 4.1 We can factorize the likelihood of the experiment E into the likelihoods of
E|H and an experiment E′, called complementary to E|H with respect to E, i.e. we have
an experiment E′ := (Ω,F , {P ′θ : θ ∈ Θ}) with P ′θ0 = Pθ0 , such that
(a) dPθ|H
dPθ0|H
= Eθ0
[
dPθ
dPθ0
∣∣∣H] and
(b) the densities of E factorize into densities of E′ and E|H, i.e.
dPθ
dPθ0
=
dP ′θ
dPθ0
· dPθ|H
dPθ0|H
. (4.1)
Remark 4.2 (a) Statement (4.1) implies CovPθ0
(
dPθ|H
dPθ0|H
,
dP ′θ
dPθ0
)
= 0 but nothing
about independence in general. Note that the covariance can be written as formal ex-
pression by (4.1) without further assumptions about square integrability. The product
structure of the densities does not imply any independence since the dominating measure
is no product measure in general.
Formula (4.1) has an interpretation as a factorization of a joint density f(X,Y ) into
a conditional density f(X |Y ) of X given Y and a marginal density g(Y ) of Y , i.e.
f(X,Y ) = f(X |Y )g(Y ). To see this consider the identities X = id : (Ω,F) →
(Ω,F), Y = id : (Ω,F) → (Ω,H) where Y only collects the information given by H.
By the sufficiency of X we have
dPθ
dPθ0
=
dL(X |Pθ)
dL(X |Pθ0)
=
dL((X,Y )|Pθ)
dL((X,Y )|Pθ0)
=: f(X,Y ).
11
On the other hand
dPθ|H
dPθ0|H
= Eθ0
[
dPθ
dPθ0
∣∣∣H] = dL(Y |Pθ)
dL(Y |Pθ0)
=: g(Y ).
Thus dP
′
θ
dPθ0
=: f(X |Y ) corresponds to the conditional density of X given Y at least
when the conditional distribution of X given Y allows a desintegration w.r.t. a regular
conditional distribution Pθ0(X ∈ · |Y ). Note that this assumption is only needed for the
interpretation; Lemma 4.1 works without this additional assumption.
(b) If dPθ|H
dPθ0|H
and dP
′
θ
dPθ0
are Pθ0 independent, then it is easy to see that the binary exper-
iments {Pθ, Pθ0} and {Pθ|H ⊗ P ′θ, Pθ0|H ⊗ Pθ0} are equivalent in LeCam’s sense, i.e.
the distributions of the likelihood ratios are the same.
Proof of Lemma 4.1: A trivial verification shows (a). For the construction of the exper-
iment E′ we prove that the left hand side of (4.1) can be divided by dPθ|H
dPθ0|H
. To this end,
for a fixed θ ∈ Θ set Aθ :=
{
Eθ0
[
dPθ
dPθ0
∣∣∣H] = 0} . With this notation we get Aθ ∈ H
and
Pθ(Aθ) =
∫
Ω
dPθ
dPθ0
1AθdPθ0 =
∫
Ω
Eθ0
[
dPθ
dPθ0
1Aθ
∣∣∣∣∣H
]
dPθ0
=
∫
Ω
1AθEθ0
[
dPθ
dPθ0
∣∣∣∣∣H
]
dPθ0 = 0.
Thus, dPθdPθ0 1Aθ = 0 Pθ0 -almost surely. Using the usual convention 0 ·∞ = 0, this yields
dPθ
dPθ0
= Eθ0
[
dPθ
dPθ0
∣∣∣∣∣H
]
· fθ , where fθ := dPθ
dPθ0
/
Eθ0
[
dPθ
dPθ0
∣∣∣∣∣H
]
.
It follows Eθ0 [fθ|H] = 1 and consequently Eθ0(fθ) = 1. Therefore, by setting dP
′
θ
dPθ0
:=
fθ, we can define a probability measure P ′θ on (Ω,F) with P ′θ0 = Pθ0 . Using (a), this
gives us the desired equation (4.1).

Example 4.3 Let P be the set of all martingale measures equivalent to P . For a fixed
time t ∈ I ⊂ [0, T ] and a fixed Q ∈ P consider the financial experiment {Q1, ..., Qd, Q}
together with the filtration (Ft)t∈I as above.
(a) The restricted experiment E|Ft = (Ω,Ft, {Q1|Ft, ..., Qd|Ft , Q|Ft}) admits a com-
plementary experiment E′t = {Q′1(t), ..., Q′d(t), Q(t)} with Q(t) = Q.
(b) If we turn our attention to the densities of the new experiment E′t, we conclude from
(4.1) and (2.1) that
dQ′i(t)
dQ
=
X iT
X it
and EQ(t)
[
dQ′i(t)
dQ
∣∣∣∣∣Ft+s
]
=
X it+s
X it
, 0 ≤ s ≤ T − t (4.2)
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since Q ∈ P . Thus, the new experiment E′t has a concrete meaning. Whenever the time
t is over and the price processes are observed until time t, the experiment E′t describes
the updated and normalized price process
I ∩ [0, T − t] ∋ s 7→ X
i
t+s
X it
and Sit+s = Sit exp
(∫ t+s
t
ρ(u)du
)
dQ′i(t)|Ft+s
dQ|Ft+s
.
Example 4.4 (Dynamics of option prices) The complementary experiment can be used
to describe the dynamics of option prices. We will illustrate this for the European call
option HC from Example 3.3. For this purpose we may write
φ
(
dQ1
dQ
)
= φ
(
X1t
X10
· X
1
T
X1t
)
= φ
(
X1t
X10
· dQ
′
1(t)
dQ
)
.
At time t consider the value S1t = s1t and introduce a new updated test by
φt(x, s) := φ

 sx
s10 exp
(∫ t
0
ρ(u)du
)


which implies
φt
(
dQ′1(t)
dQ
, s1t
)
= φ

 s1t
s10 exp
(∫ t
0
ρ(u)du
) · dQ′1(t)
dQ

 .
If the prices are calculated via the martingale measure Q the price pQ(HC , t) of HC at
time t in the classical Black-Scholes model with constant parameters σ > 0, µ ∈ R and
ρ > 0 (see Example 3.4) can be described in terms of the complementary experiment
similarly to (3.8) by
pQ(HC , t) = s
1
tEQ′1(t)
(
φt
(
dQ′1(t)
dQ
, s1t
))
− exp (−ρ(T − t))KEQ
(
φt
(
dQ′1(t)
dQ
, s1t
))
.
For complete markets this price is the unique price at time t. This method can also be
used in a more general setup where the payoff H of the form (3.4) only depends on the
last price at time T via φ. Then, the option price of H at time t looks similar to (3.7) and
can be expressed with the help of the complementary experiment. The measures Q′i(t)
can be interpreted as updates of the measures Qi when time t has passed.
The next lemma will be needed in the remainder of this section.
Lemma 4.5 Fix two probability measures P0, P1 on (Ω,F) with P0 ≪ P1.
Furthermore, fix f ∈ L1(P0) and a σ-field H ⊂ F . Then
EP1
[
f
dP0
dP1
∣∣∣∣∣H
]
= EP0 [f |H]EP1
[
dP0
dP1
∣∣∣∣∣H
]
.
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The proof is well known and left to the reader. The next theorem establishes a nice
“martingale measure criterion” in terms of the complementary experiment.
Theorem 4.6 For Q ∈ P , assume that Q∗ is another probability measure equivalent to
Q with g := dQ
∗
dQ . Then the following conditions are equivalent:
(1) For all 1 ≤ i ≤ d and t ∈ I: EQ′i(t)[g|Ft] = EQ[g|Ft].
(2) The probability measure Q∗ is a martingale measure, i.e. Q∗ ∈ P .
Proof: Fix 1 ≤ i ≤ d and t ∈ I . From (4.1) and Q ∈ P we obtain
EQ
[
dQ′i(t)
dQ
∣∣∣∣∣Ft
]
= EQ
[
X iT
X it
∣∣∣∣∣Ft
]
= 1.
Combining this fact with Lemma 4.5 (using the choices f := g, P0 := Q′i(t) and P1 :=
Q), the statement (4.1) yields
EQ′i(t)[g|Ft] = EQ
[
g
dQ′i(t)
dQ
∣∣∣∣∣Ft
]
= EQ
[
g
X iT
X it
∣∣∣∣∣Ft
]
=
1
X it
EQ[gX
i
T |Ft].
Hence, (1) holds if and only if
EQ[gX
i
T |Ft] = X itEQ[g|Ft].
Applying Lemma 4.5 again (this time with f := X iT , P0 := Q∗ and P1 := Q) leads to
EQ[gX
i
T |Ft] = EQ∗ [X iT |Ft]EQ[g|Ft].
Thus, (1) is equivalent to EQ∗ [X iT |Ft]EQ[g|Ft] = X itEQ[g|Ft] or EQ∗ [X iT |Ft] = X it
for all 1 ≤ i ≤ d and t ∈ I , respectively. This is the desired conclusion. ✷
We see that, whenever the structure of the financial experimentsE′t is not rich enough,
there may exist more than one martingale measure (i.e. there is more than one function g
satisfying (1) above). Now we show how this is linked to the notion of completeness of
classes of statistical experiments.
Definition 4.7 (Completeness of classes of experiments) Assume that {Pθ : θ ∈ Θ} is
a dominated experiment and that there is a θ0 ∈ Θ satisfying Pθ ≪ Pθ0 for all θ ∈ Θ.
Consider a class of measurable functions G ⊂ ⋂θ∈Θ L1(Pθ) .
We call G complete with respect to {Pθ : θ ∈ Θ} if, for every g ∈ G satisfying Eθ(g) =
Eθ0(g) for all θ ∈ Θ we have, that g is constant Pθ0-almost surely.
Like mentioned earlier, the assumption Pθ ≪ Pθ0 is not particularly restrictive.
Consider a financial experiment E = {Q1, ..., Qd, Q}. Application of Theorem 4.6 now
yields the following result.
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Theorem 4.8 Let G be the subset of strictly positive functions of ⋂di=1 L1(Qi)∩L1(Q)
where Q ∈ P is as before. The following conditions are equivalent:
(1) The set of equivalent martingale measures is a singleton, i.e. P = {Q}.
(2) If g ∈ G and if
EQ′i(t)[g|Ft] = EQ[g|Ft] (4.3)
holds for all 1 ≤ i ≤ d and t ∈ I , then g is constant Q-almost surely.
Proof: Let us first proof (1) ⇒ (2). Consider g ∈ G as in (2) above. We set g∗ := gEQ(g)
and then Q∗(A) :=
∫
A
g∗ dQ for all A ∈ F defines a probability measureQ∗ equivalent
to Q. From (4.3) we get
EQ′i(t)[g
∗|Ft] = EQ[g∗|Ft]
for all 1 ≤ i ≤ d and t ∈ I . By applying 4.6 we conclude that Q∗ is a martingale
measure, i.e. Q∗ ∈ P . From (1) we obtain Q∗ = Q. This gives g∗ = 1 Q-almost surely
and therefore g is constant Q-almost surely.
To prove (2) ⇒ (1) fix Q∗ ∈ P . By setting g := dQ∗dQ Theorem 4.6 shows that (4.3) is
satisfied for all 1 ≤ i ≤ d and t ∈ I . From (2) we deduce that g is constant Q-almost
surely, but since EQ(g) = 1 this forces g = 1 Q-almost surely and hence Q∗ = Q. ✷
Remark 4.9 (a) We consider the case where the set I ⊂ [0, T ] of possible trading times
is a finite set. Recall from Shiryaev [27], p.481 that in this case the condition |P| = 1
given in (1) in Theorem 4.8 is necessary and sufficient for the completeness of the market,
i.e. every claim can be replicated. This result is also known as the second fundamental
asset pricing theorem.
(b) We get a simple expression for condition (2) in Theorem 4.8 in the case when only
two times for trading are allowed, i.e. only t = 0 and t = T are possible. Then (4.1)
yields Q′i(T ) = Q and, in consequence, (4.3) always holds for t = T . By assumption
F0 = σ(N ) we get Q′i(0) = Qi at the other time for trading t = 0. Hence, we can
rewrite (4.3) as EQi(g) = EQ(g) for all g ∈ G. Now (2) just restates the completeness
of G with respect to {Q1, ..., Qd, Q}.
In general, statement (2) in Theorem 4.8 can only be interpreted as some sort of condi-
tional completeness (in the sense of Definition 4.7) for all t.
By combining (a) and (b) of the previous remark we are now in the position to see that
Theorem 4.8 links both concepts of completeness.
5 Convergence of option prices
Our goal in this section is to establish convergence results for option prices using the price
formulas of section 3 when the financial experiments are convergent. The application
of Theorem 5.5 and section 6 below require further structure results about experiments
which are developed next.
Throughout, we will consider a financial experiment as in Definition 2.3 given by a fixed
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martingale measure Q and a filtration (Ft)t∈I where I ⊂ [0, T ] satisfying {0, T } ⊂ I
denotes a bounded time domain which may be discrete.
As a main tool for further results we will derive a standard representation of the financial
experiment on the space (([0,∞]d)I , (B([0,∞]d))I) equipped with the product σ-field.
Recall that quite different representations of statistical experiments can be equivalent in
LeCam’s sense. The notion of standard experiments (given by the law of the likelihood)
is very useful and leads to better comparable forms, see Strasser [29] and Torgersen [32].
For J ⊂ I introduce canonical projections
πJ : ([0,∞]d)I → ([0,∞]d)J (5.1)
and as abbreviation write πt := (πit)i≤d for a singleton J = {t}. The projections induce
another filtration
Gt := σ(πs : s ∈ I ∩ [0, t]), t ∈ I (5.2)
on ([0,∞]d)I . In addition for t ∈ I we define Yt : Ω→ ([0,∞]d)I∩[0,t] by
Yt :=
((
X is
X i0
)
i=1,...,d
)
s∈I∩[0,t]
. (5.3)
From Theorem 2.1 we know that X
i
T
X i0
=
dQi
dQ
and we conclude that YT is a sufficient
statistic for the experiment {Q1, ..., Qd, Q}. Thus, we do not lose information if we turn
to the experiment given by the image laws of YT , compare with Lehmann and Romano
[20] for the consequences of sufficiency. Define on (([0,∞]d)I , (B([0,∞]d))I)
ν := L(YT |Q), νi := L(YT |Qi). (5.4)
Within this setup a useful standard form of financial experiments can be established.
Theorem 5.1 The image experiment {ν1, ..., νd, ν} together with the filtration (Gt)t∈I
is a filtered financial experiment with price process given by the projections (πt)t∈I , i.e.
dνi|Gt
dν|Gt
= πit, i = 1, ..., d, t ∈ I. (5.5)
Proof: In a first step, formula (5.5) will be proved for t = T . Combining (2.1) and (5.3)
yields
X iT
X i0
=
dQi
dQ
= πiT ◦ YT . (5.6)
Applying the transformation formula for image densities now gives us (5.5).
To prove the general case let
νt := L(Yt|Q) = L(Yt|Q|Ft), νit := L(Yt|Qi) = L(Yt|Qi|Ft) (5.7)
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denote the image laws on ([0,∞]d)I∩[0,t]. The first step above implies
dνit
dνt
= πiJ,t (5.8)
where πiJ,t is the canonical projection given by (5.1) but with J := I ∩ [0, t] instead of I .
Notice that Gt consists of all sets
B = A× ([0,∞]d)I\J , A ∈ (B([0,∞]d))J
and that
ν(B) = νt(A), νi(B) = ν
i
t(A) (5.9)
holds for all i = 1, ..., d. In consequence, (5.8) leads to (5.5). ✷
Since our goal is to get results for convergence, we require the concept of conti-
guity. Contiguity can be interpreted as the asymptotic form of absolute continuity (see
for example Lehmann and Romano [20], p. 492), or, to be more precise: we call a se-
quence of probability measures (Pn) contiguous with respect to (Qn) (where Pn and
Qn are defined on measurable spaces (Ωn,Fn)) and write Pn ⊳ Qn if for any sequence
of sets An ∈ Fn with Qn(An) → 0 we have Pn(An) → 0. Recall that by LeCam’s
first lemma it is well known that the contiguity Qn ⊳ Pn is equivalent to the tightness
of L
(
log
dQn
dPn
∣∣∣Qn
)
on R. Contiguity plays an important role in asymptotic statistics,
where one famous result is the third lemma of LeCam (see Jacod and Shiryaev [13],
p.621 Theorem 3.3 for a suitable reference), which we want to apply in the context of
statistical experiments. Contiguity has been put to use in finance, too. For instance, the
application of contiguity (see Kabanov and Kramkov [15], p.184) leads to a criterion for
asymptotic arbitrage in large financial markets and Hubalek and Schachermayer [10] dis-
cussed the convergence of option prices under contiguity. These authors used contiguity
of a sequence of martingale measures w.r.t. to the physical measure. In contrast to this
approach we use contiguity of the measures Qi and Q of (2.1) which contribute to the
asset process. Recall that for pricing the physical measure is often of minor importance.
Consider now a sequence of financial experiments where the time domain I is fixed but
everything else in Theorem 2.1 and Definition 2.3 depends on the sequence index n ∈ N.
We write Q1,n, ..., Qd,n, Qn on measurable spaces (Ωn,Fn) equipped with arbitrary fil-
trations (Ft,n)t∈I and price processes
dQi,n|Ft,n
dQn|Ft,n
=
X it,n
X i0,n
.
Also attach the index n at the vector (5.3) which we then denote by Yt,n.
The next Theorem establishes a general convergence result for financial experiments. Of
course, the weak compactness of classes of statistical experiments is well known. This
result is now restated in terms of filtered financial experiments where the accumulation
point has a standard form, see Theorem 5.1. Concrete examples and applications are
studied in section 6.
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Theorem 5.2 Consider a sequence En = (Ωn,Fn, {Q1,n, ..., Qd,n, Qn}), (Ft,n)t∈I of
financial experiments such that
Qi,n ⊳⊲ Qn, ( i.e. Qi,n ⊳ Qn and Qn ⊳ Qi,n)
holds for all i = 1, .., d. Then there exists a standard financial experiment
E = (([0,∞)d)I , (B([0,∞)d))I , {ν1, ..., νd, ν}) given by the price process (5.5) which
is an accumulation point of the underlying sequence in the following sense: there exists a
subnet (I,≤) of (N,≤) (see Kelley [17], chapter 2 for the definition) such that all finite
dimensional marginal distributions of (L(YT,τ |Qi,τ ))τ∈I are weakly convergent to the
marginal of νi for all i = 1, .., d+ 1, where by convention νd+1 = ν and Qd+1,n = Qn.
Remark 5.3 The convergence in Theorem 5.2 is equivalent to the weak convergence in
the sense of LeCam of the experiments {Qi,τ |Ftj,τ : 1 ≤ i ≤ d + 1, 1 ≤ j ≤ k} to
{νi|Gtj : 1 ≤ i ≤ d+ 1, 1 ≤ j ≤ k} for all finite subsets {t1, ..., tk} ∈ I . This assertion
is an immediate consequence of Strasser [29], p.302, Theorem 60.3.
Proof of Theorem 5.2: Let {ν1,n, ..., νd,n, νd+1,n} denote the financial standard exper-
iment obtained from {Q1,n, ..., Qd,n, Qn} by using Theorem 5.1 where νd+1,n belongs
to the martingale measure Qn. By an embedding argument we may assume that νd+1,n
is defined on (([0,∞]d)I , (B([0,∞]d))I).
According to Lemma A.1 of the appendix, νd+1,n extends to a uniquely determined
Radon probability measure on the compact space ([0,∞]d)I .
Since the set of Radon probability measures on compact spaces is weakly compact, the
sequence (νd+1,n)n∈N has a weak cluster point ν. Hence, there exists a subnet (I,≤)
such that νd+1,τ → ν weakly along the subnet τ ∈ I.
We now turn to the finite dimensional marginals of the likelihood processes. Consider
tj ∈ I , t1 < t2 < ... < tk = T . For convenience, assume without restrictions that
X i0,n = 1 holds for all i = 1, ..., d. Then
L
(
(X itj ,τ )(i,j)∈{1,...,d}×{1,...,k}|Qτ
)
→ L(πJ |ν) (5.10)
weakly on ([0,∞]d)J where J = {t1, ..., tk} and the projection πJ in (5.1) is extended
to ([0,∞]d)I . Note that the distributions lie on ([0,∞)d)J and that the sequence is tight
by Markoff’s inequality since ∫
X itj,ndQn = 1
by our assumptions for all i, n and tj . We also remark that a subsequence instead of a
net can be used in this situation.
Thus, we have weak convergence in (5.10) on ([0,∞)d)J to some distribution νJ where
νJ is the restriction of L(πJ |ν) to ([0,∞)d)J . Now (νJ )J⊂I,|J|<∞ forms a projective
system and, consequently, uniquely determines the distribution ν = νd+1 on ([0,∞)d)I
required in Theorem 5.2.
We proceed to establish convergence under Qr,τ for each r ≤ d. At this point we apply
18
the third lemma of LeCam (see Jacod and Shiryaev [13], p.621, Theorem 3.3). We claim
that under the distributions Qr,τ
L
(
(X itj ,τ )(i,j)∈{1,...,d}×{1,...,k}|Qr,τ
)
→ νr,J (5.11)
weakly on ([0,∞]d)J where
dνr,J
dνJ
(
xitj
)
(i,j)∈{1,...,d}×{1,...,k}
= xrT
and J ⊂ I, |J | <∞. Since the likelihood ratio
dQr,τ
dQτ
= XrT,τ
is part of (5.11), LeCam’s third lemma establishes the desired result. Again, the system
(νr,J )J⊂I,|J|<∞ forms a projective system and we obtain νr on ([0,∞)d)I with dνr
dν
=
πrT where this density formula carries over from the marginals.
Now fix t ∈ I and consider I ′ = I ∩ [0, t]. By using the projection as in the proof of
Theorem 5.1 we obtain
dνr|Gt
dν|Gt
= πrt
and, in consequence, (ν1, ..., νd, ν) defines a standard financial experiment. 
Observe that the standard form of financial experiments on ([0,∞)d)I allows to fix the
filtration (5.2).
Lemma 5.4 The subnet above can be chosen as a subsequence in the following case:
There exists a countable subset J ⊂ I such that each ν given as an arbitrary accumu-
lation point of the limit experiment above is uniquely determined by its J-dimensional
marginal distribution νpiJ . Thus, convergent subsequences exist when for instance I =
[0, T ] and all accumulation points ν can be supported by the continuous functionsC[0, T ].
Proof: From the proof of Theorem 5.2 we know that the sequence (νd+1,n)n∈N has a
weak cluster point ν and that there exists a subnet (I,≤) such that νd+1,τ → ν weakly
along the subnet τ ∈ I. Thus, νpiJd+1,τ → νpiJ weakly along the subnet. Since J is
countable, the subnet can be chosen as a subsequence (nk)k∈N and we get νpiJd+1,nk →
νpiJ weakly. Consider two weak cluster points ν1, ν2 of νd+1,nk along our specified
subsequence (nk)k∈N. Then, νpiJ1 , ν
piJ
2 are weak cluster points of ν
piJ
d+1,nk
. Using the fact
that νpiJd+1,nk converges, we obtain ν
piJ
1 = ν
piJ
2 . Since all weak accumulation points are
uniquely determined by its J-dimensional marginal distribution, this implies ν1 = ν2. In
consequence, νd+1,nk has a unique weak cluster point and thus converges. ✷
The convergence of financial experiments can be used to obtain a limit of option
prices which turns out to be an option price for a suitable payoff in the limit experiment.
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Again the ideas are borrowed from statistics. It is quite obvious that whenever statisti-
cal experiments are weakly convergent the appertaining Neyman Pearson tests and their
power functions converge to the corresponding objects of the limit experiment. These re-
sults apply to the asymptotics of European put and call options, see Example 5.7 below.
In general each sequence of tests has a so called limit test given by the limit model.
For the sequence of financial experiments En of Theorem 5.2, consider price processes
Sit,n, 1 ≤ i ≤ d, with initial values Si0,n = si0,n, such that
dQi,n|Ft,n
dQn|Ft,n
=
Sit,n
S0t s
i
0,n
holds where the bond S0t = exp
(∫ t
0 ρ(u)du
)
is kept fixed. Suppose that the initial
values converge, i.e. si0,n → si0 for each 1 ≤ i ≤ d as n → ∞. Let Hn : Ωn → R
be payoff functions of type (3.4) with coefficients ai,n,Kn and ai,n → ai, Kn → K as
n→∞ for all 1 ≤ i ≤ d,
Hn =
(
d∑
i=1
ai,nS
i
T,n −Kn
)
φ(n)
(
S˜n
)
(5.12)
with S˜n :=
((
Sit,n
si0,n exp(
∫
t
0
ρ(u)du)
)
t≤T
)
i=1,...d
where φ(n) : ([0,∞)d)I → [0, 1] are
suitable tests.
Theorem 5.5 Under the assumptions of Theorem 5.2 consider a weak accumulation
point E = (([0,∞)d)I , (B([0,∞)d))I , {ν1, ..., νd, ν}) of En. Then, there exist a sub-
sequence (nk)n∈N, a test φ : ([0,∞)d)I → [0, 1] and a payoff function H for the limit
experiment E given by
H =
(
d∑
i=1
aiS
i
T −K
)
φ
(
S˜
)
where
Sit = s
i
0 exp
(∫ t
0
ρ(u)du
)
πit = s
i
0 exp
(∫ t
0
ρ(u)du
)
dνi|Gt
dν|Gt
such that the price converges pQnk (Hnk) → pν(H) as k → ∞. For the limit we obtain
the option price
pν(H) =
d∑
i=1
ais
i
0Eνi (φ (π˜))− exp
(
−
∫ T
0
ρ(u)du
)
KEν (φ (π˜))
given by the limit experiment with π˜ :=
((
πit
)
t≤T
)
i=1,...,d
. Again the results also hold
for linear combinations (3.5).
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The proof relies on a slight extension of LeCam’s “main theorem of asymptotic test-
ing” and as such it is modified to reduce subnets to subsequences. Roughly speaking,
LeCam’s result states that, along subsequences, power functions of tests converge to the
power function of a limiting test for the limit experiment. Again this type of result is
known also for general decision functions. For convenience we give a self contained
proof of financial experiments.
Theorem 5.6 Under the assumptions of Theorem 5.2 consider a weak cluster point
{ν1, ..., νd, ν} of the sequence of financial experiments on ([0,∞)d)I given by the canon-
ical price process
πit =
dνi|Gt
dν|Gt
, i = 1, ..., d.
Let φn : Ωn → [0, 1] be a sequence of tests. Then, there exists a test φ : ([0,∞)d)I →
[0, 1], called limit test, and a subsequence (nk)k∈N ⊂ N with
EQi,nk (φnk )→ Eνi(φ) as k →∞
for each i = 1, ..., d+ 1.
Proof: This proof is a modification of the proof of LeCam’s main theorem of asymptotic
testing, see Strasser [29] (sect. 62), Strasser [30] and Ru¨schendorf [24] (p. 157) for a
special case. We will indicate the steps which are similar to the proof of Theorem 5.2.
By taking subsequences we may assume without restrictions that EQi,n(φn) → bi as
n→∞ simultaneously for all i ≤ d. Our aim is to find a test φ with power bi = Eνi(φ).
Consider first a weak cluster point ρd+1 ofL((φn, YT,n)|Qn) on [0, 1]×([0,∞]d)I where
ρd+1 has the second marginal νd+1 of Theorem 5.2. As in that proof, we have
L((φτ , YT,τ )|Qr,τ )→ ρr
weakly along a subnet where
dρr
dρd+1
= π˜rT 11{p˜irT<∞} (5.13)
and π˜rT : [0, 1] × ([0,∞]d)I → [0,∞] is the projection on the r-th component at time
T , similar to (5.1). With p1 : [0, 1] × ([0,∞]d)I → [0, 1] we denote the projection on
the first component and with p2 : [0, 1]× ([0,∞]d)I → ([0,∞]d)I the projection on the
second component. By (5.13) the projection p2 is sufficient for {ρ1, ..., ρd+1} with
L(p2|ρr) = L(S|νr) =: ν˜r
where S : ([0,∞)d)I → ([0,∞]d)I is the embedding and ν1, ..., νr are the same as in
Theorem 5.2.
Now choose φ˜((xit)(i,t)∈{1,...,d}×I) = E
(
p1|p2 = (xit)(i,t)∈{1,...,d}×I
)
as the condi-
tional expectation which is independent of {ν˜1, ..., ν˜d+1}.
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There exists a subsequence (nk)k∈N of the subnet such that the real numbers are conver-
gent
EQr,nk (φnk) →
∫
p1dρr
=
∫
E

(
p1|p2 = (xit)(i,t)∈{1,...,d}×I
)
dL(p2|ρr) =
∫
φ˜dν˜r
for each r = 1, ..., d+ 1.
As in the proof of Theorem 5.2, we observe that ([0,∞)d)I has ν˜r outer measure 1. Thus,
we may choose φ as the restriction of φ˜ on ([0,∞)d)I and we get ∫ φ˜dν˜r = ∫ φdνr
where on ([0,∞)d)I the measure νr coincides with the outer measure extension of ν˜r. ✷
Proof of Theorem 5.5: We observe that, by Theorem 3.1, pQn(Hn) is a finite sum
of power functions EQi,n
(
φ(n)
((
dQ1,n|Ft
dQn|Ft
)
t≤T
, ...,
(
dQd,n|Ft
dQn|Ft
)
t≤T
))
. By using
Theorem 5.6 we find a subsequence (nk)k∈N and a test φ such that
EQi,nk (φ
(nk))→ Eνi(φ)
as k →∞ for each i ≤ d. Thus, Theorem 3.1 implies the result. 
An easy application can be given for the European call option, see Example 3.3 and
Remark 6.8 below.
Example 5.7 (Example 3.3 continued) Let HnC = (S1T,n −K)11{S1T,n>K} denote a se-
quence of European call options, see (3.3). It is well known that the possible limit tests
of the Neyman Pearson tests φn
(
dQ1,n
dQn
)
= 11{ dQ1,n
dQn
>K(s10,n)
−1 exp(−
∫
T
0
ρ(u)du)
} are
the Neyman Pearson tests φ = 11{ dν1dν >K(s10)−1 exp(− ∫ T0 ρ(u)du)} of the limit experiment.
We conclude that, along subsequences, the option prices converge to the option price of
the European call in the limit. It is also well known that the appertaining Bayes risks
are convergent. For convenience we assumed continuous likelihood distributions in the
limit. Thus, randomization of tests was not necessary. Taking a proper randomization
into account, LeCam’s theory offers the same result without continuity restrictions.
6 Discrete time model approximation
In this section we will derive a Black-Scholes type model as a limit of discrete financial
experiments. As application we obtain the convergence of option prices for discrete
models to the related Black-Scholes option prices. The structure of this section is the
following. The ideas are first explained for the classical Cox-Ross-Rubinstein model in
Examples 6.1, 6.3, 6.7. Under regularity conditions (B1) and (B2) a general limit theorem
with Itoˆ type limit models is obtained which implies asymptotic option price formulas.
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As a motivation we will deal with the case of independent returns of the discounted price
process. Consider one discounted asset (d = 1) and the associated financial experiment
{Q1,N , QN} where prices are observed at discrete times
IN =
{
mj :=
jT
N
: 0 ≤ j ≤ N, j ∈ N
}
⊂ [0, T ].
We get the following representation
dQ1,N |Fmk,N
dQN |Fmk,N
=
X1mk,N
X10,N
=
k∏
j=1
X1mj,N
X1mj−1,N
=:
k∏
j=1
Zj,N (6.1)
where
Zk,N − 1 =
∏k
j=1 Zj,N −
∏k−1
j=1 Zj,N∏k−1
j=1 Zj,N
=
X1mk,N −X1mk−1,N
X1mk−1,N
are the returns of the asset. Observe that
dQ1,N |Fmk,N
dQN |Fmk,N
=
dQ1,N |Fmk−1,N
dQN |Fmk−1,N
· Zk,N
holds and therefore Zk,N =
dQ1,N (k)
dQN (k)
is itself a likelihood ratio in the experiment
{Q1,N(k), QN (k)} complementary to
{
Q1,N |Fmk−1,N , QN |Fmk−1,N
}
with respect to{
Q1,N |Fmk,N , QN |Fmk,N
}
. With increasing N the time grid induced by IN becomes
finer and, in consequence, the returns Zk,N − 1 will be small in distribution for large N .
At this stage, LeCam’s theory offers the concept of L1- and L2-differentiability which
now turns out to be a concept for the local perturbation of returns in the financial markets.
As mentioned before we will assume here that the returns of the assets are independent
under QN . Taking Remark 4.2(b) into account we may assume without restrictions that
the financial experiment is the product experiment of complementary experiments
Q1,N =
N⊗
j=1
Q1,N(j), QN =
N⊗
j=1
QN (j) as well as
dQ1,N
dQN
=
N∏
j=1
Zj,N .
The independence assumption proves that all other forms of the underlying financial
experiment are equivalent to that product experiment. To explain the methodology we
will investigate a one step model for the first period above. The ideas will then be used
to treat time periods in the N step model. To this end, consider a risky asset with starting
price S10 and price after the first step S11 as well as a bond S00 = 1, S01 = 1 + ρ. This
gives X11 =
S11
1+ρ and X
1
0 = S
1
0 as prices for the discounted asset. We now turn our
attention to the returns of the asset. Assume that there exists a probability measure P0
with
∫ S11
S10
dP0 = 1 such that S
1
1
S10
is P0 square integrable, which, at least for a small time
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period, is a reasonable assumption. Our approach is to decompose the returns in terms of
a function g and some σ ≥ 0 by
S11
S10
− 1 = σg with
∫
gdP0 = 0,
∫
g2dP0 = 1. (6.2)
Here, σ can be viewed as a volatility parameter. As the time grid becomes finer in the N
step model, σ may decrease whereas the shape function g remains the same in our model.
Example 6.1 (Example 2.5 Cox-Ross-Rubinstein continued) For ω ∈ {0, 1} the one
step Cox-Ross-Rubinstein model is given by S11(ω) = S10uωd1−ω and S01 = 1+ρ. If we
choose positive parameters a, b satisfying u = 1+ σa√
ab
and d = 1− σb√
ab
with σ > 0 small
enough, we arrive at the Bernoulli distribution P0 = B(1, ba+b ) and g : {0, 1} → R,
g(1) = a√
ab
, g(0) = −b√
ab
, which gives us the decomposition (6.2).
In general we start below with a given shape function g of the form (6.2) and σ > 0.
Under regularity conditions, see Lemma 6.2, 1+ϑg is non negative for small ϑ ≥ 0. We
may introduce a path of probability measures ϑ 7→ Pϑ by
dPϑ
dP0
:= 1 + ϑg for small ϑ ≥ 0. (6.3)
Thus, in terms of statistical experiments, g can be regarded as a tangent attached at P0.
We remark that, when the interest rate ρ is zero, P0 is a martingale measure for the special
one step model (6.2). The general approach (6.3) leads to the following lemma.
Lemma 6.2 Suppose that ρ > 0 holds and that the essential infimum essinfP0(g) > −σρ
of g with respect to P0 is bounded from below. Within the family (6.3) the choice ϑ = ρσ
is the unique parameter such that Q := P ρ
σ
is a martingale measure for the one step
discounted price model, i.e.
X11
X10
=
1 + σg
1 + ρ
=
dQ1
dQ
(6.4)
where Q1 is defined by that equation.
Proof: We first observe that 1+ ρσ g is a positive P0 density. Using (6.2) and (6.3) we see
that ∫
(1 + σg)dP ρ
σ
=
∫
(1 + σg)dP0 +
∫ ( ρ
σ
g + ρg2
)
dP0 = 1 + ρ
and hence ∫
X11
X10
dP ρ
σ
=
∫
1
1 + ρ
S11
S10
dP ρ
σ
=
∫
1 + σg
1 + ρ
dP ρ
σ
= 1,
which implies the result. ✷
The distribution P0 above can be interpreted as a possible real world measure.
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Example 6.3 (Example 6.1 Cox-Ross-Rubinstein continued)
In the Cox-Ross-Rubinstein model the probability measures Pσ and P ρ
σ
take the sim-
ple form of Bernoulli distributions. From (6.3) we get dPσdP0 (ω) = uωd1−ω . Since
P0 = B(1,
b
a+b ), this leads to Pσ = (1 − pσ)ε0 + pσε1 with pσ = u ba+b = b+σ
√
ab
a+b .
Consequently, the martingale measure P ρ
σ
is given by P ρ
σ
= (1 − τ)ε0 + τε1 with
τ = σb+ρ
√
ab
σ(a+b) , which is precisely the measure Q in Example 2.5 obtained by calculating
τ = 1−d˜
u˜−d˜ .
In a slightly more general context than (6.2) with heterogeneous volatilities we will
establish an approximation of Itoˆ type continuous time financial models by discrete time
price models with independent returns. To this end we use the famous central limit
theorem for statistical experiments given by the local asymptotic normality (LAN) of
LeCam and Ha´jek. For this reason we will now consider a general path (6.3) ϑ 7→ Pϑ
of distributions on (Ω,A) (extending our motivation above), which turns out to be L2-
differentiable with tangent (score function) g at ϑ = 0 as ϑ ↓ 0 under the regularity
assumptions (B2) below, see Strasser [29] for more information and the proof of Theorem
6.4.
Roughly speaking, the idea of LeCam’s L2-differentiability is as follows. The path ϑ 7→
Pϑ is embedded in the Hilbert space L2(P0) by the root of the likelihood ratio
ϑ 7→
(
dPϑ
dP0
)1/2
∈ L2(P0)
and g ∈ L2(P0) is its Hilbert space derivative of 2
(
dPϑ
dP0
)1/2
at ϑ = 0 with respect to
L2(P0)-norm. Recall that under L2-differentiability the central limit theorem for statis-
tical experiments is well known from LeCam’s theory. Therefore, we obtain a Gaussian
experiment for the limit experiment, which is a filtered financial experiment in our frame-
work. Motivated by Lemma 6.2 we will now introduce the asymptotics of discrete time
models. This is a generalization of related results of Fo¨llmer and Schied [6], p. 246.
We require the following assumptions, see (6.5)-(6.7). We will restrict ourselves to de-
terministic interest and volatility parameters ρi,N , σi,N . An extension to a more general
setting is work under progress and would overload this paper.
(B1) Suppose that at stage N the bond is given by S00,N = 1 and
S0kT
N
,N
=
k∏
i=1
(
1 +
ρi,NT
N
)
with interest rates ρi,NTN ≥ 0 on
(
(i−1)T
N ,
iT
N
]
satisfying the boundary condition
max{ρi,N : i ≤ N,N ∈ N} ≤ R <∞.
Assume further that r : [0, T ]→ [0,∞) is a square integrable function such that
[ tN
T
]∏
i=1
(
1 +
ρi,NT
N
)
−→ exp
(∫ t
0
r(u)du
)
as N →∞ (6.5)
25
holds for each t ∈ [0, T ].
(B2) Suppose that g ∈ L2(P0) is a tangent with
∫
gdP0 = 0 and
∫
g2dP0 = 1.
We require that g > −C holds for some positive constant C and we consider the L2-
differentiable path (Pϑ)0≤ϑ≤C−1 given by (6.3) with tangent g at ϑ = 0. Within the i-th
period let σi,N
√
T√
N
with 0 < δ ≤ σi,N ≤ K denote the volatility and let S10,N = 1. The
increments of the returns of the asset are now taken from the path (Pϑ)0≤ϑ≤C−1 , i.e. at
stage j ≤ N we take PN (j) := Pσj,N√T√
N
. The consideration in (6.1) motivates the model
S1kT
N
,N
(x1, ..., xk) =
d⊗ki=1 PN (i)
dP k0
(x1, ..., xk) =
k∏
i=1
dPN (i)
dP0
(xi). (6.6)
Introduce a step function σN : [0, T ]→ R by setting
σN (u) :=
N∑
k=1
σk,N11( (k−1)TN ,
kT
N ]
(u).
Assume that there exists a square integrable function σ : [0, T ]→ R such that∫ T
0
(σN (u)− σ(u))2du −→ 0 as N →∞. (6.7)
Introduce also θk,N = ρk,Nσk,N .
Under assumptions (B1) and (B2), the discounted price process can be written as
X1kT
N
,N
(x1, ..., xk) =
k∏
i=1
(
dPN (i)
dP0
(xi)
/(
1 +
ρi,NT
N
))
.
Whenever N is large enough, Lemma 6.2 establishes a martingale measure QN (j) for
each time period j. More precisely, within the j-th period with parameters σj,N
√
T√
N
for volatility and ρj,NTN for interest rate, the martingale measure is given by QN(j) =
P θj,N
√
T
√
N
since ρj,NTN
(
σj,N
√
T√
N
)−1
=
θj,N
√
T√
N
. The associated measure Q1,N(j) is de-
fined by
dQ1,N(j)
dQN (j)
(xj) =
dPN (j)
dP0
(xj)
/(
1 +
ρj,NT
N
)
. (6.8)
Note that, by setting Q1,N =
⊗N
j=1Q1,N (j) and QN =
⊗N
j=1QN(j), we recover
the measures obtained from complementary experiments mentioned in the beginning of
section 6. Therefore, (Q1,N (j), QN (j)) are the independent increments of a filtered
financial experiment at stage N , i.e.
X1kT
N
,N
(x1, ..., xk) =
d
⊗k
j=1Q1,N(j)
d
⊗k
j=1QN (j)
(x1, ..., xk).
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Theorem 6.4 Assume that (B1) and (B2) are satisfied and fix I = [0, T ]. Consider a
Black-Scholes type model with volatility σ(.), interest rate r(.) and bond price process
S0(t) = exp(
∫ t
0
r(s)ds) given by (Q1,t, Qt)t∈I with
dQ1,t
dQt
= exp
(∫ t
0
σ(s)dW¯s −
∫ t
0
σ(s)2
2
ds
)
= exp
(∫ t
0
σ(s)dWs −
∫ t
0
(
r(s) +
σ(s)2
2
)
ds
)
where W¯ and θ(.) = r(.)σ(.) are defined as in Example 3.4 for dimension d = 1. Then, the fi-
nite dimensional marginal distributions of the discounted price process
(
X1
[ t
T
N ] T
N
,N
)
t∈I
converge weakly to the finite dimensional marginals ofL
((
dQ1,t
dQt
)
t∈I
∣∣∣QT
)
under the
martingale measure QN =
⊗N
j=1QN and to L
((
dQ1,t
dQt
)
t∈I
∣∣∣Q1,T
)
under the mea-
sure Q1,N =
⊗N
j=1Q1,N(j), respectively.
Remark 6.5 Theorem 6.4 introduces a central limit theorem for financial experiments
and price processes. Since the tangent g is normalized note that neither the special distri-
butions (6.3) of the returns nor the shape of g contribute to the limit. Observe that only
the volatility and interest rate determine the parameters of the Itoˆ type model here.
Proof of Theorem 6.4: The right-sided L2-differentiability of the path (6.3) with deriva-
tive g at ϑ = 0 follows from routine arguments using Ha´jek’s (1972) criterion, see
Strasser [29], Theorem 77.3, p. 391 or Torgersen [32], p. 537. Note that, in the setup of
(6.3), the Fisher information is given by
ϑ 7→
∫
g2
1 + ϑg
dP0
and that it is continuous as ϑ ↓ 0 by the dominated convergence theorem.
In a first step we establish local asymptotic normality (LAN) for the asset price process.
For fixed t ∈ I we introduce n(t) := [ tTN ] and t˜ := [ tTN ] TN and we apply LeCam’s
technique to obtain the stochastic expansion
logS1t˜,N = log
d⊗n(t)i=1 PN (i)
dP
n(t)
0
= Zt,N − 1
2
T
N
n(t)∑
i=1
σ2i,N +Rt,N (6.9)
with Zt,N (x1, ..., xn(t)) :=
∑n(t)
i=1
σi,N
√
T√
N
g(xi) and remainder term Rt,N . Note that
assumption (B2) implies the Noether condition (see Strasser [29], Conditions 79.1, p.
402)
max
i≤n(t)
∣∣∣σi,N
√
T√
N
∣∣∣→ 0 and T
N
n(t)∑
i=1
σ2i,N →
∫ t
0
σ(s)2ds. (6.10)
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This fact together with the L2-differentiability implies LAN for the stochastic expansion
(6.9), i.e. L(Zt,N |PN0 )→ N
(
0,
∫ t
0 σ(s)
2ds
)
weakly and Rt,N → 0 in PN0 -probability
as N → ∞. This is a consequence of LeCam’s second lemma, see Strasser [29], Theo-
rem 79.2, p. 402 or Witting and Mu¨ller-Funk [34], p. 317, Satz 6.130. Hence,
L(log S1t˜,N |PN0 )→ N
(
−1
2
∫ t
0
σ(s)2ds,
∫ t
0
σ(s)2ds
)
= L
(∫ t
0
σ(s)dWs −
∫ t
0
σ(s)2
2
ds
)
.
Combining this result with assumption (B1) now gives us convergence for the discounted
prices process. More precisely, we get
L

log

d⊗n(t)i=1 PN (i)
dP
n(t)
0
/ n(t)∏
i=1
(
1 +
ρi,NT
N
)
∣∣∣∣∣PN0


→ L
(∫ t
0
σ(s)dWs −
∫ t
0
(
r(s) +
σ(s)2
2
)
ds
)
.
In a second step we aim to achieve convergence of the asset prices process and the dis-
counted price process under the martingale measure QN =
⊗N
j=1QN (j). Introduce
αt,N =
n(t)∑
k=1
(
ρk,N
σk,N
√
T
N
)2
.
Assumptions (B1) and (B2) imply lim supN→∞ αt,N ≤ R
2
δ2 T for each t. Without restric-
tions we may assume that αt,N converges to a limit αt as N →∞. Otherwise, we could
turn to convergent subsequences and it turns out below that we obtain the same limit for
every convergent subsequence chosen which leads to the desired result. As above, we
get LAN by replacing σk,N with ρk,Nσk,N , i.e.
log
d⊗n(t)i=1 PN (i)
dP
n(t)
0
= Z˜t,N − 1
2
T
N
n(t)∑
i=1
θ2i,N + R˜t,N
with Z˜t,N(x1, ..., xn(t)) :=
∑n(t)
i=1
θi,N
√
T√
N
g(xi) where L(Z˜t,N |PN0 )→ N(0, αt)
weakly and R˜t,N → 0 in PN0 -probability as N → ∞. Therefore, L((Zt,N , Z˜t,N )|PN0 )
is asymptotically bivariate normal distributed with asymptotic covariance
lim
N→∞
T
N
n(t)∑
i=1
σi,Nθi,N = lim
N→∞
T
N
n(t)∑
i=1
ρi,N =
∫ t
0
r(s)ds.
LeCam’s third lemma now implies
L (Zt,N |QN )→ N
(∫ t
0
r(s)ds,
∫ t
0
σ(s)2ds
)
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weakly as N →∞. Thus, (6.9) yields
L
(
logS1t˜,N |QN
)
→ L
(∫ t
0
σ(s)dWs +
∫ t
0
(
r(s) − σ(s)
2
2
)
ds
)
weakly as N →∞. Consequently, for the discounted price processes we obtain
L
(
logX1t˜,N |QN
)
→ L
(
log
dQ1,t
dQt
∣∣∣QT
)
.
In a last step, the application of the Crame´r-Wold device shows convergence of the pro-
cesses for a finite number of times t1, ..., tm ∈ I . This follows by taking advantage of
the linear structure of the variables Ztj ,N .
This establishes the convergence underQN . Since the limit experiment consists of mutu-
ally equivalent distributions the convergence underQ1,N to the desired limit is immediate
from LeCam’s theory. 
Remark 6.6 Theorem 6.4 can be extended to the following more general situation. Let
ϑ 7→ Pϑ be aL2-differentiable path with tangent g which is not necessarily bounded from
below. It can then be shown that there exists a sequence QN of martingale measures for
the price process (6.6) such that (6.8) holds. For this sequence of martingale measures
Theorem 6.4 carries over. Details are omitted here. In this situation the martingale
measures QN no longer have to be members of the path ϑ 7→ Pϑ and consequently, the
nice interpretation given by lemma 6.2 is lost.
Example 6.7 Consider a homogeneous model with constant volatility σN,k = σ and
interest rate ρk,N = NT
(
exp
(
rT
N
)− 1) over time. In this case, the limit model is the
classical geometric Brownian motion where σ(u) = σ and r(u) = r are constants.
Thus, the discrete time financial model converges to the familiar Black-Scholes model
with constant volatility. We present two cases.
(a) (Example 6.3 Cox-Ross-Rubinstein continued)
Fix positive parameters a, b. By Example 6.3 the path is given by binomial distributions
Pϑ = B
(
1,
b
a+ b
(
1 + ϑ
a√
ab
))
.
For normalized initial values S01,N = S00,N = 1 we arrive at
S1kT
N
,N
(ω1, ..., ωk) =
k∏
j=1
u
ωj
N d
1−ωj
N , ωj ∈ {0, 1}
where uN = 1+ σa
√
T√
Nab
and dN = 1− σb
√
T√
Nab
. As martingale measure for the discounted
process
(
S1kT
N
,N
(1+ rT
N
)k
)
k≤N
we obtain
QN =
(
B
(
1,
b
a+ b
(
1 +
ρ
σ
a
√
T√
Nab
)))N
.
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Within this parametrization the Cox-Ross-Rubinstein model converges to the geometric
Brownian motion model.
(b) The same holds true for a wider class of models. As example we will consider the
non-complete model given by trinomial distributions. Fix positive values a, b, c with
a+ b+ c = 1 and denote with P0 the trinomial distribution with elementary probabilities
a, b and c. Each tangent g with
∫
gdP0 = 0 and
∫
g2dP0 = 1 now leads to a path (6.3)
of trinomial distributions (Pϑ)ϑ for sufficiently small ϑ. Thus,
S1kT
N
,N
(ω1, ..., ωk) =
dP k
σ
√
T√
N
dP k0
(ω1, ..., ωk)
introduces a discrete time model based on a trinomial tree. Turning to a trinomial martin-
gale measure given by our path the model again tends to the geometric Brownian motion.
Remark 6.8 (a) If we set Q1 := Q1,T and Q := QT in Theorem 6.4 we get the repre-
sentation
dQ1|Ft
dQ|Ft
=
dQ1,t
dQt
and as a result the prices in the limit model can be written in
the form of Example 3.4.
(b) Under the assumptions of Theorem 6.4 and in the setup of Example 6.7 with volatility
σk,N = σ and interest rate ρk,N = NT
(
exp
(
rT
N
)− 1)we get results for the convergence
of prices for some options with payoffs of the form (3.4). It is well known that LAN
implies contiguity in both directions. Theorem 5.5 yields the existence of tests in the
limit model such that the limit of discrete time option prices can be written in terms of
power functions of those tests where the limit model is an Itoˆ type model by Theorem 6.4.
For discrete time option prices which are given by power functions of Neyman-Pearson
tests, like it is the case for European call, European put, Straddle option, Strangle option
and others, the limit price must be given by power functions of Neyman-Pearson tests
as well, since Neyman-Pearson tests always converge to Neyman-Pearson tests, compare
with Example 5.7.
The reasoning done in Remark 6.8 (b) leads to the following Corollary.
Corollary 6.9 Consider European call options (3.3) HC,N = (ST,N −K)+ in the situ-
ation of Example 6.7. With pQN (HC,N ) we denote the option price calculated as expec-
tation with respect to the martingale measure QN = ⊗Nj=1QN (j). Then,
pQN (HC,N )→ pQ(HC) as N →∞
where pQ(HC) = s10Φ(−x + σ
√
T ) − exp(−rT )KΦ(−x) is the Black-Scholes price
for the European call with x = 1
σ
√
T
[
log K
s10
− rT + σ22 T
]
.
Remark 6.10 (a) The option prices pQN (HC,N ) at stageN are not unique in general but
the limit price is uniquely determined for each approximation given by Theorem 6.4. For
instance, in the case of Example 6.7 (b), different kinds of trinomial models following
our parametrization may be chosen and all lead to the same option price. It is possible,
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however, that another completely different trinomial parametrization could result in a
different limit experiment and consequently in different option prices.
(b) Sometimes an exact pricing formula for an option with payoff function H is hard to
compute. Our approach suggests the following approximation of various complicated
option prices by discretization of the underlying model.
• Find a sequence of discrete time financial experiments which converges to the
underlying model as the limit model.
• Introduce a sequence of payoff functionsHn of type (5.12) where the prices can be
easily computed or simulated within the discrete time model at stage n. Suppose
that H is as in Theorem 5.5 and that the tests given by Hn can asymptotically be
identified with the related tests of H .
• If the option price of H is unique, given by (3.2) with martingale measure Q, then
any choice of martingale measures Qn for the discrete time models approximates
the unknown price, i.e. pQn(Hn)→ pQ(H) as n→∞.
A Appendix
Consider Ω = [0,∞]I , which is a compact space with respect to the product topology.
Let B(Ω) be the Borel σ-field generated by the open subsets of Ω.
Lemma A.1 Let µ be a probability measure on (Ω,B([0,∞])I) where B([0,∞])I de-
notes the product σ-field. Then, there exists a unique extension of µ as Radon probability
measure on (Ω,B(Ω)).
Proof: In a first step a proof is given for the product of the unit interval Ω′ := [0, 1]I .
Let C(Ω′) denote the set of real valued continuous functions on Ω′. Then, the product
σ-field coincides with the Baire σ-field on Ω′, i.e. B([0, 1])I = σ(C(Ω′)).
The proof of this assertion relies on the theorem of Stone-Weierstrass (see Rudin [22],
p.122). Let A ⊂ C(Ω′) denote the algebra generated by the constant functions and the
univariate projections from Ω′ in [0, 1]. Then, A is dense in C(Ω′) with respect to the
topology of uniform convergence.
Now C(Ω′) ∋ f 7→ ∫ fdµ is a continuous linear form on C(Ω′). The representation
theorem of Riesz yields the unique extension of µ to a Radon measure.
Consider the topological isomorphism φ : [0,∞] → [0, 1] given by φ(x) = x1+x for
x < ∞ and φ(∞) = 1. Using φ and its inverse it is easy to see that the result carries
over to [0,∞]I . ✷
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