We study controllability properties (swimming capabilities) of a mathematical model of an abstract object which "swims" in the 2-D Stokes fluid. Our goal is to investigate how the geometric shape of this object affects the forces acting upon it. Such problems are of interest in biology and engineering applications dealing with propulsion systems in fluids.
1. Introduction and model equations. In this paper we consider a model of an abstract object which applies a fish-or snakelike motion to propel itself in a fluid, see Fig. 1 below (as opposed to a body which is drifting, or being pushed/pulled in a fluid by external forces). This object (to which we also refer below as an "apparatus") can be viewed as a very simplified model of a living organism ( [13] , [16] , [2] [3] [4] , [17] , and the references therein) or a "mechanical device (such as a robotic fish or eel, e.g., [5] , [14] , [15] and the references therein).
Modeling philosophy. There are numerous, quite different approaches to the modeling of swimming phenomenon currently available in the literature. Some models deal only with finite systems of ODE's describing the positions of certain points of the swimming object at hand and avoid the use of fluid equations, replacing them with friction forces (e.g., [15] and the references 1 This work was supported in part by NSF Grant DMS-0504093.
therein).
On the other hand, there are very sophisticated infinite dimensional models focusing primarily on detailed description of various aspects of the interaction between the swimming solid bodies (of mechanical nature or of living organisms) and the surrounding fluid (see, e.g., the classical works [13] , [2] on swimming phenomena and the references therein). However, in the latter approach it can be difficult (or impossible) to obtain an explicit model of coupled differential equations which would include the equation describing the progress of the position of the body (such as, e.g., its center of mass) in the fluid. This equation is critical if one wants to study the issue of controllability for the swimming phenomenon, which is our goal in this paper.
In this respect, we would like to deal with a "good starting model" which should, on the one hand, be "simple enough" from the mathematical viewpoint, while, on the other hand, be adequate enough to represent (at least some of the) principal elements and difficulties arising in the context of swimming processes. Our modeling approach can be viewed as one derived from the approach developed by C.S. Peskin, L.J. Fauci and others (see also the references in [16] , [4] , [17] ) in computational mathematical biology, where an object in a fluid is modeled as an immaterial curve (immersed boundary), identified with the fluid, further discretized for computational purposes on a grid.
More precisely, our model consists of two coupled systems of equations: one for the 2-D Stokes fluid and another for the position of the apparatus in it: ∂y ∂t = ν∆y + F (y, z, v) − ∇p in Q T = Ω × (0, T ), (1.1) div y = 0 in Q T , y = 0 in Σ T = ∂Ω × (0, T ), y | t=0 = y 0 in Ω, dz i dt = 1 mes {S r (0)} z 0 and z n+1 as z 0 (t) = z 1 (t), z n (t) = z n+1 (t) and set S 0 (z 0 (t)) = S 1 (z 1 (t)), S n+1 (z n+1 (t)) = S n (z n (t)).
Forces. The first sum in the term F (y, z, v) in ( 1.3) , describing the internal forces generated by the apparatus, represents the elastic forces maintaining its structure. They act according to Hooke's Law when the distances between any two adjacent points z i (t) and z i−1 (t), i = 2, . . . , n deviate from the respective given values l i−1 > 0, i = 2, . . . , n, where the given parameters k i > 0, i = 1, . . . , n − 1 describe the rigidity of the links z i−1 (t)z i (t), i = 2, . . . , n. (For the auxiliary points/links we set k 0 = k n = l 0 = l n = 0.) The second sum in (1.3) represents the rotation forces, "responsible" for its actual motion. Namely, each of the above mentioned points z i (t) can force any of the adjacent points to rotate about it, and, accordingly,
The magnitudes and directions of the applied rotation forces are determined by the coefficients v i , i = 1, . . . , n − 1, which we regard as bilinear or multiplicative controls (see, e.g., [1] , [6] [7] [8] [9] , [11] and the references therein). We assume that all apparatus' forces act through the immaterial links attached to the centers of mass of sets S i (z i (t))'s, i.e., to the points z i (t)'s, and then transmitted as such to all points in their respective supports.
Apparatus' motion. The dynamics of the "thick points" z i (t)ξ i (x, t), i = 1, . . . , n are determined by the average motion of the fluid within their respective supports S i (z i (t))'s as described in (1.2).
Everywhere in this paper we assume that the sets S i (z i (t)), i = 1, . . . , n are strictly separated from each other at every moment of time (as in a typical "physical" swimming model) and that the orientation of all sets S i (z i (t)) is piecewise constant in time. The existence and uniqueness of solutions to system (1.1)-(1.3) are discussed below in the Appendix under conditions (A.1) and (A.2), which we always assume.
Internal forces and conservation of momentums. We want to emphasize that all forces in (1.3) satisfy the 3-rd Newton's Law and their sum is equal to zero. They are internal with respect to the apparatus and cannot move its center of mass without interaction with the fluid. This is the principal feature of a "swimming-by-itself-device". The 3-rd Newton's Law ensures that the linear momentums generated by the apparatus' forces are conserved (see, e.g., [18] ).
However, the rotation forces produce, in general, a non-zero torque. This means that the conservation of the angular momentums should hold in a more general framework, which also takes into account some "additional control forces" (from an "engine" such as, e.g., a "watchand-hand" mechanism with its mutually counter-rotating parts), also internal with respect to the apparatus, that generate the corresponding "negating" torques. Below, in Remark 2.1, we also discussed a modified model for which the conservation of the angular momentum holds explicitly.
Problem formulation and results.
In this paper we intend to analyze the swimming capabilities of model (1.1)-(1.3). More precisely, the main goal in this paper is to describe explicitly the forces acting in the fluid on each of the pieces S i (z i (t)), 1 = 1, . . . , n of the apparatus at every moment of time when the aforementioned S i (z i (t))'s are "small" rectangles.
This description is important because these forces determine the actual trajectory of the apparatus in the fluid and its controllability properties.
We emphasize again that without a fluid the center of mass of the apparatus will not move, because the sum of all internal forces generated by it is equal to zero. However, when the apparatus interacts with the fluid, the sum of the aforementioned internal forces projected onto the fluid velocity space may not be zero, which will then result in its motion. If so, one should think that the apparatus at hand will possesses the best swimming capabilities if at any moment of time the sum of all its averaged (over the corresponding supports S i (z i (t))'s) internal forces projected onto the fluid velocity space covers the whole space R 2 in which it lies. We will regard this property as the force controllability. In order to introduce it formally, let us recall some relevant facts.
LetJ(Ω) denote the linear space of infinitely differentiable 2-D vector functions φ(x) ∈ R 2 which have compact support in Ω and are solenoidal or divergence-free, that is, div φ = 0 in Ω. By H(Ω) we denote the completion of this space in the norm
Then the vector space (L 2 (Q T )) 2 can be decomposed (e.g., [12] , [19] ) into two orthogonal subspaces J 0 (Q T ) and G(Q T ) assuming that for almost all t ∈ (0, T ) the elements of the former belong to the completion J 0 (Ω) ofJ(Ω) in the norm of (L 2 (Ω)) 2 and the elements of the latter to its orthogonal complement G(Ω).
Throughout the paper we assume that y 0 ∈ H(Ω) (H 2 (Ω)) 2 . As it is described in Theorem A.1 in the Appendix, the unique solution to (1.1)-(1.3), lies in the space J 0 (Q T ) at all times, while admitting the following implicit Fourier series representation:
Here the 2-D vector functions ω k , k = 1, . . . and the real numbers −λ k , k = 1, . . . denote respectively the orthonormalized in (L 2 (Ω)) 2 eigenfunctions and eigenvalues of the spectral problem associated with (1.1):
and the series in (2.1a) and the series obtained from it by differentiation once with respect to t and twice with respect to the spatial variables converge in (L 2 (Ω)) 2 uniformly for t ≥ 0 (e.g., [12] , [19] ). The functions {ω k } ∞ k=1 also form a basis in J 0 (Ω) H(Ω). If we now denote the orthogonal projection operator from the space (L 2 (Ω)) 2 onto J 0 (Ω) by P , we can rewrite (2.1a) also as:
Before we will give the formal definition of force controllability, we would also like to state the following result, based on (2.1b), which highlights its importance. for its well-posedness) as t → t 0 +:
where
Thus, if "sufficiently large" control forces v 1 , . . . , v n−1 are applied, the direction in which each of the points z i (t), i = 1, . . . , n and, hence, its center of mass z c (t) = (1/n) n i=1 z i (t) will move from its current position is primarily determined by the projections of the apparatus' forces onto the fluid velocity space at this moment, averaged over its corresponding parts
This observation gives rise to the following definition.
Denote by F v the part of F in (1.3) which includes controls v 1 , . . . , n − 1:
Definition 2.1: Force controllability. Given the moment t > 0 and the state {y(t), z i (t), i = 1, . . . , n}, we will say that the system (1.1)-(1.3) is force-controllable with respect to its point
we will say that the system (1.1)-(1.3) is force-controllable or force-controllable with respect to its center of mass z c (t) at time t.
Hypothetically, if system (1.1)-(1.3) is force controllable at every moment on some interval [0, T ], then due to (2.2a-b), one can steer the center of the apparatus any way one wishes. Of course, the rigorous verification of this property is a separate (global controllability) problem.
However, if one considers certain "concrete" motions of apparatus such as, e.g., "forward" or "backward" this verification can be significantly simplified, e.g., in terms of suitable "feedback control strategy" (when one uses the current position of apparatus to select a suitable control action at this moment). In this respect, our main result, Theorem 2.2 below, provides qualitative formulas for the terms appearing in (2.2a-b)-(2.4) in the case when
where p and q are "small" positive numbers.
is the characteristic function of S(0).
In the above, the notation O(r) means that O(r) R 2 ≤ Cr as r → 0+ for some positive constant C.
Remark 2.1. Our result in Theorem 2.2 is applicable to any swimming model (i.e., also in any type of fluid dealing with the spaces J 0 (Q T ) and G(Q)T )), whose structure includes rectangular-shaped elements. In particular, the system (1.1)-(1.3) can easily be modified to ensure that its angular momentums are explicitly conserved, in which case the controls v i , i = 1, . . . , n − 1 will be dependent. For example, if we have only three points z 1 , z 2 , and z 3
we will have to impose the restriction that
at all times, where v 1 and v 2 determine the magnitudes and directions of the rotation forces induced by the point z 2 upon z 1 and z 3 , while the negative sum of these forces will act upon z 2 , due to the 3-rd Newton's Law. Note that all the Hooke's forces, being mutually co-linear, already conserve their angular momentums. If the apparatus' skeleton has more than three joints, one can consider the triplets {z 1 , z 2 , z 3 }, {z 2 , z 3 , z 4 }, . . . {z n−2 , z n−1 , z n }, and impose conditions similar to (2.7) on each of the controls acting independently within these triplets.
Force controllability and local controllability. In [11] we introduced the definition of local controllability for system (1.1)-(1.3) as follows.
Denote by {y * (x, t), z * i (t), i = 1, . . . , n} the solution pair to (1.1)-(1.3) generated by the zero controls v i = 0, i = 1, . . . , n − 1. It describes the "drifting" (or uncontrolled) motion of apparatus, generated by the given initial fluid velocity y 0 , when the elastic forces in ( 1.3) act to return the apparatus to its natural equilibrium position. We say (1.1)-(1.3) is locally controllable at time T > 0 near the drifting position of z * i (T ) or, respectively, near the drifting position of its center of mass z * c (T ) = 1 n n i=1 z * i (T ), if at time T , making use of suitable controls v i 's, we can "place," respectively, z i or z c into any position within some neighborhood of, respectively, z * i (T ) or z * c (T ). In [11] , making use of the inverse function theorem, we showed that conditions (2.3) and At any given moment Theorem 2.2 allows us to verify rather easily the force controllability or force controllability with respect to any point in the apparatus' skeleton (and thus the respective local controllability conditions), provided the supports are of type (2.5).
We also have the following result for the local "point" controllability. The remainder of this paper is organized as follows. In section 3 we discuss some auxiliary results, which are further used in the proof of Theorem 2.2, given in section 4. In section 5 we prove Lemma 2.1 and Theorem 2.3 is proven in section 6.
Preliminary results.
In this section we discuss two auxiliary results needed to prove Theorems 2.2 and 2.3.
strictly separated from ∂Ω and lies in an r-neighborhood (r > 0) of the origin. Then for any subset Q of Ω of positive measure of diameter 2r (that is, it fits some ball of radius r) which lies outside of some, say, d-neighborhood (d > 0) of S(0) and is strictly separated from ∂Ω we have:
as r → 0+, where ξ(x) is the characteristic function of S(0).
We can interpret Lemma 3.1 as that the effect of the force bξ(x) on a similar sized sets outside of its support S(0) is "negligible", relative to this size.
Proof of Lemma 3.1.
Step 1. Recall first that (e.g., [19] ):
where ν is the unit vector normal to the boundary ∂Ω (pointing outward) and γ ν u | ∂Ω is the restriction of u · ν to ∂Ω.
Hence, we can decompose bξ(x) as follows: 4) where w solves the following generalized Neumann problem:
Note that, since, ξ vanishes in Q, P bξ = −∇w in Q, and
Hence
Step 2: Green's formula. To derive (3.7) we intend to use the generalized version of the classical Green's formula representing solutions of the boundary problems (3.5), namely:
where y = (y 1 , y 2 ) and the term in the 2-nd line is understood only formally. Here and below, when we write ∇ within some integral we mean that the corresponding differentiation is conducted with respect to the integration variables.
Indeed, to do that we can, making use of the integration by parts, first establish (3.8) for a sequence of solutions to (3.5) generated by a sequence of continuously differentiable functions g n (x) on the right, which converge to ξ(x) in L 2 (Ω), and then pass to the limit as n → ∞.
Note that the 2-nd integral on the right in (3.8) is well defined near the "bad point" (x 1 , x 2 ), which can be shown by switching to the polar coordinates near it. Here and below we interpret the improper integral over the given domain E for a function with a discontinuity at x as the limit of the integrals over E\B s (x) as s → 0+, where B s (x) is a ball of radius s with center at x.
To show (3.7), we intend to evaluate the gradients of the terms in (3.8) and their integrals over the set Q.
Step 3: Evaluation of the integral of the gradient of the 1-st terms on the right in (3.8) 
where without loss of generality we can set K = 0 (since in (3.7) we only deal with ∇w, we are interested only in the 1-st term here). Hence, noticing that {
is an orthonormal sequence in (L 2 (Ω)) 2 , we derive from Bessel inequality that
where C denotes a (generic) positive constant.
Furthermore, for i, j = 1, 2, i = j and x = y:
(3.12)
Denote next by d 0 the distance between the set Q and ∂Ω:
Then, combining (3.9)-(3.12), we obtain:
where, again, C is a (generic) positive constant.
Remark 3.1. Analogously, we can show that 15) where d * denotes the distance between the set S(0) and ∂Ω:
Step 4: Evaluation of the integral of the gradient of the 2-nd term in (3.8) over Q. Denote next by d 1 the distance between the set S(0) and Q:
Then for d 1 > 0 we have, similar to (3.14) from (3.8) it follows that
where C is a (generic) positive constant. Combining (3.14) and (3.16) yields (3.7), which provides the result of Lemma 3.1. 
17)
as r → 0+, where ξ(x) is the characteristic function of S(0), g = (g 1 , g 2 ) and 18b) and B h (x) = {y | x − y R 2 < h} is any ball of some radius h = h(x) > 0 with center at x that lies in S(0).
Proof of Lemma 3.2. Without loss of generality, we can assume that S(0) is as in (1.4).
Step 1. Due to (3.4) and similar to (3.6),
Furthermore, in view of Remark 3.1 (see (3.15) ), to evaluate the 2-nd term on the right in ( 3.19) , it is sufficient to evaluate the integral of the gradient of the 2-nd term in (3.8) over
Step 2. Consider any point x = (x 1 , x 2 ) ∈ S(0). Since we assumed that S(0) is open, for any x ∈ S(0) there exists an h = h(x) > 0 such that B h(x) (x) ⊂ S(0) and B h(x) (x) is strictly separated from ∂S(0).
Then, from (3.8):
Now note that, in view of (3.10): These and similar calculations for the integration with respect to y 2 within the circle B h (x), yield that
Thus,
(3.21)
Step 3. We intend now to calculate the gradient of the 2-nd term in (3.8) represented as in (3.21).
Fix any x = (x 1 , x 2 ) ∈ S(0). Due to our selection of h for the given x, for "small" ∆x 1 :
Furthermore, notice that as in the second equality in (3.20):
Taking this into account, we obtain from (3.21):
where h = h(x) in the last line is now treated as independent of x when calculating the derivatives.
Step 4. Let us calculate the derivative in the 1-st term in the last expression. To simplify notations, we will further write h instead of h(x).
Similar calculations also yield: Remark 3.2. Lemmas 3.1 and 3.2 generalize some of the respective contructions we used in [11] in an example of a swimming model which is locally controllable with respect to z i 's.
Proof of Theorem 2.2.
Without loss of generality, we can assume that q < p. In view of (3.17), to establish (2.6) we just need to evaluate the integrals in (3.18a-b) for the case when S(0) = S 0 as in (2.5). In this case we select B h (x) in Lemma 3.2 as
Step 1. We begin with the 1-st term on the right in (3.18a):
Step 2. Making use of (3.10)-(3.12), we further obtain from (4.1):
Step 3. Similarly to the derivation of (4.2), for the remaining two terms in (4.1) we have:
where we also used the formula:
Step 4. Making use of the equality
2) and (4.3) yield for the expression in (4.1):
To proceed further with the proof of Theorem 2.2, we will need to evaluate (see (3.17 ) and the 1-st term on the right in (3.18a)):
Step 5. We start with the 2-nd term in (4.5) (under the sign of integral).
Recall that
Under the assumption of Theorem 2.2 that a ∈ (0, 1), q, p, q 1−a /p → 0+, without loss of generality, we can assume that A(p, q) ⊂ S(0) with
Furthermore, for x ∈ A(p, q)
and hence
Then, making use of (4.6)-(4.9), we obtain:
as p, q 1−a /p → 0+.
Step 6. In a similar way we can evaluate the remaining terms in (4.5), which will result in:
as q, p, q 1−a /p → 0+.
Step 7. Furthermore, since we assumed that S(0) is a rectangle, due to the antisymmetry of the linear functions and our "symmetric" choice of h(x) in the beginning of this proof (i.e.,
(4.12)
Step 8. We now need to evaluate the remaining terms in (3.18a-b). To this end, similar to (4.4)-(4.5), for the 1-st term on the right in (3.18b) we have from (4.11):
Step 9. Combining (4.11), (4.12) and (4.13) yield that in (3.18a-b) for our S(0 we have:
Combining (4.14a-b) with (3.17) yields (2.6), which completes the proof of Theorem 2.2.
5.
Proof of Lemma 2.1. Without loss of generality we can assume that t 0 = 0 so that y(, t 0 ) = y 0 (x).
Step 1. We will show first that the first term in (2.1a-b) generates the first term in (2.2a) and u in (2.2b), namely, that,
Indeed, making use of (2.1a-b),
where µ(t, y 0 ) → 0 as t → 0+, 0 ≤ µ(t, y 0 ) ≤ C y 0 (L 2 (Ω)) 2 , and C > 0 denotes a (generic) constant.
Step 2. Note that all the terms in the solution formula (2.1a-b) associated with the forcing term admit the following representation:
for j ∈ {1, . . . , n} and some 2−D function w(t) as given in (1.3). Making use of ( 5.3), to
show that (2.2a), (2.2c) holds, we need to evaluate, e.g., the following expression:
where we used the estimate
and also γ(t) → 0+ as t → 0+.
The estimates (5.2) and (5.4) yield (2.2a-b). This ends the proof of Lemma 2.1.
Proof of Theorem 2.3.
Select any point i ∈ {2, . . . , n−1}. Without loss of generality, we can assume that z i (0) = 0, i.e., it is the origin. Recall that in this theorem
Step 1. As we shown in [11] , the sufficient condition for the force controllability or, which is the same, the local controllability of system (1.1)-(1.3), (A.1), (A.2) with respect to its point z * i (T ) at a "small" time T > 0 by means of two controls v i−1 and v i only (that is,
is not degenerate (see also (1.3) and (2.3) for its equivalent form).
Due to Lemma 3.1, we can rewrite (6.1) as
where the expression O(r) has the same meaning as in the above but in the matrix space, and where, to simplify further notations, we denoted :
To prove Theorem 2.3, we intend to show next that under its assumptions, that is, the points z k (0), k = i − 1, i, i + 1 do not line on the same straight line, the determinant of the first matrix in (6.2) is bounded form below by a positive number as r → 0+.
Step 2. From (3.4) we have:
where w kr 's satisfy the boundary problems like (3.5 ).
We will now analyze the generic equation as in (3.4) with S(0) = S * (0). Denote F = P bξ.
In this case (3.4) will look like:
Multiplication of (6.4) by F T and further integration over Ω yields: We claim that for any b ∈ R 2 (and hence the associated F in (6.4)): If so, passing to the limit as j → ∞ in the spaces J 0 (Ω) and G(Ω) in the equation as in (6.4) with b = b j yields:
for some ∇w 0 ∈ G(Ω), w 0 ∈ H 1 (Ω), see (3.3). Contradiction.
Step 3. For any given b, we will now evaluate what happens to (6.6) when S * (0) is replaced with rS * (0) and r → 0+. To clarify further notations (when passing to the limit), we will be using the notations F r and w r in place of F in this case: where we made a substitution u = (1/r)x and setF r (u) = F r (ru).
In a similar way, introduce ∇ŵ r (u) = ∇w r (ru) and denote by ξ rS * (0) and by ξ S * (0) the characteristic functions of respective sets.
Noticing now that r∇w r (x) = ∇ŵ r (u), x = ur, where the differentiation on the left is with respect to x = (x 1 , x 2 ) and it is with respect to u = (u 1 , u 2 ) on the right, we derive from the equation like (6.4) in x for the set rS * (0), namely, In turn, (6.11) implies that the smallest eigenvalue of the matrix A T r A r and hence the determinant of matrix A r is bounded from below by a positive number as r → 0+ as we planned to show in Step 1. This ends the proof of Theorem 2.3.
Appendix: Existence and uniqueness of solutions to (1.1)-(1.3) .
