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Cette th ese traite des probl emes de trading optimal avec une approche de
contr^ ole stochastique et se compose de quatre parties.
On commence, dans la premi ere partie, par une  etude de l'impact du volume
sur le prix. Pour cela, on introduit un mod ele structurel en temps discret
dont le changement de prix est d^ u aux impacts de tous les volumes, aaiblis
par un facteur de decay. En utilisant une version continue du mod ele pr ec e-
dent, on obtient une condition n ecessaire sur les strat egies minimisant une
fonctionnelle de type moyenne-variance. Cette  equation int egrale de Fred-
holm du premier type est r esolue num eriquement et on obtient des strat egies
optimales. Ces travaux g en eralisent le mod ele d'Almgren-Chriss tr es utilis e
en pratique.
Dans la seconde partie, on propose un mod ele g en erique permettant d'optimiser
l'utilisation d'algorithmes de trading. En nous basant sur des techniques
de contr^ ole impulsionnel, on mod elise l'ex ecution d'un large ordre par une
s equence de variables (i;i;Ei)i de contr^ ole, d enies de telle sort que la
i-i eme slice est ex ecut ee dans [i;i + i] avec le param etre Ei envoy e aux
robots de trading. On caract erise la fonction valeur comme solution de vis-
cosit e d'un syst eme d'EDP. On fournit un sch ema num erique et on prouve
dont la convergence. L'approche est illustr ee par un exemple num erique
correspondant  a un cas r eel, calibr e sur donn ees nanci eres.
On s'int eresse ensuite  a la notion d' evaluation d'option sur liquidation de
book dans un mod ele  a facteur d'impact, pour lequel les notions habituelles
d' evaluation par mesure risque neutre ne font plus sens. On commence par
traiter un cadre abstrait qui g en eralise les travaux de Bouchard-Elie-Touzi
(2008), puis on l'applique  a l' evaluation de garanties de type VWAP.
On  etablit dans la derni ere partie un r esultat d' equivalence entre probl emes
de cibles stochastiques et probl emes de contr^ ole optimal sous forme stan-
dard. On montre comment retrouver l' equation d'Hamilton-Jacobi-Bellman
 a partir des  equations obtenues par l'approche de cibles stochastiques. Cette
partie est d econnect ee des autres mais est int eressante car elle apporte un
nouvel  eclairage sur le contr^ ole optimal.Abstract
This PhD thesis considers the optimal trading problem from the stochastic
control approach and consists of four parts.
In the rst part, we begin with the study of the impacts generated by
volumes on the price process. To do so, we introduce a structural model
in which price movements are due to not only the last trade's volume but
also to those of earlier trades, weakened by a decay factor. Considering a
similar continuous version, we provide a condition ensuring the optimality
of a strategy for the minimization of the execution cost in a mean-variance
framework. We provide a numerical method to solve this condition, which
is known as the Fredholm equation of the rst kind. This work generalizes
the previous model proposed by Almgren-Chriss and used extensively in
trading.
In the second part, we propose a general model to optimize the way trading
algorithms are used. Using an impulse control approach we model the exe-
cution of a large order by a sequence of triple (i;i;Ei)i, which is dened
so that the i-th slice is executed in [i;i +i] with parameter Ei sent to the
trading robots. We characterize the value function as a viscosity solution of
a system of PDE. We provide a numerical scheme and prove its convergence.
Numerical illustrations are given for a real case, which has been calibrated
on nancial data.
We deal with the problem of pricing an option on the book liquidation in
presence of impact where the classical pricing by neutral risk measure fails.
We begin with an abstract model generalized from the work of Bouchard-
Eile-Touzi (2008), and then apply to compute the price of a VWAP guar-
anteed contract.
We establish in the last part an equivalence result between stochastic target
problems and standard optimal control . We derive the classical Hamilton-
Jacobi-Bellman from the PDE obtained in the stochastic target framework.
This part is disconnected from the trading problem discussed above but is
of interest in the optimal control literature.viContents
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Ce travail a pour objectif d'apporter des  el ements de r eponse  a des questions de trading
optimal sous l'angle du contr^ ole optimal. Plus concr etement, on consid ere le cas d'un
broker qui doit ex ecuter un ordre d'achat ou de vente d'un client, souvent de taille
impotante, pendant une dur ee de temps x e  a l'avance par le client. Dans ce contexte,
on r epond aux questions suivantes :
 Comment l'ex ecution d'un tel ordre inuence sur le processus de formation de
prix ? On consid ere un mod ele o u les changements de prix sont d^ us aux impacts
g en er es par les transactions, aaiblis par un factor de decay.
 Comment l'impact inuence le prole d'ex ecution optimal ? On se place dans un
mod ele o u l'impact est soit temporaire, soit permanent ou transient, et on d erive
la courbe de trading optimale minimisant le co^ ut d'ex ecution au sens moyenne-
variance.
 Comment la nature discr ete du probl eme d'ex ecution peut-elle^ etre prise en compte
? On introduit un cadre g en eral utilisant une approche par contr^ ole impulsionnel,
qui consiste  a contr^ oler des algorithmes de trading.
 Comment  evaluer et g erer un actif contingent dans les mod eles  a facteur d'impact?
On propose un cadre de travail g en eral de type cible stochastique  a contr^ ole  a
variation totale born ee. Un exemple d'application  a l' evaluation des contrats de
type VWAP1-guaranteed est d etaill ee.
1Volume Weighted Average Price
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Dans la premi ere partie, on traite les deux premi eres questions. Pour cela, on s'inspire
du mod ele propos e par Bouchaud, Gefen, Potters & Wyart [21] (version discr ete) et par
Gatheral [33] (version continue). Plus pr ecis ement, on propose une forme alternative
de ces mod eles dans un cas discret, dans laquelle l'incr ement de prix comporte deux
composantes : la somme cumul ee des impacts qui d ecroissent avec le temps et qui sont
g en er es par toutes les transactions pr ec edentes, plus un bruit. On utilise ce mod ele
pour mesurer l'impact post-trade d'une s equence de transactions. On reconsid ere le
mod ele continu de Gatheral [33] pour lequel on donne une condition d'optimalit e sur
les strat egies pour un crit ere moyenne-variance. Celle-ci prend la forme d'une  equation
int egrale de Fredholm du premier type. La solution est obtenue gr^ ace  a un algorithme
num erique. On retrouve  egalement les solutions explicites de Gatheral, Schied & Slynko
[34] lorsque le coecient d'aversion au risk est nul.
La troisi eme question est consid er ee dans la deuxi eme partie. On utilise une approche
de type contr^ ole impulsionnel pour mod eliser un m eta-algorithme de trading qui lui-
m^ eme passe des ordre  a des sous-robots : une s equence de slices est envoy ees  a des
robots avec di erents param etres et dur ees d'activit e impos ees. Il s'agit de maximizer
une fonction objective qui est la somme des gains courants et naux. On caract erise la
fonction valeur comme la solution de viscosit e d'un syst eme d'EDP et on donne  egale-
ment un sch ema num erique pour le r esoudre. Gr^ ace  a un th eor eme de comparaison on
montre la convergence de ce sch ema. On pr esente une application num erique sur un
cas r eel.
On s'int eresse ensuite  a la notion d' evaluation d'option sur liquidation de book dans un
mod ele  a facteur d'impact, pour lequel les notions habituelles d' evaluation par mesure
risque neutre ne font plus sens. On utilise l'approche par cible stochastique en mo-
ments propos ee par Bouchard-Elie-Touzi (2008). Ceci revient  a rechercher le plus petit
prix assurant que le P&L nal de l'op eration satisfont une contrainte de risque x ee
 a l'avance. On commence par traiter un cadre abstrait qui g en eralise les travaux de
Bouchard-Elie-Touzi (2008), puis on l'applique  a l' evaluation de guarantees de type
VWAP.
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Finalement, on termine ce travail par une partie qui est d econnect ee de la probl ematique
initiale o u l'on montre l' equivalence entre probl emes de cible stochastique et probl emes
contr^ ole optimal sous forme standard.
2 Premi ere partie : mod ele d'impact et trading optimal
Dans un probl eme de trading on s'int eresse  a la fa con de diviser le volume total  a passer
sur le march e en plusieurs morceaux, et d'ex ecuter ces derniers au cours du temps.
Suivant la nature du mod ele consid er e pour le prix et le volume, on peut distinguer
deux approches : l'une est discr ete, l'autre est continue.
Les premiers mod eles sont de nature discr ete. Ils ont  et e propos es tout d'abord par
Bertsimas & Lo [11], et puis par Almgren & Chriss [7]. Cette approche consiste  a
diviser l'horizon de trading [0;T], o u T est un temps x e, en N intervalles de longueur
 = T=N. Une courbe de trading est une s equence fxngN
n=0 o u xn est le nombre
d'actions  a vendre ou acheter  a la date tn = n. Le prix de l'action suit un mod ele de
mouvement Brownien arithm etique, auquel se rajoute un impact permanent :
Sn = Sn 1 + 
p
 + \impact permanent" :
Dans la formule pr ec edente l'impact est permanent car il inuence directement le prix.
Le prix nal obtenu par le broker est le prix courant auquel s'ajoute un impact tempo-
raire qui lui est propre
~ Sn = Sn 1 + \impact temporaire" :
Les deux impacts sont des fonctions du volume  ecoul e sur cet intervalle (xn   xn 1) et
de la duration .
Il existe un autre type de formulation, toujour de nature discr ete, o u la dynamique
du prix obtenue est d eriv ee  a partir d'un mod ele de carnet d'ordres. Premi erement
propos ee par Obizhaeva & Wang [46] et puis reprise dans Alfonsi & Schied [1], Alfonsi
et al. [2], cette formulation consiste  a mod eliser les dynamiques des ordres d'achat ou de
vente limit es. Le carnet d'ordres est d eform e quand un ordre est ex ecut e, puis revient
 a son point d' equilibre apr es une certaine p eriode de temps.
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L'approche continue consiste  a mod eliser le prix de l'action S et le volume restant x
par des processus continus. Dans cette version, l'impact est une fonction de la vitesse
 a laquelle on envoie des ordres au march e. Le mod ele de Gatheral [33] est susam-
ment riche pour discuter l'inuence de l'impact sur le trading optimal. Il postule la
dynamique suivante pour le prix d'une action S
Sx(t) = S0 +
Z t
0




o u la fonction f d esigne l'impact g en er e par un algorithme de trading dont la vitesse
de trading est
vx(s) =  dx=ds (.2)
et aaibli par un facteur de decay G, x  etant la quantit e restante  a ex ecuter, x(0) = X,
x(T) = 0.
Au travers des derniers paragraphes, on peut se poser les questions suivantes :
 Pourquoi doit-on diviser un ordre en plusieurs morceaux ?
 Que signie la notion d'impact apparaissant dans la dynamique du prix ?
 D'o u vient le facteur de decay G ?
Les deux premi eres questions partagent une m^ eme r eponse (parmi plusieurs r eponses
possibles) : la liquidit e oerte dans chaque intervalle de temps est limit ee. Souvent,
les quantit es disponibles  a chaque niveau de prix dans le carnet d'ordres sont de taille
n egligeable devant la quantit e totale que l'on veut vendre ou acheter. Par cons equent,
le trader doit acheter plus ch ere o u vendre moins ch ere s'il veut r ealiser son volume
dans un court d elai.
Ce dernier eet est appel e\impact"du volume sur le prix et peut ^ etre interpr et e comme
le prime de liquidit e qu'un trader doit payer pour attirer la liquidit e. Pour un ordre
de taille faible (de l'ordre d'une dizaine d'ATS1) ce co^ ut est n egligeable, mais pour un
ordre institutionnel (de l'ordre d'une dizaine % d'ADV2), il est consid erable car inu-
ence directement et essentiellement le prot d'un broker.
1Average Trade Size
2Average Daily Volume
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Figure .1: Un carnet d'ordres
La raison donn ee ci-dessus est celle d'un broker. Il existe un autre type de raisonnement
sur la notion impact donn e par une approche empirique, par exemple Bouchaud et ses
coauteurs [20, 21]. Il est  evident que, qualitativement, conditionnellement  a un ordre
d'achat (ou de vente), le cours d'un actif a tendance  a monter (ou  a diminuer), i.e.
un ordre a une inuence sur le prix. En analysant des bases de donn ees gigantesque
des transactions enregistr ees au cours des ann ees, la fonction d'impact est estim ee
quantitativement et on trouve typiquement une fonction puissance liant l'impact g en er e
et le volume trait e : f(v) / v .
De plus, en se basant sur l'absence de manipulation de prix, on peut montrer que les
impacts ne doivent pas ^ etre permanents. Ils sont de fait transients, i.e. ils diminuent
au cours du temps selon un facteur de decay G, qui est aussi typiquement une fonction
puissance. Il en r esulte de ces observations le mod ele suivant pour le prix
Sn = S 1 +
n X
l= 1
f(vl)G(l   l0) ;
i.e. Sn = Sn 1 + f(vn)G(n   l0) ;
o u l'indice n d esigne la n-i eme transaction.
On se place dans un cadre assez similaire sauf que l'on consid ere maintenant que les
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transactions pass ees peuvent avoir un impact sur toutes les variations futures du prix.
Sn+1 = Sn +
n X
l=1
f(vl)G(n   l) + n+1 ;
o u les (n)n sont i.i.d. de loi N(0;2) correspondent  a un bruit de microstructure
additionnel.
On s'int eresse en eet  a la quantication des impacts d'une s equence de transactions par
rapport  a une date donn ee. An de simplier la discussion on consid ere uniquement
le cas o u f(v) / v, G(l) / l 1. On estime ce mod ele et on d enit une mesure de
post-trade de l'impact associ e  a une s equence de transactions. On obtient les r esultats
suivants sur les donn ees.
R esultat 1. Utilisant cette mesure on observe sur les donn ees r eelles que :
 L'impact d'une s equence de transactions depend des conditions d'ex ecution (par
exemple, le taux de participation) et des contextes du march e (par exemple la
sym etrique du volume disponible au bid/ a l'ask).
 L'ex ecution d'un ordre d'achat dans une journ ee de trend positif engendre un
impact plus important que celui obtenu dans une journ ee o u il n'y a pas de trend.
Dans un second temps, on reprend le mod ele de Gatheral [33] d ecrit pr ec edemment et
on consid ere le probl eme de minimization du co^ ut d'ex ecution dans un cadre moyenne-
variance. Etant donn ee un coecient d'aversion au risque   0, on cherche  a r esoudre
min
x()
(J[x] := E[Cx] + Var[Cx]) ;




Sx(t)vx(t)dt   X  S0 ;voir (.1) et (.2) :
Notre deuxi eme r esultat donne une condition d'optimalit e caract erisant la strat egie
optimale x.
R esultat 2. Soient f 2 C1(R), G 2 L1([0;T]), il existe une constante c telle que x









x0(s)G(s t)ds = c pour tout t 2 [0;T] :
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d'algorithmes de trading
Quelques r esultats d ej a existant dans la litt erature sont retrouv es en faisant des choix
sp eciques pour f, G et  :
 le mod ele d'Almgren [6, 7]: f(v) = v ;G(t) = t (pour impact temporaire) et
G  1 (pour impact permanent).
 le mod ele de Gatheral [33, 34]: G : (0;1) ! [0;1) non-constante, non-croissante,
convexe et
R 1
0 G(t)dt < 1.
On propose un sch ema num erique pour calculer la solution de l' equation pr ec edente, les
r esultats trouv es nous aident  a comprendre l'inuence de f, G,  et  sur la strat egie
optimale.
3 Deuxi eme partie : mod ele g en eral pour mod eliser le
contr^ ole d'algorithmes de trading
On a pr esent e dans la section pr ec edente deux approches pour traiter le probl eme de
trading optimal. Elles peuvent bien  evidemment servir de benchmark  a la construction
d'algorithms. Mais malheureusement aucune de ces approches ne correspond pas  a la
r ealit e actuelle du trading, qui consiste  a envoyer de mani ere discr ete des ordres partiels
 a des robots.
Prenons par exemple l'ex ecution d'un ordre sur le march e par un broker. Elle consiste  a
d enir plusieurs intervalles actifs, s epar es par des intervalles dits passifs. Dans chaque
intervalle actif, il choisit d'ex ecuter une partie de l'ordre initial,  a la n de cet intervalle
il devient syst ematiquement inactif avant de redevenir de nouveau actif. Cette s equence
est r ep et ee au passage complet de l'ordre global. Le choix des intervalles d epend de
l' etat actuel de l'ex ecution et est d etermin e en temps r eel. Quant  a l'ex ecution de
chaque slice, le trader doit d ecider  egalement des param etres de l'algorithme de trading
automatique (robot) qu'il utilise. En dehors des param etres usuels comme le volume,
on peut aussi choisir le type d'algorithmes, la distance par rapport au meilleur prix de
l'ordre limit e, etc...
D'apr es cette description, on voit imm ediatement que l'approche continue ne convient
pas  a la r ealit e . L'approche discr ete semble mieux adapt ee mais en eet, comme celle-ci
n'autorise que des transactions  a de dates d eterministes et pr e-x ees, elle est  egalement
limit ee.
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Pour tenter de mod eliser tous les algorithmes de trading, tout en  evitant les incon-
v enients ci-dessus, il est n ecessaire de construire un mod ele de contr^ ole susamment
riche. Une solution naturelle consiste  a utiliser une approche de type contr^ ole impul-
sionnel. On propose le mod ele suivant : un algorithme de trading est d etermin e par
une s equence de (
i ;
i ;E
i )i o u
 
i est la date  a laquelle on envoie la i-i eme slice;
 
i est la date de n de cette slice;
 E
i est le param etre (peut ^ etre multi-dimensionnel) avec lequel la slice est ex ecut ee
par les robots.




i ] et $ est un param etre sp ecial qui signie que l'algorithme est





























Il s'agit d'un mod ele de contr^ ole impulsionnel, mais non-classique du fait de la pr esence
de la variable 
i . Cette variable nous permet de s eparer l'algorithme p ere des algo-
rithmes ls (des slices), il n'est pas n ecessaire de surveiller un algorithme ls d'une
fa con continue mais uniquement  a la n de la p eriode d ecid ee par l'optimiseur.























xviii4 Troisi eme partie : mod ele de cible stochastique g en eralis ee et
applications au trading
Le contr^ oleur a pour l'objectif de maximizer la fonctionnelle de gain, qui s' ecrit comme
la somme des gains interm ediaires et d'un gain nal












i ) + g(X
t;x(T)) :
On peut identier de la description pr ec edente deux r egions : une active, quand une
slice est en train d'^ etre ex ecut ee, et une passive quand aucune slice n'est pass ee sur le
march e. A la n d'une phase d'activit e ( ! 0), on peut soit lancer une nouvelle slice,
et par cons equent rester dans la zone active, ou bien on entre syst ematiquement dans
la zone passive. La m^ eme d ecision doit se faire quand on est dans la zone passive.
En explicitant les conditions sp eciques dans chaque cas, on obtient un r esultat carac-
t erisant la fonction valeur V dans les zones identi ees.
R esultat 3. La fonction valeur V est solution viscosit e d'un syst eme d'EDP.
Pour montrer cette caract erisation on a utilis e le nouveau principe de programmation
dynamique de Bouchard & Touzi [15]. An de compl eter cette caract erisation, on
montre l'unicit e de V par un r esultat de comparaison.
R esultat 4. Un th eor eme de comparaison est v eri e sous certaines hypoth eses.
On fournit  egalement une m ethode pour discr etiser le syst eme d'EDP et on v erie la
convergence du sch ema propos e.
R esultat 5. La fonction V peut ^ etre approch ee par ~ Vn, solution num erique du syst eme
discr etis e.
4 Troisi eme partie : mod ele de cible stochastique g en eral-
is ee et applications au trading
Le probl eme de trading consiste  a vendre ou acheter une quantit e d'actions pendant
un interval de temps ni. Il est naturel de consid erer la somme alg ebrique cumul ee des
volumes associ es  a chaque type d'ordres Lv (pour les ordres de vente) et La (pour les
ordres d'achat). Dans un cadre de trading agency, chaque ordre est de signe constant,
i.e., pour un ordre d'achat on a La
0 =  K < 0 et La
T+ = 0, en plus, l'interdiction de
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vente  a d ecouverte impose que ce processus doit ^ etre non d ecroissant. Dans le cas le
plus g en eral, la somme cumul ee des volumes pass es est la somme des deux processus :
L = La + Lv. La derni ere d ecomposition implique que L est un processus  a variation
totale born ee.
Dans tous les probl emes de trading optimal consid er es, les strat egies optimales sont
obtenues en minimisant une fonctionnelle du co^ ut d'ex ecution. On cherche alors  a
d eterminer la prime initiale  a faire payer au client de mani ere  a ce que cette fonctionnelle
ne d epasse pas un certain niveau x e  a l'avance.
Une approche directe permettant de r esoudre ce type de probl emes est l'approche par
cible stochastique en moment initi ee par Bouchard, Elie & Touzi [18].
On se place dans le cadre de Bouchard, Elie & Touzi [18] auquel on ajoute un nouveau
contr^ ole de type processus  a variation totale born ee. Soit un contr^ ole  = (;L) 2 A,
la dynamique des processus contr^ ol es est la suivante
X























Ce type de mod ele permet de tenir compte un impact lin eaire du volume  ecoul e sur la
dynamique du prix. On donne  egalement d'autres exemples d'application int eressants,
par exemple dans les mod eles avec co^ uts de transactions proportionnels.
Dans le cadre original de Soner & Touzi [52], les auteurs ne consid erent qu'une con-
trainte  a la date nale T. An de traiter une contrainte de type am ericain : Z

t;x;y 2
O(s) pour tout s 2 [t;T], on utilise la version introduite par Bouchard & Vu [16].
Une telle contrainte est motiv ee par le fait qu'un broker cherche  a imposer des bornes
limitant la somme cumul ee de volume pass e L 2 [;].
En se pla cant tout d'abord dans un cadre abstrait, on montre le r esultat suivant.
R esultat 6. La fonction valeur v est solution viscosit e d'un syst eme d'EDP.
Dans un cas plus concret, on traite le probl eme de valorisation d'un contrat de type
VWAP garantit, o u un broker garantit un prix d'ex ecution (mesur e par le VWAP1) en
1Volume Weighted Average Price
xx5 Quatri eme partie : un r esultat d' equivalence
fonction du march e. Par rapport au cas abstrait, on obtient en plus l'unicit e de v gr^ ace
au r esultat suivant.
R esultat 7. Sous quelques hypoth eses de r egularit e, l'EDP v erie un th eor eme de
comparaison.
Ceci ouvre la voie  a des applications num eriques.
5 Quatri eme partie : un r esultat d' equivalence
Cette derni ere partie porte sur un th eme d ej a  evoqu e mais reste assez d econnect ee de
nos probl ematiques de trading optimal : l'approche par cible stochastique. La forme la
plus basique d'un probl eme de cible est la suivante :













 0 P   a.s.
pour un certain contr^ ole  .
La version relax ee de ce probl eme est propos ee par Bouchard, Elie & Touzi [18], o u








 p. Cette relaxation permet de traiter de nombreux probl emes de
math ematiques nanci eres dont l'un est pr esent e dans la troisi eme partie de ce travail.
La caract erisation de la fonction valeur dans cette approche se base sur le Principe de
Programmation Dynamique G eom etrique, initialement propos e par Soner & Touzi [52]
S(t) =

(x;y) : 9 tel que Z
t;x;y() 2 S()
	
pour tout temps d'arr^ et  prenant des valeurs dans [t;T] :
Cette formulation est a priori tr es di erente de celle du principe de programmation
dynamique pour les probl emes sous forme standard, ce qui laisse penser que probl emes
de contr^ ole stochastique sous forme standard et probl emes cible stochastique doivent
^ etre trait es s epar ement.
On montre que, en eet, les deux approches sont  equivalentes. Plus pr ecis ement, on a
le r esultat suivant.
R esultat 8. Tout probl eme de contr^ ole optimal sous forme standard peut se repr esenter
sous la forme d'un probl eme de cible stochastique.
On montre  egalement comment passer des EDP associ es  a l'un et  a l'autre probl emes.
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6 Quelques rep eres bibliographiques pour les applications
du contr^ ole optimal au trading
Le probl eme de trading optimal a  et e consid er e depuis les ann ees 90 (Almgren & Chriss
[7], Bertsimas & Lo [11]), initialement sous la forme discr ete et puis continue dans
Almgren [6]. L'optimisation en pr esence d'un carnet d'ordres a  et e premi erement trait e
par Obizhaeva & Wang [46], suivi par Alfonsi et al. [2], Hewlett [37] et r ecemment par
Predoiu, Shaikhet & Shreve [47]. Pour trading en pr esence d'un risque d'inventaire,
voir Avellaneda & Stoikov [8] ou Gu eant, Lehalle & Fernandez Tapia [35]. Laruelle,
Lehalle & Pag es [42] a consid er e la distribution d'un ordre aux plusieurs sources de
liquidit e, dont des dark pools.
Les mod eles d'impact  etaient bien consid er es via une approche empirique, voir e.g.
Bouchaud [20] et les r ef erences cit ees. La viabilit e d'un mod ele d'impact  etait  etudi ee
tout d'abord par Huberman & Stanzl [38] et r ecemment par Gatheral [33], Alfonsi &
Schied [1]. Les mod eles non-lin eaire peuvent se trouver dans Almgren [6], avec un fac-
teur de decay dans Gatheral [33], Gatheral, Schied & Slynko [34].
Se positionnant dans le framework classique, des strat egies optimales  etaient d eriv ees
sous des conditions particuli eres, par exemple Almgren & Lorenz [5] (avec un a priori
croyance sur le drift), Lehalle [44] (eet de retour  a la moyenne).
Les probl emes de cible stochastique  etaient premi erement propos es par Soner & Touzi
[52] et  etudi es plus profond par Bouchard & Touzi [14], Touzi [56]. De nombreuses
contributions ont  et e apport ees par Bouchard [12] (processus avec sauts), Bouchard,
Elie & Touzi [18] (approche de type perte contr^ ol ee) ou Moreau [45].
xxii6 Quelques rep eres bibliographiques pour les applications du contr^ ole
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Liste des articles ayant contribu e  a la r edaction de la th ese
 Optimal control of trading algorithms: a general impulse control approach, B.
Bouchard, N.-M. Dang, C.-A. Lehalle,  a para^ tre dans SIAM Journal on Financial
Mathematics;
 Generalized stochastic target problems for pricing and partial hedging under loss
constraints - Application in optimal book liquidation, B. Bouchard, N.-M. Dang,
soumis  a Finance and Stochastics;
 Optimal control versus stochastic target problems: an equivalence result, B.
Bouchard, N-M. Dang, soumis  a Systems and Control Letters;
 Rigorous post-trade market impact measurement and the price formation process,
C.-A. Lehalle, N.-M. Dang, Trading, 2010(1), 108-114;
 Optimal trading with transient impact model, N.-M. Dang, document de travail.
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Market impact and optimal
trading
1Abstract
We model the price process by a structural model
Sn+1 = Sn +
n X
l=1
f(vl)G(n   l) + n+1 ;
with (Sn;vn)n the price and the volume of the n-th trade, f and G are the
impact and the decay function, respectively. We calibrate the model in a
simple case with f(v) / v, G(l) / l 1 and use it to quantify the post-trade
impact of a trading strategy. We propose a way to measure the impact and
verify on empirical data it reproduces some intuitive eects.
In the second part, we consider the Gatheral model
S(t) = S0 +
Z t
0




where W is a Brownian motion and v is the trading rate, dened by v(t) =
 dx=dt where x is the remaining volume, x(0) = X, x(T) = 0. We minimize




S(t)v(t)dt   X  S0 :
We obtain an integral equation characterizing the optimal strategy x and
propose a numerical scheme to compute it.
Keywords: market impact, transient impact, Fredholm integral equation.
Note
The rst chapter of this part is based on an article in Trading, 2010(1).4Chapter 1
Post-trade market impact model
1 Introduction
Even many contributions have been made since the inception of the rst model in Kyle's
article [40], there is still no unique interpretation of price impact. One of fairly compre-
hensible denitions is the following: \price impact refers to the correlation between an
incomping order (to buy or to sell) and the subsequent price change", from Bouchaud
[20]. Among many reasons given to explain for impact's origin, the most intuitive one
is: impact is due to the limit of liquidity in maket.
It is crucial to understand this notion in view of an optimization in trading prob-
lems. Actually, execution of large market order is more dicult than small ones, hence
\traders often must move prices" to ll their orders, consequently impact should in-
creases with order size, hence, is the most signicant cost of trading (large) orders
(Harris [36]).
The usual measure of price impact is the expectation of the normalized price move
(St+   St)"t, conditioning on the volume vt = v c.g. Bouchaud [20]:
R(;v) = E[(St+   St)"t j vt = v] ;
where "t is the order's sign "t = 1buy order   1sell order.
It is reported that the impact function is power-law dependent with respect to volume,
where the power depends on the time scale  = t
R( = t;v) / v (t) ;
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This statistical fact allows one to postulate the following structural model





which decomposes the price process between 0 and T = Nt as the sum of all impacts
generated by aggregated trades at the frequence t.
Beside providing the empirical support, Bouchaud et al. [21] argued that, an unpre-
dictable price changes imposes a transient nature to impacts, i.e., the previous model
should takes the following form
ST   S0 = 
N 1 X
n=0
G(N   n)"nv 
n : (I.1)
In the above model, the impact from the latest trade vn is disgested immediately in the
price process, hence inuents uniquely price between nt and (n + 1)t:
(Sn+1   Sn) / "nv 
n ;
where for ease of notations we write Sn for Snt.
In this chapter we consider a structural model in which each price move is mainly
explained by not only the market impact of the last trade but also those of earlier
trades weakened by a decay factor
Sn+1   Sn =
n X
l=1
f(vn)G(n   l) + n+1 : (I.2)
Each n follows a centered normal distribution with variance 2. We postulate that
both f and G are linear, and estimate the unknown parameter over transaction data.
We make use of this model to estimate a post-trade impact of a sequence of trade, and
we illustrate its dependence versus the market context.
2 A simple typology of impacts
Figure I.1 comes from simple simulations; it shows three kinds of market impact: the
rst one is\passive market impact". It typically occurs when an investor sends a steady
stream of passive orders to the market (in this example, it is a sequence of buy orders
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Figure I.1: From top to bottom: diagrams of the market impact induced by a passive
order, an aggressive order and an execution in a dark pool; solid lines are the observed
price, dotted lines what it would have been.7POST-TRADE MARKET IMPACT MODEL
during trades 60 to 91), which prevents the price from moving in one direction, and
when the investor stops sending such orders the price slowly returns to a level that
would have been obtained without his sequence. In the example, we can see how the
solid line reconverges with the dotted line: we created a resistance.
The second simulation is\aggressive market impact": a sequence of small orders is sent
to the market aggressively. After a small sustained jump and a period of decay, the
price returns to the level it would have achieved sooner.
And the last simulation is the impact of execution in a dark pool: a large passive order
was available in a dark pool. If nobody consumes it, it will have to go to the market at
least passively, or it will be slowly consumed by smart order routers\pinging"the dark.
Without being withdrawn from the market, it would have a \passive market impact"
inducing the dotted lines of the last chart. Following the consumption of such an order
in the dark by a sell, the price formation process will show behaviour close to the solid
line. The sell order, despite being in the dark, will consequently have a market impact
that can be read by comparing the solid line to the dotted one.
These three examples show that the market impact cannot be considered outside the
whole price formation process: the quantity that is removed from a pool will certainly
be missing in the future as a counterpart to other trades. A quantity that is accepted
by a counterpart will be added to its inventory, possibly triggering some limits in the
future that could generate an impact on the price.
3 Model with decayed price impact
3.1 Model description
During a trading day where N transactions occur with quantities (vn)n=1;:::;N; the moves
in the price are mostly driven by the market impact of the quantities (vn)n=1;:::;N, plus
an uncertainty level that is modelled by a Brownian motion:




Each n follows a centered normal distribution with variance 2. The two functions f
and G are called the price impact function and the decay kernel, respectively.
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In such a model, the portion of the moves in the price coming from  is low: the moves
in the price essentially come from the impact of the trades. Sometimes buy orders are
followed by sell orders that oset the former, leading to small oscillations in the price,
but sometimes a majority of consecutive orders will come from buyers, leading to an
increase in the price.
It is worth noting that the volume sequence (vn)n is signed, i.e., takes a positive value
if it is a buy order and a negative one otherwise. Let us dene the total turnover W
as the sum of (unsigned) cash exchanged during the whole day. Then it is possible to




















n=V1, Vn is the sum of all (unsigned) transaction volumes from the n-th
transaction up to the end of the day.
3.2 Model calibration
The variable M given in (I.3) is dened with a general price impact function f and a
decay kernel G. In order to simplify and to focus on the main idea of this work, let us
take a linear function for the impact, f(v) = v and suppose the impact decays linearly
with time, G(l) = l 1. We shall proceed to compute the unknown coecient  by the
least-squares method in presence of known covariance.
The results of the calibration on CAGR.PA are shown in Figure I.2.
4 Practical applications
4.1 Post-impact estimation
Now we discuss the main application of our model, given a trading strategy, what is its
impact at the end of a trading day and how much does it depend on external conditions?
Let us justify these questions with a very simple example.
Given a trading day where transactions take place consecutively. It is possible to localise
some small period where the price is increasing. It is quite natural to argue that trades
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Figure I.2: Model calibration for CAGR.PA: slopes are illustrated by the solid line (with-
out data trimming) and the dashed line (with data trimming). The right-hand panel shows
the relative error and the standard error (scaled up by factor 100) using the estimated value.
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occurring during the beginning of this period contribute to the overall impact dierently
than those occurring at the end.
We use equation (I.3) to calculate strategy's own impact without noise. By trading
strategy we mean a sequence of transactions, representable by a set of indexes S, subset
of f1;:::;Ng indicating that the trades S are the ones we focus on, the post-impact of












Thanks to this formula, it is now possible to estimate the market impact of a subset of
trades during a post-trade analysis.
The successive steps proposed to estimate market impact at post-trade are:
 Calibrate the parameter  of the impact function and  of the decay kernel using
all trades of the day.
 Compute I(S) given subset S of trades of interest that is thus a denoised estimate
of their impact.
It follows immediately from (I.4) that:
 The post-impact is a linear function with respect to the strategy: for two dis-
juncted strategies (S1;S2), then the total impact is thus the sum of the two
impacts. Thanks to this property the computation for a pool of strategies can be
handled very fast, which is essential during the post-trade analysis.
 In the case of a linear impact, it is not necessary to know the value of  to compare
impacts.
4.2 Explanatory capability of post-trade market impact estimation
It is natural to assume that execution conditions (for example, a strategy's participa-
tion rate) and market context (for example, volume imbalance) have an inuence on
the impact of a given trade. Our market impact estimate allows us to qualify these
dependencies.
To do so, we follow a method which is a mix of the Monte Carlo simulation and the
bootstrapping approach. In order to be comparable, we shall impose certain conditions
during the simulation step. The methodology consists of the following steps:
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 Choose some conditions that each simulated strategy must verify; in our case, we
x the participation rate, i.e., the required volume to be p% of market volume,
where p is thus the participation rate.
 Given a sequence of transactions, by combining them we generate dierent strate-
gies fSkgk=1;:::;K where each strategy veries the above conditions.
 For each generated sequence we use (I.4) to estimate the contributed impact.
 Repeating this sampling for dierent trading days, we ultimately obtain a large
sample of market impact realisations in function of execution conditions and mar-
ket context.
We shall analyse the dependence between impact characteristics versus execution con-
ditions and market context.
Impact compensation:
First of all, let us remark that the impact characteristic should be compensated for by
other measures before being compared to others. Only by compensating for the market
buy impact can we isolate the pure contribution of the strategy. Note also that the last
measure is thus homogeneous among impacts. In view of this discussion, let us dene





Moreover, from the additivity of the market impact, the total market impact is now
the sum of the buy-side impact (positive sign) and the sell-side impact (negative sign).
It is intuitive that in a buy-initiated dominant day, the impact of a buy strategy is
lower than usual. To distinguish days with buy-initiated dominance from those with
sell-initiated dominance we propose to use the criterion
Impact-Imbalance =
Buy Impact
jBuy Impactj + jSell Impactj
:
Finally, considering some classical measures, for example trend measure (intra-day re-
turn) and volume imbalance measure, recall that
Volume-Imbalance =
Buy Volume
Buy Volume + Sell Volume
:
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What do we learn from these impacts?
For the illustration we use CAGR.PA, the coecient  is estimated to be 4:93e   7
using data from Jan. 1, 2010 to Feb. 15, 2010.
As a rst very intuitive result, we nd that the intrinsic impact is proportional to the
participation rate. Such a relationship is expected; recall that we consider only buy
strategies.
We also nd out that this criterion is decreasing with the volume imbalance, as shown
in Figure I.3 (left). Even if it is an expected behaviour it is still interesting because it
thus justies our impact notion. In fact, it says that we trigger less impact in a day
when there are more volumes on our side.
Figure I.3: Left: Intrinsic-Impact decreasing with Volume-Imbalance, p = 20%. This
implies that the impact is less important in a day where there is more buy volume than
sell volume. Right: Impact-Imbalance strengthens the stock trend.
The most interesting result that we observe is the fact that impacts do inuence the
stock price in Figure I.3 (right). By denition this is the case, but we now provide a
method to arm this fact not only qualitatively but also quantitatively.
Focus on best practices: from market impact to price formation process
We now turn to a more interesting question: how does a particular algorithm impact
the market? For a given strategy, our estimate helps us identify automatically the worst
or the best market conditions, under which the impact is bad or good respectively. Here
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we took the simple example of TWAP1, i.e., the algorithm executes volume linearly.
The sampling is done similarly to like in the previous section, but for each day we
compute the mean value of the simulated strategies' impact. A small mean value
indicates that the day in question is favourable for this algorithm and vice versa.
The distribution of all mean values is shown in Figure I.4. The chosen data set includes
all trading days in 2009.
Figure I.4: Distribution of impact mean value.
We focus on two extreme values, in fact Aug. 03, 2009 is a day corresponding to a large
impact, while for Sept. 7, 2009 the impact is much less important. Figure I.5 plots the
complete transaction data of these two days.
We can conclude from the rst gure that, when an imbalance exists on the market, if
you follow this imbalance then your impact really changes the stock price.
In general, when there is no imbalance between buy and sell orders, then the price
should follow a random walk, providing that there is no correlation between buy and
sell orders. On the other hand, a large imbalance between buy and sell orders drives
the price formation process to a trend; if you contribute to this imbalance, then you
are responsible for it, or in other words: your impact is high!
1Time Weighted Average Price
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Figure I.5: Left: Maximal impact in a positive trend day. Right: Minimal impact day in
a no trend day, self diusion of price process (reminder: buy order).
Conversely, as suggested by the second gure, if the balance between buy and sell orders
is maintained, then your impact is compensated for by other trades and therefore has
little inuence on the trend.
Ultimately, this approach allows us to estimate the market impact of a strategy as a
component of the whole price formation process of a day. It encompasses all the moves
in the price, including systematic and specic ones, because in this view of the market
each move in the price is mainly explained by the market impact of the last trade or that
of an earlier trade weakened by a decay factor. This allows a post-trade estimation of
the intrinsic market impact, i.e., a better understanding of the interactions of a strategy
with the market.
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16Chapter 2
Optimal strategies with transient
impact
1 Introduction
Bouchaud et al. [21] proposed a discrete-time model in which each trade of size vn
generates an impact which is power-low in volume, and decays over time according to
a decaying shape G:
ST   S0 = 
N 1 X
n=0
G(N   n)"nv 
n :
Gatheral [33] has recently reconsidered a continuous-time version of this model
S(t) = S0 +
Z t
0




where the previous power-law function v  is replaced by a more general form f(v),
v being the instantaneous trading rate. Then he provided conditions on f and G
under which there is absence of price manipulations. For instance, if f(v) = v  and
G(l) = l , then the condition +   1 is sucient to exclude any price manipulation.
Using the same model, Gatheral, Schied & Slynko [34] obtained the optimal condi-
tions, derived the explicit form of the optimal strategy in a expected cost minimization
problem.
In this chapter, we generalize this approach with a more general mean-variance opti-
mization criteria, we obtain a similar characteristic for optimal strategies using another
method. We describe and implement a numerical scheme to compute the optimal so-
lution.
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2 Problem description
We are interested in a problem which consists in buying X shares, between t = 0 and
t = T. A trading strategy is a real-valued function x with x(0) = X and x(T) = 0,
representing the number of remaining shares to buy. We consider only the class of
strategies that are dierentiable, so that we can dene the corresponding trading rate
vx(t) =  dx=dt =  x0.
We consider the Gatheral model (I.1) where W is a standard Brownian motion,  is
the volatility of the stock. The impact of trading at time s < t is given by f( x0(s))
and decays with a factor G(t   s).




Sx(t)vx(t)dt   X  S0 ;
where we now write Sx to insist on the fact that the stock price is inuenced by the
strategy.
Our trading goal is to determine a strategy that minimizes the following functional,
given a risk-aversion coecient   0
min
x()
(J[x] := E[Cx] + Var[Cx]) : (I.2)













where F(t;y;d;p) :=  dp + y22(t) and px(t) :=
R t
0 f( x0(s))G(t   s)ds.
3 Special cases
Depending on the form of the decay kernel G, denote t the time elapses since the
trade was placed, then we distinguish the following cases
G(t) =  : instantaneous impact,
G(t)  1 : permanent impact,
G0(t) 6= 0;G(t)
t!1  ! 0 : transient impact.
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3.1 Instantaneous impact
In this case, the market impact decays instantaneously, for the analytic form of the
market impact, let us take the following function in Almgren [6] where the impact is a
power function of the trading intensity
f(v(t)) = (t)(v(t))  ; G(t   s) = t s ;
where  and  are deterministic function. The functional F takes the following form
F(t;x(t);x0(t);px(t))  F(x(t);x0(t)) =  ( x0(t)) +1 + 2x2(t) :















= 0 for all t 2 [0;T] ; (I.4)
that is simplied in






+ 22(t)x(t) = 0 : (I.5)
Comparison with discrete-time scheme. Under a linear market impact model








We now use a rst-order nite dierence scheme, we discretize the time by N intervals,
whose endpoints are (tn = nh)n=0;:::;N with h = T
N. We approximate (x;x0) by (xn;x0
n)
dened as the value of (x;x0) evaluated at t = tn, then
2







n(xn+1   xn)   n 1(xn   xn 1)

;














n xn 1 for n = 1;:::;N   1 ;
x0 = X ; xN = 0 :
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Let us remark that, it is suggested in Lehalle [43] that n = n
Vn where (n;Vn) are
the volatitlity and market volume of the n-th period. The discrete-time model in this
case takes the following form:





Hence, we have the relation h2
n = h22
















which is the usual form found in many articles, for instance see Almgren [6]. In the
same article, explicit solutions are given with n  .
Explicit ODE. If we continue with (I.5), we obtain the homogeneous non-linear
second-order dierential equation:
(  + 1) (t)x00(t)( x0(t))  1   (  + 1)0(t)( x0(t))    22(t)x(t) = 0 : (I.6)
In order to solve this equation, one can rely on methods proposed in Press, Teukolsky,
Vetterling & Flannery [48].
3.2 Permanent impact








 x0(s)G(t   s)ds + x2(t)2(t)

dt ;























For this case the expectation of the execution cost is independent of the strategy, only
its variance depends on the strategy. The optimal strategy is L-shaped, i.e., it is optimal
to trade all at the beginning.
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4 Optimal condition with transient impact
In this case the decay kernel G is no-longer impulsive and we have a non-classical
calculus of variations problem, for instance the integral term contains a convolution
product.
4.1 Calculus of variations for integral depending on convolution prod-
ucts
We give here a lemma, obtained as a direct extension of a theorem in [49], which provides
a necessary condition for the optimal function. The proof is given in Section 6.
Lemma I.1. Given (t;y;d;p) 2 R4 7! F(t;y;d;p) a continuous function, satisfying Fy
is continuous and uniformly bounded, and Fd ;Fp are uniformly bounded and integrable
on  1 < t < 1. Given f 2 C1(R), g 2 L1([0;T]), we consider the class Kf;g (assumed
nonempty) of functions x on [0;T], satisfying
(i) x is absolutely continuous on (0;T),
(ii) f  x0 2 L1([0;T]),
(iii) x(0) = X; x(T) = 0, and
(iv) F[;x();x0();p()] 2 L1([0;T]), where p is dened as
p() := (f  x0)  g =
Z 
0
f(x0(s))g(   s)ds :





Suppose x0 2 Kf;g is a minimum of I in Kf;g. Then, there exists c 2 R such that for











0(t);p(t))g(s   t)ds = c : (I.8)
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4.2 Optimal condition
In the general case (I.3), the functional F takes the form F(t;y;d;p) =  dp + 2y2
and the optimal condition (I.8) reads
Z t
0
^ f(x0(s))G(t   s)ds + 2
Z t
0
2(s)x(s)ds + ^ f0(x0(t))
Z T
t
x0(s)G(s   t)ds = c ;










v(s)G(s   t)ds = c: (I.9)
Remark I.1. Minimizing only expected trading cost is equivalent to using  = 0, in
this case we retrieve the optimal condition as given in Gatheral, Schied & Slynko [34].
5 Numerical results
5.1 Discretization method
The optimal condition (I.9) is equivalent to
Z T
0
~ ft(v(s))G(jt   sj)ds + 2
Z t
0
2(s)x(s)ds = c for all t 2 [0;T] ; (I.10)
where
~ ft(v(s)) := f(v(s))1st + v(s)f0(v(t))1st :
To discretize this equation, we use the Nystrom method which extends Simson's 3=8
rule to arbitrary weight functions w (c.f. Press, Teukolsky, Vetterling & Flannery [48],
page 995-997). In our case, using N points of an evently spaced grid ftigN 1
i=0 with
ti = iT=(N   1), the coecients W(w;i;j) are computed such that
Z tj
ti




where vk = v(tk).
Discretization of the rst term:
For each value t = ti, 0  i  N   1 we discretize the rst term of (I.10) as follows:
Z T
0




k(G;0;N   1) ;
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where the superscript i shows that ti is taken as the lower limit of integration.
Discretization of the second term:







Wk(1;j;N   1)vk ; j = 0;:::;N   1 : (I.11)




















Wk(1;j;N   1)Wj(2;0;i) :










Wk(1;j;N  1)Wj(2;0;i) = c : (I.12)
The diculty comes from the non-linearity of f and f0, we cannot solve (I.12) directly
to obtain fvigN 1
i=0 . We propose the following algorithm to overcome this obstacle.
Algorithm:
1. An initial estimate v(0) is dened by v
(0)





k(G;0;N   1) = c :
2. Compute the Newton iterates fv(m)gm as follows: v(m+1) is the solution of Equa-
tion (I.12) where the following approximations have been made
~ f(v
(m+1)












k ) and ~ f0(v
(m+1)
i )  ~ f0(v
(m)
i ) :
This step consists in solving the following equation, obtained by substituting the above
approximation in Equation (I.12)
K  v(m+1) = ~ c ;
23OPTIMAL STRATEGIES WITH TRANSIENT IMPACT





























Once obtained fvig0iN 1, we use (I.11) to compute ^ x(0), the value of the constant c
is such that ^ x(0) = X.
5.2 Optimal strategies
Figure I.1:  = 0;G(t) = t 0:4;f(v) = v1:1
In Figure I.1 we minimize only the expectation of cost ( = 0). Using a non-linear
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Figure I.2:  = 3;G(t) = t 0:4;f(v) = v1:1;(t) = jcos(t)j
impact function f(v) = v1:1 and a decay factor G(t) = t 0:4, we obtain a curve which
is similar to the linear case's solution (c.f. Gatheral, Schied & Slynko [34]).
The strategy in Figure I.2 is obtained by using a coecient  = 3, a U-shape volatility
function (t) = jcos(t)j and the same function f and G. We observe that the trading
rate is of important value in the beginning of the period, increasing in the middle where
there is less volatility and nally increasing at the end.
6 Proof of Lemma I.1
We introduce the class of variations N made of function eta satisfying (i)  is absolutely
continuous and has compact support in (0;T), (ii) (0) = (T) = 0 and (iii) 0 2
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0 + "0)  g

(t)]dt :
For " suciently small, the function x0;" = x0+" is in Kf;g, and there exists a positive






   M





Under the assumptions on the class N and by the fact that the convolution of two
functions belonging to L1([0;T]) is also in L1([0;T]), the above expression is integrable





















where the usual integration by parts was performed. Since I[x0] is an extremum it
follows that 0(0) = 0 almost everywhere on (0;T). Moreover, the last expression
in the brackets is absolutely integrable on (0;T), hence an interchange of limits of
















0(t)dt = 0 :
By arbitrariness of , this implies that the expression in brackets is equal to a constant
c almost everywhere on (0;T).
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Optimal trading with general
impulse control approach
27Abstract
We propose a general framework for intra-day trading based on the con-
trol of trading algorithms. Given a set of generic parameterized algorithms
(which have to be specied by the controller ex-ante), our aim is to optimize
the dates (i)i at which they are launched, the length (i)i of the trading
period and the value of the parameters (Ei)i kept during the time interval
[i;i +i). This provides to the nancial agent a decision tool for selecting
which algorithm (and for which set of parameters and time length) should
be used in the dierent phases of the trading period. From the mathemat-
ical point of view, this gives rise to a non-classical impulse control problem
where not only the regime Ei but also the period [i;i + i) have to be
determined by the controller at the impulse time i. We adapt the weak dy-
namic programming principle of Bouchard and Touzi (2009) to our context
to provide a characterization of the associated value function as a discon-
tinuous viscosity solution of a system of PDEs with appropriate boundary
conditions, for which we prove a comparison principle. We also propose a
numerical scheme for the resolution of the above system and show that it is
convergent. We nally provide a simple example of application to a problem
of optimal stock trading with a non-linear market impact function. This
shows how parameters adapt to the market.
Key words: optimal impulse control, discontinuous viscosity solutions,
intra-day trading.
Note
This part is based on an article to appear in SIAM Jounal on Financial
Mathematics.30Chapter 3
General impulse control approach
1 Introduction
Trading algorithms are nowadays widely spread among nancial agents. They are typ-
ically used for high frequency intra-day trading purposes, e.g. for\statistical arbitrage"
or for the execution of large orders by brokers. In both cases, the use of robots is
justied by the fact that orders have to be executed very quickly, in order to make
prot of \good prices", and, typically for brokers, by the large size of the portfolios to
be handled by a limited number of traders.
A lot of eorts have been devoted these last years to build ecient trading algorithms,
taking all possible market features into account, and in particular the so-called market
impact eect. Some of the most popular ones have been proposed by academics, see
e.g. [3], [4], [7], [11] and [42], a lot of them are developed in research divisions of brokers
or investment banks, and are somehow kept secret as fundamental building blocks of
their everyday business.
One could expect that these algorithms correspond to global optimization problems
and are run on the whole trading period without interruption. In practice, this is often
not the case, in particular among brokers.
In fact the way brokers execute large orders is typically as follows: they split the global
number of assets to be bought or sold into small pieces, called slices, and then use
robots to execute these dierent slices one by one. Each time a new slice is launched,
the trader tunes the parameters of the algorithm (and possibly the size of the slice)
depending on the evolution of the market's conditions. He can even decide to use a
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dierent algorithm from one slice to the other (which can actually also be viewed as
changing the parameters of a single robot, at least from the mathematical point of
view).
The real life situation is thus the following: given a bunch of trading algorithms, the
trader decides how to slice the order (i.e. divide the global order in smaller parts), at
what time each slice is launched, and with which algorithm and values of the parameters.
Moreover, he also decides how long he should let the algorithm run. In practice, there
exists a minimal time period during which each algorithm is executed. One reason for
this is simply that the trader can not practically monitor all the algorithms that are
running for dierent purposes at the same time. Another one is that it makes no sense
(in practice) to launch an algorithm for less than, say, one second.
The aim of this work is to provide a decision tool for traders given the above described
practical situation. Namely, we propose a rigorous framework for the optimal control
of trading algorithms: how does one decide optimally of the times at which algorithms
are launched, what parameters to use, for how long? Obviously, one could argue that
it would be better to discuss a global optimization problem, i.e. discuss the optimal
control problem associated to the global trading agenda. This is not the aim of this
work. Most practitioners have their own algorithms and do not want to have the same
as the others. Our approach allows us to adapt to the algorithms each trader wants
to use (optimal or not), and help them to use these algorithms in an optimal way, and
in particular to tune the parameters. Exactly like the computation of greeks serves as
a reference for the hedging policy of an option, which is then more or less followed by
the trader depending on his own feeling of the market's conditions (and because he can
in practice only discretely rebalanced his portfolio), we aim at providing on-line values
of the parameters that should be optimal in some sense and therefore should serve as
references for the trader in the way he launches the dierent slices.
We are therefore not interested here in the trading algorithms themselves. The aim of
this work is not to come up with a new algorithm but to provide a rigorous decision
tool for the use of already existing trading algorithms.
From the mathematical point of view, it gives rise to a non-classical impulse control
problem. As for standard impulse control problems, see e.g. the reference book [10],
one chooses the times at which \impulses" are given (times at which an algorithm is
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launched) and the size of the impulse (the value of the parameters). The novelty comes
from the fact that one also chooses a time period during which no new impulse can be
given (the period during which the algorithm runs). To the best of our knowledge, such
problems have never been discussed in the mathematical literature on optimal impulse
control.
In this chapter, we provide a rigorous characterization of the value function as a dis-
continuous viscosity solution of a partial dierential equation (PDE), together with
suitable boundary conditions. To this end, we adapt the approach of [15] who pro-
poses a weak version of the dynamic programming principle. The main advantage of
this weak formulation is that it does not require any a priori continuity of the value
function. It is the rst time this approach is used in the context of impulse control
problems, and this requires some non-trivial modications of the arguments of [15].
Our PDE characterization reads as follows. When the current regime is the passive
one, i.e. no trading algorithm is running, the controller can launch one at any moment
i with a given set of parameters Ei and for a period of length i. This gives rise to a
standard quasi-variational inequality in the region corresponding to the passive regime.
However, once the algorithm is launched, no change in the value of the parameters can
be made before the end of the period [i;i + i). This implies that the value function
satises a linear parabolic equation on the active region. We also provide a comparison
principle for the above equations and construct a nite dierence numerical scheme,
which we prove to be convergent.
The rest of this chapter is organized as follows. The model is described in Section 2. In
Section 3, we provide the PDE characterization of the value function and the associated
comparison principle. The proofs of these results are given in Section 4. The numerical
scheme is studied in Section 1. In the last section, we discuss a very simple numerical
example of application to a particular model of optimal stock acquisition. It shows how
the proposed framework naturally allows a real-time adaptive control of the trading
algorithm, by switching optimally after the end of each slice given the current state of
the market.
Notation: All over this chapter, we shall use the following notations. Given x 2 Rk,
for k given by the context, we denote by jxj its Euclidean norm and by Br(x) the open
ball of center x and radius r > 0. The scalar product is denoted by h;i. Given a set
A  Rk, we denote by @A its boundary. Given d 2 N, we denote by Md the set of
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d-dimensional square matrices. For M 2 Md, M is the associated transposed matrix.
For a function (t;x;y) 2 R+  Rd  Rk 7! '(t;x;y), we denote by D' and D2' its
gradient and Hessian matrix with respect to x, whenever they are well dened. The
other partial derivatives will be written by using standard notations.
2 Problem formulation
Let (
;F;P) be a probability space supporting a d-dimensional Brownian motion W,
d  1. Let F := (Ft)t0 denote the right-continuous complete ltration generated by
W, and let T > 0 be a nite time horizon.
2.1 Control policies
We rst describe how the trading algorithms are controlled, precise dynamics will be
imposed in Section 2.2 below. Note that dierent algorithms can be viewed as a sin-
gle parameterized one. In what follow, we therefore consider that we have only one
algorithm.
A control policy of the trading algorithm is described by a non-decreasing sequence of
stopping times (i)i1 and a sequence of [;1)E-valued random variables (i;Ei)i1.
The stopping times i describe the times at which an order is given to the algorithm, Ei
is the value of the parameters with which the algorithm is run and i the length of the
period (latency period) during which it is run with the value Ei. The set E is a compact
subset of Rd, which represents the possible values of the parameters, the quantity
0 <  < T
denotes the minimum length of the time period during which the algorithm can be run.
To be consistent we impose that
i + i  i+1 and (i > 0 ) i + i  T) ; i  1 : (II.1)
The rst condition expresses the fact that a new order can not be given before the end
of the time period associated to the previous order. The second one means that an
order should be given only if it ends before the nal time horizon T.
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Remark II.1. 1. The minimal duration constraint, i   with  > 0, has been
justied from a practical point of view in the introduction. From the mathematical
point of view, the problem described in Sections 2.2 and 2.3 below would not make
sense without this condition, if no additional cost related to launching the algorithm
with new parameters is introduced. Indeed, for  = 0, and without additional costs,
the controller could, at the limit, control the parameters continuously, and this would
actually certainly be optimal. The controller will then act, at the limit, as a trader
acting continuously on the market.
2. Models with  = 0 and with an additional cost (paid each time the algorithm
is launched with new parameters) could be discussed by following the lines of this
chapter. Such a cost is actually already embedded in the general dynamics of Section
2.2, up to an additional assumption on the function , see Example II.10 below. This
would however require to justify this cost, and to evaluate it in practice. Moreover,
certain bounds like the one stated in Remark II.2 below would not be true anymore
and other conditions would be required to retrieve the estimates of Remark II.5 below.
For sake of simplicity, we therefore stick to the case  > 0 which corresponds more,
from our point of view, to practical situations.
3. In the absence of a cost penalizing frequent changes in the parameters, it may be
optimal to choose i =  most of the time (depending whether  is small or not).
However, other values of i may also be optimal. Our algorithm provides a way to
select the maximal optimal value, the one for which the trader changes the parameters
the least often (which is desirable in practice).
As usual the value of the parameters and the size of the latency period can not be
chosen in some anticipative way, i.e. we impose that
(i;Ei) is Fi-measurable ; i  1 : (II.2)
At time t 2 [i;i + i), the value of the parameter of the trading algorithm is denoted
by t. For t 2 A((i;i)i1), dened as








we set t = $, where $ 2 Rd n E can be viewed as a cemetery point, recall that E is
compact.
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It follows that the value of the parameters of the trading algorithm  can be written as
t = $1t2A((i;i)i1) +
X
i1
Ei1t2[i;i+i) ; t 2 [0;T] ; (II.3)
where t = $ means that the algorithm is not running at time t.
In the following, we denote by S the set of adapted processes  that can be written in
the form (II.3) for some sequence of stopping times (i)i1 and of [;1)  E-valued
random variables (i;Ei)i1 satisfying (II.1) and (II.2).




i )i1 the sequence associated to  2 S,
and dene, for all stopping times #1 and #2 satisfying #1  #2 P a.s., the set of indices
corresponding to orders whose execution ends between #1 and #2:
I
#1;#2 := fi  1 : #1 < 
i + 
i  #2g :
Remark II.2. Note that the constraint 
i   for all i  1 and  2 S implies that
card(I
0;T)  card(f
i  T; i  1g)  T= :
For ease of notations, we also set
 E := E [ f$g  Rd ;









i ; t 2 [0;T] :
The quantity 
t denotes the remaining latency period during which no new order can
be passed to the algorithm. When 
t > 0, the algorithm is running with a value of
the parameters t. When 
t = 0, the algorithm is not running anymore, t = $, and
a new order can be passed.






























2.2 Output of the trading algorithm
Given some initial data (t;x) 2 [0;T]Rd, the output of the trading algorithm associ-
ated to some control policy  2 S is dened as the strong solution X
t;x on [0;T] of the
stochastic dierential equation
X




















where  : Rd  E[;T] ! Rd and (b;a) : Rd   E ! Rd  Md are continuous functions




j (x;e;)    (x0;e;)j)  Kjx   x0j
j (x;e;)j  K(1 + jxj)
j (x;e;)    (x;e0;0)j  K(1 + jxj)(je   e0j + j   0j)
for   = b;a; : (II.5)
We do not dierentiate here between the components that correspond to real outputs of
the algorithm (cumulated gains, cumulated volumes executed by the algorithm, etc...)
and others that simply describe the evolution of nancial data or market factors (prices
of the traded assets, global traded volumes on the markets, volatilities, etc...).
The jumps on the dynamics are introduced to model the changes in the initial conditions
on the variables of interest for the trading algorithm when it is launched (e.g. volume
to be executed between 
i and 
i + 
i ), see Example II.7 below.
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Moreover, there is no loss of generality in assuming that X, W and  have the same
dimension d. One can always reduce more general situations to this case by playing
with the coecients b, a,  and with the choice of E. Time dependent coecients can
similarly be considered by putting the rst line of a and  equal to 0, and the rst
component of b equal to 1, so that the rst component of X actually coincides with the
time parameter.
We refer to Section 2.4 for the description of simple examples of application which
illustrate the exibility of the above model.
We conclude this section with two technical remarks that will be used later on.
Remark II.3. Observe that X does not jump when the regime is switched to the
passive regime $.
Remark II.4. Note that (II.5), the fact that E is bounded and Remark II.2 imply










K(1 + jxjp) (II.6)
where C
p
K depends only on K and p  1.
2.3 Gain function
The aim of the controller is to maximize the expected value of the gain functional










with the usual convention
P
; = 0, among the set
St;;e :=
 
 2 S : s = e for s 2 [t;t + ) and 
t+ = 0
	
if e 6= $ and  > 0
f 2 S : t = $g otherwise
;
where (;e) 2 R+   E denotes the initial state of the remaining latency time and value
of the parameters.




1 + jxj < 1 ; f(;$) = 0 : (II.7)
382 Problem formulation
In view of (II.6), this ensures that the quantity
J(t;x;) := E[t;x()]
is well dened for all  2 S and satises
jJ(t;x;)j  C

K (1 + jxj) (II.8)
where C

K depends only on K and .
For technical reasons related to the dynamic programming principle, see [15] and the
proof of Lemma II.1 below, we shall restrict to admissible trading strategies  2 St;;e
such that  is independent on Ft, see Remark 5.2 in [15]. We denote by Sa
t;;e the
associated set of controls and therefore dene the value function as:




We refer to Section 2.4 for examples of application, and to Section 2 for a numerical
illustration.
Remark II.5. It follows from (II.8) that there exists C

K > 0 which depends only on
K and  such that
jV (t;x;;e)j  C

K (1 + jxj) for all (t;x;;e) 2 [0;T]  Rd  R+   E s.t. Sa
t;;e 6= ; :
Note that for  = T   t and e 2 E, (II.1) implies that
V (t;x;T   t;e) = V(t;x;e) := E

g(X e





t;x is the solution of
X e








t;x(r);e)dWr ; s 2 [t;T] : (II.10)
Remark II.6. Under (II.5), the continuity assumption on f;g and (II.7), it follows
from standard arguments that the auxiliary value function V is continuous, and that,
for each e 2 E, it is a viscosity solution of
  Le'(t;x) = 0 on [0;T)  Rd ; '(T;x) = g(x) + f(x;e) on Rd ; (II.11)
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2.4 Examples
Before to go on with the presentation of our general problem, let us describe simple
application examples that illustrate the exibility of the above model. For sake of
simplicity, we restrict ourselves to the case of a single parameterized algorithm.
Example II.7. As a rst example, we consider the case where the aim of the controller
is to sell a number Q0 of one stock S between 0 and T > 0. We denote by Vt the volume
instantaneously traded on the market at time t, by the other participants to the market.
The dynamics of (S;V ) is given by the strong solution of the SDE














where W denotes a two dimensional standard Brownian motion, and (S;S;V ;V )
are Lipschitz continuous. We implicitly assume here that the above SDE has non-
negative solutions whatever the initial conditions are.
A control  2 S is identied to a sequence (
i ;
i ;E
i )i1 2 S as in Section 2. Here
E
i stands for the proportion of the remaining number of shares that have to be sold,
Q

i , which will be traded on [
i ;
i + 
i ). We assume that this quantity is sold
uniformly on the corresponding time interval. Namely, we sell E
i Q
i=
i dt on [t;t+dt]




This means that the dynamics of the remaining number of stocks to sell is given by
Q













Clearly, E has to be contained in [0;1]. Note that in order to ensure that the dynamics of







i ]. This is done by considering the process (  Q;  )







i      Q

i  )1









with the convention  Q
0  =  
0  = 0. This explains why jumps have been introduced in
the general dynamics (II.4). It follows that
Q







where q(e;) := e= if e 6= $ and  > 0, q(e;) = 0 otherwise.
Due to the impact of the strategy on the market, the price obtained for the volume
executed under the regime E
i is








where  is some market impact function and is assumed to be Lipschitz continuous. It
follows that the cumulated wealth's dynamic is
Y 
t = 0 +
Z t
0
~ Srq(r;  
r)  Q
rdr :
The remaining part Q
T is instantaneously sold on the market at a price: ST c(Q
T;ST;VT),
for some Lipschitz continuous function c.
The total gain after the nal transaction is thus given by:
Y 
T + (ST   c(Q
T;ST;VT))(Q
T)+ :
The aim of the controller is to maximize the expectation of the quantity
g(Y 
T + (ST   c(Q
T;ST;VT))(Q
T)+)
for some concave function g with polynomial growth.
In this model, the process X coincides with (S;V;Y;Q;  Q;  ). Only  Q and   have jumps.
Example II.8. As a second example, we consider the case where the aim of the con-
troller is to buy a number Q0 of one stock S between 0 and T > 0. The dynamics of
(S;V ) is given as in the previous example.
Here E
i stands for the intensity at which the stocks are bought, i.e. the algorithm buys
a number E
i dt = t1t6=$dt of stocks on [t;t + dt], t 2 [
i ;
i + 
i ). The dynamics of
the remaining number of stocks to be bought before T is thus given by:
Q




where q is now dened as q(e) = e1e6=$. It follows that the cumulated wealth's dynamic
is
Y 
t = 0 +
Z t
0
~ Srq(r)dr = 0 +
Z t
0
(Sr + (r;Sr;Vr))q(r)dr ;
where  is a given market impact function.
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If the number Q0 of shares is not liquidated at time T, the remaining part Q
T is
instantaneously bought on the market at the price ST+c(Q
T;ST;VT), for some Lipschitz
continuous function c.
The total cost after the nal transaction is thus given by:
Y 
T + (ST + c(Q
T;ST;VT))(Q
T)+ :
The aim of the controller is to minimize the expectation of the quantity
`(Y 
T + (ST + c(Q
T;ST;VT))(Q
T)+)
for some convex function ` with polynomial growth.
A numerical application within the above framework is presented in Section 2.
Example II.9. We now consider a similar situation as in the previous example except
that the controller has an incentive to buy the shares more or less quickly. This can be









































where the dependence of f in time means that the controller prefers to buy quickly, i.e.
f is increasing in time, or take more time, i.e. f is decreasing in time.
Example II.10. We nally explain how to incorporate a cost paid each time the







for some  > 0, and to consider a reward function which is non-increasing in C
T.
Obviously, one can let  depend on other variables of interest.
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3 Viscosity characterization of the value function
The aim of this section is to provide a PDE characterization of the value function V .
Before to state our main result, we need to introduce some additional notations and
denitions.
In view of (II.1), (II.9) and the constraint that the latency period should be greater
than , the natural domain of denition of the value function V is
D :=
n
(t;x;;e) 2 [0;T)  Rd  (((0;1)  E) [ f(0;$)g) :   t +  < T or e = $
o
;
which can be decomposed in two main regions. We call the active region, the region
where  > 0 and e 6= $:
DE;>0 :=
n
(t;x;;e) 2 [0;T)  Rd  (0;1)  E :   t +  < T
o
: (II.13)
It corresponds to the set of initial conditions where the algorithm is running and the
controller has to wait the end of the latency period before passing a new order. We call
the passive region, the region where e = $, and therefore  = 0:
D$ := [0;T)  Rd  f(0;$)g : (II.14)
It corresponds to the set of initial conditions where the algorithm is not running and
can be launched immediately with a new set of parameters. These two regions are
complemented by the natural boundaries of the active region when  ! 0 and t+ ! T:
DE;0 := [;T)  Rd  f0g  E (II.15)
DE;T :=
n
(t;x;;e) 2 [0;T)  Rd  (0;1)  E :   t +  = T
o
; (II.16)
and by the time boundary:
DT := fTg  Rd  R+   E : (II.17)
The closure of the natural domain of denition of the value function V is therefore
 D :=
n
(t;x;;e) 2 [0;T]  Rd  R+   E :   t +   T or e = $
o
:
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As usual, we shall rely on the dynamic programming principle, see Lemma II.1 below
for a precise statement, to deduce the behavior of the value function on each component
of  D:


















for any [t;T]-valued stopping time #.
In the passive region. For (t;x;;e) 2 D$, the controller can immediately launch
the trading algorithm with a new set of parameters (0;e0) 2 [;T   t]  E. Taking
# = t in (II.18) thus implies that
V (t;x;0;$)  M[V ](t;x)
where
M[V ](t;x) := sup
(0;e0)2[;T t]E
V (t;x + (x;e0;0);0;e0) ;
with the usual convention sup; =  1. The controller can also decide to wait before
passing a new order to the algorithm, i.e. choose  = $ on some time interval [t;t+0)
with 0 > 0. In view of (II.18) applied to an arbitrarily small stopping time # < t + 0,
this implies that
 L$V (t;x;0;$)  0 :
The dynamic programming principle (II.18) formally implies that one of the two above
choices should be optimal, i.e.
minf L$V (t;x;0;$) ; V (t;x;0;$)   M[V ](t;x)g = 0 :
In the active region. For (t;x;;e) 2 DE;>0, the controller can not change the
parameter of the algorithm before the end of the initial latency period  > 0. Choosing






V (t;x;;e) = 0 ;
where (t;x) 7! LeV (t;x;;e) is dened as in (II.12) for (;e) taken as parameters.
It is naturally complemented with the boundary conditions
V (t;x;;e) = V (t;x;0;$) + f(x;e) ; if (t;x;;e) 2 DE;0 ;
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and
V (t;x;;e) = V(t;x;e) ; if (t;x;;e) 2 DE;T ;
recall (II.9).
Terminal boundary condition. As usual, the boundary condition as t " T should
be given by the terminal condition:
V (t;x;;e) = g(x) + f(x;e) ; if (t;x;;e) 2 DT ;
where we recall that f(;$) = 0 by convention.
The above discussion shows that V should solve the equation
H' = 0 (II.19)
on  D, where, for a smooth function ' dened on  D,
H'(t;x;;e) :=
8
> > > > <





'(t;x;;e) on DE;>0 ;
'(t;x;;e)   '(t;x;0;$)   f(x;e) on DE;0 ;
'(t;x;;e)   V(t;x;e) on DE;T ;
min

  L$'(t;x;;e) ; '(t;x;;e)   M['](t;x)
	
on D$ ;
'(t;x;;e)   g(x)   f(x;e) on DT :
However, since V may not be smooth, it has to be stated in terms of viscosity solutions,
see [24], in the following sense.
Denition II.1. We say that a lower-semicontinuous (resp. upper-semicontinuous)
function U on  D is a viscosity supersolution (resp. subsolution) of (II.19) on  D if for
any function ' 2 C1;2;1;0([0;T]  Rd  R+   E) and (t0;x0;0;e0) 2  D, which achieves
a global minimum (resp. maximum) of U   ' on  D such that (U   ')(t0;x0;0;e0) =
0, we have
H'(t0;x0;0;e0)  0 ( resp. H'(t0;x0;0;e0)  0) :
If U is continuous, we say that it is a viscosity solution of (II.19) if it is a super- and
a subsolution.
In all this chapter, we shall say that a function ' is smooth if it belongs to C1;2;1;0([0;T]
Rd  R+   E).
As usual, showing that V is a-priori continuous is a rather dicult task. As a rst
step, we shall therefore prove the super- and subsolution property only for the upper-
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and lower-semicontinuous enveloppes V  and V of V dened as





V (t0;x0;0;e0) ; (t;x;;e) 2  D :
Theorem II.2. The function V (resp. V ) is a viscosity supersolution (resp. subso-
lution) of (II.19) on  D.
The following comparison result combined with Remark II.5 insures a posteriori that V
is continuous and that it is the unique viscosity solution of (II.19) on  D with polynomial
growth.
Theorem II.3. Let u and v be respectively a lower semicontinuous viscosity superso-
lution of (II.19) on  D and a upper-semicontinuous viscosity subsolution of (II.19) on
 D. Assume that v+ and u  have polynomial growth. Then, u  v on  D.
4 Proof of the viscosity characterization
4.1 Dynamic programming
As usual, the derivation of the partial dierential equation relies on the so-called dy-
namic programming principle, a formal version of which is given in (II.18) above. In
this section, we provide a rigorous formulation which follows ideas introduced in [15].
Namely, we only provide a weak formulation in terms of test functions. The main ad-
vantage of this approach is that it does not require any regularity on the value function
V itself, but only some lower-semicontinuity of the objective function J(;), see below.
We refer to [15] for a general discussion.
Lemma II.1 (Weak Dynamic Programming Principle). Fix (t;x;;e) 2 D and let
f#;  2 Sa
t;;eg be a family of [t;T]-valued stopping times independent of Ft. Then, we
have
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5  V (t;x;;e) (II.21)
for all upper semi-continuous function ' such that V  ' on  D.
As in [15], the proof of the above result relies on some lower-semicontinuity property
of the function J. Because of the latency time , we can however not apply their result
directly and need to adapt their arguments by exploiting the lower-semicontinuity of
the map
(t;x;;e;) 2  D  S 7! J(t;x;Pe
t;t+())
where, for s1  s2 2 [0;T],
Pe
s1;s2 :  2 S 7! Pe
s1;s2() := e1[0;s1) + $1[s1;s2) + 1[s2;T] :
Lemma II.2. Fix (t;x;;e) 2 D and  2 St;;e. Let (tn;xn;n;en)n1 be a sequence in
D such that (tn;xn;n;en)! (t;x;;e) as n ! 1 and




Proof. We only prove the result in the case where  > 0. The case  = 0 can be
handled similarly. In this case we have tn  t < tn+n  t+ for n large enough since
tn ! t and n !  > 0. For ease of notations, we set X := X
t;x and Xn := Xn
tn;xn
where n := Pen
tn+n;t+(). In all this proof, we let C > 0 denote a generic constant
which does not depend on n but takes value which may change from line to line.









= 0 : (II.23)
First note that n =  on [t + ;T]. Since the size of the possible jump of X and Xn
at time t + , recall (II.4), depends on t+ = n
t+, standard computations based on
Burkholder-Davis-Gundy's inequality, Gronwall's Lemma and the Lipschitz continuity









jXn(t +  )   X(t +  )j2p
:
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Since (n;) = ($;e) on [tn + n;t + ) and no jump occurs on this time interval, the









jt +    tn   njp + E

jXn(tn + n)   X(tn + n)j2p
:
We similarly have, since (n;) = (en;e) on [t;tn + n) and (Xn;X) does not jump on













Finally, by the linear growth condition on b and a, the fact that n = en on [tn;t) and

















jxn   xj2p + jtn   tjp
:
2. We now use the above estimate to conclude the proof. We rst note that





















with (n;n;En) := (n
;n
;En
). In view of (II.23), we can assume that
sup
tsT
jX(s)   Xn(s)j  ! 0 P   a.s. (II.25)
after possibly passing to a subsequence. Similar estimates show that, after possibly
passing to a subsequence,
jXn(tn + n )   Xn(t +  )j  ! 0 P   a.s. and in Lp; p  1 : (II.26)
Since g is continuous, it follows that
lim
n!1g(Xn(T)) = g(X(T)) P   a.s. (II.27)
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i ) P   a.s. (II.28)
The required result then follows from (II.27), (II.28), (II.7), and Fatou's Lemma com-
bined with (II.23) and (II.6) which insure that the sequence (tn;xn(n) )n1 is uni-
formly integrable.
We now turn to the proof of the dynamic programming principle.
Proof. [Lemma II.1] In this proof, we consider (
;F;F;P) as the d-dimensional canon-
ical ltered space equipped with the Wiener measure and denote by ! or ~ ! a generic
point. The Brownian motion is thus dened as W(!) = (!t)t0. For ! 2 
 and r  0,
we set !r := !:^r and Tr(!) := !:+r  !r. In the following, we omit the dependence of
# with respect to  and simply write #, for ease of notations.






















































with, for each ! 2 
,
~ ! : ~ ! 2 
 7! ~ !(~ !) = (!#(!) + T#(!)(~ !))
which can be viewed, for each ! 2 
, as a control independent of F#(!). Since the
dynamic of X~ !
#(!);X
t;x(#)(!) depends on ~ ! only through its path after #(!), this implies
that, for each ! 2 
,
J(#(!);X
t;x(#)(!); ~ !)  sup
n
J(#(!);X
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and the result follows from (II.29) and (II.30).
2. We now prove the second inequality.
2.a. We rst show that, for any " > 0, we can nd two sequences (tn;xn;n;en;An)n1
in DBD and (n)n1 in S such that (An)n1 forms a partition of D and, for each n,
n 2 Sa
tn;n;en and J(t0;x0;Pe0
t0+0;tn+n(n))  '(t0;x0;0;e0)   3" for all (t0;x0;0;e0) 2 An
An  Qrn(tn;xn;n;en) \ D for some rn > 0; (II.31)
where we use the notation
Q r( t; x; ; e) :=

(t0;x0;0;e0) 2 B r( t; x; ; e) : t0  t ; t0 + 0  t + 

:
By denition of V  ', for each ( t; x; ; e) 2 D and " > 0, we can nd   =  ( t; x; ; e);" in
S such that
  2 Sa
 t; ; e and J( t; x; )  V ( t; x; ; e)   "  '( t; x; ; e)   " : (II.32)
Moreover, it follows from Lemma II.2 and the upper-semicontinuity of ' that we can
nd  r = r( t; x; ; e) in (0;1) such that
J(t0;x0;Pe0
t0+0; t+ ( ))  J( t; x; )   " and '( t; x; ; e)  '(t0;x0;0;e0)   " (II.33)
for all (t0;x0;0;e0) 2 Q r( t; x; ; e) :
Clearly fQr( t; x; ; e) : ( t; x; ; e) 2 D;0 < r   r( t; x; ; e)g forms a Vitali covering of
D. It then follows from the Vitali's covering Theorem, see e.g. Lemma 1.9 p10 in [29],
that we can nd a countable sequence (tn;xn;n;en;rn)n1 of elements of D R, with
0 < rn <  r(tn;xn;n;en) for all n  1, such that D  [n1Qrn(tn;xn;n;en). We nally
construct the sequence (An)n1 by setting A1 := Qr1(t1;x1;e1;1) \ D, C0 = ; and
An := (Qrn(tn;xn;n;en) \ D)nCn 1 ; Cn 1 := Cn 2 [ An 1 for n  2 :
The sequence (n)n1 is dened by n :=  (tn;xn;n;en);" for all n.
2.b. We are now in position to prove (II.21). Let  be a arbitrary element of Sa
t;;e and
dene
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Since  2 Sa
t;;e, we have (#;X
t;x(#);
#;#) 2 D = [n1An. Moreover, on f(#;X
t;x(#);
#;#) 2
Ang, we have # + 
#  tn + n. It follows that ^  2 Sa
t;;e, and therefore

























where, by the ow property of X^ , the fact that n is independent of Ftn and that











































i + ~ !
i  ) ^ T)(~ !);E~ !
i (~ !))dP(~ !)dP(!)
where, for ! 2 
,
~ ! : ~ ! 2 









Hence, (II.31) implies that


























































By arbitrariness of " > 0 and  2 Sa
t;;e, this proves the required inequality.
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Remark II.1. Note that, by replacing ' in (II.21) by a sequence ('k)k1 of upper
semi-continuous functions satisfying
'k  V and 'k % [V;g] on D;


















5  V (t;x;;e) ;
where [V;g](s;) := V(s;)1s<T + g1s=T. In particular, if V is continuous, combin-
ing (II.20) and the previous inequality leads to the classical version of the dynamic
programming principle (II.18).
4.2 Viscosity properties
Now we are in position to prove Theorem II.2. We split the proof in dierent proposi-
tions.
4.2.1 Supersolution property
We start with the supersolution property in the domain D = DE;>0 [ D$, recall the
denitions (II.13)-(II.14).
Proposition II.2. The function V is a viscosity supersolution of (II.19) on D.
Proof. The proof follows from standard arguments except that we use the non classical
formulation of the dynamic programming principle (II.21). Fix (t0;x0;0;e0) 2 D and
let ' be a smooth function such that (t0;x0;0;e0) achieves a (global) minimum of
V   ' on D such that
0 = (V   ')(t0;x0;0;e0):
Let (tk;xk;k;ek)k1 be a sequence in D such that
(tk;xk;k;ek)  ! (t0;x0;0;e0) and V (tk;xk;k;ek)  ! V(t0;x0;0;e0) as k  ! 1 ;
(II.34)
and observe that
('   V )(tk;xk;k;ek)  ! 0 when k  ! 1 : (II.35)
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'(t0;x0;0;e0) =:  2" < 0 ; (II.36)
and work towards a contradiction. Dene the function  ' by
 '(t;x;;e) := '(t;x;;e)   jx   x0j4   jt   t0j2   j   0j2 ; (II.37)
so that  ' also satises (II.36). By continuity of b and a, we can nd r > 0 such that






(t;x;;e)  0 for (t;x;;e) 2 B := Br(t0;x0;0;e0) \ DE;>0 :(II.38)





k := inffs  tk : (s;Xk(s);k
s;k
s) = 2 Bg :
For r small enough we have k
k > 0 and therefore k = ek on [tk;k]. Using It^ o's
Lemma, (II.38) and the denition of  ', we thus obtain that












where  := inffjx x0j4+jt t0j2+j 0j2; (t;x;;ek) 2 @Br(t0;x0;0;e0); k  1g > 0,
observe that jek  e0j < r. Since Ik
tk;k = ;, the above inequality combined with (II.35)
and (II.37) contradict (II.21) for k large enough.
Case 2. We now assume that (t0;x0;0;e0) 2 D$, recall the denition (II.14). Since
E is closed and $ = 2 E, (II.34) implies that
(k;ek) = (0;$) for k large enough. (II.39)
We now assume that
minf L$'(t0;x0;0;$) ; '(t0;x0;0;$)   M['](t0;x0)g =:  2" < 0 ; (II.40)
and work toward a contradiction. If
 L$'(t0;x0;0;$) =  2" < 0 ;
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we can argue as above to obtain a contradiction to (II.21). If
'(t0;x0;0;$)   M['](t0;x0) =:  2" < 0 ;
we can nd (^ ; ^ e) 2 [;T   t0)  E and r > 0 such that
'(t;x;0;$)   '(t;x + (x; ^ e; ^ ); ^ ; ^ e)   " ; for (t;x) 2 B := Br(t0;x0) : (II.41)
Let   denote the constant control that takes the value $ on [0;T], set  Xk := X 
tk;xk
and
k := inffs  tk : (s;  Xk(s)) = 2 Bg ^ (tk + k 1) :




t := ^ e1t2[k;k+^ ) + $1t= 2[k;k+^ ) ; t  T ;
and set (Xk;k) := (Xk
tk;xk;k








for some C > 0 which does not depend on k. The above inequality combined with
(II.35) contradict (II.21) for k large enough.
We now turn to the proof of the boundary conditions. We refer to (II.15)-(II.16)-(II.17)
for the denitions of DE;0, DE;T and DT.





V(t0;x0;0;$) + f(x0;e0) if (t0;x0;0;e0) 2 DE;0
V(t0;x0;e0) if (t0;x0;0;e0) 2 DE;T
g(x0) + f(x0;e0) if (t0;x0;0;e0) 2 DT :
Proof. We only prove the rst inequality. The two other ones follow from similar
arguments. Let (tk;xk;k;ek)k1 be a sequence in D such that
(tk;xk;k;ek)  ! (t0;x0;0;e0) and V (tk;xk;k;ek)  ! V(t0;x0;0;e0) as k  ! 1 :
(II.42)
For each k  1, dene
k := $1[0;tk+k) + ek1[tk+k;T] 2 Sa
tk;k;ek ;
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and set Xk := Xk
tk;xk. It follows from Remark II.1 that
V (tk;xk;k;ek)  E
h
V(tk + k;Xk(tk + k);0;$) + f(Xk(tk + k );ek)
i
; k  1 :
(II.43)
Using standard estimates, see e.g. the proof of Lemma II.2, one easily checks that
Xk(tk +k ) ! x0 in Lp for all p  1, and in particular P a.s., after possibly passing




V(tk+k;Xk(tk+k);0;$)+f(Xk(tk+k );ek)  V(t0;x0;0;$)+f(x0;e0) P a.s.
The required result then follows from (II.42), (II.43), and the last inequality combined
with polynomial growth property of f and V , see Remark II.5, and Fatou's Lemma.
4.2.2 Subsolution property
We start with the subsolution property in the domain D = DE;>0 [ D$, recall the
denitions in (II.13)-(II.14).
Proposition II.4. The function V  is a viscosity subsolution of (II.19) on D.
Proof. Fix (t0;x0;0;e0) 2 D and let ' be a smooth function such that (t0;x0;0;e0)
achieves a (global) maximum of V    ' such that
0 = (V    ')(t0;x0;0;e0) :
In the following, we denote by (tk;xk;k;ek)k1 a sequence in D satisfying
(tk;xk;k;ek)  ! (t0;x0;0;e0) and V (tk;xk;k;ek)  ! V (t0;x0;0;e0) as k  ! 1 :
(II.44)




'(t0;x0;0;e0) =: 2" > 0 ;








(t;x;;e)  " for (t;x;;e) 2 B := Br(t0;x0;0;e0) \ DE;>0 :
(II.45)
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Moreover, we can always assume that (t0;x0;0;e0) achieves a strict local maximum,
so that after possibly changing the value of ", we have
sup
@pB
(V    ') =:  " < 0 ; (II.46)
where @pB is the parabolic boundary of B. Fix k 2 Stk;k;ek and set
k := inffs  tk : (s;Xk(s);k
s;k
s) = 2 Bg ;
where (Xk;k) := (Xk
tk;xk;k
). Observe that, for r small enough, k
k > 0 and














tk;k = ;, this contradicts (II.20) for k large enough, recall (II.44) .
Case 2. We now assume that (t0;x0;0;e0) = (t0;x0;0;$) 2 D$ and
minf L$'(t0;x0;0;$); '(t0;x0;0;$)   M['](t0;x0)g =: 2" > 0 ;
and work towards a contradiction. By continuity of b and a, we can nd r > 0 such
that
minf L$'(;0;$); '(;0;$) M[']g  " on B := Br(t0;x0)\([0;T)Rd) : (II.47)
Moreover, without loss of generality we can assume that (t0;x0) achieves a strict local
maximum, so that after possibly changing the value of "
sup
@pB
(V (;0;$)   '(;0;$)) =:  " < 0 ; (II.48)
where @pB is the parabolic boundary of B. Also observe that, since E is closed and
$ = 2 E, (II.44) implies that
(k;ek) = (0;$) for k large enough. (II.49)
Let k 2 Sa
tk;0;$ = Sa
tk;k;ek be arbitrary, set (Xk;k;(k





k := inffs  tk : (s;Xk(s)) = 2 Bg , #k := inffk
i ; i  1 s.t. k
i  tkg and k := k^#k :
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In view of (II.44) this leads to a contradiction with (II.20) for k large enough.
We now turn to the boundary condition  ! 0. Recall the denition of DE;0 in (II.15).
Proposition II.5. For all (t0;x0;0;e0) 2 DE;0, we have
V (t0;x0;0;e0)  V (t0;x0;0;$) + f(x0;e0) :
Proof. By following similar arguments as in the second step of the proof of Proposition
II.4 above, one easily checks that, for any smooth function  ' such that (t0;x0;0;e0)
achieves a global maximum of V     ' satisfying (V     ')(t0;x0;0;e0) = 0, we have
min

 Le0  '(t0;x0;0;e0) +
@
@
 '(t0;x0;0;e0) ;  '(t0;x0;0;e0)    '(t0;x0;0;$)   f(x0;e0)

 0 :
Let now ' be a smooth function such that (t0;x0;0;e0) achieves a global maximum of
V    ' satisfying (V    ')(t0;x0;0;e0) = 0, and consider the function  '" dened as
 '"(t;x;;e) := '(t;x;;e) +
p
" +   
p
"
for some " > 0. Observe that (t0;x0;0;e0) achieves a global maximum of V     '". It
thus follows that either
 '"(t0;x0;0;e0)    '"(t0;x0;0;$)   f(x0;e0)  0
or
 Le0  '"(t0;x0;0;e0) +
@
@
 '"(t0;x0;0;e0) + "  1
2  0 :
Clearly, the second assertion can not hold for " > 0 small enough. It follows that
 '"(t0;x0;0;e0)    '"(t0;x0;0;$)   f(x0;e0)  0
for all " > 0 small enough, which provides the required result.
We next consider the boundary conditions as t+ ! T and t = T. Recall the denitions
of DE;T and DT in (II.16)-(II.17).
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Proposition II.6. For all (t0;x0;0;e0) 2 DE;T, we have
V (t0;x0;0;e0)  V(t0;x0;e0) :
For all (T;x0;0;e0) 2 DT, we have
V (T;x0;0;e0)  g(x0) + f(x0;e) :
Proof. We only prove the rst assertion, the second one using the same kind of
arguments. Let (tk;xk;k;ek)k1 be a sequence in D satisfying
(tk;xk;k;ek)  ! (t0;x0;0;e0) and V (tk;xk;k;ek)  ! V (t0;x0;0;e0) as k  ! 1 :
For k large enough, we have tk + k > T    so that, for any k 2 Sa
tk;k;ek, we have
k = ek on [tk;tk + k) and k = $ on [tk + k;T], recall (II.1). It follows that








recall the denition of X in (II.10). Moreover, since tk + k ! t0 + 0 = T, standard
estimates based on (II.5) and Remark II.3 imply that (Xk
tk;xk(T);X
ek





t0;x0(t0 + 0)) as k ! 1 in Lp for all p  1. The result then follows
by taking the limsup as k ! 1 in the above equality and using (II.7) as well as the
dominated convergence theorem.
4.3 A comparison result
In this section, we provide the proof of Theorem II.3. We rst show that (II.19) admits
a classical strict supersolution in the following sense:
Proposition II.7. For any integer p  , there exists a function  on Rd  R+   E
and % > 0 satisfying
(i)  2 C2;1;0(Rd  R+   E),
(ii)   g+ + f+ + V+ ,
(iii) inf
(;e)2[0;T]  E
(x;;e)=jxjp ! 1 as jxj ! 1 ,
(iv) hb;Di + 1
2Tr[aaD2]  % and  @=@ + hb;Di + 1
2Tr[aaD2]  % on
Rd  R+   E,
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(v) (x;0;e)   f(x;e)   q(x)  (x;0;$)  (x + (x;e;);;e) +  for all x 2 Rd,
 2 [;T] and e 2 E, where q is a continuous and (strictly) positive function on
Rd.
Proof. Let ' be a C1(R+) function with bounded rst derivative such that '  0,
'(0) = 1 and '() = 0 for    and let  be dened by:
(x;;e) =  (1 + jxj2p)(1 + 1e=$) +
 
2 (1 + jxj2p)   

'()1e6=$
for some  > 0 and  > T such that f(x;e)++g(x)++V(t;x;e)+   (1+jxj2p), recall
(II.7) and Remark II.5. The rst three assertions clearly hold for  large enough, recall
that $ = 2 E where E is closed. As for the fourth assertion, we recall that b and a are
uniformly Lipschitz, so that the left-hand side is of order (1+jxj2p), which is dominated
by % for % large enough. The right-hand side inequality holds for % large enough by
similar arguments. Finally, recalling (II.5), we observe that, for  and  large enough,
(x;0;e)   f(x;e)   (x;0;$) =  (1 + jxj2p)   f(x;e)   (1 + jxj2p) ;
(x;0;$)   (x + (x;e;);;e) =  (1 + jxj2p)(1 + )    (1 + jx + (x;e;)j2p)
 =2  
for all x 2 Rd,     T and e 2 E, which provides the last assertion for q(x) :=
 (1 + jxj2p).
We can now provide the proof of Theorem II.3.
Proof. [Theorem II.3] Let u and v be as in Theorem II.3 and let p   be large enough
so that
[v(t;x;;e)   u(t;x;;e)]+  C(1 + jxjp) on  D (II.50)
for some C > 0. We assume that
sup
 D
(v   u)  2 for some  > 0 (II.51)
and work toward a contradiction.
1. Let % > 0 and  be as in Proposition II.7 for p   satisfying (II.50). It follows
from (II.51) that for  2 (0;1) small enough there is some (t;x;;e) 2  D such that
max
 D
(~ v   ~ w) = (~ v   ~ w)(t;x;;e)   > 0 ; (II.52)
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where for a map ' on  D, we write ~ '(t;x;;e) for e%t'(t;x;;e), and w := (1 )u+.
Observe that ~ u, ~ v are super- and subsolution of
~ H' = 0 (II.53)
on  D, where, for a smooth function ' dened on  D,
~ H'(t;x;;e) :=
8
> > > > <
> > > > :
 
% @
@t   Le + @
@

'(t;x;;e) on DE;>0 ;
'(t;x;;e)   '(t;x;0;$)   ~ f(x;e) on DE;0 ;




@t   L$)'(t;x;;e) ; '(t;x;;e)   M['](t;x)
	
on D$ ;
'(t;x;;e)   ~ g(x)   ~ f(x;e) on DT :
(II.54)
Also note that
(t;x;;e) = 2 DE;T [ DT (II.55)
since otherwise the super- and subsolution property of u and v would imply
(v   w)(t;x;;e)  (V(t;x;e) _ (g(x) + f(x;e))   (t;x;;e))
which, in view of (ii) in Proposition II.7, would contradict (II.52).
2. For (t;x;;e) 2  D and n  1, we now set
 (t;x;y;;e) := ~ v(t;x;;e)   ~ w(t;y;;e)
n(t;x;y;;e) :=  (t;x;y;;e)   'n(t;x;y;;e) ;
where
'n(t;x;y;;e) := njx   yj2p + jx   xj2p+2 + jt   tj2 + j   j2 + je   ej :
By the growth assumption on v; u and the fact that  E is compact, there is (tn;xn;yn;n;en) 2
 D2, with
 D2 := f(t;x;y;;e) : ((t;x;;e);(t;y;;e)) 2  D   Dg ;
such that
max
 D2 n = n(tn;xn;yn;n;en) :
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Since
 (tn;xn;yn;n;en)  n(tn;xn;yn;n;en)  (~ v   ~ w)(t;x;;e) ;
it follows from the growth condition on v and u, (iii) of Proposition II.7 and the upper-
semicontinuity of  that, up to a subsequence,
(tn;xn;yn;n;en)  ! (t;x;x;;e) (II.56)
'n(tn;xn;yn;n;en)  ! 0 (II.57)
 (tn;xn;yn;n;en)  !  (t;x;x;;e) : (II.58)
3. It follows from (II.55) and (II.56) that, after possibly passing to a subsequence,
(tn;xn;n;en) = 2 DE;T [ DT for all n  1 : (II.59)
3.1. We now assume that, up to a subsequence, en 6= $ for all n  1.
If jfn : n = 0gj = 1, then we can assume that, up to a subsequence, n = 0, i.e.,
(tn;xn;n;en) 2 DE;0 for all n  1. It then follows from the super- and subsolution
property of ~ u and ~ v, and (v) of Proposition II.7, that
~ v(tn;xn;0;en)  ~ v(tn;xn;0;$) + ~ f(xn;en)
~ u(tn;yn;0;en)  ~ u(tn;yn;0;$) + ~ f(yn;en)




~ f(xn;en)   ~ f(yn;en)

 e%tnq(yn) : (II.60)
Sending n ! 1 and using (II.56) and (II.58) leads to
 (t;x;x;;e)   (t;x;x;0;$)   e%tq(y)
which, recalling that q > 0 on Rd, contradicts (II.52).
It follows from the above arguments that jfn : n = 0gj < 1. In this case, (tn;xn;n;en) 2
DE;>0 for all n  1 large enough, recall (II.59). Using the viscosity property of ~ u and
~ v, (iv) in Proposition II.7, and standard arguments based on Ishii's Lemma, see [24],
together with (II.56) allows us to deduce that
% (tn;xn;yn;n;en)  O(n 1) ;
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where O(n 1) ! 0 as n ! 1. Since % > 0, combining the above inequality with
(II.58) leads to a contradiction to (II.52).
3.2. We now assume that, up to a subsequence, en = $, so that (tn;xn;n;en) 2 D$
for all n  1. Note that we can not have
~ v(tn;xn;0;$)   sup
(;e)2[;T tn]E
~ v(tn;xn;;e)  0
along a subsequence, since otherwise the supersolution property of ~ u and (v) of Propo-
sition II.7 would imply
 (tn;xn;yn;0;$)  sup
(;e)2[;T tn]E
 (tn;xn;yn;;e)   e%tn ;
which would contradict (II.52) for n large enough, recall (II.56), (II.58) and the fact
that  > 0.
We can thus assume that ~ v(tn;xn;0;$)   sup(;e)2[;T tn]E ~ v(tn;xn;;e) > 0 for n
large enough. Using again the viscosity properties of ~ u and ~ v, (iv) of Proposition II.7,
standard arguments based on Ishii's Lemma, see [24], and (II.56) then leads
% (tn;xn;yn;n;en)  O(n 1) ;




In this section, we construct a nite dierence scheme to solve the PDE (II.19) numer-
ically, and prove the convergence of the numerical scheme.
1.1 Space discretization
Given a positive integer N, we discretize the set
T := f(t;) 2 [0;T]  R+ :   t +   Tg
in
TN := f(ihN ^ T;(i + j)hN); i = 0;:::;N and j = 0;:::;N   ig
where
hN := T=N :
We next x a positive integer M and R > 0 and approximate Rd
R := BR(0)  Rd by
Rd
MR := f R + khMR; k = 0;:::;2Mgd
where
hMR := R=M :
We nally consider an increasing sequence (EL)L1 of nite subsets of E such that
[L1EL = E :
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(t;x;;e) 2  D : (t;) 2 TN; x 2 Rd
MR ; e 2 EL [ f$g
o
:
1.2 Finite dierence approximation
From now on, we denote by xi the i-th component of a vector x 2 Rd, and by Aij the
(i;j)-component of a matrix A 2 Md. We use the notation li for the unit vector of Rd
in the ith coordinate direction.

























xixi  (t;x;;e) :
If aij(x;e)  0, i 6= j, then
@2 
@xixj(t;x;;e) 













xixj  (t;x;;e) :
If aij(x;e) < 0, i 6= j, then
@2 
@xixj(t;x;;e)   













xixj  (t;x;;e) :
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For ease of notations we write:
hMR







































  (t;x;;e) :
1.3 Approximation scheme of (II.19) and convergence
We now dene ~ V R




R + ('(t;x;;e)   g(x))1x2@Rd
R = 0
where HRL
NM'(t;x;;e) is given by
8
> > > > > <








'(t;x;;e) on  DRL
NM \ DE;>0 ;
'(t;x;;e)   '(t + hN;x;0;$)   f(x;e) on  DRL
NM \ DE;0 ;
'(t;x;;e)   V(t;x;e) on  DRL








NM \ D$ ;
'(t;x;;e)   g(x)   f(x;e) on  DRL





















M(x + (x;e0;0));0;e0) :
Here, R





[( R _ xi ^ R)=M]M

id ;
with [] denoting the integer part.
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From now on, we write ~ Vn for ~ V RnLn
NnMn where (Nn;Mn;Rn;Ln)n1 is a sequence of
positive integers such that
Nn;Mn;Rn;Ln " 1 as n ! 1 ;
and we denote by V and V the relaxed semilimits of ~ Vn:
V (t;x;;e) := limsup
(ihhN; ixhMR; ihN; e0) 2  D ! (t; x; ; e)
n ! 1
~ Vn(ihhN;ixhMR;ihN;e0)
V (t;x;;e) := liminf
(ihhN; ixhMR; ihN; e0) 2  D ! (t; x; ; e)
n ! 1
~ Vn(ihhN;ixhMR;ihN;e0) :
One easily checks that the above scheme is monotone, in the terminology of [9]. More-
over, recalling (II.7) and (II.8), easy computations based on a induction argument also
lead to the following uniform polynomial control on V and V under the additional
classical condition:
h2
MR = hN : (II.2)
Proposition II.1. The above scheme is monotone. If the condition (II.2), then there
exists a constant C > 0, independent on N;M;L and R, such that
jV (t;x;;e)j + jV (t;x;;e)j  C(1 + jxj) on  D :
Using the fact that f(;$) = 0 and V(T;) = g + f, recall (II.7) and Remark II.6, we
now observe that, if a function ' satises
maxf'   V ; '   '(;0;$)   f ; '   g   fg1e6=$ + ('   g   f)1e=$  0 on DT ;
then it also satises
'   g   f  0 on DT :
Similarly, if it satises
minf'   V ; '   '(;0;$)   f ; '   g   fg1e6=$ + ('   g   f)1e=$  0 on DT ;
then it also satises
'   g   f  0 on DT :
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It then follows from the arguments of [9], and the continuity of f;g and V, see Remark
II.6, that V is a supersolution on  D of H' = 0 and that V is a subsolution on  D of
H' = 0 where
H' :=
8
> > > > <






' on DE;>0 ;
maxfHE;>0' ; '   '(;0;$)   fg on DE;0 ;
maxfHE;>0' ; '   Vg on DE;T ;
H$' := max













> > > > <






' on DE;>0 ;
minfHE;>0' ; '   '(;0;$)   fg on DE;0 ;
minfHE;>0' ; '   Vg on DE;T ;
H$' := min










In order to conclude that V = V = V on  D, it remains to prove the following result.
Proposition II.2. Let   be lower-semicontinuous function with polynomial growth. If
  is a viscosity supersolution (resp. subsolution) of H' = 0 (resp. H' = 0) on  D,
then   is a viscosity supersolution (resp. subsolution) of H' = 0.
Proof. We only prove the supersolution property, the subsolution property being
proved by similar arguments. Let   be a supersolution of H' = 0. Let (t0;x0;0;e0) 2
 D and let ' be a smooth function such that (t0;x0;0;e0) achieves a (global) minimum
of     ' satisfying (    ')(t0;x0;0;e0) = 0. If (t0;x0;0;e0) 2 DE;>0 [ D$ then
H'(t0;x0;0;e0)  0. If (t0;x0;0;e0) 2 DE;0 [ DT, then similar arguments as in the
proof of Proposition II.5 shows that H'(t0;x0;0;e0)  0 too.
It remains to study the case where (t0;x0;0;e0) 2 DE;T. We claim that, the map
(t;x) 2 [0;T)  Rd !  (t;x;T   t;e0) is a supersolution of
maxf Le0' ; '   Vg(;e0)  0 on [0;T)  Rd
with the terminal condition
maxf'   g   f;'   Vg(T;;e0)  0 on Rd :
Since V is a subsolution of the same equation, recall Remark II.6, applying a standard
comparison principle (recall our Lipschitz continuity and growth assumptions and see
e.g. [24]), will readily implies that    V.
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We conclude this proof by proving the above claim. Fix e0 2 E, and let (t0;x0) 2
[0;T]Rd and ' be smooth function such that (t0;x0) achieves a global minimum (equal
to 0) of (t;x) 7!  (t;x;T   t;e0)   '(t;x). For n  1, we dene 'n by 'n(t;x;;e) :=
'(t;x) n(T  t ) jt t0j2p jx x0j2p je e0j2p, for p  1 such that (t;x;;e) 2
 D 7! j (t;x;;e)j=(1+jxjp) is bounded. Let (tn;xn;n;en)n be a global minimum point
of     'n. Writing that
 (t0;x0;T   t0;e0)   '(t0;x0)  (    'n)(tn;xn;n;en)
= (    ')(tn;xn;n;en)
+ n(T   tn   n) + jtn   t0j2p + jxn   x0j2p + jen   e0j2p
 (    ')(tn;xn;n;en)
one easily checks that
(tn;xn;en) ! (t0;x0;e0); n(T tn n) ! 0 and  (tn;xn;n;en) !  (t0;x0;T t0;e0) :
(II.5)
Note that, since e0 2 E, we have en 6= $ for n large enough. Moreover, the supersolu-
tion property of   implies that H'n(tn;xn;n;en)  0. Since  @'n=@t + @'n=@ =
 @'=@t + 2p(tn   t0)2p 1, it follows from (II.5) that, for n large enough,
 Len'(tn;xn)  "n if (tn;xn;n;en) 2 DE;>0 ;
 Len' _ ('   V)(tn;xn;en)  "n if (tn;xn;n;en) 2 DE;T ;
 Len' _ ('   g   f)(tn;xn;en)  "n if (tn;xn;n;en) 2 DT ;
(II.6)
where "n ! 0 as n ! 1. Taking the limit as n ! 1 and using (II.5) then implies that
maxf Le0' ; '   Vg(t0;x0;e0)  0 if t0 < T
and
maxf Le0' ; '   g   f ; '   Vg(t0;x0;e0)  0 if t0 = T
which, by similar arguments as in the proof of Proposition II.5, implies that
maxf'   g   f ; '   Vg(t0;x0;e0)  0 if t0 = T :
We can now conclude by using the comparison principle of Theorem II.3, recall Propo-
sition II.2, Proposition II.1, Theorem II.2 and Remark II.5.
Theorem II.3. We have:
V = V = V on  D :
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2 Numerical illustration - Theoretical case
As a numerical illustration, we consider the algorithm presented in Example II.8 above.
Clearly, it is too simplistic for practical purposes. Our aim is not to demonstrate its
superiority with respect to other well-known algorithms, but only to show how the
control adapts automatically to the market conditions each time a new slice is launched,
on a simple case where its behavior is predictable.
We consider the following set of parameters. The trading period corresponds to a
period of 3 hours. The price process is assumed to follow a Black and Scholes dynamics
with zero drift St = S0e  1
22t+Wt, where S0 := 13 and the annualized volatility is
25%. Adding a drift would only change the optimal strategy in an obvious manner,
depending on its sign. We assume a deterministic evolution of the instantaneous volume
traded on the market (Vt)tT as given below. It corresponds to an intensity in minutes.
The impact function  is given by (e;v) = 0:4(e=v)1:1. This coincides with plausible
calibrated data. We take  = 5 minutes. For this numerical test, we restrict to values
of the latency time in the set 5;10;:::;60 minutes. The dierent values of the buying
rate are 50, 100, 150, :::, 500. It correspond to numbers of bought stocks per minute.
The nal cost is given by c(Q;v) = (Q=(0:417v)), which implicitly means that the
trader has 25 seconds to nalize the operation, i.e. he must buy Q in 0:417 minutes at
a rate Q=0:417.
We consider two dierent types of functions `: either ` is the identity, `(r) = r, or `
is of exponential type, `(r) = e10 5r ^ 100. The value 100 corresponds to more than
four times the cost evaluated with the exponential function r 7! e10 5r of the operation
which consists in buying 15000 stocks with a constant rate, assuming that the market
volume takes the minimal value corresponding to the U-shaped path dened below, and
for a constant stock price equal to 26. This is an extreme scenario. However, truncating
the exponential function is needed in order to ensure that the value function is nite,
since a log normal distribution does not admit exponential moments.
We rst consider the case where ` is linear. In this case, the controller is risk neutral
so that he has no incentive to buy the stock quickly because of a risk of increase of
the price (recall that here the price is a martingale). In Figure II.1 and Figure II.2, we
compare the case where the market volume is constant Vt = 50000, on the left, to the
case where the market volume is strongly U-shaped: Vt = 50000(1:1   0:9sin(t=T))
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with T = 180 minutes. This volume is also given per minutes. Both gures provide the
optimal buying rate in terms of the remaining time T  t and the remaining quantity to
buy Qt, for St = S0. A typical path has to be read from north-west to south-east, since
Q decreases as time goes buy. As expected, when the path of the market volume is U-
shaped the optimal rate strongly decreases in the middle of the period, when the market
volume is low and the impact on the price of the stock is high. This is compensated by
a higher rate at the beginning of the period.
In Figure II.5 and Figure II.6, we provide the maximal value of the optimal latency time
. Recall that the existence of multiple optima is possible since there is no additional
cost related to the launching of a new slice, see Remark II.1. In most cases, the maximal
value is strictly above the minimal threshold of 5 minutes. This support our choice of
considering the latency time as a control, even in the absence of a cost associated to a
change of parameters: when a latency time of, e.g., 15 minutes is optimal, the trader
can let the algorithm run for this time period without having to launch it again every
5 minutes, and thus take care of his other positions.
In the case where the market volume is strongly U-shaped, it is smaller at the beginning
of the trading period, in comparison to the constant volume case. This is due to the
fact that the algorithm knows that the market volume is going to decrease strongly
(since it is deterministic) and that he will need to reduce the buying rate. It is small
near the terminal time because of the constraint t+  T. When looking at the picture
backward in time, i.e. as T   t increases, we see that the maximal value rst increases
and then drops down very quickly. The rst phenomena is due to the fact that the
buying rate is essentially kept constant at its maximal value near the terminal time.
Then, this rate decreases as the algorithm has more time to buy the shares. The period
during which the algorithm reduces the buying rate naturally coincides with a lower
latency time.
We next consider the case where ` is of exponential type. The optimal buying rates
are reported in Figures II.3-II.4. Because the controller is now risk adverse, he has an
incentive to buy the stocks more quickly in order to avoid an increase of the price. This
can be seen by comparing Figures II.3-II.4 with Figures II.1-II.2. However, we do not
observe signicant changes in the maximal optimal latency times.
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Figure II.1: Buying rate - at volume -
Linear cost
Figure II.2: Buying rate - U-shaped vol-
ume - Linear cost
Figure II.3: Buying rate - at volume -
Exponential cost
Figure II.4: Buying rate - U-shaped vol-
ume - Exponential cost
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Figure II.5: Latency period - at volume
- Linear cost
Figure II.6: Latency period - U-shaped
volume - Linear cost
Figure II.7: Latency period - at volume
- Exponential cost
Figure II.8: Latency period - U-shaped
volume - Exponential cost
3 Numerical illustrations - Real case
We consider the problem is a real case, where the volume curve and the volatility curve
are estimated from real data. The dataset consists of all transactions from January to
December 2008 of France Telecom, we normalize the volume such that average daily
volume = 2000.
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The following set of values is used: S0 = 10, Q0 = 50, and the maximal rate Emax = 0:1,
i.e. we cannot trade faster than 10% with respect to the market.
The dierent function is chosen as follows:
impact function in each slice : (e;s;v) = 0:2e1:1
impact function in nal slice : c(q;s;v) = 0:3q+
functional of wealth : `(y) = (y+)2 :
In the rst time we solve for the optimal control, Figure II.9 shows the volume curve,
the volatility curve and the average trading curve. The latter is obtained by simulating
and averaging.
As can be observed in Figure II.10, by following the optimal value, the trading strategy
is adaptive with respect to the price.





























Figure II.9: Volume - Volatility - Av-
erage trading curves






























Figure II.10: Trading volume adapts
to price
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We take the two extremal cases where the stock price has a positive (cf. Figure II.11),
and negative trend (cf. Figure II.12). In the rst case we trade faster in the beginning
and lower at the end. Inversely, in the second case we have a strong participation rate
at the end of the trading period.




























Figure II.11: Simulated price and
volume - positive trend






























Figure II.12: Simulated price and
volume - negative trend
74Part III
Optimal trading with generalized
stochastic target approach
75Abstract
We consider a singular with state constraints version of the stochastic tar-
get problems studied in Soner & Touzi [54], Soner & Touzi [53] and more
recently Bouchard, Elie & Touzi [18], among others. This provides a gen-
eral framework for the pricing of contingent claims under risk constraints.
Our extended version perfectly suits to market models with proportional
transaction costs and to order book liquidation issues. Our main result is
a direct PDE characterization of the associated pricing function. As an ex-
ample of application, we discuss the evaluation of VWAP-guaranteed type
book liquidation contracts, for a general class of risk functions.
Key words: stochastic target problem, state constraint problem, discon-
tinuous viscosity solutions, algorithmic trading.
Note




Stochastic target technics have been originally introduced in mathematical nance by
Soner and Touzi [52] in order to provide a PDE characterization of the super-hedging
price of an European claim under gamma constraints.
The classical super-hedging problem takes the general form: nd the minimal Y (0)
such that there exists a control , in a suitable admissibility set A, satisfying Y (T) 
g(X(T)) P a.s., where g is the payo function of an European claim,  stands for the
nancial strategy, Y  for the wealth process and X for the stock price process, which
may be inuenced by the nancial strategy, as in large investor models for instance.
In general, such a problem is treated in mathematical nance via the dual formulation
approach which allows one to relate the minimal Y (0) to a stochastic control problem
in standard form. However, this approach heavily relies on the fact that the wealth
dynamics is linear in the control and that the stocks prices are not inuenced by the
trading strategy. In particular, it does not apply to large investor models or to more
general dynamics or constraints, such as gamma constraints. This was the motivation
of Soner and Touzi for introducing the so-called stochastic target approach.
Their main discovery is a dynamic programming principle which is directly written on
the associated stochastic target problem, and therefore does not appeal to any form of
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dual formulation, see Theorem III.7 below. It turns out to be sucient to provide a
PDE characterization for the associated value function. This approach led to a series
of papers providing a direct way to characterize super-hedging prices, see e.g. [14], [23],
[55] and [56].
Up to the recent work of Bouchard, Elie and Touzi [18], this approach was however
limited to super-hedging problems which in turn typically lead to high prices which are
not reasonable in practice, see e.g. [25] and [26]. Apart from technical improvements,
the main result of Bouchard, Elie and Touzi [18] is that pricing problems under risk
constraints of the form: nd the minimal Y (0) such that there exists a control  2 A
satisfying E

`(Y (T)   g(X(T)))

 p, for some \loss function" ` and a threshold
p, can actually be treated via the stochastic target approach of Soner and Touzi [52]
and [54]. For ` of the form `(r) = 1r0 and p 2 (0;1), one retrieves the quantile
hedging problem of Follmer and Leukert [31]. When ` stands for a utility function




: Y (0) = y0;  2 Ag, this corresponds to a utility





 p, for a general class of \risk functions"  	. The success
ratio hedging problem of Follmer and Leukert [31] enters into this framework. Finally,
American type constraints can be introduced, see Bouchard and Vu [16]. This provides
a general framework for a direct characterization of risk based prices of contingent
contracts.
In Bouchard, Elie and Touzi [18], the authors restrict to dynamics given by Brownian
SDEs in which only the drift and the volatility coecients are controlled. In this
chapter, we show how their results can be extended to the case where the dynamics
are controlled by processes with bounded variations and state constraints have to be
satised. This extension is mainly motivated by the pricing of a VWAP-type1 book
liquidation contract, however the domain of application is vast, in particular it perfectly
suits to partial hedging problems under proportional transaction costs, see Example
III.5 below.
We therefore rst consider a general abstract formulation that could be used in many
dierent practical situations/models. It is presented in Section 2 together with examples
of application. The associated general PDE characterization is provided in Section 3.
1VWAP means Volume Weighted Average Price, see Chapter 6 for a detailed presentation.
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The pricing problem of a VWAP-type book liquidation contract is fully discussed in
Chapter 6. The proofs of our abstract results are collected in Section 4.
Notations: We denote by xi the i-th component of a vector x 2 Rd, which will always
be viewed as a column vector, with transposed vector x>, and Euclidean norm jxj.
The element ei 2 Rd is the i-th unit vector: e
j
i = 1i=j, i;j  d. The set Md is the
collection of d-dimensional square matrices M with coordinates Mij, and norm jMj
dened by viewing M as an element of Rdd. We denote by Sd the subset of elements
of Md that are symmetric. For a subset O of Rd, we denote by  O its closure, by
int(O) its interior, by @O its boundary, and by dist(x;O) the Euclidean distance from
x to O with the convention dist(x;;) = 1. We denote by Br(x) the open ball of
radius r > 0 centered at x 2 Rd. If B = [s;t]  O for s  t and O  Rd, we write
@pB := ([s;t)  @O) [ (ftg   O) for its parabolic boundary. Given a smooth function
' : (t;x1;:::;xk) 2 R+  Rkd ! R, we denote by @t' its derivative with respect to its
rst variable, we write D' and D2' for the Jacobian and Hessian matrix with respect
to (x1;:::;xk), and Dxi' and D2
xi' the Jacobian and Hessian matrix with respect to
xi, i  1. Any inequality or inclusion involving random variables has to be taken in the
a.s. sense. For a process L with bounded variations, we write jLj to denote its total
variation.
2 Abstract formulation and dynamic programming
2.1 The general singular stochastic target problem with state con-
straints
We rst describe the abstract model. We refer to Section 2.2 for examples of typical
dynamics in nance, and to Chapter 6 for a full discussion of its application to the
pricing of VWAP-type book liquidation contracts.
From now on, we let (
;F;P) be a probability space supporting a d-dimensional Brow-
nian motion W, d  1, F := (Ft)t0 denote the right-continuous completed ltration
generated by W, and T > 0 be a nite time horizon.
The abstract stochastic target problem is dened as follows.
Our set of controls is U L, where U stands for the set of all progressively measurable
process  in L2([0;T]  
) taking values in a given closed subset U of Rd, and L
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denotes the set of continuous Rd-valued adapted processes L which are non-decreasing













t;x;y) is dened as the Rd  R-valued unique strong solution of
the stochastic dierential equation
X




































where (X;X) : (x;u) 2 Rd  U 7! Rd  Md, (Y ;Y ) : (z;u) 2 Rd+1  U 7! R  Rd,
X 2 C2(Rd;Md) and Y 2 C2(Rd+1;Rd) are assumed to be Lipschitz continuous.
Given a family of non-empty Borel subsets (O(t))tT of Rd+1, the stochastic target
problem consists in characterizing the value function
(t;x) 2 [0;T]  Rd 7! v(t;x) := inf fy 2 R : (x;y) 2 V (t)g ; (III.2)
where the set valued map V is dened as
t 2 [0;T] 7! V (t) := fz 2 Rd+1 : At;z 6= ;g ; (III.3)
and
At;z := f 2 A : Z

t;z(s) 2 O(s) for all s 2 [t;T] P   a.s.g : (III.4)
In order to fully characterize the set valued map V in terms of the value function v, we
shall assume all over this chapter the following:
Standing Assumption 1: For all (t;x) 2 [0;T]  Rd: (x;y) 2 O(t) and y0  y )
(x;y0) 2 O(t).
Remark III.1. It follows from Standing Assumption 1 and standard comparison argu-
ments for stochastic dierential equations that At;x;y0  At;x;y for y0  y. In particular,
(x;y0) 2 V (t) whenever (x;y) 2 V (t) and y0  y, so that V (t) can be (at least when the
inmum in the denition of v is achieved) identied to f(x;y) 2 Rd R : y  v(t;x)g.
In order to give a sense to the following discussions, we also assume that:
Standing Assumption 2: v is locally bounded on  DY where
DY := f(t;x) 2 [0;T)  Rd : 9 y 2 R s.t. (x;y) 2 O(t)g:
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Remark III.2. Obviously, the fact that all the relevant quantities take values in Rd
is used to save notations. One could without diculty restrict to the case where some
components of X only take positive values, which is typically the case for prices of stocks
or bonds. By putting to 0 part of the coecients, one can also retrieve situations where
W, L and X do not have the same eective dimension. One could similarly add a time
dependence in the coecients, e.g. by considering the rst component of X as a time
parameter.
2.2 Examples of application
Before to go further in the general treatment, let us immediately discuss some typical
examples of application that motivate this work (see also Chapter 6 for an application
to optimal book liquidation that will be studied in details).
Example III.3. Let us rst consider the case where (X;Y ) = 0,
X(x;u) = diag[x] ; X(x;u) = diag[x]
and
Y (x;y;u) = u>diag[x] ; Y (x;y;u) = u>diag[x]
where diag[x] stands for the diagonal matrix with xi as the i-th diagonal element,  2 Rd
and  2 Md. The dynamics (III.1) then read, for s 2 [t;T]:













where we only write X for X;L and Y  for Y ;L because X is not aected by the control
and Y depends on (;L) only through .
Restricting to an initial condition x 2 (0;1)d, this corresponds to the d-dimensional
Black and Scholes model: Xi models the dynamics of a nancial asset, the risk free
interest rate is 0, i
t stands for the number of units of Xi held in a nancial portfolio
at time t, and Y is the associated wealth process starting from the initial endowment y.
If we now take O of the form:
O(t) = (0;1)d  R1t<T + 1t=T
n
(x;y) 2 (0;1)d  R : y  g(x)
o
; t  T ;
for some measurable map g : Rd ! R, the value function can be written as
v(t;x) := inf

y 2 R : Y 
t;x;y(T)  g (Xt;x(T)) for some  2 U
	
:
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This corresponds to the usual denition of the super-hedging price of an European option
of payo function g.
For O of the form
O(t) =
n
(x;y) 2 (0;1)d  R : y  g(x)
o
;t  T ;
this corresponds to the super-hedging price of an American option.
Example III.4. Let us now consider a two-dimensional model d = 2 with the following
parameters
1
X(x;u) = x1 ; 2
X(t;u) = x2 ; 11
X (x;u) = x1 ; 21
X (x;u) = x2
and
21
X (x) =  1 ; 22
X (x) = 1 ; Y (x;y) = (1   ; 1   ) ;
where  2 R,  > 0 and  2 (0;1), and the other parameters are equal to 0. The
dynamics (III.1) then read, for s 2 [t;T]:
X1








































This corresponds to the one-dimensional model with proportional transaction costs stud-
ied in [25]. More precisely, there is only one risky asset, X1, with a Black and Scholes
type dynamics. When buying or selling this risky asset, the investor pays a proportional
transaction costs  2 (0;1). The process  L := L2   L1 stands for the cumulative net
amount of money invested in the risky asset from time 0, i.e. L2
r (resp. L1
r) is the
cumulated value of bought (resp. sold) shares of X1. Each time a buying or selling op-
eration d L is done, the investor pays, in money, a proportional transaction cost dj Lj.
The wealth process is described by the two dimensional process (Y;X2) where Y models
the evolution of the cash account, and X2 corresponds to the value of the part of the
portfolio invested in X1, when taking into account the transaction costs.
For O dened as
O(t) = (0;1)  R21t<T + 1t=T

(x;y) 2 (0;1)  R2 : (y;x)  g(x)
	
; t  T ;
where
(y;x) := y + x2   jx2j
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provides the value in cash of a terminal position (y;x2) if the value of the stock is x1,
one retrieves the notion of super-hedging price of an European option with cash delivery,
in the nancial market model with proportional transaction costs. Obviously, one can
consider similarly markets with more than one risky asset, see e.g. [14].
Example III.5. As shown in [25] and [14], the super-hedging criteria is much too
strict in markets with proportional transaction, as it leads to degenerate strategies of
buy-and-hold type which do not reect the market behavior. It follows that it should be
relaxed by using, for instance, quantile or expected loss approaches as studied in [31],
[32], for frictionless markets.
The loss function pricing approach consists in choosing a non-decreasing (typically con-
cave) function ` : R ! R and dening the price at time t of an European option of





as ^ v(t;x1;0;p) with
^ v(t;x;p) := inf












 p for some L 2 L
	
;











2 L2 for all initial
conditions and control L, the arguments of Proposition 3.1 in [18] then show that
^ v(t;x;p) = inf
n
y 2 R : L
t;x;y(T)  X
3;
t;p (T) for some (L;) 2 L  U
o
;
with U = R2 and
X
3;









t;p (T) then taking expectation leads to E[L
t;x;y(T)]  p, while,
if p0 := E[L
t;x;y(T)]  p, then the martingale representation theorem implies that we






Hence, this last example enters into our general framework with the dynamics given in
Example III.4 and an additional controlled process X3; dened as above.
Example III.6. Inuence of the trading strategies can be incorporated in the previous
example without much diculties. It suces to consider more general models in which
the dynamics of X1 depends on L. It can for instance take the form
X
1;L
























with  ;+  0. In this case, a buying order drives the price up, while a selling order
pushes the price down. Note that constraints on the liquidation value of the portfolio
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(X2;L;Y L) could also be incorporated by playing with the denition of O. For instance,
O(t) =






(x;y) 2 (0;1)  R2 : (y;x)  g(x)
	
1t=T ;t  T ;
means that the liquidation value of the portfolio should never be less than  c.
2.3 Dynamic programming
We now come back to the abstract problem (III.2).
In order to provide a PDE characterization of the value function v, we shall appeal to
the geometric dynamic programming principle introduced in [54] and [53] in the case
O(t) = Rd+1 for t < T, and extended in [16] in the general case.
It expresses the fact that z 2 V (t) if and only if one is able to nd a control  such
that Z

t;z 2 O() \ V () on [t;T], i.e. Z

t;z(s) lies in the domain O(s), which is our
constraint, and Z

t;z(s) is such that, starting from this point at time s, one can nd a
control on [s;T] such that the state process remains in the domains O() on [s;T], i.e.
Z

t;z(s) 2 V (s) by denition of V .
This heuristical reasoning can be made rigorous under the following right-continuity
assumption:
Standing Assumption 3. [Right-continuity of the target] For all sequence (tn;zn)n
of [0;T]  Rd+1 such that (tn;zn) ! (t;z), we have
tn  tn+1 and zn 2 O(tn) 8 n  1 =) z 2 O(t) :
In the statement below, we denote by T[t;T] the set of stopping times with values in
[t;T], for t  T, and use the notation
O
; M
V := O() 1 + V () 1> for ; 2 T[0;T] :
Theorem III.7 (Geometric Dynamic Programming Principle). For all t  T,
V (t) =
(
z 2 Rd+1 : 9  2 A s.t. Z

t;z( ^ ) 2 O
; M
V for all ; 2 T[t;T]
)
:
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Proof. Note that the formulation is slightly dierent from Theorem 2.1 in [16], however
it should be clear that their result can be stated in the above form, see the proofs of
Lemma 2.1 and 2.2 in [16]. It thus suces to check that the conditions A1-A2 and
Z1-Z5 of Section 2.1 in [16] hold. Clearly, A1 holds. Also note that A is a separable
metric space so that A2 holds by Lemma 2.1 and the discussion in Section 2.5 in [53].
The condition Z1 is satised with the additional convention Z

t;z(s) = 0 for s < t. The
verication of Z2 is standard in our Brownian diusion framework, up to passing to
the canonical space, see e.g. Section 3.2 of [16]. The ow and causality property Z3
and Z4 follow from the uniqueness of the solution to (III.1) for any  2 A and any
initial condition. As for the last condition Z5, one easily deduces from the Lipschitz





to 0 in L2(
) when (t0;z0) ! (t;z), 0 !  in L2(
  [0;T]), and jL0   LjT ! 0 in
L2(
), where we used the identication  = (;L) and 0 = (0;L0). 2
Under our Standing Assumption 1, recall Remark III.1, Theorem III.7 translates in
terms of the value function v as follows:
Corollary III.8. Fix (t;x;y) 2 [0;T]  Rd+1.







t;x;y(s ^ ) 2 O(s ^ ) for all s 2 [t;T] :









t;x;y(s ^ ) 2 O(s ^ ) 8 s 2 [t;T]
i
< 1 8 (;) 2 AT[t;T] :
3 PDE characterization in the abstract model
Our main result is a direct PDE characterization of the risk constraint based pricing
function v.
3.1 Formal derivation
Before to state our main result rigorously, let us rst explain formally how it can be
deduced from Corollary III.8.
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3.1.1 Interior of the domain
In the case where O(t) = Rd+1 for all t < T and X = Y = 0, it is shown in [18] and






; u 2 N0(x;v(t;x);Dv(t;x))
	
= 0 (III.5)
where, for  = (x;y;r;p;Q) 2 Rd  R  R  Rd  Sd, u 2 U, and "  0,









N"() := fu 2 U : jNu(x;y;p)j  "g
with Nu(x;y;p) := Y (x;y;u)   X(x;u)>p : (III.6)
The reasoning behind the above result is the following. If y = v(t;x), if the in-
mum in the denition of v is achieved, and if v is smooth, then Theorem III.7 im-






















a smooth function ' and u 2 U,
Lu













t;x;y(t)) = (x;y) = (x;v(t;x)), this imposes that the left-hand side of
(III.5) is non-negative. On the other hand, the\optimality"of v should lead to equality
in (III.5).
In our situation where X;Y 6= 0, one can also use the bounded variation process L




t;x(t)). It suces to nd a
direction ` 2 + := [0;1)d \ B1(0) such that G`(x;y;Dv(t;x)) > 0, where
G`(x;y;p) :=

Y (x;y)>   p>X(x)

` ;
and to\push in this direction". This corresponds to reecting the process (s;X(s);Y (s))s
on the boundary of the set f(t0;x0;y0) : y0  v(t0;x0)g. Assuming v smooth enough, it
is possible only if such a ` exists.
It thus follows that v should satisfy either (III.5) or G`(x;v(t;x);Dv(t;x)) > 0 for some
` 2 +, i.e., at least,
H0(x;v(t;x);@tv(t;x);Dv(t;x);D2v(t;x))  0 (III.7)
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where, for  = (x;y;r;p;Q) 2 Rd  R  R  Rd  Sd, and "  0,
H"() := maxfF"() ; G()g
with
F"() := supfFu(); u 2 N"()g ; G() := max
n
Y (x;y)>   p>X(x)





We also have to take care of the state constraint (X;Y ) 2 O. To this purpose, we shall
assume that the set
D := f(t;x;y) 2 [0;T]  Rd+1 : (x;y) 2 O(t)g : (III.8)
is smooth enough:
Standing Assumption 4: There exists a locally C1;2 function  on [0;T)  Rd+1
such that  > 0 in int(D),  = 0 on @0D := @D \ ([0;T)  Rd+1), and  < 0 on
([0;T)  Rd+1) n D.
For (t;x) such that (t;x;y) = (t;x;v(t;x)) 2 @0D, we can then follow the same reason-
ing as above, taking into account the fact that now, the control  = (;L) should be









As above, this can be achieved either through the drift parts, once the Brownian parts
are cancelled, or through the bounded variation process, in the case where a suitable
inward direction is available. This leads to
Hin
0 (x;v(t;x);@tv(t;x);Dv(t;x);D2v(t;x))  0 (III.9)
where, for  = (t;x;y;r;p;Q) 2 [0;T]  Rd  R  R  Rd  Sd, u 2 U, and "  0,
Hin
" () := max

Fin





































X;Y )> , Z := [>




In order to fully characterize the value function v, it remains to dene appropriate
boundary conditions.
We rst note that (x;v(T ;x)) 2 O(T) can be expressed as
v(T ;x)  w(x) := inf fy 2 R : (x;y) 2 O(T)g :
It follows that v(T ;) should formally satisfy v(T ;)  w.
On the other hand, the fact that v satises (III.7) imposes a constraint on v and its
gradient through N and G: N0(x;v(t;x);Dv(t;x)) = 0 or G(t;x;v(t;x);Dv(t;x))  0.
As usual it should propagate up to the boundary. In order to take care of this constraint,
we follow [18] and introduce the set valued map
N(x;y;p) :=
n
r 2 Rd : r = Nu(x;y;p) for some u 2 U
o
; (III.10)
together with the signed distance function from its complement set Nc to the origin:
R := dist(0;Nc)   dist(0;N) : (III.11)
Then,
0 2 int(N(x;y;p)) i R(x;y;p) > 0 : (III.12)
With these notations, the terminal condition formally reads:
minfv(T ;x)   w(x) ; M(x;v(T;x);Dv(T;x))g = 0 ; (III.13)
where
M(x;v(T;x);Dv(T;x)) := maxfR(x;v(T ;x);Dv(T ;x)) ; G(x;v(T ;x);Dv(T ;x))g :
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However, the above expression does not incorporate the part of the state constraint that
may be imposed on (t;x). In order to take care of this, we shall make the following
assumption.
Standing Assumption 5: The function  admits a locally C1;2 extension on [0;T] 
Rd+1.




v(T ;x)   w(x) ; Min(T;x;v(T ;x);Dv(T ;x))
	
= 0 ; (III.14)
when











Min := maxfRin ; Ging
with Rin dened as R with Nin in place of N and
Nin(t;x;y;p) := fr 2 Rd : r = Nu(x;y;p) and D(t;x;y)>Z(x;y;u) = 0 for some u 2 Ug :
For later use, we set
int(D)T := (fTg  O(T)) n @DT : (III.16)
3.2 Main results
As in [18], the operators F and Fin are in general neither upper-semicontinuous nor
lower-semicontinuous and need to be relaxed, i.e. we have to consider their semi-relaxed





F"(0);H := maxfF;Gg;H := maxfF;Gg
and we dene similarly Fin, Fin
 , Hin, Hin
 from Fin, Hin as well as R, R, Rin,
Rin
 , Min, Min
 , M, M. For ease of notations, we shall simply write H' for
H(;';@t';D';D2'), and use similar notations for all the above dened operators.
We shall also write w and w for the lower- and upper-semicontinuous envelopes of w.
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Remark III.1. (i) It follows from the convention sup; =  1 that F"() =  1
whenever N"(x;y;q) = ;.
(ii) Since F" is non-decreasing in "  0, we have H() = liminf0! H0(0). In
particular, F() >  1 implies that there exists a neighborhood of  on which N0 6= ;.
(iii) The same reasoning holds for Fin.
Since the value function v may not be continuous, we also introduce the corresponding
semicontinuous envelopes:
v(t;x) := liminf
(t0; x0) ! (t; x)
(t0; x0) 2 DY
v(t0;x0) ; v(t;x) := limsup
(t0; x0) ! (t; x)
(t0; x0) 2 DY
v(t0;x0) ; (t;x) 2  DY ; (III.17)
where DY is dened as in Standing Assumption 2 and  DY denotes its closure.
Before to state our main results, we need to introduce the following continuity assump-
tion, compare with Assumption 2.1 in [18], which will be used to prove the subsolution
property.
Assumption III.2. Let (t0;z0;q0) be an element of D  Rd.
(i) If N0 6= ; on a neighborhood B of (z0;q0), then for every " > 0 and u0 2 N0(z0;q0)
there exists a locally Lipschitz map ^  dened on a neighborhood of B0 of (z0;q0) such
that j^ (z0;q0)   u0j  " and ^  2 N0 on B0.
(ii) If N in
0 6= ; on a neighborhood B of (t0;z0;q0), then for every " > 0 and u0 2
N in
0 (t0;z0;q0) there exists a locally Lipschitz map ^  dened on a neighborhood of B0 of
(t0;z0;q0) such that j^ (t0;z0;q0)   u0j  " and ^  2 N in
0 on B0.
Under the above assumption, we shall show that v is a discontinuous viscosity solution
of (III.7)-(III.9)-(III.13)-(III.14) in the following sense.
Theorem III.3. v is a viscosity super-solution on  DY of
(
H'  0 on  DY \ ([0;T)  Rd)
min

('   w)1fF'<1;G'<0g ; M'
	
 0 on  DY \ (fTg  Rd)
:(III.18)
If Assumption III.2 holds, then v is a viscosity sub-solution on  DY \ ([0;T]  Rd) of
8
> > > > <
> > > > :
H'  0 if (;') 2 int(D)
Hin
 '  0 if (;') 2 @D
on  DY \ ([0;T)  Rd)
minf'   w ; M'g  0 if (;') 2 int(D)T
minf'   w ; Min
 'g  0 if (;') 2 @DT
on  DY \ (fTg  Rd)
: (III.19)
Note that, as usual, the state constraints appear only on the subsolution property, see
e.g. [50] and [51]. The proof of this result is reported in Section 4.
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4 Proof of the viscosity property in the abstract model
We now provide the proof of Theorem IV.1. It is divided in several subsections.
4.1 Viscosity solution property on [0;T)
4.1.1 Supersolution property on [0;T)
We rst consider the case (t0;x0) 2  DY with t0 < T. The proof follows from almost
exactly the same arguments as in [18]. The only dierence comes from the part of
the control with bounded variations, however it is easily handled. We provide it for
completeness.
Proposition III.1. Let (t0;x0) 2  DY , with t0 < T, and let ' be a smooth function
such that
(strict) min
[0;T]Rd(v   ') = (v   ')(t0;x0) = 0 : (III.20)
Then, H'(t0;x0)  0.
Proof. We assume to the contrary that
H'(t0;x0)   2 (III.21)
for some  > 0, and work towards a contradiction. It follows from (III.21) and the




Y (x;y)>   D'(t;x)>X(x)

   
Y (x;y;u)   Lu'(t;x)    8 u 2 N"(x;y;D'(t;x)) (III.22)
8 (t;x;y) 2 [0;T]  Rd+1 s:t: (t;x) 2 B"(t0;x0) \  DY ; jy   '(t;x)j  " :
For later use, observe that, by (III.20) and the denition of ',
 := min
@pB"(t0;x0)
(v   ') > 0 ; (III.23)
where @pB"(t0;x0) denotes the parabolic boundary of B"(t0;x0).
Let (tn;xn)n1 be a sequence in DY which converges to (t0;x0) and such that v(tn;xn) !
v(t0;x0). Set yn = v(tn;xn) + n 1 and observe that
n := yn   '(tn;xn) ! 0 : (III.24)
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For each n  1, we have yn > v(tn;xn). It thus follows from (GDP1) of Corollary III.8,
that there exists some n = (n;Ln) 2 A such that
Y n(t ^ n)  v(t ^ n;Xn(t ^ n)) for t  tn; (III.25)
where













s  tn : (s;X
n















s 2 [tn;n] : Y (Zn(s);n
s )   Ln
s '(s;Xn(s)) >  
	
; (III.26)





s )) satises j n
sj > " for s 2 An; (III.27)
recall (III.6). Since Ln 2 L is continuous, so is the path of Zn. Using (III.25), the
denition of  in (III.23) and the denition of n, thus leads to







 '(t ^ n;Xn(t ^ n)) + ( ^ ")1ft=ng ; t  tn :
Since ' is smooth, it then follows from It^ o's Lemma, (III.22), (III.24) and the denition
of  n that







































Let Mn be the exponential local martingale dened by Mn











which is well dened by (III.27), the Lipschitz continuity of the coecients and our
denition of the set of admissible controls U. By It^ o's formula and (III.28), we see
that MnKn is a local martingale which is bounded from below by the submartingale











 n   ( ^ ") < 0 ;
for n large enough, recall (III.24), which leads to a contradiction. 2
4.1.2 Subsolution property on [0;T)
We rst consider the case where (t0;x0;v(t0;x0)) 2 int(D). The rst part of the proof
is similar to those provided in [18]. The novelty comes from the second part where we
play with the part of the control with bounded variations to obtain a contradiction.




(v   ') = (v   ')(t0;x0) = 0 : (III.29)
Assume that (t0;x0;v(t0;x0)) 2 int(D). Then, H'(t0;x0)  0.
Proof. We assume to the contrary that
(t0;x0;v(t0;x0)) 2 int(D) and H'(t0;x0)  2 (III.30)
for some  > 0, and work towards a contradiction. For later use note that (III.30)
implies that, for " > 0 small enough,
n
(t;x;y) 2 [0;T]  Rd+1 s:t: (t;x) 2 B"(t0;x0); jy   '(t;x)j  "
o
 int(D) :(III.31)
Also observe that, by (III.29) and the denition of ',
   := max
@pB"(t0;x0)
(v   ') < 0 : (III.32)
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Moreover, we can nd a sequence (tn;xn)n1 in DY which converges to (t0;x0) and
such that v(tn;xn) ! v(t0;x0). Set yn = v(tn;xn)   n 1 and observe that
n := yn   '(tn;xn) ! 0 : (III.33)
We now consider two cases.
First case. We rst assume that
F'(t0;x0)  2 : (III.34)
Then it follows from Assumption III.2 and Remark III.1 that may nd " > 0 such that
Y (; ^ )   L^ ' >  (III.35)
8 (t;x;y) 2 [0;T]  Rd+1 s:t: (t;x) 2 B"(t0;x0); jy   '(t;x)j  " ;
where ^  is a locally Lipschitz map satisfying
^ (x;y;D'(t;x)) 2 N0(x;y;D'(t;x)) if (t;x) 2 B"(t0;x0) and jy   '(t;x)j  " : (III.36)
We now x n large enough so that (tn;xn) 2 B"(t0;x0) and let Zn := (Xn;Y n) denote
the solution of (III.1) associated to the Markovian control ^ n and the initial condition
Zn(tn) = (xn;yn), where
^ n = (^ n; ^ Ln) := (^ (;Xn;Y n);0) :
We next dene the stopping times
o
n := inf fs  tn : (s;Xn(s)) = 2 B"(t0;x0)g;
n := inf fs  tn : jY n(s)   '(s;Xn(s))j  "g ^ o
n :
Note that, by denition of ^ n and (III.35), Y n   '(;Xn) is non-decreasing on [tn;n],
so that
Y n(n)   '(n;Xn(n))  yn   '(tn;xn) = n >  (" ^ )=2 (III.37)
for n large enough, recall (III.33). Since '  v  v, it follows that
Y n(n)   v (n;Xn(n))  1fn<o
ng fY n(n)   '(n;Xn(n))g
+1fn=o
ng fY n(o












n) +    '(o
n;Xn(o
n))g
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In view of (III.37), this leads to
Y n(n)   v (n;Xn(n))  (" ^ )=2
for n large enough. Recalling (III.31) and the fact that yn = v(tn;xn) n 1 < v(tn;xn),
this is clearly in contradiction with (GDP2) of Corollary III.8.
Second case. If (III.34) does not hold, then it follows from (III.30) that we can nd




 ^ ` >  (III.38)
8 (t;x;y) 2 [0;T]  Rd+1 s:t: (t;x) 2 B"(t0;x0); jy   '(t;x)j  " : (III.39)
Set On := f(t;x;y) : (t;x) 2 B2"(t0;x0) ; jy   '(t;x)j < 2" ; y   '(t;x) >  jnjg. It
follows from (III.38) that we can nd r > 0 such that
[
0r
Br((t;x;y)   ^ (t;x;y))  Oc
n for all (t;x;y) 2 @On satisfying (III.39) ;
where ^ (t;x;y)> := (0;X(x);>
Y (x;y))^ `. Given u 2 U, we thus deduce from Theorem
4.8 of [27] and the assumption made on our coecients, that there exists an adapted
process Zn = (Xn;Y n) and a continuous real-valued adapted non-decreasing process
Mn satisfying






















Y n(s ^ n)  '(s ^ n;Xn(s ^ n))   2jnj for all s  tn ; (III.40)
where
o
n := inf fs  tn : (s;Xn(s)) = 2 B"(t0;x0)g;
n := inf fs  tn : jY n(s)   '(s;Xn(s))j  "g ^ o
n :
Observe that Zn coincides with the solution of (III.1) for the control (u; ^ `Mn). In
view of (III.33) and (III.40), we have Y n(n)   '(n;Xn(n))   2jnj >  " for n
large enough. Following the arguments after (III.37) above then leads to the required
contradiction. 2
We now turn to the case where (t0;x0;v(t0;x0)) 2 @D.
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(v   ') = (v   ')(t0;x0) = 0 : (III.41)
Assume that (t0;x0;v(t0;x0)) 2 @D. Then, Hin
 '(t0;x0)  0.
Proof. The fact that
(t0;x0;v(t0;x0)) 2 @D and Hin
 '(t0;x0)  2 (III.42)
for some  > 0, leads to a contradiction to (GDP2) of Corollary III.8 follows exactly
from the same arguments as in the proof of Proposition III.2. We therefore only sketch
the case where Fin
 '(t0;x0)  2. In this case, it follows from the denition of Fin
 and
(ii) of Assumption III.2, see also Remark III.1, that we may nd " > 0 such that
minfY (; ^ )   L^ ' ; L^ 
Zg >  (III.43)
8 (t;x;y) 2 [0;T]  Rd+1 s:t: (t;x) 2 B"(t0;x0); jy   '(t;x)j  " ;
where ^  is a locally Lipschitz map satisfying
^ (t;x;y) 2 N in
0 (t;x;y;D'(t;x)) for (t;x) 2 B"(t0;x0) and jy   '(t;x)j  " :(III.44)
Let (tn;xn)n1 be a sequence in DY which converges to (t0;x0) and such that v(tn;xn) !
v(t0;x0). Set yn = v(tn;xn)   n 1 and observe that
n := yn   '(tn;xn) ! 0 : (III.45)
Let Zn := (Xn;Y n) denote the solution of (III.1) associated to the Markovian control
(^ n;0) and the initial condition Zn(tn) = (xn;yn), where
^ n = ^ (;Xn;Y n) :
We next dene the stopping times
o
n := inf fs  tn : (s;Xn(s)) = 2 B"(t0;x0)g;
n := inf fs  tn : jY n(s)   '(s;Xn(s))j  "g ^ o
n :
The same arguments as in the proof of Proposition III.2 show that
Y n(n)   v (n;Xn(n)) > 0
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for n large enough. Moreover, it follows from (III.43), (III.44) and It^ o's Lemma that
(;Xn;Y n)  0 on [tn;n] :
Recalling that yn = v(tn;xn)   n 1 < v(tn;xn), this is in contradiction with (GDP2)
of Corollary III.8. 2
4.2 Viscosity solution property at T
In this part we follow standard arguments which consist in propagating the boundary
condition backward on some small time [T   ";T] so as to be in position to repeat
the arguments used to derive the viscosity solution property on [0;T). The arguments
being standard, see e.g. [18] or [53], we only sketch them.
We begin with the supersolution property.
Proposition III.4. Fix (T;x0) 2  DY , and let ' be a smooth function such that
(strict) min
[0;T]Rd(v   ') = (v   ')(T;x0) = 0 : (III.46)
Then, M'(T;x0)  0. If moreover F'(T;x0) < 1 and G'(T;x0) < 0, then
'(T;x0)   w(x0)  0.
Proof. The fact that M'(T;x0)  0 is deduced from Proposition III.1 and the upper-
semicontinuity of M by standard arguments, see e.g. the proof of Lemma 5.2 in [54].
We now prove the second assertion. Assume that
F'(T;x0) < 1 ; G'(T;x0) < 0 and '(T;x0) = v(T;x0) < w(x0);
and let us work towards a contradiction. Since v(T;:) = w by the denition of the
problem, there is a constant  > 0 such that '   v(T;)  '   w    on B"(x0) for
some " > 0. Since x0 is a strict minimizer, 2 := minx2@B"(x0) (v(T;x)   '(T;x)) > 0
and it follows that there exists r > 0 such that v(t;x)   '(t;x)   > 0 for all
(t;x) 2 [T   r;T]  @B"(x0). Hence,
v(t;x)   '(t;x)   ^  > 0 for (t;x) 2 ([T   r;T]  @B"(x0)) [ (fTg  B"(x0)) : (III.47)
Since F'(T;x0) < 1 and G'(T;x0) < 0, we can assume, after possibly changing
" > 0, that
G'(t;x)  0 and Y (x;y;u)   Lu
X'(t;x)  C for all u 2 N"(x;y;D'(t;x))
and (t;x;y) 2 [0;T]  Rd+1 s.t. (t;x) 2 B"(T;x0) and jy   '(x)j  "
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for some constant C > 0. Let ~ '(t;x) := '(x) 
p
T   t + "+
p
". Then, for suciently
small " > 0, we have
v(t;x)   ~ '(t;x)  1
2( ^ ) > 0 for (t;x) 2 ([T   ";T]  @B"(x0)) [ (fTg  B"(x0))
G~ '(t;x)  0 and Y (x;y;u)   Lu
X ~ '(t;x)  0 for all u 2 N"(x;y;D~ '(t;x))
(t;x;y) 2 [T   ";T]  Rd+1 s.t. x 2 B"(x0) and jy   ~ '(t;x)j  ":
By following the arguments in the proof of Proposition III.1, the latter inequalities lead
to a contradiction of (GDP1) of Corollary III.8. 2
We now turn to the subsolution property. As in the previous section, we rst consider
the case where (t0;x0;v(t0;x0)) 2 int(D)T.




(v   ') = (v   ')(t0;x0) = 0 : (III.48)
Assume that (T;x0;v(T;x0)) 2 int(D)T. Then, minf'(T;x0)   w(x0) ; M'(T;x0)g 
0.
Proof. Assume to the contrary that
minf'(T;x0)   w(x0) ; M'(T;x0)g =: 2 > 0 :
Let ~ ' be dened by ~ '(t;x) := '(t;x)+
p
T   t + " 
p
" for " > 0 small. Clearly, (T;x0)
achieves a strict maximum of v   ~ ', and it follows from the identity v(T;) = w(x0),
the fact that '(T;x0)   w(x0) > 0 and (III.48) that
max
(fTg  B"(x0))[([T ";T]@B"(x0))
(v   ~ ') :=   < 0 :
Also observe that, the fact that M'(T;x0) > 0, means that
maxfR ~ '(T;x0) ; G~ '(T;x0)g > 0 :
Since @t ~ ' !  1 as t ! T and " ! 0, we can nd " > 0 small enough such that
maxfF ~ '(T;x0) ; G~ '(T;x0)g > 0 :
1004 Proof of the viscosity property in the abstract model
Moreover, the assumption (T;x0; ~ '(T;x0)) = (T;x0;v(T;x0)) 2 int(D)T, recall (III.15)-
(III.16), implies that, for " > 0 small enough,
n
(t;x;y) 2 [0;T)  Rd+1 s:t: (t;x) 2 B"(T;x0); jy   ~ '(t;x)j  "
o
 int(D) :
Following line by line the arguments of Proposition III.2 then leads to a contradiction
to (GDP2) of Corollary III.8. 2
We nally consider the case (T;x0;v(T;x0)) 2 @DT.




(v   ') = (v   ')(t0;x0) = 0 : (III.49)
Assume that (T;x0;v(T;x0)) 2 @DT. Then, min






Proof. The result follows from an obvious combination of the arguments used in the
proofs of Proposition III.5 and Proposition III.3 above. 2
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102Chapter 6
Application in optimal book
liquidation
1 Introduction
In this chapter, we study an application of our general model to the pricing of a book
liquidation contract under a VWAP1 constraint.
For sake of simplicity, we shall restrict to the case where W is a one-dimensional
Brownian motion although d 6= 2, which amounts to set part of the coecients equal
to 0. We shall also consider time-dependent coecients, which corresponds to adding
a component interpreted as time in the process X and can always be done by suitably
choosing the drift parameter.
Moreover, the dynamics will be only controlled by a real valued non-decreasing process
L. We shall therefore only write XL and Y L, and now consider L as the set of continuous





< 1. Still, similar
arguments as those used in Example III.5 will lead to the introduction of an additional
control in U, see Proposition III.1 below.
2 Model description
The optimal book liquidation problem is the following. A nancial agent asks a broker
to sell on the market a total of K > 0 stocks on a time interval [0;T]. The broker takes
1Volume Weighted Average Price
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the engagement that he will obtain a mean selling price which corresponds to (at least)
 2 (0;1) times the mean price of the market, i.e. the observed selling prices weighted
by the volume of the corresponding transactions initiated by all the traders that are
acting on the market on [0;T]. Such contracts are referred to as VWAP guaranteed.
The nancial agent pays to the broker a premium y at time 0.
The cumulated number of stocks sold by the broker on the market since time 0 is
described by a continuous real-valued non-decreasing adapted process L. Given L 2 L,
the dynamic of the broker's portfolio Y L is given by
dY L(t) = XL;1(t)dLt ; Y L(0) = 0
where XL;1 represents the stock's selling price dynamics and is assumed to solve
dXL;1(t) = XL;1(t)(t;XL;1(t))dt + XL;1(t)(t;XL;1(t))dWt   XL;1(t)(t;XL;1(t))dLt
where ;; : [0;T]  R ! R are continuous functions satisfying
x 2 [0;1) 7! x((t;x);(t;x);(t;x)) is uniformly Lipschitz, uniformly in t 2 [0;T] (III.1)
and  : [0;T]  R ! R+ is C2 in space, uniformly in time.
Note that we allow the trading strategy of the broker to have an impact on the price
dynamics if  6= 0.
For sake of simplicity, we model the intensity of all the transactions on the market by





denotes the cumulated number of stocks sold on the market since time 0. Then, the
mean price of selling orders in the market, denoted by XL;2, has the dynamics
dXL;2(t) = XL;1(t)#(t)dt ; XL;2(0) = 0 :
In order to accept the contract, a highly risk adverse broker should ask for an initial
premium y such that
y +
 
Y L(T)=K   XL;2(T)=(T)

K  0 for some L 2 L s.t. LT   L0 = K;
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i.e. which a.s. compensates the loss made if the mean selling price of the market is not
matched.
In practice, it is clear that the above problem does not make sense and needs to be
relaxed. We shall therefore consider problems of the form
Find the minimal y s.t., for some L 2 L with L0 = 0 ;











for p 2 R and ` : R ! R non-decreasing.
Moreover, practitioners typically impose bounds on the cumulated number of sold stocks
XL;3 := L   L0. We shall therefore restrict to strategies L 2 L such that
XL;3(s) 2 [(s);(s)] for all s  T ;
where  and  are assumed here to be C1 deterministic functions such that
 <   on [0;T) :
Remark III.1. Up to an obvious change of variables, the initial premium y can be
incorporated in the initial condition Y (0) of Y . Similarly, the constant K=(T) can
be simply written  > 0 up to a change of variable. It follows that the above problem
could be alternatively written as
Find the minimal Y L(0) s.t., for some L 2 L with L0 = 0 ;
X
L;3




Y L(T)   XL;2(T)

 p ;
with  > 0.
3 PDE characterization
3.1 Value function and problem reduction
In order to dene the associated value function, we now extend the above dynamics




t;x;y) the corresponding processes satisfying the initial condition
ZL
t;x;y(t) = (x;y).
In the following, we restrict to initial conditions y  0 and x = (x1;x2;x3) 2 (0;1) 
[0;1)2 to be consistent with the fact that the above quantities should be non-negative
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and that the process XL;1 takes positive values if XL;1(0) > 0. In order to simplify our
analysis, we make the following assumption:
(T) = (T) = K and D;D 2 (0;M] on [0;T] for some M > 0: (III.2)
The rst condition allows us to impose the constraint X3;L(T) = K via the simpler one
X3;L 2 [;], while the assumption on the right-hand side will be used in the proof of
Proposition III.6 below in order to provide boundary conditions which will turn easier
to handle.
In view of Remark III.1 and the left-hand side of (III.2), the value function associated
to the above stochastic target problem can then be written as
v(t;x;p) := inffy  0 : 9L 2 L s.t. X
3;L






with 	(x;y) = `(y   x2) and  > 0.
In order to convert the above problem into a stochastic target problem in the form of
the one studied in the previous sections, we use the key argument of [18] as explained
in Example III.5. In the following we set A := U  L, where U denotes the set of all
progressively measurable process  in L2([0;T]  
) taking values in R.
Proposition III.1. Assume that ` has polynomial growth. Then, for all (t;x;p) 2
[0;T]  (0;1)  [0;1)2  R,
v(t;x;p) := inffy  0 : At;x;y;p 6= ;g ;
where At;x;y;p denotes the set of processes (;L) 2 A such that (ZL
t;x;y;P


















Proof. If ` has polynomial growth, then it is clear that `(Y L
t;x;y(T)   X
2;L
t;x (T)) 2 L2
for all L 2 L such that X
3;L
t;x (T)  K. It then suces to reproduce the arguments used
in Example III.5 or in the proof of Proposition 3.1 in [18]. 2
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In the following, we set
DY := f(t;x;p) 2 [0;T)  (0;1)  [0;1)2  R : x3 2 [(t);(t)]g ;
which is the natural domain on which our problem is stated. It satises the Standing
Assumption 2 under the additional condition (III.4) below, see Proposition III.4 below.
In the following, v and v are dened as in (III.17) for DY as above.
3.2 Additional assumptions and a priori estimates
In the context of the above problem, the sets (N")" reads
N"' =

u 2 R : juDp' + x1Dx1'j  "
	
and
F' = F' = F0' if Dp' 6= 0 ; (III.3)
where














In order to provide a PDE characterization in terms of the continuous operator F0
rather than in terms of F and F, we need to ensure that Dp' 6= 0 for any test
function for v or v. Moreover, the proof of a comparison principle will require a
control of the ratio Dx1'=Dp' which appears in F0'. In order to control the last term,
we shall assume from now on that:
` admits right- and left-derivatives, there exists  > 0 s.t.   D ` ; D+`   1 ; (III.4)
and lim
r!1D+`(r) = lim
r!1D `(r) =: D`(1) ; (III.5)
where D+ and D  denote the right- and left-derivatives respectively.
The above conditions indeed induce the following controls on v, in which we use the
notation e1 := (1;0;0).
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Proposition III.2. For all (t;x;p) 2  DY and h 2 ( (x1 ^ 1);1)
v(t;x;p)  maxfv(t;x;p    1jhj) + jhj ; v(t;x + he1;p   C(x)jhj)g;
where
C : [0;1)3 ! R+ is a continuous map. (III.6)
Proof. a. We start with the rst inequality v(t;x;p)  v(t;x;p    1jhj) + jhj. Fix
y > v(t;x;p). Then, there exists  = (;L) 2 A such that (ZL
t;x;y;P
t;p) 2 V on [t;T].










 p    1jhj :
Since Y L
t;x;y   jhj = Y L
t;x;y jhj and XL does not depend on the initial value of Y L, this
implies the required result by arbitrariness of y > v(t;x;p) and the denition of the
value function v.
b. Before to prove the second inequality, let us observe that standard computations
based on Burkholder-Davis-Gundy's inequality, Gronwall's Lemma and the Lipschitz
continuity assumption on our coecients imply that there exists a continuous map















c. We now turn to the second inequality v(t;x;p)  v(t;x + he1;p   C(x)jhj). Fix
y > v(t;x;p) and consider  = (;L) 2 A such that (ZL
t;x;y;P
t;p) 2 V on [t;T]. It















  C(x)jhj  p   C(x)jhj :
As above, the required result then follows from the arbitrariness y > v(t;x;p). 2
The immediate consequence of the above estimates is a control on Dx1'=Dp' for test
functions of v or v.
Corollary III.3. The function v is a viscosity supersolution of
minfDp'    ; (Dx1'   C(x)Dp')1x1>0 ;  Dx1' + C(x)Dp'g = 0 on  DY (III.7)
and v is a viscosity subsolution of
maxf Dp' +  ; (Dx1'   C(x)Dp')1x1>0 ;  Dx1' + C(x)Dp'g = 0 on  DY : (III.8)
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We now provide additional estimates that will be used later on to establish a comparison
principle on the PDE associated to v. We rst show that the conditions (III.2)-(III.4)
allows us to deduce a classical growth condition on v.
Proposition III.4. There exists  > 0 such that
0  v(t;x;p)   1jp   `(0)j + (1 + jxj) for all (t;x;p) 2  DY : (III.9)
Proof. Dene L := maxfx3;g, which belongs to L by (III.2). Then, it follows
from (III.2) again that X
L;3
t;x (T) = K and X
L;3






2  (1 + jxj)
for some  > 0 which does not depend on (t;x). In particular, for y > 0, the above


















 (y   (1 + jxj)) + `(0) :










p. The required result follows from the denition of v. 2
We nally provide suitable boundary conditions for v.
Proposition III.5. Fix (t;x;p) 2  DY . Then,
v(t;0;x2;x3;p) = v(t;0;x2;x3;p) = 	 1(0;x2;x3;p) ; (III.10)
where
	 1(x;p) := inffy  0 : 	(x;y)  pg :










n!1v(tn;xn;pn)=pn = 1=D`(1) if pn ! 1 :(III.12)
Proof. a. We start with the rst assertion. Let (tn;xn;pn)n be a sequence in
DY that converges to (t;0;x2;x3;p) and x y > 	 1(x; p) with x = (0;x2;x3).
Then, the Lipschitz continuity of the coecients implies that X0
tn;xn(T) ! (0;x2;x3)
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 pn for n large
enough, and therefore v(tn;xn;pn)  y. The arbitrariness of y thus implies that
limsupn!1 v(tn;xn;pn)  	 1(x;p). We next deduce from the Lipschitz continu-
ity of the coecients again that, for any Ln 2 L such that Ln






 pn, we have ZLn
tn;xn;yn(T) ! (0;x2;x3;y) P   a.s. and in Lq





= 	(x;y)  p
so that y  	 1(x;p). Taking yn := v(tn;xn;pn) + 1=n with (tn;xn;pn)n such that
v(tn;xn;pn) ! v(t;0;x2;x3;p) then shows that v(t;0;x2;x3;p)  	 1(x;p).
b. We now turn to the second assertion. It follows from the following easy observation.
Fix (t;x) 2 [0;T)  (0;1)  [0;1)2 such that x3 2 [(t);(t)]. Then, for L dened
by L =  + x3   (t), one obtains X
L;3








>  1. It follows that v(t;x;p) = 0 for p  p(t;x), where the function
p is clearly locally bounded.
c. We nally prove the last assertion. Since pn ! 1 and, for any strategy Ln 2 L
such that Ln
T  K, ZLn






 pn for all n. Using (III.5), one deduces that, for all


















=pn  (D`(1) + ")limsup
n!1
yn=pn :
This implies that liminfn!1 v(tn;xn;pn)=pn  1=(D`(1) + "). Choosing " arbitrar-
ily small leads to the required result. On the other hand, for yn := pn(D`(1)   ") 1
with " 2 (0;D`(1)), we have, by similar arguments,
	(Z0









and therefore v(tn;xn;pn)  pn(D`(1)   ") 1 for n large enough. This implies that
limsupn!1 v(tn; xn;pn)=pn  (D`(1)   ") 1, which yields the required result by
arbitrariness of " > 0. 2
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3.3 Main results
We can now provide the main results of this section. We rst report the PDE charac-
terization of v.
Proposition III.6. The functions v is a viscosity supersolution on DY of
max

F0' ; x1 + x1Dx1'   Dx3'
	
= 0 : (III.13)





F0' ; x1 + x1Dx1'   Dx3'
		
= 0 if  < x3 < 
min

' ; x1 + Dx1'   Dx3'
	
= 0 if  = x3
minf' ; F0'g = 0 if x3 =  :
(III.14)
Moreover,
v(T;x;p) = v(T;x;p) = 	 1(x;p) for all (x;p) 2 [0;1)2  fKg  R : (III.15)
Proof. a. We rst discuss the PDE characterization. In view of Theorem IV.1, we
already know that v is a supersolution on DY of
max

F' ; x1 + x1Dx1'   Dx3'
	
= 0
and that v is a subsolution on DY \ fv > 0g of
max

F' ; x1 + x1Dx1'   Dx3'
	
= 0 if  < x3 < 
max

minfF' ;  Dg ; minfx1 + x1Dx1'   Dx3' ; 1g
	
= 0 if  = x3
max

minfF' ; Dg ; minfx1 + x1Dx1'   Dx3' ;  1g
	
= 0 if x3 =  :
Note that the boundary x2 = 0 does not play any role here since the process X2;L is
non-decreasing.
Since, by Proposition III.2, v is strictly increasing in its p variable, any test function
' such that (t0;x0;p0) achieves a local maximum (resp. minimum) of v   ' (resp.
v ') must then satisfy Dp'(t0;x0;p0) > 0. It follows that F and F can be replaced
by F0, see (III.3).
In order to simplify the subsolution property for t < T, it then suces to use the fact
that D > 0 and D > 0 by assumption (III.2).
b. It remains to prove the boundary condition at T.
b.1. We rst discuss the supersolution property at T. Let (tn;xn;pn)n1 be a se-
quence in DY , with tn < T for all n, such that (tn;xn;pn) ! (T;x0;p0) 2  DY and
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v(tn;xn;pn) ! v(T;x0;p0). Set yn := v(tn;xn;pn) + 1=n and let Ln be such that
E[	(Zn(T))]  pn where Zn = (Xn;Y n) := (XLn
tn;xn;Y Ln
tn;xn;yn). Since Xn;2(T) = K,
we have Ln(T)   Ln(tn) = K   x3
n. Since Ln is non-decreasing, this shows that
suptntT Ln(t)   Ln(tn) ! 0 in L1. This implies that Zn(T) ! z0 := (x0;y0) in
any Lq, q  2. It then follows from the dominated convergence theorem that
	(z0)   p0 = lim
n!1E[	(Zn(T))]   pn  0 :
This shows that v(T;x0;p0)  	 1(x0;p0).
b.2. We nally prove the subsolution property. Let (T;x0;p0) 2  DY and ' be a smooth
function such that
(T;x0;p0) achieves a strict local maximum of v   ' such that
(v   ')(T;x0;p0) = 0 and '(T;x0;p0) > 	 1(x0;p0) : (III.16)
Let (tn;xn;pn)n1 be a sequence in DY , with tn < T for all n, which converges to
(T;x0;p0) and such that v(tn;xn;pn) ! v(T;x0;p0). Set yn := v(tn;xn;pn)   1=n.
Since  and  are C1, there exists Ln such that X
Ln;2
tn;xn is reected on the boundary of















 M : (III.18)





recall from the above discussion that we must have Dp' > 0 on a neighborhood of





Let ~ ' be dened by ~ '(t;x;p) := '(t;x;p) +
p
T   t +   
p
 for some  > 0. It follows
from the identity v(T;) = 	 1 and (III.16) that
max
(fTg  B"(x0;p0))[([T ";T]@B"(x0;p0))
(v   ~ ') :=   < 0 ;




x1 + F0 ~ ' + (x1)Dx1 ~ '   Dx3 ~ '

 0 on [T   ";T]  @B"(x0;p0) ;(III.19)
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since @t ~ ' !  1 as t ! T and  ! 0. We next dene the stopping times
o
n := inf fs  tn : (s;Xn(s);Pn(s)) = 2 [T   ";T]  B"(x0;p0)g;
n := inf fs  tn : jY n(s)   '(s;Xn(s);Pn(s))j  "g ^ o
n :
Using (III.17)-(III.18)-(III.19), the same arguments as in the proof of Proposition III.2
below show that
Y n(n)   v (n;Xn(n);Pn(n)) > 0
for n large enough. Recalling that yn = v(tn;xn;pn)   n 1 < v(tn;xn;pn), this is in
contradiction with (GDP2) of Corollary III.8. 2
4 Comparison principle and uniqueness
In order to complete the characterization of Proposition III.6, it remains to provide a
comparison theorem for (III.13)-(III.14).
Note that the term Dx1'=Dp' which appears in the denition of F0 can be shown
to be bounded because viscosity super- and subsolution of (III.13)-(III.14) have to
satisfy Dp'   and jDx1'=Dp'j  C in the viscosity sense. Still obtaining a general
comparison theorem for the above PDE in an unbounded domain remains an open
question.
In what follows, we shall therefore reduce to a bounded domain by adding the following
condition:
9 ^ x1 > 0 s.t. (; ^ x1) = (; ^ x1) = 0 : (III.20)
This implies that ^ x1 is an absorbing point for XL;1. In particular, it remains bounded
as well as XL;2 which is bounded by (T)^ x1. In particular, we can then restrict to the
bounded domain
^ DY := DY \
 
[0;T)  (0;2^ x1)  [0;2(T)^ x1)  [0;K]  R

:
For x1 > ^ x1, the value function v can be easily computed explicitly, since the problem










  x1(K   x3);x3;p

for x1 > ^ x1 : (III.21)
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Note that it is not a real limitation for practical applications, since ^ x1 can be arbitrary
large.
Proposition III.1. Assume that (III.20) holds. Let U (resp. V ) be a non-negative
lower-semicontinuous supersolution of (III.13) (resp. upper-semicontinuous subsolution
of (III.14)) on ^ DY , such that U and V are continuous in x3. Assume that
U(t;x;p)  V (t;x;p) if t = T or x1 2 f0;2^ x1g; (III.22)
and that there exists c+ > 0 and c  2 R such that
limsup
(t0;x0;p0)!(t;x;1)





V (t0;x0;p0)  c   liminf
(t0;y0;p0)!(t;y; 1)
U(t0;y0;p0) (III.24)
8 (t;x) 2 [0;T)  [0;1)3. If either U is a viscosity supersolution of (III.7) on ^ DY
which is continuous in p, or that V is a viscosity subsolution of (III.8) on ^ DY which
is continuous in p, then
U  V on ^ DY :
Before to provide the proof of the above result, we state the following immediate corol-
lary which shows that the characterization of v in Proposition III.6 is indeed sharp.
Corollary III.2. Assume that (III.20) holds. Then, v is continuous on the closure of
^ DY . Moreover, it is the unique non-negative viscosity solution of (III.13) in the class of
continuous functions that are either supersolutions of (III.7) or subsolutions of (III.8),
and satisfy the boundary conditions (III.10)-(III.11)-(III.12)-(III.15)-(III.21).
This follows from Proposition III.5, Corollary III.3, Proposition III.6, Proposition III.1
and the following continuity result.
Proposition III.3. The function v is continuous in its p and x3 variables, and, there-
fore, so are v and v.
Proof. Since ` is non-decreasing, so is v, in the p-variable. It thus suces to show that
limsupjhj!0 v(t;x;p+jhj)  v(t;x;p). To see this x y > v(t;x;p) and L 2 L such that
ZL





> p, which is possible since ` is strictly increasing and
y > v(t;x;p). It follows that y  v(t;x;p + jhj) for h small enough. Sending jhj ! 0
and then y ! v(t;x;p) leads to the required result.
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We now turn to the continuity with respect to x3. Fix h 2 R such that jhj 
minfx3   (t);(t)   x3g. Denote e3 := (0;0;1), and let L 2 L and y  0 be such
that ZL
t;x;y 2 V . Then, LT   Lt  K and suptsT jZL
t;x;0j  c for some c > 0. Set
Lh := 1[t;T]
 
(L   Lt + x3 + h) ^ 

_ . Then, ZLh
t;x+he3;y 2 V and suptsT jZL
t;x;0  
ZLh
t;x+he3;0j  cjhj where c > 0 does not depend on (t;x;p). This implies that v(t;x +
he3;p)  v(t;x;p) + cjhj. Similarly, v(t;x;p)  v(t;x + he3;p) + cjhj. 2
We conclude with the proof of Proposition III.1.
Proof of Proposition III.1. We assume that U is a viscosity supersolution of (III.7)
which is continuous in p. The case where V is a viscosity subsolution of (III.8) which
is continuous in p is treated similarly. As usual, we argue by contradiction and assume
that there exists (t0;x0;p0) 2 ^ DY such that
(V   U)(t0;x0;p0) =: 40 > 0 :
Given  > 0 and  > 1, we dene ~ U and ~ V by ~ U(t;x;p) := e(t+x3)U(t;x;p) and
~ V (t;x;p) := e(t+x3)V (t;x;p). Since U is continuous in its p-variable, one has
sup
^ DY
(~ V   ~ U) =: 2  20 > 0 ; (III.25)
for  > 0 and  > 1 small enough.
1. Note that  < 1 and that
2 = sup
^ DY
(~ V   ~ U) = (~ V   ~ U)(^ t; ^ x; ^ p) (III.26)
for some ^ z := (^ t; ^ x; ^ p) in the closure of ^ DY . Indeed, if (tk;xk;pk)k1 is a maximizing
sequence, then (tk;xk)k1 is bounded and therefore converges along a subsequence. If
pk !  1, we obtain a contradiction by appealing to (III.24). If pk ! 1, then
limsupk!1 V (tk;xk;pk)=pk  c+ < c+   limsupk!1 U(tk;xk;pk)=(pk), which
also leads to a contradiction. The fact that the supremum is achieved then follows from
the upper-semicontinuity of ~ V   ~ U. From now on, we assume that
^ x3
 = (^ t) (III.27)
for all  > 1 small enough. The case where ^ x3
 = (^ t) (resp. ^ x3
 2 ((^ t);(^ t)))
can be treated similarly by replacing jx3   y3   j2 in the denition of n below by
jy3   x3   j2 (resp. 0).
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2. For n  1, we now set











jt   ^ tj2 + jx3   ^ x3
j4





n(^ t; ^ x + e3; ^ x; ^ p; ^ p) = 2 ;




n   for all n  1 ; (III.28)
for  > 0 small enough, where
^ D2
Y := f(t;x;y;p;q) 2 [0;T][0;1)6R2 : ((t;x;p);(t;y;q)) 2 ^ DY  ^ DY ; x2 = y2g :
Moreover, the same arguments as in step 1. above show that there exists  zn := (tn;xn;yn;pn;qn)
in the closure of ^ DY satisfying
n( zn) = sup
^ D2
Y
n   for all n  1 : (III.29)
It then follows from standard arguments, combined with the ones used in step 1. above,
see e.g. [24], that
 zn !  z; := (t;;x;;y;;p;;q;) in the closure of ^ D2






nj2 + njpn   qnj2 + njx3
n   y3
n   j2 = 0
lim




;) = (^ t; ^ x3
) ; lim
!0
(~ V   ~ U)( z;) = (~ V   ~ U)(^ z) = 2 > 0 :
(III.31)





;; p; = q; and (t;) < y3
; +  = x3
; < (t;) ; (III.32)
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for  > 0 small enough.
3. a. Clearly, we cannot have ~ V (t;;x;;p;) = 0 since ~ U  0 by assumption.
b. We can neither have t; = T since this would imply x3
; = y3
; by denition of ^ DY
and (III.2), a contradiction to (III.32).
c. We can also not have x1
; 2 f0;2^ x1g for all  > 0 small enough. To see this assume
the contrary and note that the fact that U is a supersolution of (III.7) implies that it
is non-decreasing in p. First assume that q;  0 for all  > 1 small enough. Since
 > 1, it then follows from the upper-semicontinuity of V; U and from (III.32) that
V (t;;x;;p;) U(t;;y;;q;)  (V  U)(t;;x;;p;)+O(). Recalling (III.22)
and the denition of (~ V ; ~ U), we obtain ~ V (t;;x;;p;)  ~ U(t;;y;;q;)  O() < 0
for  small enough whenever x1
; 2 f0;2^ x1g, a contradiction to (III.31).
Now assume that p; < 0 for all  > 1 small enough. Then (III.24), the fact that
(t;;x;) takes values in a compact set and the denition of   0 > 0 imply
that jp;j   for some  > 0 which does not depend on  or . In particular, as
 ! 1, (t;;x;;y;;p;;q;)>1 converges to some (t1;;x1;;y1;;p1;;q1;) such that
x1
1; 2 f0;2^ x1g, (III.32) holds at the limit  = 1, and limsup!1(~ V (t;;x;;p;)  
~ U(t;;y;;q;))  ~ V (t1;;x1;;p1;) ~ U1(t1;;x1; e3;p1;)  O() by upper-semicontinuity
of V ,  U, and (III.22). This shows that ~ V (t;;x;; p;)  ~ U(t;;y;;q;) < 0 < 2
for  suciently close to 1 and  > 0 small enough, a contradiction to (III.31).
4. Now observe that, by assumption, ~ U and ~ V are super and subsolutions on ^ DY of
max
n






' + ~ F0' ; ' + x1 + x1Dx1'   Dx3'
o
 0 if  < x3 <  and ~ V > 0 (III.34)
respectively, with











and that ~ U is a viscosity supersolution of
min

 1Dp'    ; Dx1'   C(x) 1Dp' ;  Dx1' + C(x) 1Dp'
	
= 0 .(III.35)
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Let  P+~ V and  P  ~ U denote the super- and subjets of ~ V and ~ U, with (t;x2;x3) taken
as a rst order term. It then follows from Ishii's Lemma, see e.g. [24], that we can nd
2-dimensional symmetric matrices (Xn;Yn) 2 S2 such that
(Dtn;(Dxn;Dpn);Xn)(tn;xn;yn;pn;qn) 2  P+~ V (tn;xn;pn)
( Dtn; (Dyn;Dqn);Yn)(tn;xn;yn;pn;qn) 2  P  ~ U(tn;yn;qn);












where I denotes the 2-dimensional identity matrix.
We now study two cases:
Case 1. We rst assume that
~ U(tn;yn;qn) + y1
n   y1
n(tn;y1
n)Dy1n(zn) + Dy3n(zn)  0 ;
along a subsequence. Then, by (III.29), (III.30), (III.32), (III.34), step 3. and the
Lipschitz of x 7! x(t;x),














n   ^ x3
j) :
It then follows from (III.30)-(III.31) that
   0
which leads to a contradiction since  > 0.
Case 2. We now assume that
~ U(tn;yn;qn) + y1
n   y1
n(tn;y1
n)Dy1n(zn) + Dy3n(zn) < 0 ;






















































Moreover, the continuity of C, recall (III.6), and the viscosity supersolution properties
of ~ U in (III.35), together with (III.30), imply that
jAnj   1C(y;) + 1 (III.39)
for n large. We now use (III.36), the Lipschitz continuity of the coecients and (III.39)
to obtain
















nj2) + O(j^ z   (tn;xn;pn)j) :
Recalling (III.30)-(III.31) and sending n ! 1 and then  ! 0 then leads to a contra-
diction since  > 0. 2
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120Part IV
Optimal control versus stochastic
target problems: an equivalence
result
121Abstract
Within a general abstract framework, we show that any optimal control
problem in standard form can be translated into a stochastic target prob-
lem as dened in Soner and Touzi (2002), whenever the underlying ltered
probability space admits a suitable martingale representation property. This
provides a unied way of treating these two classes of stochastic control
problems. As an illustration, we show, within a jump diusion framework,
how the Hamilton-Jacobi-Bellman equations associated to an optimal con-
trol problem in standard form can be easily retrieved from the partial dif-
ferential equations associated to its stochastic target counterpart.
Key words: stochastic target, stochastic control, viscosity solutions.
Note
This part is based on an article submitted to Systems and Control Letters.1 Introduction
In their simplest form, stochastic target problems can be formulated as follows. Given
a controlled process Z
t;x;y = (X
t;x;Y 
t;x;y), associated to the initial condition Z
t;x;y(t) =
(x;y) 2 Rd  R at time t, nd the set S(t) of initial conditions (x;y) such that
	(X
t;x(T);Y 
t;x;y(T))  0 P   a.s. for some control  2 U, where 	 is a given real
valued Borel measurable map and U is a prescribed set of controls.
When y 7! Y 
t;x;y(T) and y 7! 	(;y) are non-decreasing, for all  2 U, then the set S(t)
can be identied to f(x;y) 2 RdR : y  v(t;x)g where v(t;x) := inffy 2 R : 9  2 U
s.t. 	(Z
t;x;y(T))  0 P   a.s.g, whenever the above inmum is achieved.
Such problems can be viewed as a natural generalization of the so-called super-hedging
problem in mathematical nance. In this case, Y 
t;x;y is interpreted as the wealth process
associated to a given investment policy , X
t;x as stock prices or factors (that can possi-
bly be inuenced by the trading strategy) and 	 takes the form 	(x;y) = y g(x) where
g is viewed as the payo function of an European option. Then, 	(X
t;x(T);Y 
t;x;y(T)) 
0 means Y 
t;x;y(T)  g(X
t;x(T)), i.e. the value of the hedging portfolio is greater at time
T than the payo g(X
t;x(T)) of the European claim. The value function v(t;x) then
coincides with the super-hedging price of the option, see e.g. [39] for references on
mathematical nance.
Motivated by the study of super-hedging problems under Gamma constraints, Soner
and Touzi [52] were the rst to propose a direct treatment of a particular class of
stochastic target problems. It relies on a Geometric Dynamic Programming Principle
(GDP) which essentially asserts that S(t) = f(x;y) 2 RdR : 9  2 U s.t. Z
t;x;y() 2
S() a:s:g for all [t;T]-valued stopping time . The main observation of Soner and Touzi
is that it actually allows one to provide a direct characterization of the associated value
function v as a viscosity solution of a non-linear parabolic partial dierential equation.
This approach was further exploited in [14] and [56], in the context of super-hedging
problems in mathematical nance. A general version of the GDP was then proved
in [53], where the authors also used this methodology to provide a new probabilistic
representation of a class of geometric ows. The link with PDEs in a general Markovian
framework for Brownian diusion processes was established in [54], and extended to
jump diusion processes in [12] whose main motivation was to apply this approach to
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provision management in insurance. Finally, an extension to path dependent constraints
was proposed in [16].
This approach turned out to be very powerful to study a large family of non-standard
stochastic control problems in which a target has to be reached with probability one
at a given time horizon T. However, it was limited to this case, up to the paper
[18] who showed how the a.s. constraint 	(Z
t;x;y(T))  0 can indeed be relaxed in





 p, where the real number p is
a given threshold, typically non-positive. This relaxed version was called stochastic
target problem with controlled loss in [18].
The result of [18] (extended by [45] to jump diusion processes) opened the door to
a wide range of new applications. In particular in mathematical nance, in which a
P a.s. constraint would typically lead to degenerate results, i.e. v  1 or v much too
large in comparison to what can be observed in practice, while the above relaxation
provides meaningful results. A good illustration of such a situation is given in 6 where
we discuss the pricing of nancial book liquidation contracts. See also the forthcoming
paper [17] on the problem of P&L matching in option hedging or optimal investment
problems.
In view of all the potential practical applications of the technology originally proposed
by Soner and Touzi in [52], and given the fact that the theory is now well-established,
it seems natural to consider this recently developed class of (non-standard) stochas-
tic control problems as a part of the general well-known tool box in optimal control.
However, it seems a priori that stochastic target problems and optimal control prob-
lems in standard form (i.e. expected cost minimization problems) have to be discussed
separately as they rely on dierent dynamic programming principles.
This chapter can be viewed as a teacher's note that explains why they can actually
be treated in a unied framework. More precisely: any optimal control problem in
standard form admits a (simple and natural) representation in terms of a stochastic
target problem.
In the following, we rst discuss this equivalence result in a rather general abstract
framework. In the next section, we show through a simple example how the Hamilton-
Jacobi-Bellman equations of an optimal control problem in standard form can be easily
recovered from the PDEs associated to the corresponding stochastic target problem.
125We will not provide in this chapter the proof of the PDE characterization for stochastic
target problems. We refer to [18] and [45] for the complete arguments.
Notations: We denote by xi the i-th component of a vector x 2 Rd, which will
always be viewed as a column vector, with transposed vector x>, and Euclidean norm
jxj. The set Md is the collection of d-dimensional square matrices A with coordinates
Aij, and norm jAj dened by viewing A as an element of Rdd. Given a smooth
function ' : (t;x) 2 R+  Rd ! R, we denote by @t' its derivative with respect to its
rst variable, we write D' and D2' for the Jacobian and Hessian matrix with respect
to x. The set of continuous function C0(B) on a Borel subset B  R+ Rd is endowed
with the topology of uniform convergence on compact sets. Any inequality or inclusion
involving random variables has to be taken in the a.s. sense.
2 The equivalence result
Let T be a nite time horizon, given a general probability space (
;F;P) endowed with
a ltration F = fFtgtT satisfying the usual conditions. We assume that F0 is trivial.
Let us consider an optimal control problem dened as follows. First, given a set U of
deterministic functions from R+ to R,   1, we dene
~ U = f : F-predictable process s.t. t 7 ! (t;!) 2 U for P-almost every ! 2 
g :
The controlled terminal cost is a map
 2 ~ U 7 ! G 2 L0(
;FT;P) :
Without loss of generality, we can restrict to a subset of controls U  ~ U such that
U 
n




Given (t;) 2 [0;T]  U, we can then dene the conditional optimal expected cost:
V 
t := ess inf
2U(t;)
E[G j Ft] ; (IV.1)
where
U(t;) := f 2 U :  =  on [0;t] P   a.s.g :
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Our main observation is that the optimal control problem (IV.1) can be interpreted
as a stochastic target problem involving an additional controlled process chosen in a
suitable family of martingales. Moreover, existence in one problem is equivalent to
existence in the other.
Lemma IV.1. [Stochastic target representation] Let M be a any family of martingales
such that
G := fG;  2 Ug  fMT; M 2 Mg : (IV.2)
Then, for each (t;) 2 [0;T]  U:
V 








  9(M;) 2 M  U(t;) s.t. Y + MT   Mt  G	
: (IV.4)




G^  j Ft
i
(IV.5)
if and only if there exists (  M;  ) 2 M  U(t;) such that
Y 
t +  MT    Mt  G  : (IV.6)
In this case, one can choose   = ^ , and  M satises
Y 
t +  MT    Mt = G  : (IV.7)
Let us make some remarks before to provide the short proof.
Remark IV.1. It is clear that a family M satisfying (IV.2) always exists. In particular,
one can take M =  M := f(E[G j Ft])t0;  2 Ug. When the ltration is generated
by a d-dimensional Brownian motion W, then the martingale representation theorem
allows one to rewrite any element M of  M in the form M = P




where  belongs to Aloc, the set of Rd-valued locally square integrable predictable
processes such that P
0;0 is a martingale. This allows choosing M as fP
0;p; (p; ) 2
R  Alocg. When G  L2(
;FT;P), then we can replace Aloc by the set A of Rd-
valued square integrable predictable processes. A similar reduction can be obtained
when the ltration is generated by L evy processes. We shall see below in Section
1273 that such classes of families M allow us to convert a Markovian optimal control
problem in standard form into a Markovian stochastic target problem for which a PDE
characterization can be derived. A similar idea was already used in [18] to convert
stochastic target problems under controlled loss, i.e. with a constraint in expectation,
into regular stochastic target problems, i.e. associated to a P a.s.-constraint, see their
Section 3.
Remark IV.2. A similar representation result was obtained in [13] where it is shown
that a certain class of optimal switching problems can be translated into stochastic tar-
get problems for jump diusion processes. In this paper, the author also introduces an
additional controlled martingale part but the identication of the two control problems
is made through their associated PDEs (and a suitable comparison theorem) and not by
pure probabilistic arguments. Moreover, an additional randomization of the switching
policy is introduced in order to remove this initial control process.
Remark IV.3. It is well-known that, under mild assumptions (see [28]), the map
t 2 [0;T] 7! V 
t can be aggregated by a c adl ad process  V  which is a submartingale for
each  2 U, and that a control ^  is optimal for (IV.1) if and only if  V ^  is a martingale on
[t;T]. This is indeed a consequence of the dynamic programming principle which can be







;  2 U(t;)g for all stopping time
 with values in [t;T]. It is clear from the proof below that the additional controlled
process (Y 
t +  Ms    Mt)st whose T-value appears in (IV.7) then coincides with this
martingale.
Proof of Lemma IV.1 a. We rst prove (IV.3). To see that Y 
t  V 
t , x Y 2
L1(
;Ft;P) and (M;) 2 MU(t;) such that Y +MT Mt  G. Then, by taking the






U(t;)g = V 
t , which implies that Y 
t  V 
t .
On the other hand, (IV.2) implies that, for each  2 U(t;), there exists M 2 M such








t  G. This
shows that E[G j Ft]  Y 
t for all  2 U(t;), and therefore V 
t  Y 
t .
b. We now assume that ^  2 U(t;) is such that (IV.5) holds. Since V 
t = Y 




G^  j Ft

. Moreover, (IV.2) implies that there exists  M 2 M such that
E

G^  j Ft

+  MT    Mt = G^ . Hence, (IV.6) and (IV.7) hold with   = ^ . Conversely,
if (  M;  ) 2 MU(t;) is such that (IV.6) holds, then the identity (IV.3) implies that
V 
t = Y 
t  E[G  j Ft]  V 
t . Hence, (IV.5) holds with ^  =  . 2
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3 Example
In this section, we show how the Hamilton-Jacobi-Bellman equations associated to an
optimal control problem in standard form can be deduced from its stochastic target
formulation. We restrict to a classical case where the ltration is generated by a d-
dimensional Brownian motion W and a E-marked integer-valued right-continuous point
process N(de;dt) with predictable (P;F)-intensity kernel m(de)dt such that m(E) < 1
and supp(m) = E, where supp denotes the support and E is a Borel subset of Rd
with Borel tribe E. We denote by ~ N(de;dt) = N(de;dt)   m(de)dt the associated
compensated random measure, see e.g. [22] for details on random jump measures.
The set of controls U is now dened as the collection of square integrable predictable
K-valued processes, for some K  Rd. Given  2 U and (t;x) 2 [0;T]  Rd, we dene
X
t;x as the unique strong solution on [t;T] of












where (;;) : (x;u;e) 2 Rd  K  E 7 ! Rd  Md  Rd are measurable and are
assumed to be such that there exists L > 0 for which
j(x;u)   (x0;u)j + j(x;u)   (x0;u)j +
 R
E j(x;u;e)   (x0;u;e)j2m(de)
 1
2  Ljx   x0j
j(x;u)j + j(x;u)j + esssup
e02E
j(x;u;e0)j  L(1 + jxj + juj); (IV.9)
for all x;x0 2 Rd and u 2 K.
Given a continuous map g with linear growth (for sake of simplicity), we then dene











Remark IV.1. Contrary to the above section, we do not x here the path of the
control  on [0;t]. This is due to the fact that X
t;x depends on  only on (t;T], since
the probability of having a jump a time t is equal to 0. Moreover, we can always reduce
in the above denition to controls  in U that are independent of Ft, see Remark 5.2
in [15].
Then, it follows from standard arguments, see [30] or [57] and the recent paper [15],
that the lower-semicontinuous envelope v and the upper-semicontinuous envelope v
129of v dened as
v(t;x) := liminf
(t0;x0)!(t;x);t0<T
v(t0;x0) and v(t;x) := limsup
(t0;x0)!(t;x);t0<T
v(t0;x0) ; (t;x) 2 [0;T]Rd
satisfy:
Theorem IV.2. Assume that v is locally bounded. Then, v is a viscosity supersolution
of
  @t' + H(;D';D2';') = 0 on [0;T)  Rd
('   g)1H(;D';D2';')<1(T;) = 0 on Rd ; (IV.10)
where H is the upper-semicontinuous envelope of the lower-semicontinuous map














(f(t;x + (x;u;e))   f(t;x))m(de) :
Moreover, v is a viscosity subsolution of
  @t' + H(;D';D2';') = 0 on [0;T)  Rd
('   g)(T;) = 0 on Rd : (IV.11)







;FT;P) for all  2 U. The martingale representation theorem then
implies that (IV.2) holds for the family of martingales M dened as









s(e) ~ N(de;ds); (;) 2 A   

where A denotes the set of square integrable Rd-valued predictable processes, and   is
the set of P 
 E measurable maps  : 









with P dened as the -algebra of F-predictable subsets of 
  [0;T].
Hence, we deduce from Lemma IV.1 that
v(t;x) = inf

p 2 R : 9(;;) 2 U  A    s.t. P
;



















s(e) ~ N(de;ds) :
We therefore retrieve a stochastic target problem in the form studied in [45].
If v is locally bounded, we can then apply the main result of [45] (see [18] for the case
of Brownian diusion models) to deduce that v is a viscosity supersolution of
  @t' + F
0;0(;D';D2';') = 0 on [0;T)  Rd
('   g)1F
0;0(;D';D2';')<1(T;) = 0 on Rd ; (IV.12)
where F is the upper-semicontinuous envelope of the map F dened for (";;t;x;q;A;f) 2













with N";(t;x;q;f) dened as the set of elements (u;a;b) 2 K Rd L2(E;E;m) such
that
ja   (x;u)>qj  " and b(e)   f(t;x + (x;u;e)) + f(t;x)   for m-a.e e 2 E :
Similarly, Theorem 2.1 in [45] states that v is a viscosity subsolution of
  @t' + F0;0(;D';D2';') = 0 on [0;T)  Rd
('   g)(T;) = 0 on Rd ; (IV.13)
where F is the lower-semicontinuous envelope of F.
To retrieve the result of Theorem IV.2, it suces to show the following.
Proposition IV.3. F
0;0  H and F0;0  H.
Proof. First note that u 2 K implies that (u;(x;u)>q;f(t;x + (x;u;))   f(t;x) +
) 2 N0;(t;x;q;f). This implies that F0;  H. Since "  0 ! F"; is non-decreasing,
it follows that F0;0  H. On the other hand, x (t;x) 2 [0;T)  Rd and (q;A;f) 2
Rd  Md  C0([0;T]  Rd), and consider a sequence ("n;n;tn;xn;qn;An;fn)n that






















Remark IV.4. It is clear that the same ideas apply to various classes of optimal control
problems: singular control, optimal stopping, impulse control, problem involving state
constraints, etc. We refer to Part III and [16] for the study of stochastic target problems
with controls including bounded variation processes or stopping times. The case of state
constraints is discussed in [16], see also [19].
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