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1 Introduction
The aim of this paper is to show how time dependent methods apply to scattering theory in
black hole interiors. Scattering theory has now a long tradition in General Relativity, but con-
cerns mainly field equations outside black holes, see [6], [1], [9], [16], [7], [5], [14] and references
therein for an overview. Time decaying situations are in most cases easier than time independent
situations. Whereas the decay in time of the hamiltonian towards some simplified hamiltonian
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is in time dependent situations clear right from the beginning, in time independent situations it
must be established via so called propagation estimates and holds only along the evolution. We
consider in this paper the massive charged Dirac equation on the ((Anti)-De Sitter-)Reissner-
Norström metric in the sub-extremal case. The Dirac equation has the advantage that it possesses
a conserved positive quantity which makes the application of time dependent methods particu-
larly convenient. Our main result is an asymptotic completeness result between the black hole
horizon and the Cauchy horizon. The charge entails some additional technical difficulties as we
have to work in a different gauge near each horizon. Our result is formulated in terms of wave
operators as well as in terms of existence and uniqueness of solutions of a characteristic Cauchy
problem.
Asymptotic completeness for the wave equation inside a Reissner-Nordström black hole was
established by C. Kehle and Y. Shlapentokh-Rothman in [10] using Fourier analysis. They build
up on earlier work by S. Chandrasekhar and J.B. Hartle [4]. One of the main motivations of
these works is to show the instability of the Cauchy horizon. The lack of transverse regularity
of the scalar field at the Cauchy horizon is established in both [4] and [10]. Blue shift instability
of the field near the Cauchy horizon was first observed numerically in the founding work of R.
Penrose and M. Simpson [18]. In order to establish the lack of transverse regularity, it seems
essential to have a spectral decomposition of the scattering matrix, which, in our case, could be
done a posteriori. These questions are left for future work.
There is no timelike Killing vector between the black hole horizon and the Cauchy horizon
and the situation is therefore time dependent. Asymptotic completeness can then be established
for the Dirac equation essentially by Cook’s method using the conservation of the L2 norm.
The Killing vector fields commute with the equation and span a spacelike distribution that is
integrable and forms the foliation by the Cauchy hypersurfaces of constant r. As a consequence,
the different wave and scattering operators preserve tangent regularity.
The paper is organised as follows. In Section 2, we present a general geometric setting that
covers the interiors of sub-extremal Reissner-Nordström black holes as well as their de Sitter and
anti-de Sitter analogues. Section 3 describes the charged Dirac equation with its general prop-
erties (gauge freedom in the charged case, conserved current), we derive an explicit expression
using the Newman-Penrose formalism and we make some simplifications to the equation by in-
corporating the 3-volume density into the spinor. Then we define the evolution system and recall
its essential features. Section 4 is devoted to the scattering theory and its geometrical interpre-
tation is given in Section 5. In an appendix, we derive the conditions on the physical parameters
of the anti-de Sitter-Reissner-Nordström metric that correspond to the different configurations
of horizons, among which, the sub-extremal family.
Note that the present scattering theory could be constructed in an alternative geometrical
manner using the approach known as conformal scattering (see [12, 16, 14]), although no confor-
mal rescaling is necessary here. This consists in pushing further what is done in the geometrical
interpretation of Section 5. Once the trace operators are constructed, we could prove directly
their invertibility by solving the Goursat problem at the bifurcate horizons. This can be done
following a similar approach to that in M. Mokdad [14] and will be the object of a subsequent
paper.
Acknowledgements. D. Häfner and J.-P. Nicolas acknowledge support from the ANR funding
ANR-16-CE40-0012-01.
Notations and conventions.
• Throughout the paper, we use the formalisms of abstract indices, 2-component spinors and
Newman-Penrose. Recall that a Newman-Penrose tetrad on a Lorentzian 4-manifold (M, g)
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is a set of four null vector fields {la, na,ma, m¯a} that are a local basis of the complexified
tangent bundle ofM. It is said to be normalized if
lan
a = −mam¯a = 1 .
If we assume thatM is globally hyperbolic, then it admits a spin-structure and we denote
by SA and SA′ the bundles of left and right spinors over M and by SA and SA′ their
respective dual bundles. They satisfy
SA ⊗ SA′ = T aM⊗ C
and are endowed with symplectic forms εAB and εA′B′ such that gab = εABεA′B′ . The
bundle of Dirac spinors is given by SA ⊕ SA′ .
A spin-dyad, is a local basis {oA, ιA} of SA. It is normalized if oAιA = 1 and it is then
called a spin-frame. The components of a spinor field in a spin-frame {oA, ιA} are given
as follows (see the part on spinor bases in Section 2.5 of [17] Vol. I): for a spinor field
φA ∈ Γ(SA) (where Γ(SA) denotes the space of sections of the spin-bundle SA), we have
φ0 = φAo
A , φ1 = φAι
A
and for χA′ ∈ Γ(SA′),
χ0
′
= −ι¯A′χA′ , χ1′ = o¯A′χA′ .
To a normalised Newman-Penrose tetrad, there corresponds a (unique modulo an overall
sign) spin-frame such that
la = oAo¯A
′
, na = ιAι¯A
′
, ma = oAι¯A
′
, m¯a = ιAo¯A
′
. (1)
• GivenM a smooth manifold, O an open set ofM and F a fiber bundle overM, we denote
by C∞0 (O ; F ) the space of smooth sections of F with compact support in O.
• Given a coordinate system and x one of the variables, we shall denote
Dx :=
1
i
∂
∂x
.
2 Geometric setting
We work on a spacetimeM = Rt × Rx × S2ω equipped with the metric
g = f(r)
(
dt2 − dx2)− r2dω2 (2)
where dω2 is the euclidean metric on the unit 2-sphere and r is an implicit function of t alone
defined by the following requirements:
(H1) the smooth function f is defined on an interval [r−, r+], 0 < r− < r+ < +∞, is positive
on ]r−, r+[ and has simple zeros at r±;
(H2) dtdr = − 1f(r) with t = 0 for an arbitrarily chosen value of r in ]r−, r+[, say rm = (r−+r+)/2.
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This implies that r is a smooth, strictly decreasing function of t on R and r → r∓ as t → ±∞.
Moreover, we can obtain an equivalent of r − r∓ as r → r∓. Let us do this for r → r−. We can
write f as
f(r) = q(r)(r − r−)
with q ∈ C∞([r−, r+]). Therefore,
1
f(r)
=
c
r − r− +
d(r)
q(r)
where
c =
1
q(r−)
=
1
f ′(r−)
, d(r) =
1− cq(r)
r − r− ∈ C
∞([r−, r+]) ,
f ′ denoting the derivative of f with respect to r. It follows that
t = −c log(r − r−)−
∫ r
rm
d(s)
q(s)
ds+ c log(rm − r−) ,
whence
r − r− = (rm − r−)e−t/ce−
1
c
∫ r
rm
d(s)
q(s)
ds
.
We therefore have
r − r± = ∓e2κ±t+w±(r) as t→ ∓∞ , (3)
where w± ∈ C∞([r−, r+]) and
κ± = −1
2
f ′(r±)
are the surfaces gravities at the inner and outer horizons. Note that κ− < 0 and κ+ > 0.
We denote by Σt the level hypersurfaces of the time function t, i.e.
Σt = {t} × Σ , Σ = Rx × S2ω .
We choose the time orientation given by the timelike vector field ∂∂t .
Introducing the Eddington-Finkelstein variables
u = t− x , v = t+ x , (4)
the metric can be written in terms of the coordinates systems (u, r, ω) and (v, r, ω) and it has
the same expression in both:
g = −f(r)du2 − 2dudr − r2dω2 , (5)
= −f(r)dv2 − 2dvdr − r2dω2 . (6)
Another useful form of the metric is in the coordinate system (u, v, ω)
g = f(r)dudv − r2dω2 . (7)
The expressions (5) and (6) show that g extends as a smooth non-degenerate metric to [r−, r+]r×
Ru × S2ω and to [r−, r+]r × Rv × S2ω, allowing us to glue the regions {r = r±} each as a pair of
smooth null boundaries, referred to respectively as the left and right inner and outer horizons:
H Lr− := {r = r−} × Rv × S
2
ω ,
H Rr− := {r = r−} × Ru × S
2
ω ,
H Lr+ := {r = r+} × Ru × S
2
ω ,
H Rr+ := {r = r+} × Rv × S
2
ω .
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Figure 1: A Penrose diagram ofM.
The two components of each horizon meet in a smooth 2-sphere, which we denote respectively
by Sr+ for the outer horizon and Sr− for the inner horizon. This can be seen using Kruskal-
Szekeres-type coordinates. For the construction of Sr− , we put (recall that κ− < 0)
T = −1
2
eκ−t
(
eκ−x + e−κ−x
)
, X = −1
2
eκ−t
(
eκ−x − e−κ−x) .
In these coordinates, the metric g reads
g =
f(r)e−2κ−t
κ2−
(dT 2 − dX2)− r2dω2
which, by (3), extends smoothly and non degenerately to {T = X ≤ 0} ∪ {T = −X ≤ 0} and
restricts to {T = X = 0} as −r2−dω2. The inner crossing sphere is then defined as
Sr− = {(0, 0)}(T,X) × S2ω .
It is reached as v → +∞ along H Lr− , as u → +∞ along H Rr− and going towards the future
along all lines of fixed x and ω. A similar choice of variables can be introduced to define the
outer crossing sphere Sr+ . See Figure 1 for a Penrose diagram of the spacetimeM. The future
boundary ofM is the set
{r = r−} =H Lr− ∪Sr− ∪H
R
r−
and its past boundary is
{r = r+} =H Lr+ ∪Sr+ ∪H
R
r+
.
The boundary of M misses two “points”, denoted i+ on the picture, by reference to future
timelike infinity in the three physical cases on which this model is based: the sub-extremal
Reissner-Nordström black hole and its de Sitter and anti-de Sitter generalisations. In all three
cases, the metric is given on Rt˜×]0,+∞[r×S2ω by
g = Fdt˜2 − 1
F
dr2 − r2dω2 , F = 1− 2M
r
+
Q2
r2
− Λr2 , (8)
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whereM and Q are the mass and charge of the black hole and Λ ∈ R is the cosmological constant.
We place ourselves between two consecutive simple horizons, corresponding to 0 < r− < r+, such
that their respective surface gravities satisfy κ− < 0 < κ+. For Λ = 0 (Reissner-Nordström),
this requires 0 < |Q| < M and we have r± = M ±
√
M2 −Q2. For Λ > 0 (de Sitter-Reissner-
Nordström), the conditions for having three simple horizons or one double and one simple horizon
are detailed in M. Mokdad [13] (note that there is a similar study for de Sitter-Kerr black holes
due to J. Borthwick [2]). For Λ < 0 (anti-de Sitter-Reissner-Nordström), the conditions are
simpler and their derivation is the object of the appendix.
Our spacetime is (M, g),M = Rt˜×]r−, r+[r×S2ω. The function F is negative on ]r−, r+[ and
we introduce the Regge-Wheeler variable r∗ defined by
dr∗
dr
=
1
F
and r∗ = 0 for, say, r =
r− + r+
2
.
Then r∗ is an analytic diffeomorphism from ]r−, r+[ onto R and r → r∓ corresponds to r∗ → ±∞.
Therefore,M can be described as Rt˜ × Rr∗ × S2ω with the metric
g = F
(
dt˜2 − dr2∗
)− r2dω2 .
Putting t = r∗, x = t˜, f(r) = −F (r), we obtain the metric (2) and f satisfies (H1)-(H2).
3 The charged massive Dirac equation
The charged massive Dirac equation reads{(∇AA′ − iqAAA′)φA = m√2χA′ ,(∇AA′ − iqAAA′)χA′ = − m√2φA , (9)
where
Aadx
a =
Q
r
dx (10)
is the electrostatic potential of the ambiant electromagnetic field of the spacetime.
Equation (9) is a hyperbolic equation and we work on a globally hyperbolic spacetime. There-
fore, Leray’s theorems [11] imply:
Lemma 3.1. For any s ∈ R, for any smooth compactly supported data (αA , βA′) on Σs, (9)
admits a unique solution (φA, χA
′
) ∈ C∞(M ; SA ⊕ SA′) such that
φA|t=s = αA , χA′ |t=s = βA′ .
3.1 Gauge freedom
Equation (9) has a natural gauge freedom that can be described as follows. Let p be a smooth
scalar function onM, we put
A˜ = A+ dp , (φ˜A, χ˜
A′) = eiqp(φA, χ
A′) , (11)
then (φA, χA
′
) is a solution to the charged massive Dirac equation (9) if and only if (φ˜A, χ˜A
′
)
satisfies {(∇AA′ − iqA˜AA′)φ˜A = m√2 χ˜A′ ,(∇AA′ − iqA˜AA′)χ˜A′ = − m√2 φ˜A . (12)
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Indeed we have(∇AA′ − iqA˜AA′)φ˜A = eiqp(∇AA′φA + iq(∇AA′p)φA − iqAAA′φA − iq(∇AA′p)φA)
= eiqp
(∇AA′φA − iqAAA′φA) = eiqp m√
2
χA
′
=
m√
2
χ˜A
′
.
The second equation is treated similarly.
This gauge freedom is particularly useful with regard to the singularity of the electromagnetic
potential (10) at the horizons, due to the presence of the 1-form dx. The singularity can be
removed at one horizon at a time by adding a constant 1-form to the potential and compensating
for it using (11). Namely, we put
A˜ = Q
(
1
r
− 1
r−
)
dx , (φ˜A, χ˜
A′) = e
−i qQ
r− x(φA, χ
A′) . (13)
This gauge choice gives an electromagnetic potential that is smooth at {r = r−} because r− r−
decays exponentially fast there. This can be seen explicitely by looking at the metric dual of A˜:
g−1(A˜) =
Q
rr−
r − r−
f
∂
∂x
.
Since ∂x extends smoothly to the horizons as a non-trivial null generator that vanishes at the
crossing spheres Sr± , this vector field is smooth at {r = r−}, but not at the other horizon. The
same procedure can be applied for {r = r+}.
3.2 Conserved current, unitary evolution
The causal vector field
Ja = φAφ¯A
′
+ χ¯AχA
′
(14)
is a conserved current for Equation (9), i.e.
∇aJa = 0 . (15)
Indeed, this is an easy consequence of the equation itself:
∇aJa = ∇AA′
(
φAφ¯A′ + χ¯AχA′
)
= 2<
(
(∇AA′φA)φ¯A′ + (∇AA′χA′)χ¯A
)
= 2<
(
(∇AA′φA)φ¯A′ + (∇AA′χA′)χ¯A
)
= 2<
((
iqAAA
′
φA +
m√
2
χA
′
)
φ¯A′ +
(
iqAAA′χ
A′ − m√
2
φA
)
χ¯A
)
= 2<
(
iqAAA
′
φAφ¯A′ + iqAAA′χ
A′χ¯A +
m√
2
χA
′
φ¯A′ − m√
2
χA′ φ¯A′
)
= 0 ,
since Aa and m are real.
The flux of Ja across a hypersurface Σt defines the natural L2 norm for φA ⊕ χA′ . This can
be seen by choosing a normalized Newman-Penrose tetrad {l, n,m, m¯} onM that is adapted to
the foliation, i.e. such that la + na is equal to
√
2 times the future-oriented unit normal to Σt,
i.e.
la + na =
√
2 νa , νa
∂
∂xa
=
1√
f
∂
∂t
. (16)
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More precisely, we choose 
la∂a =
1√
2f
(
∂
∂t +
∂
∂x
)
=
√
2
f
∂
∂v ,
na∂a =
1√
2f
(
∂
∂t − ∂∂x
)
=
√
2
f
∂
∂u ,
ma∂a =
1√
2r
(
∂
∂θ +
i
sin θ
∂
∂ϕ
)
,
m¯a∂a =
1√
2r
(
∂
∂θ − isin θ ∂∂ϕ
)
.
(17)
Considering the spin-frame {oA, ιA} related to the tetrad (17) by (1), (16) implies∫
Σt
Jaν
adVolΣt =
1√
2
∫
Σt
(
|φ0|2 + |φ1|2 + |χ0′ |2 + |χ1′ |2
)
dVolΣt , (18)
where dVolΣt is the 3-volume measure associated to the induced metric on Σt
dVolΣt =
√
f r2dxdω , (19)
with dω the Lebesgue measure on the euclidean S2. We define the space Ht for each t ∈ R by
Ht := L2(Σt ; SA ⊕ SA′) , ‖(φ, χ)‖2Ht =
∫
Σt
Jaν
adVolΣt . (20)
By density, Lemma 3.1 together with the divergence theorem, using finite propagation speed and
the conservation law (15), imply
Lemma 3.2. For any s ∈ R, for any initial data (αA , βA′) ∈ L2(Σs ; SA ⊕ SA′), there exists a
unique solution (φA, χA
′
) ∈ C0(Rt ; L2(Σt ; SA ⊕ SA′)) of (9) such that
φA|t=s = αA , χA′ |t=s = βA′ .
Moreover, for all t ∈ R we have
‖(φ, χ)‖Ht = ‖(α, β)‖Hs .
Remark 3.1. The conserved current is gauge invariant
J˜a = φ˜A
¯˜
φA′ + ¯˜χAχ˜A′ = Ja . (21)
3.3 Explicit expression via the Newman-Penrose formalism
An explicit expression of (9) as a symmetric hyperbolic system can be obtained using the
Newman-Penrose formalism. The spin-coefficients are the decomposition of the connexion coeffi-
cients in the basis given by the Newman-Penrose tetrad. They are given by the general formulae
(see Section 4.5 in Penrose and Rindler Vol. 1 [17])
κ = ma∇lla , ρ˜ = ma∇m¯la , σ˜ = ma∇mla , τ = ma∇nla ,
ε =
1
2
(na∇lla +ma∇lm¯a) , α = 1
2
(na∇m¯la +ma∇m¯m¯a)
β =
1
2
(na∇mla +ma∇mm¯a) , γ = 1
2
(na∇nla +ma∇nm¯a) ,
pi = −m¯a∇lna , λ = −m¯a∇m¯na , µ = −m¯a∇mna , ν = −m¯a∇nna .
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For our choice of tetrad (17), denoting f ′ = df/dr,
ρ = −µ = 1
r
√
f
2
, γ = −ε = f
′
4
√
2f
, α = −β = − cot θ
2r
√
2
,
κ = σ = λ = τ = ν = pi = 0 . (22)
The charged massive Dirac equation in the Newman-Penrose formalism takes the following form
(see for instance [3] or [8])
na (∂a − iqAa)φ0 −ma (∂a − iqAa)φ1 + (µ− γ)φ0 + (τ − β)φ1 = m√2χ0
′
,
la (∂a − iqAa)φ1 − m¯a (∂a − iqAa)φ0 + (α− pi)φ0 + (ε− ρ)φ1 = m√2χ1
′
,
la (∂a − iqAa)χ0′ +ma (∂a − iqAa)χ1′ + (ε¯− ρ¯)χ0′ − (α¯− p¯i)χ1′ = − m√2φ0 ,
na (∂a − iqAa)χ1′ + m¯a (∂a − iqAa)χ0′ − (τ¯ − β¯)χ0′ + (µ¯− γ¯)χ1′ = − m√2φ1 .
In our case, we get the following expression
1√
2f
(
∂t − ∂x + i qQr
)
φ0 − 1r√2
(
∂θ +
i
sin θ∂ϕ
)
φ1 −
√
f
2
(
1
r +
f ′
4f
)
φ0 − cot θ2r√2φ1 =
m√
2
χ0
′
,
1√
2f
(
∂t + ∂x − i qQr
)
φ1 − 1r√2
(
∂θ − isin θ∂ϕ
)
φ0 − cot θ2r√2φ0 −
√
f
2
(
1
r +
f ′
4f
)
φ1 =
m√
2
χ1
′
,
1√
2f
(
∂t + ∂x − i qQr
)
χ0
′
+ 1
r
√
2
(
∂θ +
i
sin θ∂ϕ
)
χ1
′ −
√
f
2
(
1
r +
f ′
4f
)
χ0
′
+ cot θ
2r
√
2
χ1
′
= − m√
2
φ0 ,
1√
2f
(
∂t − ∂x + i qQr
)
χ1
′
+ 1
r
√
2
(
∂θ − isin θ∂ϕ
)
χ0
′
+ cot θ
2r
√
2
χ0
′ −
√
f
2
(
1
r +
f ′
4f
)
χ1
′
= − m√
2
φ1 .
Putting Φ = t
(
φ0, φ1, χ
0′ , χ1
′
)
, the system above can be written under the form:
(
∂t − f
r
− f
′
4
)
Φ− Γ1
(
∂x − iqQ
r
)
Φ− f
1
2
r
(
Γ2
(
∂θ +
cot θ
2
)
+ Γ3
i
sin θ
∂ϕ
)
Φ = −imf 12γ0Φ ,
(23)
where the Dirac matrices are given by
γ0 = i
(
0 σ0
−σ0 0
)
, γ1 = i
(
0 σ1
σ1 0
)
, γ2 = i
(
0 σ2
σ2 0
)
, γ3 = i
(
0 σ3
σ3 0
)
,
the Pauli matrices being
σ0 =
(
1 0
0 1
)
, σ1 =
(
1 0
0 −1
)
, σ2 =
(
0 1
1 0
)
, σ3 =
(
0 i
−i 0
)
and the matrices Γ1, Γ2, Γ3 are
Γ1 = −γ0γ1 =
(
σ1 0
0 −σ1
)
, Γ2 = −γ0γ2 =
(
σ2 0
0 −σ2
)
, Γ3 = −γ0γ3 =
(
σ3 0
0 −σ3
)
.
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3.4 Evolution system
Equation (23) can be simplified by multiplying the spinor Φ by the square root of the 3-volume
density of the t = cst slices. We put
Ψ = rf
1
4 Φ . (24)
This transformation at each time t is an isometry between Ht (described in terms of components
of the spinors in the spin-frame {oA, ιA} related by (1) to the Newman-Penrose tetrad (17)) and
the space
H = L2(Σ ; C4) , ‖Ψ‖2H =
1√
2
∫
Σ
|Ψ|2dxdω (25)
where |Ψ| is the canonical norm in C4.
Equation (23) then becomes
∂tΨ− Γ1∂xΨ− if
1
2
r
/DΨ + iΓ1
qQ
r
Ψ = −imf 12γ0Ψ , (26)
where
/D = −i
(
Γ2
(
∂θ +
cot θ
2
)
+ Γ3
i
sin θ
∂ϕ
)
=
(
/DS2 0
0 − /DS2
)
,
/DS2 = −i
(
σ2
(
∂θ +
cot θ
2
)
+ σ3
i
sin θ
∂ϕ
)
,
/DS2 being the Dirac operator on S2. This equation can be put in Hamiltonian form
∂tΨ = iH(t)Ψ , H(t) = Γ
1Dx +
f
1
2
r
/D − Γ1 qQ
r
−mf 12γ0 . (27)
Since for i, j ∈ {1, 2, 3}, i 6= j, Γi and Γj anti-commute and γ0 also anti-commutes with Γi, we
have for q = 0
H(t)2 = −∂2x +
f
r2
/D
2
+ fm2 .
It follows that the natural domain of H(t) (for any q ∈ R and any m ≥ 0) is
D(H(t)) = {Ψ ∈ H ; H(t)Ψ ∈ H} = H1(R× S2 ; C4) .
The graph norm on the domain of H(t)
‖Ψ‖2D(H(t)) = ‖Ψ‖2H + ‖H(t)Ψ‖2H
is such that any two norms ‖.‖2D(H(t)) and ‖.‖2D(H(s)) are equivalent, but this equivalence is only
locally uniform in (t, s) because of the factor f in front of the operator /D. Lemma 3.2 as well as
the above discussion yield
Lemma 3.3. For any s ∈ R, for any initial data Ξ ∈ H, there exists a unique Ψ ∈ C0(Rt ; H)
solution of (27) such that Ψ|t=s = Ξ. Moreover, for all t ∈ R we have
‖Ψ(t)‖H = ‖Ξ‖H .
If in addition Ξ ∈ D(H(s)), then
Ψ ∈ C0(Rt ; H1(R× S2 ; C4)) ∩ C1(Rt ; H) .
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We define the evolution system for Equation (27) as follows.
Definition 3.1. The evolution system for Equation (27) is the family {U(t, s)}(s,t)∈R2 of bounded
operators on H such that for any s ∈ R, for any initial data Ξ ∈ H, t→ U(t, s)Ξ is the solution
Ψ given in Lemma 3.3. It satisfies:
(1) for any (s, t) ∈ R2, U(t, s) is a unitary operator on H and a (locally uniformly in (t, s))
bounded operator on H1(R× S2 ; C4);
(2) for any s ∈ R, t 7→ U(t, s) is strongly continuous on H and on H1(R× S2 ; C4);
(3) for any t1, t2, t3 ∈ R, U(t3, t2)U(t2, t1) = U(t3, t1) and for any t ∈ R U(t, t) = IdH;
(4) for Ξ ∈ D(H(s)),
d
dt
U(t, s)Ξ = iH(t)U(t, s)Ξ .
These four properties entail the next two:
(2’) for any t ∈ R, s 7→ U(t, s) is strongly continuous on H and on H1(R× S2 ; C4);
(4’) for Ξ ∈ D(H(s)),
d
ds
U(t, s)Ξ = −iU(t, s)H(s)Ξ .
Taking advantage of the spherical symmetry of the spacetime, we can diagonalize the operator
/D using spin-weighted spherical harmonics. For any m such that 2m ∈ Z, let
Im = {l, n ; l − |m| ∈ N , l − |n| ∈ N} .
The spin-weighted spherical harmonics of spin-weight m are a Hilbert basis {W lmn}(l,n)∈Im of
L2(S2). For details of their definition and properties, see for example [15]. They give us a
decomposition of Ψ ∈ H according to the spin-weights of its components as follows
Ψ =
∑
(l,n)∈I1/2
ψln W ln , W ln = t
(
W l− 1
2
n
,W l1
2
n
,W l− 1
2
n
,W l1
2
n
)
, ψln ∈ H = L2(Rx ; C4)
where  denotes the Hadamard product
x1
y1
z1
t1


x2
y2
z2
t2
 =

x1x2
y1y2
z1z2
t1t2
 ,
such that
/DΨ = −Γ2
∑
(l,n)∈I1/2
(l +
1
2
)ψln W ln . (28)
The hamiltonian H(t) decomposes accordingly
H(t)Ψ =
∑
(l,n)∈I1/2
H l(t)ψln W ln ,
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where
H l(t) = Γ1Dx −
(
l +
1
2
)
f
1
2
r
Γ2 −mf 12γ0 − Γ1 qQ
r
, (29)
whose natural domain is
D(H l(t)) = {ψ ∈ H ; H l(t)ψ ∈ H} = H1(Rx ; C4) .
Note that the graph norm on D(H l(t)) is uniformly equivalent to the standard H1 norm.
For a fixed angular momentum, i.e. for
Ψ = ψ W ln ,
Equation (27) reduces to
∂tψ = iH
l(t)ψ . (30)
4 Scattering Theory
The charge interaction term Γ1qQ/r has distinct non vanishing limits at both horizons. It is
therefore natural to introduce different comparison dynamics at each horizon. Let us define the
hamiltonians
H±0 = Γ
1Dx − Γ1 qQ
r∓
. (31)
Both H+0 and H
−
0 are self-adjoint on H with domain H1(Rx ; L2(S2 ; C4)). Our main result is
the following.
Theorem 4.1. The future and past direct wave operators W± and inverse wave operators Ω±
are well-defined on H as the strong limits:
W± = s− lim
t→±∞U(0, t)e
itH±0 , (32)
Ω± = s− lim
t→±∞ e
−itH±0 U(t, 0) . (33)
They are unitary operators on H. Moreover,
W±Ω± = Ω±W± = IdH . (34)
Proof. We merely need to prove the existence of the limits (32) and (33), the other properties
are then immediate. We start by establishing these limits on the dense subspace of H generated
by elements of the form ψ W ln where l ∈ I1/2 and ψ ∈ C∞0 (R ; C4). We perform the proof for
the future wave operator W+.
Let l ∈ I1/2 and ψ ∈ C∞0 (R ; C4), we consider Ψ0 = ψ W ln ∈ H. By Cook’s method, it is
sufficient to establish that
∂t(U(0, t)eitH
+
0 Ψ0) ∈ L1
(
R+t ;H
)
.
Using the properties of U given in Definition 3.1 ((4’) in particular), we have
∂t(U(0, t)eitH
+
0 Ψ0) = U(0, t)
(
−iH l + iH+0
)
eitH
+
0 Ψ0
= U(0, t)
(
i
(
l +
1
2
)
f
1
2
r
Γ2 + imf
1
2γ0 + iΓ1qQ
(
1
r
− 1
r−
))
eitH
+
0 Ψ0 .
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As t→ +∞,∥∥∥∥∥i
(
l +
1
2
)
f
1
2
r
Γ2 + imf
1
2γ0 + iΓ1qQ
(
1
r
− 1
r−
)∥∥∥∥∥
L∞(Σt)
= O(
√
r − r−) = O(eκ−t) ,
therefore, using the unitarity of both U(0, t) and eitH+0 ,
∥∥∥∂t(U(0, t)eitH+0 Ψ0)∥∥∥H =
∥∥∥∥∥U(0, t)
(
i
(
l +
1
2
)
f
1
2
r
Γ2 + imf
1
2γ0 + iΓ1qQ
(
1
r
− 1
r−
))
eitH
+
0 Ψ0
∥∥∥∥∥
H
=
∥∥∥∥∥
(
i
(
l +
1
2
)
f
1
2
r
Γ2 + imf
1
2γ0 + iΓ1qQ
(
1
r
− 1
r−
))
eitH
+
0 Ψ0
∥∥∥∥∥
H
. eκ−t
∥∥∥eitH+0 Ψ0∥∥∥H = eκ−t ‖Ψ0‖H ∈ L1([0,+∞[t) .
It follows that the operator W+ is well-defined on a dense subspace of H. Since it is a limit of
unitary operators, it satisfies for all Ψ0 = ψ W ln, l ∈ I1/2 and ψ ∈ C∞0 (R ; C4),
‖W+Ψ0‖H = ‖Ψ0‖H .
ThereforeW+ extends uniquely to a unitary operator on H, still defined by the strong limit (32).
The proof is analogous for W− and Ω±.
Definition 4.1. The scattering operator sums up the evolution of the field from its past scattering
data to its future scattering data:
S = Ω+W−. (35)
It is a unitary operator on H.
Remark 4.1. Since the Hamiltonian H(t) varies with time, we do not expect entertwining rela-
tions to hold between the wave operators and the Hamiltonians. However, the Killing vector fields
∂x and the generators of rotations all commute with H(t) and H±0 . It follows that regularity is
transferred either way between the Cauchy and scattering data.
Remark 4.2 (Gauge freedom). As we will see in Section 5, when considering the limit t→ +∞,
it is more natural to work with the potential A˜, which is smooth at r−, and therefore to consider
the evolution for Ψ˜ = e
−i qQ
r− xΨ. The corresponding hamiltonian is
H˜(t) = e
−i qQ
r− xH(t)e
i qQ
r− x = Γ1Dx +
f
1
2
r
/D − Γ1
(
qQ
r
− qQ
r−
)
−mf 12γ0 .
Let U˜(t, s) = e−i
qQ
r− xU(t, s)ei
qQ
r− x be the corresponding evolution system and H˜+0 = Γ
1Dx. From
the previous results we obtain immediately the existence of the wave operators
Ω˜+ = s− lim
t→+∞ e
−itH˜+0 U˜(t, 0) = e−i
qQ
r− xΩ+e
i qQ
r− x,
W˜+ = s− lim
t→+∞ U˜(0, t)e
itH˜+0 = e
−i qQ
r− xW+e
i qQ
r− x.
A similar remark holds for the limit t → −∞, for which it is natural to work with the potential
Aˆ = Q
(
1
r − 1r+
)
dx.
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5 Geometric Interpretation
In this section we will show how the inverse wave operators can be understood as trace
operators on the horizons and the direct wave operators as providing the solution to Goursat
problems set at the horizons. We detail this interpretation for t → +∞, i.e. at the Cauchy
horizon. The construction as t→ −∞ is analogous. We start by defining natural trace operators
using essentially the gauge freedom of the equation and the theorems by Leray on hyperbolic
equations. Then we interpret the wave operators, after some phase modifications, as a realisation
of these trace operators in a different spin dyad.
5.1 Trace operators
First, let us use the gauge transformation (13): for (φA, χA
′
) solution to (9), the Dirac spinor
Υ˜ := (φ˜A, χ˜
A′) = e
−i qQ
r− x(φA, χ
A′)
satisfies Equation (12) with the electromagnetic potential
A˜ = Q
(
1
r
− 1
r−
)
dx .
This equation is hyperbolic with smooth coefficients on M¯+ =M∪{r = r−}. Therefore we can
use Leray’s theorems to infer the following result.
Proposition 5.1. Let (α˜A, β˜A
′
) ∈ C∞0 (Σ0 ; SA ⊕ SA
′
) and let (φ˜A, χ˜A
′
) ∈ C∞(M ; SA ⊕ SA′) be
the solution to (12) whose restriction on Σ0 is equal to (α˜A, β˜A
′
). Then (φ˜A, χ˜A
′
) extends as a
smooth section of SA ⊕ SA′ on M¯+. The conserved current (21) for (12) means that
‖(α˜A, β˜A′)‖2H =
∫
H Lr−∪H
R
r−
J˜aν
adσ , (36)
where νa is a future-oriented null generator of H Lr− or H
R
r−
and dσ = V yd4Volg where V is a
vector field transverse to H Lr− or H
R
r−
such that νaV a = 1.
We can choose a spin-frame that extends regularly toH Lr− orH
R
r−
to make (36) more explicit.
We consider the two normalized Newman-Penrose tetrads expressed in coordinates (u, v, θ, ϕ) and
in relation to the tetrad (17),
1 l
a∂a = r
2
√
2 ∂∂v = r
2
√
fla∂a ,
1n
a∂a =
√
2
r2f
∂
∂u =
1
r2
√
f
na∂a ,
1m
a∂a =
1
r
√
2
(
∂
∂θ +
i
sin θ
∂
∂ϕ
)
= ma∂a ,
1m¯
a∂a =
1
r
√
2
(
∂
∂θ − isin θ ∂∂ϕ
)
= m¯a∂a ,

2 l
a∂a =
√
2
r2f
∂
∂v =
1
r2
√
f
la∂a ,
2n
a∂a = r
2
√
2 ∂∂u = r
2
√
fna∂a ,
2m
a∂a =
1
r
√
2
(
∂
∂θ +
i
sin θ
∂
∂ϕ
)
= ma∂a ,
2m¯
a∂a =
1
r
√
2
(
∂
∂θ − isin θ ∂∂ϕ
)
= m¯a∂a
and the associated spin-frames { 1oA , 1ιA} and { 2oA , 2ιA}, related to the spin-frame associated
to (17) by
1o
A = rf1/4oA , 1ι
A =
1
rf1/4
ιA , 2o
A =
1
rf1/4
oA , 2ι
A = rf1/4ιA .
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The first one extends smoothly at H Lr− and the second one at H
R
r−
and we have∫
H Lr−
J˜aν
adσ =
∫
Rv×S2ω
1 l
aJ˜advd
2ω =
1√
2
∫
Rv×S2ω
(
|φ˜0|2 + |χ˜1′ |2
)
dvd2ω ,∫
H Rr−
J˜aν
adσ =
∫
Ru×S2ω
2n
aJ˜adud
2ω =
1√
2
∫
Ru×S2ω
(
|φ˜1|2 + |χ˜0′ |2
)
dud2ω ,
where at each horizon, the components of the spinors are taken with respect to the spin-frame
that extends smoothly there. Note that (φ˜0, χ˜1
′
) atH Lr− are thus the first and fourth components
of the spinor rf1/4Υ˜ in the tetrad (17), an equivalent statement holds for (φ˜1, χ˜0
′
) at H Rr− . We
now define the following trace operators.
Definition 5.1. With the same notations as above, we define the operators
T+L : C∞0 (Σ0 ; SA ⊕ SA
′
) −→ C∞(H Lr− ; C
2) , T+L (α˜A, β˜
A′) = (φ˜0, χ˜
1′)|H Lr− , (37)
T+R : C∞0 (Σ0 ; SA ⊕ SA
′
) −→ C∞(H Rr− ; C
2) , T+R (α˜A, β˜
A′) = (φ˜1, χ˜
0′)|H Rr− . (38)
Proposition 5.1 entails the following result.
Proposition 5.2. The trace operator T+L (resp. T
+
R ) extends as a partial isometry (i.e. norm-
preserving but not necessarily surjective) from H0 into L2(H Lr− ; C2) (resp. L2(H Rr− ; C2)).
Remark 5.1. A similar construction can be performed at the bifurcate horizon {r = r+}, but
the relevant components at the left-hand and right-hand sides of the horizon are reversed from
the Cauchy horizon.
The main result of this section is the following :
Theorem 5.1. The combined trace operator
T+ := (T+L , T
+
R ) : H0 −→ L2(H Lr− ; C
2)⊕ L2(H Rr− ; C
2)
is an isometry (i.e. a norm-preserving isomorphism). In addition, the trace operators preserve
tangent regularity; more precisely, we have for all M,N ∈ N and for all Υ˜ ∈ H0:
∂Mv (−∆ω)N/2T+L Υ˜ = T+L ∂Mx (−∆ω)N/2Υ˜, (39)
∂Mu (−∆ω)N/2T+R Υ˜ = −T+R ∂Mx (−∆ω)N/2Υ˜. (40)
Remark 5.2. A similar result is valid at the event horizon {r = r+} giving rise to a trace
operator T−. We can then build the scattering matrix S = T+G(T−)−1 which is an isometry
between L2(H Lr+ ; C
2)⊕L2(H Rr+ ; C2) and L2(H Lr− ; C2)⊕L2(H Rr− ; C2). Here G = e
−i qQ
r− xe
i qQ
r+
x
is a gauge changing operator.
5.2 Relation to the wave operators
We first define the unitary operator
B : H0 → H,
(φ, χ) 7→ (φ0, φ1, χ0′ , χ1′).
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Here the components are taken in spin-frame associated to the tetrad (17). There are natural
diffeomorphisms between H Lr− resp. H
R
r−
and Σ0 by identifying points along incoming resp.
outgoing radial null geodesics. Concretely we obtain
IL :
H Lr− → Σ0,
(v, ω) 7→ (x = v, ω).
IR :
H Rr− → Σ0,
(u, ω) 7→ (x = −u, ω).
We will also need the projections Pij and the embeddings Eij :
Pij :
C4 → C2,
(z1, z2, z3, z4) 7→ (zi, zj),
E14 :
C2 → C4,
(z1, z2) 7→ (z1, 0, 0, z2),
E23 :
C2 → C4,
(z1, z2) 7→ (0, z1, z2, 0).
Proposition 5.3. We have for Υ˜ ∈ H0
T+L Υ˜ = I∗LP1,4Ω˜+rf1/4BΥ˜, (41)
T+R Υ˜ = I∗RP2,3Ω˜+rf1/4BΥ˜, (42)
where the ∗ denotes the push-forward map.
Remark 5.3. The proposition gives in particular another proof that the trace operators extend
to bounded operators between L2 spaces.
Proof. We only prove (41); the proof of (42) being analogous. It is sufficient to establish the
result for Υ˜ ∈ C∞0 (Σ0 ; SA ⊕ SA
′
). Let us consider P1,4Ω˜+rf1/4BΥ˜. This equals
lim
t→∞P1,4e
−itH˜+0 U˜(t, 0)rf1/4BΥ˜.
The function
Ψ(t) = U˜(t, 0)rf1/4BΥ˜
is the solution at time t to the Dirac equation with potential A˜ and the initial data Υ˜, rescaled
by rf1/4 and projected onto the spin-frame associated to the tetrad (17).
P1,4e
−itH˜+0 Ψ(t) = (Ψ1(t, x− t, ω),Ψ4(t, x− t, ω))
are the first and fourth components of this solution at time t, pulled back to Σ0 along the flow of
incoming radial null geodesics; it is an element of L2((Σ0, dxd2ω);C2). As t → +∞, this tends
to T+L (Υ˜)(I−1L (x, ω)).
5.3 Proof of Theorem 5.1
It is sufficient to construct a right inverse for the trace operator T+. We put
Tˆ+ : L2(H Lr− ; C
2)⊕ L2(H Rr− ; C
2) −→ H0 ,
Tˆ+ := B−1r−1f−1/4W˜+E1,4(I∗L)−1 + B−1r−1f−1/4W˜+E2,3(I∗R)−1.
16
An easy calculation using Proposition 5.3 then gives
T+ ◦ Tˆ+ = (I∗LP1,4E1,4(I∗L)−1 + I∗LP1,4E2,3(I∗R)−1, I∗RP2,3E1,4(I∗L)−1 + I∗RP2,3E2,3(I∗R)−1) = I.
It remains to show (39) and (40). We use Proposition 5.3. Let us consider (39), the proof for
(40) being analogous. Clearly ∆ω commutes with all operators. As for ∂v we first observe that
∂vI∗L = I∗L∂x. We then note that ∂x commutes with H˜+0 and U˜(t, 0).
A Configurations of horizons in the anti-de Sitter case
In this short appendix we give the precise conditions on the parameters of F in (8) that
determine the number of its real zeros in the case Λ < 0. We use the same method as in M.
Mokdad [13] where the case Λ > 0 was treated3, however, the analysis for the present case is
much simpler. Let M > 0, we multiply F by r2, and consider P (r) = −Λr4 + r2 − 2Mr + Q2
with Λ < 0.
From P ′(r) = −4Λr3 + 2r− 2M and P ′′(r) = −12Λr2 + 2, we see that P ′′ > 0 and hence P ′
is strictly increasing over R. Let s be the only root of P ′, and note that s > 0. There are three
cases:
• P has no roots if and only if P (s) > 0;
• P has one double root if and only if P (s) = 0;
• P has two simple roots if and only if P (s) < 0.
Now we write P (r) = rP ′(r) + T (r) and we have T (r) = 3Λr4 − r2 + Q2 =: Z(r2). The
polynomial Z has positive discriminant and its two roots are
1 +
√
1− 12ΛQ2
6Λ
< 0 <
1−
√
1− 12ΛQ2
6Λ
=: z2 .
Hence T has two simple roots ±z with z > 0 if Q 6= 0, and one double root z = 0 if Q = 0. Note
that T is negative outside the roots and positive between them. First, assume Q 6= 0. Since
P (s) = T (s), the above three cases become
• P has no roots if and only if 0 < s < z which is equivalent to P ′(z) > 0,
• P has one double root if and only if s = z which is equivalent to P ′(z) = 0,
• P has two simple roots if and only if s > z which is equivalent to P ′(z) < 0,
where we have used the fact that P ′ is strictly increasing. Note that the roots in the above cases
are positive when they exist, as is obvious from the expression of P . Finally, if Q = 0, T is
negative everywhere except at zero where it vanishes. In this case, zero is a root of P and there
is only one other real root, which is positive since s > 0. The result relevant to this paper is that
for Λ < 0, F defined in (8) has two positive zeros if and only if Q 6= 0 and z − 2Λz3 < M .
3Note that if F has three positive zeros then necessarily Λ > 0.
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