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Vapour-Liquid Coexistence of an Active Lennard-Jones fluid
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3584 CC Utrecht, The Netherlands
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We study a three-dimensional system of self-propelled Lennard-Jones particles using Brownian Dynamics
simulations. Using recent theoretical results for active matter, we calculate the pressure and report equations
of state for the system. Additionally, we chart the vapour-liquid coexistence and show that the coexistence
densities can be well described using simple power laws. Lastly, we demonstrate that our out-of-equilibrium
system shows deviations from both the law of rectilinear diameters and the law of corresponding states.
I. INTRODUCTION
Active matter has recently emerged as an important
paradigm for out-of-equilibrium systems.1–3 Experimen-
tal breakthroughs in the fabrication and observation of
colloidal swimmers,4–13 have inspired a boom of theo-
retical studies of self-propelled particles in soft matter
physics. In particular, there has been considerable in-
terest in exploring the applicability of equilibrium sta-
tistical physics concepts, such as pressure and surface
tension, to describe active matter and associated phase
transitions.14–21 One of the few systems where a phase
transition has been thoroughly explored, even in the con-
text of critical phenomena, is the Vicsek model together
with its modifications.22–26 In this work, we study a dif-
ferent, yet also highly important model system for ac-
tive matter, namely a system of attractive isotropic self-
propelled, Brownian particles.2,27 We investigate theo-
retically a vapour-liquid phase transition and present an
extensive study of the out-of-equilibrium phase transi-
tion.
One of the most well-studied equilibrium model sys-
tems which undergo such a vapour-liquid phase transition
is the Lennard-Jones (LJ) fluid.28,29 In this paper, we
modify this model by introducing a self-propulsion force
to each particle, and treat the motion using Brownian dy-
namics. This model was chosen since the phase behaviour
of the equilibrium system is well characterized and can
be readily verified by computer simulations. In particu-
lar, since the LJ particles interact via a short-range at-
tractive potential, the second-order vapour-liquid phase
transition of the system belongs to the Ising universality
class.30–32 Moreover, the LJ fluid obeys both the law of
rectilinear diameters when in phase coexistence, which is
obeyed by a myriad of real substances as well as active
matter systems,32–34 and the Noro-Frenkel law of corre-
sponding states, which maps the thermodynamic proper-
ties of different spherically symmetric attractive poten-
tials onto each other.35,36
In the case of the active LJ fluid preliminary studies of
the vapour-liquid phase transition have hinted on the de-
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viation of the transition properties from equilibrium.37–39
Most interestingly, when the direction of the self-
propulsion of the particles diffuses in a sufficiently slow
rate, a percolating state was found between the fluid
and the vapour-liquid coexistence.39 Herein we expand
on these results by measuring the equation of state for the
system and studying the behaviour of the pressure in the
vapour-liquid coexistence regime. Additionally, we map
out the phase diagram for different combinations of the
propulsion speed and rotational diffusion rate. We com-
pare the behaviour of the binodals of the active system
with that of the equilibrium system by exploring whether
the laws of rectilinear diameters and corresponding states
hold. Moreover, we examine whether the binodals can be
fitted via simple power laws.
In section II we introduce the model and the dynamics
and also present the method that we used to calculate
the equation of state. Equations of state are presented
in section IIIA, followed by a close study of the phase co-
existence in section III B. This study includes the power
law and exponential scaling of the order parameter and
the critical temperature respectively in section III B 1, a
test of the law of rectilinear diameters and the scaling
of the critical density in section III B 2 and ultimately a
test of the law of corresponding states in section III B 3.
Our conclusions are summarized in section IV.
II. METHODS
A. Model and Dynamics
We consider a three-dimensional system consisting of
self-propelled spherical particles (colloids) immersed in
a molecular solvent, in a periodic box with dimensions
Lx, Ly and Lz. The position of the center of mass of the
ith particle at time t is given by the vector ri(t). With
particle i, we associate a three-dimensional unit vector
ui(t) that indicates the direction of the self-propelling
force. The particles interact with each other via a
Lennard-Jones potential
U(rij) = 4ǫ
[(
σ
rij
)12
−
(
σ
rij
)6]
, (1)
2truncated and shifted at 2.5σ, where σ is the particle
length scale, rij = |rj − ri| and the parameter ǫ controls
the strength of the interaction.
To describe the translational and rotational motion of
the individual colloidal particles inside the solvent we use
the overdamped Langevin equations
dri
dt
= −
1
η
∑
j 6=i
∂U(rij)
∂ri
+ υ0ui +
√
2Dtrξ
tr
i , (2)
dui
dt
=
√
2Dr (ui × ξ
r
i ) . (3)
The translational diffusion coefficient is given by the
Einstein-Smoluchowski relation Dtr = 1/(βsη), with η
the damping coefficient and βs the inverse temperature of
the surrounding solvent. Dr denotes the rotational diffu-
sion coefficient and υ0 the propulsion speed. The vectors
ξtri and ξ
r
i are unit-variance random vectors, with mean
value and variation
〈ξtr,ri (t)〉 = 0, (4)
〈ξtr,ri (t)ξ
tr,r
j (t
′)〉 = I3 δij δ(t− t
′), (5)
where I3 is the unit matrix in three dimensions.
We implemented the aforementioned equations of mo-
tion (Eqs. 2 and 3) using an Euler-Maruyama integration
scheme.40 A maximum time step of dt = 2× 10−5σ2/Dtr
was used for the numeric integration of the equations of
motion. The number of particles in our simulations was
approximately N = 2500, and we have verified that our
results are robust upon doubling the number of particles.
Lengths are given in units of σ, time in units of
τ = σ2/Dtr, and energy in units of 1/βs. We also de-
note T = 1/βsǫ as the dimensionless temperature of our
system. This notation is adopted as it facilitates direct
comparison to a passive LJ system.
B. Pressure
In order to measure the pressure of our active system
we use the results of Winkler et al.41 Specifically, the
pressure P of a system of self-propelled and isotropic par-
ticles in a periodic box is calculated using
P = Pid + Pvir + Pswim. (6)
In this expression, the ideal gas pressure Pid is given by
Pid = ρ/βs, (7)
with ρ the number density. Additionally, Pvir is the stan-
dard virial pressure given by
Pvir = −
1
3V
〈
N−1∑
i=1
N∑
j=i+1
∂U(rij)
∂ri
· (ri − rj)
〉
, (8)
where V is the volume of the system. Finally, Pswim is
the “swim pressure”, i.e. the direct contribution of the
self-propulsive forces to the pressure, and is given by
Pswim =
ρηυ20
6Dr
−
ηυ0
6V Dr
〈
N−1∑
i=1
N∑
j=i+1
∂U(rij)
∂ri
· (ui − uj)
〉
.
(9)
Note that the brackets in Eqs. 8 and 9 denote a time
average over the steady state. The steady state of the
system was identified following Ref. 39.
III. RESULTS
A. Equations of state
Recent theoretical work has established the existence
of an equation of state for isotropic, self-propelled parti-
cles, such as our model.17,19,41,42 In this section we cal-
culate equations of state for an active LJ system in a pe-
riodic cubic box. Our goal is to examine the behaviour
of the equation of state as the active system transitions
from a homogeneous state to vapour-liquid phase coex-
istence, and compare it with the behaviour of a passive
LJ system.
In Fig. 1(a) we show characteristic equations of state
for the system. As in the passive system, lowering the
temperature causes the equation of state to become non-
monotonic, a behaviour associated with phase separation
into a gas and a liquid. From these equations of state,
we observe no qualitative differences from the passive LJ
system.
In order to examine the equations of state in more de-
tail, we study the different contributions to the pressure.
In Fig. 1(b) we plot the swim pressure as a function of the
density for different temperatures. We find that for high
temperatures, where no coexistence takes place, the swim
pressure has a roughly parabolic shape. However, once
phase separation occurs in the system, the swim pressure
grows linearly with the density in the phase coexistence
regime. This linear growth in the coexistence region is
present for all other parameter space points that we have
examined. We find that the swim pressure of both the
gas and the liquid phase stays fixed throughout the coex-
istence region, hence this linear growth of the total swim
pressure arises due to the lever rule.
Subsequently, in Fig. 1(c) we show the contribution
coming from the ideal and the passive virial part of the
pressure. Note that these two contributions alone can-
not account for the observed phase behaviour, as the
high temperature curve (colored blue) is non-monotonic
even though the system is in a fluid state for all densities
shown.
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FIG. 1. Equations of state for a system with propulsion speed
υ0τ/σ = 20 and rotational diffusion coefficient Drτ = 20. (a)
shows the total pressure of the system as a function of the
density, (b) shows the swim pressure contribution (Eq. 9)
and (c) shows the sum of the ideal and the virial contribution
(Eqs. 7 and 8 respectively). Full symbols correspond to state
points where the system is in a homogeneous state while open
symbols denote vapour-liquid phase coexistence. Full lines are
simply guides to the eye.
B. Vapour-Liquid Coexistence
In this section we map out the phase diagram for the
LJ fluid. To this end, we conducted simulations in a
long simulation box with dimensions Lz = 6Lx = 6Ly,
containing a liquid slab coexisting with vapour, as shown
in Figure 2(a). The overall number density of the system
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FIG. 2. (a) Snapshot of a long box simulation. (b) Average
number density ρσ3 as a function of position. Data points
are the time averages obtained from simulations while the
red curve is a fit of Eq. 10.
was fixed at ρσ3 = 0.1333. We then measured the density
profile along the long axis by dividing the box into slabs
of width ≃ 0.3σ along the z direction and taking the
time average of the number of particles in a given slab.
Subsequently, we calculated the local number densities of
the vapour phase ρv and the liquid phase ρl by fitting the
density profile ρ(z) around each interface to the function
ρ(z) =
1
2
(ρl + ρv)−
1
2
(ρl − ρv) tanh
[
2(z − z0)
w
]
, (10)
where z0 and w are the location and width of the vapour-
liquid interface, and are also determined from the fit. Fig.
2(b) shows an example of a measured density profile as
well as the fitted Eq. 10. We find that the hyperbolic
tangent provides an excellent fit to the interface and that
we can accurately determine the local densities of the
vapour and the liquid phase.
We systematically obtained the coexisting densities for
a wide range of parameters following two different paths
that drive the system out of equilibrium. First, we varied
the rotational diffusion coefficient while keeping the self-
propulsion fixed at a non-zero value. Second, we varied
the propulsion speed while keeping the rotational diffu-
sion rate of the particles fixed. The measured coexist-
ing densities are summarized in Figure 3. Clearly, both
routes produce a series of phase diagrams that are highly
consistent with a simple passive attractive fluid, such as
a LJ fluid. Note that these two paths are not equivalent
as the Dr → ∞ limit does not coincide with the υ0 → 0
limit: the first one corresponds to a passive system with a
higher effective temperature than the second one, which
corresponds to the equilibrium LJ system with tempera-
ture T = 1/βsǫ.
In the following subsections, we compare the obtained
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FIG. 3. Binodal lines of the system for a system of (a) con-
stant propulsion speed υ0τ/σ = 8 and varying rotational dif-
fusion coefficient and (b) constant rotational diffusion coef-
ficient Drτ = 20 and varying propulsion speed. Simulation
results are denoted by points. Full lines are fits, obtained
by using the exponential fits for the parameters Tc, β, A, ρc, α
and B (Tables I and II) on Eqs. 11 and 14. Stars denote the
calculated critical points.
phase diagrams more closely to the equilibrium case by
exploring the temperature dependence of ∆ρ = ρl − ρv,
and examining whether the law of rectilinear diameters
and law of corresponding states still hold.
1. Temperature dependence of ∆ρ
The order parameter that governs the vapour-liquid
phase transition in equilibrium is the difference between
the two coexisting densities ∆ρ = ρl−ρv. In equilibrium,
∆ρ follows a power law given by
σ3∆ρ = A (Tc − T )
β
, (11)
where Tc is the critical temperature, β is the (critical)
exponent and A is a proportionality constant. Here we
examine whether the scaling of ∆ρ with temperature fol-
lows the same behaviour for our active system, and treat
Tc, A, and β as free fitting parameters.
In Figs. 4(a) and 5(a) we show the order parameter
∆ρ, as a function of the scaled temperature (Eq. 11)
for different values of rotational diffusion rate and self-
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FIG. 4. (a) ∆ρ as a function of the scaled temperature for
systems of different rotational diffusion rates and constant
propulsion speed υ0τ/σ = 8. Data points correspond to sim-
ulation results while the lines denote the fits (Eq. 11). Results
for different rotational diffusion rates are offset for clarity. (b)
Critical temperature Tc as a function of the rotational diffu-
sion rate. The continuous line shows the fit from Table I . (c)
Critical exponent β and constant A (inset) as a function of
the rotational diffusion rate. The continuous line shows the
fit from Table I.
propulsion speed, respectively. Interestingly, the simula-
tion data fall on straight lines, indicating that Eq. 11
accurately describes the active system in the examined
parameter space.
Next, we examine the scaling of the fitted critical tem-
perature Tc, the exponent β and the constant A as the
system is driven away from equilibrium. The results are
plotted in Figs. 4(b-c) and 5(b-c). Error bars are the
standard errors from fitting and in the majority of cases
they are smaller than the plotted markers. As expected,
the critical temperature decreases with decreasing rota-
tional diffusion coefficient/increasing propulsion speed as
stronger attraction is needed to bring together swimmers
with larger persistence lengths. We also find that the
exponent β decreases as our particles become more ac-
tive. The parameter A stays quasi-constant as a function
of the rotational diffusion (Fig. 4(c) inset), but clearly
increases with increasing propulsion speed (Fig. 5(c) in-
set).
For the systems where the rotational diffusion coeffi-
cient is varied, the scaling of Tc and β is well captured
by simple exponential functions, for instance
Tc(Dr) = a1 + a2e
−a3Drτ , (12)
is an excellent fit for the critical temperature, where the
values of the dimensionless parameters a1, a2 and a3 can
be found in Table I. We also fit the parameter A with an
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FIG. 5. (a) ∆ρ as a function of the scaled temperature for
systems of different propulsion speeds and constant rotational
diffusion Drτ = 20. Data points correspond to simulation re-
sults while the lines denote the fits (Eq. 11). Results for
different propulsion speeds are offset for clarity. (b) Criti-
cal temperature Tc as a function of the self-propulsion speed.
The continuous line shows the fit from Table II. (c) Criti-
cal exponent β and constant A (inset) as a function of the
self-propulsion speed. The continuous line shows the fit from
Table II.
TABLE I. Fitting parameters of the function a1 + a2e
−a3Drτ
to the parameters of Eqs. 11 and 14 for systems of differ-
ent rotational diffusion rates and constant propulsion speed
υ0τ/σ = 8.
Tc β A ρcσ
3 α B
a1 0.818 0.237 1.118 0.339 1.04 0.252
a2 -0.47 -0.194 -0.081 0.126 1.122 1.336
a3 0.156 0.18 1.004 0.114 0.229 0.79
exponential function, even though its variation is mini-
mal and the fit is clearly not optimal.
For the systems where the propulsion speed is varied,
we similarly find that the scaling
Tc(υ0) = b1 + b2e
−b3σ/(υ0τ), (13)
describes our data fairly well. The same holds for the
exponent β and the constant A. The numerical coeffi-
cients can be found in Table II. Note that the difference
between Eqs. 13 and 12 is simply the replacement of
Drτ with σ/(υ0τ). As the Pe´clet number is simply the
ratio of these two, it might be tempting to ask whether
the phase behaviour can be completely described by the
Pe´clet number Pe = Drσ/υ0. However, this turns out
not to be the case as these two separate paths out of
equilibrium cannot be collapsed via the Pe´clet number.
TABLE II. Fitting parameters of the function b1 +
b2e
−b3σ/(υ0τ) to the parameters of Eqs. 11 and 14 for sys-
tems of different propulsion speeds and constant rotational
diffusion Drτ = 20.
Tc β A ρcσ
3 α B
b1 1.066 0.291 1.038 0.312 0.971 0.234
b2 -0.184 -0.241 0.297 0.201 2.132 8.082
b3 12.33 12.382 11.384 13.795 33.406 69.521
2. Law of rectilinear diameters
Next, we investigate whether the law of rectilinear di-
ameters holds for our system. Specifically, we study the
properties of the sum of the coexisting densities which in
equilibrium29,43 typically scales as
1
2
(ρv + ρl)σ
3 = B (Tc − T )
α
+ ρcσ
3. (14)
with B a proportionality constant, α the exponent and
ρc the density at the critical point. According to the law
of rectilinear diameters, the exponent α = 1. Note that
in Eq. 14 we have omitted corrections that are needed in
order to capture the behaviour near the critical point, as
we are unable to study this regime in the present work.
Using Tc as calculated in the previous section, we deter-
mine the proportionality constant B, the exponent α and
the critical density ρc by fitting the coexisting densities
to this expression. In Figs. 6(a) and 7(a) we show that
Eq. 14 can indeed accurately reproduce the behaviour of
our out-of-equilibrium system as we vary the rotational
diffusion rate and self-propulsion speed respectively.
Next, in Figs. 6(b-c) and 7(b-c) we plot the fitted pa-
rameters critical density ρc, exponent α and constant B.
In Figs. 6(b) and 7(b) one can see that the critical den-
sity increases with decreasing rotational diffusion coeffi-
cient/increasing propulsion speed, indicating that higher
densities are necessary in order to have coexistence when
particles swim faster. Interestingly, we also find that the
exponent α deviates substantially from unity as we drive
the system away from equilibrium. Thus, sufficiently
far from equilibrium the law of rectilinear diameters is
clearly violated. Lastly, the parameter B also increases
with decreasing rotational diffusion coefficient/increasing
propulsion speed.
In addition, the three parameters ρc, α and B can be
fitted again with a simple exponential of the form of Eq.
12 or 13, depending on whether the rotational diffusion
or the propulsion speed is varied. The measured fits can
be found in Tables I and II. The fact that all fitting pa-
rameters Tc, β, ρc, α and B scale in a similar fashion in
the active system is remarkable, and may suggest that a
simple, comprehensive description of the phase transition
is indeed possible for our model.
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FIG. 6. Distance of the average of the coexisting densities
from the critical density 1
2
(ρv + ρl) − ρc as a function of the
scaled temperature for different rates of rotational diffusion
and constant self-propulsion speed υ0τ/σ = 8. Data points
correspond to simulation results while the lines denote the fits
of Eq. 14. Results for different rotational diffusion rates are
offset for clarity. (b) Critical density ρc as a function of the
rotational diffusion coefficient Dr. The continuous line shows
the fit from Table I. (c) Critical exponent α and constant B
(inset) as a function of the rotational diffusion coefficient Dr.
The continuous line shows the fit from Table I.
3. Binodal lines and law of corresponding states
Finally, one can now combine Eqs. 11 and 14 in order
to express the coexisting densities ρv and ρl as a func-
tion of the parameters Tc, β, A, ρc, α and B. In Fig. 3
we compare the binodals of the system from the directly
measured coexisting densities to the fits for the afore-
mentioned parameters (Tables I and II). We find that
the agreement between measurements and fits is excel-
lent. We note that in Ref. 39 a percolating network state
separated the fluid from the vapour-liquid coexistence
region when the system was sufficiently far from equilib-
rium. Consequently, this extra state may well result in
a metastable critical point for our system. However, we
have performed simulations at all the predicted critical
temperatures and observed no signatures of a percolating
state within the predicted coexistence regions.
Last but not least, we checked whether our system
obeys a simple law of corresponding states. That is,
whether the binodal lines fall on top of each other if one
scales the temperature and the density with the corre-
sponding quantities at the critical point. Such a collapse
of the binodals can be made, for example, for various real
substances,43 or for different cutoff radii of the equilib-
rium LJ fluid.36 However, as shown in Figure 8, the active
LJ fluid obeys no such law of corresponding states for dif-
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FIG. 7. Distance of the average of the coexisting densities
from the critical density 1
2
(ρv + ρl) − ρc as a function of the
scaled temperature for different propulsion speeds and con-
stant rotational diffusion coefficient Drτ = 20. Data points
correspond to simulation results while the lines denote the
fits of Eq. 14. Results for different propulsion speeds are
offset for clarity. (b) Critical density ρc as a function of the
self-propulsion speed. The continuous line shows the fit from
Table II.(c) Critical exponent α and constant B (inset) as
a function of the self-propulsion speed. The continuous line
shows the fit from Table II.
ferent values of rotational diffusion and self-propulsion.
Naturally, the fact that the active LJ fluid does not obey
this simplified law of corresponding states does not prove
that it does not obey a more general Noro-Frenkel law
of corresponding states, which compares the thermody-
namic properties at the same reduced density and second
virial coefficient. However, a more general test is out of
the scope of the present work.
IV. CONCLUSIONS
We studied a system of self-propelled spheres that in-
teract via the Lennard-Jones potential using Brownian
Dynamics simulations. We calculated equations of state
for different temperatures and verified that, as the sys-
tem transitions from a homogeneous to a phase separated
state with decreasing temperature, the pressure curve as
a function of density shows the expected transition from
monotonic to non-monotonic. Moreover, we observed a
linear growth of the swim pressure in the coexistence re-
gion.
Subsequently, we studied the phase coexistence regime
using long box simulations. We showed that the scaling
of the coexisting densities with temperature follows clas-
sic power laws. Though it might be tempting to identify
the exponents of these power laws with the critical ex-
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FIG. 8. Reduced binodal lines of the active LJ system (a) for
systems of different rotational diffusion rates and constant
propulsion speed υ0τ/σ = 8 and (b) for systems of different
propulsion speeds and constant rotational diffusion coefficient
Drτ = 20. Points correspond to directly observed coexisting
densities, scaled by the fitted critical temperatures and den-
sities.
ponents of the system, we are currently unable to access
the region close to the critical point due to the small
system sizes considered here. Hence we cannot be cer-
tain that the calculated power laws still hold in this re-
gion. Nonetheless, the power laws we present describe
the binodal envelope extremely well and should provide
guidance for future studies of the system.
Noticeably, we also showed that all the various param-
eters of the power laws vary with the propulsion speed or
the rotational diffusion rate in a similar fashion, namely
their scaling is well captured by simple exponential func-
tions. These parameters include the critical temperature
and density as well as the exponents of the power laws.
Thus, a unified description of the binodal lines for both
the passive and the active Lennard-Jones system may be
within reach.
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