expected. That is, with larger V , the advantage of PFDHLR becomes more signi cant. Figure 14 considers the residence time with high locality (i.e., S = 16; that is, the portable only moves across 16 RAs between two call arrivals). The gure indicates that for = 0:5, up to 28% improvement can be expected from PFDHLR over PFSHLR.
Conclusions
Due to the heavy signaling tra c generated by PCS location tracking, the HLR may become a bottleneck. To reduce the tra c to an HLR, one natural solution is to distribute the HLR function in several locations. However, it is di cult to implement distributed HLRs in protocols such as IS-41 and GSM. For portable registration, it may be required to update all HLRs. Thus, extra tra c is generated for multiple HLR updates. On the other hand, distributed HLRs can be e ciently implemented with pointer forwarding. Since the registration operation in pointer forwarding is done by sending a message from the new VLR to the old VLR, multiple HLR updates are eliminated. Thus the advantage of using distributed HLR for pointer forwarding is obvious from the aspect of database access delay. One potential problem of pointer forwarding with distributed HLR (PFDHLR) is that long pointer chain may be traversed to locate a portable. Our study indicated that in the network tra c aspect, PFDHLR outperforms its single HLR counterpart with up to 28% improvement. We note that this improvement for the signaling cost may not be very signi cant. However, this result justi es PFDHLR in the network signaling aspect, and the tremendous improvement of the database access delay/lost (see Figure 4 ) by PFDHLR implies that the distributed HLR approach is much better than the single HLR approach. In our experiments, 0:1 6:4 are considered. Figure 12 considers the residence time with low variance (i.e., V = 1). The gure indicates that for = 0:5, up to 20% improvement can be expected from PFDHLR over PFSHLR. For = 1:0, up to 10% improvement can be expected. A very large K vlaue is not necessarily results in a large k value (see Figure 10 ; for S = 16 and K > 15, k does not increase as k increases). Thus, a smaller E k] is expected for a larger V . This phenomenon also was observed in 3]. User locality has signi cant e ect on E k] when is small (i.e., when the portable moves more frequently than the call arrivals). This is consistent with our intuition. When ! 1, the impact of user locality can be ignored. In this case, the HLR always points to the current VLR, and E k] = 0 for all S and V values.
We assume that there are N remote PSTNs in our study. To compare PF-SHLR and PFDHLR, the expected number of k is re-expressed as E kj ], a function of (because is a ected by ). In PFSHLR, the nd cost for a call delivery is 
We assume that the calling parties are uniformly distributed in the N areas.
In (4), (N ? 1)=N calls are from remote PSTNs, and step (1) in Figure 2 is required. In this case, the cost to access the rst VLR is 3 (the cost for steps (1), (2), and (3) in Figure 2 ). On the other hand, 1=N calls are from the PSTN of the HLR, and step (1) in Figure 2 is not required. In this case, the cost to access the rst VLR is 2 (the cost for steps (2) and (3) in Figure 2 In a PCS network, we expect that the mobility of a portable exhibits spatial locality (i.e., a portable tends to re-visit RAs). To capture this phenomenon, the movement of a portable is modeled by a two-dimensional random walk with re ecting barriers. We assume that between two call arrivals, the mobility of a portable is restricted in a square region with size S. Figure 9 shows a region of size S = 25. If the portable is in a interior RA of the region (e.g., R 2 ), then it may moves to one of the four directions with the equal probability 0.25. For a boundary RA such as R 1 , if the portable moves horizontally, then it must moves to the right. It is di cult to derive the number k analytically. Instead, for a given K, we computed the expected number E kjK] by using the simulation technique. Figure 10 We use (K) and a two-dimensional random walk model to determine the expected number E k] of the VLR pointers traversed in the nd operation. In a two-dimensional random walk, the portable p may move to one of the four neighbor RAs (cf., Figure 8 (a) ). For simplicity, we assume that p moves to one of the neighbor RAs with probability 0.25. During the K movements between two call arrivals, the portable may re-visit an RA several times, and k K. For example, K = 32 and k = 4 in Figure 8 (b).
Performance Study
This section compares PFDHLR with PFSHLR from the network signaling aspect. Since the registration behaviors are the same for both schemes, it su ces to compare the nd cost. Our performance study consists of two parts. The rst part is to estimate the cost to query an HLR and the cost to traverse a pointer between two VLRs. The second part is to derive the numbers of pointers traced in both schemes.
To simplify our study, we make a simple cost estimate as follows.
The cost of the request from the calling party to the GTT STP in PF-SHLR (see step (1) in Figure 2 ) or to the distributed HLR in PFDHLR (see step (1) in Figure 6 ) is normalized to 1. The cost of sending message from the GTT STP to the HLR in PF-SHLR is 1 (see step (2) in Figure 2 ). The cost of querying the rst VLR from the HLR in both PFSHLR (see step (3) Figure 2 ) and PFDHLR (see step (2) in Figure 6 ) is 1. The cost of traversing a pointer from a VLR to another is (see step (4) in Figure 2 and steps (3) and (4) in Figure 6 ). Since the old and the new VLRs are likely to be next to each other, << 1 can be expected (see the cost analysis in 3]). In our study, = 0:5 and 1 are considered.
The expected numbers E k] of pointers traced in both PFSHLR and PFDHLR are derived as follows. Suppose that between two consecutive incoming calls, the portable moves to new RAs K times, and the number of forwarding pointers traced to nd the actual location is k. The probability (K) of K moves between two incoming calls was derived in 6]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . On the other hand, distributed HLRs can be e ciently implemented with pointer forwarding. Since the registration operation in pointer forwarding is done by sending a message from the new VLR to the old VLR, multiple HLR updates are eliminated. Figure 4 accurately re ects p lost and E t w ] for both the distributed HLR case (N = 4) and the the single HLR case (N = 1) if pointer forwarding is considered. Thus the advantage of using distributed HLR for pointer forwarding is obvious from the aspect of database access delay. The pointer forwarding with distributed HLRs (PFDHLR) scheme is described as follows. The HLRs are distributed in remote PSTNs. A natural location for a distributed HLR is near by the STP that performs GTT in PFSHLR (see Figure 5 ). The HLRs may point to di erent VLRs that the portable previously visited. Like forwarding pointer with single HLR (PF-SHLR), the registration process only involves the old and the new VLRs, and the HLRs are not updated. When a call arrives from a particular PSTN, the HLR of the PSTN is queried as shown in Figure 6 . Note that GTT is not required since we assume that the distributed HLR is near by or is collocated with the GTT STP. After the nd operation, the pointer of the distributed HLR is updated as shown in Figure 7 . Note that the GTT and an extra remote visit from the GTT STP to the HLR is avoided in PFDHLR (see Figures 2 and 6 ), but extra pointer traversals may be required. When a phone call arrives, the forwarding pointers are traced. (see Figure 2 ). Note that a global title translation is required at the network (e.g., in California) of the calling party, and the query message is then forwarded to the HLR (e.g., in New York). After the nd operation is completed, the TLDN is returned from the current RA (e.g., RA1 in our example) to the HLR, and the HLR updates its pointer to the current RA of the portable (cf., Figure 3 ). After the nd operation, the obsolete forwarding pointers (e.g., the pointers between RA6, RA5, RA4, RA3, RA2, and RA1) are not deleted. We assume that the VLRs have enough space to accommodate these pointers. Note that the current technologies are able to provide enough space to store these pointers. (The main purpose of the deregistration or cancellation operation in IS-41 is to reclaim resources such as TLDN, not the storage.)
Pointer Forwarding with Distributed HLRs
Because of the heavy signaling tra c generated by PCS location tracking, the HLR may become a bottleneck. To reduce the tra c to an HLR, one natural solution is to distribute the HLR function in several locations. We use an M/M/1/C model to illustrate the advantage of distributed HLR approach. Suppose that the queries to an HLR is a Poisson process and the service time is exponentially distributed, and the HLR has C bu ers to hold the incoming queries. When the bu er is full, the next arrival query is lost, and the query originator needs to re-issue the query later. Note that the exponential service time assumption is not true in general. This assumption is used to strengthen and simplify our results. Di erent types of service times can be studied by using the M/G/1/C model. Let be the tra c (i.e., the query arrival rate divided by the query service rate). Then from the standard technique 10], the probability of a lost query is in a PCS network 2, 4]. In this algorithm, no message is sent to update HLR when a portable moves to a new RA. Instead, a message is sent from the new RA directly to the old RA. On receipt of the message, the obsolete registration entry in the old RA is deleted, and a forwarding pointer to the new RA is created. When an incoming call arrives, the forwarding pointers are traced to nd the actual location of the portable. There are several ways to manage the forwarding pointers. A simple algorithm is described as follows. When the portable moves to new RAs, the forwarding pointers are created as shown in Figure 1 . When the portable moves from RA2 to RA1, RA1 sends a message to RA2. Upon the receipt of the message, RA2 performs two tasks: a forwarding pointer is created to point to RA1, and the portable is deregistered (to reclaim resources such as TLDN).
are visited and a GTT is required to access the HLR in the rst part. Studies 9, 11, 2] indicated that the message tra c due to PCS location tracking operations is signi cant. To reduce the location tracking cost, several algorithms have been proposed 4, 7, 2, 3, 15, 13, 16] . A pointer forwarding scheme proposed in 3] is based on the observation that in many cases, it should be possible to avoid the registrations at the HLR, by simply setting up a forwarding pointer from the previous VLR. Calls to a given user will rst query the user's HLR to determine the rst VLR which the user was registered at, and then follow a chain of forwarding pointers to the user's current VLR. This observation results in a strategy which will be useful for those users who receive calls infrequently relative to the rate at which they change registration areas. This idea attempts to exploit patterns in the call reception and mobility of PCS users. This scheme is complement to the cache scheme 4] which attempts to exploit the calling and mobility patterns of a di erent population of users, namely those who receive calls frequently relative to the rate at which they change registration areas. The pointer forwarding scheme was studied in 3] by comparing its performance with the IS-41 scheme. The reader is referred to 3] for detailed operation cost analysis and message tra c analysis. It is interesting to note that when the call frequency is much lower than the portable move frequency, pointer forwarding may signi cantly outperforms IS-41. When the call frequency is much higher than the portable move frequency, pointer forwarding behaves identically to IS-41. Subject to the pointer traversal cost, IS-41 may outperform pointer forwarding when call frequency is high, but not much higher than the portable move frequency. This paper proposes a distributed HLR approach for pointer forwarding, and compare its performance with the original (the single HLR) pointer forwarding scheme.
Introduction
To support mobility in a PCS (personal communications services) system, strategies have been proposed in protocols such as IS-41 1] and GSM 12]. Two basic operations in PCS mobility management are registration (the process that a portable (or mobile phone) informs the system of its current location) and location tracking (the process that the system locates the portable). Location tracking is required when the network attempts to delivery a call to the mobile user. The mobility management strategies proposed in IS-41 and GSM are two-level strategies in that they use a two-tier system of home and visited databases. When a user subscribes the services to a PCS system, a record is created in the system's database called Home Location Register (HLR). When the mobile user visits a new registration area (RA), a temporary record for the mobile user is created in the Visitor Location Register (VLR) of the visited system (the new location). The VLR then sends a registration message to the HLR. Assume that the messages are delivered using the Signaling System No. 7 (SS7) in the Public Switched Telephone Network (PSTN). To support non-geographic NPA-NXX-XXXX number in IS-41 Revision B, the VLR does not recognize the address of the HLR from the Mobile Identi cation Number (MIN) of the portable. Instead, the registration message is forwarded to an Signal Transfer Point (STP) through several SS7 network elements. The STP uses a table lookup technique called Global Title Translation (GTT) to identify the HLR address. Then the message is forwarded from the STP to the HLR. A tutorial for PCS signaling using SS7 can be found in 8].
To deliver a call to a mobile subscriber from an originating switch, the HLR is queried to nd the current VLR of the portable. The VLR returns a routable address called Temporary Location Directory Number (TLDN) to the originating switch (in the PSTN) through the HLR. Based on the TLDN, a trunk (voice circuit) is then set up from the originating switch to the portable. Note that the call delivery procedure consists of two parts. In the rst part (referred to as the nd operation) the VLR is located, and the TLDN is returned to the originating switch. In the second part, the TLDN is used to set up a voice trunk to the portable. The portable is paged in the second part of call delivery. Like the registration process, several SS7 network elements 
Abstract
Location tracking operations in a personal communications services network are expensive. A location tracking algorithm called pointer forwarding has been proposed to reduce the location update cost. The key observation behind forwarding is that if users change PCS registration areas frequently but receive calls relatively infrequently, it should be possible to avoid registrations at the Home Location Register (HLR) database, by simply setting up a forwarding pointer from the previous Visitor Location Register (VLR). Calls to a given user will rst query the user's HLR to determine the rst VLR which the user was registered at, and then follow a chain of forwarding pointers to the user's current VLR. To reduce the \ nd" cost in call delivery, the PCS service provider may distribute HLR databases in the network. This paper integrates the concept of distributed HLRs with pointer forwarding, and the new scheme is referred to as the pointer forwarding with distributed HLR (PFDHLR). Since no registration to the HLR is performed in the pointer forwarding scheme when a user moves to the new locations, the cost of updating multiple HLRs is eliminated in PFDHLR. Our study indicates that PFDHLR may signi cantly reduce the mobility management cost compared with the single HLR approach.
