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Abstract
Stationary covariance functions that model space–time interactions are in great demand.
The goal of this paper is to introduce and develop new spatio-temporal stationary covariance
models. Integral representations for covariance functions with certain properties, such as a-
symmetry in the spatial lag, are established. Mixture models are proposed through purely
spatial and temporal covariance functions.
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1. Introduction
Statistical modeling of phenomena that evolve over space and time is critical in
areas such as medical imaging, environmental monitoring, and detecting changes
over time in global climate. An important topic in ecology and evolutionary biology
is to investigate the process of deforestation, which inherently exhibits spatial pattern
which evolves over time and hence yields data that are correlated over space and
time. Many other practical examples can be found in [4,5] and references therein. For
modeling space–time interactions, covariance models are in great demand. The aim
of this paper is to characterize certain classes of spatio-temporal stationary
covariance functions from the theoretical point of view, and to introduce and study
new stationary spatio-temporal covariance models. The models are developed in a
uniﬁed approach for both continuous- and discrete-time settings.
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Consider a real-valued random process Zðs; tÞ; indexed in space and time
coordinate ðs; tÞAST: We are interested in the structure of its covariance
function Cðs; tÞ that is stationary in both space and time, under the regularity
condition, varðZðs; tÞÞoN: It is known that Cðs; tÞ is a covariance function if and
only if it is even (i.e., Cðs;tÞ ¼ Cðs; tÞ), and positive deﬁnite in the sense that the
inequalityXn
i¼1
Xn
j¼1
Cðsi  sj; ti  tjÞaiajX0 ð1:1Þ
holds for any integer nAZþ; every choice of ðs1; t1Þ;y; ðsn; tnÞAST and real
numbers a1;y; an: A closely related concept is the variogram, gðs; tÞ ¼ 12 EfZðxþ
s; w þ tÞ  Zðx; wÞg2; which is even and negative deﬁnite in the sense that the
inequalityXn
i¼1
Xn
j¼1
gðsi  sj; ti  tjÞaiajp0 ð1:2Þ
holds for any integer nX2; every choice of ðs1; t1Þ;y; ðsn; tnÞAST and real
numbers a1;y; an with
Pn
i¼1 ai ¼ 0: Inequality (1.2) actually characterizes the
variogram. There is a remarkable relation between the covariance function and the
variogram, which says that gðs; tÞ is a variogram if and only if expfygðs; tÞg is a
covariance function for all yAR1þ (cf. [1, Theorem 2.2, p. 74], or [17]).
To ensure positive deﬁniteness, Cð	; 	Þ is often speciﬁed to belong to a parametric
family whose members are known to be positive deﬁnite. Two types of separable
covariances are commonly used in practice. One type is obtained from the product of
a purely spatial covariance and a purely temporal covariance, and the other by
adding purely spatial and temporal covariances. See, for example, [13,15,16].
Recently, Cressie and Huang [6] derive a new approach that allows one to obtain
many classes of nonseparable, spatio-temporal stationary covariance functions
Cð	; 	Þ on Rd  R1; assuming that Cð	; 	Þ is continuous and that its spectral
distribution possesses a spectral density. Notice that all of the examples in [6] are
isotropic or radial symmetric in s; i.e., a function of jjsjj2 only, where jjsjja ðaX1Þ is
the ca-norm deﬁned by jjsjja ¼ ð
Pd
k¼1 jsijaÞ1=a: An integral representation for this
type of isotropic spatio-temporal stationary covariance functions is given by
Yadrenko [19, Theorem 2, p. 8] under a continuous-time setting. A natural question
arises: under a discrete-time setting, can the whole class of spatio-temporal
stationary covariance functions that are isotropic in s be completely characterized?
The same question arises of course in the general case. Clearly, a solution to such a
question will help us to understand the feature of spatio-temporal stationary
covariance functions and to provide a rich source of models that are suitable for
application. For the case where Cðs; tÞ is continuous in sARd and a-symmetric in
sARd for each ﬁxed temporal lag t in the sense that it depends only on jjsjja for each
ﬁxed t; we derive integral representations of covariance functions under both a
discrete-time setting and a continuous-time setting.
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We introduce two classes of mixture models in Section 4, observing that integral
representations derived in Section 3 are essentially mixtures of separable covariance
functions. One class includes the integral representations derived in Section 3 as
special cases, and the other consists of spatio-temporal stationary covariance
functions that are mixtures of positive powers of a purely spatial covariance and a
purely temporal covariance. With appropriate choices of the mixing function and the
purely spatial and temporal covariances being mixed, many nonseparable, spatio-
temporal stationary covariance functions can be obtained.
Preliminary results are presented in Section 2. Proofs of lemmas and theorems
appear in Section 5. Section 6 brieﬂy discusses how to incorporate spatial and
temporal correlation in general, and how to ﬁt real data by mixture models.
2. Preliminary results
Consider a real-valued spatio-temporal stationary covariance function
Cðs; tÞ; sAS; tAT; where SDRd and TDR1: Given a temporal lag t (or spatial
lag s), one might expect that Cðs; tÞ be a valid covariance function of spatial lag s (or
temporal lag t). Unfortunately this is not the case in general, as is seen from the
following example. Thus, it is not necessary to ﬁt a valid covariance function of s at
any ﬁxed temporal lag t or a valid covariance function of t at any ﬁxed spatial lag s;
in a ﬁtting procedure for a spatio-temporal covariance model.
Example 1. Let SðsÞ be a purely spatial covariance and TðtÞ a purely temporal
covariance, and form the separable covariance Cðs; tÞ ¼ SðsÞTðtÞ: It is easy to see
that for a ﬁxed temporal lag t; Cðs; tÞ is a valid covariance function of s if and only if
TðtÞX0:
Lemma 1 is a necessary condition, which plays an important role in our
investigation of valid covariance models.
Lemma 1. If Cðs; tÞ is a stationary covariance function on ST; then
(i) For each fixed temporal lag tAT; Cðs; 0Þ þ 1
2
fCðs; tÞ þ Cðs;tÞg and
Cðs; 0Þ  1
2
fCðs; tÞ þ Cðs;tÞg are covariance functions of sAS:
(ii) For each fixed spatial lag sAS; Cð0; tÞ þ 1
2
fCðs; tÞ þ Cðs;tÞg and Cð0; tÞ 
1
2
fCðs; tÞ þ Cðs;tÞg are covariance functions of tAT:
In particular, Cðs; 0Þ is a purely spatial covariance corresponding to the purely
spatial process fZðs; t0Þ; sASg at a ﬁxed time t0; and Cð0; tÞ is a purely temporal
covariance corresponding to the purely temporal process fZðs0; tÞ; tATg at a ﬁxed
location s0:
For a stationary process, gðs; tÞ ¼ Cð0; 0Þ  Cðs; tÞ: An analog of Lemma 1 for the
variogram is
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Lemma 2. If gðs; tÞ is a spatio-temporal variogram on ST; then
(i) For each fixed temporal lag tAT; gðs; 0Þ  gð0; tÞ þ 1
2
fgðs; tÞ þ gðs;tÞg and
gðs; 0Þ þ gð0; tÞ  12fgðs; tÞ þ gðs;tÞg are spatial variograms.
(ii) For each fixed spatial lag sAS; gð0; tÞ  gðs; 0Þ þ 1
2
fgðs; tÞ þ gðs;tÞg and
gð0; tÞ þ gðs; 0Þ  1
2
fgðs; tÞ þ gðs;tÞg are temporal variograms.
As a simple consequence of Lemma 2, the product of a purely spatial variogram and
a purely temporal variogram, gðs; tÞ ¼ g1ðsÞg2ðtÞ; say, is not a spatio-temporal
variogram since for a ﬁxed t; gðs; 0Þ þ gð0; tÞ  1
2
fgðs; tÞ þ gðs;tÞg ¼ g1ðsÞg2ðtÞ is
not a valid spatial variogram.
One direction for modeling spatio-temporal data would start from the temporal
lag t: For instance, suppose that Cðs; tÞ has an ARMA-type form with respect to the
temporal lag t:
Example 2. Consider Cðs; tÞ of the AR(1) form
Cðs; tÞ ¼ fjtjðsÞCðsÞ; sARd ; tAZ; ð2:1Þ
where f0ð	Þ ¼ 1: It is of interest to examine the case where CðsÞ  1 in (2.1). A
somewhat surprising result is that fðsÞ must be a constant on Rd ; which leads us to a
purely temporal AR(1) model. To see this, suppose that fðs1Þafðs2Þ for two distinct
points s1 and s2: Then, for t1 ¼ t2; t3 ¼ t1 þ 1 and s3 ¼ 0; one has
1 fjt1t2jðs1  s2Þ fjt1t3jðs1  s3Þ
fjt2t1jðs2  s1Þ 1 fjt2t3jðs2  s3Þ
fjt3t1jðs3  s1Þ fjt3t2jðs3  s2Þ 1


¼
1 1 fðs1Þ
1 1 fðs2Þ
fðs1Þ fðs2Þ 1

 ¼ ffðs2Þ  fðs1Þg
2o0:
A necessary and sufﬁcient condition for rðs; tÞ of the MA(1) form
rðs; tÞ ¼
1; t ¼ 0;
fðsÞ; t ¼71;
0; t ¼72;y
8><
>:
to be a spatio-temporal correlation function is that fðsÞ is a constant not greater
than 1=2 in absolute value. In fact, it follows from Lemma 1(i) that for t ¼
1; rðs; 0Þ7rðs; 1Þ ¼ 17fðsÞ have to be positive deﬁnite, which implies that
17fð0ÞX17fðsÞ for all s: That is, fðsÞ ¼ fð0Þ for all s: It corresponds to a purely
temporal MA(1) correlation function.
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3. Space-a-symmetric/time-stationary covariances
This section is devoted to the class of real-valued covariance functions Cðs; tÞ that
are a-symmetric in spatial lag sARd and stationary in temporal lag tAT; where
T ¼ R1 or Z: In what follows, write
O2;dðuÞ ¼ 1 u
2
2d
þ u
4
2 	 4 	 dðd þ 2Þ 
u6
2 	 4 	 6dðd þ 2Þðd þ 4Þ þ?
¼G d
2
 	
2
d
 	1
2
ðd2Þ
J1
2
ðd2ÞðuÞ;
O1;dðuÞ ¼ Gðd=2Þﬃﬃﬃpp Gððd  1Þ=2Þ
Z N
1
O2;dðv1=2uÞvd=2ðv  1Þðd3Þ=2 dv; uAR1þ;
where J	ðuÞ is a Bessel function.
Under the discrete-time setting, T ¼ Z; Theorem 1 provides an integral
representation for a space-a symmetric/time-stationary covariance function, where
a ¼ 1; 2:
Theorem 1. Suppose that the even function Cðs; tÞ; defined on Rd  Z; is continuous
and a-symmetric in sARd for each fixed tAZ; where a ¼ 1; 2: Then Cðs; tÞ is a
covariance function if and only if it is of the form
Cðs; tÞ ¼
Z N
0
Z p
p
Oa;dðjjsjjauÞcosðtvÞ dW ðu; vÞ; ð3:1Þ
where Wðu; vÞ is a nonnegative bounded measure on R1þ  ½p; p:
An analogous representation holds for the continuous-time setting whereT ¼ R1:
For the case a ¼ 2; (3.2) is given by Yadrenko [19, Theorem 2, p. 8].
Theorem 2. Suppose that Cðs; tÞ is an even and continuous function of sARd and tAR1;
and a-symmetric in sARd for each fixed tAR1; where a ¼ 1; 2: Then Cðs; tÞ is a
covariance function if and only if it is of the form
Cðs; tÞ ¼
Z N
0
Z N
N
Oa;dðjjsjjauÞcosðtvÞ dW ðu; vÞ; ð3:2Þ
where Wðu; vÞ is a nonnegative bounded measure on R1þ  R1:
In the particular case where d ¼ 1; (3.2) becomes
Cðs; tÞ ¼
Z N
0
Z N
N
cosðsuÞcosðtvÞ dW ðu; vÞ;
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which is in fact the well-known Bochner integral representation, and (3.1) implies
Corollary. Let Cðs;7tÞ ¼ Cð7s; tÞ for all ðs; tÞAR1  Z: Then Cðs; tÞ is a covariance
function on R1  Z if and only if it is of the form
Cðs; tÞ ¼
Z N
0
Z p
p
cosðsuÞcosðtvÞ dW ðu; vÞ;
where Wðu; vÞ is a nonnegative bounded measure on R1þ  ½p; p:
To derive representations (3.1) and (3.2), we employ the integral representation of
a-symmetric positive deﬁnite functions obtained by Schoenberg [17] for a ¼ 2 and
Cambanis et al. [3] and Gneiting [7] for a ¼ 1: It is not clear whether similar integral
representations generally exist for other a-symmetric positive deﬁnite functions. See
also [21].
4. Mixture models
Witnessing that integral representations derived in Section 3 are essentially
mixtures of separable covariance functions, we introduce two classes of mixture
models on Rd T in this section, where T ¼ R1 or Z:
One type of mixture models is of the form
Cðs; tÞ ¼
Z
R1þT
SðusÞTðvtÞ dWðu; vÞ; ð4:1Þ
where SðsÞ and TðtÞ are purely spatial and temporal covariance functions on Rd and
T; and Wðu; vÞ is a nonnegative bounded measure on R1þ T: It is easy to check
that (4.1) is a valid covariance function. It reduces to a separable covariance function
if Wðu; vÞ is separable. Examples for (4.1) include (3.1) and (3.2).
Another type of mixture models is of the form
Cðs; tÞ ¼
Z
R2þ
SuðsÞTvðtÞ dW ðu; vÞ; ð4:2Þ
where SðsÞX0 and TðtÞX0 are purely spatial and temporal covariance functions on
Rd andT; and Wðu; vÞ is a nonnegative bounded measure on R2þ: To ensure positive
deﬁniteness, we assume that SðsÞ ¼ expfg1ðsÞg and TðtÞ ¼ expfg2ðtÞg; where
g1ðsÞ and g2ðtÞ are purely spatial and temporal variograms, respectively.
Theorem 3. Let Lðy1; y2Þ be the Laplace transform of a nonnegative random vector
ðX1; X2Þ: If g1ðsÞ is a purely spatial variogram on Rd and g2ðtÞ is a purely temporal
variogram on T; then
Cðs; tÞ ¼ Lðg1ðsÞ; g2ðtÞÞ ð4:3Þ
is a spatio-temporal covariance function on Rd T:
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As a mixture of purely spatial and temporal variograms, (4.3) provides an easy
and effective way to construct new spatio-temporal covariance models.
Example 3. Let Wðu; vÞ ¼ minðu; vÞ; 0pu; vp1; which is the Freche´t–Hoeffding
upper bound of bivariate copulas (cf. [14]). Its Laplace transform is, for y1a0 or
y2a0;
Lðy1; y2Þ ¼
Z
½0;12
expðy1u  y2vÞ dW ðu; vÞ
¼
Z 1
0
expðy1u  y2uÞ du ¼ 1 expfðy1 þ y2Þgy1 þ y2 ;
and Lð0; 0Þ ¼ 1: Thus (4.3) yields
Cðs; tÞ ¼
1 if s ¼ 0; t ¼ 0;
1expfg1ðsÞg2ðtÞg
g1ðsÞþg2ðtÞ otherwise:
(
For the Freche´t–Hoeffding lower bound of bivariate copulas (cf. [14]), Wðu; vÞ ¼
maxðu þ v  1; 0Þ; 0pu; vp1; one has Lðy; yÞ ¼ expðyÞ; and for y1ay2;
Lðy1; y2Þ ¼
Z
½0;12
expðy1u  y2vÞ dW ðu; vÞ ¼
Z 1
0
expfy1u  y2ð1 uÞg du
¼ expðy2Þ  expðy1Þ
y1  y2 :
Thus
Cðs; tÞ ¼
expfg1ðsÞg if g1ðsÞ ¼ g2ðtÞ;
expfg1ðsÞgexpfg2ðtÞg
g2ðtÞg1ðsÞ otherwise:
(
Example 4. The bivariate exponential distribution of Marshall and Olkin [12] has
survival function expfl1x1  l2x2  l12 maxðx1; x2Þg; ðx1; x2ÞAR2þ; and Laplace
transform
Lðy1; y2Þ ¼ ðlþ y1 þ y2Þðl1 þ l12Þðl2 þ l12Þ þ l12y1y2ðlþ y1 þ y2Þðl1 þ l12 þ y1Þðl2 þ l12 þ y2Þ;
where l1; l2; l1240 and l ¼ l1 þ l2 þ l12: Cðs; tÞ of (4.3) takes the form
Cðs; tÞ ¼ ðlþ g1ðsÞ þ g2ðtÞÞðl1 þ l12Þðl2 þ l12Þ þ l12g1ðsÞg2ðtÞðlþ g1ðsÞ þ g2ðtÞÞðl1 þ l12 þ g1ðsÞÞðl2 þ l12 þ g2ðtÞÞ
:
Example 5. Consider the bivariate geometric distribution
PðX1 ¼ x1; X2 ¼ x2Þ ¼
p1p2p
x11
0 ðp0 þ p1Þx2x11; x1ox2;
x1; x2AZþ;
p1p2p
x21
0 ðp0 þ p2Þx1x21; x2ox1;
8><
>:
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where 0pp0; p1; p2p1 and p0 þ p1 þ p2 ¼ 1; with the Laplace transform
Lðy1; y2Þ ¼ p1p2e
ðy1þy2Þ
1 p0eðy1þy2Þ 	
ey1 þ ey2  ð1þ p0Þeðy1þy2Þ
ð1 ð1 p1Þey1Þð1 ð1 p2Þey2Þ:
On writing SðsÞ ¼ expfg1ðsÞg and TðtÞ ¼ expfg2ðtÞg; (4.3) yields
Cðs; tÞ ¼ p1p2SðsÞTðtÞ
1 p0SðsÞTðtÞ 	
SðsÞ þ TðtÞ  ð1þ p0ÞSðsÞTðtÞ
ð1 ð1 p1ÞSðsÞÞð1 ð1 p2ÞTðtÞÞ:
5. Proofs
Proof of Lemma 1. For two arbitrary integers n; kAZþ; choose arbitrarily points
s1;y; sn and points t1;y; tk; from which to form nk pairs fsi; tjg; and then for
corresponding coefﬁcients take the products aibj: One has
Xn
i¼1
Xn
i0¼1
Xk
j¼1
Xk
j0¼1
Cðsi  si0 ; tj  tj0 Þaiai0bjbj0X0: ð5:1Þ
In particular, taking k ¼ 2; t1 ¼ t; t2 ¼ 0 and b1 ¼ 1=
ﬃﬃﬃ
2
p
; b2 ¼71=
ﬃﬃﬃ
2
p
in (5.1),
yieldsXn
i¼1
Xn
i0¼1
Cðsi  si0 ; 0Þ71
2
fCðsi  si0 ; tÞ þ Cðsi  si0 ;tÞ
  
aiai0X0;
that is, Cðs; 0Þ712fCðs; tÞ þ Cðs;tÞg are even and positive deﬁnite functions of sAS
for a ﬁxed t: Similarly, (ii) is obtained. &
Proof of Lemma 2. As in the proof of Lemma 1, for nX2; kAZþ; choose arbitrarily
points s1;y; sn and points t1;y; tk to form nk pairs fsi; tjg; and then for
corresponding coefﬁcients take the products aibj such that
Pn
i¼1 ai ¼ 0: One hasPn
i¼1
Pk
j¼1 aibj ¼ 0 and
Xn
i¼1
Xn
i0¼1
Xk
j¼1
Xk
j0¼1
gðsi  si0 ; tj  tj0 Þaiai0bjbj0p0:
The rest of the proof is the same as that of Lemma 1. &
Proof of Theorems 1 and 2. The if part is trivial. To prove the only if part, assume
that Cðs; tÞ is a covariance function. Clearly, Cðs;tÞ ¼ Cðs; tÞ: It follows from
Lemma 1(i) that Cðs; tÞ þ Cðs; 0Þ is a positive deﬁnite function of sAS for a ﬁxed t:
Applying Theorem 1 of Schoenberg [17] for a ¼ 2 and (6) of Gneiting [7] for a ¼ 1;
one obtains
Cðs; tÞ þ Cðs; 0Þ ¼
Z N
0
Oa;dðjjsjjauÞduoðu; tÞ; ð5:2Þ
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where oðu; tÞ is a nondecreasing, nonnegative and bounded function of uAR1þ that
depends on the parameter t: In particular, taking t ¼ 0 in (5.2), yields
2Cðs; 0Þ ¼
Z N
0
Oa;dðjjsjjauÞduoðu; 0Þ:
Thus,
Cðs; tÞ ¼
Z N
0
Oa;dðjjsjjauÞdusðu; tÞ; ð5:3Þ
where sðu; tÞ ¼ oðu; tÞ  1
2
oðu; 0Þ:
Deﬁne
hðsÞ ¼
Xk
j¼1
Xk
j0¼1
Cðs; tj  tj0 Þbjbj0 :
It follows from (5.3) that
hðsÞ ¼
Z N
0
Oa;dðjjsjjauÞ dtðuÞ;
where
tðuÞ ¼
Xk
j¼1
Xk
j0¼1
sðu; tj  tj0 Þbjbj0 :
On the other hand, notice that (5.1) is equivalent toXn
i¼1
Xn
i0¼1
hðsi  si0 Þaiai0X0;
that is, hðsÞ is a continuous positive deﬁnite function of sARd : By Theorem 1 of
Schoenberg [17] for a ¼ 2 and (6) of Gneiting [7] for a ¼ 1 again, tðuÞ is a
nondecreasing, nonnegative and bounded function. Thus
Xk
j¼1
Xk
j0¼1
sðu; tj  tj0 Þbjbj0X0;
namely, sðu; tÞ is a positive deﬁnite function of t that depends the parameter u:
Case (i): T ¼ Z: It follows from Wold’s theorem (cf. [20, p. 180–181]) that sðu; tÞ
possesses a representation of the form
sðu; tÞ ¼
Z p
p
cosðvtÞdvWðu; vÞ;
where Wðu; vÞ is a nondecreasing and bounded function of vA½p; p with
Wðu;pÞ ¼ 0 for any ﬁxed u: Substituting this expression in (5.3), one obtains (3.1).
Case (ii): T ¼ R1: From the Bochner–Khintchine criterion (cf. Yaglom [20,
p. 103]), aðu; tÞ possesses a representation of the form
aðu; tÞ ¼
Z N
N
cosðvtÞdvWðu; vÞ;
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where Wðu; vÞ is a nondecreasing bounded function of v with Wðu; 0Þ ¼ 0 for any
ﬁxed u: Finally (3.2) follows. &
Proof of Theorem 3. Let ðX1; X2Þ have the distribution function Wðu; vÞ: Then its
Laplace transform is given by
Lðy1; y2Þ ¼
Z
R2þ
expðuy1  vy2Þ dW ðu; vÞ; ðy1; y2ÞAR2þ:
For every uX0; expfug1ðsÞg is a spatial covariance on Rd since g1ðsÞ is a spatial
variogram on Rd : Similarly, for every vX0; expfvg2ðtÞg is a temporal covariance
on T: Thus, for every ðu; vÞAR2þ; expfug1ðsÞ  vg2ðtÞg is a spatio-temporal
covariance on Rd T: Consequently, Cðs; tÞ deﬁned by (4.3) is a spatio-temporal
covariance on Rd T: &
6. Discussion
There are two concepts in spatial statistics how to incorporate spatial and
temporal interactions, and correspondingly, there are two notions of nonseparability
in the literature. The ﬁrst, very popular in geostatistics and followed in this paper, is
based on covariance functions. Nonseparable spatio-temporal covariance functions
can be constructed through methods such as stochastic differential equation (e.g.
[8,9,18], Fourier transform (e.g. [6]), stochastic representations and limits (e.g. [2]),
and mixture. A further study of mixture methods is presented in [11], where we do
not require the process be either stationary in space or stationary in time. The
second, used in Markov random ﬁeld modeling of spatio-temporal data, is based on
precision matrices (see [10] and references therein).
For a stationary spatio-temporal process Zðs; tÞ; its covariance can be simply
expressed as
Cðs; tÞ ¼ CovðZðs; 0Þ; Zð0;tÞÞ:
Here, Zðs; 0Þ is a purely spatial process with covariance Cðs; 0Þ and Zð0; tÞ is a purely
temporal process with covariance Cð0; tÞ: The question is how to demonstrate
incorporation and interaction of these two processes. One answer to this question is
provided by the mixture method in this paper and Ma [11]. A generalized version of
(4.3) is
Cðs; tÞ ¼ cðCðs; 0Þ; Cð0; tÞÞ;
where c is a link function. It could be used to ﬁt real data by a simple and effective
modeling procedure. To this end, we start ﬁt the data by purely spatial covariance
Cðs; 0Þ at any ﬁxed time t0; and by purely temporal covariance Cð0; tÞ at any ﬁxed
location s0: Choose an appropriate c; and then ﬁt Cðs; tÞ to the space–time data. In
such a way, methods for purely spatial or temporal data can be extended to the
spatio-temporal setting. Of course, it is not an easy task to choose an appropriate c
C. Ma / Journal of Multivariate Analysis 86 (2003) 97–107106
from the pool of all possible candidates in practice. It would be of interest to derive
sufﬁcient and/or necessary conditions for the permissibility of a given c:
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