Abstract. Motivated by tug-of-war games and asymptotic analysis of certain variational problems, we consider the following gradient constraint problem: given a bounded domain Ω ⊂ R n , a continuous function f : ∂Ω → R and a non-empty subset D ⊂ Ω, find a solution to
Introduction
The infinity Laplacian, introduced by Aronsson [1] in 1960's, is a second order quasilinear partial differential operator formally defined as
u ij (x)u i (x)u j (x).
It is the "Laplacian of L ∞ -variational problems": the equation ∆ ∞ u(x) = 0 is the Euler-Lagrange equation for the variational problem of finding absolute minimizers for the prototypical L ∞ -functional
with given boundary values, see e.g. [19] . The infinity Laplacian also arises from certain random turn games [27] , [3] and mass transportation problems [14] , and it appears in several applications, such as image reconstruction and enhancement [7] , and the study of shape metamorphism [8] .
In this paper, we are interested in the following gradient constraint problem involving the infinity Laplacian: given a bounded domain Ω ⊂ R n , a continuous function f : ∂Ω → R and a non-empty subset D ⊂ Ω, find a viscosity solution to (1.1) min{∆ ∞ u(x), |Du(x)| − χ D (x)} = 0 in Ω u(x) = f (x) on ∂Ω.
Here χ D : Ω → R denotes the characteristic function of the set D, that is,
The study of gradient constraint problems of the type (1.2) min{∆ ∞ u(x), |Du(x)| − g(x)} = 0, where g ≥ 0, was initiated by Jensen in his celebrated paper [19] . He used the solutions of the equation min{∆ ∞ u, |Du| − ε} = 0 and its pair max{∆ ∞ u, ε−|Du|} = 0 to approximate the solutions of the infinity Laplace equation ∆ ∞ u = 0. In this way, he proved uniqueness for the infinity Laplace equation by first showing that it holds for the approximating equations. The same approach was used in the anisotropic case by Lindqvist and Lukkari in [22] , and a variant of (1.2) appears in the so called ∞-eigenvalue problem, see e.g [21] .
In general, the uniqueness of solutions for (1.2) is fairly easy to show if g is continuous and everywhere positive, and is known to hold, owing to Jensen's work, if g ≡ 0. However, the case g ≥ 0 seems to have been entirely open before this paper. The situation resembles the one with the infinity Poisson equation ∆ ∞ u = g: the uniqueness is known to hold if g > 0 or g ≡ 0, and the case g ≥ 0 is an outstanding open problem, see [27] . It is one of our main results in this paper that the uniqueness for (1.2) holds in the special case g = χ D under the fairly mild regularity condition D = int D on the set D, see Theorem 4.1 below. Moreover, the uniqueness in general fails if this condition is not fulfilled.
Our interest in (1.1) arises only partially from the desire to generalize Jensen's results. Another reason for considering this problem is its connection to the boundary value problems
where ∆ p u = div(|Du| p−2 Du) is the p-Laplace operator, 1 < p < ∞, and g ≥ 0. It is not difficult to show that, up to selecting a subsequence, solutions u p to (1.3) converge as p → ∞ to a limit function that must satisfy (1.1) with D = {x ∈ Ω : g(x) > 0}. However, different subsequences may, a priori, yield different limit functions. This possibility has been previously excluded in the cases g ≡ 0 and g > 0, the latter under the additional assumption that f = 0, see e.g. [5] , [17] . Our results imply that the limit function is unique for any continuous functions g ≥ 0 and f , see Theorem 7.1. In particular, the limit function depends on g only via the set D = {x ∈ Ω : g(x) > 0}.
Needless to say, for g ≤ 0 our techniques can be applied as well, and then we encounter the equation max{∆ ∞ u, χ D − |Du|} = 0.
Since the results are identical, we omit this case.
Further motivation for considering (1.1) comes from its connection to game theory. Recently, Peres, Schramm, Sheffield and Wilson [27] introduced a two player random turn game called "tug-of-war", and showed that, as the step size converges to zero, the value functions of this game converge to the unique viscosity solution of the infinity Laplace equation ∆ ∞ u = 0. We define and study a variant of the tug-of-war game in which one of the players has the option to sell his/hers turn to the other player with a fixed price (that depends on the step size) when the game token is in the set D. It is then shown that the value functions of this new game converge to a solution of (1.1). Thus, besides its own interest, the game provides an alternative way to prove the existence of a solution to (1.1) .
The boundary value problem (1.1) may have multiple solutions if the set D is irregular, that is, D = int D. However, the limit of the value functions of our game is always the smallest solution and hence unique. We give several examples in which the game solution and the solution constructed by taking the limit as p goes to infinity in the p-Laplace problems ∆ p u = χ D are not the same. The possibility of having different solutions is also motivated by stability considerations. Somewhat similar results but on a different problem were recently obtained by Yu in [28] .
Our main uniqueness result, that (1.1) has exactly one solution if D = int D, is proved in a slightly unusual manner. Indeed, instead of proving directly a comparison principle for sub-and supersolutions of (1.1), we identify the solution in a way that guarantees its uniqueness, see Theorem 4.2 below for details. The intuition for this identification comes partially from the game theoretic interpretation of our problem. On the other hand, the uniqueness proof for (1.1) gave us a hint on how to prove similar result for the value functions of the game, and so these two sides complement each other nicely.
Due to the fact that the solutions need not be smooth and that the infinity Laplacian is not in divergence form, we use viscosity solutions when dealing with (1.1). However, since χ D (x) can be viewed either as a function, defined at every point of Ω, or as an element of L ∞ (Ω), defined only almost everywhere, one can use either the standard notion or the L ∞ -viscosity solutions. The first one fits well with the game theoretic approach, whereas L ∞ -viscosity solutions are quite natural from the point of view of p-Laplace approximation. We have chosen to use mostly the standard notion of (continuous) viscosity solutions, mainly because this makes it easier to compare our results with what has been proved earlier. For completeness, we have included a short section explaining L ∞ -viscosity solutions of (1.1). 
where
is the infinity Laplace operator and for D ⊂ Ω,
First, the boundary condition "u = f on ∂Ω" is understood in the classical sense, that is, lim x→z u(x) = f (z) for all z ∈ ∂Ω.
Second, to define viscosity solutions for the equation
one needs to use the semicontinuous envelopes of χ D . To this end, we denote by int D and D, respectively, the (topological) interior and closure of the set D.
Definition 2.
1. An upper semicontinuous function u : Ω → R is a viscosity subsolution to (2.5) in Ω if, whenever x ∈ Ω and ϕ ∈ C 2 (Ω) are such that u − ϕ has a strict local maximum at x, then
A lower semicontinuous function v : Ω → R is a viscosity supersolution to (2.5) in Ω if, whenever x ∈ Ω and φ ∈ C 2 (Ω) are such that v − φ has a strict local minimum at x, then
Finally, a continuous function h : Ω → R is a viscosity solution to (2.5) in Ω if it is both a viscosity subsolution and a viscosity supersolution.
Sometimes it is convenient to replace the condition "u−ϕ has a strict local maximum at x" by the requirement that "ϕ touches u at x from above", and to write (2.6) in the form
Similarly, we sometimes replace "v − φ has a strict local minimum at x" by "φ touches v at x from below", and write (2.7) in the form
The reader should notice that if int D is empty, then a solution u to the infinity Laplace equation ∆ ∞ u = 0 also satisfies min{∆ ∞ u, |Du| − χ D } = 0.
2.2.
Patching and Jensen's equation. The main difficulty in proving the uniqueness of solutions for the infinity Laplace equation ∆ ∞ u(x) = 0 is the very severe degeneracy of the equation at the points where the gradient Du vanishes. To overcome this, several approximation methods have been introduced. The first one, due to Jensen [19] , was to use the equation
whose solutions are subsolutions of ∆ ∞ u = 0 and have (at least formally) a non-vanishing gradient. Another device, called "patching", appears in the papers by Barron and Jensen [4] and by Crandall, Gunnarsson and Wang [10] , and it is based on the use of the eikonal equation. We show below that these two methods actually coincide. This fact was mentioned in [10] , but no proof for it was given. The result will be crucial in the proof of our main uniqueness result, Theorem 4.1 below.
To proceed, we need some notation. We denote by Lip(u, B r (x)) = inf{L ∈ R : |u(z) − u(y)| ≤ L |z − y| for z, y ∈ B r (x)} the least Lipschitz constant for u on the ball B r (x). Let h : Ω → R be the unique viscosity solution to the infinity Laplace equation ∆ ∞ h = 0 in Ω with boundary values h = f on ∂Ω. Then h is everywhere differentiable, see [12] , and |Dh(x)| equals to the pointwise Lipschitz constant of h,
for every x ∈ Ω. Since the map x → L(h, x) is upper semicontinuous, see e.g. [9] , this implies that the set
is an open subset of Ω. Now, define the "patched solution" h ε : Ω → R by first setting
and then, for each connected component U of V ε and x ∈ U , defining
where d U (x, y) stands for the (interior) distance between x and y in U . The results collected in the following "patching lemma" are taken from [10] .
Now, let z ε : Ω → R be the unique viscosity solution to Jensen's equation (2.8) in Ω with z ε = f on ∂Ω. Then it holds that the patched solution coincides with the solution to (2.8).
Theorem 2.3. Let z ε ∈ C(Ω) be the solution to (2.8) and h ε be defined as above. Then z ε = h ε in Ω.
Proof. Without loss of generality, we may assume that ε = 1. Let us first show that h 1 is a supersolution to (2.8). Let φ ∈ C 2 (Ω) be such that h 1 − φ has a local minimum at x ∈ Ω. If x ∈ Ω \ V 1 , then as h(x) = h 1 (x) and h ≥ h 1 everywhere, we see that also h − φ has a local minimum at x ∈ Ω. Since h satisfies ∆ ∞ h = 0, this implies
as desired. On the other hand, if x ∈ V 1 , then |Dφ(x)|−1 ≤ 0 by Lemma 2.2, and again we have
Thus h 1 is a supersolution to (2.8).
To prove that h 1 is a subsolution to (2.8), let ϕ ∈ C 2 (Ω) be such that h 1 − ϕ has a local maximum at x ∈ Ω. We need to prove that ∆ ∞ ϕ(x) ≥ 0 and |Dϕ(x)| − 1 ≥ 0.
By Lemma 2.2, the first inequality holds no matter where x lies, and the second is true if x ∈ V 1 . Thus we only have to show that
see e.g. [9] for the second inequality. The proof of z 1 = h 1 is completed upon recalling the uniqueness result for (2.8) in [19] .
Existence of solutions. A variational approach
In this section, we prove the existence of a viscosity solution to the gradient constraint problem (2.4) by showing that solutions u p to
converge uniformly, as p → ∞, to a function that satisfies (2.4). In fact, we prove a slightly more general result and show that the convergence holds true even if we replace χ D in (3.9) by a non-negative function g ∈ L ∞ (Ω) for which D = {x ∈ Ω : g(x) > 0} and a certain non-degeneracy assumption is valid, see (3.10) below. We begin by recalling the definitions of a weak and viscosity solution for the equation ∆ p u = g, where g ≥ 0 is bounded but not necessarily continuous. Since we are mainly interested in what happens when p → ∞, we assume throughout this section that p > max{2, n}.
By a weak solution to the boundary value problem (3.9) we mean a function u ∈ W 1,p (Ω) ∩ C(Ω) that is a weak solution to ∆ p u = g in Ω and satisfies u = f on ∂Ω. We also suppose that f is Lipschitz continuous to begin with, and fix a Lipschitz function F : Ω → R such that F = f on ∂Ω, Lip(F, Ω) = Lip(f, ∂Ω), and ||F || L ∞ (Ω) = ||f || L ∞ (∂Ω) . Since p > n and f is Lipschitz, the conditions u ∈ W 1,p (Ω) ∩ C(Ω) and u = f on ∂Ω are equivalent to the statement that u − F ∈ W 1,p 0 (Ω), see [26] . Lemma 3.2. There exists a unique weak solution u ∈ W 1,p (Ω) ∩ C(Ω) to ∆ p u = g with fixed Lipschitz continuous boundary values f , and it is characterized as being a minimizer for the functional
in the set of functions {u ∈ W 1,p (Ω) : u = f on ∂Ω}.
Proof. The functional F p is coercive and weakly semicontinuous, hence the minimum is attained. Moreover, this minimum is a weak solution to ∆ p u = g in the sense of Definition 3.1. Uniqueness follows from the strict convexity of the functional. For details, we refer to Giusti's monograph [16] .
Due to the possible discontinuity of the right hand side g(x), we use semicontinuous envelopes when defining viscosity solutions. Denote
,
We recall that g * is lower semicontinuous, g * upper semicontinuous, and g * ≤ g ≤ g * . We assume that g is non-degenerate in the sense that
with D = {x ∈ Ω : g(x) > 0}. This condition is used in Theorem 3.6.
Thus (3.10) holds in this case. Observe also that since we assume that p ≥ 2, the equation ∆ p u = g is not singular at the points where the gradient vanishes, and thus
is well defined and continuous for any φ ∈ C 2 (Ω).
Definition 3.
3. An upper semicontinuous function u : Ω → R is a viscosity subsolution to ∆ p u = g in Ω if, whenever x ∈ Ω and ϕ ∈ C 2 (Ω) are such that u − ϕ has a strict local maximum at x, then
A lower semicontinuous function v : Ω → R is a viscosity supersolution to ∆ p u = g in Ω if, whenever x ∈ Ω and φ ∈ C 2 (Ω) are such that v − φ has a strict local minimum at x, then
Finally, a continuous function h : Ω → R is a viscosity solution to ∆ p u = g in Ω if it is both a viscosity subsolution and a viscosity supersolution. Proof. Let x ∈ Ω and choose a test function φ touching u at x from below, that is, u(x) = φ(x) and u − φ has a strict minimum at x. We want to show
If this is not the case, then there exists a radius r > 0 such that
for every y ∈ B r (x). Set m = inf |y−x|=r (u−φ)(y) and let ψ(y) = φ(y)+m/2. This function ψ verifies ψ(x) > u(x) and
which, upon integration by parts, implies that ψ is a weak subsolution to ∆ p u = g in B r (x). Thus we have that ψ ≤ u on ∂B r (x), u is a weak solution and ψ a weak subsolution to ∆ p v = g, which by the comparison principle (for weak solutions) implies that u ≥ ψ in B r (x). But this contradicts the inequality ψ(x) > u(x). This proves that u is a viscosity supersolution. The proof of the fact that u is a viscosity subsolution runs along similar lines.
Next we prove that there is a subsequence of weak solutions to
that converges uniformly as p → ∞.
Lemma 3.5. There exists a function u ∞ ∈ W 1,∞ (Ω) and a subsequence of solutions to the above problem, (3.11), such that
Proof. Recall that we assumed that f is Lipschitz continuous. Let h p be the unique p-harmonic function with boundary values f , that is,
Now we can use u p − h p ∈ W 1,p 0 (Ω) (note that u p and h p agree on ∂Ω) as a test-function in the weak formulations of ∆ p u = g and (3.12), and by subtracting the resulting equations obtain
Using the well-known vector inequality
and Hölder's and Sobolev's inequalities (see [15, p.164] for the constants), this yields
where ω n is the measure of unit ball in R n , |Ω| the measure of Ω, and denotes the averaged integral Ω =
1
|Ω| Ω . Thus
, and if n < m < p, Hölder's inequality gives
We infer from Morrey's inequality that the sequence {u p −h p } p≥m is bounded in C 0,1−n/m (Ω), the space of (1−n/m)-Hölder continuous functions. Thus, in view of Arzelà-Ascoli's theorem, there is v ∈ C(Ω) such that (up to selecting a subsequence) u p − h p → v as p → ∞. Since the constant on the righthand side of (3.13) is independent of m, a diagonal argument shows that v ∈ W 1,∞ (Ω). Moreover, as h p → h uniformly in Ω, where h ∈ W 1,∞ (Ω) is the unique solution to ∆ ∞ h = 0 that agrees with f on ∂Ω (see [19] ), we have that
Theorem 3.6. A uniform limit u ∞ of a subsequence u p as p → ∞ is a viscosity solution to (2.4).
Proof. From the uniform convergence it is clear that u ∞ is continuous and satisfies u ∞ = f on ∂Ω.
Next, to show that u ∞ is a supersolution, assume that u ∞ − φ has a strict minimum at x ∈ Ω. We have to check that (3.14)
By the uniform convergence of u p to u ∞ there are points x p such that u p − φ has a minimum at x p and x p → x as p → ∞. At those points we
Let us suppose that |Dφ(x)| > χ D (x), since otherwise (3.14) clearly holds. Then |Dφ(x)| > 0, and hence |Dφ(x p )| > 0 for p large enough by continuity. Thus we may divide by (p−2)|Dφ(x p )| p−4 in the inequality above and obtain
In view of (3.15), this gives again ∆ ∞ φ(x) ≤ 0. Thus (3.14) is valid.
To show that u ∞ is also a subsolution to (2.4), we fix ϕ ∈ C 2 (Ω) such that u ∞ − ϕ has a strict maximum at x ∈ Ω. We have to check that
By the uniform convergence of u p to u ∞ , there are points x p such that u p −ϕ has a maximum at x p and x p → x as p → ∞. At those points we have
If x / ∈ int D and |Dϕ(x)| = 0, then (3.16) clearly holds. On the other hand, if x ∈ int D, then by (3.10), g * (x p ) > 0 for p large. In view of (3.17), this implies that we must have Dϕ(x p ) = 0. Thus, we can divide in (3.17)
, the right side of (3.18) tends to infinity, whereas the left side remains bounded, a contradiction. Therefore we must also have |Dϕ(x)| − χ int D (x) ≥ 0, which concludes the proof. Theorem 3.6 says that the boundary value problem (2.4) has a solution if f is assumed to be Lipschitz. Owing to Jensen's uniqueness results, this restriction can be removed.
Theorem 3.7. The gradient constraint problem (2.4) has at least one solution for any f ∈ C(∂Ω) and D ⊂ Ω.
Proof. Let f j be a sequence of Lipschitz functions converging to f uniformly on ∂Ω and let u j be a solution to (2.5) such that u j = f j on ∂Ω, provided by Theorem 3.6. Since u j is a subsolution to the infinity Laplace equation, for every Ω ′ ⊂⊂ Ω there is C > 0 such that
see e.g. [2] . Thus, up to selecting a subsequence, there is a locally Lipschitz continuous u such that u j → u locally uniformly. Moreover, it follows from the standard stability results for viscosity solutions, see [13] , that u is a solution to (2.5).
Thus we only need to prove that u = f on ∂Ω. Let h j and z j be the unique solutions to the infinity Laplace equation and Jensen's equation (2.8) (with ε = 1), respectively, such that h j = z j = f j on ∂Ω. By comparison, z j ≤ u j ≤ h j on Ω, and hence z ≤ u ≤ h on Ω, where h and z are the unique solutions to the infinity Laplace equation and (2.8), respectively, with h = z = f on ∂Ω (cf. [19, Corollary 3.14] ). In particular, u = f on ∂Ω, as desired.
We close this section by proving a sharp a priori bound for the solutions of (2.4) that are obtained using the p-Laplace approximation. To this end, we will again assume that f is Lipschitz and recall that F denotes a Lipschitz
Proof. Recall that we have denoted by u p the minimizer of
This together with Hölder's inequality implies
By combining (3.19) and (3.20) , we obtain
where the positive constant C depends on n, Ω, f and g, but is independent of p for p > n. Observe that
and recall the preliminary bound
that was obtained in course of the proof of Lemma 3.5. Combining these facts with (3.21) we get
This ends the proof.
Remark 3.9. For future reference, we note that all the results in this section, except for Theorem 3.6, hold for any bounded g without any sign restrictions.
Uniqueness and comparison results
In this section, we show that under a suitable topological assumption on D, the problem (2.4), that is, min{∆ ∞ u, |Du|−χ D } = 0 with fixed boundary values, u = f on ∂Ω, has a unique solution. In addition, if the condition is not satisfied, the uniqueness is lost. To prove Theorem 4.1, we show that a solution u of (2.4) can be characterized in the following way. Let h ∈ C(Ω) be the unique solution to ∆ ∞ h = 0 satisfying h = f on ∂Ω, and denote
recall that h is everywhere differentiable, as proved in [12] . Let further z ∈ C(Ω) be the unique solution to the Jensen's equation
with the boundary values z on ∂B and f on ∂Ω is unique, and thus u is unique.
Proof. Observe first that since u is a supersolution of the Jensen's equation (4.22) and u = z on ∂Ω, we have u ≥ z in Ω. On the other hand, since ∆ ∞ u ≥ 0 and u = h on ∂Ω, we have u ≤ h in Ω. Thus
Next we recall Theorem 2.3, which implies that
in Ω \ A, and, in particular, that ∆ ∞ u(x) = 0 in Ω \ A. Moreover, as ∆ ∞ u = 0 in Ω \ D by the fact that it satisfies (2.4), we have
To prove that u = z in B we argue by contradiction and suppose that there isx ∈ int B such that u(x) − z(x) > 0. If u were smooth, we would have |Du(x)| ≥ 1 by the second part of the equation, and from ∆ ∞ u ≥ 0 it would follow that t → |Du(γ(t))| is non-decreasing along the curve γ for which γ(0) =x andγ(t) = Du(γ(t)). Using this information and the fact that |z(x) − z(y)| ≤ |x − y| in A, we could then follow γ to ∂A to find a point y where u(y) > z(y); but this is a contradiction since u and z coincide on ∂A.
To overcome the fact that u need not be smooth and to make the formal steps outlined above rigorous, let δ > 0 and
be the standard sup-convolution of u. Observe that since u is bounded in Ω, we in fact have
. We assume that δ > 0 is so small that
Regarding the second condition, recall that u δ → u locally uniformly when δ → 0, and that u = z on ∂A.
Next we observe that since u is a solution to (2.4), it follows that ∆ ∞ u δ ≥ 0 and |Du δ | − χ (int D) δ ≥ 0 in Ω δ ; see e.g. [20] . In particular, since u δ is semiconvex and thus twice differentiable a.e., there exists
u δ is (twice) differentiable at x 0 , and
Now let r 0 = 1 2 dist(x 0 , ∂A δ ) and let x 1 ∈ ∂B r 0 (x 0 ) be a point such that max
Since ∆ ∞ u δ ≥ 0, the increasing slope estimate, see [9] , implies
and using the increasing slope estimate again yields
and
Repeating this construction gives a sequence (x k ) such that x k → a ∈ ∂A δ as k → ∞ and
On the other hand, since |z(x) − z(y)| ≤ |x − y| whenever the line segment [x, y] is contained in A (see [10] ), we have
Thus, by continuity,
But this is impossible because a ∈ ∂A δ . Hence the theorem is proved. 
This follows from the fact that for x ∈ Ω \ A, z(x) = h(x) by Theorem 2.3.
In addition to uniqueness, we also have a comparison principle for the equation min{∆ ∞ u, |Du| − χ D } = 0. Proof. Let u be the unique solution to (2.4). We will show that v 1 ≤ u and u ≤ v 2 in Ω.
Since v 2 is a supersolution to Jensen's equation (4.22), we have by Jensen's comparison theorem [19] 
Then v α is a solution to (2.4) for every α ∈ [L, 1].
Proof. We show first that v α is a subsolution to min{∆ ∞ u, |Du| − χ D } = 0. To this end, as int D = ∅, we only have to verify that
This is clearly true in Ω \ D, so let us suppose thatx ∈ Ω and ϕ ∈ C 2 (Ω) are such that v α − ϕ has a strict local maximum atx ∈ D. Since for each
is a viscosity subsolution of the infinity Laplace equation, it follows that
is a subsolution as well. By the comparison principle, this implies that
for all x ∈ Ω. In particular, since v α (x) = g(x), this means that also g − ϕ has a strict local maximum atx. As g is a subsolution, this implies ∆ ∞ ϕ(x) ≥ 0, as desired.
To show that v α is a supersolution it suffices to prove that |Dv α | − 1 ≤ 0 in D. But this is evident from the fact that Lip(v α , Ω) = α ≤ 1, which holds because v α is the absolutely minimizing Lipschitz extension of its boundary values to Ω \ D, see e.g. [9] , and L ≤ α.
Remark 4.7. In the special case of zero boundary values f ≡ 0, Lemma 4.6 says that v α , the unique function that satisfies
Note also that when int(D) = ∅ and D contains more than a single point, there are more solutions to (2.4) than just the ones described in Lemma 4.6. In fact, let us take any subset A ⊂ D and let z be the solution to
Then αz is also a solution to 
and define w : Ω → R by
Then w is a solution to
Proof. Let us first show that w is a supersolution. Let φ ∈ C 2 (Ω) be a function touching w from below at
This clearly implies
and we have shown that w is a supersolution.
To check that w is also a subsolution, we fix a function ϕ ∈ C 2 (Ω) touching w from above at x ∈ Ω. We want to show that
by (4.26) . On the other hand, if x ∈ int D, then it suffices to show that ∆ ∞ ϕ(x) ≥ 0. This is clearly true if x ∈ Ω \ int D, so we may assume that x ∈ ∂(int D). But by Theorem 4.2, u 0 (x) = z(x), where z is the unique solution to Jensen's equation (4.22) , and u 0 ≥ z in Ω, so that ϕ touches also z from above at x. Hence ∆ ∞ ϕ(x) ≥ 0, and we are done.
Lemma 4.8 above shows that the uniqueness question in the general case reduces to the uniqueness for (4.27) . This type of situation was already dealt with in Lemma 4.6. However, the reader should notice that in (4.27), Lip(f 0 ) = 1, and thus Lemma 4.6 cannot be used to deduce that there are more than one solution.
Next On the other hand, it follows from Theorem 4.2 that u is the unique solution to min{∆ ∞ u, |Du| − χ B 1 (0) } = 0 satisfying the boundary condition u = 0 on ∂Ω. Thus, owing to Theorem 4.5, we also have v ≤ u, since v is a subsolution to the previous equation as well.
For the second example, we need the following lemma: Lemma 4.10. Let u 0 be the unique solution to
Then u 0 is the largest solution to (2.4).
Proof. We only need to show that u 0 is a solution to (2.4) as its maximality then follows directly from the comparison principle, Theorem 4.5. To this end, we first show that u 0 is a supersolution. Let φ ∈ C 2 (Ω) be a function touching u 0 from below at x ∈ Ω. Then, by (4.28),
Thus u 0 is a supersolution to (2.4). The subsolution case is quite similar. Let ϕ ∈ C 2 (Ω) be a function touching u 0 from above at x ∈ Ω. By int(int D) = int D and (4.28), it follows that
Thus u 0 is also a subsolution to (2.4). Let u be the unique solution to
Then, by Lemma 4.10, u is a solution to (2.4). Moreover, by Theorem 4.2,
for all x ∈ D 0 . By Lemma 4.8, equation (4.27) , which in this case reads
determines the uniqueness of a solution to (2.4). We show that there exist several solutions for this problem.
Choose x 0 ∈ Ω \ D 0 so that − dist(x, ∂Ω) is not differentiable at x 0 , and let u 1 be the unique function such that
We can now check that u 1 is a solution to (4.29). Indeed, that u 1 is subsolution follows easily, because int{x 0 } = ∅,
and there are no C 2 functions touching u 1 from above at x 0 . To show that u 1 is also a supersolution, let φ ∈ C 2 (Ω \ D 0 ) be a function touching u 1 from below at x ∈ Ω \ D 0 . The case x ∈ Ω \ (D 0 ∪ {x 0 }) is again clear, and we may assume that x = x 0 . Since ||Du 1 || L ∞ (Ω) ≤ 1 by the definition of u 1 and properties of infinity harmonic functions, it follows that |Dφ(x 0 )| ≤ 1 = χ D (x 0 ). Hence we have shown that u 1 is also a supersolution to (2.4).
Finally, let us observe that u(x 0 ) = u 1 (x 0 ). The reason is that u is, as a solution to the infinity Laplace equation ∆ ∞ h = 0, differentiable at x 0 (see [12] ), but u 1 is not, because it touches − dist(x, ∂Ω) from above at x 0 .
4.2.
Minimal and maximal solutions. It turns out that the boundary value problem (2.4) has always a maximal and a minimal solution. The maximal solutionū has been characterized in Lemma 4.10, and the minimal solution u can be constructed as follows. Given any D ⊂ Ω, define
By the comparison principle, Theorem 4.5, the sequence (u i ) is monotone, and, as each u i is a subsolution to the infinity Laplace equation, locally equicontinuous. Moreover, u 1 ≤ u i ≤ h in Ω, where ∆ ∞ h = 0 in Ω and h = f on ∂Ω. Hence u i → u locally uniformly in Ω for some u satisfying u = f on ∂Ω. It follows easily from the standard stability results for viscosity solutions that u is a solution to (2.4). Moreover, Theorem 4.5 implies that any solution v to (2.4) satisfies v ≥ u i for all i's, and hence u must be the minimal solution. We will give an alternative characterization for the minimal solution in Section 5 below. In Theorem 3.6, we proved the existence of a solution to (2.4) using pLaplace approximation. Next we show that this "variational" solution is, in general, neither the minimal nor the maximal solution. Since |D| = 0, it follows that the unique solution u p to
is u p ≡ 0. Hence, in this case, the (unique) variational solution is the maximal solutionū(x) ≡ 0. Now if Ω and f are as above, and D = Ω ∩ (R \ Q) n (that is, D consists of points in Ω with irrational coordinates), then, again by Lemma 4.6, the maximal solution isū(x) ≡ 0 and the minimal solution u(x) = |x| − 1. However, since χ D (x) = 1 a.e., it follows that u p is a solution also to ∆ p v = 1 in Ω. Then it is well-known, see e.g. [5] and the references therein, that u p → − dist(x, ∂Ω) = u(x) as p → ∞. Hence, in this case, the (unique) variational solution is the minimal solution u(x). However, the results in [5] imply that
in B 3 \ B 2 and that u ∞ is a solution to the infinity Laplace equation in B 2 ; thus in this case the (unique) variational solution u ∞ is neither the minimal nor the maximal solution.
Games
In this section, we consider a variant of the tug-of-war game introduced by Peres, Schramm, Sheffield and Wilson in [27] , and show that the value functions of this game converge, as the step size tends to zero, to the minimal solution of (2.4).
As before, let Ω be a bounded open set and D ⊂ Ω. For a fixed ε > 0, consider the following two-player zero-sum-game. If x 0 ∈ Ω \ D, then the players play a tug-of-war game as described in [27] , that is, a fair coin is tossed and the winner of the toss is allowed to move the game token to any x 1 ∈ B ε (x 0 ). On the other hand, if x 0 ∈ D ∩ Ω, then Player II, the player seeking to minimize the final payoff, can either sell the turn to Player I with the price −ε or decide that they toss a fair coin and play tug-of-war. If Player II sells the turn, then Player I can move the game token to any x 1 ∈ B ε (x 0 ). After the first round, the game continues from x 1 according to the same rules.
This procedure yields a possibly infinite sequence of game states x 0 , x 1 , . . . where every x k is a random variable. The game ends when the game token hits Γ ε , the boundary strip of width ε given by
We denote by x τ ∈ Γ ε the first point in the sequence of game states that lies in Γ ε , so that τ refers to the first time we hit Γ ε . At this time the game ends with the terminal payoff given by F (x τ ), where F : Γ ε → R is a given Borel measurable continuous payoff function. Player I earns F (x τ ) while Player II earns −F (x τ ).
A strategy S I for Player I is a function defined on the partial histories that gives the next game position S I (x 0 , x 1 , . . . , x k ) = x k+1 ∈ B ε (x k ) if Player I wins the toss. Similarly Player II plays according to a strategy S II . In addition, we define a decision variable, which tells when Player II decides to sell a turn θ(x 0 , . . . , x k ) = 1, x k ∈ D and Player II sells a turn, 0, otherwise.
The one step transition probabilities will be
By using the Kolmogorov's extension theorem and the one step transition probabilities, we can build a probability measure P x 0 S I ,S II ,θ on the game sequences. The expected payoff, when starting from x 0 and using the strategies S I , S II , is
where F : Γ ε → R is the given continuous function prescribing the terminal payoff.
The value of the game for Player I is given by
while the value of the game for Player II is given by
Intuitively, the values u ε I (x 0 ) and u ε II (x 0 ) are the best expected outcomes each player can guarantee when the game starts at x 0 . Observe that if the game does not end almost surely, then the expectation (5.30) is undefined. In this case, we define E x 0 S I ,S II ,θ to take value −∞ when evaluating u ε I (x 0 ) and +∞ when evaluating u ε II (x 0 ). We start the analysis of our game with the statement of the Dynamic Programming Principle (DPP). If u ε I = u ε II , we say that the game has a value. Our game has a value, but we postpone the proof of this fact until Theorem 5.7. First we prove that the value u ε of the game converges to the minimal solution of (2.4).
Theorem 5.2. Let u ε be the family of game values for a Lipschitz continuous boundary data F , and let u be the minimal solution to (2.4) with F = f on ∂Ω. Then
As a first step, we prove that, up to selecting a subsequence, u ε → u as ε → 0 for some Lipschitz function u. Proof. Since Ω is bounded, it suffices to prove asymptotic Lipschitz continuity for the family u ε and then use the asymptotic version of Arzelà-Ascoli lemma from [24] . We prove the required oscillation estimate by arguing by contradiction: If there exists a point where the oscillation
is large compared to the oscillation of the boundary data, then the DPP takes the same form as for the standard tug-of-war game. Intuitively, the tug-of-war never reduces the oscillation when playing to sup or inf directions. Thus we can iterate this idea up to the boundary to show that the oscillation of the boundary data must be larger than it actually is, which is the desired contradiction.
To be more precise, we claim that
for all x ∈ Ω. Aiming for a contradiction, suppose that there exists x 0 ∈ Ω such that A(x 0 ) > 4 max{Lip(F ); 1}ε. In this case, we have that
The reason is that the alternative 1 2 sup
which is a contradiction with A(x 0 ) > 4 max{Lip(F ); 1}ε. It follows from (5.31) that
Let η > 0 and take x 1 ∈ B ε (x 0 ) such that
We obtain
and, since x 0 ∈ B ε (x 1 ), also
Arguing as before, (5.31) also holds at x 1 , since otherwise the above inequality would lead to a contradiction similarly as (5.32) for small enough η. Thus
Iterating this procedure, we obtain x i ∈ B ε (x i−1 ) such that
We can proceed with an analogous argument considering points where the infimum is nearly attained to obtain x −1 , x −2 ,... such that x −i ∈ B ε (x −(i−1) ), and (5.33) and (5.34) hold. Since u ε is bounded, there must exist k and l such that x k , x −l ∈ Γ ε , and we have
for every x ∈ Ω.
In order to prove Theorem 5.2, we define a modified game: the difference to the previous game is that Player II can sell turns in the whole Ω and not just when the token is in D. We refer to our original game as D-game and to the modified game as Ω-game. It will be shown in Theorem 5.6 that this game has a value u ε = u ε I = u ε II . We start by showing that the value of the game converges to the unique solution of Jensen's equation min{∆ ∞ u, |Du| − 1} = 0.
Theorem 5.5. Let u ε be the family of values of the Ω-game for a Lipschitz continuous boundary data F , and let u be the unique solution to (4.22) with u = F on ∂Ω. Then
Proof. The convergence of a subsequence to a Lipschitz continuous function u follows by the same argument as in Theorem 5.3.
By pulling towards a boundary point, we see that u = F on ∂Ω, and we can focus our attention on showing that u satisfies Jensen's equation in the viscosity sense. To establish this, we consider an asymptotic expansion related to our operator.
Fix a point x ∈ Ω and φ ∈ C 2 (Ω). Let x ε 1 and x ε 2 be a minimum point and a maximum point, respectively, for φ in B ε (x). As in [23] , we obtain the asymptotic expansion min 1 2 max
Suppose that u − φ has a strict local minimum at x and that Dφ(x) = 0. By the uniform convergence, for any η ε > 0 there exists a sequence (x ε ) converging to x such that
that is, u ε − φ has an approximate minimum at x ε . Moreover, considering φ = φ − u ε (x ε ) − φ(x ε ), we may assume that φ(x ε ) = u ε (x ε ). Thus, by recalling the fact that u ε satisfies the DPP, we obtain
By choosing η ε = o(ε 2 ), using (5.35) and dividing by ε 2 , we have
Since Dφ(x) = 0, by letting ε → 0, we conclude that
This shows that u is a viscosity supersolution to Jensen's equation (4.22) , provided that Dφ(x) = 0. On the other hand, if Dφ = 0, then ∆ ∞ φ(x) = 0 and the same conclusion follows.
To prove that u is a viscosity subsolution, we consider a function ϕ that touches u from above at x ∈ Ω and observe that a reverse inequality to (5.35) holds at the point of touching. Arguing as above, one can deduce that ∆ ∞ ϕ(x) ≥ 0 and |Dϕ(x)| − 1 ≥ 0.
To finish the proof, we observe that since the viscosity solution of (4.22) is unique, all the subsequential limits of (u ε ) are equal.
Next we prove that the value u ε of the D-game converges to the minimal solution of min{∆ ∞ u, |Du| − χ D } = 0.
Proof of Theorem 5.2. Let h ε , u ε and z ε denote the values of the standard tug-of-war, the D-game, and the Ω-game, respectively. Since Player II has more options in D-game and again more in Ω-game, we have
As in the proof of Theorem 4.2, we denote by h the unique solution to the infinity Laplace equation,
and by z the unique solution to the Jensen's equation (4.22) . We claim that
Striving for a contradiction, suppose that there is x 0 ∈ B such that
for all ε > 0. We recall from Theorem 5.5 and [27] that z ε → z and h ε → h uniformly in Ω.
Moreover, Theorem 2.3 implies that z(x) = h(x) in Ω \ A and this together with (5.36) yields
in Ω \ A with a uniform error term.
We will next show that δ(x 0 ) := sup
Indeed, looking at the DPP in Lemma 5.1, we have two alternatives. The first alternative is
and sup
u ε (y), (5.40) from which we deduce δ(x 0 ) > ε. The second alternative is
which implies δ(x 0 ) = ε, and the claim (5.39) follows.
Let η > 0 and choose a point x 1 so that
It follows from (5.39) that u ε (
Moreover, in the case of the first alternative at x 1 it holds that δ(x 1 ) ≥ ε − η2 −1 by the equation similar to (5.40), and in the case of the second alternative, the equation similar to (5.41) implies that δ(x 1 ) = ε. We iterate the argument and obtain a sequence of points (x k ) such that
The sequence exits A in a finite number of steps, i.e., there exists a first point x k 0 in the sequence such that x k 0 ∈ Ω \ A. This follows from (5.42) and the boundedness of u ε . On the other hand, since |z(x) − z(y)| ≤ |x − y| whenever the line segment [x, y] is contained in A (see [10] ), we have
where the term Cε is due to the last step being partly outside A. By this estimate, (5.38) and (5.42), we obtain
This gives a contradiction with (5.37) provided we choose η and ε small enough.
We have
But in A \ D, the D-game is just a tug-of-war, and by [27] , u ε converges to the unique solution to
This ends the proof. Now let us show that there is a value for the Ω-game.
Theorem 5.6. The Ω-game has a value, i.e. u ε I = u ε II .
Proof. By definition, u ε I ≤ u ε II , and thus it remains to prove the opposite inequality. Observe that by pulling towards a boundary point, Player II can end the game almost surely and thus u ε II < ∞. Let δ(x) := sup
Suppose that Player I uses a strategy S 0 I , in which she always chooses to step to a point that almost maximizes u ε II , that is, to a point
for a fixed η > 0. We claim that m k = u ε II (x k ) − η2 −k is a submartingale. Indeed, it follows by the DPP that (5.43) and thus
From the submartingale property it follows that the limit lim k→∞ m τ ∧k exists by the martingale convergence theorem. Furthermore, at every point
Thus δ(x) ≥ ε always. On the other hand, there are arbitrary long sequences of moves made by Player I. Indeed, if Player II sells a turn, then Player I gets to move, and otherwise this is a consequence of the zero-one law. Since m k is a bounded submartingale, these two facts imply that the game must end almost surely.
By a similar argument utilizing the fact δ(x) ≥ ε, we see that
is a submartingale as well. It then follows from Fatou's lemma and the optional stopping theorem that
This implies that u ε I ≥ u ε II .
Now, let us prove the analogous statement for the D-game.
Theorem 5.7. The D-game has a value, i.e. u ε I = u ε II . Proof. The proof is quite similar to the proof of Theorem 5.6, but when tug-of-war is played outside D we have to make sure that
is large enough. This is done by using the backtracking strategy, cf. Theorem 2.2 of [27] .
Fix η > 0 and a starting point x 0 ∈ Ω, and set δ 0 = min{δ(x 0 ), ε}/2. We suppose for now that δ 0 > 0, and define
Observe that D ⊂ X 0 by estimates similar to (5.44) and (5.45).
We consider a strategy S 0 I for Player I that distinguishes between the cases x k ∈ X 0 and x k / ∈ X 0 . First, if x k ∈ X 0 , then she always chooses to step to a point x k+1 satisfying
where η k+1 ∈ (0, η] is small enough to guarantee that x k+1 ∈ X 0 . Thus if x k ∈ X 0 and Player I gets to choose the next position (by winning the coin toss or through the selling of the turn by the other player), for
On the other hand, if Player II wins the toss and moves from x k ∈ X 0 to x k+1 ∈ X 0 , it holds, in view of (5.43), that
In the case x k / ∈ X 0 , we set
where y k denotes the last game position in X 0 up to time k, and d k is the distance, measured in number of steps, from x k to y k along the graph spanned by the previous points y k = x k−j , x k−j+1 , . . . , x k that were used to get from y k to x k . The strategy for Player I in this case is to backtrack to y k , that is, if she wins the coin toss, she moves the token to one of the points
Thus if Player I wins and x k / ∈ X 0 (whether x k+1 ∈ X 0 or not),
To prove the desired submartingale property for m k , there are three more cases to be checked. If Player II wins the toss and he moves to a point x k+1 / ∈ X 0 (whether x k ∈ X 0 or not), it holds that
If Player II wins the coin toss and moves from x k / ∈ X 0 to x k+1 ∈ X 0 , then
where the first inequality is due to (5.43), and the second follows from the fact
Taking into account all the different cases, we see that m k is a bounded (from above) submartingale, and since Player I can assure that m k+1 ≥ m k +δ 0 if she wins a coin toss, the game must again terminate almost surely. We can now conclude the proof similarly as in the case of Theorem 5.6; recall that δ(x k ) ≥ ε whenever x k in D.
Finally, let us remove the assumption that δ(x 0 ) > 0. If δ(x 0 ) = 0 for x 0 ∈ X, then Player I adopts a strategy of pulling towards a boundary point until the game token reaches a point
Thus we can repeat the proof also in this case.
L ∞ -viscosity solutions
In this section, we outline another approach to the problem (2.4)
The idea is to regard χ D as a bounded, measurable function, defined only up to a set of measure zero, and to accommodate the set of test-functions to this interpretation. This point of view fits well with the approximation of (2.4) by the equations ∆ p u p = χ D , but it turns out to be incompatible with the game approach at least in some cases.
6.1. The approximating p-Laplace equations. We begin by recalling the definition of L ∞ -viscosity solutions for the approximating p-Laplace equations. For simplicity, we consider only the equation
and leave the more general version ∆ p u = g, with g non-negative and bounded, to the reader. As before, the boundary conditions are understood in the classical sense. For more on L ∞ -viscosity solutions, see e.g. [6] .
Definition 6.1. A continuous function u : Ω → R is an L ∞ -viscosity subsolution of (6.46) if, whenever x ∈ Ω and ϕ ∈ W 2,∞ loc (Ω) are such that u − ϕ has a strict local maximum at x, then ess limsup
A continuous function v : Ω → R is an L ∞ -viscosity supersolution of (6.46) if, whenever x ∈ Ω and φ ∈ W 2,∞ loc (Ω) are such that v − φ has a strict local minimum at x, then ess liminf
Finally, a continuous function h : Ω → R is an L ∞ -viscosity solution of (6.46) if it is both a viscosity subsolution and a viscosity supersolution. Proof. The proof is almost the same as that of Proposition 3.4. The difference is that the counter proposition holds almost everywhere. Nonetheless, the proof utilizes weak solutions and thus a set of measure zero makes no difference. We leave the details to the reader. A continuous function v : Ω → R is an L ∞ -viscosity supersolution of (2.5) if, whenever x ∈ Ω and φ ∈ W 2,∞ loc (Ω) are such that v − φ has a strict local minimum at x, then ess liminf
Finally, a continuous function h : Ω → R is an L ∞ -viscosity solution of (2.5) if it is both a viscosity subsolution and a viscosity supersolution.
Our next result says that L ∞ -viscosity solutions are viscosity solutions (in the sense of Definition 2.1). This holds for subsolutions and supersolutions as well. However, the converse is not true, as explained after Corollary 6.5. Proof. Let us first prove the claim about subsolutions. Let ϕ ∈ C 2 (Ω) and x ∈ Ω be such that u − ϕ has a strict local maximum at x. We want to show that
Since u is an L ∞ -viscosity subsolution to (2.4), we have
Observe that since the map y → ∆ ∞ ϕ(y) is continuous, we immediately have
is continuous in a neighborhood of x, and (6.48) implies (6.47) as desired. On the other hand, if x ∈ int D, then |Dϕ(x)| − χ int D (x) ≥ 0 holds trivially, and we are done.
To prove the supersolution case, let φ ∈ C 2 (Ω) and x ∈ Ω be such that u − φ has a strict local minimum at x. We want to show that
Since u is an L ∞ -viscosity supersolution to (2.4), we have 
has measure zero. Then the problem (2.4) has a unique L ∞ -viscosity solution.
Finally, we address the question of existence of L ∞ -viscosity solutions. Recall from Lemma 3.5 that if f is Lipschitz, there exists a subsequence of (u p ), where ∆ p u p = χ D in Ω and u = f on ∂Ω, and a function u ∞ ∈ W 1,∞ (Ω) such that lim p→∞ u p (x) = u ∞ (x) uniformly in Ω. We already know that u ∞ is a viscosity solution to (2.4), and next we show that it is also an L ∞ -viscosity solution to this equation. Lemma 6.7. A uniform limit u ∞ of a subsequence u p as p → ∞ is an L ∞ -viscosity solution to (2.4).
Proof. That u = f on ∂Ω is immediate from the uniform convergence. Now, let us first check that u ∞ is an L ∞ -viscosity subsolution. To this end, let us fix ϕ ∈ W 2,∞ loc (Ω) such that u − ϕ has a strict local maximum at some x ∈ Ω. By the uniform convergence of a subsequence u p to u ∞ there are points x p such that u p − ϕ has a minimum at x p and x p → x as p → ∞. At those points we have ess limsup We argue by contradiction, and suppose that there is r > 0 and ε > 0 such that ∆ ∞ ϕ ≤ −ε < 0 a.e. in B r (x).
Observe that this implies |Dϕ| > 0 a.e. in B r (x). Denoting
we have
a.e. in B r (x). In particular, for p large enough this expression is negative, and hence we have that We again argue by contradiction, and suppose that there is r > 0 and ε > 0 such that |Dϕ| − χ D ≤ −ε < 0 a.e. in B r (x).
Thus |B r (x) \ D| = 0 and |Dϕ| ≤ 1 − ε a.e. in B r (x). This implies that
a.e. in B r (x). The last expression on the right is negative if p is large enough, and we arrive to a contradiction by arguing as above. Hence (6.52) is valid, and together with (6.51) this implies that u ∞ is an L ∞ -viscosity subsolution to (2.4).
To prove that u ∞ is also an L ∞ -viscosity supersolution, we fix φ ∈ W 7.1. The case Lip(f, ∂Ω) ≤ 1. The solution to (7.53) for a given p admits a variational characterization, namely, it is the unique minimizer of the functional
in the set K p = {u ∈ W 1,p (Ω) : u = f on ∂Ω}.
We proved in Lemma 3.8 that any subsequential limit u ∞ of u p 's satisfies However, if Lip(f, ∂Ω) > 1, then it is not so easy to identify u ∞ as a minimizer of some variational problem, and we have to do something else.
7.2. The general case. Let g be continuous and non-negative. Then the non-degeneracy condition (3.10) clearly holds, and thus Lemma 3.6 implies that any subsequential limit u ∞ of u p 's is a viscosity solution to Theorem 7.1. Let g ≥ 0 be continuous. Then, the limit of the solutions u p as p → ∞ is characterized by being the unique solution to (7.54) with boundary datum f . In particular, the limit depends on g only through the set supp(g) ∩ {x ∈ Ω : |Dh(x)| < 1}, where h stands for the unique solution to the infinity Laplace equation with h = f on ∂Ω.
