Previous testing of the ability to set a luminous line to the direction of gravity in passively-tilted subjects, in darkness, has revealed a remarkable pattern of systematic errors at tilts beyond 60°, as if body tilt is undercompensated or underestimated (Aubert or A-effect). We investigated whether these consistent deviations from orientation constancy can be avoided during active body tilt, where more potential cues about body tilt (e.g. proprioception and efference copy) are available. The effects of active body tilt on the subjective vertical and on the perception of self tilt were studied in six subjects. After adopting a laterally-tilted posture, while standing in a dark room, they indicated the subjective vertical by adjusting a visual line and gave their verbal estimate of head orientation, expressed on a clock scale. Head roll tilts covered the range from − 150°to + 150°. The subjective vertical results showed no sign of improvement. Actively-tilted subjects still exhibited the same pattern of systematic errors that characterised their performance during passive tilt. Random errors in this task showed a steep monotonic increase with tilt angle, as in earlier passive tilt experiments. By contrast, verbal head-tilt estimates in the active experiments showed a clear improvement and were now almost devoid of systematic errors, but the noise level remained high. Various models are discussed in an attempt to clarify how these task-related differences and the selective improvement of the self-tilt estimates in the active experiments may have come about.
Introduction
In this paper we investigated the ability of human subjects to align the orientation of a visual line to the direction of gravity (subjective vertical). Subjects can perform this task very accurately when the head is in the upright position but make systematic errors when they are subjected to lateral body tilt. Two types of systematic errors, with opposite sign, have often been reported in the literature (for reviews see Howard, 1982 Howard, , 1986 Young, 1984) . For moderate tilts (B 60°) it is not uncommon to find that the final setting of the visual line deviates from the true vertical in a direction opposite to the head tilt (E-effect). For larger tilts, the opposite type of systematic error is found consistently (Aubert or A-effect). The A-effect is a robust phenomenon with amplitudes up to 40°.
The possible mechanisms underlying these systematic errors have been subject of extensive debate (see Young, 1984; Bronstein, 1999; Mittelstaedt, 1999; Van Beuzekom & Van Gisbergen 2000) . An obvious possibility that comes to mind is that faulty detection of head tilt is to blame. However, it has been reported by two groups (Mittelstaedt 1983; Mast & Jarchow 1996) that if subjects are requested to rotate themselves into a 90°tilt position using a vestibular chair, they are quite able to do so. Yet, when subsequently asked to set a line to the vertical, substantial A-effects emerge. These results indicate that poor-quality gravicentric signals cannot be held directly responsible for the systematic errors in external space perception.
When we investigated this issue for passive wholebody tilts across the entire range (Van Beuzekom & Van Gisbergen 2000) , we found a less clear cut difference in performance between the two tasks. All subjects showed large A-effects, both in a subjective vertical and a subjective horizontal task. The results were largely similar whether tested with the classical visual-line test or with an oculomotor paradigm relying on saccadic pointing. In each trial, subjects also verbally reported their sense of subjective body tilt using a clock scale. Although systematic errors in the self-tilt estimates were always smaller, they were far from negligible. Also random errors in the verbal estimates were remarkably large, even for small tilts, and showed a different tiltdependent profile than the scatter in the visual-line tests. A possible reason why our self-tilt percepts were poorer may be that we applied passive roll tilts whereas the two earlier investigations allowed their subjects a more active role.
As far as we know, there have been no studies investigating both the subjective vertical and the sense of self tilt for a broad active tilt range. Clark and Graybiel (1967) found good performance in the subjective horizontal task in active tilt, but they tested at one small roll angle (20°) and no self-tilt estimates were reported. To allow a direct comparison between both tasks, we have now performed experiments on standing subjects actively adopting a lateral tilt that was varied from trial-to-trial until a large range was covered. The major objective behind our study was to investigate whether the potential availability of additional signals, such as efference copies, would allow subjects to improve their performance in both tasks. Therefore, our analysis of the data concentrated on an evaluation of the tilt dependence of systematic and random errors in both tasks. Since most of our subjects had earlier participated in the passive tilt experiments, a direct comparison of results could be made. This analysis revealed a clear improvement in the self-tilt percepts but none in the subjective vertical settings. Possible modeling implications of these findings are discussed.
Methods

Subjects
Six males, aged between 22 and 56 years, participated in the experiments. With the exception of SP, all subjects had also participated in an earlier passive body-tilt experiment (Van Beuzekom & Van Gisbergen, 2000) . Three subjects were familiar with the purpose of the experiments and all were free of any known sensory, perceptual, or motor disorders. All subjects gave informed consent to participate in the experiment.
Recording head tilt
All experiments were conducted in a completely dark room. We used an OPTOTRAK 3020 digitizing and motion analysis system (Northern Digital) to record head position in three dimensions (3D). This system tracks infrared-emitting diodes (IREDs) attached to a moving object within a precalibrated space of about 1.5 m 3 . The recording system provided on-line information about the 3D position of the IREDs with an accuracy better than 0.2 mm. To determine head position and head orientation, we used a helmet with four IREDs mounted on top and six IREDs mounted at the backside. Although three detectable IREDs are sufficient to determine the orientation of the head, any additional visible IREDs will improve accuracy. During the experiment, at least three IREDs were always visible to the OPTOTRAK camera, which allowed us to compute the orientation of the head with an accuracy better than 0.2°. The total weight of the helmet, which remained firmly fixed to the head throughout the entire experiment, was less than 0.25 kg. The position of the cyclopean eye with respect to the IREDs on the helmet was calibrated using the method described by Medendorp, Melis, Gielen, and Van Gisbergen (1998) . During the experiment, data were collected using a sample frequency of 50 Hz and stored on hard disk for off-line analysis.
The coordinates of the IREDs were transformed to a right-handed body-fixed coordinate system whose X-Y plane was aligned with the subject's horizontal plane, when standing upright and looking straight-ahead (see Medendorp et al., 1998) . The positive X-axis pointed forward and the positive Y-axis was directed to the left (i.e. along the subject's left shoulder). The Z-axis was orthogonal to this plane and pointed upward according to the conventions of a right-handed orthogonal coordinate system. From the helmet data the position of the cyclopean eye in space could be computed for each instantaneous head posture by using the previously collected calibration data (see above). The orientation and position of the head were determined with respect to the head-reference posture, adopted when the subject was fixating straight-ahead, by calculating the transformation between the IRED positions at the reference position and the IRED positions at the current head position using a least-squares algorithm (Veldpaus, Woltring, & Dortmans, 1988) .
In the analysis, instantaneous head orientation was described as the result of a virtual rotation from the head reference position to the current position. The corresponding rotation vector is specified by r = tan(q/ 2)·n , where n represents the direction of the rotation axis and q is the amount of rotation about that axis (Haustein 1989; Medendorp et al., 1998) . Rotation vectors have the advantage that there is no need to define an arbitrary hierarchical sequence of multiple rotations. The x-component of the rotation vector was taken as the torsional orientation (tilt) of the head. The y-and z-components specified its vertical (pitch) and horizontal (yaw) orientation, respectively.
Tasks
In each trial, we tested the ability of standing selftilted subjects to adjust a visual line to the direction of gravity (subjective vertical task) and to estimate their head tilt. To indicate the subjective vertical, the subject adjusted the orientation of a linear array of five equally-spaced LEDs with a total angular subtense of 17°at 1.0-m distance in front of the subject. Its vertical position was adjusted to align the line's rotation axis with the cyclopean eye so that both were at about the same height above the floor. Line orientation could be set accurately by remotely-controlled rotation in either direction, at adjustable speed. Its setting was measured using a digital position encoder with an angular resolution of 0.35°and stored on the PC that also controlled the lighting of the LEDs of the visual line.
In the tilted position, the subject also verbally reported his estimated head tilt in world coordinates using a clock scale. Accordingly, an estimated 90°r ight-ear-down tilt was reported as '15 minutes past the hour' (Blouin, Gauthier, & Vercher, 1995; Van Beuzekom & Van Gisbergen, 2000) .
Experiments
All subjects first practiced a few runs to become familiar with each paradigm. In each session we tested a total of at least 40 roll angles. Subjects adopted a laterally tilted position (Fig. 1) , starting from the upright standing position, alternating clockwise and counterclockwise tilts. They were encouraged to generate tilts equally distributed across their self-tilt range.
Room lights were switched on between trials to let the subject reorient in the upright-standing position. Due to the rotation of the body and the head, the distance from the subject's cyclopean eye to the floor varied (Fig. 1) . To allow appropriate alignment of the cyclopean eye and the centre of the visual line, we used two heights of the visual line: one for roll tilts B90°a nd one for tilts \90°, when the subject's head was closer to the floor. For the same purpose, subjects stepped leftward or rightward before the next trial began to avoid gross lateral misalignments in the forthcoming tilted position. Subjects never received feedback about their performance.
After completing the self-tilt movement (typically lasting 2 s), the subject verbally reported his estimated head tilt. Subsequently, about 10 s after the start of the self rotation, the visual line was switched on for 12 s. Within this period the subject had to align the visual line with the earth-vertical by remote control. Before and after the line setting by the subject, the line was rotated to a random orientation by the experimenter, to exclude any form of possible feedback. During all experiments vision was binocular.
Visual-line orientation judgments using clock scale
In order to explore the effect of the psychophysical testing method on the precision of line orientation judgments, we conducted a control experiment. Under conditions of static tilt, we tested the subject's ability to judge the absolute orientation of a visual line in world coordinates with the verbal clock scale method. In separate runs, three subjects (the authors) were rotated Fig. 1 . Illustration of various body postures adopted in the active tilt experiments. Schematic drawings, based on photographs, show how subjects achieved the required range in head tilts by a combination of head and body movements. Care was taken to ensure that the subject's cyclopean eye was in approximate alignment with the rotation axis of the visual line, despite head translation. Head tilt relative to gravity was measured by tracking an array infrared emitting diodes on a head-fixed helmet (not shown). Here, curves show little evidence of systematic errors but the noisy scatter seems considerably larger than in the subjective vertical task. The group means show pronounced A-effects in the subjective vertical (panel C) but hardly any systematic errors in the self tilt estimates (panel D). To cope with the fact that the adopted tilt angles had a slightly unequal distribution, means were calculated by averaging data in bins of 10°width.
described as the sum of a set of independent, orthogonal basis functions calculated from the total data set. By using only a limited number of principal components, a simplified description can be obtained that still captures the characteristic features of the response and separates them from the noisy variability.
To allow a direct comparison with the passive data we used the basis functions obtained by the principal component analysis of the previous passive data set to describe how individual response curves, k (z), deviated from the overall mean, M (z). As in the earlier passive study, we used a three-component descriptive model for this purpose:
Here, P 1 (z), P 2 (z) and P 3 (z) represent the first three principal components and a 1 , a 2 and a 3 are scaling factors. The term m (z) comprises the contribution of the remaining principal components that were earlier shown to represent only noisy scatter in the responses. The waveforms of the overall mean and of the first two principal components, which were used to describe the systematic errors in each response curve, are shown in Fig. 3 . For a more extensive description of how these basis functions can characterise a wide variability of response patterns, we refer to Section 3 and to Van Beuzekom and Van Gisbergen (2000) .
Results
The present experiments were designed to investigate whether self-tilted subjects can avoid the large systematic errors in external space perception (subjective vertical) found in earlier passive tilt conditions. A second objective was to find out how active tilt would affect the subject's percept of head tilt.
O6er6iew of acti6e tilt results
Fig. 2 presents all data from each paradigm tested in the active tilt experiments. The left-hand panels document the subjective visual vertical responses by showing the deviation of the actual response from the required response as a function of head tilt. Clockwise deviations are shown as positive. Accordingly, if performance were ideal, all traces would straddle the horizontal dashed line (zero error). As can clearly be seen, the subjective vertical during active tilt was far from flawless (panel A). Just as in our earlier passive results (Van Beuzekom & Van Gisbergen, 2000) , large errors into the direction of body tilt (known as the A-effect) were present for tilts beyond 70°. In the present active tilt experiments, some subjects also showed smaller errors with an opposite sign (referred to as E-effect) in the small tilt range B90°.
in a vestibular stimulator with a constant velocity of 15°/s to a final tilt angle of successively 135°, 0°, 90°a nd 45°. In the tilted position, a polarised version of the visual line (obtained by dimming one outer LED) was presented in at least 20 random orientations. The subject was instructed to verbally report the orientation of the visual line in world coordinates, as accurately as possible. Before the same experiment was repeated at a new tilt angle, the subject was rotated back to the upright position and room lights were switched on to reorient.
Data analysis
As a measure of performance in each task, the deviation (k) of the actual response from the required response was plotted as a function of the roll tilt angle of the head (z) at the time of testing, yielding two error profiles for each experiment. In our previous study (Van Beuzekom & Van Gisbergen, 2000) we used a principal component analysis to obtain an economical description of characteristic features of each individual error profile. The same technique was used again to compare the active results with our previous passive results. The general idea behind this approach is that each response curve of a large data set can be perfectly As panel B illustrates, the verbal reports of estimated head-tilt in the active experiments showed a radically different error pattern. The overall first impression is one of large noisy variability superimposed on only weak trends for systematic errors. Thus, it seems as if subjects were less confident in the verbal task although their errors, on average, were smaller than in the subjective vertical task, at least in the large tilt range. The mean curve derived from the active verbal data (panel D) shows much smaller errors than the corresponding visual vertical data (panel C).
Clearly, these qualitative observations can only be preliminary hints to possible trends in the data. To allow a more rigorous assessment, it is clearly essential to disentangle the general trends (systematic errors) from the noisy scatter in each response curve. The next section describes our approach to separate these two response components using the descriptive model expressed in Eq. (1) (see Section 2).
Description of error profiles using principal components: background
In a previous study on spatial orientation performance of passively-tilted subjects, we made a principal component analysis of error profiles obtained in subjective vertical settings and verbal estimates of body tilt (Van Beuzekom & Van Gisbergen, 2000) . Our goal was to describe subject-and task-related differences in the data in a format that would extract both the main common characteristics, as well as the differences. Therefore, we pooled all the data and applied a principal component analysis on the deviation of each response curve from the overall mean. The overall mean curve, depicted in Fig. 3A , showed minor errors at small tilts but a large A-effect, peaking near 135°for larger roll angles. The first two principal components described already most of the nonrandom variations about the mean. As can be seen in Fig. 3B , the first principal component (P 1 ) was mainly related to the A-effect whereas the second component (P 2 ), which peaks at a smaller tilt angle, was important in characterising differences in the size of the E-effect. The P 3 component (not shown) also represented some systematic features of the passive data set, but since they were neither related to E-and A-effects, nor showed any task dependence, we will concentrate on the contributions of P 1 and P 2 in the description of individual response curves.
To show the general idea, Fig. 3C and D illustrates, by way of arbitrary examples, how taking various combinations of the mean curve (M) and scaled versions of P 1 and P 2 can produce a variety of response error curves. For example, adding a 50 P 1 contribution yields an error curve with an above average A-effect. Subtracting the same P 1 contribution produces a curve with a small A-effect. Panel D gives an impression of the effect of adding or subtracting a 50 P 2 contribution. Fig. 3 . Waveforms used in the three-parameter descriptive model. Responses were described by a three-parameter model using basis functions derived from a principal component analysis on a passive data set (Van Beuzekom & Van Gisbergen, 2000) . Panels A and B show the overall mean, M, and the first two principal components, P 1 and P 2 . Panels C and D outline how taking linear combinations of the mean curve and appropriately scaled versions of P 1 and P 2 can fit a rich variety of response curves exhibiting dissimilar E-and A-effects.
As can be seen, a large positive P 2 contribution adds an E-effect at small tilt angles, combined with an enlarged A-effect at large roll angles.
We found in the earlier study that the descriptive model embodied by Eq. (1) could describe virtually any response curve encountered. Since the first two components were most revealing in the description of the taskand subject-related differences in performance, each data curve can be portrayed by its P 1 -P 2 signature in a two dimensional plot. For a further explanation of the descriptive model and its basis in the principal component analysis we refer to the original publication. Applying the same tool to the present experiment has allowed us to make a direct comparison of the present active and the earlier passive data. Clearly, this is only realistic if the passive basis functions can also describe the new data.
Comparison of systematic errors in the two tasks during acti6e tilt
Accordingly, the first question to be faced now is whether the three-parameter model, based on the passive data set, can also capture the global features of the active responses. Fig. 4 shows the response errors ( ) characterising the subjective vertical and the head-tilt estimates from each subject, together with the corresponding three parameter descriptions (-). As can be seen, the main intersubject differences in response characteristics of the subjective vertical were described quite well (mean R 2 = 0.92, left-hand panels). The right-hand panels show the head-tilt estimates obtained in the same sessions as the subjective vertical settings. As could already be observed in Fig. 2 , the verbal reports of estimated head orientation lacked the characteristic error pattern of the subjective vertical. Notice that the fits, in contrast to the subjective vertical results, were generally not symmetrical, further strengthening the impression that there was no consistent pattern of systematic errors in the self-tilt percepts. Since the scatter in these responses was relatively large, the R 2 values of the fit had much lower values than in the subjective vertical data.
Comparison with passi6e data
To compare the subjective vertical and head-tilt estimation results during active and passive tilt, the contributions of the first two principal components to the fits of all active ( ) and the earlier passive () sessions have been plotted against each other in Fig. 5 . The coordinates of each session represent the corresponding contributions of the first two components (a 1 and a 2 from Eq. (1), respectively); the overall mean from all previous passive experiments (M, shown in Fig. 3A) has coordinates (0, 0). The earlier impression that E-effects at small tilts were more common in the subjective vertical during active tilt (see Fig. 4 ) is clearly supported. The scatterplots show that active and passive subjective vertical settings ended up in different distributions mainly due to different P 2 contributions (P B 0.001, Kolmogorov-Smirnov test, panel A). As mentioned before, positive P 2 contributions are associated with E-effects in the small tilt range, whereas positive P 1 contributions are related to above average A-effects at large tilts. The large A-effects are reflected in the mostly positive P 1 values. These details should not detract from the main observation that the active condition has not improved performance in the subjective vertical task.
The head-tilt estimates during active tilt (panel B) form a completely separate distribution from the corresponding subjective vertical results (PB 0.05, Kolmogorov-Smirnov test). The relatively small errors at large tilts are reflected by negative P 1 contributions. By comparing the head-tilt estimates from active and passive tilts, it becomes clear that during passive tilt there was a wider variety of response curves as indicated by the large range of P 1 and P 2 contributions.
We wondered whether the positive P 2 contributions in the active subjective vertical, the main difference between active and passive subjective vertical results, may have been due to exaggerated E-effects in the fits (see Fig. 4 , for example subjects JG and MZ). To check for this possibility, Fig. 6A shows the response error at 40°tilt as a function of the error at 130°. Despite a less distinct separation, two vertically shifted distributions can still be distinguished. Most active sessions showed an E-effect (shown as positive error on the y-axis), whereas errors tended to be opposite during active tilt. The results for the self-tilt estimates (Fig. 6B ) support the impression already gained from Fig. 5 . Note that, both for 40°and 130°tilts, errors in the active condition were small and scattered round zero. At this point it should be remembered that the contributions of P 1 and P 2 reflect the response at a broad range of tilt angles, whereas determination of the response error at a given tilt angle is less robust and more sensitive to noise.
Tilt dependence of noisy scatter
The descriptive model that we have been using to describe the results assumes that the three free parameters, describing the contributions of the first three principal components, characterise the systematic error ('the signal'). By implication, analysis of the residue can provide an impression of the noise term in the model. Noise profiles derived from pooled subjective vertical residues are shown in Fig. 7A . The active (-) and passive (-) noise profiles showed a striking similarity in that both show an almost identical monotonic in- Fig. 4 . Data fits of response curves during active tilt. Errors in subjective vertical settings and head-tilt estimates were described using the three-parameter model to separate systematic trends from noisy scatter. The subjective vertical results ( ) from all six subjects are described quite well (mean R 2 =0.92, left-hand column). In general, the characteristic features of the response curves (E-and A-effects) are well replicated by the fits. Note that the subjective vertical error curves show clear A-effects, symmetrical for both tilt directions, in all subjects. The verbal estimates of self-tilt show only small systematic errors (right-hand column) with no consistent pattern of tilt dependence across subjects or for tilt direction. Since noisy scatter is the predominant feature of these responses, the fits yield much smaller goodness-of-fit values. Also note that most subjects varied their self-tilts quite evenly across the achievable tilt range, which sometimes extended beyond 150°. crease with tilt. The same resemblance between active and passive was seen in the self-tilt estimates, although the noise in self-tilt estimates during active tilt seems slightly larger (Fig. 7B) . As in the passive experiments, the noise in the self-tilt estimates was larger than in the subjective vertical in much of the tilt range. This point is of interest from a modeling perspective and will be taken up again in Section 4.
Discussion
O6er6iew of main results
In earlier passive experiments (Van Beuzekom & Van
Gisbergen, 2000), we observed large systematic errors in settings of the subjective vertical when subjects were tilted sideways using a vestibular chair. The perception of self-tilt, tested in the same trial by verbal reports using a clock scale, showed smaller and less consistent systematic errors and more random scatter (see Figs. 5 and 6). Studies by Mittelstaedt (1983) and by Mast and Jarchow (1996) had earlier indicated a more clear cut contrast in task performance, with almost no systematic errors in the self-tilt perception task. In these experiments subjects adjusted their tilt to a position specified by the experimenter. A further difference with our experiments was that these tests concentrated on a single tilt angle (90°) which may represent a special case. We wondered whether these different results could be clarified by undertaking a new series of experiments where subjects, after actively adopting a roll-tilted posture, first reported their subjective head tilt and then adjusted a visual line to the subjective vertical. In this fashion, we hoped to obtain answers to two questions. First, will this experimental design provide subjects with a better sense of self tilt? Second, is there an improvement in external space perception in the active condition where the subject may have access to additional sources of information (e.g. efference copies and proprioceptive signals)?
The new self-tilt results show that, apart from considerable scatter, subjects had a quite reasonable percept of head position in space throughout the entire range that could be tested (see Fig. 2D ). Combined with the show that active ( ) and passive () data end up in separate clusters. The positive P 2 contributions, associated with E-effects at small and moderate tilts, underline this difference (PB 0.05, Kolmogorov -Smirnov test). The active and passive self-tilt estimate data show some overlap, but it should be noticed that the scatter in the active data is much reduced (smaller intersubject variability). Also note that the active self-tilt estimates form a completely separate distribution from the subjective vertical results. Fig. 6 . Further illustration of active and passive differences. As an alternative for the model-based description of differences between active and passive in Fig. 5 , we compared the response errors at a 40°and a 130°tilt angle. In the active experiments, data at tilts of exactly 40°and 130°w ere generally not available. Therefore, for each session an estimate of the response errors was obtained by averaging data in bins of 10°width. Subsequently, the estimated response errors at the corresponding clockwise and counterclockwise rotations were averaged. Positive errors on the horizontal axis represent A-effects, while positive errors on the vertical axis reflect E-effects. Same conventions as in Fig. 5 . This alternative analysis supports the results from three-parameter model. Note that the errors in the active tilt estimates scatter more closely near zero, for both 40°and l30°head tilts, than in the passive data. Fig. 7 . Tilt dependence of noisy scatter. To get an impression of the noisy scatter in the two tasks, we analyzed the residues (m (z), Eq. (1)) of the descriptive model. Assuming that the systematic response properties are captured by the fit, the residues describe the noisy scatter. The S.D. (|) of all active subjective vertical residues (act), pooled for clockwise and counterclockwise rotations, shows a remarkable resemblance with the passive (pas) noise profile (panel A). Both tilt-estimate noise profiles (panel B) exhibit a flat curve, with slightly higher values for the active condition. So, the active and passive data show a striking resemblance in noise characteristics. Panel C shows the standard deviation of the pooled residues of the visual line orientation judgments tested in three subjects (see Fig. 9 ).
clearly more mediocre and more variable performance in the earlier passive experiments, these data indicate that the availability of additional signals in the active condition (efference copies, somatosensory inputs resulting from muscular effort in postural control) can improve the sense of self tilt. Differential involvement of otoliths and body graviceptors (Mittelstaedt, 1988 (Mittelstaedt, , 1992 in the two situations may also have been a factor. In the passive whole-body tilt experiments, the ratio of body graviceptor signal output and otolith signal magnitude must have been rather different from the present situation where body tilts often were much smaller than head tilts (see Fig. 1 ). If truncal graviceptors are indeed involved in self-tilt estimation, it is conceivable that the brain, accustomed to the more natural situation of active tilt, has a problem when having to deal with the abnormally large graviceptor signals in the passive situation.
By contrast, tests of the subjective vertical revealed persistent large systematic errors that took the form of A-effects at large tilts beyond 90°without any sign of improvement. We also saw small E-effects at more moderate tilt angles that were not observed in the earlier passive experiments. Thus, on the one hand the present experiments show convincingly that subjects had an almost veridical sense of self tilt. Yet, on the other hand, they made large consistent errors in judgments of directions in external space. So, for reasons that remain to be elucidated (see further discussion below), the availability of more signals in the active condition has led to improvement in one task without notably affecting the other. This seemingly paradoxical result raises fundamental questions concerning the origin of systematic errors in external space perception.
It is interesting to note that our comparison of performance in the two tasks yields a completely oppo-site picture when it comes to the occurrence of random errors (see Fig. 7 ). As in our passive study, we found considerable noisy variability in the tilt estimates but a remarkably low noise level in the subjective vertical. Moreover, whereas the subjective vertical is marked by a monotonically increasing noise profile, the self-tilt estimates show a more or less flat curve (see Fig. 7A and B). This now well-established difference in noise characteristics has not been described elsewhere.
To provide a framework for a discussion of possible underlying mechanisms, we first outline the basic computational problem that needs to be solved in external space perception. Subsequently, we review various viewpoints on how this computation may lead to systematic and random errors.
Neural computation of 6isual directions in external space
To set a visual line to the vertical in the absence of visual gravity cues, the brain needs to combine various signals. First of all, it is essential to obtain a veridical estimate of head tilt in space. Second, the visual system needs to assess the orientation of the luminous line relative to the vertical meridian of the retina. Finally, the fact that roll tilt leads to eye torsion has to be taken Fig. 8 . Signal processing subserving the subjective vertical and the sense of self tilt. The scheme, which borrows elements from Young (1984) , illustrates a simple hypothesis for the combination of various signals subserving the subjective vertical (SV) and the estimation of self-tilt (ST) during lateral head tilt by an amount z (positive for right ear down). As shown in the bottom section, it is proposed that the sense of self tilt is based on a combination of signals from the otoliths (OTO) and signals of nonvestibular origin (NVS). As the present results indicate, in natural circumstances (active tilt), this system produces an almost veridical head in space signal H . that carries a considerable noise component. The inherently more complex central computation of the subjective vertical, in the upper-right box, requires three sources of information. It is well-known that the visual cortex (VIS) provides accurate neural information (R . ) about the visual line's orientation relative to the vertical retinal meridian (R). As shown, to reconstruct the line's orientation relative to gravity (k, positive for clockwise deviations), the brain also needs information about torsional eye position (E, estimated from efference copy E . ) and about head orientation in space (H . ). As discussed in the text, we hypothesize that systematic errors in the subjective vertical (i.e. when k deviates from zero) are not due to inaccuracies in signals R . , E . and H . , but suggest that they result from central processing in box SV, either on account of an additive internal bias signal (bias), the idiotropic vector, or due to computational limitations. Abbreviations: RET, retina; MOT, oculomotor system. into account, for example by using efference copy signals of eye position. As illustrated in Fig. 8 , veridical performance in the visual vertical task requires that these signals are combined as follows:
where L . is the neural representation of line orientation in space coordinates, R . denotes the neural representation of line orientation relative to the vertical meridian of the retina, H . is the neural correlate of head tilt and E . represents an efference copy of torsion of the eye relative to the head. It should be noted that the computation behind this deceivingly simple equation must require nontrivial signal transformations involving quite different coding formats. In reality, each of these signals will be corrupted by noise and will only be an approximation of the underlying physical signal. It seems reasonable to assume that the noise components in each term will be independent, a point that will become of some importance later on. Obviously, both systematic errors and noisy variations in these input signals will affect overall performance.
Sources of systematic errors in subjecti6e 6ertical
Unveiling the underlying mechanisms responsible for E-and A-effects in the subjective vertical, and their relation to the sense of self tilt is a major objective of modeling studies in this field. Considering the computation embodied by Eq. (2), several types of explanation for the systematic errors in external space perception may be envisioned. The following survey of potential systematic and random error sources will serve later as a conceptual framework for the interpretation of our data.
A-effect as a consequence of errors in underlying source signals
An obvious possibility to be considered is that systematic and random errors in the subjective vertical may simply reflect similar errors in the input signals participating in the computation. The literature on the accuracy and precision of retinal orientation judgments suggests that imperfections of the visual system are so small that they can play only a very minor role in explaining the major shortcomings in performance in the subjective vertical task. Nevertheless, it is worth noticing that vertical and horizontal orientation judgments are more precise than those of oblique orientations (oblique effect). The visual system may also be subject to systematic errors in angle judgments with a tendency to overestimate small angles and to underestimate obtuse angles (for review see Nundy, Lotto, Coppola, Shimpi, & Purves, 2000) . These deviations, however, are very small compared to the large systematic errors in the subjective vertical. Moreover, they would be expected to be symmetrical on both sides of z= 90°which is not what we see in the subjective vertical data. Therefore, we will not further consider these effects.
Much less is known about the H . input signal participating in the spatial direction computation. It is often assumed that H . is based predominantly, if not exclusively, on otolith signals. From what is known neurophysiologically about the coding properties of utricular and saccular afferents (Fernandez & Goldberg, 1976) , the impression may be gained that it should be possible for a neural network to derive an accurate H . signal from these combined inputs. Nevertheless, this may still not be trivial. For example, Mittelstaedt (1983) has argued that, if the utricular and saccular signals have different weights corresponding to the number of neurons carrying them, the resulting H . signal may give rise to a considerable E-effect at small tilt angles and a comparably-sized A-effect at large tilt angles. Ormsby and Young (1976) have suggested that these systematic errors may be linked to nonlinear processing of saccular afferents. So, in this sense, limitations of the H . signal may cause corresponding errors in a spatial direction task like the subjective vertical. Furthermore, as we have argued elsewhere (Van Beuzekom & Van Gisbergen, 2000) , an underestimation of head-in-space may occur if the reconstruction of H . relies partly on integrated semicircular canal signals, particularly during long-lasting movements causing canal adaptation.
It has been suggested that somatosensory signals also participate in the L . computation. Patients with somatosensory dysfunction show changes in external space perception when roll tilted (Yardley 1990; Anastasopoulos, Bronstein, Haslwanter, Fetter, & Dichgans, 1999; . The finding that the subjective vertical is altered during prolonged body tilt (Wade 1970) , or by the preceding tilt (Schö ne & Lechner-Steinleitner 1978) , has been attributed to an asymmetric pattern of activity and adaptation in cutaneous receptors. However, there is evidence that a drastic change in conditions for the somatosensory system may leave the subjective vertical almost unaffected. As shown by Lechner-Steinleitner and Schö ne (1980) and by Jarchow and Mast (1999) , alteration of sensory cues on the skin surface induced by water immersion has no or only minor effects on the subjective vertical. Similarly, in our active tilt experiments, subjects were also deprived of the skin contact cues available in the passive experiments. On the other hand, they had cues from the muscular effort required to avoid falling. Yet, despite all their massive changes in somatosensory input, performance in the subjective vertical remained virtually the same.
Finally, with regard to putative input signal E . , it is unclear to what extent the brain really accounts for the ocular countertorsion evoked by roll tilt. Any eye tor-sion not represented in E . will cause systematic errors with the sign of an E-effect (De Graaf, Bekkering, Erasmus, & Bles, 1992; Curthoys, 1996; Wade & Curthoys, 1997 ). Why we found small E-effects in the present experiments, while none were seen in the earlier passive experiments, is not understood.
A-effect as a consequence of a computational strategy
To explain the occurrence of large A-effects in the subjective vertical, Mittelstaedt (1983) has assigned a major role to an internal signal, called idiotropic vector, which participates in the computation of L . (not incorporated in Eq. (2)). Acting as a central bias signal (Fig.  8 ), the idiotropic acts to limit the size of the E-effect that would otherwise be expressed due to supposed imperfections of the otolith signal, but at the cost of increasing the A-effect at larger tilts. Since systematic errors are thereby reduced at small tilt angles, which occur most often, the intervention of the bias signal can be seen as a computational strategy that accepts the larger A-effect at the more rarely encountered large tilts as the price to be paid. As a second beneficial consequence pointed out by Mittelstaedt, the idiotropic vector hypothesis may help to explain why the noisy scatter in the subjective vertical increases with tilt angle (see Fig. 7A ). Recently, Eggert (1998) has formulated an alternative theory, based on optimal communication theory, which leads to similar predictions (see Van Beuzekom & Van Gisbergen (2000) for further details).
A-effect as a consequence of computational limitations
As a logical alternative to hypotheses 1 and 2, we wish to consider the possibility that systematic errors may reflect errors in the computation of L . . According to this idea, the basic reason is not in the input signals, nor in the application of a strategic element, but in the computational process itself, showing signs of partial failure in case of extreme tilts under reduced circumstances, e.g. the absence of a visual panorama. It seems reasonable to surmise that these neural computations are highly complex and that the brain may have to use approximations that are satisfactory in every-day situations but are revealed in extreme, rarely-encountered testing conditions. An alternative possibility is that the algorithm is basically sound but requires extensive calibration, a condition not met in the rarely encountered large tilts.
Interestingly, a somewhat similar concept has been proposed by Blouin et al. (1995) to account for the results of a multisensory matching task. They showed that subjects make certain systematic errors in estimating the eccentricity of a visual target as well as in determining the magnitude of a passive whole-body yaw rotation. However, when these estimates were combined in a matching task, resulting errors did not directly reflect the underlying source signals. The authors suggested that a deficient integration of these heterogeneous sensory signals by the higher level perceptual system underlies this phenomenon.
E6aluation of hypotheses
Systematic errors
To evaluate these various hypotheses further, we now proceed by discussing to what extent the scheme illustrated in Fig. 8 can account for our data. To start with hypothesis 3, let us assume that the major A-effect still found in active subjects is due to computational limitations in box SV (in this version Mittelstaedt's bias signal plays no role). The scheme proposes that the otoliths (OTO), combined with non vestibular gravity signals (NVS), like efference copies and somatosensory signals, provide an almost veridical but noisy representation of tilt angle z. The resulting internal representation of head-in-space, H . , serves as the basis for the self-tilt estimates (ST) and is used in the subjective vertical task. We are aware that this assumption is controversial considering various suggestions that selftilt estimates may involve signals not involved in external space perception (Mittelstaedt, 1988; Bisdorff, Wolsley, Anastasopoulos, Bronstein, and Gresty, 1996) . While this may be the case, we feel that it would be extremely odd if the H . signal underlying spatial perception would not be at least as good. In other words, we reject hypothesis 1 and suggest that the H . signal used for spatial perception, whatever its neural origin, has a similar quality level as the signal sampled by the verbal self-tilt reports. Note that, if the major cause of the A-effect is located in box SV, it is understandable why additional somatosensory information and efference copies available to the actively moving subject are not helpful. Improving the quality of an already reasonable H . signal will have no striking effect on the subjective vertical if the central computation necessary for the reconstruction of L . is the major source of error. If our suggestion of a nearly veridical H . signal is correct, the first justification for proposing an idiotropic vector in hypothesis 2 loses its plausibility. Since the verbal estimates, thought to reflect H . directly, do not show clear E-effects, there is no need for an idiotropic vector to prevent them from spoiling performance in the subjective vertical task. The second argument for proposing a strategic role for the idiotropic vector, noise reduction, will be considered next.
Random errors
If the noise data in Fig. 7 are taken at face value, it is not difficult to see that they contradict the simple scheme (Fig. 8) that we have been discussing so far. To illustrate why, we will ignore signals related to eye Fig. 9 . Visual line orientation judgments obtained with the clock scale method at four different static tilts. Verbal reports of the estimated line orientation are shown as a function of actual line orientation for subject AB. It is clear that response scatter increased with roll angle (panels A to D). Note the appearance of a small E-effect (i.e. a negative bias) at 45°tilt, and a consistent A-effect (indicated by a positive bias) at the two largest tilts. A summary of the scatter results of all three subjects is shown in Fig. 7C. torsion (E . ) from now on and concentrate fully on signals H . and R . . Since system SV performs an addition, the scheme predicts that the scatter that in the subjective vertical will exceed the scatter in the verbal estimates, assuming the noise in R . and H . to be independent. In a major departure from this prediction, we can see in Fig. 7 that the subjective vertical scatter is actually clearly smaller for modest tilt angles. Unless this discrepancy has an alternative explanation (see below), this result cannot be reconciled with the simplest version of the scheme in Fig. 8 . On the other hand, this discrepancy in noise profiles would be expected from hypothesis 2. In this sense, our data are compatible with Mittelstaedt's proposal that the system, by applying a central bias signal, may be sacrificing accuracy at large tilts (causing A-effects) to gain precision at small tilts (low noise levels).
Before we can adhere to this elegant hypothesis, we have to consider the possibility that this noise comparison may have been corrupted by the fact that we used a different method to test the subjective vertical and to test self tilt. In the latter task, we used verbal estimates on a clock scale. Although subjects were encouraged to use half minute precision, it is conceivable that rounding off errors, and the need to translate the percept into a scale (however familiar) may have led to exaggerated estimates of the noise in H . . To check this possibility, already discussed in Van Beuzekom and Van Gisbergen (2000) , we performed an experiment where passively tilted subjects were asked to make verbal judgments of line orientations in earth coordinates. In this experiment, we presented a variety of earth-fixed line orientations, not just those close to the subjective vertical (see Section 2). Fig. 9 presents the results of one representative subject for each of the four tested tilts (0°, 45°, 90°a nd 135°). The verbal estimate of the line's orientation in world coordinates is shown as a function of its actual orientation. Accordingly, the dashed line with unity slope represents ideal performance. Considerable A-effects, expressed in positive y-intercepts of the regression line, occurred for tilts of 90°and 135°. The amount of noisy scatter clearly increases with tilt angle. The pooled noisy scatter results, shown in Fig. 7C , have higher noise levels than in Fig. 7A , but with a similar increasing tilt dependence. We conclude that the noise level in the detection of orientation in world coordinates depends on how it is tested. Accordingly, the disparity in noise levels between the subjective vertical and the sense of body tilt is probably smaller than Fig.  7A and B suggest.
Conclusion
Our data show that during active tilt human subjects make systematic errors in the subjective vertical despite their veridical percept of self tilt. We conclude, therefore, that these errors do not result from inaccuracies in the underlying source signals but reflect properties of the central computation, either as a consequence of a strategy or due to a deficiency in combining heterogenous signals. Further experiments are required to make a distinction between both possibilities.
