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Abstract
In this paper we focus on r−geometric polynomials, r−exponential
polynomials and their harmonic versions. It is shown that harmonic ver-
sions of these polynomials and their generalizations are useful to obtain
closed forms of some series related to harmonic numbers.
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1 Introduction
In [15] the concept of harmonic− geometric polynomials and harmonic−
exponential polynomials are introduced and hyperharmonic generalizations of
these polynomials and numbers are obtained. Furthermore it is shown that
these polynomials are quite useful to obtain closed forms of some series related
to harmonic numbers. In this paper, we extend this analysis to r − versions of
these polynomials and numbers.
Boyadzhiev [6] has presented and discussed the following transformation
formula:
∞∑
n=0
g(n) (0)
n!
f (n)xn =
∞∑
n=0
f (n) (0)
n!
n∑
k=0
{
n
k
}
xkg(k) (x) (1)
where f , g are appropriate functions and
{
n
k
}
are Stirling numbers of the second
kind.
One of the principal objectives of the present paper is to give closed forms
of some series related to harmonic numbers as well. To this end, we give a
useful generalization of (1) which contains r−Stirling numbers of the second
kind instead of Stirling numbers of the second kind as:
∞∑
n=r
g(n) (0)
n!
(
n
r
)
r!
nr
fr (n)x
n =
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
xkg(k) (x) , (2)
1
where fr (x) denotes the Maclaurin series of f (x) exclude the first r − 1 terms.
Thanks to formula (2) we introduce the concept of r− geometric and r−
exponential polynomials and numbers. We obtain explicit relations between
the r−versions and the classical versions of these polynomials and numbers.
Besides, we present harmonic (and hyperharmonic) versions of r− geometric
and r− exponential polynomials and numbers as well. The short lists of all
these polynomials and numbers are given.
On the other hand formula (2) and harmonic r− geometric polynomials
enables us to obtain closed forms of the following series
∞∑
n=r
(
n
r
)
r!nm−rHnx
n, (3)
where m and r are integers such that m ≥ r and Hn is the n-th partial sum of
the harmonic series
In the rest of this section we introduce some important notions.
Stirling numbers of the first and second kind
Stirling numbers of the first kind
[
n
k
]
and Stirling numbers of the second
kind
{
n
k
}
are quite important in combinatorics ([4, 5, 11, 21]). Briefly for the
integers n ≥ k ≥ 0;
[
n
k
]
counts the number of permutations of n elements with
exactly k cycles and
{
n
k
}
counts the number of ways to partition a set with n
elements into k disjoint, nonempty subsets ([11]).
We note that for n ≥ k ≥ 1, the following identity holds for Stirling numbers
of the second kind {
n
k
}
=
{
n− 1
k − 1
}
+ k
{
n− 1
k
}
. (4)
There is a certain generalization of these numbers namely r-Stirling numbers
([8]) which are similar to the weighted Stirling numbers ([9, 10]). Represanta-
tion and combinatorial meanings of these numbers are as follows ([8]):
r−Stirling numbers of the first kind;[
n
k
]
r
= The number of permutations of the set {1, 2, . . . , n} having
k cycles, such that the numbers 1, 2, ..., r are in distinct cylecs,
r−Stirling numbers of the second kind;{
n
k
}
r
= The number of partitions of the set {1, 2, . . . , n} into
k non-empty disjoint subsets, such that the numbers
1, 2, ..., r are in distinct subsets.
Specializing r = 0 gives the classical Stirling numbers.
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The r−Stirling numbers of the second kind satisfy the same recurrence re-
lation as (4) except for the initial conditions, i.e ([8]){
n
k
}
r
= 0, n < r,{
n
k
}
r
= δk,r, n = r, (5){
n
k
}
r
=
{
n− 1
k − 1
}
r
+ k
{
n− 1
k
}
r
, n > r.
Exponential polynomials and numbers
Exponential polynomials (or single variable Bell polynomials) φn (x) are de-
fined by([2, 7, 16, 21])
φn (x) :=
n∑
k=0
{
n
k
}
xk. (6)
The first few exponential polynomials are:
φ0 (x) = 1,
φ1 (x) = x,
φ2 (x) = x+ x
2,
φ3 (x) = x+ 3x
2 + x3,
φ4 (x) = x+ 7x
2 + 6x3 + x4.
(7)
The well known exponential numbers (or Bell numbers) are obtained by
setting x = 1 in φn (x), i.e ([3, 11, 12])
φn := φn (1) =
n∑
k=0
{
n
k
}
. (8)
Hence the first few exponential numbers are:
φ0 = 1, φ1 = 1, φ2 = 2, φ3 = 5, φ4 = 15. (9)
In [14] the authors obtained some fundemental properties of the exponential
polynomials and numbers using Euler-Seidel matrices method as:
φn+1 (x) = x
n∑
k=0
(
n
k
)
φk (x) (10)
and
φn+1 =
n∑
k=0
(
n
k
)
φk. (11)
Recently, Mezo ([18]) has defined the ”r−Bell polynomials and numbers” as:
Bn,r (x) =
n∑
k=0
{
n+ r
k + r
}
r
xk (12)
3
and
Bn,r =
n∑
k=0
{
n+ r
k + r
}
r
(13)
respectively. r−Exponential polynomials and numbers which we discuss in the
present paper are slightly different than the r−Bell polynomials and numbers
in [18].
Geometric polynomials and numbers
Geometric polynomials are defined in [6, 22, 23] as follows:
Fn (x) :=
n∑
k=0
{
n
k
}
k!xk. (14)
The first few geometric polynomials are:
F0 (x) = 1,
F1 (x) = x,
F2 (x) = x+ 2x
2,
F3 (x) = x+ 6x
2 + 6x3,
F4 (x) = x+ 14x
2 + 36x3 + 24x4.
(15)
Specializing x = 1 in (14) we get geometric numbers (or ordered Bell num-
bers) Fn as ([6, 23, 24]):
Fn := Fn (1) =
n∑
k=0
{
n
k
}
k!. (16)
The first few geometric numbers are:
F0 = 1, F1 = 1, F2 = 3, F3 = 13, F4 = 75. (17)
Boyadzhiev ([6]) introduced the ”general geometric polynomials” as
Fn,r (x) =
1
Γ (r)
n∑
k=0
{
n
k
}
Γ (k + r) xk, (18)
where Re(r) > 0. In the fifth section we will deal with the general geometric
polynomials.
Exponential and geometric polynomials are connected by the following inte-
gral relation ([6])
Fn (z) =
∫ ∞
0
φn (zλ) e
−λdλ. (19)
In [14] the authors also obtained some fundemental properties of the geo-
metric polynomials and numbers using Euler- Seidel matrices method as:
Fn+1 (x) = x
n∑
k=0
(
n+ 1
k
)
Fk (x) (20)
4
and
Fn =
n−1∑
k=0
(
n
k
)
Fk. (21)
By means of r−Stirling numbers Nyul ([20]) introduced ”r−geometric poly-
nomials and numbers (or r−Fubini or ordered r−Bell polynomials and num-
bers)” are respectively as follows:
Fn,r (x) =
n∑
k=0
(k + r)!
{
n+ r
k + r
}
r
xk (22)
and
Fn,r =
n∑
k=0
(k + r)!
{
n+ r
k + r
}
r
.
In this work r−geometric polynomials come up naturally in an application
of the generalized transformation formula as well.
Notice that, our concept of r−geometric polynomials is slightly different
than in [20].
Harmonic and Hyperharmonic numbers
The n-th harmonic number is the n-th partial sum of the harmonic series:
Hn :=
n∑
k=1
1
k
, (23)
where H0 = 0.
For an integer α > 1, let
H(α)n :=
n∑
k=1
H
(α−1)
k , (24)
with H
(1)
n := Hn, be the n-th hyperharmonic number of order α ([4, 12]).
These numbers can be expressed in terms of binomial coefficients and ordi-
nary harmonic numbers as ([12, 19]):
H(α)n =
(
n+ α− 1
α− 1
)
(Hn+α−1 −Hα−1). (25)
Well-known generating functions of the harmonic and hyperharmonic num-
bers are given by
∞∑
n=1
Hnx
n = −
ln (1− x)
1− x
(26)
and
∞∑
n=1
H(α)n x
n = −
ln (1− x)
(1− x)
α . (27)
respectively ([13]).
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The following relations connect harmonic and hyperharmonic numbers with
the Stirling and r−Stirling numbers of the first kind ([4]):[
k + 1
2
]
= k!Hk, (28)
and
k!H
(r)
k =
[
n+ r
r + 1
]
r
. (29)
2 Generalization of the transformation formula
In this section firstly we mention Boyadzhiev’s Theorem 4.1 in [6] and give
a useful generalization of it. As a result of this generalization we introduce
r−geometric polynomials and numbers.
Suppose we are given an entire function f and a function g, analytic in a
region containing the annulus K = {z : r < |z| < R} where 0 < r < R. Hence
these functions have following series expansions,
f (x) =
∞∑
n=0
pnx
n and g (x) =
∞∑
n=−∞
qnx
n.
Now we are ready to state Boyadzhiev’s theorem.
Theorem 1 ([6]) Let the functions f and g be described as above. If the series
∞∑
n=−∞
qnf (n)x
n
converges absolutely on K, then
∞∑
n=−∞
qnf (n)x
n =
∞∑
m=0
pm
m∑
k=0
{
m
k
}
xkg(k) (x) (30)
holds for all x ∈ K.
Stirling numbers of the second kind appear in the formula (30) due to (xD)
operator. Our aim is to get a more general formula than (30) which contains
r−Stirling numbers of the second kind instead of Stirling numbers of the second
kind. Accordingly, first we generalize the operator (xD).
2.1 Generalization of the operator (xD)
The operator (xD) operates a function f (x) as;
(xD) f (x) := xf ′ (x) , (31)
where f ′ is the first derivative of the function f.
6
For any m-times differentiable function f we have ([6]),
(xD)
m
f (x) =
m∑
k=0
{
m
k
}
xkf (k) (x) . (32)
This fact can be easily proven with induction on m by the help of (4).
Our first aim is to generalize the operator (xD). Later we use this general-
ization to obtain r− geometric and r−exponential polynomials and numbers.
In the light of this motivation and after a plenty of observations we arrive the
following definition.
Definition 2 Let f be a function which is at least m−times differentiable and
r be a nonnegative integer. Then the action (xDr) is
(xDr)
m
f (x) :=
{
0 ,m < r
(xD)
m−r
xrf (r) (x) ,m ≥ r
. (33)
An equivalent statement of this definition is given by the following proposi-
tion.
Proposition 3 By applying (xDr) m−times to a function f which is at least
m−times differentiable, then the following equation holds
(xDr)
m
f (x) =
m∑
k=0
{
m
k
}
r
xkf (k) (x) , (34)
where m ≥ r.
Proof. It follows from induction onm, in the light of Definition 2 and recurrence
relation (5).
The equation (34) is a generalization of the equation (32) since setting r = 0
in (34) gives the equation (32).
Corollary 4 Let n be an integer, then
(xDr)
m
xn = nm−r
(
n
r
)
r!xn. (35)
2.2 Generalization of the transformation formula
Now we give our main theorem that is a generalization of Theorem 1.
Theorem 5 Let f (x) be an entire function and g (x) be an analytic function
on the annulus K = {z, s < |z| < S}, where 0 ≤ s < S. Suppose that their
power series be given as
f (x) =
∞∑
m=0
pmx
m and g (x) =
∞∑
n=−∞
qnx
n.
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If the series
∞∑
n=−∞
qn
(
n
r
)
r!
nr
fr (n)x
n (36)
where r is a nonnegative integer and fr (x) denotes the power series
∑∞
m=r pmx
m,
converges absolutely on K, then
∞∑
n=−∞
qn
(
n
r
)
r!
nr
fr (n)x
n =
∞∑
m=r
pm
m∑
k=0
{
m
k
}
r
xkg(k) (x) (37)
holds for all x ∈ K.
Proof. By considering the power series expansion of g (x) with (34) and (35)
we have
∞∑
n=−∞
qn
(
n
r
)
nm−rr!xn =
m∑
k=0
{
m
k
}
r
xkg(k) (x) (38)
where m and r are integer such that m ≥ r ≥ 0. If we multiply both sides of
the equation (38) by pm and sum on m from r to infinity we get
∞∑
n=−∞
qn
(
n
r
)
r!
nr
∞∑
m=r
pmn
mxn =
∞∑
m=r
pm
m∑
k=0
{
m
k
}
r
xkg(k) (x) ,
since (36) is converges absolutely on K. This completes proof.
Corollary 6 Let g be an analytic function on the disk D = {z, 0 ≤ |z| < S}
then
∞∑
n=r
g(n) (0)
n!
(
n
r
)
r!
nr
fr (n)x
n =
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
xkg(k) (x) . (39)
Most of the results in the subsequent sections depend on the Corollary 6.
Remark 7 Specializing r = 0 in the Theorem 5 we turn back to the Theorem
4.1 of Boyadzhiev ([6]). Therefore from now on we are interested in the case
r ≥ 1.
3 r−exponential and r−geometric polynomials
and numbers
Stirling numbers of the first and second kind are notable in many branches
of mathematics, especially in combinatorics, computational mathematics and
computer sciences ([1, 5, 11, 12, 17]). Importance of the exponential polyno-
mials and numbers are substantially because of their direct connection with
Striling numbers. r−Stirling numbers ([8]) are one of the reputable general-
izations of Stirling numbers. Therefore introduction of the concepts of the r−
exponential and r− geometric polynomials and numbers are good motivation
for us.
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3.1 r−exponential polynomials and numbers
Firstly we consider g (x) = ex in the equation (39). Hence we get
∞∑
n=r
(
n
r
)
r!
nr
fr (n)
xn
n!
= ex
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
xk. (40)
The finite sum on the RHS is a generalization of exponential polynomials. We
call these polynomials as ”r−exponential polynomials” and indicate them with
rφn (x). Hence
rφn (x) :=
n∑
k=0
{
n
k
}
r
xk. (41)
The first few r−exponential polynomials are:
rφn (x) r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 x 0 0
n = 2 x+ x2 x2 0
n = 3 x+ 3x2 + x3 2x2 + x3 x3
n = 4 x+ 7x2 + 6x3 + x4 4x2 + 5x3 + x4 3x3 + x4
(42)
Similar to the classical case, ”r−exponential numbers” can be defined by
setting x = 1 in (41) i.e,
rφn :=
n∑
k=0
{
n
k
}
r
. (43)
Hence the first few r−exponential numbers are:
rφn r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 1 0 0
n = 2 2 1 0
n = 3 5 3 1
n = 4 15 10 4
(44)
Now we give an explicit formula which connects r−exponential polynomi-
als with the classical exponential polynomials. Also this formula allows us to
calculate rφn (x) easily.
Proposition 8 We have
rφn+r (x) = x
r
n∑
k=0
(
n
k
)
rn−kφk (x) , (45)
where n and r are nonnegative integers.
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Proof. Let m be an integer such that m ≥ r ≥ 0 and we specialize f (x) = xm
in (40).Then we get
rφm (x) e
x =
∞∑
n=r
(
n
r
)
r!
n!
nm−rxn.
RHS of this equation can be written as
xr
∞∑
n=0
(n+ r)
m−r x
n
n!
= xr
m−r∑
k=0
(
m− r
k
)
rm−r−k
∞∑
n=0
nk
xn
n!
.
Considering the definition of the operator (xD) this becomes
xr
m−r∑
k=0
(
m− r
k
)
rm−r−k (xD)
k
ex.
The equation (32) enables us to write
xrex
m−r∑
k=0
(
m− r
k
)
rm−r−kφk (x) .
Comparision of the LHS and the RHS completes the proof.
Similar relation can be given between classical exponential numbers and
r−exponential numbers as a corollary.
Corollary 9
rφn+r =
n∑
k=0
(
n
k
)
rn−kφk. (46)
The following corollary shows that the equation (45) is a generalization of
the equation (10).
Corollary 10
φn+1 (x) = x
n∑
k=0
(
n
k
)
φk (x) .
3.2 r−geometric polynomials and numbers
By considering g (x) = 11−x in the equation (39) we get
∞∑
n=r
(
n
r
)
r!
nr
fr (n)x
n =
1
1− x
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
k!
(
x
1− x
)k
. (47)
We call the finite sum of the RHS as ”r−geometric polynomials” and indicate
them with rFn (x). Hence
rFn (x) :=
n∑
k=0
{
n
k
}
r
k!xk. (48)
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The first few r−geometric polynomials are:
rFn (x) r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 x 0 0
n = 2 x+ 2x2 2x2 0
n = 3 x+ 6x2 + 6x3 4x2 + 6x3 6x3
n = 4 x+ 14x2 + 36x3 + 24x4 8x2 + 30x3 + 24x4 18x3 + 24x4
(49)
We define ”r−geometric numbers” by specializing x = 1 in (48) as
rFn :=
n∑
k=0
{
n
k
}
r
k!. (50)
The first few r−geometric numbers are:
rFn r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 1 0 0
n = 2 3 2 0
n = 3 13 10 6
n = 4 75 62 42
(51)
The following proposition gives an explicit formula between r−geometric
polynomials and generalized geometric polynomials which have given by the
equation (18).
Proposition 11 For any nonnegative integers n and r we have
rFn+r (x) = x
rr!
n∑
k=0
(
n
k
)
rn−kFk,r+1 (x) (52)
Proof. Let m be a nonnegative integer such that m ≥ r. By setting f (x) = xm
in (47) we get
1
1− x
rFm
(
x
1− x
)
=
∞∑
n=r
(
n
r
)
r!nm−rxn.
Rearranging RHS gives
xrr!
m−r∑
k=0
(
m− r
k
)
rm−r−k
∞∑
n=0
(
n+ r
r
)
nkxn.
We can write this by means of (xD) operator as
xrr!
m−r∑
k=0
(
m− r
k
)
rm−r−k (xD)
k 1
(1− x)
r+1 .
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Considering the fact that (equation (3.26) in [6])
(xD)
k 1
(1− x)
r+1 =
1
(1− x)
r+1Fk,r+1
(
x
1− x
)
completes the proof.
A similar result between numbers is as follows.
Corollary 12
rFn+r = r!
n∑
k=0
(
n
k
)
rn−kFk,r+1 (53)
Owing to (53), we give the following relations for classical geometric poly-
nomials and numbers as a corollary.
Corollary 13
Fn+1 (x) = x
n∑
k=0
(
n
k
)
Fk,2 (x) , (54)
Fn+1 =
n∑
k=0
(
n
k
)
Fk,2. (55)
4 Harmonic r−geometric and harmonic r−exponential
polynomials and numbers
We introduce the concepts of harmonic−geometric and harmonic−exponential
polynomials and numbers in [15]. Along this section we follow similar approach
in ([15]) to investigate harmonic r−geometric and harmonic r−exponential poly-
nomials and numbers.
4.1 Harmonic r−geometric polynomials and numbers
We consider the generating function of harmonic numbers as the function
g in the transformation formula (39) . From [15] we have
g(k) (z) =
k! (Hk − ln (1− z))
(1− z)k+1
(56)
and
g(k) (0) = k!Hk. (57)
With the help of Theorem 5 we state the following transformation formula
for harmonic numbers.
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Proposition 14 Let r be a nonnegative integer and f be an entire function.
Then we have
∞∑
n=r
(
n
r
)
Hn
r!
nr
fr (n)x
n
=
1
1− x
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
k!Hk
(
x
1− x
)k
(58)
−
ln (1− x)
1− x
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
k!
(
x
1− x
)k
.
Proof. Employing (56) and (57) in (39) gives the statement.
Second part of the RHS of the equation (58) contains r−geometric polynomi-
als which are familiar to us from the previous section. But the first part contains
a new family of polynomials which is a generalization of harmonic−geometric
polynomials ([15]). We call them as ”harmonic r−geometric polynomials and
indicate them with rF
h
n (x). Thus
rF
h
n (x) :=
n∑
k=0
{
n
k
}
r
k!Hkx
k. (59)
The first few harmonic r−geometric polynomials are:
rF
h
n (x) r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 x 0 0
n = 2 x+ 3x2 3x2 0
n = 3 x+ 9x2 + 11x3 6x2 + 11x3 11x3
n = 4 x+ 21x2 + 66x3 + 50x4 12x2 + 55x3 + 50x4 33x3 + 50x4
(60)
”Harmonic r−geometric numbers” can be defined by setting x = 1 in (59),
i.e
rF
h
n :=
n∑
k=0
{
n
k
}
r
k!Hk. (61)
The first few harmonic r−geometric numbers are:
rF
h
n r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 1 0 0
n = 2 4 3 0
n = 3 21 17 11
n = 4 138 117 83
(62)
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Hence with this notation we state the formula (58) simply as
∞∑
n=r
(
n
r
)
Hn
r!
nr
fr (n)x
n
=
1
1− x
∞∑
n=r
f (n) (0)
n!
{
rF
h
n
(
x
1− x
)
−r Fn
(
x
1− x
)
ln (1− x)
}
. (63)
Due to the following corollary we obtain closed forms of some series related
to harmonic numbers and binomial coefficients.
Corollary 15
∞∑
n=r
(
n
r
)
r!nm−rHnx
n =
1
1− x
{
rF
h
m
(
x
1− x
)
−r Fm
(
x
1− x
)
ln (1− x)
}
,
(64)
where m and r are integers such that m ≥ r.
Proof. It follows by setting f (x) = xm in the equation (63).
Remark 16 Formula (64) allow us to calculate closed forms of several har-
monic number series. The case r = 1 in (64) has been analyzed in [15] already.
The case r = 2 gives
∞∑
n=2
nm−1 (n− 1)Hnx
n =
1
1− x
{
2F
h
m
(
x
1− x
)
−2 Fm
(
x
1− x
)
ln (1− x)
}
.
(65)
Hence some series and their closed forms that we get from (65) are as follows:
For m = 2 we have
∞∑
n=2
n (n− 1)Hnx
n =
x2 {3− 2 ln (1− x)}
(1− x)
3 . (66)
For m = 3 we have
∞∑
n=2
n2 (n− 1)Hnx
n =
x2 {6 + 5x− (4 + 2x) ln (1− x)}
(1− x)4
, (67)
and so on.
The case r = 3 gives
∞∑
n=3
nm−2 (n− 1) (n− 2)Hnx
n
=
1
1− x
{
3F
h
m
(
x
1− x
)
−3 Fm
(
x
1− x
)
ln (1− x)
}
. (68)
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Hence some series and their closed forms that we get from (68) are as follows:
For m = 3 we have
∞∑
n=3
n (n− 1) (n− 2)Hnx
n =
x3 {11− 6 ln (1− x)}
(1− x)
4 . (69)
For m = 4 we have
∞∑
n=3
n2 (n− 1) (n− 2)Hnx
n =
x3 {33 + 17x− (18 + 6x) ln (1− x)}
(1− x)
5 , (70)
and so on.
Now we give a summation formula for the multiple series.
Proposition 17
∞∑
n=r
(
n−r∑
k=0
(
k
r
)(
n+ s− k
s
)
r!km−rHk
)
xn
=
∞∑
n=r

 ∑
0≤k1≤k2≤···≤ks+1≤n
(
k1
r
)
r!km−r1 Hk1

 xn (71)
=
1
(1− x)
s+2
{
rF
h
m
(
x
1− x
)
−r Fm
(
x
1− x
)
ln (1− x)
}
Proof. Multiplying both sides of the equation (64) with the Newton binomial
series and considering that
n−r∑
k=0
(
k
r
)(
n+ s− k
s
)
r!km−rHk =
∑
0≤k1≤k2≤···≤ks+1≤n
(
k1
r
)
r!km−r1 Hk1
we get the statement.
By setting r = 2 and s = 0 in the formula (71) we can give the following
applications:
For m = 2 we have
∞∑
n=2
(
n∑
k=2
k (k − 1)Hk
)
xn =
x2 {3− 2 ln (1− x)}
(1− x)
4 . (72)
For m = 3 we have
∞∑
n=2
(
n∑
k=2
k2 (k − 1)Hk
)
xn =
x2 {6 + 5x− (4 + 2x) ln (1− x)}
(1− x)
5 , (73)
and so on.
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Remark 18 By the help of (28) we can state rF
h
n (x) and rF
h
n in terms of
r−Stirling numbers of the second kind and Stirling numbers of the first kind as
rF
h
n (x) =
n∑
k=0
{
n
k
}
r
[
k + 1
2
]
xk (74)
and
rF
h
n =
n∑
k=0
{
n
k
}
r
[
k + 1
2
]
. (75)
4.2 Harmonic r−exponential polynomials and numbers
Bearing in mind the similarity of exponential and geometric polynomials
and being inspried by the definition of harmonic exponential polynomials and
numbers we arrive the following definition.
Definition 19 For the nonnegative integers n and r, ”harmonic r−exponential
polynomials” and ”harmonic r−exponential numbers” are defined respectively
as
rφ
h
n (x) :=
n∑
k=0
{
n
k
}
r
Hkx
k (76)
and
rφ
h
n :=
n∑
k=0
{
n
k
}
r
Hk. (77)
The first few harmonic r−exponential polynomials are:
rφ
h
n (x) r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 x 0 0
n = 2 x+ 32x
2 3
2x
2 0
n = 3 x+ 92x
2 + 116 x
3 3x2 + 116 x
3 11
6 x
3
n = 4 x+ 212 x
2 + 11x3 + 2512x
4 6x2 + 556 x
3 + 2512x
4 11
2 x
3 + 2512x
4
(78)
The first few harmonic r−exponential numbers are:
rφ
h
n r = 1 r = 2 r = 3
n = 0 0 0 0
n = 1 1 0 0
n = 2 52
3
2 0
n = 3 223
29
6
11
6
n = 4 29512
69
4
91
12
(79)
Remark 20 Definition 19 enables us to extend the relation (19) as
rF
h
n (z) =
∫ ∞
0
rφ
h
n (zλ) e
−λdλ. (80)
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5 Hyperharmonic r−geometric and hyperharmonic
r−exponential polynomials and numbers
For the completeness of this work, now we consider hyperharmonic numbers
and their transformations. In this way we could generalize almost all results of
[15] and in previous sections of the present paper.
5.1 Hyperharmonic r−geometric polynomials and num-
bers
Similar to the previous section, let us consider the function g in the transfor-
mation formula (39) as the generating function of the hyperharmonic numbers.
From [15] we have
g(k) (x) =
Γ (k + α)
Γ (α)
1
(1− z)
α+k
(Hk+α−1 −Hα−1 − ln (1− x)) (81)
and
g(k) (0) = k!H
(α)
k . (82)
Now we give a transformation formula for hyperharmonic numbers.
Proposition 21 For integers r ≥ 0 and α ≥ 1 we have
∞∑
n=r
(
n
r
)
H(α)n
r!
nr
fr (n)x
n
=
1
(1− z)α
∞∑
n=r
f (n) (0)
n!
n∑
k=0
{
n
k
}
r
k!H
(α)
k
(
x
1− x
)k
(83)
−
ln (1− x)
(1− z)
α
∞∑
n=r
f (n) (0)
n!
1
Γ (α)
n∑
k=0
{
n
k
}
r
Γ (k + α)
(
x
1− x
)k
.
Proof. Consideration (81) and (82) in (39) give the statement.
The first part of the RHS is a generalization of harmonic r−geometric poly-
nomials which contains hyperharmonic numbers instead of harmonic numbers.
We call these polynomials as ”hyperharmonic r−geometric polynomials” and
indicate them with rF
h
n,α (x). Thus
rF
h
n,α (x) =
n∑
k=0
{
n
k
}
r
k!H
(α)
k x
k (84)
The first few hyperharmonic r−geometric polynomials are:
Case α = 2
17
rF
h
n,2 (x) r = 1 r = 2
n = 0 0 0
n = 1 x 0
n = 2 x+ 5x2 5x2
n = 3 x+ 15x2 + 26x3 10x2 + 26x3
n = 4 x+ 35x2 + 156x3 + 154x4 20x2 + 130x3 + 154x4
(85)
Case α = 3
rF
h
n,3 (x) r = 1 r = 2
n = 0 0 0
n = 1 x 0
n = 2 x+ 7x2 7x2
n = 3 x+ 21x2 + 47x3 14x2 + 47x3
n = 4 x+ 49x2 + 282x3 + 342x4 28x2 + 235x3 + 342x4
(86)
The second part of the RHS of (83) contains also a generalization of the poly-
nomials, ”general geometric polynomials”, which we mention with the equation
(18). We call these polynomials as ”general r−geometric polynomials” and
indicate them with rFn,α (x). Hence
rFn,α (x) =
1
Γ (α)
n∑
k=0
{
n
k
}
r
Γ (k + α) xk. (87)
The first few general r−geometric polynomials are:
Case α = 2
rFn,2 (x) r = 1 r = 2
n = 0 0 0
n = 1 2x 0
n = 2 2x+ 6x2 6x2
n = 3 2x+ 18x2 + 24x3 12x2 + 24x3
n = 4 2x+ 42x2 + 144x3 + 120x4 24x2 + 120x3 + 120x4
(88)
and
Case α = 3
rFn,3 (x) r = 1 r = 2
n = 0 0 0
n = 1 3x 0
n = 2 3x+ 12x2 12x2
n = 3 3x+ 36x2 + 60x3 24x2 + 60x3
n = 4 3x+ 84x2 + 360x3 + 360x4 48x2 + 300x3 + 360x4
(89)
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With the help of these notations we can state (83) simply as
∞∑
n=r
(
n
r
)
H(α)n
r!
nr
f (n)xn (90)
=
1
(1− z)
α
∞∑
n=r
f (n) (0)
n!
[
rF
h
n,α
(
x
1− x
)
−r Fn,α
(
x
1− x
)
ln (1− x)
]
.
Remark 22 Specializing x = 1 in (84) we get ”hyperharmonic r− geometric
numbers” as
rF
h
n,α =
n∑
k=0
{
n
k
}
r
k!H
(α)
k . (91)
The first few hyperharmonic r−geometric numbers are:
Case α = 2
rF
h
n,2 r = 1 r = 2
n = 0 0 0
n = 1 1 0
n = 2 6 5
n = 3 42 36
n = 4 346 304
(92)
Case α = 3
rF
h
n,3 r = 1 r = 2
n = 0 0 0
n = 1 1 0
n = 2 8 7
n = 3 69 61
n = 4 674 605
(93)
and specializing x = 1 in (87) gives ”general r− geometric numbers” as
rFn,α =
1
Γ (α)
n∑
k=0
{
n
k
}
r
Γ (k + α) . (94)
The first few general r−geometric numbers are:
Case α = 2
rFn,2 r = 1 r = 2
n = 0 0 0
n = 1 2 0
n = 2 8 6
n = 3 44 36
n = 4 308 264
(95)
and
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Case α = 3
rFn,3 r = 1 r = 2
n = 0 0 0
n = 1 3 0
n = 2 15 12
n = 3 99 84
n = 4 807 708
(96)
Thanks to the following corollary of Proposition (21) we have closed forms
of some series related to hyperharmonic numbers and binomial coefficients.
Corollary 23
∞∑
n=r
(
n
r
)
r!nm−rH(α)n x
n =
1
(1− z)
α
[
rF
h
m,α
(
x
1− x
)
−r Fm,α
(
x
1− x
)
ln (1− x)
]
.
(97)
Proof. For a positive integers m ≥ r, setting f (x) = xm in (90) gives (97).
Remark 24 Specializing the values of r, m and α in (97) one can get closed
forms of several hyperharmonic numbers series.
Now we extend the formula (71) to hyperharmonic number series.
Proposition 25
∞∑
n=r
(
n−r∑
k=0
(
k
r
)(
n+ s− k
s
)
r!km−rH
(α)
k
)
xn
=
∞∑
n=r

 ∑
0≤k1≤k2≤···≤ks+1≤n
(
k1
r
)
r!km−r1 H
(α)
k1

xn (98)
=
1
(1− x)
α+s+1
{
rF
h
m
(
x
1− x
)
−r Fm
(
x
1− x
)
ln (1− x)
}
Proof. Multiplying both sides of the equation (97) with the Newton binomial
series gives the statement.
Remark 26 Also special values of r, m, s and α in (98) gives closed forms of
several mutiplicative hyperharmonic numbers series.
Remark 27 Using (29) we get an alternative expression of hyperharmonic r−
geometric polynomials and numbers as
rF
h
n,α (x) =
n∑
k=0
{
n
k
}
r
[
k + α
α+ 1
]
α
xk, (99)
rF
h
n,α =
n∑
k=0
{
n
k
}
r
[
k + α
α+ 1
]
α
. (100)
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5.2 Hyperharmonic r−exponential polynomials and num-
bers
Definition 28 For positive integers m and r ”hyperharmonic r−exponential
polynomials” are defined as
rφ
h
n,α (x) =
n∑
k=0
{
n
k
}
r
H
(α)
k x
k. (101)
The first few hyperharmonic r−exponential polynomials are:
Case α = 2
rφ
h
n,2 (x) r = 1 r = 2
n = 0 0 0
n = 1 x 0
n = 2 x+ 52x
2 5
2x
2
n = 3 x+ 152 x
2 + 133 x
3 5x2 + 133 x
3
n = 4 x+ 352 x
2 + 26x3 + 7712x
4 10x2 + 653 x
3 + 7712x
4
(102)
Case α = 3
rφ
h
n,3 (x) r = 1 r = 2
n = 0 0 0
n = 1 x 0
n = 2 x+ 72x
2 7
2x
2
n = 3 x+ 212 x
2 + 476 x
3 7x2 + 476 x
3
n = 4 x+ 492 x
2 + 47x3 + 17112 x
4 14x2 + 2356 x
3 + 17112 x
4
(103)
Hence ”hyperharmonic r−exponential numbers” are defined as
rφ
h
n,α =
n∑
k=0
{
n
k
}
r
H
(α)
k . (104)
The first few hyperharmonic r−exponential numbers are:
Case α = 2
rφ
h
n,2 r = 1 r = 2
n = 0 0 0
n = 1 1 0
n = 2 72
5
2
n = 3 776
28
3
n = 4 61112
457
12
(105)
Case α = 3
21
rφ
h
n,3 r = 1 r = 2
n = 0 0 0
n = 1 1 0
n = 2 92
7
2
n = 3 583
89
6
n = 4 3474
809
12
(106)
Remark 29 We extend the relation (80) as
rF
h
n,α (z) =
∫ ∞
0r
φhn,α (zλ) e
−λdλ.
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