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INTROD3CTION AND SUMMARY 
During t h e  year  1965 two r epor t s  were made a t  t h e  two con t r ac to r  
conferences on guidance and space f l i g h t  theory  he ld  a t  Huntsv i l le  i n  
February and August. 
Clebsch Conditions with Some Applications t o  Tra jec tory  Optimization," 
by M. G. Boyce, and "Applications of Mult is tage Calculus of VEriat icns  
Theory t o  Two and Three Stage Rocket Tra jec tory  Problems," by G. E. 
Tyler .  Also a paper was contr ibuted t o  t h e  Progress  Report No. 7 on 
Studies  i n  t h e  F ie lds  of Space F l igh t  and Guidance Theory, NASA TM 
X - 53292, pp. 7 - 31, on "Necessary Conditions f o r  a Mult is tage 
Bolza - Mayer Problem Involving Control Variables  and Having Inequa l i ty  
and F i n i t e  Equation Cons t ra in ts , "  by M. G. Boyce and J. L. L inns taedter .  
A summary of t h e  r e s u l t s  i n  these  r e p o r t s ,  omi t t ing  proofs  of theorems, 
i s  given i n  t h i s  annual r epor t .  Addit ional  work has been done r e c e n t l y  
on gradien t  methods and on s u f f i c i e n t  condi t ions ,  bu t  r e s u l t s  a r e  as 
y e t  incomplete. 
They were e n t i t l e d  "The Mult is tage Weiers t rass  and 
The f i r s t  sec t ion  of t h i s  r epor t  conta ins  a modif icat ion of t h e  
Denbow mul t i s tage  ca l cu lus  of v a r i a t i o n s  theory ,  allowing f o r  discon- 
t i n u i t i e s  a t  s t age  boundaries.  This modif icat ion i s  an in te rmedia te  
s t e p  i n  passing from t h e  c l a s s i c a l  theory  t o  a form r e a d i l y  app l i cab le  
t o  t r a j e c t o r y  opt imizat ion.  
The second s e c t i o n  summarizes extensions of t h e  mul t i s tage  theory  
t o  problems involving con t ro l  va r i ab le s  and having i n e q u a l i t y  and f i n i t e  
equat ion c o n s t r a i n t s .  The Mayer formulation i s  used, and d i f f e r e n t i a l  
c o n s t r a i n t s  a r e  taken i n  normal form s ince  i n  t r a j e c t o r y  problems t h e  
equat ions of motion are i n  such form. 
A t h r e e  s t a g e  re -en t ry  problem i s  t r e a t e d  i n  Sec t ion  111. This 
example serves  t o  p a r t i a l l y  i l l u s t r a t e  t h e  theory of Sect ion 11. To 
avoid computational complexity, simple intermediate  poin t  c o n s t r a i n t s  
a r e  assumed and f i r s t  order  approximation t o  g r a v i t a t i o n a l  a t t r a c t i o n  
i s  used. 
4. 2 
Discon t inu i t i e s  w i l l  b e  allowed i n  t h e  funct ions appearing i n  
t h e  d i f f e r e n t i a l  equation cons t r a in t s  and i n  t h e  dependent v a r i a b l e  
coordinates de f in ing  admissible paths 
va r i ab le .  
t o  be a p a r t i t i o n  s e t  i f  and only i f  t 
denote t h e  i n t e r v a l  t < t < t 
0 -  - p a 
f o r  a = 1, . * . ,  p - 1 and taWl < t < ta for a = p. 
t h e  s e t  of funct ions ( z , ( t ) ,  '.., z N ( t ) ) ,  where each z a ( t ) ,  a = 1, 
*.., N ,  i s  continuous on I except poss ib ly  a t  p a r t i t i o n  po in t s  
L e t  t be t h e  independent 
For f i x e d  p ,  de f ine  a se t  of v a r i a b l e s ( t o ,  tl, e O . ,  
< tlcu. < t Let I 
0 P -
and I t h e  sub in te rva l  ta,l < t < ta - 
L e t  z ( t >  denote - -  
tl, e . .  t 
0 . .  z (t a p-1 ..., p - 1. 
A t  t h e s e  po in t s  r i g h t  and l e f t  l i m i t s  z (t-), z,(t,), + 
+'-!'are assumed t o  e x i s t  and w e  l e t  za( tb)  = a z,(tb), 1+ b = 1, 
The problem w i l l  be t o  f i n d  i n  a c l a s s  of admissible a r c s  
t 0 -  < t < t  - p' 
s a t i s f y i n g  d i f f e r e n t i a l  equations 
$a ( t , z , i )  = 0 ,  t i n  I ~ ,  f3 = l,*.*,M< N ,  B (1) 
and end and intermediate  po in t  conditions 
one t h a t  w i l l  minimize 
L e t  R a b e  an open connected set  i n  t h e  2N+1 d imens iona l  
(t,.,;) space whose pro jec t ion  on t h e  t - a x i s  contains  I 
funct ions  e' 
The a 
a r e  required t o  have continuous t h i r d  p a r t i a l  der iva-  
a 
B 
I 1 
I s  assumed of rank M i n  R a t i ves  i n  R and each matrix a 
3 
I 
L e t  S denote an 
of po in t s  (to, 
f , p = 0 ,  1, e .  
P 
matrix 
open connected s e t  i n  t h e  2Np+p+l d imens iona l  space 
,t , z (to) ,z (ti) , z  it ,),  + * .  , z (t,)) i n  which t h e  func t ions  P 
, K have continuous t h i r d  p a r t i a l  de r iva t ives  and t h e  
i s  of rank K+1. 
An admissible  s e t  i s  a s e t  ( t , z , ; )  i n  R f o r  some a = l , o o . , p o  
I a -
An admissible  subarc C 
( t , z , ? )  an admissible  set and such t h a t  z ( t >  i s  continuous and k ( t )  
An admissible  a r c  E i s  a p a r t i -  i s  piecewise continuous on 
t i o n  s e t  
a = 1, ..., p,  such t h a t  t he  se t  (to ,..., t , z ( t  ) , z ( t ; ) , z ( t l )  ,..., z ( t p ) )  
i s  i n  S e 
i s  a s e t  of func t ions  z ( t ) ,  t on Ia, with each a 
I 
‘a * I 
(to, ..., t ) toge ther  with a s e t  of admissible  subarcs  -. ‘a’ + P 
I P O  
Mul t ip l i e r  Rule. An admissible a r c  E’  t h a t  s a t i s f i e s  equat ions 
(l), ( 2 ) ,  (3) i s  s a i d  t o  s a t i s f y  t h e  m u l t i p l i e r  r u l e  if t h e r e  e x i s t  con- 
s t a n t s  e not a l l  zero and a funct ion 
P 
F ( t , z , i , h )  = h $ a ( t , z , i ) ,  t i n  Ia, B B  
w i t h  m u l t i p l i e r s  h , ( t )  continuous except poss ib ly  a t  corners  o r  d i s -  
c o n t i n u i t i e s  of 
lowing equations hold:  
E ’ ,  where l e f t  and r i g h t  l i m i t s  e x i s t ,  such t h a t  t h e  f o l -  
+ 
Every minimizing a r c  must s a t i s f y  t h e  m u l t i p l i e r  r u l e .  -- - -
An extremal i s  def ined t o  be an admissible  a r c  and s e t  of m u i t i p i i e r s  
s a t i s f y i n g  equations (1) and ( 5 )  and such t h a t  t h e  func t ions  
ia(t), (t) have continuous first de r iva t ives  except poss ib ly  a t  par -  
t i t i o n  po in t s ,  where f i n i t e  l e f t  and right l i m i t s  e x i s t .  An extremal i s  
- non-singular i n  case  t h e  determinant 
B 
i s  d i f f e r e n t  from zero along it. An admissible  a r c  with a s e t  of mul t i -  
p l i e r s  s a t i s f y i n g  t h e  mul t ip l i e r  r u l e  i s  c a l l e d  normal i f  e = 1. With 
t h i s  value of eo t h e  Set O f  mu l t ip l i e r s  is  unique. 
0 
Weierstrass  Condition. An admissible  a r c  E’  with a s e t  of mul t i -  
i s  said t o  s a t i s f y  t h e  Weiers t rass  condi t ion i f  l i e r s  1 (t) - B  
holds  a t  every element ( t , z , i , h )  - of E’  f o r  a l l  admissible s e t s  
( t , z , i )  
must s a t i s f y  t h e  Weiers t rass  condi t ion.  
s a t i s f y i n g  t h e  equations fl; = 0. Every normal minimizing a r c  
,?‘Lebsch Condition. An admissible a r c  E’  with a s e t  of m u l t i p l i e r s  
(t) i s  s a i d  t o  s a t i s f y  t h e  Clebsch condi t ion i f  B 
F. ( t , z , i , h )  flu% 2 0 
za% 
*. 
5 
holds a t  every element ( t , z , i ,X)  of E '  f o r  a l l  s e t s  (nl,, a e ,%) -
s a t i s f y i n g  t h e  equations 
a (t , z , i ) @ P i a  
Every normal minimizing a r c  -
r\ .- 31a '- J. 
- must s a t  i s f y - t h e  Clebsch condi t ion .  
6 
By t h e  in t roduct ion  of new va r i ab le s  and by no ta t iona l  
t ransformations t h e  theory o f  Section I can be u t i l i z e d  t o  e s -  
t a b l i s h  necessary condi t ions fo r  t h e  more genera l  formulation of 
t h i s  sec t ion .  A s  before ,  l e t  t be t h e  independent v a r i a b l e  and 
def ine  a s e t  of v a r i a b l e s  (t ..., t ) contained i n  t h e  range of 
t t o  be a p a r t i t i o n  s e t  i f  and only if t < tl < < t e Let I 
denote t h e  i n t e r v a l  
0' P 
0 P 
to - < t - < t p' and l e t  Ia denote t h e  sub- in te rva l  
< t < ta f o r  a = p a  t < t < ta f o r  a = 1, ..., p - 1 and ta,l - -a.-1 - 
Let x ( t )  denote t h e  s e t  of func t ions  (xl ( t)  , . . * ,  x ( t ) ) .  n 
n ,  assume x (t) t o  be  continuous on I For each i, i = 1, ..., 
except poss ib ly  a t  p a r t i t i o n  points  tb, b = 1, p - 1, where 
f i n i t e  l e f t  and r ight  l i m i t s  ex i s t ;  denote t h e s e  l i m i t s  by x i ( t b )  
and x i ( tb) ,  r e spec t ive ly .  The amount of d i scon t inu i ty  of each 
member of x ( t )  
we w r i t  e 
i 
+ 
a t  each p a r t i t i o n  poin t  w i l l  be assumed known, and 
+ 
w i t h  each dib a known constant .  Also l e t  x i ( tb)  = x i ( t b ) *  Thus 
x . ( t )  i s  continuous a t  t, i f  and only i f  dib = 0. 
piecewise continuous on I, .j = 1, .*., m, f i n i t e  d i s c o n t i n u i t i e s  being 
allowed between, as w e l l  as a t ,  p a r t i t i o n  po in t s .  
of t h e  problem t h e  y . ( t j  
and w i l l  not occur i n  t h e  function t o  be minimized nor i n  t h e  end and 
in te rmedia te  po in t  cons t r a in t s .  Such va r i ab le s  a r e  c a l l e d  cont ro l  
1 
Let y ( t )  denote t h e  set ( y l ( t ) ,  y m ( t ) ) ,  where y . ( t )  i s  
I n  t h e  formulation 
J 
w i l l  occur only as und i f f e ren t i a t ed  va r i ab le s  
J 
v a r i a b l e s ,  while t h e  x. ( t )  a r e  c a l l e d  s t a t e  va r i ab le s .  
1 
The problem i s  t o  f i n d  i n  a c l a s s  of admissible  a r c s  
which s a t i s f y  d i f f e r e n t i a l  equations 
a 2 = Li( t ,x ,y , ) ,  t i n  I ~ ,  a = 1, p ,  i = 1, *.., n,  i 
7 
f i n i t e  equations 
Mi(t ,x ,y)  = 0,  
N&X,Y) ,> 0 ,  h = 1, ..*, r, q + r 5 m ,  
Jk(to, ..., t x ( t  ), x(t;), ~ ( ~ 1 ,  + ..., x ( t p ) )  = 0 ,  
g = 1, 0 . 0 ,  q, 
i n e q u a l i t i e s  
and end and intermediate  po in t  condi t ions 
P' 0 
k = 1, ..., s C (n + 1) (p + l), 
+ 
xi($) - - d ib  = 0 ,  b = 1, ..., p - 1, 
one t h a t  w i l l  minimize 
I n  order  t o  state p rec i se ly  t h e  p rope r t i e s  of t h e  func t ions  i n -  
volved i n  t h e  problem, l e t  
dimensional. ( t , x , y )  space whose p ro jec t ion  on t h e  t-axis conta ins  t h e  
i n t e r v a l  
d i m e n s i o n a l  space of po in ts  
Ra be  an open connected s e t  i n  t h e  m + n + 1 
Ia, and l e t  S be an open connected set i n  t h e  2np + p + 1 
The func t ions  L:, Mi, N t  a r e  assumed continuous with continuous 
p a r t i a l  d e r i v a t i v e s  through those of t h i r d  order  i n  R . a.nd J J 
are t o  have such con t inu i ty  p rope r t i e s  i n  S. For each a, t h e  matr ix  
a' o k  
i s  assumed of rank q + r i n  R where Da i s  an r by r diagonal 
matrix w i t h  Nl, , . . , Na as diagonal elements e r 
a,' 1 a The matrix 
i s  assumed of rank s -t 1 in S. 
s 
An admissible s e t  i s  a s e t  ( t , x ,y )  i n  Ra f o r  some a = 1, ..., p. 
a' An admissible sub-arc Ca is  a set of func t ions  x ( t ) ,  y ( t ) ,  t on I 
w i t h  each ( t , x ,y )  admissible, and such t h a t  x ( t )  i s  continuous and 
? ( t ) ,  y ( t )  are piecewise continuous on I . An admissible a r c  i s  a 
p a r t i t i o n  s e t  
C , a = 1, a . .  , p, such that  the set (to, . .. , t 
i s  i n  S. 
a 
(to, ..., t ) together w i t h  a set of admissible sub-arcs 
P + 
x ( t o ) ,  x ( t ; ) ,X( t i ) , .  . , x ( t p ) )  
a P' 
On introducing a generalized Hamiltonian funct ion H as defined 
below and u t i l i z i n g  t h e  normal form of t he  d i f f e r e n t i a l  equation 
cons t r a in t s ,  one can now apply the  theory of Sect ion I t o  obtain t h e  
following multiplier rule. 
The Mult ipl ier  Rule 
An admissible a r c  E f o r  which 
i s  said t o  s a t i s f y  t he  mul t ip l ie r  rule i f  t h e r e  e x i s t s  a funct ion 
w i t h  m u l t i p l i e r s  h i ( t )  ( t ) ,  v (t) continuous except possibly a t  ' %3 h 
p a r t i t i o n  p o i n t s  o r  corners of E, 
e x i s t ,  such tha t  f o r  each t i n  In, a = 1, ... ) p L  
where f i n i t e  l e f t  and r i g h t  l i m i t s  
- 
I@ = 0, NE > 0, a a H d t  + ci, H = 0 ,  ki = Li, g - 
yJ X a-1 i 
and such tha t  t h e  t r a n s v e r s a l i t y  matrix - 
i s  of rank s + 1. The mul t ip l ie rs  h V are zero when N > 0. h Everx 
minimizing a r c  E must satisfy t h e  m u l t i p l i e r  r u l e .  
9 
Between corners  of a minimizing a r c  E t h e  equations 
2 = H  , h i = - H  H = 0, V H = 0 (not summed) 
i Y j  'h i xi X 
hold and hence a l s o  
Tranavzrsa l i ty  Conditions f o r  Normal Arcs 
Under t h e  usual normali ty  assumptions, t h e  t r a n s v e r s a l i t y  matr ix  
can be put  i n t o  a form having one fewer rows. 
fol lowing statement of t r a n s v e r s a l i t y  condi t ions.  
This l e a d s  t o  t h e  
For a normal minimizing a rc  t h e  t r a n s v e r s a l i t y  matrix 
i s  of rank s. 
Since t h e  matrix i s  of order  s + 1 by ( n + l )  ( p + l ) ,  t h e  requirement 
t h a t  the rark be a iaiposes (ii+;> (p+;> - s condi t ions .  This i s  one 
more condi t ion  than was imposed by (2), which was s u f f i c i e n t  t o  determine 
the  m u l t i p l i e r s  up t o  a n  a r b i t r a r y  p ropor t iona l i t y  f a c t o r .  
Weierstrm ss Cnaditdon 
For a normal minimizing arc E t h e  i n e q u a l i t y  
XiLi ( t , X , Y )  2 XiLi (t,x,Y) 
must ho ld  a t  each element (t ,x,y,X,p,v) of E f o r  a l l  admissible  s e t s  
( t ,x,Y) 
- 
sa t i s fy ing;  M g ( t , x , Y )  = 0 - and N h ( t , x , Y )  2 0. 
Clebsch Condition 
For a normal minimizing a r c  E t h e  i n e q u a l i t y  
must hold a t  each element (t,x,y,X,p,v) of E f o r  a l l  s e t s  
s a t i s f y i n g  M ( t ,x ,y)f l j  = 0 and N (t,x,y)7[ = 0 ,  where i n  t h e  l a s t  hYJ j -
gyj 
equation h ranges only  over the  subset  of' 1, r for which 
Nh( t ,x ,y)  = O Q  
For a normal minimizing arc t h e  m u l t i p l i e r s  v a r e  a l l  non- h 
negat ive a 
11 
In  t h i s  sec t ion  t h e  theory of Sect ion 11 i s  appl ied t o  a th ree  
s tage  re -en t ry  problem. 
ample, c e r t a i n  simplifying assumptions a r e  made. 
vehic le  i s  assumed t o  be a p a r t i c l e  of v a r i a b l e  mass, with thru-s t  mag- 
ni tude proport ional  t o  mass flow r a t e  and t h r u s t  d i r e c t i o n  subject  
t o  instantaneous change. 
be funct ions of p o s i t i o n  only, while the  ea r th  i s  assumed s p h e r i c a l l y  
symmetrical and nonrotat ing w i t h  respec t  t o  t h e  coordinate system 
of t h e  vehicle .  F ina l ly ,  motion i s  r e s t r i c t e d  t o  two dimensions, 
g r a v i t a t i o n a l  acce lera t ion  is approximated by f i r s t  order  terms, and 
a i r  r e s i s t a n c e  i s  neglected,  
Since it i s  pr imar i ly  an i l l u s t r a t i v e  ex- 
I n  p a r t i c u l a r ,  t h e  
Moreover, ex te rna l  forces  a r e  required t o  
The foregoing condi t ions allow t h e  motion of t h e  vehic le  t o  be 
described by t h e  following equations : 
( -a2x + CB m-1  cos e ,  1 
;= { -a2x 
t < t < tl, 
t 1 -  < t < t2, 
0 -  
[ -a2x + e 3  m -1 cos e, tg 5 t 5 t3, 3 
-1 
+ 2a2y -+ CB m s i n  e, t < t < tl, (- -go 1 0 -  
( - g o  + 2a2y + e3 m - l  s i n  e, t2 5 t 5 t3, 3 
g =  u, t < t < t  
0 -  - 3’ 
9 = v,  t < t 5 t3> 
0 -  
1 2  
where t i s  i n i t i a l  t i m e ,  t i s  f i n a l  t ime, and tl, t2 a r e  
in te rmedia te  s tag ing  t imes.  The symbols a ,  go represent  g r a v i t a t i o n  
consta.nts,  and Bl, B denote constant mass flow r a t e s .  This  des- 
c r i p t i o n  implies  a burning a r c ,  a coas t  a r c ,  and f i n a l l y  a burning 
0 3 
3 
a r c ,  w i t h  B not  necessa r i ly  d i f f e r e n t  from Ble 
b e  imposed. 
3 
The following end and intermediate  po in t  condi t ions  w i l l  
Jl to = 9, 
J2 E u (to) - uo =o, 
= v (to) = 0 ,  J3 - 
J5 = Y (to) - Yo = 0,  
J4 H x (to) = 0, 
J6  X (t,) - X1 = 0, 
J E y (t,) - y2 = 0, 
J8 E x (t,) - x3 = 0 ,  
7 
J lo  E m (t,) - m3 = 0 ,  
a nd 
m it,, - \  - m \ t l j  I .  +\ = dl, 
The func t ion  t o  be minimized i s  taken t o  be t h e  sum of t h e  t imes 
of  t h e  powered s t ages ,  t h a t  i s ,  
J 0 tl - to + t3 - t2. 
If B1. = B 
minimized, o r  
ex i s t ence  of t h r e e  s t ages .  
t h i s  i s  equivalent  t o  r equ i r ing  t h a t  t h e  f u e l  used be 
Jo - m (to)* The condi t ions  J and J insu re  t h e  - 3’ 
6 7 
The Mul t ip l i e r  Rule of Section I1 allows t h e  following Hamiltonian 
t o  be w r i t t e n :  
13 
1 1 (-a2x + cBlrn-lcos e )  + X, ( -go + 2a2y + cBlrnllsin 6 )  
+ X u -I- X ~ V  + X 
x1 (-a2x) + l2 (-g + 2a2y) + x t < t < t2, 
x1 Ca2x + CB m-lcos e )  + X, ( -go  + 2a2y + CB m-'sin e )  
C-B1), to < t < tl, 
u + x4v, 
3 5 
3 1 -  
3 3 
-!- 1 u -I- X ~ V  + X (-B3),  t2 < - -  t < t30 3 5 
il + 13 O J  
A2 i- X4 = 0 ,  
t3 - a2A1 = 0, 
I 5  2 
i4 + 2a2h = 0 ,  2 
- cBlrn-2 (A, cos 8 + 1 s i n  e )  = 0, 
H =  
The Euler equations f o r  t h i s  Hamiltonian a r e :  
CB r n - l  (9 s i n  e - x2 COS e)  = 0, 1 
for t i n  ctoJ tl); 
il + l3 = 0 ,  
l4 + 2a21 = 0 ,  
2 
-2 - cB m (Il cos 8 f X2 s i n  e )  = 0, $.5 3 
@B r n - l  (1, s i n  e - 1 cos e> = 0 ,  
f o r  t i n  It2, t31 
3 2 
1 4  
Simple techniques f o r  i n t eg ra t ion  allow t h e s e  equations t o  be 
expressed i n  in t eg ra t ed  form as fol lows:  
1 = A~ s i n  a ( t  -t c,), 
x2 = A2 s inh  &(t + C 2 ) ,  
x3 = -a% cos a ( t  + c ~ )  ,
1 
f o r  to - < t < tl; 
= -aA;& cosh E& (t f Ci), l 4  
for t < t < t2; and - 
1 1  11 
hl = A1 s i n  a ( t  + C1 ), 
h2 = A; s inh  &(t + Cd ), 
x3 = -Altos a ( t  + c ~ ) ,  
h4 = - a d  & cosh &(t f C L  ) , 
1 1  1 1  
for t. < t < t-. It, is c l e a r  in expressing xi; a.2J ),4 as func t ions  
of time with two cons tan ts  o f  i n t eg ra t ion ,  t h a t  t h e  l a s t  two Euler  
equat ions i n  s t age  1 and s t age  3 have been ignored. 
t oge the r  wi th  t h e  Weiers t rass  condition w i l l  be  used t o  expressed t h e  
con t ro l  angle  as a func t ion  of the  m u l t i p l i e r s  X1 and h 
l a s t  Euler  equation of  s t age  1 and s t age  3 we have ( f o r  hl # 0, cos 8 # 0 )  
2 -  - 5 
These equations 
From t h e  2' 
t a n  = l2/hl 
and hence 
and 
From the  Weiers t rass  condi t ion  of s ec t ion  11, 
-1 cB m 1 (1, cos 8 + x2 s i n  8 - x1 cos a - x2 s i n  a )  > - 0 
f o r  Here 8 i s  t h e  con t ro l  angle  t h a t  a c t u a l l y  optimizes,  
and a! ranges over a l l  poss ib le  con t ro l  angles f o r  which t h e  o r i g i n a l  
equations of motion a r e  s a t i s f i e d .  This expression being non-negative 
i s  equivalent  t o  maximizing t h e  following func t ion  (with r e s p e c t  t o  a ) :  
to - C t C t. 
- =  ? W  2% < 0 which gives  Thus J a  0 and - - 3s 
-A1 s i n  a + 1 
-Al cos a - X2 s i n  a < - 0.  
cos a = 0 2 
and 
thus  t a n  a = A2/hl and 
I , -.--..- I 
which implies  t h a t  cos a = /J -  1;' + and s i m i l a r l y  t h a t  1 
I 
s i n  a = ~ 2 / ~ ~ ~  e Hence t h e  con t ro l  angle  8 i s  expressed as 
fol lows : 
f o r  s t age  1. The same expressions f o r  cont ro l  angle  8 hold f o r  s t age  3. 
The f i f t h  Euler equation on s tage 1 and s t age  3 becomes 
The t r a n s v e r s a l i t y  mat$ix which i s  given a t  t h e  end of t h i s  s ec t ion  
has  eleven rows and twenty-four columns and i s  of rank t e n ,  From 
t h i s  matrix four teen  end and intermediate  condi t ions  a r e  found. 
These condi t ions  imply t h a t  a l l  m u l t i p l i e r s ,  except poss ib ly  
a t  tl and h4 a t  t2, a r e  continuous across  s t ag ing  t imes.  h3 
16 
Also t h e  following condition holds a t  tl: 
CB mml ( l lcose + A2sine) + i5 ( B ~ )  + ( A +  3 - 1;) u + 1 = o 
where 1 = X (tl). 
1 
-!- + 
3 3  
A similar condi t ion tha t  holds a t  t i s :  
2 5 3  
2 
+ (X1cosB + 1 s i n e )  - 1 (B ) + (Aq - 1;) v - 1 = 0. CB m - l  
3 
The o ther  four  conditions implied by t h e  t r a n s v e r s a l i t y  condition a re :  
h 5 ( t o )  = 0, 
~ i ( t 3 )  = 0,  
~ 2 ( t 3 )  0,  
- H ( t  ) + 1 = 0 
3 
An optimal t r a j e c t o r y  f o r  t h i s  problem requi res  the  f ind ing  of 
f i f t e e n  constants  of in tegra t ion  from t h e  equations of motion, a l i k e  
number from t h e  Euler equations, and t h e  four  times 
t Fourteen t r a n s v e r s a l i t y  conditions,  t e n  end and intermediate 
condi t ions,  and t e n  requirements on s t a t e  v a r i a b l e s  a t  s taging poin ts  
provide t h e  necessary number of condi t ions f o r  t h e  determination of 
t h e s e  constants .  
t , tl, t2, and 
0 
3'  
It i s  poss ib le  t o  start  at t h e  l a s t  s tage  t o  determine t h e  
i n t e g r a t i o n  constants  for t h e  Euler equations i n  terms of m u l t i p l i e r  
values.  The cons tan ts  for t h e  t h i r d  s tage  are:  
1 1  
4= 
A, = 
c : =  
1 
Because of t h e  
A =  1 
2 
I 1  
I 1  
1 1  
c: := 
1 
The values f o r  
i s  t h e  f i n a l  value of X ) , -133/a, (X33 3 
3" 
c = -t 
2 
cont inui ty  of X 1 and 1 3 a t  t2, 
I 
e 
11 
A2 and Cr only hold for t h e  t h i r d  s tage.  To proceed 
2 
from t h e  t h i r d  
d i f f e r e n c e  
s tage  back i n t o  t h e  second s tage  we need the  value of t h e  
above which holds 
T h i s  can be found from t h e  t r a n s v e r s a l i t y  condi t ion 
a t  tp, Supposing t h i s  equation solved, t h e  de t e r -  
mination of constants  A '  C '  f o r  t h e  second s t age  can proceed, and 
these  values also hold f o r  t h e  first s tage  for 1 and A4' An 
analogous procedure i s  appl ied t o  1 and h for t h e  first stage.  
2' 2 
2 
1 3 
18 
TRANSCTERSAZ;ITY MATRIX FOR THm STAGE PROBLEM 
i 
H (to ) -1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
H ( t l  I - 't-1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-14 ( t o )  
0 
0 
0 
0 
1 
0 
0 
0 
0 
0 
h g ( t l ) l ;  
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
A, (t3 1
0 
0 
0 
0 
0 
0 
0 
3 
0 
0 
H ( t2 1 I - +-1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
- I g  ( t o  1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
x1 (t& 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
I2 (t, 1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-H ( t3  )+1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
+J; 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
12  (t,) I: 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-I1 (to 1
0 
1 
0 
0 
0 
0 
0 
0 
0 
0 
X,(t,)l; 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 3 ( t 2 )  1; 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-I2 (to 1
0 
0 
1 
0 
0 
0 
0 
0 
0 
0 
13 (ti) I ; 
0 
0 
0 
0 
0 
1 
0 
0 
0 
0 
1 d t 2 ) I  0 
0 
0 
0 
0 
0 
1 
0 
0 
c! 
I3 (t3 1
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
I 4  ( t3  1 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
(t, 1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
SECTION IV. CONCLUSI9NS AND RFICOMMENDATIONS 
The mul t i s tage  theory  swmnarized i n  Sect ion I1 and i l l u s t r a t e d  
i n  Sect ion 111 involves  mult ipoint  boundary value problems. Closed 
form so lu t ions  a r e  t o  be expected only i n  problems wi th  simple con- 
s t r a i n t s .  However, considerable  p r a c t i c a l  information i s  obta inable  
from t h e  general  theorems. I n  p a r t i c u l a r ,  t h e  t r a n s v e r s a l i t y  matrix 
may y i e l d  usable switching funct ions f o r  determining coas t ing  and 
powered s t ages ,  and t h e  Weiers t rass  condi t ion can be i n t e r p r e t e d  as 
t h e  M a x i m u m  P r i n c i p l e  of Hestenes and Pontryagin,  which i s  e spec ia l ly  
important f o r  optimal pa ths  l y i n g  p a r t i a l l y  along region boundaries. 
The procedure i n  Sec t ion  111 of beginning wi th  t h e  f i n a l  s t age  
and successively determining the  cons tan ts  of i n t e g r a t i o n  f o r  t h e  
seve ra l  s tages  i n  terms of t h e  Lagrange m u l t i p l i e r s  would seem 
app l i cab le  t o  more complicated problems. 
m u l t i p l i e r s  a t  t h e  f i n a l  po in t  would determine an optimal t r a j e c t o r y  
which i n  general  would not  s a t i s f y  all intermediate  and i n i t i a l  
condi t ions .  
peated.  
t r a j e c t o r i e s  converging t o  one t h a t  would s a t i s f y  a l l  t h e  mul t ipo in t  
boundary condi t ions ,  
T r i a l  es t imates  of t h e  
New es t imates  could then  be made and t h e  process  r e -  
This suggests  attempting t o  obta in  a sequence of optimal 
Another type  of s equen t i a l  process cons i s t s  of using non-optimal 
s o l u t i o n s  of t h e  equat ions of motion, each s a t i s f y i n g  t h e  mul t ipo in t  
condi t ions ,  with t h e  sequence converging t o  an optimal t r a j e c t o r y  
s a t i s f y i n g  a l l  condi t ions .  
would apply t o  t h i s  procedure,  and f u r t h e r  s tudy  i s  recommended. 
Gradient, o r  s t eepes t  descent ,  methods 
Some study has  been made under t h i s  cont rac t  of analogues t o  t h e  
Jacobi  conjugate po in t  condi t ions f o r  mul t i s tage  problems. 
e f f o r t  toward obta in ing  such conditions i n  computationally usefu l  
form i s  recommended. 
s u i t a b l y  s t rengthened,  i n t o  a s e t  of s u f f i c i e n t  condi t ions  i s  des i r ab le .  
Applicat ion of mul t i s tage  calculus  of v a r i a t i o n s  theory t o  t h e  
Fur ther  
Also t h e  combination of  necessary condi t ions,  
op t imiza t ion  of s ix  s t age  earth-moon t r a j e c t o r i e s  i s  i n  progress  under 
t h i s  con t r ac t .  
d i f f i c u l t i e s  i s  needed. 
Spec ia l  a t t e n t i o n  t o  t h e  reduct ion  of computational 
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