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BESSEL PERIODS AND THE NON-VANISHING OF YOSHIDA
LIFTS MODULO A PRIME
MING-LUN HSIEH AND KENICHI NAMIKAWA
Abstract. We give an explicit construction of vector-valued Yoshida lifts
and derive a formula of the Bessel periods of Yoshida lifts, by which we prove
the non-vanishing modulo a prime of Yoshida lifts attached to a pair of elliptic
modular newforms. As a consequence, we obtain a new proof of the non-
vanishing of Yoshida lifts.
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1. Introduction
In [Yos80] and [Yos84], Yoshida constructed certain explicit scalar-valued Siegel
modular forms associated with a pair of elliptic modular newforms (case (I)) or a
Hilbert modular newform (case (II)). These modular forms, known as Yoshida lifts,
are theta lifts from O4,0 to Sp4. Yoshida conjectured the non-vanishing of these
theta lifts under certain assumptions, and the non-vanishing of Yoshida lifts in case
(I) was later proved by Böcherer and Schulze-Pillot in [BSP91] and [BSP97] (see also
[Rob01] for the representation technique). The purpose of this paper is to (i) extend
Yoshida’s construction to Siegel modular forms valued in Sym2k2(C⊕2)⊗detk1−k2+2
and calculate their Bessel periods; (ii) show the non-vanishing of Yoshida lifts
modulo a prime ℓ under some mild conditions in case (I). In particular, we obtain
a new proof of the non-vanishing of Yoshida lifts in this case.
To state our main results explicitly, we introduce some notation. Let N− be
a square-free product of an odd number of primes and (N+1 , N
+
2 ) be a pair of
positive integers prime to N−. Put (N1, N2) := (N−N+1 , N
−N+2 ). Let (f1, f2) be
a pair of elliptic modular newforms of level (Γ0(N1),Γ0(N2)) and weight (2k1 +
2, 2k2 + 2). Assume that k1 ≥ k2 ≥ 0. Let D be the definite quaternion algebra
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of absolute discriminant N−. By the Jacquet-Langlands-Shimizu correspondence,
to each fi (i = 1, 2), we can associate a vector-valued newform fi : D
×\D×A →
Sym2ki(C⊕2) ⊗ det−ki on D×A unique up to scalar such that fi shares the same
Hecke eigenvalues with fi at all p ∤ N
−. Thus (f1, f2) gives rise to a vector-valued
automorphic form f1 ⊗ f2 on GSO(D). Combined with an appropriate (vector-
valued) Bruhat-Schwartz function ϕ on D⊕2A (See §3.6), one obtains Yoshida lift
θ∗f1⊗f2 by global theta lifts from GSO(D) to Sp4. This Yoshida lift θ
∗
f1⊗f2 is a
degree two holomorphic Siegel modular form of weight Sym2k2 ⊗ detk1−k2+2 and
level Γ
(2)
0 (N) with N = l.c.m.(N1, N2), and moreover, it is also a Hecke eigenform
with the spin L-function L(θf1⊗f2 , s) = L(f1, s − k2)L(f2, s − k1). For each prime
factor p of g.c.d.(N1, N2), we denote by ǫp(f1), ǫp(f2) ∈ {±1} the Atkin-Lehner
eigenvalues at p on f1 and f2 respectively. We consider the following condition
which is necessary for the non-vanishing of Yoshida lifts (cf. [Yos84, Lemma 4.2]).
(LR) ǫp(f1) = ǫp(f2) for every prime p with ordp(N1) = ordp(N2) > 0.
Let ℓ be a rational prime and fix a place λ of Q above ℓ. Then it is known that
one can normalize forms f1, f2 on DA so that the values of fi on the finite part D̂
×
are λ-integral and do not completely vanish modulo λ (See §5.1). Our main result
is about the non-vanishing of θ∗f1⊗f2 modulo λ attached to this normalized f1 ⊗ f2.
Theorem A (Theorem 5.3). Assume that (LR) holds and the prime ℓ satisfies the
following conditions
(i) ℓ > 2k1 and ℓ ∤ 2N
(ii) the residual Galois representations ρfi,ℓ : Gal(Q/Q) → GL2(Fℓ) attached
to fi are absolutely irreducible.
Then the Yoshida lift θ∗f1⊗f2 has λ-integral Fourier expansion, and there are infin-
itely many Fourier coefficients which are nonzero modulo λ.
It is well-known that the conditions (i) and (ii) only exclude finitely many primes
ℓ (cf. [Dim05, Proposition 3.1]), so we obtain immediately a new proof of the non-
vanishing of Yoshida lifts in case (I) from Theorem A.
Corollary B. Suppose that (LR) holds. Then the Yoshida lift θ∗f1⊗f2 is nonzero.
When N1 and N2 are square-free, the nonvanishing of Yoshida lifts in case (I)
has been proved in [BSP97] by a completely different method.
Our main motivation for the study of the non-vanishing modulo λ of Yoshida
lifts in case (I) originates from the applications to the Bloch-Kato conjecture for the
special value of Rankin-Selberg L-functions L(f1⊗ f2, s) at s = k1+k2+2. For ex-
ample, the authors in [AK13] and [BDSP12] use the method of Yoshida congruence
to construct non-trivial elements in the Bloch-Kato Selmer group associated with
the four dimensional ℓ-adic Galois representation ρf1,ℓ⊗ρf2,ℓ(−k1−k2−1). Roughly
speaking, under some strong hypotheses these authors show that if ℓ divides the
algebraic part of L(f1⊗f2, k1+k2+2), then ℓ is a congruence prime for the Yoshida
lift θf1⊗f∗2 , and hence for such primes, they can construct non-trivial congruences
between Hecke eigen-systems of Yoshida lifts θ∗f1⊗f2 and stable forms on GSp4. This
in turn gives rise to the congruences between their associated Galois representa-
tions, with which the authors can construct elements in the desired Bloch-Kato
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Selmer groups by adapting the method in [Bro07] for the case of Saito-Kurokawa
lifts. The non-vanishing modulo λ of explicit Yoshida lifts serves as the first step
in the method of Yoshida congruence ([BDSP12, Corollary 9.2] and [AK13, Theo-
rem 6.5]). In [AK13], the authors use a result of Jia [Jia10] on the non-vanishing
modulo ℓ of scalar-valued Yoshida lifts (i.e. k2 = 0), which is conditional under
the assumption of Artin’s primitive root conjecture. Our Theorem A relaxes the
assumption of Artin’s conjecture and further extends Jia’s result to vector-valued
Yoshida lifts.
The proof of Theorem A is based on an explicit Bessel period formula for Yoshida
lifts (Proposition 4.7), where we prove that the Bessel period of Yoshida lifts asso-
ciated to a ring class character φ of an imaginary quadratic field K is actually a
product of a local constant e(f1 ⊗ f2, φ) defined in (4.10) and the toric period inte-
grals attached to f1 ⊗ φ and f2 ⊗ φ−1 over K. On the other hand, it is shown that
Bessel periods, after a suitable normalizaton, can be written as a linear combination
of Fourier coefficients of Yoshida lifts θ∗f1⊗f2 (See (5.2) in Lemma 5.2). Therefore,
the non-vanishing of θ∗f1⊗f2 modulo λ boils down to the non-vanishing modulo λ of
the local constant e(f1 ⊗ f2, φ) and toric period integrals of f1 ⊗ φ and f2 ⊗ φ−1 for
some ring class character φ. Finally, we prove that if φ is sufficiently ramified, then
the assumption (LR) implies the non-vanishing of the local constant e(f1 ⊗ f2, φ),
and the simultaneous non-vanishing modulo λ of these toric integral periods is a
direct consequence of results of Masataka Chida and the first author in [CH16].
So far we focus on Yoshida lifts in case (I). Let us make a remark on the non-
vanishing modulo λ of Yoshida lifts in case (II), i.e. theta lifts attached to Hilbert
modular newforms f over a real quadratic field F . We also give an explicit construc-
tion of Yoshida lifts in case (II) and show that their Bessel period formula attached
to a ring class character φ of an imaginary quadratic field K is a product of a local
constant and a toric period integral attached to f and the character φ ◦NE/F over
E := FK. However, it is not clear to us how to show the non-vanishing modulo λ
of this toric period integral for sufficiently ramified φ despite that the main results
in [CH16] have been extended to Hilbert modular forms by P.-C. Hung [Hun16].
We hope to come back to this case in the future.
This paper is organized as follows. After introducing some basic notation in §2,
we give the construction of Yoshida lifts in §3. The particular choice of Bruhat-
Schwartz function ϕ is made in §3.6 and the Fourier coefficients of Yoshida lifts are
given by Proposition 3.6. We calculate the Bessel periods of Yoshida lifts in §4,
and the Bessel period formula is given in Proposition 4.7. Finally, we prove the
non-vanishing modulo λ of Yoshida lifts in §5.
2. Notation and definitions
2.1. If v is a place of Q, we let Qv be the completion of Q at v and | · |v be the
normalized absolute value on Qv. Let Ẑ be the finite completion of Z. If M is
an abelain group, let Mv = M ⊗Z Qv and M̂ = M ⊗Z Ẑ. Let A = R×Q̂ be the
ring of adeles of Q and Af = Q̂ be the finite adeles of Q. If F is an étale algebra
over Q (or Qp), denote by OF the ring of integers of F and by ∆F the absolute
discriminant of F .
If G is an algebraic group G over Q, denote by ZG the center of G. If R is a Q-
algebra, denote by G(R) the group of R-rational points of G. If g ∈ G(A), we write
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gf ∈ G(Af ) for the finite component of g and gv ∈ G(Qv) for its v-component.
We sometimes write GQ = G(Q) and GA = G(A) for brevity. Define the quotient
space [G] by
[G] := GQ\GA.
If dg is a Haar measure on GA, then the quotient space GQ\GA is equipped with
the quotient measure of dg by the counting measure of GQ, which we shall still
denote by dg if no confusion arises.
For a set S, ♯(S) denotes the cardinality of S and IS denotes the characteristic
function of S.
2.2. Algebraic representation of GL2. Let A be an Z-algebra. We let A[X,Y ]n
denote the space of two variable homogeneous polynomial of degree n over A.
Suppose n! is invertible in A. We define the perfect pairing 〈·, ·〉n : A[X,Y ]n ×
A[X,Y ]n → A by
〈X iY n−i, XjY n−j〉n =
{
(−1)i(ni)−1, ifj + i = n,
0, ifi+ j 6= n.
For κ = (n + b, b) ∈ Z2 with n ∈ Z≥0, let Lκ(A) denote Symn(A⊕2) ⊗ detb the
algebraic representation of GL2(A) with the highest weight κ. In other words,
Lκ(A) = A[X,Y ]n with ρκ : GL2(A)→ AutALκ(A)given by
ρκ(g)P (X,Y ) = P ((X,Y )g) · (det g)b.
It is well-known that the pairing 〈·, ·〉n on Lκ(A) satisfies
〈ρκ(g)v, ρκ(g)w〉n = (det g)n+2b · 〈v, w〉n (g ∈ GL2(A)).
For each non-negative integer k, we put
(Wk(A), τk) := (A[X,Y ]2k, ρ(k,−k)).
Then (Wk(A), τk) is the algebraic representation of PGL2(A) = GL2(A)/A×, and
the pairing 〈·, ·〉2k is GL2(A)-equivariant.
2.3. Siegel modular forms of degree two and Fourier expansions. Let GSp4
be the algebraic group defined by
GSp4 =
{
g ∈ GL4|g
(
0 12
−12 0
)
tg = ν(g)
(
0 12
−12 0
)}
with the similitude character ν : GSp4 → Gm. Here 12 denotes the 2 by 2 identity
matrix. The Siegel upper half plane of degree 2 is defined by
H2 =
{
Z ∈ M2(C) | Z = tZ, ImZ is positive definite
}
.
Then H2 is equipped with an action of Sp4(R) given by g ·Z = (AZ+B)(CZ+D)−1
for g =
(
A B
C D
)
and Z ∈ H2, and define the automorphy factor J : Sp4(R)×H2 →
GL2(C) by J(g, Z) = CZ +D. Let i :=
√−1 · 12 ∈ H2. Let K∞ be the maximal
compact subgroup of GSp4(R) defined by
K∞ = {g ∈ GSp4(R)|gtg = 12}.
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Let κ = (a, b) ∈ Z2 with a− b ∈ 2Z≥0. For a positive integer N , let
U
(2)
0 (N) =
{
g =
(
A B
C D
)
∈ GSp4(Ẑ) | A,B,C,D ∈M2(Ẑ), C ≡ 0 (mod N)
}
.
be an open-compact subgroup of GSp4(Af ). For each quadratic character χ :
Q×\A× → {±1}, denote by Aκ(GSp4(A), N, χ) the space of adelic Siegel modular
forms of weight κ, level N and type χ, which consists of smooth functions F :
GSp4(A)→ Lκ(C) such that
F(γgk∞uz) =ρκ(J(k∞, i)−1)F(g)χ(detD),
(γ ∈ GSp4(Q), k∞ ∈ K∞, u =
(
A B
C D
)
∈ U (2)0 (N), z ∈ A×).
Fourier coefficients of F . Denote by H2 the group of 2 by 2 symmetric matrices.
Let U be a unipotent subgroup of GSp4 defined by
U =
{
u(X) =
(
12 X
0 12
)
| X ∈ H2
}
.
Let ψ =
∏
v ψv : A/Q→ C× be the additive character with ψ(x∞) = exp(2π
√−1x∞)
for x∞ ∈ R = Q∞. For each S ∈ H2(Q), let ψS : UQ\UA → C× be the additive
character defined by ψS(u(X)) = ψ(Tr(−SX)). The adelic S-th Fourier coefficient
WF ,S : GSp4(A)→ Lκ(C) is defined by
WF ,S(g) =
∫
UQ\UA
F(ug)ψS(u)du,
where du is the Haar measure with vol(UQ\UA, du) = 1. Then F has the Fourier
expansion
(2.1) F(g) =
∑
S∈H2(Q)
WF ,S(g).
Note that WF ,S(ug) = ψS(u)WF ,S(g) and
(2.2) WF ,S(
(
ξ 0
0 νtξ−1
)
g) = WF ,νtξSξ(g)
for ξ ∈ GL2(Q) and ν ∈ Q×.
3. Yoshida lifts
3.1. Orthogonal groups. Let D0 be a definite quaternion algebra over Q of dis-
criminant N− and let F be a quadratic étale algebra over Q. Let D = D0 ⊗Q F .
We assume that every place dividing ∞N− is split in F . It follows that F is either
Q⊕Q or a real quadratic field overQ, and D is precisely ramified at∞N−. Denote
by x 7→ x∗ the main involution of D0 and by x 7→ x the non-trivial automorphism
of F/Q, which are extended to automorphisms of D naturally. We define the four
dimensional quadratic space (V, n) over Q by
V = {x ∈ D : x∗ = x} , n(x) = xx∗.
Let H be the algebraic group over Q given by
H(Q) = D× ×F× Q× = D× ×Q×/{(a,NF/Q(a)) : a ∈ F×}.
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Then H acts on V via ̺ : H → AutV given by
̺(a, α)(x) = α−1axa∗ (x,∈ V, (a, α) ∈ B×).
This induces an identification ̺ : H ≃ GSO(V ) with the similitude map given by
ν(ρ(a, α)) = α−2NF/Q(aa∗).
For a ∈ D×A, we write ̺(a) = ̺(a, 1). Put
H(1) = {h ∈ H | ν(̺(h)) = 1} ≃ SO(V ).
Remark. If v = ww is a place split in F , then F = Qvew ⊕Qvew, where ew and
ew are idempotents corresponding to w and w respectively, and each place w lying
above v induces the isomorphisms
(3.1)
iw : D
×
0,v×D×0,v/Q×v ≃ H(Qv), (a, d) 7→ (aew + dew, n(d));
jw : D0,v ≃ Vv, x 7→ xew + x∗ew.
By definition, ̺(iw(a, d))jw(x) = jw(axd
−1).
3.2. Notation for quaternion algebras. We will fix the following data through-
out this paper. For any ring A, the main involution ∗ on M2(A) is given by(
a b
c d
)∗
=
(
d −b
−c a
)
.
Fix an isomorphism Φ =
∏
p∤N−∞Φp :
∏′
p∤N− M2(Qp) ≃
∏′
p∤N− D0 ⊗Qp once and
for all. Let OD0 be the maximal order of D0 such that OD0 ⊗ Zp = Φp(M2(Zp))
for all p ∤ N− and let OD := OD0 ⊗Z OF be a maximal order of D.
Let N+ be a positive integer with(N+,∆FN
−) = 1 and let R be the standard
Eichler orders of D of level N+OF contained in OD. Then the algebraic group H
and the quadratic space V can be endowed with an integral structure induced by
R as follows. Define the lattice
V (Z) := V ∩ R̂ ; V (A) := V (Z)⊗Z A
for any ring A. Define an open-compact subgroups H(Ẑ) and U by
(3.2)
H(Ẑ) =
∏
p
H(Zp), H(Zp) := R
×
p ×O×
Fp
Z×p ;
U =H(1)(Af ) ∩H(Ẑ) =
{
(h, α) ∈ H(1)(Af ) | h ∈ R̂×
}
.
Define the quaternion algebra HQ over Q by
HQ =
{(
z w
−w z
)
| z, w ∈ Q(√−1)
}
.
The main involution ∗ : HQ → HQ is given by x 7→ tx and let OHQ be the maximal
order defined by
OHQ = Z+ Zi+ Zj + Z
1 + i+ j + ij
2
,
where i =
(√−1 0
0 −√−1
)
and j =
(
0
√−1√−1 0
)
. Then the Hamilton quater-
nion algebra H := HQ ⊗ R. Let ℓ ∤ 2N− be a prime. For the later study on the
ℓ-integrality of Yoshida lifts in §5, we take Φ∞ : H ≃ D0,∞ to be an isomorphism
compatible with this prime ℓ in the following manner. Choose a real quadratic field
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F1 such that ℓ is split in F1 and every prime factor of 2N
− is inert in F1. Fix an
embedding F1 →֒ Qℓ. Then there is an isomorphism ΦF1 : HQ⊗F1 ≃ D0⊗F1 such
that ΦF1(OHQ ⊗Zℓ) = OD0 ⊗Zℓ, and the isomorphism Φ∞ : H ≃ D0,∞ is obtained
by extending ΦF1 by scalars.
Let F ′ := FF1(
√−1). For any F ′-algebra L, Φ−1F1 induces an embedding D0 →֒
HQ⊗QL →֒ M2(L), which in turn induces D× →֒ GL2(L⊗F ) = GL2(L)×GL2(L).
Therefore, for each pair of non-negative integers (k1, k2), we can regard (τk1 ⊗
τk2 ,Wk1 ⊗Wk2) in §2.2 as an algebraic representation of D×/F× (= H/ZH) over
L.
3.3. Automorphic forms on H(A). Let k = (k1, k2) be a pair of positive integers
with k1 ≥ k2 and let (τk,Wk) := (τk1 ⊗ τk2 ,Wk1 ⊗Wk2) be an algebraic represen-
tation of D×. For any open-compact subgroup U ⊂ Ô×D, denote by Ak(D×A, U) the
space of modular forms on D×A of weight k, consisting of functions f : D
×
A →Wk(C)
such that
f(zγhu) = τk(h
−1
∞ )f(hf ),
(h =(h∞, hf ) ∈ D×A, (z, γ, u) ∈ F×A ×D× × U).
Hereafter, we shall view f as an automorphic form on ZH(A)\H(A) by the rule
f(a, α) := f(a).
Let N+ | N+ be an ideal OF and let N = N+N−. Let RN+ be the Eichler of
level N+ contained in OD (so R ⊂ RN+). Let A(D×A) be the space of automorphic
forms on D×A. Then there is a natural identification
Ak(D×A, R̂×N+) = HomD×∞(Wk(C),A(D×A)
R̂×
N+ ).
Let fnew be a newform on PGL2(FA) of weight 2k+2 = (2k1+2, 2k2+2) and level
N. Namely, fnew is a pair of elliptic modular newforms (f1, f2) of level (Γ0(N
+
1 N
−),
Γ0(N
+
2 N
−)) and weight (2k1 + 2, 2k2 + 2) if F = Q ⊕ Q and N+ = (N+1 , N+2 ),
while fnew is a Hilbert modular newform of level Γ0(N) and weight 2k + 2 if
F is a real quadratic field. Let π be the automorphic cuspidal representation
of PGL2(FA) attached to f
new and let πD ⊂ A(D×A) be the Jacquet-Langlands
transfer of π, which is an automorphic representation of D×A. Then the subspace
Ak(D×A, R̂×N+)[πD] := HomD∞(Wk(C), (πD)R̂
×
N+ ) has one-dimensional by the the-
ory of newforms. Any generator f◦ of this space Ak(D×A, R̂×N+)[πD] shall be called
the newform associated with fnew.
3.4. Weil representation on O(V )× Sp4. Let (·, ·) : V × V → Q be the bilinear
form defined by (x, y) = n(x+ y)− n(x)− n(y). Denote by GO(V ) the orthogonal
similitude group with the similitude morphism ν : GO(V )→ Gm. Let X = V ⊕ V .
For v a place of Q, let Vv = V ⊗QQv and Xv = X⊗QQv. Note that the quadratic
character χFv/Qv attached to Fv/Qv is the quadratic character attached to Vv.
Denote by S(Xv) the space of C-valued Bruhat-Schwartz functions on Xv. For
each x = (x1, x2) ∈ Xv = Vv ⊕ Vv, we put
Sx =
(
n(x1)
1
2 (x1, x2)
1
2 (x1, x2) n(x2)
)
.
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Let ωVv : Sp4(Qv)→ AutCS(Xv) be the Schrödinger realization of the Weil repre-
sentation. For every ϕ ∈ S(Xv), we have
ωVv
((
A 0
0 tA−1
))
ϕ(x) =χFv/Qv (detA)| detA|2p · ϕ(xA),
ωVv
((
12 B
0 12
))
ϕ(x) =ψv(Tr(SxB)) · ϕ(x),
ωVv
((
0 12
−12 0
))
ϕ(x) =γ2Vv · ϕ̂(x),
where γVv = γ(ψv ◦ n) is the Weil index attached to the second degree character
ψv ◦ n : Vv → C× (cf. [RR93, Theorem A.1]), and ϕ̂ ∈ S(Xv) is the Fourier
transform of ϕ with respect to the self-dual Haar measure dµ on Vv ⊕ Vv defined
by
ϕ̂(x) :=
∫
Xv
ϕ(y)ψv((x, y))dµ(y).
Let R(GO(V )×GSp4) be the R-group
R(GO(V )×GSp4) = {(h, g) ∈ GO(V )×GSp4 | ν(h) = ν(g)} .
Then the Weil representation can be extended to the R-group by
ωv :R(GO(Vv)×GSp4(Qv))→ AutCS(Xv),
ωv(h, g)ϕ(x) =|ν(h)|−2v (ωVv (g1)ϕ)(h−1x) (g1 =
(
12 0
0 ν(g)−112
)
g).
Let S(XA) = ⊗′vS(Xv) = S(X∞) ⊗ S(X̂) (X̂ = X ⊗ Ẑ). Define ωV = ⊗vωVv :
Sp4(A)→ AutCS(XA) and ω = ⊗vωv : R(GO(V )A ×GSp4(A))→ AutCS(XA).
3.5. Theta lifts. Let f ∈ Ak(D×A, R̂×). Define the pairing on Wk(C) by 〈·, ·〉2k =
〈·, ·〉2k1 ⊗ 〈·, ·〉2k2 , where 〈·, ·〉2ki(i = 1, 2) is the pairing introduced in Section 2.2.
Let
κ = (k1 + k2 + 2, k1 − k2 + 2).
For each vector-valued Bruhat-Schwartz function ϕ ∈ S(XA) ⊗Wk(C) ⊗ Lκ(C),
define the theta kernel θ(−,−;ϕ) : R(GO(V )A ×GSp4(A))→Wk(C)⊗Lκ(C) by
θ(h, g;ϕ) =
∑
x∈X
ω(h, g)ϕ(x).
Let GSp+4 be the group of elements g ∈ GSp4 with ν(g) ∈ ν(GO(V )). Define the
theta lift θ(−; f , ϕ) : GSp+4 (Q)\GSp+4 (A)→ Lκ(C) by
θ(g; f , ϕ) =
∫
[H(1)]
〈θ(hh′, g;ϕ), f(hh′)〉2kdh (ν(h′) = ν(g)).
Here dh := dh∞dhf is the Haar measure of H(1)(A) normalized so that dh∞ and
dhf are the Haar measures of H
(1)(R) and H(1)(Af ) with vol(H
(1)(R), dh∞) =
vol(H(1)(Af ) ∩ U , dhf ) = 1. Here U is the group defined in (3.2). We extend
uniquely θ(−; f , ϕ) to a function on GSp4(Q)\GSp4(A) by defining θ(g, f , ϕ) = 0
for g 6∈ GSp4(Q)GSp+4 (A).
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3.6. The test functions. Let N = N+N− and NF = l.c.m.(N,∆F ). We choose a
distinguished Bruhat-Schwartz function ϕ = ϕ∞ ⊗ ϕf ∈ S(XA)⊗Wk(C)⊗Lκ(C)
as follows. At the finite component, define ϕf ∈ S(X̂) by
(3.3) ϕf = IV (Ẑ)⊕V (Ẑ) the characteristic function of V (Ẑ)⊕ V (Ẑ).
Lemma 3.1. For g =
(
A B
C D
)
∈ U (2)0 (NF ) ∩ Sp4(Ẑ), we have
ωV (g)ϕf = χF/Q(detD)ϕf ,
where χF/Q : Q
×\A× → {±1} is the quadratic character attached to F/Q.
Proof. This is [Yos80, Proposition 2.5, Proposition 2.6]. 
At the archimedean place ∞, we have identified H(R) with H××H/R× and
V∞ with H via the isomorphisms fixed in (3.1) so that H(R) acts on V∞ = H by
̺(a, d)x = axd−1. To define the archimedean test function ϕ ∈ S(X∞) = S(H⊕2),
we need to introduce several special polynomials. Let p : M2(C)
Tr=0 → C[X1, Y1]2
be the map defined by
p
((
a b
c −a
))
= −bX21 + 2aX1Y1 + cY 21 .
It is easy to see that
(3.4) p(gxg−1) = τ1(g)(p(x)) for g ∈ GL2(C).
Define q : M2(C)→ C[X1, Y1]1 ⊗C[X2, Y2]1 by
q(x) = Tr
(
x∗
(
0 1
−1 0
)
W
)
(W =
(
X1 ⊗X2 X1 ⊗ Y2
Y1 ⊗X2 Y1 ⊗ Y2
)
).
In particular,
q
((
z w
−w z
))
= zY1 ⊗X2 + wX1 ⊗X2 − zX1 ⊗ Y2 + wY1 ⊗ Y2.
For each integer α with 0 ≤ α ≤ 2k2, define Pαk : M2(C)⊕2 → C[X1, Y1]2k1 ⊗
C[X2, Y2]2k2 by
Pαk (x1, x2) = p(x1x
∗
2 −
1
2
Tr(x1x
∗
2) · 12)k1−k2 · q(x1)αq(x2)2k2−α.
Define Pk : M2(C)
⊕2 → C[X1, Y1]2k1 ⊗C[X2, Y2]2k2 ⊗C C[X,Y ]2k2 to be the map
Pk(x1, x2) =
2k2∑
α=0
Pαk (x1, x2)⊗
(
2k2
α
)
XαY 2k2−α.
The archimedean Bruhat-Schwartz function ϕ∞ : X∞ = H⊕2 → C[X1, Y1]2k1 ⊗
C[X2, Y2]2k2 ⊗C C[X,Y ]2k2 is defined by
ϕ∞(x) = e−2π(n(x1)+n(x2)) · Pk(x1, x2).(3.5)
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To be explicit, the polynomials Pk : H
⊕2 → C[X1, Y1]2k1⊗C[X2, Y2]2k2⊗CC[X,Y ]2k2
can be written down in the following form:
Pk(
(
z1 w1
−w1 z1
)
,
(
z2 w2
−w2 z2
)
)
=((z1z2 + w1w2 − w1w2 − z1z2)X1Y1 + (z1w2 − w1z2)X21 + (z1w2 − z2w1)Y 21 )k1−k2
×
2k2∑
α=0
(z1Y1 ⊗X2 + w1X1 ⊗X2 − z1X1 ⊗ Y2 + w1Y1 ⊗ Y2)α
× (z2Y1 ⊗X2 + w2X1 ⊗X2 − z2X1 ⊗ Y2 + w2Y1 ⊗ Y2)2k2−α
(
2k2
α
)
XαY 2k2−α.
Note that the coefficients of Pk are integral polynomials in {zi, zi, wi, wi}i=1,2.
Lemma 3.2. For (h, g) ∈ H(1)(C)×GL2(C), we have
Pk(̺(h)(x1, x2)g) = τk(h)⊗ ρ(k1+k2,k1−k2)(tg)(Pk(x1, x2)).
Proof. Note that H(1)(C) =
{
(a, d) ∈ GL2(C)⊕2 | det a = det d
}
. The assertion
for h ∈ H(1)(C) can be verified by (3.4), and the assertion for GL2(C) can be
checked by a direct computation. 
Lemma 3.3. The map Pk : H
⊕2 → C[X1, Y1]2k1 ⊗C[X2, Y2]2k2 ⊗C C[X,Y ]2k2 is
a vector-valued pluri-harmonic polynomial.
Proof. We recall the definition of pluri-harmonic polynomials given in [KV78,
p. 18]. Let∆11,∆22 and∆12 be the differential operators onC[z1, z1, w1, w1, z2, z2, w2, w2]
defined by
∆ii =
∂2
∂zi∂zi
+
∂2
∂wi∂wi
(i = 1, 2), ∆12 =
∂2
∂z1∂z2
+
∂2
∂z1∂z2
+
∂2
∂w1∂w2
+
∂2
∂w1∂w2
.
Then a polynomial P ∈ C[z1, z1, w1, w1, z2, z2, w2, w2] is said to be pluri-harmonic
if and only if
∆ijP = 0 for all i, j ∈ {1, 2}.
Now the lemma follows from a direct and elementary computation of ∆ijPk. We
leave it to the readers. 
Lemma 3.4. Let P (x) be a pluri-harmonic polynomial on X∞ = H⊕2 and let
ϕ(x) = P (x) · e−2πTr(Sx).
For u = A+
√−1B ∈ U2(R) ⊂ GL2(C), we have
ωV∞(
(
A B
−B A
)
)ϕ(x) = ϕ(xu) · (detu)2.
Proof. By [KV78, Lemma 4.5], we have∫
X∞
ψ(xty)ψ(
1
2
xztx)P (x)dx = det(
z√−1)
−2 · ψ(−1
2
yz−1ty)P (−yz−1).
We thus obtain
ωV∞(
(
1
−1
)
u(b))ϕ = P (−x(b +√−1)−1)ψ(−1
2
〈x, x(b +√−1)−1〉) · det(b+
√−1√−1 )
2.
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Using the decomposition(
A B
−B A
)
=
(
1 −AB−1
0 1
)(
tB−1 0
0 B
)(
1
−1
)(
1 −B−1A
0 1
)
,
one shows the lemma by a straightforward calculation. 
Lemma 3.5. For (h,k) ∈ H(1)(R)×K∞,
(ω∞(h,k)ϕ∞)(x) =τk(h−1)⊗ ρκ(tk)(ϕ∞(x)).
Proof. Recall that κ = (k1 + k2 + 2, k1 − k2 + 2). It follows immediately from
Lemma 3.2, Lemma 3.3 and Lemma 3.4. 
3.7. The Fourier expansion of Yoshida lifts. With the above distinguished
test function ϕ := ϕ∞ ⊗ ϕf ∈ S(XA)⊗Wk(C)⊗Lκ(C) defined in (3.3) and (3.5),
we see that the Yoshida lift θf : GSp4(A)→ Lκ(C) attached to f is defined by
θf = θ(−; f , ϕ) ∈ Aκ(GSp4(A), NF , χF/Q).
is a (adelic) Siegel modular form of weight κ, level NF and type χF/Q in view of
Lemma 3.1 and Lemma 3.5. Define the classical Yoshida lift θ∗f : H2 → Lκ(C) by
θ∗f (Z) = ρκ(J(g∞, i))θf (g∞) (g∞ ∈ Sp4(R), g∞ · i = Z).
Let Γ
(2)
0 (NF ) := Sp4(Q) ∩ U (2)0 (NF ) ⊂ Sp4(Z). By definition,
θ∗f (γ · Z) = ρκ(J(γ, Z))θ∗f (Z)
for γ ∈ Γ(2)0 (NF ).
We recall the calculation of Fourier coefficients of θ∗f (Z) following [Yos84, § 3].
Let ξ ∈ GL2(A) and ν = ν(t) ∈ A×f for some t ∈ H(Af ). Put g =
(
ξ 0
0 νtξ−1
)
∈
GSp4(A). We have
Wθf ,S(g) =
∫
[U ]
θf (ug)ψS(u)du
=
∫
[U ]
ψSx(u)ψS(u)du
∫
[H(1)]
∑
x∈X
〈ω(ht, g)ϕ(x), f(ht)〉2kdh
=
∫
[H(1)]
∑
x∈X, S=Sz
〈ω(ht, g)ϕ(x), f(ht)〉2kdh.
Therefore, if Wθf ,S(g) 6= 0, then S = Sz for some z ∈ X, and S is semi-positive
definite. Now let S = Sz and put
Hz =
{
h ∈ H(1) | ̺(h)z = z
}
.
It follows from Witt’s theorem that
̺(H(1)(Q))z = {x ∈ X | Sx = Sz} ;
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we thus obtain
(3.6)
Wθf ,S(g) =
∫
[H(1)]
∑
γ∈Hz(Q)\H(1)(Q)
〈ω(t, g)ϕ(̺(h−1γ−1)z), f(ht)〉2kdh
=
∫
Hz(Q)\H(1)(A)
〈ω(t, g)ϕ(̺(h−1)z), f(ht)〉2kdh
=χF/Q(det ξ)
∣∣ν−1 det ξ∣∣2
A
∫
Hz(Q)\H(1)(A)
〈ϕ(̺(t−1h−1)zξ), f(ht)〉2kdh.
To proceed the computation, we introduce some notation. Define the subset Λ2 ⊂
H2(Q) by
Λ2 =
{
S =
(
a b/2
b/2 c
)
| S is semi-positive definite with a, b, c ∈ Z
}
.
Define the set Ez by
Ez :=
{
hf ∈ H(1)(Af ) | ̺(h−1f )z ∈ V (Ẑ)⊕ V (Ẑ)
}
.
Then we have Hz(Af )EzU = Ez, and according to [Yos84, Proposition 1.5], the
cardinality ♯(Hz(Af )\Ez/U) is finite, so [Ez] := Hz(Q)\Ez/U is also a finite set.
Proposition 3.6. The classical Yoshida lift θ∗f has the Fourier expansion
θ∗f (Z) =
∑
S
a(S)qS (qS = exp(2π
√−1Tr(SZ))),
where S runs over elements in Λ2 such that S = Sz for some z ∈ X and
(3.7)
a(S) =
∑
hf∈[Ez]
wz,hf · 〈Pk(z), f(hf )〉2k,
(wz,hf := ♯(Hz(Q) ∩ hfUh−1f )−1).
In particular, θ∗f is a holomorphic vector-valued Siegel modular form of weight
Sym2k2(C⊕2)⊗ detk1−k2+2 and level Γ(2)0 (NF ).
Proof. Let Z = X +
√−1Y ∈ H2 and choose ξ∞ ∈ GL2(R) such that Y = ξ∞tξ∞.
Put α(ξ∞) =
(
ξ∞ 0
0 tξ−1∞
)
. By (2.1),
θ∗f (Z) =
∑
S
ρκ(J(g∞, i))Wθf ,S(g∞) (g∞ = u(X)α(ξ))
=
∑
S
ρκ(
tξ−1∞ )Wθf ,S(α(ξ∞)) · e2π
√−1Tr(SX).
Suppose that Wθf ,S(α(ξ∞)) 6= 0. Then S = Sz for some z ∈ X. Combined with
the fact that θf is left invariant by unipotent elements in U
(2)
0 (NF ), we see that
S ∈ Λ2. Note that by Lemma 3.2,
(det ξ∞)2 · ϕ(zξ∞) =
(
ρκ(
tξ∞)Pk(z)
) · e−2πTr(SzY ),
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where κ = (k1 + k2 + 2, k1 − k2 + 2). Applying (3.6) and Lemma 3.5, we obtain
Wθf ,Sz(α(ξ∞)) =(det ξ∞)
2
∫
Hz(Q)\H(1)(Af )
ϕf (̺(h
−1
f )z)〈ϕ∞(zξ∞), f(hf )〉2kdhf
=
∫
Hz(Q)\H(1)(Af )
IEz(hf ) · ρκ(tξ∞)〈Pk(z), f(hf )〉2k · e−2πTr(SzY )dhf
=ρκ(
tξ∞)
 ∑
[hf ]∈[Ez]
wz,hf · 〈Pk(z), f(hf )〉2k
 · e−2πTr(SzY ).
The proposition follows immediately. 
Remark 3.7. Suppose that f = f◦ is the newform associated with an newform fnew
on PGL2(FA). Let π be the automorphic representation of GL2(FA) generated by
fnew. When the Galois conjugate π is not isomorphic to π, or equivalently f(h) is
not a scalar of f∨(h) := f(h), it is well known that θ∗f is a cusp form, i.e. a(S) = 0
if detS = 0 (cf. [Yos80, Theorem 5.4], [BSP97, Theorem 1.2], [Rob01, Theorem
8.6]).
4. Bessel periods of Yoshida lifts
4.1. Bessel periods. In this section, we let f ∈ Ak(D×A, R̂×) and calculate the
Bessel periods of the Yoshida lift θf associated to some special imaginary quadratic
fields. Let M be an imaginary quadratic field such that (∆M , N) = 1 and
(H’) Each prime factor of N− is inert in M .
The above assumption assures that the existence of an optimal embedding ι :M →֒
D0 in the sense that ι
−1(OD0) = OM . We shall fix an optimal embedding. Let
M = Q(
√−dM ) and F = Q(
√
dF ) with dM and dF square-free positive integers.
Let K = Q(
√−dMdF ). Then we have a natural map ι : K → V ⊂ D = D0 ⊗Q F
such that
ι(
√
−dMdF ) = ι(
√
−dM )⊗
√
dF .
Let dK be the square-free positive integer such that K = Q(
√−dK) and let OK =
Z⊕ Zδ with the claasical choice of δ
(4.1) δ =
{√−dK if − dK 6≡ 1 (mod 4),
1+
√−dK
2 if − dK ≡ 1 (mod 4).
Thus δ − δ generates the different of K/Q and Im δ = √∆K/2. Put
z = (1, ι(δ)) ∈ X;
S : = Sz =
(
1 δ+δ2
δ+δ
2 δδ
)
.
We introduce the definition of S-th Bessel period according to [Fur93]. Define a
Q-algebraic group TS by
TS = {g ∈ GL2|tgSg = det gS}.
Define Ψ : K× → GL2 by
tz = (t, tδ) = (1, δ)Ψ(t) = zΨ(t) (t ∈ K×),
14 M.L. HSIEH AND K. NAMIKAWA
Then Ψ(K×) = TS. Let E := FK = F (
√−dM ) be a subalgebra of D (via ι) and
let
E0 :=
{
a ∈ E | NE/K(a) = aa∗ ∈ Q
}
.
Define a morphism j : E× → GSp4, t 7→ j(t) by
j(t) :=
(
Ψ(NE/K(t)) 0
0 Ψ(NE/K(t))
)
.
Let dt = dt∞dtf be the Haar measure on E×A/F
×
A with vol(E
×
∞/F
×
∞, dt∞) =
vol(Ô×E , dtf ) = 1. Let da∞ and daf be the Haar measures of Hz(R) and Hz(Af )
such that vol(Hz(R), da∞) = vol(Hz(Af ) ∩ U , daf ) = 1 and let da := da∞daf be
the Haar measure on Hz(A), which will be identified with (E0 ⊗A)×/F×A by the
lemma below.
Lemma 4.1. We have an isomorphism
E×0 /F
× ≃ Hz, a 7→ (a,NE/K(a))
as algebraic groups over Q.
Proof. It suffices to show this map is surjective. Let L be a field extension of Q
and let (a, α) ∈ Hz(L) ⊂ (D ⊗Q L)× ×(F⊗L)× L×. By definition,
α−1aa∗ = 1; α−1aδa∗ = a.
This implies that a lies in the centralizer of E ⊗Q L. Since E ⊗Q L is a maximal
commutative subalgebra of D⊗QL, we see that a ∈ E⊗QL, and hence α = aa∗ =
NE/K(a) ∈ L. 
For a Siegel modular form F of weight κ, the S-th Fourier coefficient WF ,S :
GSp4(A) → Lκ(C) is left invariant by ZH(A)TS(Q). For each character φ :
K×A×\K×A → C×, we can define the vector-valued Bessel periodBF ,S,φ : GSp4(A)→
Lκ(C) by
(4.2) BF ,S,φ(g) =
∫
[E×/E×0 ]
WF ,S(j(t)g)φ(NE/K (t))dt,
where dt is the quotient measure dt/da.
4.2. Preliminary computation of Bessel periods. Let C be a positive integer
such that
(hC)
(C,N∆K) = 1;
Every prime factor p of C is split in either F or M,
and put
(4.3) ξC =
(
1 0
0 C
)
∈ GL2(Af ); gC =
(
ξC 0
0 tξ−1C
)
∈ Sp4(Af ).
Define the subset Ez,C ⊂ H(1)(Af ) to be Ez,C =
∏
p<∞ Ez,C,p, where
Ez,C,p =
{
h ∈ H(1)(Qp) | ̺(h−1)zξC,p ∈ V (Zp)⊕ V (Zp)
}
.
It is clear that Hz(Af )Ez,CU = Ez,C , and by definition, ϕf (̺(h−1)zξC,f ) = IEz,C (h)
for h ∈ H(1)(Af ).
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Proposition 4.2. We have
Bθf ,S,φ(gC) = C
−2
∫
Hz(Af )\Ez,C
∫
[E×/F×]
〈ϕ∞(z), f(thf )〉2k · φ(NE/K(t))dtdhf .
Here dhf = dhf/daf .
Proof. For simplicity, write N = NE/K . Since ν(j(t)) = NE/Q(t) = ν(̺(t)), apply-
ing the formula (3.6), we find that C2 ·Bθf ,S,φ(gC) is equal to
C2 ·
∫
[E×/E×0 ]
Wθf ,S(j(t)gC)φ(N(t))dt
=
∫
Hz(Q)\H(1)(A)
∫
[E×/E×0 ]
〈ϕ(̺(t−1h−1zΨ(N(t))ξC), f(ht)〉2k · φ(N(t))dtdh.
Using the fact that zΨ(N(t)) = ̺(t)z and the identification E×0 /F
× ≃ Hz in
Lemma 4.1, the above double integral is equal to∫
Hz(A)\H(1)(A)
∫
[E×0 /F
×]
∫
[E×/E×0 ]
〈ϕ(̺(t−1a−1h−1ta)zξC), f(h(ta,N(a)))〉2k · φ(N(t))dtdadh
=
∫
Hz(A)\H(1)(A)
∫
[E×/F×]
〈ϕ(̺(t−1h−1t)zξC), f(ht)〉2k · φ(N(t))dtdh.
The above equality holds since E× is commutative and φ is trivial on A×. Making
change of variable h 7→ tht−1 and applying Lemma 3.5, we obtain
C2 ·Bθf ,S,φ(gC)
=
∫
Hz(A)\H(1)(A)
∫
[E×/F×]
〈ϕ(̺(h−1)zξC), f(th)〉2k · φ(N(t))dtdh
=
∫
Hz(Af )\H(1)(Af )
∫
[E×/F×]
ϕf (̺(h
−1
f )zξC)〈ϕ∞(z), f(thf )〉2k · φ(N(t))dtdhf .
This completes the proof. 
4.3. Determination of Ez,C . Let p be a rational prime and let Up be the p-
component of the open-compact subgroup U . In this subsection, we give the explicit
description of the double cosets [Ez,C,p] := Hz(Qp)\Ez,C,p/Up, which will be needed
for the further computation of Bessel periods. In addition to (H’), we assume that
M satisfies the following condition:
(rFK) If p is ramified in F and K, then p is inert in M .
If (∆F ,∆K) = 1, then (rFK) holds automatically. In what follows, for p ∤ N
−, we
identify D0,p with M2(Qp) via the fixed isomorphism Φp in §3.2. Put
δF =
√
dF ; δM = ι(
√
−dM ).
Lemma 4.3. For p ∤ N−, there exists ςp ∈ GL2(OFp) satisfying the following
condition:
(i) If p is split in M , then ςp ∈ GL2(Zp) and
ς−1p ι(δM )ςp =
(
δM
−δM
)
.
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(ii) If p is non-split in M and in K, then ςp ∈ GL2(Zp) such that
ς−1p ι(δM )ςp =

(
1 −1+dM2
2 −1
)
if p is inert in M,(
0 −dM
1 0
)
if p is ramified in M.
(iii) If p is inert in M and split in K, then det ςp ∈ Z×p and
ς−1p ςp =
(
0 δF
−δ−1F 0
)
ς−1p ι(δM )ςp =
(
δM 0
0 −δM
)
.
Proof. (i) and (ii) are standard facts. To see (iii), note that there exists g ∈
SL2(OFp) such that g−1ι(δK)g =
(
δK 0
0 −δK
)
∈ GL2(Qp) as p is split in K. Let
b = g−1g ∈ SL2(OFp). We have b = b−1 and
(−1)g−1ι(δK)g =
(
δK 0
0 −δK
)
= g−1ι(δK)g.
It follows that b
(−1 0
0 1
)
=
(
1 0
0 −1
)
b, and hence b =
(
0 a
−a−1 0
)
for some
a ∈ O×Fp with a = −a. Replacing g by g
(
1 0
0 δFa
−1
)
for some a ∈ F×p , we find
that the conjugation by g sends Ep into diagnoal matrices,
g−1g =
(
0 δF
−δ−1F 0
)
; det g = δFa
−1 ∈ Z×p .
Then this g satisfies the conditions in (iii). 
Definition 4.4. Let cp = ordpC. For each prime p such that either p is prime to
N+ or p is split in M , we define the subset E˜z,C,p ⊂ H(1)(Qp) as follows:
(i) If p ∤ N+N− is split in M , then
E˜z,C,p =
{
(ςp
(
1 p−j
0 1
)
, det ςp) | 0 ≤ j ≤ cp
}
.
(ii) If p | N+ is split in M , then
E˜z,C,p =
{
(ςp, det ςp), (ςp
(
0 1
−1 0
)
, det ςp)
}
.
(iii) If p ∤ N+N− is non-split in M , then
E˜z,C,p =

{
(ςp
(
p−j 0
0 1
)
, p−j det ςp) | 0 ≤ j ≤ cp
}
if p is split in F ,
{(ςp, det ςp)} if p is non-split in F .
(iv) If p | N−, let πDp be an element of D0,p with πDpπ∗Dp = p, and put
E˜z,C,p = {(12, 1), (πDp , p)}.
We record here the following integral analogue of Skolem-Noether theorem.
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Lemma 4.5. Let F/Qp be a finite extension and E be a quadratic field over F .
Let O be an order of OE and R = M2(OF ). If f, f ′ : O →֒ R are two optimal
embeddings of O into R, then f ′(x) = u−1f(x)u for some u ∈ R×.
Proof. This is a special case of [Hij74, Corollary 2.6 (i)] (See also the last paragraph
of [Gro88, p.1158]). 
Proposition 4.6. If p ∤ N+ or p is split in M , then the set E˜z,C,p is a complete set
of representatives of [Ez,C,p]. If p | N+ is non-split in M , then Ez,C,p is the empty
set.
Proof. Let ς = (ςp, det ςp) ∈ H(Qp) and
z′ = ̺(ς−1)z, Hz′ := ς−1Hz(Qp)ς ; Ez′,C,p = ς−1Ez,C,p.
Suppose that Ez′,C,p is not empty and let h ∈ Ez′,C,p, or equivalently
(4.4) ̺(h−1)z′ ∈ Rp ⊕ C−1 ·Rp.
Denote by [h] the double coset Hz′hUp. The task is to show that the class [h] can
be represented by some element in ς−1E˜z,C,p and that p ∤ N+ if p is non-split in M .
Case (i) p is split in M : In this case, p is unramified in F and K by (rFK),
and one verifies that z′ = (1,
(
δ 0
0 δ
)
) and
Hz′ =
{
(
(
a
d
)
, α) ∈ GL2(Fp)×F×p Q×p : ad = α
}
.
Using the Iwasawa decomposition, one can verify that [h] can be represented by an
element h1 of the form
h1 = (
(
1 −y
0 1
)(
a−1 0
0 1
)
u, 1) (aa = 1, y ∈ Fp, u ∈ H(1)(Zp)),
where H(1)(Zp) = H
(1)(Qp) ∩ (GL2(OFp)×O×
Fp
Z×p ). Then (4.4) implies that
̺(h−11 )z
′ =(
(
a y − y
0 a
)
,
(
aδ yδ − yδ
0 aδ
)
) ∈ M2(OFp)⊕M2(C−1OFp).
Since aa = 1 and p is unramified in E, from the above relation we can deduce that
a ∈ O×Fp ; y ≡ y1 (mod OFp) with y1 ∈ C−1Zp, −j ≤ ordp(y1) ≤ 0.
Writing y1 = −p−jvv with 0 ≤ j ≤ cp and v ∈ O×Fp , it follows that
[h] = [h1] = [(
(
v 0
0 v−1
)(
1 p−j
0 1
)(
v−1 0
0 v
)
u, 1)] = [(
(
1 p−j
0 1
)
u1, 1)]
for some u1 ∈ H(1)(Zp). If p ∤ N+, then Up = H(1)(Zp), and hence [h] can be
represented by some element in ς−1E˜z,C,p.
Case (ii) p | N+ is split in M : In this case, cp = 0, so from the discussion in
the previous case we see that the class [h] can be represented by some element in
GL2(OFp). Now we claim that [h] can be represented by some element h2 of the
form
h2 = (
(
1 0
x 1
)
, 1) or h2 = (
(
x 1
−1 0
)
, 1), x ∈ OFp .
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To see the claim, recall that
Rp =
{(
a b
c d
)
∈M2(OFp) | c ≡ 0 (mod N+)
}
,
and note that for a finite extension L/Qp with a uniformizer ̟, we have the coset
decomposition
(4.5) GL2(OL) = ⊔x∈̟OL
(
1 0
x 1
)
B(OL) ⊔x∈OL
(
x 1
−1 0
)
B(OL),
where B(OL) =
{(
a b
0 d
)
|a, d ∈ O×L , b ∈ OL
}
, so it suffices to consider the case
where Fp = Qp ⊕Qp and [h] is represented by
h3 = (
(
(1, y) (0, 1)
(x,−1) (1, 0)
)
, 1), x ∈ pZp, y ∈ Zp.
Then ̺(h−13 )z
′ξC,p ∈ Rp ⊗Rp implies that(
(y,−x) (1,−1)
(1− xy, xy − 1) (−x, y)
)
∈ Rp =⇒ (1− xy, xy − 1) ∈ N+,
which is a contradiction as 1 − xy ∈ Z×p . This proves the claim. We proceed the
argument. An easy computation shows that
̺(h−12 )z
′ =

(
(
1 0
x− x 1
)
,
(
δ 0
xδ − xδ δ
)
) if h2 =
(
1 0
x 1
)
,
(
(
1 0
x− x 1
)
,
(
δ 0
xδ − xδ δ
)
) if h2 =
(
x 1
−1 0
)
.
The condition ̺(h−12 )z
′ ∈ Rp ⊕Rp implies that x ≡ 0 (mod N+), and hence
[Ez′,C,p] =
{
[(12, 1)], [
(
0 1
−1 0
)
, 1]
}
.
Case (iii) p ∤ N− is non-split in M : We also need to show p ∤ N+ in this
case. First consider the subcase where p = pp is split in F (so p is non-split
in K). Recall that we make the identifications ip : (GL2(Qp)×GL2(Qp))/Q×p ≃
H(Qp) and jp : M2(Qp) ≃ Vp via the isomorphisms corresponding to p in (3.1)
and that (g1, g2) ∈ H(Qp) = (GL2(Qp)×GL2(Qp))/Q×p acts on Vp = M2(Qp) by
̺(g1, g2)x = g1xg
−1
2 . Write z
′ = (1, δ′) and δ′ ∈M2(Qp). Let
Kz′ := {y ∈M2(Qp) | yδ′ = δ′y} = Qp(δ′).
Then Kz′ ≃ Kp is a quadratic field over Qp as p is non-split in K, and by definition
Hz′ = K
×
z′ .
For h = (h1, h2) ∈ Ez,C,p, det h1 = deth2, and we can verify that the class [h] can
be represented by (g, g) for some g ∈ GL2(Qp). For a non-negative integer m, let
Oz′,m = Zp+pmOKz′ be the order ofKz′ with conductor pm. Let γ : Kz′ → M2(Qp)
be the conjugation map γ(x) = g−1xg and let pj be the conductor of the order
γ−1(M2(Zp)) ∩ Kz′ . Thus, γ is an optimal embedding of Oz′,j into M2(Zp). On
the other hand, (4.4) implies that g−1δ′g ∈ C−1Rp, or equivalently
γ(Oz′,cp) = g−1Oz′,cpg ⊂ Rp.
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This implies that 0 ≤ j ≤ cp. If p | N+, then p is inert in K and cp = j = 0. We
see that γ is an optimal embedding of Oz′ into Rp the Eichler order of level N+ in
M2(Zp). This implies that p is split in K, which is a contradiction.
Therefore, we have p ∤ N+. Then Rp = M2(Zp), and by our choice of ςp, one can
verify directly that the conjugation γ′ : Kz′ → M2(Qp), γ′(x) =
(
pj 0
0 1
)
x
(
p−j 0
0 1
)
also induces an optimal embedding of Oj into M2(Zp). By Lemma 4.5, γ(x) =
u−1γ′(x)u for some u ∈ GL2(Zp). It follows that
(4.6) g ∈ K×z′
(
p−j 0
0 1
)
GL2(Zp) for some 0 ≤ j ≤ cp,
hence [h] = [(g, g)] is represented by
[ip(
(
p−j 0
0 1
)
,
(
p−j 0
0 1
)
)] = [(
(
p−j 0
0 1
)
, p−j)], 0 ≤ j ≤ cp.
Now we treat the subcase where p is inert in F but is split in K. Then cp = 0
by (hC). One verifies that
z′ =(
(
0 δF
−δ−1F 0
)
,
(
0 δδF
−δδ−1F 0
)
);
Hz′ =
{
(
(
a 0
0 d
)
, α) | aa = dd = α
}
.
By Iwasawa decomposition, the class [h] can be represented by h3 · (u, 1), where
h3 =(
(
pn pny
0 1
)
, pn); u ∈ SL2(OFp).
Put s = ypnδ−1F . Since ̺(h
−1)z′ ∈ Rp ⊕Rp, we have
̺(h−13 )z
′ =(
(
s p−nδF (1− ss)
−pnδ−1F s
)
,
(
sδ p−nδF (δ − ssδ)
−pnδ−1F δ sδ
)
)
∈M2(OFp)⊕M2(OFp).
Note that δF ∈ O×Fp and δ − δ ∈ Z×p as p is unramified in F and K. The above
implies that s ∈ OFp , ss ≡ 1 (mod pn) and δ ≡ δ (mod pn). We conclude that n = 0
and y ∈ OFp . If p ∤ N+, then Rp = M2(OFp), and hence [h] = [(12, 1)], as desired.
Now assume that p | N+. Then [h3] is represented by (u, 1) for some u ∈ SL2(OFp).
By (4.5), we may assume u =
(
1 0
x 1
)
or
(
x 1
−1 0
)
for some x ∈ OFp . A direct
computation shows that
̺(u−1)z′ =

(
(
xδF δF
−δ−1F − xxδF −xδF
)
,
(
xδδF δδF
−δδ−1F − xxδδF −xδδF
)
) if u =
(
1 0
x 1
)
,
(
(
xδ−1F δ
−1
F
−δF − xxδ−1F −xδ−1F
)
,
(
xδδ−1F δδ
−1
F
−δδF − xxδδ−1F −xδδ−1F
)
) if u =
(
x 1
−1 0
)
.
It follows that ̺(u−1)z′ ∈ Rp ⊕ Rp would imply that either δ − δ ∈ N+OFp or
δF ∈ N+OFp , which is a contradiction.
It remains to consider the subcases where either p is ramified in F or p is inert
in F but ramified in M . In this case, p ∤ N+, Rp = M2(OFp), and the assumption
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(hC) implies cp = 0, and write h
−1 = (a, α) with NF/Q(det a) = α2 ∈ (Q×p )2. Let
p be the prime of F above p. By (rFK), p is unramified in E, so there exists a
uniformizer̟Ep of Ep such that NE/Q(̟Ep) ∈ (Q×p )2. It follows that [h] = [(12, 1)]
if we can show that
(4.7) a ∈ R×p E×p .
Since ̺(h−1)z′ξC,p ∈ Rp ⊕ Rp, we find that α−1aa∗ ∈ Rp, α−1aδ′a∗ ∈ Rp if and
only if
α−1aa∗ ∈ R×p , aδ′a−1 ∈ Rp.
It follows that the conjugation γ(x) = axa−1 embedds the OFp -order O := OFp [δ′M ]
into Rp (δ
′
M = ς
−1
p ι(δM )ςp). By our choice of ςp (Lemma 4.3 (ii)), the inclusion
O →֒ Rp is an optimal embedding, so to prove (4.7), it suffices to show that γ is also
an optimal embedding of O into Rp by Lemma 4.5. Now suppose that γ : O →֒ Rp
is not optimal. Then one can verify that p must be ramified in F and in M , δF is
a uniformizer of F , and the maximal order OEp = OFp [δ−1F δ′M ]. It follows that O
is the OFp -order of conductor p, and γ is an (optimal) embedding of OEp into Rp.
On the other hand, the conjugation x 7→
(
1 0
0 δF
)
x
(
1 0
0 δ−1F
)
is an embedding
of OEp into Rp, so by Lemma 4.5, we have a ∈ R×p
(
1 0
0 δF
)
E×p . In particular,
det a ∈ δFNE/F (E×p )O×Fp , which contradicts to the fact that NF/Q(det a) ∈ (Q×p )2.
Case (iv) p | N−: In this case, pOF = pp is split in F by our assumption
in §3.1 and p is inert in E by (H’). Since R×p = {x ∈ Dp : n(x) ∈ O×Fp} and
ordp(n(E
×
p )) = 2Z, it is easy to see that every coset in [Ez,C,p] can be represented
by (12, 1) and (πDp , p).
We have proved that cosets of [Ez,C,p] can be represented by elements in E˜z,C,p,
and it is not difficult to show that these cosets represented by E˜z,C,p are distinct by
the same case-by-case analysis as above. We leave the details to the reader. 
The above proposition suggests the following Heegner condition for M :
(Heeg) Each prime factor of N− (resp. N+) is inert (resp. split) in M .
Choose ς∞ ∈ D×0,∞ such that Φ−1∞ (ς−1∞ δM ς∞) =
(√−dM 0
0 −√−dM
)
∈ H. Let
PN be the set of divisors of N . For every positive integer m|C and N ∈ PN , we
define wN , ς, ς(m) ∈ HA by
ς =
∏
p≤∞
(ςp, det ςp), wN =
∏
p|N ,p|N+
(
0 1
−1 0
) ∏
p|N ,p|N−
(πDp , p),
ς(m) =ς
∏
p:split in M
(
1 p−ordp(m)
0 1
) ∏
p:
split in F
non-split in M
(
p−ordp(m) 0
0 1
)
.
Suppose that M satisfies (Heeg). By Proposition 4.6, Ez,C is not empty and
E˜z,C = {ς(m)f wN | N ⊂ PN ,m | C}.(4.8)
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4.4. Bessel periods and toric period integrals. In this subsection, we express
certain normalized Bessel periods in terms of toric period integrals. We begin with
some notation. Let O := R ∩ E be an OF -order of E and for each positive integer
m, put Om = OF +mO.1 If L/Q is quadratic, put OL,m = Z +mOL. Define the
rational number vE/M,m by
vE/M,m = ♯(Ô×M/Ô×M,m) · ♯(Ô×/Ô×m)−1,
and define the integer tE,m by
tE,m = ♯
{
xF× ∈ E×/F× | x ∈ Ô×mF̂×
}
.
Note that tE,m divides the order of the torsion subgroup of O×m.
Let X−K denote the space of finite order Hecke characters φ : K
×A×\K×A → Z
×
.
For each φ ∈ X−K of conductor COK , we define the normalized Bessel period by
(4.9) B∗θf ,S,φ :=
C2 · e2π(1+δδ)
(−2√−1)k1+k2 ·
tE,C
vE/M,C
· 〈Bθf ,S,φ(gC), QS〉2k2 ∈ C,
where QS ∈ Z[ 1√dK ][X,Y ]2k2 is defined by
QS :=((X,Y )S
(
X
Y
)
)k2 · (detS)− k1+k2+22
=(X2 + (δ + δ)XY + δδY 2)k2 · (Im δ)−(k1+k2+2).
For a Hecke character χ : E×F×A\E×A → C×, define the toric period integral by
P (f , χ, h) =
∫
[E×/F×]
〈(X1Y1)k1 ⊗ (X2Y2)k2 , f(th)〉2k · χ(t)dt.
By the definition of ς(m) for m|C, one can check easily that
(ς(m))−1(E×∞×Ô×m)ς(m) ⊂ T2(R)×H(Ẑ),
where T2(R) is the group of diagonal matrices in H, so we see easily that
P (f , φ ◦NE/K , ς(m)) = ♯(Ô×/Ô×m)−1t−1E,m ·Θm(f , φ ◦NE/K),
where
Θm(f , φ◦NE/K) :=
∑
[t]∈E×F̂×\Ê×/Ô×m
〈(X1Y1)k1⊗(X2Y2)k2 , f(tς(m))〉2k ·φ(NE/K(t)).
Let N+ | N+ be an ideal of OF and N = N+N−. For each prime p ∤ N− of OF ,
choose an element ̟N,p ∈ F×p generating N. We define the Atkin-Lehner operator
τN,p ∈ D̂× as follows:
τN,p =
(
0 1
−̟N,p 0
)
if p ∤ N− and τN,p = πDp if p|N−.
Let RN+ be the Eichler order of level N
+. Suppose that f ∈ Ak(D×A, R̂×N+) is an
eigenform of Atkin-Lehner operators τN,p with eigenvalues ǫp(f) ∈ {±1}. Namely,
1In general, O may not be the maximal order OE unless (∆F ,∆K) = 1.
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f(hτN,p) = ǫp(f) · f(h). By definition, ǫp(f) = 1 if p ∤ N. Put
(4.10)
e(f , φ) =
∏
p|N+,
p=p:inert in F
(1 + ǫp(f)φ(NE/K (P))
np)
×
∏
p|N,
p=pp:split in F
(1 + ǫp(f)ǫp(f)φ(NE/K (P))
np−np),
where p denotes a prime ideal of OF and
• P is a prime ideal of OE lying above p.
• np = ordp(N)(= ordp(N+N−)).
Proposition 4.7. Suppose that M satisfies (Heeg) and (rFK) and let C be an
integer satisfying (hC). Let φ ∈ X−K of conductor COK . Then we have
B∗θf ,S,φ = e(f , φ) ·ΘC(f , φ ◦NE/K).
Proof. Note that
QS(X,Y ) = ρκ(
tξ−1∞ )((X
2 + Y 2)k2)(det ξ∞)2k1+4
for ξ∞ =
(
Im δ −Re δ
0 1
)
(Im δ)−1. Putting ϕ[0]∞(x) = 〈ϕ∞(x), QS(X,Y )〉2k2 , by
Lemma 3.2 and a routine computation, we obtain
ϕ[0](̺(ς∞)z) =e−2π(1+δδ)〈Pk(̺(ς∞)zξ∞), (X2 + Y 2)k2〉2k2
=e−2π(1+δδ)〈Pk(12,
(√−1 0
0 −√−1
)
), (X2 + Y 2)k2〉2k2
=e−2π(1+δδ)(−2√−1)k1+k2(X1Y1)k1 ⊗ (X2Y2)k2 .
Therefore, by Proposition 4.2 and Proposition 4.6, we find that
B∗θf ,S,φ =
e2π(1+δδ)tE,C
(−2√−1)k1+k2vE/M,C
·
∑
h∈E˜z,C
µh ·
∫
[E×/F×]
〈ϕ[0]∞ (z), f(th)〉2k · φ(NE/K(t))dt
=
∑
h∈E˜z,C
µh · P (f , φ ◦NE/K , ς∞h),
where µh := vol(Hz(Af ) ∩ hUh−1, daf )−1. Since φ has conductor COK and E/K
is unramified at prime factors of C, one can verify that
P (f , φ ◦NE/K , ς(m)wN ) = 0
unless m = C. On the other hand, using the proofs in Proposition 4.6, one can
verify easily that
µξ(C) =
∏
p|C
♯(
Hz′p ∩ Up
Hz′p ∩ ξpUpξ−1p
) = ♯(Ô×M/Ô×M,C),
where z′p = ̺(ς
−1
p )z, ξp =
(
1 C−1
0 1
)
if p is split in M and ξp =
(
C−1 0
0 1
)
if p is
inert in M . We thus obtain
B∗θf ,S,φ = ♯(Ô×/Ô×C )tE,C
∑
N⊂PN
P (f , φ ◦NE/K , ς(C)wN ).
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If p | N−, then p = pp split in F/Q, and by definition
P (f , φ ◦NE/K , ς(C)wp) = ǫp(f)ǫp(f)P (f , φ ◦NE/K , ς(C)).
If p | N+, then p is split in M . Let P be a prime ideal of OE above p and let
p = OF ∩P. For x ∈ F×p , put
dx = ςp
(
1 0
0 x
)
ς−1p .
According to the recipe of ςp in Lemma 4.3 (i), we see that dx ∈ E×p and ordp(x) =
ordP(dx). Choosing ̟N ∈ F×p with ordp(̟N) = np for every p|p, we have
f(hς(C)wp) = f(d
−1
̟Nς
(C)
(
0 1
−̟N 0
)
) = (
∏
p|p
ǫp(f)) · f(d−1̟N ς(C)).
As ordP(d̟N) = np, we obtain
P (f , φ ◦NE/K , ς(C)wp) =(
∏
P|p|p
ǫp(f)φ(NE/K (P))
np) · P (f , φ ◦NE/K , ς(C)).
This completes the proof. 
Remark 4.8. In the case F = Q⊕Q, N+ = (N+1 , N+2 ), we have f = f1⊗ f2, where
fi is a Wki(C)-valued modular form on (D0 ⊗A)× for i = 1, 2. For a finite order
Hecke character φ : K×A×\K×A → C×, we put
P (fi, φ, h) =
∫
K×Q×
A
\K×
A
〈(XiYi)ki , fi(th)〉2kiφ(t)dt (i = 1, 2).
Then one verifies that
P (f , φ ◦NE/K , ς(C)) =P (f1, φ, ς(C))P (f2, φ−1, ς(C)).
5. The non-vanishing of Bessel periods
5.1. Integrality of Yoshida lifts. Let ℓ ∤ 2N be a rational prime and fix an
isomorphism ιℓ : C ≃ Qℓ. Let Q be the algebraic closure of Q in C and let
λ be the place of Q induced by ιℓ. Let Oλ be the completion of the algebraic
integers Z along λ and let l be the prime ideal of OF lying under λ. Embedd
F ⊗ Qℓ →֒ Fl ⊕ Fl, x 7→ (ιℓ(x), ιℓ(x)). Recall that in §3.2 we have chosen a real
quadratic field F ′ in which ℓ splits and fixed an isomorphism ΦF ′ : HQ ⊗ F ′ ≃
D0⊗F ′ such that ΦF ′(OHQ ⊗Zℓ) = OD0 ⊗Zℓ. Then Φ−1F ′ gives rise to a morphism
τk,l := τk ◦ Φ−1F ′ : D×ℓ → AutWk(Qℓ) induced by
Dℓ ≃ H⊗ F ⊗Qℓ →֒ M2(Fl(
√−1)⊕ Fl(
√−1)) →֒ M2(Qℓ ⊕Qℓ).
By construction, we have τk,l : R
×
ℓ ≃ (OHQ ⊗ Zℓ ⊗OF )× → AutWk(Oλ) and
τk,l(γ) = τk(γ) ∈ AutWk(Q) for γ ∈ D×.
Define the ℓ-adic avatar f̂ : D̂× → Wk(Qℓ) of f by f̂(h) = τk,l(h−1ℓ )f(h). By
definition, we can verify that
f̂(γhuz) = τk,l(u
−1
ℓ )f̂ (h) (γ ∈ D×, u ∈ R̂×, z ∈ F̂×).
Hence the values of f̂ are determined by those at representatives of the finite double
coset D×\D̂×/R̂×, and we can normalize f by multiplying a scalar in Q×ℓ so that
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f̂ takes values in Wk(Oλ) and f̂ 6≡ 0 (mod λ). In what follows, we assume f is
normaliazed as above.
Proposition 5.1. Suppose that ℓ > 2k1. The classical Yoshida lift θ
∗
f has λ-integral
Fourier expansion.
Proof. From the Fourier expansion
∑
S a(S)q
S of θ∗f in Proposition 3.6, we have
a(S) =
∑
[hf ]∈[Ez]
wz,hf 〈Pk(z), f(hf )〉2k
=
∑
[hf ]∈[Ez]
wz,hf 〈Pk(̺(h−1ℓ )z), f̂(hf )〉2k.
We note that Pk(̺(h
−1
ℓ )z) ∈ Oλ[X1, Y1]2k1⊗Oλ[X2, Y2]2k2⊗Oλ[X,Y ]2k2 since hf ∈
Ez implies that ̺(h−1ℓ z) ∈ Rℓ = ΦF ′(OHQ ⊗ Zℓ) ⊗ OF , and Pk(x) is a polynomial
on H⊕2 with coefficients in Z which takes value in Z[1/2] on OHQ . Combined with
the fact that the pairing 〈·, ·〉 on Wk(Oλ) takes value in Oλ if ℓ > 2k1, we see
immediately that a(S) ∈ Lκ(Oλ). 
Now we fix a prime ℓ > 2k1 and retain the notation M,K, δ, z, C, . . . and the
hypotheses (rFK), (Heeg) and (hC) in the previous section. We relate the non-
vanishing of Bessel periods (modulo λ) to the non-vanishing of Fourier coefficients
of Yoshida lifts.
Lemma 5.2. Assume that ℓ ∤ 2C∆K . Let φ ∈ X−K of conductor COK . Then
B∗θf ,Sz,φ ∈ Oλ, and if B∗θf ,Sz,φ 6≡ 0 (mod λ), then there exists some S′ ∈ Λ2 such
that detS′ = C2∆K/4 and
a(S′) 6≡ 0 (mod λ).
Proof. Let S = Sz. By definitions (4.2) and (4.9), the normalized Bessel period
B∗θf ,S,φ is equal to
(5.1)
C2 · e2π(1+δδ)tE,C
(−2√−1)k1+k2vE/M,C
∑
[t]
vE/M,C
tK,C
· 〈Wθf ,S(j(t)gC), QS〉2k2 · φ(NE/K(t)),
where [t] runs over the finite double cosets E×Ê×0 \Ê×/Ô×C and
tK,C := ♯
{
xE×0 ∈ E×/E×0 | x ∈ Ô×C Ê×0
}
.
Note that tK,C divides the order of the torsion subgroup of O×K,C and hence
tK,C ∈ Z×ℓ as ℓ ∤ ∆K . By strong approximation, for t ∈ Ê× we can decompose
Ψ(NE/K(t)) = αtut with αt ∈ GL2(Q) and ut ∈ GL2(Ẑ). Put γt :=
√
detαt
−1
αtξC
and Sγt = tγtSγt. Applying (2.2) and the computation in Proposition 3.6, we can
verify that
Wθf ,S(j(t)gC) = ρκ(
tγ−1t )a(S
γt)e−2π(1+δδ);
hence (5.1) is equal to
C2tE,C
(−2√−1)k1+k2tK,C
∑
[t]
〈a(Sγt), (det γ2k1+4t ) · ρκ(tγt)QS〉2k2 · φ(NE/K(t)).
A little computation shows that
(det γ2k1+4t ) · ρκ(tγt)QS = QSγt ,
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so we obtain
(5.2) B∗θf ,S,φ =
C2
(−2√−1)k1+k2 ·
tE,C
tK,C
·
∑
[t]
〈a(Sγt), QSγt 〉2k2 · φ(NE/K(t)).
Note that Sγt ∈ H2(Q) and detSγt = C2∆K/4. If a(Sγt) 6= 0, then Sγt ∈ Λ2, and
QSγt ∈ Z[ 1C∆K ][X,Y ]. This shows that
〈a(Sγt), QSγt 〉2k2 ∈ Oλ[
1
C∆K
].
By (5.2), we conclude that if B∗θf ,S,φ 6≡ 0 (mod λ), then a(Sγt) 6≡ 0 (mod λ) for
some t ∈ Ê×. This completes the proof. 
5.2. The non-vanishing of Yoshida lifts. We investigate the problem of the
non-vanishing of Yoshida lifts modulo λ in the case of F = Q⊕Q. Let (f1, f2) be a
pair of elliptic newforms of weight (k1+2, k2+2) and level (Γ0(N
+
1 N
−),Γ0(N+2 N
−)).
Let N = l.c.m(N+1 N
−, N+2 N
−) and N+ = (N+1 , N
+
2 ). Suppose further that
f ∈ Ak(D×A, R̂×N+) is the normalized newform associated with (f1, f2) in the sense
of §3.3.
Theorem 5.3. Suppose that
(LR) For every q | N with q = qq split in F and ordq(N) = ordq(N) > 0,
ǫq(f) = ǫq(f).
Assume that ℓ satisfies the following conditions
(i) ℓ > 2k1 and ℓ ∤ 2N ;
(ii) the residual λ-adic Galois representation ρfi,λ : Gal(Q/Q)→ GL2(Fℓ) (i =
1, 2) is absolutely irreducible.
Then θ∗f =
∑
S∈Λ2 a(S)q
S 6≡ 0 (mod λ). Moreover, for every imaginary quadratic
field K with (Heeg) and (ℓ,∆K) = 1, there exist infinitely many S ∈ Λ2 such that
Q(
√− detS) = K and a(S) 6≡ 0 (mod λ).
Proof. Let K be as above. We choose a prime p ∤ ℓN∆K and let φ ∈ X−K of
conductor pnOK . Then M = K satisfies (Heeg), (rFK), and C = pn satisfies (hC).
By Proposition 4.7 (E = K ⊕K) and Remark 4.8, we see that f = f1 ⊗ f2 and
B∗θf ,S,φ = e(f , φ) ·Θpn(f1, φ)Θpn(f2, φ−1),
where
Θpn(fi, φ
±) :=
∑
[t]∈K×\K̂×/Ô×
K,pn
〈(XiYi)ki , fi(tς(pn))〉2ki · φ±(t).
Now under our assumptions, one can show that Θpn(f1, φ) and Θpn(f2, φ
−1) are
both nonzero modulo λ for all but finitely many φ ∈ X−K of p-power conductor by the
same arguments in [CH16, Theorem 5.9] (replace Fℓ(g) by F
0
ℓ (g) := 〈(XiYi)ki , fi(g)〉
in the proof). In addition, the condition (LR) implies that e(f , φ) 6≡ 0 mod λ as
long as φ is sufficiently ramified. Therefore, the theorem follows from Lemma 5.2
immediately. 
26 M.L. HSIEH AND K. NAMIKAWA
Acknowledgments. This work was done while the second author was a postdoctoral
fellow in Taida Institute for Mathematical Sciences and National Center for Theo-
retical Sciences. He would like to thank for their supports and hospitalities. The
authors are grateful to the referee for suggestions on the improvement of the paper.
References
[AK13] Mahesh Agarwal and Krzysztof Klosin, Yoshida lifts and the Bloch-Kato conjecture
for the convolution L-function, J. Number Theory 133 (2013), no. 8, 2496–2537.
MR 3045201
[BDSP12] Siegfried Böcherer, Neil Dummigan, and Rainer Schulze-Pillot, Yoshida lifts and Selmer
groups, J. Math. Soc. Japan 64 (2012), no. 4, 1353–1405. MR 2998926
[Bro07] Jim Brown, Saito-Kurokawa lifts and applications to the Bloch-Kato conjecture, Com-
pos. Math. 143 (2007), no. 2, 290–322. MR 2309988 (2008i:11064)
[BSP91] Siegfried Böcherer and Rainer Schulze-Pillot, Siegel modular forms and theta series
attached to quaternion algebras, Nagoya Math. J. 121 (1991), 35–96.
[BSP97] S. Böcherer and R. Schulze-Pillot, Siegel modular forms and theta series attached to
quaternion algebras. II, Nagoya Math. J. 147 (1997), 71–106, With errata to: “Siegel
modular forms and theta series attached to quaternion algebras” [Nagoya Math. J. 121
(1991), 35–96; MR1096467 (92f:11066)].
[CH16] M. Chida and M.-L. Hsieh, Special values of anticyclotomic L-functions for modular
forms, J. Reine Angew. Math. (2016), DOI:10.1515/crelle-2015-0072.
[Dim05] Mladen Dimitrov, Galois representations modulo p and cohomology of Hilbert modular
varieties, Ann. Sci. École Norm. Sup. (4) 38 (2005), no. 4, 505–551.
[Fur93] Masaaki Furusawa, On L-functions for GSp(4) × GL(2) and their special values, J.
Reine Angew. Math. 438 (1993), 187–218. MR 1215654 (94e:11057)
[Gro88] Benedict H. Gross, Local orders, root numbers, and modular curves, Amer. J. Math.
110 (1988), no. 6, 1153–1182. MR 970123 (90b:11053)
[Hij74] Hiroaki Hijikata, Explicit formula of the traces of Hecke operators for Γ0(N), J. Math.
Soc. Japan 26 (1974), 56–82. MR 0337783 (49 #2552)
[Hun16] P.-C. Hung, On the non-vanishing mod ℓ of central L-values with anticyclotomic twists
for Hilbert modular forms, to appear in Journal of Number theory, 2016.
[Jia10] Johnson Jia, Arithmetic of the Yoshida lift, Ph.D. thesis, University of Michigan, 2010.
[KV78] M. Kashiwara and M. Vergne, On the Segal-Shale-Weil representations and harmonic
polynomials, Invent. Math. 44 (1978), no. 1, 1–47.
[Rob01] Brooks Roberts, Global L-packets for GSp(2) and theta lifts, Doc. Math. 6 (2001),
247–314 (electronic). MR 1871665 (2003a:11059)
[RR93] R. Ranga Rao, On some explicit formulas in the theory of Weil representation, Pacific
J. Math. 157 (1993), no. 2, 335–371. MR 1197062
[Yos80] Hiroyuki Yoshida, Siegel’s modular forms and the arithmetic of quadratic forms, In-
vent. Math. 60 (1980), no. 3, 193–248.
[Yos84] , On Siegel modular forms obtained from theta series, J. Reine Angew. Math.
352 (1984), 184–219.
(Hsieh) Institute of Mathematics, Academia Sinica, Taipei 10617, Taiwan and Na-
tional Center for Theoretic Sciences and Department of Mathematics, National
Taiwan University
E-mail address: mlhsieh@math.sinica.edu.tw
(Namikawa) Department of Mathematics, School of Engineering, Tokyo Denki Uni-
versity, 5, Asahicho, Senju, Adachi city, Tokyo, 120-8551, Japan
E-mail address: namikawa@mail.dendai.ac.jp
