Kohonen algorithm is self-organizing under pretty general assumptions on the stimuli distribution p (supp(~~) contains a non-empty open set) and is a.s. convergent-in a weakened sense-as soon as p admits a log-concave density. The 0-neighbour algorithm is shown to have similar converging properties. Some numerical simulations illustrate the theoretical results and a counter-example provided by a specific class of density functions.
Introduction
The so-called Kohonen algorithm was devised by Kohonen (1982) as a model of the biological phenomenon called retinotopy. It refers to the self-organization of the neural links, initially random, between the cortex cells and the retina cells according to the Hebb rule: a link between one retina cell and one cortex cell is strengthened in proportion to the product of the intensity of the stimulus received by the retina cell and the excitation of the cortex cell,
Assume that the retina is represented by [0, 112 and the cortex by (1,. . . , n}'. Xi, denotes the gravity center of the retina cells mapped with the cortex cell (i,j) at time t. For every stimulus w'+' -uniformly distributed on [0, 112-the cortex cell, say (i,, jo) , such as XI,,,, is the closest to w'+', is selected. The stimulus is then transmitted to the 'neighbouring' cortex cells. In fact, the corresponding cells zre attracted by an w'+' -centered homothety with ratio 1 -&, ~10, l[. One empirically verifies that, as time goes by, the process gets self-organized i.e. the cortex cells that are neighbours in the 'index sense' become connected to retina cells that are geometric neighbours.
This algorithm may obviously be extended to dimensions d # 2, non-square supports, non-Euclidian distances, non-uniform stimuli, etc.
Kohonen processed many simulations that displayed the self-organization property and the convergence of the algorithm (see Kohonen, 1984) . He also gave a sketch of the (converging part of the) proof in the l-dim and '2-neighbour' setting exclusively for independent and uniformly distributed stimuli. In Cottrell and Fort (1986) the first detailed proof of both self-organization and convergence (in distribution when E, is constant and a.s. when 8, suitably goes to zero) of the algorithm was completed.
The assumptions were, as Kohonen's, that the stimuli are i.i.d. and uniform on [0, 11. Nowadays, the Kohonen algorithm is mostly an efficient algorithm for selforganization and automatic classification. It is often implemented in various scientific fields such as speech processing, image pre-processing and compression (see Nasrabadi and Feng, 1988) , insurance scoring, statistical data analysis (see Ultsch, 1990) , automatic meshing in Numerical Analysis (see Sarzeaud, Stephan and Touzet, 1990) , etc. (see Hecht-Nielsen, 1991) .
The aim of this paper is to provide a proof of both self-organization (Section 3.1) and a.s. convergence (Section 3.2) of the l-dimensional algorithm with 2 neighbours when the stimuli distribution ,u is not uniform. The assumptions on p are very weak and the proof itself is based on quite different arguments. On the contrary, the convergence result emphasizes that a rather stringent assumption is required on p (existence of a log-concave density) to ensure the a.s. convergence (in a weak sense). Section 4 is devoted to the 'O-neighbour' algorithm (which moves only the stimulated point). It is no longer self-organizing, but still convergent, its main interest being that it provides a better 'skeleton' of the stimuli distribution (see Hecht-Nielsen, 1991) . A counter-example to the convergence is pointed out by studying a special class of periodic densities. Finally some numerical simulations are displayed that confirm our theoretical converging results (many simulations of self-organization had already been reported, so we thought it was not worth adding one more!). For the reader's convenience all the proofs are shifted in the last two sections of the paper (5 and 6).
The one-dimensional

Kohonen algorithm
The one-dimensional Kohonen algorithm with 2 neighbours and n points (or units) is a [0, l]"-valued adaptative process. At every time t E N*, a [0, II-valued stimulus W' homothetically drags towards it with a ratio 1 -E, > 0 the closest component of X'-' (the so-called weight vector in Neural Networks terminology) and its two 'neighbours' with respect to the indexation. The stimuli are assumed to be the trials of a sequence of i.i.d., [0, r.v. (w') ,~~. Mathematically, the algorithm with 2 neighbours is defined by
where i,(w, x) is the (smallest) i satisfying JXi --WI = ,Fj:, I& -WI and V(j) := {j -l,j, j + l} n (1, . . . , n} is the neighbourhood of j;
E, E IO, l[ is the step of the algorithm at time t. In the following, io(w'+', X') will be denoted iy'. When 'V(j) = {j}, we get the so-called algorithm with 0 neighbour (i.e. only the closest component to the stimulus is moved at each step). The extension to 2p neighbours is obvious.
The main results (Zneighhour setting)
The self-organizing results
Throughout this section, the step of the algorithm is assumed to be constant, that is E, = F> 0, and n 2 3. Then ( 1) defines a [0, 1 I"-valued homogeneous Markov chain with a transition probability P( x, dy) defined on bounded Bore1 functions f by The proof (see Section 5) is divided in two steps: the first one solves the subcase I_L diffuse and supp(p) = [0, 11, the second solves the general case.
Basically this proof relies on both Markovian techniques and a specific geometric notion: the inversion. The Markovian techniques mainly yield that an absorbing set is hitted with probability 1 as soon as it is hitted with positive probability from any starting value. The notion of inversion defined below was first introduced in Cottrell and Fort (1986) . will denote the number of inversions of X' at time t.
A purely deterministic and striking lemma is established in Cottrell and Fort (1986) saying that if XED := {XE [0, 11" ( x, =_ri iff i#,j}, for every path (X'),,,, of the chain starting from x and staying in D, the corresponding path (N'),,,, is non increasing. It means that N' is a 'quasi-Lyapounov' function of the chain. However, in spite of this promising result, it was finally not called upon in the proof in favour of the more technical 'k-chain' method. As far as we are concerned, we will show in this paper that a proof actually based on inversion cancellation is possible by proving that N' decreases with positive $,-probability for some t (see Proposition 17).
Remark on the '2p-neighbour'
setting. This algorithm also has the self-organizing property and the rate of the self-organization can even be improved by properly increasing the number of neighbours as displayed on simulations.
In spite of a similar global approach, the proof requires much more technicalities in the inversion cancellation part. The reason is that N' is no longer non-increasing because of edge effects. The Markovian reduction part of the proof remains unchanged.
Let us notice now that assumption (3) is not easily removable as displayed in the counter-example below:
Counter-example.
Let p:=f(6,+&,) and n=4. If O<a<x,<x,<x,<x,<b<l, the self-organizing property fails since one easily checks by induction on t E N* that ih= 2 if w' = a and iAif w' = b. Hence, the moved components are either Xi and Xi or Xi and Xl, so as the initial order is never modified.
As. convergence(s) results
In the above section was established that, as soon as supp(y") has a nonempty interior, the algorithm has the self-organizing property. So, to state some as.
convergence results, we may assume, thanks to the Markov property, that the starting value X0 = x of the algorithm lies in F, or even in F+.
The Kohonen algorithm is, as far as convergence is concerned, a multi-dimensional
Robbins-Monro algorithm (see Duflo, 1990; Benveniste, Metivier and Priouret, 1987) . Subsequently, it is natural to try to establish its a.s. convergence to a so-called 'equilibrium' of the system, i.e. a zero x* of the expectation function h of H defined on F+ by:
LO,11
The constant step assumption (F, = E) in the self-organizing phase will be replaced from now on by the classic 'non-increasing step' one:
1 E, =+a~ and c c:
The first problem is to prove, under suitable assumptions, the existence of (at least) one equilibrium.
To this end, we will recall various hypothesis that imply the (as.) convergence of Robbins-Monro like algorithms. Finally, we apply these results to the Kohonen algorithm itself.
Existence of an equilibrium
Let us introduce some notation related to a point x E Ff and the distribution p: vu E L-0,11, F(u):=p([O, u] ), K(u):= I w(dw), [O,ul and
with the convention F(O-) = 0. It obviously follows from the definition of h that any equilibrium x* E F+ satisfies (with the above conventions):
where E( .I A) denotes the conditional expectation given A. 
with h, the function h related to the uniform distribution. p is obviously not diffuse, -nevertheless h,,, may be continuously extended to F' and subsequently admits one equilibrium x* (at least). Thanks to theorem 3(b), x* E F+ provided that cr f 1. On the opposite, when cr = 1, supp(p) = (0, 1) and the equilibriums of h,,, are made up with the points (0, 0, x3,. . . , x,_*, 1, l), xi G x,+, . h(x) =; ,i, (xk -a~)l,;,_,,<,+~,(a,), 1 s ks n, and admits a as an equilibrium.
Remark 3. When n = 1 the Kohonen algorithm turns into
with h(x) =x -lE(w'). Then X' a.s. converges (see Subsection 3.4.1 below) to lE(w') whatever the distribution p is. When n = 2, the same phenomenon occurs.
Remark 4.
When h is not continuous, it may happen that no equilibrium exists. This may be the case, for instance, when P = (l/L) C,GIGL S,,, 0 < a, < . . . < UL < 1 with L 2 n + 12 4 (see Subsection 4.1).
Two U.S. convergence results
Global assumptions on h
The global assumptions below are the multi-dimensional version of those of the original one-dimensional Robbins-Monro algorithm (see Robbins and Monro, 1951; Duflo, 1990) . They are stated here in the bounded case. From now on, (. 1.) will denote the usual inner product on [w" and 1) . 11 the related norm.
Theorem 4 (see Duflo, 1990 
x1=x* as t + +oo. cl
When h has a derivative Vh(x) at every point x E F +, it is often convenient to notice that (SC) is satisfied as soon as:
In turn, (lOa) and (lob), in term of eigenvalues, amount to
the eigenvalues of Sym( V h (x*)) are strictly positive.
where Sym(Vh(x)) denotes the symmetrised of the gradient V h(x).
Local assumptions on h ('conditional' a.s. convergence) (Lib)
The following hypothesis were first stated in Kushner and Clark (1978) . They are related to the asymptotic behaviour of the solutions of the differential equation .f = -h(x) (see Duflo, 1990 , the formulation below assumes that the algorithm has bounded values).
x* is an attractor of the differential equation
x = -h(x). (12c)
Let us recall that a point x* is an attractor of the system X = -h(x) iff there exists r,-c F' such that for every u E r,* the solution X( u, . ) issued from u lives up to +CO and satisfies tlKcT,,, K compact, sup JlX( 14, .s) -x* 11 + 0.
,,t K
One practical way to check ( 12~) is that h satisfies
Vh(x*) exists and all its eigenvalues have positive real parts.
(see Reinhard, 1982, Chapter IV.2) . Implication (13)*(12) straightforwardly follows from the fact that V(x) = 5:" 11 e-"h(xx)(x -x*)11' dt is a strict Lyapounov function of the system f = -h (x) in a neighbourhood r of x*.
Finally the convergence result can be stated as follows:
Theorem 5 (see Duflo, 1990 When (14) is satisfied, we will say that X' converges to x* in the Kushner and Clark (K&C) sense. The K&C-convergence usually does not imply the usual a.s. convergence even if x* is unique and X0 lies in r,*. In fact, the unconditional a.s. convergence to an equilibrium may follow from the K&C one when the closures of the attracting areas r,, make up a partition of F + but such an assumption is almost impossible to check.
Remark 5.
If h is continuous, X"=x,, and X(S) :=X(X,,, s) lives up to +a then some functional results hold, but related to the algorithm with constant step E > 0: if one sets (with obvious notations) , then (see Jacod and Shiryaev, 1990; Kushner, 1984) XP-X(
These convergences hold w.r.t. the locally uniform convergence topology and 2 is a n-dimensional Brownian diffusion process defined by
A K&C-convergence criterion
We assume in this subsection that the stimuli distribution has a density p.(dw) = f(o) dw. Then a straightforward computation yields the following:
a, = F(Xli+2) -F(x',_,) G= 0, 1s i s n ( using the abor,e comsentions), Remark 6. The assumption 'log(f) concave and Vh(x*) invertible' also yields the K&C-convergence to x* with an obvious proof.
The density of any (truncated) Gaussian or gamma (a, 0), 13 > 1, distribution satisfies the strict log-concavity assumption. It is also fulfilled by the beta(a, 6)-density (a 2 1 and b 2 1, ab # 1). The (truncated) exponential distributions satisfy the above assumption of Remark 6. Conversely, counter-examples-when Vh(x*) actually has eigenvalues with negative real parts-can be built and one numerically verifies on simulations that, then, convergence to this equilibrium does not hold. As they are very technical, they were not mentioned here; similar ones are studied and simulated in the 'O-neighbour' setting in Section 4.
Unconditional a.s. convergence
Assume that we want to fulfil assumption (11) (i.e. Sym(Vh(x)) 2 0) by checking that Sym(Vh(x)) has a dominating diagonal (strictly if x =x*). A straightforward computation yields that the sum L,(x) := a, -bj -ci -$(b,_, + b,_,+ c,+, + c,+~) of the ith line of Sym(Vh(x)), x E F+, can be written
Assume that, in order to check that Sym(Vh(x)), actually implies f= l,,,,( (see Section 4 for a result in the 'O-neighbour' setting).
The uniformly distributed stimuli case
In this paragraph we improve the seminal K&C-convergence result (see Cottrell and Fort, 1986) by establishing the unconditional a.s. convergence of the Kohonen algorithm.
Moreover we provide a simple algorithm to compute the n-equilibrium. By the way, it shows that the analytic computation of equilibriums turns out to be quite difficult even in the uniform case (especially when compared to the 'Oneighbour' algorithm, see Section 4). The equilibrium: If the stimuli are uniformly distributed, then F(u) = u and K(u) =$u2, u E [0, 11. Then, equation (7) can be written as 
Lemma 9. Sym(A) is a positive symmetric matrix and A is invertible.
A being invertible, the equilibrium is unique. Since the system is invariant by the symmetry(xi)~(1-xx,+,_i),x*satisfiesx~+xf+,_i=1,1~i~n.Ontheotherhand, (xi) satisfies (if n 2 5) (16~). Combining the above relations yields x7 = h+~i+cz(t3~-0;l+'-'), 1 si<n, with2A+p(n-t1)=1 (and 0,=f(fi-3) . 1 s is n (using the conventions),
The only major difference with the '2-neighbour' algorithm is that now, Vh(x) is symmetric. Notice as well that, the hi's being non negative, Sym(Vh(x)) = Vh(x) has a dominating diagonal as soon as Vi~{l,.
.
., n}, a,a2(b,+b,+,),
i.e.
F(z?,)~~(x,-x,)f(Z,) and l-F(~~)~~(x,-x,_,)f(~~) (19a) F(~,+,)-F(~i)~(x,-sZ,)f(~,)+(~j+,-x,)f(&+,), 2s is n-l. (19b)
Proposition 10. Let f E %'(]O, l[) a density function and n 3 3. Zi for every x E Ff,
Vh(x) has a dominating diagonal, then f = 1 10.,[.
So, it is hopeless to establish an unconditional a.s. using the Gerschgorin lemma except for uniformly distributed stimuli. ( u~~q4ro, UN -"I) =k.
x* is the point with the lowest n-discrepancy (see Niederreiter, 1978) . This strongly pleads in farSour of the '0-neighbour' algorithm in the conrlerging phase.
A counter-example: existence of a repulsive equilibrium
Let g E %([O, 11, R,) be a probability density such that g(x) = g(l -x). g can be extended to R to an even continuous periodic function. Then, for any n 2 1, o E [0, 11, set g,(w) = g(nw); g, is a probability density on [0, 11. Remark 7. Notice that the assumption g(0) S 1 provides an example of convergence of the algorithm with no log-concavity assumption. Theorem 12 also confirms that x* does not characterize the stimuli distribution.
Numerical simulations
The numerical simulations were implemented with distributions derived from One may verify that for K = 1 and K = 1.5 the convergence holds although not very steep. Notice that, when K = l-the uniformly distributed case-the convergence does not look any faster although unconditional a.s. convergence holds. When K = 0.75 or K = 3, e' obviously does not go to 0 even if it may look converging. In fact, X' seems to converge to another vector. 
Proof of Theorem 1 (self-organization)
Assumption p dijiuse and supp(p) =[O, 1]
Markovian reduction of the problem
The aim of this section is to prove that if F can be reached with a positive probability from any x E [0, 11" then F is actually reached almost surely. (ii) 
[Cl1 to,11
Hence lim infk P(f)(xk) 3 P(f)(x) i.e. P (f) Step 3. The S-parting can be 'localized' by dragging several S-wide intervals into the vicinity of a given component so as index neighbours locally coincide with geometric neighbours.
It can be written
k with A~(i):={xEA~Ix, (, +l, (i, ~6; (x, l~s, ~a"Ir(, (i) 
-, 
OSISI--I
A short computation shows that, for every kE V(cr(i)),
Ixl-xI,I~Ixl-(~~,rc,+,,-ps)l-ps~fs(l-4P). Proof. We will show the result by induction on No. If N'=l, then {~~<+~}~{~~<+~}n{w'<~,w2>1-~} for O<T< min,+,lXj -X,//2. On (0J' < 7, W* > 1 -n}, if one component still lies at 0 (resp. at 1) it is moved at t = 1 (resp. t = 2) with $, positive probability since supp(p) = [0, 11. As no new inversion arises, the above inclusion holds. The assumption P',( 7d < +a) > 0 and the Markov property applied at time 2 yield l&(~~ < +a) > 0 since X2 E D $,-a.s. by (20).
If No= k, applying the Markov property to the absorbing set F and at (the stopping) time rd yields ~,(TF< +")=[E,(~,,<+,,$,,,(TF< +cc)). Now, Since N"(XTd) < No(x) on {Td < +a}, the induction assumption implies $,-a.s. This lemma shows in mathematical terms that one may find an event with positive probability on which the index i is called T times consecutively and such that the components Xl, i -1 s j c i + 1 are moved almost as though all the w "s had been set equal to xi.
Proof. Since /.L is diffuse, we have P,(A,)= P.,( w' E f&)7'=p(f&)7'>0. Proof of Proposition 17. Let x E D -F. We will restrict to points x satisfying x1 < x2.
The symmetrical case can be handled analogously. Let Z,(~)=min{iE{l,..., n}l(x,+, -x,)(x,-x;_,)<O}A~ be the first index an inversion occurs and Z,(x) = min{i > Z,(x)1 (xi+, -xi)(xi -x,-,) ~0) A n the second one. Then, let I;:= Z,(x) and I::= Zi(X').
Two classes of initial graphs must be taken into account (see Figure 2) : l I, = 2 and x in Class 2: Lemma 18 ensures that index I, -1 = 1 may be called with positive probability until a time T so as Xt-, < XE < XT;. Then, the inversion lies at Zr = I, + 1. Carrying on the same process kicks forward Zi towards the unmoved index Zi = I, when t increases until ZI = Zi -1 = Z, -1. Then, calling Zi -1 pulls down Xi; under the still unmoved point xl2 and the inversion at Z; vanishes without arising of any other. l I, > 3 and x in Class 1: As in the case Z2 = 2, successive calls of indices Zz -1, zz-2, 12-3,. , .) I, f2 lead with a positive probability to a graph satisfying ZT = z,,z~=z,+1,x~+,<X~-,<X~.
Once again, successive calls of Z: pull down Xt (unmoved until T) under Xt-, = x,, -1 (still unmoved) but then the first inversion now lies at Z T = I, -1. l I, 2 3 and x in Class 2: The same proof as in the case I, = 2 holds except that now the called index is I, -1 instead of 1. 0
The general case
Let Z = [u, v] , u < U, Z c supp(~.~') and Z,L'= pc(. n 1)/t_~'(Z). Let PL be the distribution of (X'),,, starting from x with stimuli distribution Z_L'. The main idea in this last part of the proof is to show that any starting value x can be dragged with a positive P:-probability into I". Then, once inside I", everything goes as in the previous setting. Let 7," := min{ t ( X' E Z"}. Pi.-probability for some t.
Assume 0~ v(x) s n -1. It follows from the Markov property that p:(@,+, s T-t Tk+l) ~'IE: (I, , , 6, TIP~~0~(8, , , s Tkt, ) ).
Let y E Oi. One may assume that v(y) = k. As k s n -1, there exists some i such that yi E I and yi_i or yi+, E I. Assume, for example that y,_, < Since Id -sh is continuous on 7, t F IS stable as well. Now, F + is a compact convex, so it follows from the Brouwer theorem (Dunford and Schwartz, 1963, Chapter V.12 ) that Id -~11 has a fixed point x*, -7 that is h admits an equilibrium x* in F . 
2xi -xi+, -x;_, = 0, 2Gi=zn-1.
(36b) implies that xi = A +@, A and p satisfying the system derived from (36a).
Finally, this yields x, = (2i-1)/(2n).
(b) It is obvious that f= lLO,,I satisfies (19) at every x E Ft (as an equality for (36b)). At x*, the equation Vh(x*)u = 0 reduces to the homogeneous system derived from (36). Then, its only solution being the null vector, 0 is not an eigenvalue of Vh(x"). q . . .
-g(O)
:l '
4-g(o) Isi,jSn
Vh(x*) obviously has a dominating diagonal iff g(0) < 1. When g(0) = 1, Vh(x*) is the same as in the above uniform case and so is positive.
Tr(Vh(x*)) = 1 -g(O)(n -1)/(2n). Vh(x*) # 0 and is symmetric, hence it admits a negative eigenvalue as soon as Tr(Vh(x*)) s 0. q
