Abstract. We show that the homology of the space of Iwahori subalgebras containing a nilpotent element of a split semisimple Lie algebra over C((ε)) is isomorphic to the homology of the entire affine flag manifold.
Introduction
Let G be a semisimple, simply connected algebraic group over C with Lie algebra g. Let F = C((ε)),Ĝ = G(F ), andĝ = g ⊗ C F . The affine flag manifold ofĜ, denotedB, is the space of Iwahori subalgebras ofĝ. This is an infinite dimensional algebraic variety (i.e. a direct limit of complex varieties under closed embeddings) with a natural action ofĜ given by conjugation.
We recall some facts aboutB. Letb 0 be an Iwahori subalgebra and letB 0 denote the subgroup ofĜ which normalizesb 0 . LetŴ be the affine Weyl group of G. This is a Coxeter group with length function l(w) for w ∈Ŵ and standard partial order ≤. ViewingŴ as the quotient of a subgroup M ofĜ defined in [2] , we denote bẏ w ∈ M a representative of w ∈Ŵ . For each w ∈Ŵ, we letB w =B 0ẇb0 ⊂B. ThenB = B w , where the disjoint union is over all w inŴ . This is the 'Bruhat' decomposition ofB [2] . Furthermore,B w is isomorphic to C l(w) andB w , the closure ofB w inB, is a complex projective variety which is the union of allB w such that w ≤ w. AlsoB = lim − →B w (see [4] ).
Let N be a nilpotent element ofĝ. LetB N be the subspace ofB consisting of Iwahori subalgebras containing N . Our main result is that the singular homology with integer coefficients ofB N is isomorphic to the homology ofB. Proof. SinceĜ is split over F , the Jacobson-Morozov theorem [3] implies that N belongs to an sl 2 (F )-subalgebra ofĝ. Now the lemma just follows from the case of G = SL 2 (F ).
Thus for any positive integer k, we see thatB N andB ε 2k N are homeomorphic. Now we wish to put coordinates on the spaceB w =B 0ẇb0 for w ∈Ŵ . First we need some more preliminaries. Choose h a Cartan subalgebra of g. Let ∆ be the set of roots defined by h and let ∆ = ∆ + ∪ ∆ − be a decomposition of ∆ into positive and negative roots. Let∆ = {(α, n) | α ∈ ∆ and n ∈ Z} and let ∆ + = {(α, n) ∈∆ | α ∈ ∆ + and n > 0 or α ∈ ∆ − and n ≥ 0}. For α ∈ ∆, let e α be a non-zero element in the root space of g corresponding to α. For t ∈ F, let x α (t) = exp(te α ) which is a well-defined element ofĜ. Now we fixb 0 to be the Iwahori subalgebra spanned as a C-vector space by h ⊗ C[[ε]] and the elements ε n e α for all (α, n) ∈∆ + . Thus for (α, n) ∈∆ + and t ∈ C, we know that
It is known that the cardinality of∆(w) is just l(w) [2] . To simplify notation, let l equal l(w). For 1 ≤ j ≤ l, let (α j , n j ) be the elements of∆(w) in some order. Then from results in [2] , it follows that the map φ : C l →B w given by
is an isomorphism. We use these coordinates in the following lemma.
Lemma 2.
Let N ∈b 0 be any element and let k be a positive integer. IfB ε k N ∩ B w = ∅, then for some complex variety V and some d ≥ min{k, l}, we haveB
Proof. For 1 ≤ j ≤ l, let t j ∈ C and let y = x α1 (t 1 ε n1 )x α2 (t 2 ε n2 ) . . . x α l (t l ε n l ) with the above notation so that yẇb 0 is a point ofB w . We want to find the conditions on the t j which specify when yẇb 0 ∈B ε k N . It can be seen that any element M ∈b 0 can be written uniquely in the form 
Observe that p α,n is a complex polynomial in the variables t j for which n j ≤ n − k and p α,n = 0 if n < k. This follows from the fact that if t ∈ F and β ∈ ∆, then x β (t) acting by conjugation onĝ acts as a matrix (with respect to a basis coming from g) with entries that are complex polynomials in t. Now yẇb 0 ∈B ε k N if and only if ε kẇ−1 y −1 N yẇ ∈b 0 . And this is true if and only if p α,n = 0 for all (α, n) ∈∆(w). Hencê B ε k N ∩B w = {(t 1 , . . . , t l )| p α,n = 0 for all (α, n) ∈∆(w)}.
But p α,n is not a function of all t j . In fact, let t j1 , . . . , t j h be a list of those t j which appear in at least one p α,n . Let V = {(t j1 , . . . , t j h )| p α,n = 0 for all (α, n) ∈∆(w)}.
Thus if V = ∅, thenB ε k N ∩B w C l−h × V . Let (β, m) ∈∆(w) be such that m = max{ n | (α, n) ∈∆(w)}. Then t j does not contribute to any p α,n if n j > m − k. We now consider the two cases 0 < k ≤ m and k > m separately. If 0 < k ≤ m, then (β, m), . . . , (β, m−k+1) belong to∆(w) but do not contribute to any p α,n . Hence in this case, the number of t j such that n j > m − k is at least k, i.e., l − h ≥ k. On the other hand, if k > m, then all p α,n are zero, i.e.,B ε k N =B w . In either case,B ε k N ∩B w has the desired form and B ε k N ∩B w =B w whenever k > m. This completes the proof.
Main result
We return to the case where N ∈ĝ is nilpotent. We can now compute the singular homology ofB N with integer coefficients.
Theorem. For any nilpotent element N ∈ĝ, we have H * (B N ) H * (B).
Proof. Without loss of generality, we can assume N ∈b 0 . Fix a nonnegative integer i. We wish to show that H i (B N ) H i (B). SinceB N andB ε 2k N are homeomorphic by Lemma 1, it will be enough to show that H i (B ε 2k N ) H i (B) for some positive integer k.
By Lemma 2, we can choose k so that for all w ∈Ŵ with l(w) ≤ i, we havê B ε 2k N ∩B w =B w . Furthermore, by increasing k if necessary, we can also guarantee that if l(w) > i, then eitherB ε 2k N ∩B w = ∅ or for some complex variety V , we havê B ε 2k N ∩B w C i+1 × V . Let us introduce some more notation. For w ∈Ŵ , let
Note that X n is closed inB ε 2k N andB ε 2k N = lim − → X n as topological spaces. Clearly
where {w 1 , w 2 , . . . , w h } are the elements ofŴ of length n. Let X n,0 = X n−1 and for 1 ≤ j ≤ h, define X n,j inductively to be X n,j−1 ∪ Y wj . Thus X n,h = X n . Note that X n,j−1 is closed in X n,j . Because k is chosen so that Y w =B w for all w ∈Ŵ with l(w) ≤ i, we see that for 0 ≤ r ≤ 2i
In particular, this holds for r = i. Now suppose we can establish that for all n ≥ i + 1 the inclusion of X n−1 in X n induces an isomorphism of H i (X n−1 ) with H i (X n ). Then sinceB ε 2k N = lim − → X n , it will follow that (Y wj ) −→ · · · since X n,j−1 is closed in X n,j . By the assumption on n and the choice of k, we have either Y wj = ∅ or Y wj C i+1 × V . In the latter case, since H BM r (C i+1 ) vanishes for r < 2(i + 1), the Künneth theorem implies that both H
