Abstract-In this paper, we investigate the controllability of a class of formation control systems. Given a directed graph, we assign an agent to each of its vertices and let the edges of the graph describe the information flow in the system. We relate the strongly connected components of this graph to the reachable set of the formation control system. Moreover, we show that the formation control model is approximately pathcontrollable over a path-connected, open dense subset as long as the graph is weakly connected and satisfies some mild assumption on the numbers of vertices of the strongly connected components.
I. INTRODUCTION
We investigate here the controllability and pathcontrollability of a non-linear formation control system with N agents in R n . As is usually done, we use a directed graph G = (V, E), with vertex set V = {1, · · · , N} and edge set E, to describe the information flow in the system. We denote by i → j an edge in G. Precisely, to each vertex corresponds an agent and with a slight abuse of notation, we refer to agent i as x i ∈ R n . Denote by V 
where each u i j is a continuously differentiable, realvalued function. This formation control model and variations of it have been widely investigated in recent years [1] - [11] . Questions about how these scalar functions are designed to organize multi-agent systems [1] , [2] , questions about convergence of the dynamics [3] , questions about global/local stabilization of the target formation [10] , [11] , and questions about robustness of the formation control laws [6] - [9] have all been investigated to some extent. In this paper, we investigate whether we can steer the multi-agent system (1) from any initial configuration to any target configuration. The same question was Xudong Chen, M.-A. Belabbas, and Tamer Başar are with Coordinated Science Lab, University of Illinois at UrbanaChampaign, Champaign, IL 61820, U.S. Emails: {xdchen, belabbas, basar1}@illinois.edu addressed for an undirected graph [12] . It was shown in [12] that if the undirected graph G is connected and (N − n) > 1, n > 1, then the control system is controllable over a path-connected, open dense subset of the configuration space (comprised of configurations with fixed centroid). We assume here without loss of generality that G is weakly connected and that N > n. In case G is not weakly connected, one can analyze the weakly connected components independently using the results of this paper, and in case N ≤ n, one can see that the dynamics (1) evolves in a proper affine subspace of R n with its dimension less than N. Thus, one can use the results of this paper, after a simple change of variables, to study that case as well.
One of the main contributions of this paper is to identify a class of connected directed graphs for which the system is controllable. In particular, we will establish a relation between the geometry of formations, the structure of the underlying network topology and the controllability of the formation control system.
Following the introduction, the rest of the paper is organized as follows. In the next section, we introduce some definitions and state the main theorem. We also derive properties of the configuration space of the formation control system; in particular, we identify an open dense subset of the configuration space where system (1) is controllable. We give a necessary and sufficient condition for this open dense subset to be path-connected. Next, we introduce the matrix Lie algebra Z of zero row-sum matrices and show how to relate the graph closure of G to the Lie algebraic closure of a naturally defined subspace of Z . In section 3, we compute the Lie brackets of control vector fields and prove the controllability of system (1) by verifying the Lie algebra rank condition. We summarize and provide future directions in the last section.
II. PRELIMINARIES AND STATEMENT OF THE MAIN RESULT

A. Digraphs and their strong component decomposition
Let G = (V, E) be a directed graph (or simply digraph) of N vertices with V = {1, · · · , N} the set of vertices and E the set of edges. We denote by i → j a directed edge in G from vertex i to vertex j. We call a digraph G weakly connected when the undirected graph obtained by ignoring the orientation of the edges is connected [13] . The digraph G is strongly connected if for any pair of vertices i and j, there is a path in G from i to j. A weakly connected digraph admits a unique decomposition into subgraphs
called strong component decomposition and which satisfies the following three conditions: 1. Each vertex of G is contained in one and only one G i ; 2. Each G i is a strongly connected subgraph of G; 3. If there is another decomposition of G
satisfying the two conditions above, then it is a refinement of the strong component decomposition, i.e., each G i is a subgraph of G j for some G j . In other words, the strong component decomposition produces the minimal number of strongly connected subgraphs of G. We denote by |G i | the number of vertices of the graph G i .
The strong component decomposition of G defines an acyclic digraph Γ with k vertices, with k the number of subgraphs in the decomposition, as follows. There is an edge i → j in Γ if and only if there is an edge i → j in G with i a vertex in G i and j a vertex in G j . Furthermore, the digraph Γ yields a partial order on its By applying the strong component decomposition to the weakly connected graph G on the left, we get four strongly connected subgraphs as G 1 , · · · , G 4 . The associated acyclic digraph Γ is then given on the right hand side of the figure. vertices. We say j is greater than i, or simply j i, if there is a path from i to j in Γ. We say a vertex i of Γ is maximal for the partial order if there does not exist a vertex j such that j i. Denote by S + the set of maximal elements, and we refer to S + as the maximal set. By definition, if a vertex i is in S + , then there is no vertex j of Γ with i → j being an edge of Γ. Also we note that for any vertex i of Γ other than a vertex in S + , there is a vertex j ∈ S + and a path from i to j.
Given a formation of N agents in R n , with states x 1 , . . . x N respectively, we set p = (x 1 , . . . , x N ) ∈ R nN . We call p the configuration of the system and P := R nN the configuration space of the system. Let Q be a subset of P. We say that Q is path-connected if for any two configurations p 0 , p 1 ∈ Q, there is a continuous function γ : [0, 1] → P with γ(0) = p 0 and γ(1) = p 1 such that the entire image of γ lies in Q. We say that system (1) is approximately path-controllable over Q if for any T > 0, any arbitrary smooth curve γ : [0, T ] → Q and any tolerance ε > 0, there are control laws u i j (x 1 , · · · , x N ,t) with i → j ∈ E such that the solutionγ(t) of system (1) satisfies
We now state the main theorem of this paper. 
B. Nondegenerate configurations
Let p be a configuration of m agents x 1 , · · · , x m in R n . We say that the configuration p is nondegenerate if there is no proper affine subspace of R n containing
We notice that if p is nondegenerate, then the number of agents has to be greater than n.
Each configuration p ∈ P can be viewed as an embedding of the graph G in R n . By convention, we call the pair (G, p) a framework. Let (G, p) be a framework with G weakly connected and let {G 1 ∪ · · · ∪ G k } be the strong component decomposition of G. We denote by (G i , p i ), with p i ∈ R n|G i | , the framework obtained from (G, p) by only considering vertices and edges of G i . Let Q be the subset of P defined as
with S + the maximal set associated with G. It should be clear that Q is an open subset of P. We now show that Q is also dense in P, and even path-connected under some mild assumptions.
Lemma 2.
Under the assumptions of Theorem 1, the set Q is a path-connected, open dense subset of P.
Proof. Let N i be the number of vertices of G i , P i be the configuration space of agents in G i and P −i be the configuration space of the other agents. Then P i and P −i are Euclidean spaces of dimensions n × N i and n × (N − N i ) respectively. LetP i be the set of degenerate configurations in P i . We can express the set Q as
It is shown in [12] that the setP i is a finite union of smooth submanifolds of P i with codimensions greater than N i − n. This implies that eachP i × P −i is a finite union of smooth submanifolds of P of codimensions greater than N i − n, and by assumption, we have
Since removing from an Euclidean space a finite union of smooth submanifolds of codimensions at least two does not render it disconnected, the result is proved.
If p is a nondegenerate configuration in R n , then there exists at least one set of (n + 1) agents such that the subconfiguration formed by these (n + 1) agents is nondegenerate in R n . We establish here a tighter lower bound on the number of nondegenerate subconfigurations. We start with the following fact.
Lemma 3. Let p = (x 1 , · · · , x n+1 ) be a nondegenerate configuration in R n . Then for any vector x in R n , there exist n vectors {x i 1 , · · · , x i n } ⊂ {x 1 , · · · , x n+1 } such that these n vectors together with x form a nondegenerate configuration in R n .
Proof. We prove the lemma by contradiction. Assume that there is a vector x in R n such that there does not exist a set of n vectors {x
Let H i be the affine subspace of R n of lowest dimension that contains the n vectors
whereas H j , j = i does, the H i 's are pairwise distinct and thus
However, each H i has to contain the vector x because otherwise the n + 1 vectors
which is a contradiction.
We obtain as a corollary a lower bound on the number of non-degenerate subconfigurations of p:
Corollary 4. Let p ∈ R nN be a nondegenerate configuration with N > n. Then there are at least (N − n) subconfigurations of (n + 1) agents that are nondegenerate in R n .
C. Lie algebra of zero row-sum matrices
Denote by 1 the vector of R N with all entries one. We say that a matrix A ∈ R N×N is a zero row-sum matrix if A1 = 0. We denote by Z the vector space of such matrices. We see that the commutator or Lie bracket of two zero row-sum matrices is also a zero row-sum matrix. Hence the vector space Z is a Lie algebra. We derive here some properties of the Lie algebra of zero row-sum matrices that are needed in the proof of the main Theorem.
Let e 1 , · · · , e N be the canonical basis of R N . Let A i j ∈ Z be defined as A i j := −e i e i + e i e j (9) Note that the matrix A i j is the negative of the Laplacian matrix of a digraph with N vertices and only one edge, namely i → j. For a digraph G, we let
It is easy to see that matrices in A G are linearly independent. We denote by span A G the vector space spanned by elements in A G . Let Z (A G ) be the Lie algebra closure of A G , defined as the smallest vector space of R N×N which contains A G and is closed under the Lie bracket. Given a digraph G, we denote by G the transitive closure of G: G has the same vertex set as G and there is an edge i → j in G if and only if there is a path from i to j in G. For illustration, we refer to the example depicted in Figure 2 . Our goal in this section is to evaluate Z (A G ) for G a weakly connected graph. In particular, we establish the following result.
Proposition 5. Let G be a weakly connected digraph and let G be its transitive closure. Let Z (A G ) be the Lie algebra closure of A G . Then Z (A G ) = span A G .
Proposition 5 relates the Lie algebra closure of a set of Laplacian matrices to the transitive closure of a digraph G. We will first establish a simple result about the transitive closure of G.
Lemma 6. Let G be weakly connected and G 1 ∪· · ·∪G k be its strong component decomposition. Then each G i is a complete graph and the strong component decomposition of G is given by
Moreover, if j i then for any vertex i of G i and any vertex j of G j , i → j is an edge of G Proof. We first note that if G is strongly connected, then its transitive closure G is a complete graph. Indeed, for any pair of vertices (i, j) there is a path from i to j, and also a path from j to i in G.
Next we show that if j i, then i → j is an edge in G for any vertex i of G i and any vertex j of G j . By definition of the partial order, there is a path from i to j in the acyclic graph Γ. Let the path be
For each edge i l−1 → i l on the path, there is an edge i l−1 (l) → i l (l) of G with i l−1 (l) and i l (l) vertices in G l−1 and G l respectively. Since each G l is strongly connected, there is a path from i l (l) to i l (l + 1) in G l . Concatenating all these edges and paths, we obtain a path (with no repetition of vertices)
It now suffices to show that the strong component decomposition of G yields G 1 ∪ · · · ∪ G k . Let V i be the vertex set of G i . Choose any two vertex sets V i and V j with i = j, let V := V i ∪V j , and let G be the subgraph of G induced by V . It suffices to show that G is not strongly connected. Suppose it is, then there exists a vertex i ∈ V i and a vertex j ∈ V j such that i → j is an edge of G . Thus, there is a path from i to j in G, and hence an edge i → j in Γ. So then we have j i. Conversely, there also exists a vertex i ∈ V i and j ∈ V j such that j → i is an edge of G . By the same argument, we also have i j. But then, we have i = j which is a contradiction. This then completes the proof. Remark 1. Let Γ be the transitive closure of Γ, then Γ is the acyclic digraph associated with G.
We now evaluate the Lie bracket of matrices in A G .
Lemma 7.
Let (i, j) and (i , j ) be two pairs of positive integers with 1 ≤ i = j ≤ n and
if i = i and
if j = i .
The lemma follows directly from computations. We mention that similar results are derived in [12] and [14] .
As a corollary of Lemma 7, we have the following:
The proof is by induction on the length of the path. For the base case, suppose that k = 1; then i → j is an edge of G. Thus A i j is in A G . For the inductive step, suppose the statement of the Lemma holds true for k ≤ m with m ≥ 1. Hence, the matrix A i 0 i m is in Z (A G ). From Equation (15), we have
which completes the proof. We also illustrate the procedure in Figure 3 . From Corollary 8, it is clear now that Z (A G ) contains the vectors space span A G . Hence, Proposition 5 will be proved after we establish the following Lemma.
Lemma 9. The vector space span A G is closed under the Lie bracket.
Proof. We know that the set A G is a basis of the vector space span A G . So it suffices to show that for any two matrices A i j and A i j in A G , the Lie bracket [A i j , A i j ] is a linear combination of matrices in A G . This is a direct consequence of Lemma 7; indeed, in case i = i and i = j, then
in case i = i, then
and in case i = j, then
with A i j in A G because i → j → j is a path in G which implies that i → j is an edge of G.
Lemma 9 implies that the vector space span A G contains the Lie algebra closure of A G . Proposition 5 is thus proved by combining Corollary 8 and Lemma 9.
III. PROOF OF THE MAIN THEOREM
We now prove the controllability of system (1) by verifying the Lie algebra rank condition over the pathconnected, open dense set Q defined in (4).
We first express Eq. (1) into a form that makes evaluations of Lie brackets simpler. To this end, we reorder the entries of the vector p as follows. Let x j i be the j-th coordinate of agent i, and let
be a vector in R N collecting the j-th coordinate of all agents. In the rest of this section, the configuration vector p is given by
Let A be an N-by-N matrix, and let
be a block-diagonal matrix with A repeated n times. Then with the notations above, system (1) can be expressed asṗ
with u i j scalar controls. Observe that the control system above is in a standard affine control form [15] , [16] with
the control vector field. Let L be the Lie algebra generated by the control vector fields g i j , and let L p be the vector space obtained by evaluating the elements of L at p. We prove the following theorem.
Proposition 10. Let Q be the path-connected, open dense subset of P defined by equation (4) . Then for each p in Q, the Lie algebra rank condition is satisfied, i.e., dim L p = dim P = n × N.
We prove Proposition 10 below. We first observe that for any two matrices A i j and A i j in span A G , we have
Thus, by Proposition 5, we have
It suffices to show that there are (n × N) linearly independent vectors in L p . We start the proof with a special case.
Lemma 11. Let G be a strongly connected digraph and N = n + 1. Then for p ∈ Q, dim L p = n(n + 1).
Proof. Since G is strongly connected, the transitive closure G is a complete graph. Hence there are n(n +1) matrices in A G . We thus need to show that the vectors {D(A i j )p|i → j ∈ G} are linearly independent. This is equivalent to showing that if D(A)p = 0 for some A ∈ A G , then A = 0. Let be an N-by-N matrix and recall that 1 is the vector of all ones in R N . Since p is nondegenerate and N = n+1, the matrix X e is nonsingular; indeed, consider the elementary row operation on X ẽ X e := RX e (28) with R given by
A direct computation yields
Since p ∈ Q and thus is nondegenerate, the n vectors
This shows thatX e is nonsingular and so is X e . On the other hand, if D(A)p = 0, then we have AX e = 0, and hence A = 0.
We now prove Proposition 10.
Proof of Proposition 10. We prove the result by directly constructing a set of n × N linearly independent vectors in L p . Let G 1 ∪ · · · ∪ G k be the strong component decomposition of G and let |G i | = N i . Recall that N i > n + 1 by assumption. Without loss of generality, we label the vertices of G so that the first N 1 vertices are in G 1 , the next N 2 vertices are in G 2 , and so on so forth. We first prove the result under the assumption that the maximal set S + defined in section II-A is a singleton and then show how to lift this assumption.
Without loss of generality, let S + = {1}. Let p 1 be the subconfiguration of p associated with G 1 . Since p is a configuration in Q, the subconfiguration p 1 is then nondegenerate in R n . So there must be (n + 1) vectors, say x 1 , · · · , x n+1 , that form a nondegenerate configuration p = (x 1 , · · · , x n+1 ) in R n . Using Lemma 11, we conclude that the n(n + 1) vectors of the set
are linearly independent. The remaining n×(N −n−1) vectors are constructed as follows. Because the configuration p formed by agents x 1 , · · · , x n+1 is nondegenerate, we know from Lemma 3 that for each x i , for i ≥ (n + 2), there exists n vectors in p , say x i 1 , · · · , x i n , which together with x i form a nondegenerate configuration in R n . Note that G 1 is the maximal component, so each i → j k is an edge of G. Let W i be the subset of L p defined by
We claim that the vectors in W i are linearly independent. To see that this is the case, let
be an N-by-n matrix. Note that D(A i j )p is the concatenation of the n vectors A i j x 1 , · · · , A i j x n . Thus, it is equivalent to show that the n matrices {A ii 1 X, · · · , A ii n X} are linearly independent. A simple calculation shows that the i-th row of A i j X is (x j − x i ) and the other entries are zeros. However, the configuration formed by the agents x i 1 , · · · , x i n , x i was assumed to be nondegenerate, so the n vectors x i 1 − x i , · · · , x i n − x i are linearly independent. This implies that A ii 1 X, · · · , A ii n X are linearly independent. The computation above furthermore shows the following fact: choose another l = (n + 2), · · · , N, and let x l 1 , · · · , x l n , together with x l form a nondegenerate configuration in R n . Construct W l in the same way as 
By construction, we have |W p | = n(n + 1) and |W i | = n for all i = (n + 2), · · · , N. So we have n × N linearly independent vectors in W all of which are contained in L p , and hence dim L p = dim P = n × N.
To conclude, we point out that the same analysis can be applied to the case |S + | > 1. For example, suppose we have S + = {1, 2}. We first find two nondegenerate subconfigurations p 1 and p 2 of (n + 1) agents related to G 1 and G 2 , respectively. Thus, we can construct W p 1 and W p 2 as above. Now for any agent x i other than an agent in p 1 or p 2 , there exists at least a subconfiguration p k for k = 1, 2, such that i → j is an edge of G for all j with x j an agent in p k . Thus, we can construct W i as above. Similarly, we can get the set W , and the same argument shows that there are (n × N) linearly independent vectors in W .
Theorem 1 is then a consequence of Lemma 2 and Proposition 10 and the Rachevsky-Chow's Theorem. The path controllability is a consequence of a result of Sussmann and Liu [16] .
IV. CONCLUSIONS
In this paper, we have investigated the controllability of a bilinear formation control model with underlying network topology described by a directed graph G. We have shown that the system is approximately pathcontrollable over the path-connected, open dense subset Q provided that G is weakly connected and each maximal component of G has more than (n + 1) vertices. To establish the result, we have exhibited some relations between the transitive closure of G and the Lie algebra closure of a set of zero row-sum matrices that arose naturally in the study of the formation control model. Future work may focus on designing explicit control laws for steering the system to follow a specific path. We furthermore mention that a similar result holds for time-varying graphs.
