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Abstract
Graph domination numbers and algorithms for ﬁnding them have been investigated for numerous classes of graphs, usually for
graphs that have some kind of tree-like structure. By contrast, we study an inﬁnite family of regular graphs, the generalized Petersen
graphsG(n).We give two procedures that between them produce both upper and lower bounds for the (ordinary) domination number
of G(n), and we conjecture that our upper bound 3n/5 is the exact domination number. To our knowledge this is one of the ﬁrst
classes of regular graphs for which such a procedure has been used to estimate the domination number.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
For a graph G = (V ,E), with vertex set V and edge set E, a subset S ⊆ V is said to dominate V if each vertex of
V \S is joined by an edge to some vertex of S. The set V itself has this property and, for a ﬁnite graph G, the minimum
cardinality of subsets S that dominate V is called the (ordinary) domination number of G, and is denoted (G).
Domination numbers for graphs and associated concepts have been studied for many years and there is an extensive
literature on the subject, see [5]. In general, determining the domination number (and most of its variations) is an NP-
complete problem. In fact the book [5] contains a chapter, entitled “Domination, complexity and algorithms”, devoted
to this broad subject. According to that reference, the ﬁrst person who proved the NP-completeness of determining
the domination number was Johnson [4]. Among the many variations of the domination number, we mention the
total domination number which was also proved to be NP-complete, even for bipartite graphs, see [6]. Consequently,
most progress has been achieved by focussing on particular classes of graphs, typically graphs that possess a tree-like
structure of some sort (chordal graphs, dually chordal graphs, etc.), and developing elimination procedures that enable
the use of induction. Classes of regular graphs usually do not have such a structure and rarely appear in investigations
concerning domination parameters.
In this paper we consider an inﬁnite family of regular graphs, a sub-family of the generalized Petersen graphs. We
present two algorithms which between them lead to the determination of upper and lower bounds on the domination
numbers of these graphs, and we believe that our upper bound may be the exact value.
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For each odd integer n = 2k + 13, the generalized Petersen graph G(n) is the graph with vertex set O ∪ I,
where O = {Oi |1 in} and I = {Ii |1 in}, and edge set E1 ∪ E2 ∪ E3, where E1 = {OiOi+1|1 in}, E2 =
{IiIi+k|1 in}, and E3 = {OiIi |1 in}. Here the subscripts are to be read as integers modulo n. Descriptions of
the graph G(n) (or P(2k + 1, k) as it is also denoted) and some of its properties may be found in [7], where it was
introduced for the ﬁrst time.An idea of the structure of these graphs may be obtained from the diagram forG(15) given
in Fig. 4, and the three smallest members of the family may be found in Fig. 3. These graphs are quite symmetrical,
admitting the automorphism Oi → Oi+1, Ii → Ii+1 (1 in) which generates a subgroup of automorphisms with
vertex orbits O, I and edge orbits E1, E2, E3. Moreover it follows from a result of Frucht et al. [3] that G(n) is
vertex-transitive only in the cases n = 3 (the 3-sided prism) and n = 5 (the Petersen graph) shown in Fig. 3. Our main
result is the following.
Theorem 1.1. For each odd integer n3, (G(n))3n/5, and moreover
(G(n))(G(n + 2))(G(n)) + 2.
Remark 1.2. (a) We note that this result improves an upper bound derivable from [5], namely [5, Theorem 2.7, p. 48]
and [5, Theorem 2.12, p. 50] imply that, for odd n3,
⌈n
2
⌉
(G(n))
⌈
3n
4
⌉
.
(b) We conjecture that for each odd integer n3, (G(n)) = 3n/5. To prove this conjecture, one might try to ﬁnd
all odd integers n3 such that (G(n + 2)) − (G(n)) = i, where i = 0, 1, or 2.
(c) Our derivation of the upper bound is accompanied by the construction of a dominating subset of size 3n/5.
Concerning graph theoretic parameters such as , we believe that, in applications it is often more important to have a
method for constructing an appropriate subset, close to the optimum size, than having the exact value of the parameter
without a construction method.We hope that the techniques underpinning our methods may be applicable to some other
classes of graphs, and might help in ﬁnding bounds for domination parameters and other parameters of such graphs.
In Section 2 we present our two algorithms, the Integration Algorithm that constructs from the generalized Petersen
graph G(n) a copy of the smaller graph G(n − 2), and the Disintegration Algorithm that constructs, from G(n) as
input, a copy of G(n + 2). We use these algorithms to derive the two inequalities relating the domination numbers of
G(n) and G(n+ 2) given in Theorem 1.1. Finally, we construct a small dominating set for the graph G(n) and thereby
obtain the upper bound 3n/5 for (G(n)), completing the proof of Theorem 1.1. Notions not deﬁned in this paper
may be found in standard texts such as [2].
2. Estimating  for G(n)
We describe and prove the two algorithms. The ﬁrst shows how to construct fromG(n) a smaller generalized Petersen
graph.
Algorithm 2.1. Integration Algorithm.
Input: the graph G(n) = (O ∪I, E1 ∪ E2 ∪ E3) with n = 2k + 17.
Output: a graph G′′ with 2(n − 2) vertices.
Step 1. Choose i such that 1 ik, remove the four pairs of vertices
{Oi,Oi+1}, {Ii, Ii+1}, {Oi+k,Oi+k+1} and {Ii+k, Ii+k+1},
along with their 15 incident edges, and denote the resulting graph by G′.
Step 2. Add four new vertices O ′i , I ′i , O ′i+k−1, I ′i+k−1, and deﬁne the graph G′′ to have vertex set V (G′′)=V (G′)∪{O ′i , I ′i , O ′i+k−1, I ′i+k−1} and edge set
E(G′′) = E(G′) ∪ {Oi−1O ′i , O ′iOi+2,O ′iI ′i , I ′i I ′i+k−1, I ′i Ii+k+2,
Ii−1I ′i+k−1,Oi+k+2O ′i+k−1,O ′i+k−1Oi+k−1,O ′i+k−1I ′i+k−1}.
Return G′′.
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Fig. 1. Integration Algorithm 2.1 for i = 1, n7.
See Fig. 1 for an example with i = 1. Note that, if i = 1 in the algorithm then the returned graph G′′ contains the
edge I2k+1I ′k .
Lemma 2.2 (Integration Lemma). For each odd integer n7, the graph G′′ returned by Algorithm 2.1 is isomorphic
to G(n − 2).
Proof. Clearly |V (G′′)| = 2(n − 2) and |E(G′′)| = 3(n − 2). Relabel the vertices of G′′ as follows. For the chosen
index i in Step 2, set
Ui := O ′i , Ui+k−1 := O ′i+k−1 and Wi := I ′i , Wi+k−1 := I ′i+k−1,
for each j such that 1j < i, set
Uj := Oj and Wj := Ij ,
for each j such that i + 2j < i + k, set
Uj−1 := Oj and Wj−1 := Ij ,
and for each j such that i + k + 2j2k + 1 = n, set
Uj−2 := Oj and Wj−2 := Ij .
In this way we obtain the setsU= {Uj |1jn− 2} andW= {Wj | 1jn− 2} such that V (G′′)=U∪W. Since
V (G(n−2)) was deﬁned in Section 1 to be O∪Iwith |O|= |I|=n−2, and since the bijection f :O∪I→ U∪W,
deﬁned by f (Oj )=Uj and f (Ij )=Wj for 1jn−2, preserves adjacency and nonadjacency, we have the required
result. 
The second algorithm constructs from G(n) a larger generalized Petersen graph.
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Fig. 2. Disintegration Algorithm 2.3 for i = 2, n5.
Algorithm 2.3. Disintegration Algorithm.
Input: the graph G(n) = (O ∪I, E1 ∪ E2 ∪ E3) with n = 2k + 15.
Output: a graph G′′ with 2(n + 2) vertices.
Step 1. Choose i such that 2 ik+1, remove the four verticesOi, Ii,Oi+k , and Ii+k , alongwith their nine incident
edges, and denote the resulting graph by G′.
Step 2. Add eight new vertices
V ′′ := {O ′i−1,O ′i , I ′i−1, I ′i , O ′i+k,O ′i+k+1, I ′i+k, I ′i+k+1},
and deﬁne the graph G′′ to have vertex set V (G′′) = V (G′) ∪ V ′′ and edge set
E(G′′) = E(G′) ∪ {Oi−1O ′i−1, O ′i−1O ′i , O ′iOi+1,O ′i−1I ′i−1,O ′iI ′i ,
Oi+k−1O ′i+k,O ′i+kO ′i+k+1,O ′i+k+1Oi+k+1,O ′i+kI ′i+k ,
O ′i+k+1I ′i+k+1, I ′i−1I ′i+k, I ′i+kIi−1, I ′i+k+1I ′i−1,
I ′i+k+1I ′i , I ′i Ii+k+1}.
(See Fig. 2 for an example with i = 2.) Return G′′.
Lemma 2.4 (Disintegration Lemma). For each odd integern5, the graphG′′ returned byAlgorithm 2.3 is isomorphic
to G(n + 2).
Proof. Clearly |V (G′′)| = 2(n + 2) and |E(G′′)| = 3(n + 2). Relabel the vertices of G′′ as follows. For the chosen
index i in Step 2, set
Ui := O ′i−1, Ui+1 := O ′i , Ui+k+1 := O ′i+k and Ui+k+2 := O ′i+k+1,
and similarly deﬁne Wi , Wi+1, Wi+k+1 and Wi+k+2. For each j such that 1j < i, set
Uj := Oj and Wj := Ij ,
for each j such that i + 1j i + k − 1, set
Uj+1 := Oj and Wj+1 := Ij ,
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and for each j such that i + k + 1j2k + 1 = n, set
Uj+2 := Oj and Wj+2 := Ij .
In this way we obtain the setsU={Uj |1jn+2} andW={Wj |1jn+2} such that V (G′′)=U∪W. Now the
graphG(n+2) as deﬁned in Section 1 has vertex setO∪Iwith |O|=|I|=n+2, and the bijection f :O∪I→ U∪W,
deﬁned by f (Oj ) = Uj and f (Ij ) = Wj for 1jn + 2, preserves adjacency and nonadjacency, and hence is an
isomorphism. 
As before, the assertion “a set X ⊆ V (G) dominates a set Y ⊆ V (G)”, means that the elements of Y are dominated
by the elements of X, that is to say, each element of Y is either in X or adjacent to some element of X. We say that a
vertex is covered by a subset S of vertices if it is either a member of S or adjacent to a member of S. We show next that
(G(n)) is a non-decreasing function of n.
Lemma 2.5. Let n be an odd integer such that n = 2k + 15. Then
(G(n))(G(n + 2)).
Proof. To keep the notation in line with that of Algorithm 2.1, we assume that n7, and prove that (G(n −
2))(G(n)). Let G = G(n), and let S ⊆ V (G) be a dominating set for V (G) of minimum cardinality. We claim that
at least one element ofI, say I1, must lie in S. If this is not the case then S is a subset of O. Since S dominatesI and
since each element ofI is adjacent to exactly one element of O, we must have S = O of cardinality n. However, G(n)
has a dominating set of cardinality less than n (for example, (I\{Ik+1, Ik+2}) ∪ {Ok+1}) contradicting the minimality
of S. Thus, we may assume that I1 ∈ S.
Let G′′ be the graph returned byAlgorithm 2.1 with the index i =1. By Lemma 2.2, G′′G(n−2).We will identify
V (G(n − 2)) with V (G′′) so that V (G(n − 2)) = (O ∪I\T ) ∪ T ′, where T ′ = {O ′1, I ′1,O ′k, I ′k} and
T = {O1,O2, I1, I2,Ok+1,Ok+2, Ik+1, Ik+2}.
Let G′ be the subgraph of G spanned by V (G)\T , so that G′ is also a subgraph of G(n − 2). Then the subset S′ :=
S ∩ V (G′) dominates all vertices in V (G′), except possibly vertices in R := {O3,O2k+1,Ok,Ok+3, Ik+3, I2k+1}. If
at least one of the members of the pair O1,O2 (or I1, I2), lies in S, then add the vertex O ′1 (or I ′1) of G(n − 2) to S′;
similarly if at least one of the members of the pairOk+1,Ok+2 (or Ik+1, Ik+2), lies in S, then add the vertexO ′k (or I ′k) to
S′; this produces ﬁnally a subset S∗ ⊆ V (G(n−2)). Since the number |S∗\S′| of vertices added to S′ is at most |S∩T |,
we have |S∗| |S|. Also, from the deﬁnition of S it follows that I ′1 ∈ S∗. Suppose that S∗ dominatesV (G(n−2)). Then
(G(n − 2)) |S∗| |S| = (G(n)), and the theorem is proved.
Thus, it remains for us to prove that S∗ dominates V (G(n − 2)), and to prove this we only need to show that S∗
dominates
T ′ ∪ R = {O ′1, I ′1,O ′k, I ′k,O3,Ok,Ok+3,O2k+1, Ik+3, I2k+1}.
First, since I ′1 ∈ S∗, it follows that O ′1, I ′1, Ik+3 and I ′k are all covered by S∗. Next we note that, for each row of
Table 1, if the vertex in column 1 lies in S∗, then all the vertices in column 2 are covered by S∗.
Consider I2k+1. The vertices adjacent in G(n − 2) to I2k+1 are Ik , I ′k and O2k+1. (Recall that we are identifying
V (G(n − 2)) with V (G′′).) If Ik+1 ∈ S then I ′k ∈ S∗, and by Table 1, I2k+1 is covered by S∗. On the other hand, if
Ik+1 /∈ S, then since I2k+1 is covered by S in G(n), at least one of I2k+1, Ik,O2k+1 lies in S and hence in S∗, and in
this case I2k+1 is also covered by S∗. An analogous argument proves that O2k+1 is covered by S∗.
Table 1
Notes for Lemma 2.5
Element of S∗ Vertices of T ′ ∪ R covered by S∗
I ′k O ′k, I2k+1, I ′1
O ′1 I ′1,O2k+1,O3
O ′k I ′k,Ok+3,Ok
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Next consider Ok+3. By Table 1, if O ′k ∈ S∗ then Ok+3 is covered by S∗, so suppose that O ′k /∈ S∗. Then neither of
Ok+1,Ok+2 is in S. Since Ok+3 is covered by S in G(n), this means that at least one of Ok+3, Ik+3,Ok+4 lies in S
and hence in S∗, and in this case Ok+3 is also covered by S∗. An analogous argument proves that Ok is covered by S∗,
except in the degenerate case where k = 3 and O2 ∈ S, while I3,O3,O4,O5 /∈ S. Also, an analogous argument proves
that O3 is covered by S∗, except in the degenerate case where k = 3 and O4 ∈ S ∩ T , while I3,O1,O2,O3 /∈ S. In the
case k = 3 one of these arguments works if O2 ∈ S and the other if O2 /∈ S, so we conclude in this case that O3 = Ok
is also covered by S∗.
Finally, consider O ′k . If O ′k ∈ S∗ there is nothing to prove, so assume that O ′k /∈ S∗. Then, by the deﬁnition of S∗,
Ok+1,Ok+2 /∈ S. If I ′k ∈ S∗ then, as O ′kI ′k ∈ E(G′′), again O ′k is covered by S∗. So assume also that I ′k /∈ S∗. Then, by
the deﬁnition of S∗, neither of Ik+1, Ik+2 lies in S, and since Ok+2 must be covered by S in G(n), it follows that Ok+3
must lie in S. By the deﬁnition of E(G′′) in Algorithm 2.1, O ′k is adjacent to Ok+3, and hence O ′k is covered by S∗.
This completes the proof. 
Next, we ﬁnd an upper bound for (G(n + 2)) in terms of (G(n)).
Lemma 2.6. Let n be an odd integer such that n = 2k + 13. Then (G(n + 2))(G(n)) + 2.
Proof. Let G = G(n), and S ⊆ V (G) be a dominating set with minimum cardinality for V (G). Arguing as in the ﬁrst
paragraph of the proof of Lemma 2.5, we may assume that I2 ∈ S. By Lemma 2.4, G(n+2) is isomorphic to the graph
G′′ returned by Algorithm 2.3 with the index i = 2 at Step 1. Moreover, we may assume that the graph G′ constructed
in Step 1 of Algorithm 2.3 is the subgraph of G spanned by V (G)\T where T = {O2, I2,Ok+2, Ik+2}. The subset
S′ := S ∩ V (G′) dominates all vertices in V (G′), except possibly vertices in R := {O1,O3,Ok+1,Ok+3, I1, Ik+3}.
We will show that V (G′′) contains a subset S′′ such that S′ ⊆ S′′, S′′ dominates V (G′′), and |S′′| |S|+ 2. This will
complete the proof, since then (G(n+ 2))= (G′′) |S′′| |S| + 2= (G(n))+ 2. To produce such a set S′′, we add
to the set S′ the appropriate number of vertices of V (G′′) so that the set
T ′ := {O ′1,O ′2, I ′1, I ′2,O ′k+2,O ′k+3, I ′k+2, I ′k+3} ∪ R
is covered. Note that I2 ∈ T ∩ S and 1 |T ∩ S|4.
Case |T ∩ S| = 1: Here I2 ∈ S and O2,Ok+2, Ik+2 /∈ S. In this case S′′ := (S\{I2}) ∪ {I ′1, I ′2,O ′k+2} covers T ′.
Case |T ∩ S| = 2: If I2,O2 ∈ S and Ok+2, Ik+2 /∈ S, then S′′ := (S\{O2, I2}) ∪ {O ′1,O ′2, I ′2,O ′k+2} covers T ′; if
I2,Ok+2 ∈ S and O2, Ik+2 /∈ S, then S′′ := (S\{Ok+2, I2}) ∪ {I ′1, I ′2,O ′k+2,O ′k+3} covers T ′; and if I2, Ik+2 ∈ S and
O2,Ok+2 /∈ S, then S′′ := (S\{I2, Ik+2}) ∪ {O ′1, I ′k+2, I ′k+3, Ik+3} covers T ′.
Case |T ∩ S| = 3: If I2,O2,Ok+2 ∈ S and Ik+2 /∈ S, then S′′ := (S\{O2,Ok+2, I2}) ∪ {O1,O ′2,Ok+3,O ′k+2, I ′1}
covers T ′. The case where Ok+2 /∈ S and I2,O2, Ik+2 ∈ S follows by a similar argument using symmetry. Finally if
I2,Ok+2, Ik+2 ∈ S and O2 /∈ S, then S′′ := (S\{I2,Ok+2, Ik+2}) ∪ {I1, I ′1, I ′2,O ′k+2,O ′k+3} covers T ′.
Case |T ∩ S| = 4: In this case S′′ := (S\T ) ∪ {O1,O ′2,O ′k+2,Ok+3, I ′1} covers T ′.
In all cases the subset S′′ has size at most |S| + 2. 
Thus far we have proved that for each odd integer n5,
(G(n))(G(n + 2))(G(n)) + 2.
Finally, we ﬁnd an explicit upper bound for (G(n)), and thereby complete the proof of Theorem 1.1. For the three
smallest cases the value of (G(n)) may be found easily by inspection, and minimum cardinality dominating sets are
shown for these graphs in Fig. 3. We have (G(3)) = 2, (G(5)) = 3, (G(7)) = 5.
Lemma 2.7. If n is an odd integer such that n3, then (G(n))3n/5.
Proof. We observed above that the assertion holds for n = 3, 5 and 7. Let n = 5h, where h3 and h is an odd integer.
Consider the sets V (G(n)), and E(G(n)) deﬁned in Section 1. Let SO := {O4+5(t−1) | 1 th}, and
SI := {I1+5(t−1)|1 th} ∪ {I2+5(t−1)|1 th}.
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Fig. 3. (G(3)) = 2, (G(5)) = 3, (G(7)) = 5.
Fig. 4. (G(15))9.
Then S=SO ∪SI dominates V (G(n)). To see this, ﬁrst letOj ∈ O, and Ij ∈ I. Then there exists a unique i (1 i5),
and a unique t (1 th), such that j = i +5(t −1). For i =1, 2, Oi+5(t−1) is covered by Ii+5(t−1) ∈ SI ; O3+5(t−1) and
O5+5(t−1) are both covered by O4+5(t−1) ∈ SO ; while O4+5(t−1) ∈ SO . In addition, I1+5(t−1), I2+5(t−1) ∈ SI ; since
1+5(t+(h−1)/2)=3+5(t−1)+(k+1), I3+5(t−1) is adjacent to, and hence covered by I1+5(t+(h−1)/2) ∈ SI ; I4+5(t−1)
is covered byO4+5(t−1) ∈ SO ; and ﬁnally, since 2+5(t+(h−1)/2)=5+5(t−1)+k, I5+5(t−1) is adjacent to, and hence
covered by I2+5(t+(h−1)/2) ∈ SI . (As an example, see Fig. 4.) Since |S| = |SO ∪ SI | = |SO | + |SI | = 3h = 3(5h)/5,
the theorem is proved for this case.
To complete the proof for the other congruence classes modulo 5, we useAlgorithm 2.1. To illustrate this process we
ﬁrst consider n15.As Fig. 4 shows, for n=15, the graph G(15) is dominated by the set S of cardinality 9 comprising
the three pairs I1, I2; I6, I7; and I11, I12, along with O4,O9 and O14. We apply Algorithm 2.1 three times, such that
one of the four pairs of vertices removed at Step 1 is as follows: on the ﬁrst application I1, I2; on the second, I6, I7;
and ﬁnally I11, I12—to produce G(13), G(11) and G(9) respectively. Now consider the process described in the proof
of Lemma 2.5 to modify a dominating set S for V (G(n)) into a dominating set S∗ for the graph G(n − 2) returned
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by Algorithm 2.1. Since in each of our three applications of Algorithm 2.1 at least one pair of the elements of S is
‘integrated’ into a single element of S∗, we have
(G(13))9 − 1 = 8, (G(11))8 − 1 = 7, (G(9))7 − 1 = 6.
Thus, for odd integers n15, we have (G(n))3n/5.
Next, assume that n= 5h, where h is odd and h5. Then, the dominating set S = SO ∪ SI for G(n), deﬁned above,
contains at least the four pairs I1, I2; I6, I7; I11, I12; and I16, I17.We applyAlgorithm 2.1 four times, such that, on each
application, one of the pairs of vertices removed at Step 1 is one of these four pairs—to produce G(5h−2), G(5h−4),
G(5h − 6) and G(5h − 8) respectively. As for the case n = 15 (in the process described in the proof of Lemma 2.5 to
modify a dominating set for G(n) into a dominating set for the graph G(n − 2)) each time a pair of elements of S is
integrated into a single element of the new dominating set. Hence, again for each i = 1, ..., 4, we have
(G(5h − 2i)) |S| − i = 3h − i =
⌈
3(5h − 2i)
5
⌉
. 
At the end of the proof, if we apply Algorithm 2.1 once more, we produce a dominating set for G(5h − 10) which
contains 3h − 5 elements. Moreover, since 5h − 10 is divisible by 5, we have
(G(5h − 10))
⌈
3(5h − 10)
5
⌉
= 3h − 6.
It is this observation that led to our conjecture in Remark 1.2.
Acknowledgments
The authors wish to acknowledge their appreciation of advice from an anonymous referee that led to improvements
to the paper.Also they would like to thank Babak Behzad for his technical assistance. The ﬁrst two authors are thankful
for being able to participate in the Kashkul Project [1].
References
[1] A. Behzad, M. Behzad, P. Hatami, E.S. Mahmoodian, M. Seyed Salehi, Kashkul, unpublished results on graph dominations, 2004–2005
[2] M. Behzad, G. Chartrand, L.M. Lesniak-Foster, Graphs and Digraphs, Prindle, Weber, and Schmidt, Boston, 1979.
[3] R. Frucht, J.E. Graver, M.E. Watkins, The groups of the generalized Petersen graphs, Proc. Cambridge Philos. Soc. 70 (1971) 211–218.
[4] M.R. Garey, D.S. Johnson, Computers, and Intractability: A Guide to the Theory of NP-Completeness, Freeman, NewYork, 1979.
[5] T.W. Haynes, S.T. Hedetniemi, P.J. Slater, Fundamentals of Domination in Graphs, Marcel Dekker, NewYork, 1998.
[6] J. Pfaff, R. Laskar, S.T. Hedetniemi, NP-completeness of total and connected domination, and irredundance for bipartite graphs. Technical Report
428, Department of Mathematical Sciences, Clemson University, 1983.
[7] M.E. Watkins, A theorem on Tait coloring with an application to the generalized Petersen graphs, J. Combin. Theory 6 (1969) 152–164.
