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Abstract
Correspondence problems are often modelled as quadratic opti-
mization problems over permutations. Common scalable meth-
ods for approximating solutions of these NP-hard problems are the
spectral relaxation for non-convex energies and the doubly stochas-
tic (DS) relaxation for convex energies. Lately, it has been demon-
strated that semidefinite programming relaxations can have consid-
erably improved accuracy at the price of a much higher computa-
tional cost.
We present a convex quadratic programming relaxation which is
provably stronger than both DS and spectral relaxations, with the
same scalability as the DS relaxation. The derivation of the re-
laxation also naturally suggests a projection method for achiev-
ing meaningful integer solutions which improves upon the standard
closest-permutation projection. Our method can be easily extended
to optimization over doubly stochastic matrices, partial or injec-
tive matching, and problems with additional linear constraints. We
employ recent advances in optimization of linear-assignment type
problems to achieve an efficient algorithm for solving the convex
relaxation.
We present experiments indicating that our method is more accurate
than local minimization or competing relaxations for non-convex
problems. We successfully apply our algorithm to shape matching
and to the problem of ordering images in a grid, obtaining results
which compare favorably with state of the art methods.
We believe our results indicate that our method should be consid-
ered the method of choice for quadratic optimization over permuta-
tions.
1 Introduction
Matching problems, seeking some useful correspondence between
two shapes or, more generally, discrete metric spaces, are central
in computer graphics and vision. Matching problems are often
modeled as optimization of a quadratic energy over permutations.
Global optimization and approximation of such problems is known
to be NP-hard [Loiola et al. 2007].
A common strategy for dealing with the computational hardness of
matching problems is replacing the original optimization problem
with an easier, similar problem that can be solved globally and effi-
ciently. Perhaps the two most common scalable relaxations for such
problems are the spectral relaxation for energies with non-negative
entries [Leordeanu and Hebert 2005; Feng et al. 2013], and the
doubly stochastic (DS) relaxation for convex energies [Aflalo et al.
2015; Fiori and Sapiro 2015].
Our work is motivated by the recent work of [Kezurer et al. 2015]
who proposed a semi-definite programming (SDP) relaxation which
is provably stronger than both spectral and DS relaxations. The
obtained relaxation was shown empirically to be extremely tight,
achieving the global ground truth in most experiments presented.
However, a major limitation was the computational cost of solving
a semi-definite program with O(n4) variables. Accordingly in this
paper we pursue the following question:
∗equal contribution
Figure 1: Our algorithm offers a flexible and scalable framework
for matching metric spaces and is guaranteed to perform better
than the classical spectral and doubly-stochastic relaxations. Left:
non-rigid matching computed automatically between two raw scans
with topological issues from the FAUST dataset [Bogo et al. 2014];
Right, an automatic arrangement of natural images in a 2D grid
based on deep features-based pairwise affinity. Note how similar
objects are clustered together.
Question: Is it possible to construct a relaxation which is stronger
than the spectral and DS relaxations, without compromising effi-
ciency?
SDP
DS++
DSSpectral non convex
DS+
We give an affirmative answer
to this question and show that
by correctly combining the
spectral and DS relaxations in
the spirit of [Fogel et al. 2013]
we obtain a relaxation which
is provably tighter than both,
and is in fact in a suitable sense exactly the intersection of both
relaxations. We name this relaxation DS+. Moreover, we ob-
serve that a refined spectral analysis leads to a significant improve-
ment to this relaxation and a provably tighter quadratic program we
name DS++. This relaxation enjoys the same scalability as DS and
DS+ as all three are quadratic programs with n2 variables and the
same number of constraints. Additional time efficiency is provided
by specialized solvers for the DS relaxation such as [Solomon et al.
2016]. We note that DS++ is still less tight than the final expen-
sive and accurate relaxation of [Kezurer et al. 2015] yet strikes a
balance between tightness and computational complexity. The hi-
erarchy between the relaxations is illustrated in the inset and proven
in section 4.
Since DS++ is a relaxation, it is not guaranteed to output an integer
solution (i.e., a permutation). To obtain a feasible permutation we
propose a homotopy-type method, in the spirit of [Ogier and Beyer
1990; Zaslavskiy et al. 2009]. This method continuously deforms
the energy functional from convex to concave, is guaranteed to pro-
duce an integer-solution and in practice outperforms standard Eu-
clidean projection techniques. Essentially it provides a strategy for
finding a local minima for the original non-convex problem using a
good initial guess obtained from the convex relaxation.
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Our algorithm is very flexible and can be applied to both convex and
non-convex energies (in contrast with DS), and to energies combin-
ing quadratic and linear terms (in contrast with the spectral relax-
ation, which also requires energies with non-negative entries). It
can also be easily modified to allow for additional linear constraints,
injective and partial matching, and solving quadratic optimization
problems over the doubly stochastic matrices. We present experi-
ments demonstrating the effectiveness of our method in comparison
to random initializations of the non-convex problem, spectral, DS,
and DS+ relaxations, as well as lifted linear-programming relax-
ations.
We have tested our algorithm on three applications: (i) non-rigid
matching; (ii) image arrangements; and (iii) coarse-to-fine match-
ing. Comparison to state-of-the-art algorithms for these applica-
tions shows that our algorithm produces favorable results in com-
parable speed.
Our contributions in this paper are threefold:
1. We identify the optimal initial convex and concave relaxation.
2. We show, both theoretically and experimentally that the pro-
posed algorithm is more accurate than other popular contem-
porary methods. We believe that establishing a hierarchy be-
tween the various relaxation methods for quadratic matching
is crucial both for applications, and for pushing forward the
algorithmic state of the art, developing stronger optimization
algorithms in the future.
3. Lastly, we build a simple end-to-end algorithm utilizing recent
advances in optimization over the doubly-stochastic matri-
ces to provide a scalable yet accurate algorithm for quadratic
matching.
2 Previous work
Many works in computer vision and graphics model correspon-
dence problems as quadratic optimization problems over permuta-
tion matrices. In many cases these problems emerge as discretiza-
tions of isometry-invariant distances between shapes [Me´moli and
Sapiro 2005; Me´moli 2011] . We focus here on the different meth-
ods to approximately solve these computationally hard problems.
Spectral relaxation The spectral relaxation for correspondence
problems in computer vision has been introduced in [Leordeanu
and Hebert 2005] and has since become very popular in both com-
puter vision and computer graphics, e.g., [De Aguiar et al. 2008;
Liu et al. 2009; Feng et al. 2013; Shao et al. 2013]. This method re-
places the requirement for permutation matrices with a single con-
straint on the Frobenious norm of the matrices to obtain a maximal
eigenvalue problem. It requires energies with positive entries to en-
sure the obtained solution is positive. This relaxation is scalable
but is not a very tight approximation of the original problem. A re-
lated relaxation appears in [Rodola et al. 2012], where the variable
x is constrained to be non-negative with ‖x‖1 = 1. This opti-
mization problem is generally non-convex, but the authors suggest
a method for locally minimizing this energy to obtain a sparse cor-
respondence.
DS relaxation An alternative approach relaxes the set of permu-
tations to its convex hull of doubly stochastic matrices [Schellewald
et al. 2001]. When the quadratic objective is convex, this results
in a convex optimization problem (quadratic program) which can
be minimized globally, although the minimum may differ from the
global minima of the original problem. [Solomon et al. 2012] argue
for the usefulness of the fuzzy maps obtained from the relaxation.
For example, for symmetric shapes fuzzy maps can encode all sym-
metries of the shape.
[Aflalo et al. 2015] shows that for the convex graph matching en-
ergy the DS relaxation is equivalent to the original problem for
generic asymmetric and isomorphic graphs. These results are
strengthened in [Fiori and Sapiro 2015]. However when noise is
present the relaxations of the convex graph matching energy will
generally not be equivalent to the original problem [Lyzinski et al.
2016] . Additionally, for concave energies the DS relaxation is al-
ways equivalent to the original problem [Gee and Prager 1994],
since minima of concave energies are obtained at extreme points.
The challenge for non-convex energies is that global optimization
over DS matrices is not tractable.
To achieve good initialization for local minimization of such prob-
lems, [Ogier and Beyer 1990; Gee and Prager 1994; Zaslavskiy
et al. 2009] suggest to minimize a sequence of energies Et which
gradually vary from a convex energy E0 to an equivalent concave
energy E1. In this paper we adopt this strategy to obtain an integer
solution, and improve upon it by identifying the optimal convex and
concave energies from within the energies Et.
The authors of [Fogel et al. 2013; Fogel et al. 2015] show that
the DS relaxation can be made more accurate by adding a con-
cave penalty of the form −a ‖X‖2F to the objective. To ensure the
objective remains convex they suggest to choose a to be the min-
imial eigenvalue of the quadratic objective. We improve upon this
choice by choosing a to be the minimial eigenvalue over the dou-
bly stochastic subspace, leading to a provably tighter relaxation.
The practical advantage of our choice (DS++) versus Fogel’s choice
(DS+) is significant in terms of the relaxation accuracy as demon-
strated later on. The observation that this choice suffices to ensure
convexity has been made in the convergence proof of the softassign
algorithm [Rangarajan et al. 1997].
Optimization of DS relaxation Specialized methods for mini-
mization of linear energies over DS matrices [Kosowsky and Yuille
1994; Cuturi 2013; Benamou et al. 2015; Solomon et al. 2015]
using entropic regularization and the Sinkhorn algorithm are con-
siderably more efficient than standard linear program solvers for
this class of problems. Motivated by this, [Rangarajan et al. 1996]
propose an algorithm for globally minimizing quadratic energies
over doubly stochastic matrices by iteratively minimizing regular-
ized linear energies using Sinkhorn type algorithms. For the opti-
mization in this paper we applied [Solomon et al. 2016] who offer a
different algorithm for locally minimizing the Gromov-Wasserstein
distance by iteratively solving regularized linear programs. The ad-
vantage of the latter algorithm over the former algorithm is its cer-
tified convergence to a critical point when applied to non-convex
quadratic energies.
Other convex relaxations Stronger relaxations than the DS re-
laxation can be obtained by lifting methods which add auxiliary
variables representing quadratic monomials in the original vari-
ables. This enables adding additional convex constraints on the
lifted variables. A disadvantage of these methods is the large num-
ber of variables which leads to poor scalability. [Kezurer et al.
2015] propose in an SDP relaxation in the spirit of [Zhao et al.
1998], which is shown to be stronger than both DS (for convex
objective) and spectral relaxations, and in practice often achieves
the global minimum of the original problem. However, it is only
tractable for up to fifteen points. [Chen and Koltun 2015] use
a lifted linear program relaxation in the spirit of [Werner 2007;
Adams and Johnson 1994]. To deal with scalability issues they use
Markov random field techniques [Kolmogorov 2006] to approxi-
mate the solution of their linear programming relaxation.
Quadratic assignment Several works aim at globally solving
the quadratic assignment problem using combinatorial methods
such as branch and bound. According to a recent survey [Loiola
et al. 2007] these methods are not tractable for graphs with more
than 30 points. Branch and bound methods are also in need of con-
vex relaxation to achieve lower bounds for the optimization prob-
lem. [Anstreicher and Brixius 2001] provide a quadratic program-
ming relaxation for the quadratic assignment problem which prov-
ably achieves better lower bounds than a competing spectral relax-
ation using a method which combines spectral, linear, and DS re-
laxations. Improved lower bounds can be obtained using second or-
der cone programming [Xia 2008] and semi-definite programming
[Ding and Wolkowicz 2009] inO(n2) variables. All the relaxations
above use the specific structure of the quadratic assignment prob-
lem while our relaxation is applicable to general quadratic objec-
tives which do not carry this structure and are very common in com-
puter graphics. For example, most of the correspondence energies
formulated below and considered in this paper cannot be formulated
using the quadratic assignment energy.
Other approaches for shape matching A similar approach to
the quadratic optimization approach is the functional map method
(e.g., [Ovsjanikov et al. 2012]) which solves a quadratic optimiza-
tion problem over permutations and rotation matrices, typically us-
ing high-dimensional ICP provided with some reasonable initializa-
tion. Recently [Maron et al. 2016] proposed an SDP relaxation for
this problem with considerably improved scalability with respect to
standard SDP relaxations.
Supervised learning techniques have been successfully applied for
matching specific classes of shapes in [Rodola` et al. 2014; Masci
et al. 2015; Zuffi and Black 2015; Wei et al. 2016]. A differ-
ent approach for matching near isometric shapes is searching for a
mapping in the low dimensional space of conformal maps which
contains the space of isometric maps [Lipman and Funkhouser
2009; Zeng et al. 2010; Kim et al. 2011]. More information on
shape matching can be found in shape matching surveys such as
[Van Kaick et al. 2011].
3 Approach
Motivation Quadratic optimization problems over the set of per-
mutation matrices arise in many contexts. Our main motivating
example is the problem of finding correspondences between two
metric spaces (e.g., shapes) (S, dS) and (T , dT ) which are related
by a perfect or an approximate isometry. This problem can be mod-
eled by uniformly sampling the spaces to obtain {s1, . . . sn} ⊆ S
and {t1, . . . , tn} ⊆ T , and then finding the permutation X ∈ Πn
which minimizes an energy of the form
E(X) =
∑
ijk`
Wijk`XijXk` +
∑
ij
CijXij . (1)
Here Wijk` is some penalty on deviation from isometry: If the
points si, sk correspond to the points tj , t` (resp.), then the dis-
tances between the pair on the source shape and the pair on the
target shape should be similar. Therefore we choose
Wijk` = p(dS(si, sk), dT (tj , t`)) (2)
where p(u, v) is some function penalizing for deviation from the
set {(u, v) | u = v} ⊆ R2. Several different choices of p exist in
the literature.
The linear termC is sometimes used to aid the correspondence task
by encouraging correspondences si 7→ tj between points with sim-
ilar isometric-invariant descriptors.
Problem statement Our goal is to solve quadratic optimization
problems over the set of permutations as formulated in (1). Denot-
ing the column stack of permutations X ∈ Rn×n by the vector
x = [X11, X21, . . . , Xnn]
T ∈ Rn2
leads to a more convenient phrasing of (1):
min
X
E(X) = xTWx+ cTx+ d (3a)
s.t. X ∈ Πn (3b)
This optimization problem is non-convex for two reasons. The first
is the non-convexity of Πn (as a discrete set of matrices), and the
second is that E is often non-convex (if W is not positive-definite).
As global minimization of (3) is NP-hard [Loiola et al. 2007] we
will be satisfied with obtaining a good approximation to the global
solution of (3) using a scalable optimization algorithm. We do this
by means of a convex relaxation coupled with a suitable projection
algorithm for achieving integer solutions.
3.1 Convex relaxation
We formulate our convex relaxation by first considering a one-
parameter family of equivalent formulations to (3): observe that
for any permutation matrix X we have that ‖X‖2F = n. It follows
that all energies of the form
E(X, a) = E(X)− a ‖X‖2F + a · n (4)
coincide when restricted to the set of permutations. Therefore, re-
placing the energy in (3) with E(X, a) provides a one-parameter
family of equivalent formulations. For some choices of a the energy
in these formulations is convex, for example, for any a ≤ λmin,
where λmin is the minimal eigenvalue of W .
For each such equivalent formulation we consider its doubly
stochastic relaxation. That is, replacing the permutation constraint
(3b) with its convex-hull, the set of doubly-stochastic matrices:
min
X
E(X, a) (5a)
s.t. X1 = 1, 1TX = 1T (5b)
X ≥ 0 (5c)
Our goal is to pick a relaxed formulation (i.e., choose an a) that
provides the best lower bound to the global minimum of the original
problem (3). For that end we need to consider values of a that make
E(X, a) convex and consequently turn (5) into a convex program
that provide a lower bound to the global minimum of (3).
Among all the convex programs described above we would like to
choose the one which provides the tightest lower bound. We will
use the following simple lemma proved in Appendix A:
Lemma 1 For all doubly stochastic X we have E(X, a) ≤
E(X, b) when a < b, and E(X, a) = E(X, b) if and only if X
is a permutation.
An immediate conclusion from this lemma is that
minX∈DS E(X, a) ≤ minX∈DS E(X, b) and so the best
lower bound will be provided by the largest value of b for which
E(X, b) is convex.
See for example the inset illustrating the
energy graphs for different a values for
a toy-example: in red - the graph of the
original (non-convex) energy with a =
0; in blue the energy with a < λmin;
and in green a = λmin. Note that the green graph lies above the
blue graph and all graphs coincide on the corners (i.e., at the permu-
tations). Since the higher the energy graph the better lower bound
we achieve it is desirable to take the maximal a that still provides
a convex program in (5). In the inset the green and blue points in-
dicate the solution of the respective relaxed problems; in this case
the green point is much closer to the sought after solution, i.e., the
lower-left corner.
To summarize the above discussion: the desired a is the maximal
value for which E(X, a) is a convex function. As noted above
choosing a = λmin in the spirit of [Fogel et al. 2013], leads to
a convex problem which we denote by DS+. However this is in
fact not the maximal value in general. To find the maximal a we
can utilize the fact that X is constrained to the affine space defined
by the constraints (5b): We parameterize the affine space as x =
x0 +Fz, where x0 is some permutation, F is any parameterization
satisfying FTF = I , and z ∈ R(n−1)2 . Plugging this intoE(X, a)
provides a quadratic function in z of the form
zTFT (W − aI)Fz + aff(z)
where aff(z) is some affine function of z. It follows that (5) will be
convex iff FT (W−aI)F is positive semi-definite. The largest pos-
sible a fulfilling this condition is the minimal eigenvalue ofFTWF
which we denote by λ¯min. Thus our convex relaxation which we
name DS++ boils down to minimizing (5) with a = λ¯min.
3.2 Projection
We now describe our method for projecting the solution of our re-
laxation onto the set of permutations. This method is inspired by
the ”convex to concave” method from [Ogier and Beyer 1990; Gee
and Prager 1994; Zaslavskiy et al. 2009], but also improves upon
these works by identifying the correct interval on which the convex
to concave procedure should be applied as we now describe.
Lemma 1 tells us that the global optimum ofE(X, a) over the dou-
bly stochastic matrices provides an increasingly better approxima-
tion of the global optimum of the original problem (3) as we keep
increasing a even beyond the convex regime, that is a > λ¯min. In
fact, it turns out that if a is chosen large enough so that E(X, a)
is strictly concave, then the global optima of (5) and the global op-
tima of the original problem over permutations are identical. This
is because the (local or global) minima of strictly concave functions
on a compact convex set are always obtained at the extreme points
of the set. In our case, the permutations are these extreme points.
This leads to a natural approach to approximate the global opti-
mum of (3): Solve the above convex problem with a = λ¯min and
then start increasing a > λ¯min until an integer solution is found. We
choose a finite sequence a0 < a1 < . . . < aN , where a0 = λ¯min
and E(X, aN ) is strictly concave. We begin by solving (5) with
a0 which is exactly the convex relaxation described above and ob-
tain a minimizer X0. We then iteratively locally minimize (5) with
a = ai using as an initialization the previous solution Xi−1. The
reasoning behind this strategy is that when ai and ai−1 are close
a good solution for the latter should provide a good initialization
for the former, so that at the end of the process we obtain a good
initial guess for the minimization of E(X, aN ), which is equiva-
lent to the original integer program. We stress that although the
obtained solution may only be a local minimum, it will necessarily
be a permutation.
To ensure that E(X, aN ) is strictly concave we can choose any aN
larger than λ¯max, which analogously to λ¯min is defined as the largest
eigenvalue of FTWF . In practice we select aN = λ¯max which
in the experiments we conducted is sufficient for obtaining integer
Figure 2: Visualization of the projection procedure. For each point
on the source (left) a fuzzy correspondence is obtained by minimiz-
ing the convex energy (second from the left). The correspondence
gradually becomes sharper as the projection procedure proceeds
until the final step of minimizing a concave energy where a well
defined map is obtained (right).
solutions. We then took ai by uniformly sampling [a0, aN ] where
unless stated otherwise we used ten samplings (N = 9). Through-
out the paper we will use the term DS++ algorithm to refer to our
complete method (relaxation+projection) and DS++ or DS++ relax-
ation to refer only to the relaxation component.
Figure 2 shows the correspondences (encoded in a specific row of
X) obtained at different stages of the projection procedure when
running our algorithm on the FAUST dataset [Bogo et al. 2014] as
described below. The figure shows the correspondences obtained
from optimizing E(X, ai) for i = 0, 4, 7, N = 9.
Our algorithm is summarized in Algorithm 1: In Section 5 we dis-
cuss efficient methods for implementing this algorithm.
Algorithm 1: DS++ algorithm
Input: The energy components W, c, d
Compute λ¯min, λ¯max of FTWF ;
Choose N + 1 uniform samples a0 = λ¯min, a1, . . . , aN = λ¯max;
Solve (5) with a = a0 to obtain X0 ;
for i = 1 . . . N do
Solve (5) with a = ai initialized from Xi−1 to obtain Xi ;
Output: The permutation XN
4 Comparison with other relaxations
The purpose of this section is to theoretically compare our relax-
ation with common competing relaxations. We prove
Theorem 1 The DS++ relaxation is more accurate than DS+,
which in turn is more accurate than the spectral and doubly
stochastic relaxation.
The SDP relaxation of [Kezurer et al. 2015] is more accurate than
all the relaxations mentioned above.
Our strategy for proving this claim is formulating all relaxations in
a unified framework, using the SDP lifting technique in [Kezurer
et al. 2015], that in turn readily enables comparison of the different
relaxations.
The first step in constructing SDP relaxations is transforming the
original problem (3) into an equivalent optimization problem in a
higher dimension.The higher dimension problem is formulated over
the set:
Π↑n =
{
(X,Y )
∣∣∣X ∈ Πn, Y = xxT}
Using the identity
trWY = trWxxT = xTWx
we obtain an equivalent formulation to (3):
min
X,Y
E(X,Y ) = trWY + cTx+ d
s.t. (X,Y ) ∈ Π↑n
SDP relaxations are constructed by relaxing the constraint
(X,Y ) ∈ Π↑n using linear constraints on X,Y and the semi-
definite constraint Y  xxT .
[Kezurer et al. 2015] showed that the spectral and doubly stochastic
relaxations are equivalent to the following SDP relaxations:
max E(X,Y )
(S↑) s.t. trY = n
Y  xxT
max E(X,Y )
(DS↑) s.t. X ∈ DS
Y  xxT
We note that the spectral relaxation is applicable only when c = 0,
and the DS relaxation is tractable only when the objective is convex,
i.e., W  0. The equivalence holds under these assumptions.
Given this new formulation of spectral and DS, an immedi-
ate method for improving both relaxations is considering the
Intersection-SDP, obtained by enforcing the constraints from both
(DS↑) and (S↑). The relaxation can be further improved by adding
additional linear constraints on (X,Y ). This is the strategy fol-
lowed by [Kezurer et al. 2015] to achieve their final tight relaxation
which is presented in Eq. (9) in the appendix. The main limita-
tion of this approach is its prohibitive computational price resulting
from solving SDPs with O(n4) variables, in strong contrast to the
original formulation of spectral and DS that uses only n2 variables
(i.e., the permutation X). This naturally leads to the research ques-
tion we posed in the introduction, which we can now state in more
detail:
Question: Is it possible to construct an SDP relaxation which is
stronger than (DS↑) and (S↑), and yet is equivalent to a tractable
and scalable optimization problem with n2 variables?
We answer this question affirmatively by showing that the
Intersection-SDP is in fact equivalent to DS+. Additionally
DS++ is equivalent to a stronger SDP relaxation which includes
all constraints from the Intersection-SDP, as well as the following
Figure 3: Typical maps obtained using our method on the FAUST
dataset [Bogo et al. 2014]. In each pair: left mesh is colored lin-
early and the computed map is used to transfer the coloring to the
target, right mesh.
additional 2n3 constraints: Let us write the linear equality con-
straints appearing in the definition of the DS matrices (i.e., (5b) )
in the form Ax = b. Then any (X,Y ) ∈ Π↑n in particular satisfies
AxxT = bxT and therefore also:
AY = bxT
Adding these constraints to the Intersection-SDP we obtain
min
X,Y
E(X,Y ) (6a)
s.t. trY = n (6b)
X ≥ 0 (6c)
Ax = b (6d)
AY = bxT (6e)
Y  xxT (6f)
Theorem 1 now follows from:
Lemma 2 1. The Intersection-SDP is equivalent to DS+.
2. The SDP relaxation in (6) is equivalent to DS++.
3. The SDP relaxation of [Kezurer et al. 2015] can be obtained
by adding additional linear constraints to (6).
We prove the lemma in the appendix.
5 Implementation details
Entropic regularization Optimization of (5) can be done using
general purpose non-convex solvers such as Matlab’s fmincon, or
solvers for convex and non-convex quadratic programs. We opted
for the recent method of Solomon et al., [2016] that introduced a
Figure 4: Image arrangement according to the mean color of im-
ages using the DS++ algorithm. Table 1 shows corresponding
quantitative results.
specialized scalable solver for local minimization of regularized
quadratic functionals over the set of doubly stochastic matrices.
The algorithm of [Solomon et al. 2016] is based on an efficient
algorithm for optimizing the KL divergence
KL(x|y) = 〈x, log x〉 − 〈x, log y〉
where x is the column stack of a doubly stochastic matrix X and y
is some fixed positive vector. The solution for the KKT equations
of this problem can be obtained analytically for x, up to scaling of
the rows and columns, which is performed by the efficient Sinkhorn
algorithm. See [Cuturi 2013] for more details.
The algorithm of [Solomon et al. 2016] minimizes quadratic func-
tionals f(x) = xTHx+cTx (where in our caseH = W−aI) over
doubly stochastic matrices by iteratively optimizing KL-divergence
problems. First the original quadratic functional is regularized by
adding a barrier function α 〈x, log x〉 keeping the entries of x away
from zero to obtain a new functional
fα(x) = f(x) + α 〈x, log x〉
The parameter α is chosen to be some small positive number so
that its effect on the functional is small. We then define gα(x) =
exp
(−α−1(Hx+ c)) so that
fα(x) = αKL(x|gα(x))
We then optimize fα iteratively: In iteration k+ 1, gα is held fixed
at its previous value x = xk, and an additional term KL(x|xk)
is added penalizing large deviations of x from xk. More precisely,
xk+1 is defined to be the minimizer of
ηKL(x|gα(xk)) + (1− η)KL(x|xk) = KL(x|gηα(xk) x1−ηk )
where  denotes entry-wise multiplication of vectors. For small
enough values of η, [Solomon et al. 2016] prove that the algorithm
converges to a local minimun of fα(x).
In our implementation we use η = 0.01. We choose the smallest
possible α so that all entries of the argument of the exponent in the
definition of gα are in [−100, 100]. This choice is motivated by
the requirement of choosing small α coupled with the breakdown
of matlab’s exponent function at around e700. Note that this choice
requires α = αk to update at each iteration. We find that with this
choice of α the regularization term has little effect on the energy
and we obtain final solutions which are close to being permutations.
To achieve a perfect permutation we project the final solution using
the L2 projection. The L2 projection is computed by minimizing a
linear program as described, e.g., in [Zaslavskiy et al. 2009].
Computing λ¯min and λ¯max We compute λ¯min and λ¯max by solv-
ing two maximal magnitude eigenvalue problems: We first solve
for the maximal magnitude eigenvalue of FTWF . If this eigen-
value is positive then it is equal to λ¯max. We can then find λ¯min
by translating our matrix by λ¯max to obtain a positive-definite ma-
trix λ¯maxI − FTWF whose maximal eigenvalue η is related to the
minimal eigenvalue of the original matrix via λ¯min = λ¯max − η.
If the solution of the first maximal magnitude problem is negative
then this eigenvalue is λ¯min, and we can use a process similar to the
one described above to obtain λ¯max.
Solving maximal magnitude eigenvalue problems requires repeated
multiplication of vectors v ∈ R(n−1)2 by the matrix FTWF ,
where W ∈ Rn2×n2 and F ∈ Rn2×(n−1)2 . If W is sparse, com-
puting Fv can become a computational bottleneck. To avoid this
problem, we note that FTWF has the same maximal eigenvalue as
the matrix FFTWFFT and so compute the maximal eigenvalue
of the latter matrix. The advantage of this is that multiplication by
the matrix P = FFT can be computed efficiently:
Since P is the orthogonal projection onto Image(F ), we can use
the identity Pu = u − P⊥u where P⊥ is the projection onto the
orthogonal complement of Image(F ). The orthogonal complement
is of dimension 2n−1 and therefore P⊥u = F⊥FT⊥u where F⊥ ∈
Rn
2×(2n−1).
We solve the maximal magnitude eigenvalue problems using Mat-
lab’s function eigs.
6 Generalizations
Injective matching Our method can be applied with minor
changes to injective matching. The input of injective matching is
k points sampled from the source shape S and n > k points sam-
pled from the target shape T , and the goal is to match the k points
from S injectively to a subset of T of size k.
Matrices X ∈ Rk×n representing injective matching have entries
in {0, 1}, and have a unique unit entry in each row, and at most
one unit entry in each column. This set can be relaxed using the
constraints:
X1 = 1 , 1TX ≤ 1T (7a)
1TX1 = k (7b)
X ≥ 0 (7c)
We now add a row with positive entries to the variable matrix X to
obtain a matrix X¯ ∈ R(k+1)×n . The original matrix X satisfies
the injective constraints described above if X¯ satisfies
X¯1 = (n1 − k, 1, . . . , 1)T , 1T X¯ = 1T
X¯ ≥ 0
These constraints are identical to the constraint defining DS, up to
the value of the marginals which have no affect on our algorithm.
As a result we can solve injective matching problems without any
modification of our framework.
Partial matching The input of partial matching is n1, n2 points
sampled from the source and target shape, and the goal is to match
k ≤ n1, n2 points from S injectively to a subset of T of size k. We
do not pursue this problem in this paper as we did not find partial
matching necessary for our applications. However we believe our
framework can be applied to such problems by adding a row and
column to the matching matrix X .
Adding linear constraints Modeling of different matching prob-
lems can suggest adding additional linear constraints on X that
can be added directly to our optimization technique. Additional
linear equality constraints further decrease the dimension of the
affine space X is constrained to and as a result make the interval
[λ¯min, λ¯max] smaller, leading to more accurate optimization. We note
however that incorporating linear constraints into the optimization
method of [Solomon et al. 2016] is not straightforward.
Upsampling Upsampling refers to the task of interpolating corre-
spondences between r points sampled from source and target met-
ric spaces to a match between a finer sampling of k >> r source
points and n ≥ k target points. We suggest two strategies for this
problem: Limited support interpolation and greedy interpolation.
Limited support interpolation uses the initially matched r points
to rule out correspondences between the finely sampled points.
The method of ruling out correspondences is discussed in the Ap-
pendix. We enforce the obtained sparsity pattern by writing X =
Xpermissible + Xforbidden, where the first matrix is zero in all forbid-
den entries and the second is zero in all permissible entries. We
then minimize the original energy E(X) only on the permissible
entries, and add a quadratic penalty for the forbidden entries. That
is, we minimize
E(Xpermissible) + ρ ‖Xforbidden‖2F
choosing some large ρ > 0. The sparsity ofXpermissible enables min-
imizing this energy for large k, n for which minimizing the original
energy is intractable.
When k, n are large we use greedy interpolation. We match each
source point si separately. We do this by optimizing over corre-
spondences between r+ 1 source points and n target points, where
the r+1 points are the r known points and the point si. Since there
are only n−r such correspondences optimization can be performed
globally by checking all possible correspondences.
Optimization over doubly stochastic matrices Our main fo-
cus was on optimization problems over permutations. However in
certain cases the requested output from the optimization algorithm
may be a doubly stochastic matrix and not a permutation. When
the energy E is non convex this still remains a non-convex prob-
lem. For such optimization problems our method can be applied by
taking samples ai from the interval [λ¯min, 0], since minimization of
(5) with a = 0 is the problem to be solved while minimization of
(5) with a = λ¯max forces a permutation solution.
7 Evaluation
In this section we evaluate our algorithm and compare its perfor-
mance with relevant state of the art algorithms. We ran all ex-
periments on the 100 mesh pairs from the FAUST dataset [Bogo
Figure 5: Evaluation of our algorithm. (a) compares the L2 pro-
jection with our projection. Even with only two iterations our pro-
jection improves upon theL2 projection. Additional iterations yield
better accuracy at the price of time complexity. (b) compares min-
imization of the Gromov-Wasserstein distance with our algorithm
and [Solomon et al. 2016] with 1000 random initializations. In all
cases we attain a lower objective value. The second row compares
lower bounds (c) and upper bounds (d) obtained by the DS++ al-
gorithm, DS+, spectral, and [Kezurer et al. 2015]. As predicted by
Theorem 1 our lower bounds and upper bounds are outperformed
by [Kezurer et al. 2015] who are able to attain the ground truth
in these cases, but improve upon those of the remaining methods.
The third row compares lower bounds (e) and upper bounds (f)
obtained by the DS++ algorithm, DS and [Kezurer et al. 2015]
for the convex graph matching functional. The lower bound of the
DS++ algorithm modestly improves DS’s, while the upper bounds
substantially improves the upper bounds of DS’s L2 projection.
et al. 2014] which were used in the evaluation protocol of [Chen
and Koltun 2015].
Comparison with [Solomon et al. 2016] In figure 5(b) we com-
pare our method for minimizing non-convex functionals with the
local minimization algorithm of [Solomon et al. 2016]. Since this
method is aimed at solving non-convex functionals over doubly-
stochastic matrices, we run our algorithm using samples in [λ¯min, 0]
as explained in Section 6. We sample 200 points from each mesh
using farthest point sampling [Eldar et al. 1997], and optimize the
Gromov-Wasserstein (GW) functional advocated in [Solomon et al.
2016], which amounts to choosing p from (2) to be p(u, v) =
(u−v)2. As local minimization depends on initialization we locally
minimize 1000 times per mesh pair, using 1000 different random
Figure 6: Optimization over fuzzy maps using [Solomon et al.
2016] and the DS++ algorithm as described in Section 6. The best
fuzzy map obtained by [Solomon et al. 2016] with 1000 random
initializations is less accurate than our fuzzy map (middle), as our
map gives lower probability to mapping the right hand of the source
to the left hand of the target. See also Figure 5 (b). The rightmost
image shows the sharp map obtained by the standard DS++ algo-
rithm.
initializations. The initializations are obtained by randomly gener-
ating a positive matrix in R200×200 with uniform distribution, and
projecting the result onto the doubly stochastic matrices using the
Sinkhorn algorithm. As can be seen in the figure our algorithm, us-
ing only ten iterations, was more accurate than all the local minima
found using random initializations. As a baseline for comparison
we note that the difference in energy between randomly drawn per-
mutations and our solution was around 5000, while the difference
in energy shown in the graph is around 500. Figure 6 visualizes
the advantages of the fuzzy maps obtained by our algorithm in this
experiment over the best of the 1000 random maps generated by
[Solomon et al. 2016].
Projection evaluation In figure 5(a) we examine how the result
obtained from our projection method is influenced by the number
of points N sampled from [λ¯min, λ¯max]. We compared the behav-
ior of our relaxation with several different choices of N as well as
with the standard L2 projection onto the set of permutations. As
expected, our projection is always better that the L2 projection, and
the projection improves as the number of samples is increased.
Comparison with other relaxations We compare our method
with other relaxation based techniques. In figure 5 (c)-(d) we com-
pare our relaxation with the spectral relaxation, the DS+ relaxation,
and the SDP relaxation of [Kezurer et al. 2015]. In this experiment
the energy we use is non-convex so DS is not applicable.
We sampled 10 points from both meshes, and minimized the
(non-convex) functional selected by [Kezurer et al. 2015], which
amounts to choosing p from (2) to be
p(u, v) = − exp
(−(u− v)2
σ2
)
We choose the parameter σ = 0.2. For the minimization we used
all four relaxations, obtaining a lower bound for the optimal value,
Figure 5 (c). We then projected the solutions obtained onto the set
of permutations, thus obtaining an upper bound, Figure 5 (d). For
methods other than the DS++ algorithm we used the L2 projection.
In all experiments the upper and lower bounds provided by the SDP
relaxation of [Kezurer et al. 2015] were identical, thus proving that
the SDP relaxation found the globally optimal solution. Addition-
ally, in all experiments the upper bound and lower bound provided
Figure 7: Non-rigid matching. Cumulative and average errors
achieved on the FAUST dataset [Bogo et al. 2014] by the DS++ al-
gorithm compared to [Chen and Koltun 2015]. Top row compares
only the convex relaxation part of both methods; bottom two rows
compare final maps after upsampling. DS++(1) uses our upsam-
pling method and DS++(2) uses the upsampling method of [Chen
and Koltun 2015].
by our relaxation were superior to those provided by the spectral
method, and our projection attained the global minimum in approx-
imately 80% of the experiments in contrast to 11% obtained by the
L2 projection of the spectral method. The differences between the
spectral relaxation and the stronger DS+ relaxation were found to
be negligible.
In figure 5(e)-(f) we perform the same experiment, but now
we minimize the convex graph matching functional E(X) =
‖AX −XB‖2F from [Aflalo et al. 2015] for which the classical DS
relaxation is applicable. Here again the ground truth is achieved by
the SDP relaxation. Our relaxation can be seen to modestly improve
the lower bound obtained by the classical DS relaxation, while our
projection method substantially improves upon the standard projec-
tion.
8 Applications
We have tested our method for three applications: non-rigid shape
matching, image arrangement, and coarse-to-fine matching.
Non-rigid matching We evaluated the performance of our algo-
rithm for non-rigid matching on the FAUST dataset [Bogo et al.
2014]. We compared to [Chen and Koltun 2015] which demon-
strated superb state of the art results on this dataset (for non
learning-based methods). For a fair comparison we used an iden-
tical pipeline to [Chen and Koltun 2015], including their isometric
energy modeling and extrinsic regularization term. We first use the
DS++ algorithm to match n = 160, k = 150 points, then upsam-
pled to n = 450, k = 420 using limited support interpolation and
to n = 5000, k = 1000 using greedy interpolation, as described
in Section 6; the final point resolution is as in [Chen and Koltun
2015].
Figure 7 depicts the results of the DS++ algorithm and [Chen and
Koltun 2015]. As can be read from the graphs, our algorithm com-
pares favorably in both the inter and intra class matching scenarios
in terms of cumulative error distribution and average error. These
results are consistent for both the convex relaxation part (top row)
and the upsampled final map (middle row); The graphs show our
results both with our upsampling as described above (denoted by
DS++(1)) and the results of combining our relaxation with the up-
sampling of [Chen and Koltun 2015] (DS++(2)). We find DS++(1)
to be better on the inter class, and DS++(2) is marginally better on
the intra class. The error is calculated on a set of 52 ground truth
points in each mesh as in [Maron et al. 2016]. Figure 1 (left), and
3 show typical examples of maps computed using the DS++ algo-
rithm in this experiment.
Image arrangement The task of arranging image collections in
a grid has received increasing attention in recent years [Quadrianto
et al. 2009; Strong and Gong 2014; Fried et al. 2015; Carrizosa
et al. 2016]. Image arrangement is an instance of metric matching:
the first metric space is the collection of images and a dissimilarity
measure defined between pairs of images; and the second, target
metric space is a 2D grid (generally, a graph) with its natural Eu-
clidean metric.
[Fried et al. 2015] suggested an energy functional for generating
image arrangements, which are represented by a permutation ma-
trix X . Their choice of energy functional was supported by a user
study. This energy functional is:
E(X) = min
c>0
∑
ijkl
∣∣c · dik − d′jl∣∣XijXkl (8)
where d, d′ are the distance measures between images and grid
points respectively, and c is the unknown scale factor between the
two metric spaces. [Fried et al. 2015] suggested a two step algo-
rithm to approximate the minimizer of the above energy over the
set of permutations: The first step is a dimensionality reduction, and
the second is linear assignment to a grid according to Euclidean dis-
tances. Fried et al., demonstrated significant quantitative improve-
ment over previous state of the art methods.
We perform image arrangement by using an alternative method for
optimizing the energy (8). We fix c so that the mean of d and d′
are the same, which leads to a quadratic matching energy which we
optimize over permutations using the DS++ algorithm.
Table 1 summarizes quantitative comparison of the DS++ algo-
rithm and [Fried et al. 2015] on a collection of different image
sets and dissimilarity measures. Each row shows the mean ener-
gies over 100 experiments of Fried et al., DS++, and random as-
signments which provide a baseline for comparison; in each ex-
periment we randomized a subset of images from the relevant set
of images and generated image arrangements using the two meth-
ods. [Fried et al. 2015] suggested an optional post processing step
in which random swaps are generated and applied in case they re-
duce the energy; our experiment measures the performance of both
algorithms with and without random swaps. The first set of ex-
periments tries to arrange random colors in a grid. The second
set of experiments uses the mean image color for images form
the SUN database [Xiao et al. 2010]. The third set uses the last
layer of a deep neural network trained for object recognition [Chat-
field et al. 2014] as image features, again for images in the SUN
dataset. The fourth set of experiments organizes randomly sam-
pled images from the Labeled Faces in the Wild (LFW) dataset
[Huang et al. 2007] according to similar deep features taken from
the net trained by [Parkhi et al. 2015]. For the last experiment,
we rendered three 3D models from the SHREC07 dataset [Giorgi
et al. 2007] from various illumination directions and ordered
them according to the raw L2 distance between pairs of images.
Figure 8: Random lighting.
Our algorithm outper-
formed [Fried et al. 2015]
in all experiments (in
some cases our algorithm
achieved an improvement
of more than 50%). Fig-
ures 1, 4 and 11 show
some image arrangements
from these experiments.
Note, for example, how
similar faces are clustered
together in Figure 11
(a), and similar objects
are clustered in Figure
1 (right). Further note how the image arrangement in Figure
11 (b) nicely recovered the two dimensional parameter of the
lighting direction, where Figure 8 shows the input random lighting
directions renderings of a 3D models.
Coarse-to-fine matching We
consider the problem of matching
two shapes S and T using sparse
correspondences specified by the
user. User input can be especially
helpful for highly non-isometric
matching problems where seman-
tic knowledge is often necessary
for achieving high quality correspondences. The inset shows such
example where three points (indicated by colored circles) are used
to infer correspondences between a horse and a giraffe.
We assume the user supplied a sparse set of point correspondences,
si → ti, i = 1, . . . , d, and the goal is to complete this set to a
full correspondence set between the shapes S = {s1, . . . , sn} and
T = {t1, . . . , tk}. Our general strategy is to use a linear term
to enforce the user supplied constraints, and a quadratic term to
encourage maps with low distortion.
For a quadratic term we propose a ”log-GW” functional. This func-
tional amounts to choosing p(u, v) = dL(u, v)2 for the definition
of W in (2), where dL is a metric on R+ defined by
dL(u, v) =
∣∣∣log u
v
∣∣∣
This metric punishes for high relative distortion between u, v, and
thus is more suitable for our cause than the standard Euclidean met-
ric used for the GW functional.
As a linear term we propose
L(X) = w
 d∑
i=1
(−Xii) +
d∑
i=1
∑
k,`
p (d(si, sq), d(ti, tr))Xk`

The first summand from the left penalizes matchings which vio-
late the known correspondences, while the second summand pe-
nalizes matchings which cause high distortion of distances to the
dataset feature improvement rand average Fried mean our mean functional swaps? grid size
Random colors color 28.33% 0.478 0.259 0.198 Fried no 12
Random colors color 8.86% 0.478 0.219 0.197 Fried yes 12
Random colors color 3.46% 0.478 0.219 0.211 GW yes 12
SUN dataset color 2.05% 0.581 0.244 0.237 Fried no 10
SUN dataset color 0.57% 0.581 0.225 0.223 Fried yes 10
SUN dataset deep feature object 55.97% 0.433 0.345 0.295 Fried no 14
SUN dataset deep feature object 6.31% 0.433 0.300 0.292 Fried yes 14
LFW deep feature face 50.70% 0.422 0.355 0.320 Fried no 14
LFW deep feature face 2.81% 0.422 0.321 0.318 Fried yes 14
Illumination Raw L2 distance 59.08% 0.509 0.320 0.208 Fried no 10
Illumination Raw L2 distance 9.94% 0.509 0.232 0.204 Fried yes 10
Illumination Raw L2 distance 13.70% 0.527 0.273 0.238 Fried yes 10
Illumination Raw L2 distance 10.65% 0.518 0.259 0.231 Fried yes 10
Table 1: Image arrangement comparison. We compare DS++ to [Fried et al. 2015] in arranging different sets of images in a grid with
different affinity measures between images; see text for more details.
user supplied points. The parameter w controls the strength of the
linear term. In our experiments we chose w = 0.01
∥∥FTWF∥∥,
where
∥∥FTWF∥∥ = max{|λ¯min|, |λ¯max|} is the spectral norm of
the quadratic form..
Figure 9: Matching aided by sparse user correspondence. The left
graphs shows that our algorithm can exploit user supplied infor-
mation to outperform state of the art unsupervised methods such as
BIM. The right graph shows DS++ outperforms the algorithm of
[Solomon et al. 2016] for user aided matching.
We applied the algorithm for coarse-to-fine matching on the
SHREC dataset [Giorgi et al. 2007], using d = 3, 4, 5, 6 of the
labeled ground truth points and evaluating the error of the obtained
correspondence on the remaining ` − d points. The number of la-
beled points ` is class dependent and varies between 36 and 7.
Representative results are shown in Figure 10. The graph on the left
hand side of Figure 9 shows that our algorithm is able to use this
minimal user supplied information to obtain significantly better re-
sults than those obtained by the unaided BIM algorithm [Kim et al.
2011]. The graph compares the algorithms in terms of cumulative
error distribution over all 218 SHREC pairs for which BIM results
are available.
The graph on the right hand side of Figure 9 shows our results
outperform the algorithm presented in [Solomon et al. 2016] for
matching aided by user supplied correspondences. Both algorithms
were supplied with 6 ground truth points. We ran the algorithm
of [Solomon et al. 2016] matching n = 250, k = 250 points (we
take n = k since [Solomon et al. 2016] does not support injective
matching) and using the maximal-coordinate projection they chose
to achieve a permutation solution. These results are denoted by (2)
in the graph. However we find that better results are achieved when
matching only 100 points, and when using theL2 projection. These
results are denoted by (1) in the graph.
Timing Typical running times of our optimization algorithm for
the energy of [Chen and Koltun 2015] matching n = k = 50 points
takes 6 seconds; n = k = 100 takes 26 seconds; and n = 160,
k = 150 points takes around 2 minutes (130 seconds). The precom-
putation of λ¯min and λ¯max with these parameters requires around 15
seconds, the L2 projection requires 5 seconds, and the remaining
time is required for our optimization algorithm.
Parameter values of n = k = 100 (as well as n = k = 122, 142)
were used in the image arrangement task from Section 8, and pa-
rameter values n = 160, k = 150 were used for our results on
the FAUST dataset. For the latter application we also upsampled
to n = 450, k = 420 using limited support interpolation and then
upsampled to k = 1000, n = 5000 using greedy interpolation as
described in Section 6.Limited support interpolation required 117
seconds and greedy interpolation required 15 seconds. The total
time for this application is around 4.5 minutes.
The efficiency of our algorithm significantly improves if the prod-
uct of the quadratic form’s matrix W with a vector x ∈ Rn2 can be
computed efficiently. This is illustrated by the fact that optimization
of the sparse functional we construct for the task of resolution im-
provement with n = 450 takes similar time as optimization of the
non-sparse functional of [Chen and Koltun 2015] with n = 160.
Another case where the product Wx can be computed efficiently is
the GW or log-GW energy. In both cases the product can be com-
puted by multiplication of matrices of size n × n (see [Solomon
et al. 2016] for the derivation), thus usingO(n3) operations instead
of the O(n4) operations necessary for general W . Using this en-
ergy, matching n = 160 points to k = 150 points takes only 12
seconds, matching n = 270 points to k = 250 points takes 22
seconds, matching n = 500 to k = 500 takes 82 seconds, and for
n = k = 1, 000 we require around six minutes (368 seconds).
The efficiency of our algorithm depends linearly onN . Minimizing
the GW energy with n = 270, k = 250 using N + 1 = 5 sam-
ple takes 12 seconds, approximately half of the time needed when
using N + 1 = 10 samples. These parameters were used for our
results on matching with user input described in Section 8. For this
task we also used greedy interpolation to obtain full maps between
the shapes, which required an additional 18 seconds. Overall this
application required around half a minute.
Our algorithm was implemented on Matlab. All running times were
computed using an Intel i7-3970X CPU 3.50 GHz.
Figure 10: Correspondences obtained using user input. Corre-
spondences were obtained using 6 user input points, with the excep-
tion of the correspondence between ants found using only 3 points.
Note our method is applicable to surfaces of arbitrary genus such
as the genus 1 mugs.
9 Conclusions
We have introduced the DS++ algorithm for approximating the
minimizer of a general quadratic energy over the set of permuta-
tions. Our algorithms contains two components: (i) A quadratic
program convex relaxation that is guaranteed to be better than the
prevalent doubly stochastic and spectral relaxations; and (ii) A pro-
jection procedure that continuously changes the energy to recover a
locally optimal permutation, using the convex relaxation as an ini-
tialization. We have used recent progress in optimal transport to
build an efficient implementation to the algorithm.
The main limitation of our algorithm is that it does not achieve
the global minima of the energies optimized. Partially this is un-
avoidable and due to the computational hardness of our problem.
However the experimental results in Figure 5 show that accuracy
can be improved by the SDP method of [Kezurer et al. 2015] which
while computationally demanding, can still be solved in polynomial
time. Our future goal is to search for relaxations whose accuracy
is close to those of [Kezurer et al. 2015] but which are also fairly
scalable. One concrete direction of research could be finding the
‘best’ quadratic programming relaxation in O(n2) variables.
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A Proofs
Proof of Lemma 1 The function f(X) = ‖X‖2F is strictly con-
vex and satisfies f(X) = n for all extreme points ofDS. Therefore
E(X, b)− E(X, a) = (a− b) ‖X‖2F + (b− a)n ≥ 0
with equality iff X is a permutation.
Proof of Lemma 2 We omit the proof of the first part of the
lemma since it is similar to, and somewhat easier than, the proof
of the second part.
To show equivalence of DS++ with (6) we show that every mini-
mizer of DS++ defines a feasible point for (6) with equal energy
and vice versa.
Let x be the minimizer of E(X, λ¯min) over the doubly stochastic
matrices and let v be the eigenvector of FTWF of unit Euclidean
norm corresponding to its minimal eigenvalue λ¯min. Denote u =
Fv. We define Y = xxT +αuuT , where we choose α ≥ 0 so that
(6b) holds. This is possible since tr(xxT ) = ‖X‖2F ≤ n. Further
note that Y also satisfies (6f) since α ≥ 0, and (6e) since
AY = AxxT + αAuuT = bxT + αA(Fv)(Fv)T = bxT
where we used the fact that Fv is a solution to the homogeneous
linear equation Ax = 0. Finally the energy satisfies (ignoring the
constant d)
E(X,Y ) = trWY + cTx
= xTWx+ αvTFTWFv + cTx
= xTWx+ αλ¯min + c
Tx
= xTWx+ (n− ‖X‖2F )λ¯min + cTx
= E(X, λ¯min)
Now let (X,Y ) be a minimizer of (6), we show that x is a feasible
solution of our relaxation with the same energy. In fact due to the
previous claim it is sufficient to show that E(X, λ¯min) ≤ E(X,Y ).
The feasibility of X is clear since it is already DS. Next, denote
Wλ = W − λ¯minI
then (ignoring the constant d)
E(X, λ¯min) = trWλxx
T + cTx+ λ¯minn
(∗)
≤ trWλY + cTx+ λ¯minn
(6b)
= tr WY + cTx = E(X,Y )
The inequality (∗) follows from the fact that A(Y − xxT ) = 0
due to (6d),(6e) and therefore since FFT is the projection onto the
kernel of A:
FFT (Y − xxT ) = Y − xxT = (Y − xxT )FFT
and so (∗) follows from
trWλ(Y − xxT ) = trWλFFT (Y − xxT )FFT
tr[FTWλF ][F
T (Y − xxT )F ] ≥ 0
where the last inequality follows from the fact that the two matrices
in square brackets are positive semi-definite due to the definition of
λ¯min and (6f).
We now prove the third part of the lemma:
Comparison with SDP relaxation The SDP relaxation of
[Kezurer et al. 2015] is
max
Y
trWY + cTx+ d (9a)
s.t. trY = n (9b)
x ≥ 0 (9c)
Ax = b (9d)
Y  xxT (9e)
Y ≥ 0 (9f)∑
qrst
Yqrst = n
2 (9g)
Yqrst ≤

0, if q = s, r 6= t
0, if r = t, q 6= s
min {Xqr, Xst} , otherwise
(9h)
where Yqrst is the entry replacing the quadratic monomialXqrXst.
We note this relaxation contains all constraints from the SDP relax-
ation (6) with the exception of (6e). It also contains the additional
constraints (9f)-(9h) which do not appear in (6). Thus to show that
[Kezurer et al. 2015] is tighter than our relaxation it is sufficient
to show that (6e) is implied by the other constraints of [Kezurer
et al. 2015]. We recall that (6e) represent all constraints obtained
by multiplying linear equality constraints by a linear monomial.
For a quadratic polynomial
g(x) = xTWx+ cTx+ e
let us denote by g¯(x, Y ) the linearized polynomial
g¯(x, Y ) = trWY + cTx+ e
We will use the following property of SDP relaxations (see [Dym
and Lipman 2016]): If a quadratic polynomial g is of the form g =
p2 then
1. For any feasible x, Y we have g¯(x, Y ) ≥ 0.
2. If g¯(x, Y ) = 0 is satisfied for all feasible x, Y , then for any
quadratic f of the form f = pq we have f¯(x, Y ) = 0.
Accordingly, it is sufficient to show that the squares gq = p2q, hr =
m2r of all the linear equality polynomials
pq(X) =
∑
r
Xqr − 1 , mr(X) =
∑
r
Xqr − 1
satisfy g¯q = 0, h¯r = 0. We obtain g¯q = 0 from
0 ≤ g¯q(x, Y ) =
∑
r,t
Yqrqt − 2
∑
r
Xqr + 1
≤(9h)
∑
r
Xqr − 2
∑
r
Xqr + 1 = 0
the proof that h¯r = 0 is identical.
B Sparsity pattern for improving matching
resolution
We construct a sparsity pattern for the task of matching s1, . . . , sk
to t1, . . . , tn using known correspondences sˆ` 7→ tˆ`, ` = 1, . . . , r.
For each si we use the following procedure to determine which
correspondence will be forbidden: We find the five matched points
sˆ`1 , . . . , sˆ`5 which are closest to si and compute the geodesic dis-
tance of these points from si. This gives us a feature vector v ∈ R5.
We then compute the geodesic distances of each of the points
tj , j = 1, . . . , n from the matched points tˆ`1 , . . . tˆ`5 correspond-
ing to the five closets points to si. This gives us n feature vectors
vj ∈ R5. For tj to be a viable match we require that ‖vj − v‖2
be small. We therefore allow the top 20% of the correspondences
according to this criteria.
To symmetrize this process, we use the same procedure to find per-
missible matches for each tj , and then select as permissible all
matches si 7→ tj which were found permissible either when start-
ing from si or when starting from tj .
