In this paper, we explore the use of M-quantile regression and M-quantile coefficients to detect statistical differences between temporal curves that belong to different experimental conditions. In particular, we consider the application of temporal gene expression data. Here, the aim is to detect genes whose temporal expression is significantly different across a number of biological conditions. We present a new method to approach this problem. Firstly, the temporal profiles of the genes are modelled by a parametric M-quantile regression model. This model is particularly appealing to small-sample gene expression data, as it is very robust against outliers and it does not make any assumption on the error distribution. Secondly, we further increase the robustness of the method by summarising the M-quantile regression models for a large range of quantile values into an M-quantile coefficient. Finally, we fit a polynomial M-quantile regression model to the M-quantile coefficients over time and employ a Hotelling T 2 -test to detect significant differences of the temporal M-quantile coefficients profiles across conditions. Extensive simulations show the increased power and robustness of M-quantile regression methods over standard regression methods and over some of the previously published methods. We conclude by applying the method to detect differentially expressed genes from time-course microarray data on muscular dystrophy.
Introduction
Time-course gene expression data are often measured to study dynamic biological systems and gene regulatory networks. The data are produced by so called microarray experiments and they provide expression measurements for thousands of genes in a biological system under different time points and/or biological conditions (e.g. different diseases). To account for time dependency of the gene expression measurements over time and the noisy nature of microarray data, standard regression models such as mixed-effects models are normally used in analyzing these data (Luan and Li, 2003; Ng et al., 2006; Archer and Guennel, 2006; Ma et al., 2006; Ma and Zhong, 2008) . However, these models have some drawbacks: they depend on strong distributional assumptions, they require a formal specification of the random part of the model and they ignore possible outliers. The latter are expected in gene expression data due to the small sample size and the noisy nature of the data (e.g. Yang et al. 2006 ) but are also difficult to detect due to the high-dimensionality of the problem (Yan et al., 2004) . In this paper, we look at an alternative to these classical models when the aim is the identification of biologically interesting genes from temporal microarray data.
In general, the identification of biologically interesting genes in a temporal expression profiling dataset is challenging and complicated by high levels of experimental noise. A variety of methods have been suggested in the literature for the detection of differentially expressed genes. A number of these deal with the most general situation where both temporal and biological conditions are present in the data (Angelini et al., 2007; Conesa et al., 2006; Park et al., 2003; Storey et al., 2005 Storey et al., , 2007 Tai and Speed, 2006; Vinciotti et al., 2006 ; Yu a n and Kendziorski, 2006) . Recently, some methods have appeared which make use of quantiles and quantile regression models to detect differentially expressed genes He, 2007, 2008; Yu et al., 2007) . In Yu et al. (2007) , we discuss the advantages of using quantile regression over standard regression, especially when modelling gene expression data. In light of the positive results obtained in Yu et al. (2007) , in this paper we explore how M-quantile regression can be successfully used to model gene expression data.
M-quantile regression (Breckling and Chambers, 1988; Chambers and Tzavidis, 2006) combines the ideas of characterisation of the relationship between a response variable and explanatory variables when the behaviour of "non-average" individuals is of interest. The method of M-quantile regression is based on a "quantile-like" generalization of regression and influence function for M-estimation and as such provides a robust alternative to standard regression models. Indeed, this was proven on a small number of applications (Kokic and Chambers, 1997; Chambers and Tzavidis, 2006) . In this paper, we extend the range of applications of this methodology to time-course gene expression data and show how M-quantile coefficients, which are derived in the framework of M-quantile regression (Chambers and Tzavidis, 2006) , can be successfully applied in the detection of differentially expressed genes across a number of biological conditions and time points.
We achieve this by the combined use of M-quantile coefficients and M-quantile regression. We use M-quantile coefficients to capture differences across the conditions and we take account of the temporal aspect of the data by modelling the M-quantile coefficients as a function of time using a parametric M-quantile regression model. This results in the robust estimation of M-quantile coefficient profiles over time for each biological condition. A Hotelling T 2 -test is finally used to detect the genes which show significant difference in the temporal M-quantile coefficient profiles across the conditions. Section 2 motivates the model, by comparing it with its standard alternatives, and derives the M-quantile coefficients. The performance of the method is compared with other existing methods on an extensive simulation study in Section 3, while Section 4 discusses an interesting application to the analysis of muscular dystrophy gene expression data. Finally, in Section 5 we discuss the results and draw some conclusions.
The method

Why M-quantile?
It is well known how linear least-squares estimates can behave badly when the error distribution is not normal, particularly when the errors are heavy-tailed, skewed or when the data are contaminated by outliers. To address this issue, two different approaches have been developed in the literature. One approach, termed robust regression, is to employ a fitting criterion that is not as vulnerable as least squares to unusual data. The most common general method of robust regression is Mestimation, introduced by Huber (1964) . The second approach, which is also robust to large outliers, is quantile regression (Koenker, 2005) . In particular, quantile regression is used when the conditional variability across the population of interest can be characterised by the different quantiles of the population units.
The robustness of robust regression and quantile regression has been measured theoretically in terms of their breakdown point. Intuitively, the breakdown point of an estimator is the proportion of incorrect observations (i.e. arbitrarily large observations) an estimator can handle before giving an arbitrarily large result. The higher the breakdown point of an estimator, the more robust it is. According to this measure, it was found that robust regression, also called M-regression, has a high breakdown point (Mendes and Tyler, 1996) , whereas quantile regression such as LAD (Least Absolute Derivation) regression, is not at all robust to observations with unusual predictor values; that is, it has a low breakdown point (Giloni et al., 2006) . In view of these results, M-quantile regression provides a good alternative to both models. It integrates both M-regression and quantile regression, by providing a "quantile-like" generalization of regression based on influence functions. That is, it is as robust as M-regression to outliers and contaminated data, and it is used when the conditional variability across the population of interest can be characterised by the M-quantile coefficients of the population units.
In this paper, we show how M-quantile regression can be used to detect differentially expressed genes via the use of M-quantile coefficients. These are described in the next section. The approach is particularly appealing for this application: first of all, it does not require strong distributional assumptions and it is more robust against outliers. Indeed, M-quantile models automatically provide robust inference against outliers, which is seldomly considered under the existing models for gene expression data. Secondly, in contrast to mixed-effects models for gene expression analysis, the application of M-quantile regression avoids the problems associated with the specification of random effects, allowing inter-condition differences to be characterised by condition-specific M-quantile coefficients. This is also discussed by Chambers and Tzavidis (2006) in their application to small-area estimation. Finally, the M-quantile coefficients summarise the information over all quantiles of the distribution, so a test based on these is expected to perform better than, for example, a median quantile regression, when measuring the conditional variability across the experimental conditions.
M-quantile coefficients
In this section, we derive the M-quantile coefficients and explore how these can be used to characterise the level of gene expression over time under different biological conditions. Loosely speaking, the M-quantile coefficient of a point (x,y) is the quantile value associated to the M-quantile regression line that passes through this point. In Chambers and Tzavidis (2006) , an application of the M-quantile coefficients is described to small area estimation. There the main idea is that different areas correspond to different average values of the M-quantile coefficients. In this paper, we extend this idea to gene expression data, by taking into account both the temporal dimension of the data as well as the presence of different biological conditions. In general, we expect that the variability between biological conditions is a significant part of the overall variability of the gene population. That is, for differentially expressed genes we expect the M-quantile coefficients to be similar over time for a particular biological condition but significantly different to the Mquantile coefficients for one or more of the other conditions.
Most of the papers on gene expression data either deal with the temporal mod-elling of gene expression data or with statistical tests for different biological conditions, but rarely combine these two. When both time and conditions are present in the data, instead of a single value of the M-quantile coefficient for each condition (as in Chambers and Tzavidis 2006) , the M-quantile coefficient now becomes a function of time. Our aim is then to estimate the M-quantile coefficient for different time points and biological conditions and finally to develop a statistical test to detect differences in the temporal M-quantile coefficient profiles across biological conditions. For a particular gene, let y ctrs denote the observed gene expression for replicate r, at time t under the biological condition c and for spot s on the array. Let µ c (t) denote the true mean gene expression at time t and under condition c. The vector µ c = (µ c (1),··· , µ c (T)) for all time points t is the true mean temporal profile for a specific gene under the biological condition c. In Vinciotti et al. (2006) we consider the following standard linear model
where η s is the spot effect, to account for the fact that the two gene expression measurements from the same spot are normally more similar to each other than gene expressions from different spots simply due to experimental errors, and ε ctr is the error term with mean zero and constant variance. Then we model the gene expression at time t for condition c, where c = {1,··· ,C}, as a polynomial of degree p
Note that the coefficients of the polynomial depend on the condition c, that is a different polynomial is allowed for each condition. Note also that a different model is fitted for each gene. A standard approach to fit the model in (1) is to use mixedeffect models, where the fixed effects are the true gene expressions over time across conditions and the random effects are given by the spot effects. This approach relies on the assumption of an approximate Gaussian error distribution and it is inadequate when this assumption is not satisfied.
As an alternative to this, M-quantile regression dose not make any assumption on the error distribution. The aim in M-quantile regression is to model the conditional M-quantile, rather than the conditional expectation used in regression approaches. In general, let Y c be the random variable representing the gene expression under condition c. In the same way as one can rewrite the conditional expectation of Y c given time as the solution to µ c (t) = E(Y c |T = t) = arg min |a|<∞ E[(Y c −a) 2 |T = t], we can define the q-th (q ∈ [0,1]) conditional M-quantile of the gene expression Y c at condition c given the time t as
where, instead of the quadratic loss function of the conditional expectation, the loss function is now given by
with H a proposal function. When H(u) = |u|, this corresponds to standard quantile regression: for example, when q = 1/2, equation (3) corresponds to minimising the absolute values of the residuals. This is the method used in Yu et al. (2007) . In Mquantile regression, a different and more efficient H can be used. Typically, H(u) is the Huber proposal function
The constant k depends on the level of noise and outliers in the data. Although some research has been conducted to find an estimate of k from the data, e.g. , in this paper we have chosen the value of k = 1.345 as used effectively in most M-quantile regression literature and applications. With this loss function, the conditional M-quantile is now the solution to
where I is the usual indicator function. For q = 1/2, the solution to this equation gives the median M-quantile regression function for condition c, which has been shown to be more robust than both least-square and quantile regression as previously discussed.
To estimate the gene expression in terms of time, spot effects and biological condition by an M-quantile regression model, we assume, similarly to the mean regression case (2), that the conditional M-quantile can be modelled by a simple polynomial. Using the same notation as above, the data are modelled by
with the time-coefficients of the polynomial now dependent on the quantile q. In order to estimate the parameters in the model, let˜β 0cs (q) = β 0c (q) + η s and t =
(1,t,...,t p ) for a time point t. Then, following equation (4), the parameters β β β (q) = (˜β 0cs (q),β 1c (q),··· ,β pc (q)) are estimated by minimizing
The solution of this optimization problem is implemented in the R function rlm.
Denoting the estimates asˆβ 0c (q),ˆβ 1c (q), ···,ˆβ pc (q), the estimated M-quantile regression is given byˆQ
For example, for q = 1/2, this gives the median M-quantile regression over time for the biological condition c.
In this paper, we take this one-step further and show how differences across the conditions over time can be captured by M-quantile coefficients. For an observation y ctrs , the M-quantile coefficient is given by the quantile value q ctrs of the M-quantile regression line that goes through this observation. That is, the value q ctrs such that Q q ctrs (t) = y ctrs .
Rather than testing for differences across the conditions on the gene expression data y ctrs , as done by all other methods available in the literature, we expect to achieve a more robust method by testing for differences on the M-quantile coefficients over time. That is because these values are computed from all the quantiles of the gene expression distribution and as such encapsulate the information from the whole distribution (and not just its mean or median). The idea is that, if a gene is expressed differently across conditions, for example it is over-expressed in one condition and under-expressed in the other, then this will be reflected in the M-quantile coefficients. That is the M-quantile coefficients for one condition will be significantly lower or higher than the M-quantile coefficients of the other condition. In order to obtain an estimate of q ctrs , we follow the procedure of Chambers and Tzavidis (2006) . We first define a grid of q-values, e.g. q = (0.001,0.002,0.005,··· ,0.998,0.999) that adequately covers the conditional distribution of Y. Then we fit the parametric M-quantile regression model in (5) for each value of q and from all the data (for all conditions) and finally use linear interpolation to compute a unique M-quantile coefficient q ctrs for each observation y ctrs .
The final aim is to detect the genes that are differentially expressed over time across the conditions, on the basis of the M-quantile coefficients rather than the raw gene expression data. Differently to Chambers and Tzavidis (2006) , our M-quantile coefficients depend also on time, so the question becomes the one of detecting differences in the M-quantile coefficients over time. In the spirit of M-regression methods, which we advocate in this paper as a way to increase robustness, we use a polynomial model to fit the median M-quantile coefficients values obtained via Mquantile regression with the aim of testing if M-quantile coefficients under different conditions are identical. This should take care of any possible outliers still present in the M-quantile coefficients values. The method is different to Vinciotti et al. (2006) , where we fit a polynomial (mean) regression model directly to the gene expression data, and to Yu et al. (2007) , where we fit a Bayesian median regression model, again directly to the gene expression data without any use of M-quantile coefficients. So in this paper, we model the M-quantile coefficients by
using a similar notation to equation (5) and with the q ctrs being the estimated Mquantile coefficients. Similarly to Vinciotti et al. (2006) , we use a Hotelling T 2 -test to detect significant differences amongst the parameters γ jc of the M-quantile regression models of the M-quantile coefficients across the different conditions, where the conditions are compared simultaneously. So the test takes the form:
The degrees of freedom of the test are derived from the number of parameters that are estimated in the model, as described in Vinciotti et al. (2006) . In particular, a simultaneous test is performed by considering the differences in parameters between all conditions with respect to the first one and then detecting the genes for which these differences are significantly different from zero. This is equivalent to testing for significant pairwise differences across any pair of conditions, but it has the clear appeal of returning a single list of differentially expressed genes. Two things need to be noted in the application of the Hotelling T 2 -test to this particular problem. First of all, the Hotelling T 2 -test is based on an assumption of normality for the parameters being tested. Whereas this is expected to be true for the models based on the gene expression data (equations (1) and (5)), it is not necessarily true for the model based on the M-quantile coefficients (equation (6)). Indeed, the coefficients themselves are quantities bounded between 0 and 1 and so do not follow a normal distribution. Simulations showed that this problem could be overcome by performing the analysis and the test on the transformation of the M-quantile coefficients to˜q = log(q/(1 − q)). In this way, the test is equivalent to the original one, but the transformed M-quantile coefficients display a normal-like distribution. Secondly, the test is performed on "estimated" M-quantile coefficients, whereby the q ctrs values in equation (6) are actually estimated by M-quantile regression models as previously described. Although this might affect the estimation of the covariance matrix and of the degrees of freedom in the test, simulations showed that this adjustment, which is difficult to estimate as it depends on the data being analysed, is negligible in many situations. However, to be on the safe side, one can estimate the p-values of the test by deriving the distribution of the test statistic using a bootstrap or a permutation test.
In conclusion, we believe that the use of M-quantile regression for the temporal profiles combined with the use of M-quantile coefficients to summarise the information from a large range of quantiles makes this methodology extremely robust against outliers, which are very common in microarray data as well as many other applications. This is shown by a simulation study and an application to real data.
Simulation
We have simulated data with 2000 genes, for two biological conditions and across 9 equally-spaced time points (0,1,···,8). The first 1000 genes are simulated as not differentially expressed between the two conditions, while the remaining genes are simulated as differentially expressed. For each time point and each condition, we have simulated 8 replicates. We have considered different scenarios for the noise distribution and for the temporal profiles. In our first simulation, we have drawn the gene expression for the non-differentially expressed genes from a N(0,σ 2 ) distribution, where σ was varied uniformly between 0.03 and 1.2, with these values similar to the ones found in our real application. The remaining 1000 genes are simulated as differentially expressed, with the temporal profile linearly increasing for one condition and linearly decreasing for the other, with the slope of the linear profile varied uniformly between 0.005 and 0.2. Figure 1 shows the histogram of p-values obtained using the Hotelling T 2 -test to test for differences in the temporal profiles of the M-quantile coefficients across the two conditions: as described before, this is a two-step procedure whereby first the M-quantile coefficients are estimated over time using M-quantile regression models for values of the quantile q ranging between 0.001 and 0.999, with step 0.01, and secondly a median M-quantile regression model is fitted to the M-quantile coefficients, one for each condition. The non-differentially expressed genes in the dataset show a uniform distribution of p-values (right plot), as one would expect, whereas the differentially expressed genes have all p-values close to zero.
The only parameter to choose in the implementation of the method is the degree of the polynomial in (5) and (6). In our previous research (Vinciotti et al., 2006; Yu et al., 2007) , we have chosen a quadratic polynomial (p = 2) as this was found to give a good trade-off between keeping the numbers of parameters in the model low, which is particularly essential in applications such as gene expression analysis where only a small sample size is available, and of making the interpretation of the results easier form a biological point of view. Other authors, such as Conesa et al. (2006) , also point out how the interest is often in genes which follow biologically meaningful patterns, such as induction/repression or saturation, and these patterns can be captured by low-degree polynomials. Following this, on this paper we experiment with both quadratic and cubic polynomials.
We have compared the M-quantile coefficient method (with p = 2,3) with alternative methods on simulated data. In the first method, we simply use a linear regression model directly on the gene expression data, or equivalently a mixedeffect model if spot effects were also simulated (equation (1), function lm in R). A different model is fitted to each condition and the profiles are then compared using a Hotelling T 2 -test. This is the standard approach often used in the literature and is the same approach used in Vinciotti et al. (2006) . In the second approach, we use median M-quantile regression to fit the temporal profiles on the gene expression data across conditions (equation (5) with q = 1/2, function rlm in R). Here the aim is to increase the robustness of the method by using M-quantile regression models directly on the data, rather than mean regression models. This method is very similar to the one used in Yu et al. (2007) , except that there the estimation was performed in a Bayesian framework, rather than the frequentist framework adopted in this paper, and median regression was used in place of M-median regression, thus resulting in a less robust method (as discussed in Section 2.1). Finally, we compare and Speed (2006) (function mb.long in the timecourse R-package), EDGE ( (Storey et al., 2005) , available at http://www.genomine.org/edge) and the stepwise regression method of Conesa et al. (2006) (maSigPro R package). In the implementation of these methods, we have chosen a quadratic temporal polynomial model for the maSigPro method and a natural cubic spline function (the default choice) for the EDGE software, where the dimension of the model (that is the number of basis in the spline function) is automatically selected by the method (Storey et al., 2005) . Figure 2 shows the ROC curves for each of these methods, after adjusting the pvalues with a Benjamini-Hochberg (BH) correction for multiple testing (multtest package in R). As the cut-off for p-values increases from 0 to 1, the curves plot the true positive rate, that is the proportion of true differentially expressed genes which were also detected as differentially expressed by the methods, versus the false positive rate, that is the true non-differentially expressed genes which were mistakenly detected as differentially expressed. Some adjustments were needed in order to make the results comparable between different methods. The implementation of the timecourse package only returns a ranking of genes based on the statistic used. In order to provide a cut-off point for assessing the significance of genes, we have performed a permutation analysis (with 100 permutations) to derive p-values for each gene. The stepwise regression method of Conesa et al. (2006) only returns a list of significant genes for a specific cut-off value, so we have run the routine for a number of cut-off values and for each of them we have computed the specificity and sensitivity values needed for the ROC curve.
We have tested the methods under different scenarios, either in terms of the noise distribution or of the temporal profiles. For the noise, we have tested both the case where the noise follows a normal distribution (with σ as before) and the case where the noise has some form of contamination. We have considered different ways of contaminating the noise, either by using a mixture of normals or a mixture of normal and exponential noise. The results in Figure 2 show quite a severe case where about a third of the data is contaminated by an exponential distribution with parameter λ = 0.5 and the remaining data is simulated from a normal distribution. This simulates the case when unusually large values of gene expression data are observed. As for the temporal profile, we have considered both the case of a linear profile (with the slope defined as above) and of a non-linear profile. For the latter, we have chosen the temporal profile equal to β 11 t + sin(2t) for condition 1 and −β 12 t − sin(4t) for condition 2, with the slope β 1c varied as above. So the profiles are non-linear but have a linear component describing the general trend.
We expect the M-quantile coefficient test to perform better than linear regression and M-quantile regression, especially in the presence of noise. This is exactly what Figure 2 shows: when the noise is drawn from a normal distribution (left panel), these methods are all performing similarly well, but when the noise is contaminated (right panel) then the M-quantile coefficient test is performing best, followed by the M-quantile regression model and finally by the mean regression model, the least robust of all. We have found that the out-performance of the method is strictly related to the degree of contamination, whereby a larger proportion of contaminated genes or a larger severity of contamination (smaller value of λ) will lead to a larger difference in performance of the methods, with the M-quantile coefficient method performing the best. It is difficult to find a realistic value of contamination for the noise, but it is well known how microarray data is often of poor quality and that not all artifacts can be accounted for in the pre-processing stage of normalization, so we believe that many real applications will fit in somewhere in the normal-contaminated noise continuum. As for the degree of the polynomial, the quadratic polynomial is performing slightly better than the cubic polynomial, especially when the noise is contaminated and the profile is linear. This is not surprising as a decrease in the number of parameters leads to an increase in the robustness of the method in picking up differences between profiles that are well specified by the model. The simulation with the non-linear profile seems to show that the test based on the quadratic model is robust also in detecting differences between profiles that are non-linear but that have a simpler trend which can be captured by the lowdegree polynomial. Finally, we have also tested the performance of the methods as the number of time points decreases from 9 to 4 and as the number of replicates decreases from 8 to 3, with the noise contaminated as above. Overall, we found very similar results (not shown), with the performance of the methods generally decreasing as the sample size decreases, as expected, but with the M-quantile coefficient method still out-performing the other methods.
When comparing the M-quantile coefficient model with the other methods available in the literature (grey curves in Figure 2 ), some interesting facts appear: first of all, maSigPro and timecourse seem to perform particularly poorly either when the noise is contaminated or when the profiles are the non-linear ones used in this simulation. When the noise is normal and the trend is linear, then maSigPro competes with the other methods, whereas timecourse is still performing worse than the other methods. EDGE shows an interesting behaviour, whereby the method performs extremely well when the model specifications are very close to the ones in the methodology behind the software, that is the case of normal noise and nonlinear profiles (note that the non-linear profiles of the simulated data can be captured very well by the spline models implemented in the software), but it performs much worse when either the noise is contaminated or the profile is linear (in the latter case probably due to some overfitting).
These simulations show that the method based on the M-quantile coefficients gives the best overall trade-off between the robustness of the method, that is the 12 Statistical Applications in Genetics and Molecular Biology, Vol. 8 [2009 ], Iss. 1, Art. 41 DOI: 10.2202 /1544 -6115.1452 ability of the method to reduce the number of falsely detected differentially expressed genes, and the power of the method in detecting the truly differentially expressed genes, under a wide range of noise distributions. Furthermore, compared to the existing methods, the M-quantile coefficient approach shows a greater robustness in terms of model misspecification, whereby the method based on a quadratic M-quantile regression temporal model performs well also in detecting differences in profiles that are non-linear themselves but that have a simpler low-dimensional trend. We believe that this scenario can capture a variety of real applications, whereby one is interested in genes that might have a non-linear temporal profile themselves, but that have a simpler and distinct behaviour between the different biological conditions.
Application
In this section, we show a real application of this methodology, where we have applied the test based on the M-quantile coefficients on microarray data from wildtype mice and three mouse strains with different forms of muscular dystrophy. The aim is to identify genes with differences in temporal expression profiles between the strains. The four mouse strains were profiled at different ages: dystrophin-, betasarcoglycan and gamma-sarcoglycan deficient mice, and wild-type mice. The first three are animal models for different muscular dystrophies. In order to capture the temporal expression patterns efficiently, a closed temporal loop design was used as a hybridisation design. In these loops, consecutive timepoints were co-hybridised, the last time point being co-hybridised with the first. For each set of the 9 individuals from different ages, a separate loop was used, resulting in two loops per strain, and a total of 8 loops and 72 arrays for all four strains. Overall, for each of the 7444 genes, we have available 16 time series profiles, four for each class. The data, its normalization and the biological problem are further described in Vinciotti et al. (2006) . In previous work (Vinciotti et al., 2006; Yu et al., 2007) , we have analysed the same dataset based on the log-ratios of gene expression for the two channels from each array. Taking log-ratios is a standard technique in microarray analysis, to overcome the possibility of spot effects. In Vinciotti et al. (2006), we use the logratios and the design matrix of the experiment to then estimate the gene expression profile with respect to the first time point. In this paper, we model the log-intensity values for each channel separately, as the data in this form is better suited for the Mquantile coefficient method. That is because log-ratios of M-quantile coefficients do not have the same additive properties as log-ratios of gene expression data. Spot effects are accounted for by including the corresponding random effects in the mixed model (equation 6).
When using the channel intensity data, we have noticed that many genes show significant differences across the two biological conditions right at the first time point (indeed a standard t-test detects 2289 genes as differentially expressed at the first time point between at least one pair of conditions). This might be caused by some batch effect in the generation of the data, whereby different batches were used for the loops corresponding to the different strains. To side-step this problem, we do not consider genes that show a significant difference for the intercept parameter of the temporal polynomial (reflecting a difference of the temporal profiles at time t = 0) and only detect differences on the other parameters, the γ jc in equation (6) for j = 0.
We have run the test based on the M-quantile coefficient on this dataset to detect genes with the temporal profile significantly different across the four different biological conditions. For the parametric model, we have considered both a quadratic and a cubic polynomial and for the statistical test, we have decided to use a permutation test (with 500 permutations) to overcome any possible inaccuracy in the specification of the degrees of freedom of the test. The model and the test are run independently for each of the 7444 genes and simultaneously for all the biological conditions. A standard multiple testing method is used to adjust the resulting pvalues (multtest package in R). We have compared the results with a standard approach where a mixed-effect model is used to fit the gene expression profiles over time (function lme in R) and with a more robust approach where median Mquantile regression is used for the gene expression profiles (function rlm in R). In both the mixed-effect and M-quantile regression methods, a quadratic polynomial was chosen for the temporal profiles. Finally, we have compared the results with the ones obtained in our previous work (Vinciotti et al., 2006) and that were biologically validated. Table 1 summarises the results. The first row reports the number of genes detected at the 5% significance level by the different methods. This number is lower for the M-quantile methods than for the standard approaches, especially in the case of the mixed-effect model. This is to be expected, as the M-quantile methods are more robust against noise and as such they can filter out many more genes. Indeed, as the rest of the table shows, a large percentage of the genes detected by the M-quantile coefficient methods with quadratic and cubic polynomials and by the M-quantile regression method, respectively, are detected also by the mixed-effect method (second row). The M-quantile regression method is applied directly to the gene expression data, as with the mixed-effect method and the method of (Vinciotti et al., 2006) , so it is no surprise that these three methods are more in agreement with each other than the M-quantile coefficient and the mixed-effect methods. The table shows a moderate agreement between the M-quantile coefficient methods and the M-quantile regression method (47% and 39%, respectively). Given the results from our simulation study (Figure 2) , it is tempting to conclude that the use of 14 Statistical Applications in Genetics and Molecular Biology, Vol. 8 [2009] M-quantile coefficients in combination with an M-quantile regression model leads to the detection of a more robust set of truly differentially expressed genes than when the M-quantile regression model is used on its own. As for the degree of the polynomial, we found an unsurprising low agreement (57%) between the results obtained by an M-quantile coefficient method based on a quadratic polynomial and the ones obtained by an M-quantile coefficient method based on a cubic polynomial. It is difficult to pinpoint the exact reason for this, but we believe it to be a combination of the different features of the data that can be fitted by a quadratic and a cubic polynomial, respectively, and the greater tendency to false positives of a cubic polynomial method compared to a quadratic polynomial, which was observed in our simulation study. We expect the latter to be accentuated in this application by the presence of spot effects, which significantly increase the number of parameters to be estimated. Finally, the table shows a comparison between the M-quantile methods and the results obtained in (Vinciotti et al., 2006 ) (last column). Note that the analysis is not entirely comparable, as the previous analysis was based on logratios data and the temporal profiles were estimated with respect to the first time point, whereas this analysis is based on channel intensity data. Despite this, 41% and 76% of the genes detected at the 5% cut-off by the M-quantile coefficient and the M-quantile regression methods, respectively, were detected also by the previous method. We have checked the six genes that were biologically validated in Vinciotti et al. (2006) by means of qPCR experiments, namely Dlk1, Dpp4, Tcap, Myoz2, Dbp and Casq2. More information about these genes can be found in Vinciotti et al. Figure 3 : Mixed-effect model on expression data for the first condition (top), the temporal profiles for each condition as estimated by a mixed-effect model (middle) and the temporal profiles of the M-quantile coefficients (bottom) for two genes previously validated using qPCR experiments. The different lines correspond to the four different biological conditions. Genetics and Molecular Biology, Vol. 8 [2009 ], Iss. 1, Art. 41 DOI: 10.2202 /1544 -6115.1452 . Mainly Dlk1, Dpp4 and Casq2 were expected to be differentially expressed, whereas the other three genes were expected not to be differentially expressed. The methodology in this paper leads to the same findings as in previous work, both when a quadratic and a cubic polynomial are used for the temporal profiles. Indeed the three true positives and the three true negatives are always correctly classified. Figure 3 shows the profiles for two representative genes. The top panel shows the fit of the mixed effect model to the data for the first condition, the middle panel shows the temporal profiles of the mixed effect model, one for each condition, whereas the bottom panel shows the temporal profiles of the M-quantile coefficients, again one for each condition.
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Unfortunately, we were not able to compare the results from our method with existing methods, such as timecourse, maSigPro and EDGE, as the implementation of these methods relies on data in the form of log-ratios with respect to one of the time points, that is data generated by reference-type of designs. This is not our case, as a loop design was used to generate the data producing log-ratios for consecutive time points. We can only rely on the positive results of our simulation study and stress how our procedure can be applied to gene expression data generated from any experimental design, whether it is a reference or a loop design. The latter is increasingly more common in the biological community for its numerous advantages, as discussed for example by Vinciotti et al. (2005) .
Discussion and Conclusion
In this paper, we describe a new method to detect differentially expressed genes from temporal profiling datasets. The aim is to find genes whose temporal expression profile is significantly different across a number of biological conditions. The presence of both the temporal dimension as well as the different biological conditions makes this task particularly interesting.
The method suggested in this paper is based on the use of M-quantile regression to model the temporal profile of a gene under a particular biological condition. Like quantile regression (Yu et al., 2007) , this method does not require any strong assumption on the error distribution, and as such it differentiates itself from the vast majority of the literature on gene expression data where the expression of a gene across a number of experiments is modelled via a normal distribution. Furthermore, in contrast to standard mean regression and even quantile regression, M-quantile regression is known to be more robust against possible large outliers, by the use of specific influence functions. This advantage is of particular appeal to gene expression data, as the sample size is normally quite small and the data notoriously quite noisy.
To further increase the robustness of the method, we summarise the M-quantile regression models for a large range of quantile values into an M-quantile coefficient. By construction, the individual M-quantile coefficient of an observation (which ranges between 0 and 1) represents a dimensionless measure of the residual heterogeneity in the response after heterogeneity in the design has been conditioned away. This is similar to Chambers and Tzavidis (2006) , except that now also the temporal aspect of the data is taken into consideration, resulting in the estimation of M-quantile coefficient profiles over time. Finally, we employ a Hotelling T 2 -test to detect significant differences of the temporal M-quantile profiles across a number of biological conditions. We have shown the increased robustness of the method on simulated data and an application of the method on real gene expression data generated by a loop-designed microarray experiment. When the error distribution is approximately normal, M-quantile methods perform similarly well as standard regression methods and other existing methods available in the literature. When the data are contaminated or when the models used for the gene expression profiles are slightly misspecified, the more robust M-quantile methods outperform the other existing methods.
The work in this paper can be extended in different directions. Firstly, quantile and M-quantile regression methods can be extended to model interactions between genes, thus aiding the statistical reconstruction of gene regulatory networks in a robust way. Secondly, the approach does not make any assumption on the error distribution and as such it can be applied to a variety of other applications.
The microarray data used in this paper can be downloaded from the Gene Expression Omnibus database under series GSE1574 and GSE3523. The R code used for the simulations and analysis of the real data is available upon request from the first author.
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