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ON TIME-DEPENDENT BESOV VECTOR FIELDS AND THE
REGULARITY OF THEIR FLOWS
DAVID NICOLAS NENNING
Abstract. We show ODE-closedness for a large class of Besov spaces
Bn,α,p(Rd,Rd), where n ≥ 1, α ∈ (0, 1], p ∈ [1,∞]. ODE-closedness means
that pointwise time-dependent Bn,α,p-vector fields u have unique flows Φu ∈
Id+Bn,α,p(Rd,Rd). The class of vector fields under consideration contains as a
special case the class of Bochner integrable vector fields L1(I,Bn,α,p(Rd,Rd)).
In addition, for n ≥ 2 and α < β, we show continuity of the flow mapping
L1(I,Bn,β,p(Rd,Rd)) → C(I,Bn,α,p(Rd,Rd)), u → Φu − Id. We even get
γ-Ho¨lder continuity for any γ < β − α.
1. Introduction
One frequently used tool in computational anatomy to construct large deforma-
tion diffeomorphisms of Rd consists of solving an ODE
∂tΦ(t) = u(t,Φ(t)),
Φ(0) = x
(1.1)
for a vector field u : I ×Rd → Rd, which for some fixed time t0, as a function of the
initial condition x, gives rise to a diffeomorphism. We write Φu(t0, x) = x+φu(t0, x)
for the solution of (1.1) at time t0, and call Φu(t0, ·) the flow of u at time t0. For
an introduction to this matter, we refer to [9].
Now assume u has some prescribed regularity with respect to (time and) the
spatial variable, then one naturally asks the (motivating) question:
What can be said about the regularity of Φu(t0, ·)?
If Φu is of the same regularity as u, this leads to the concept of ODE-closedness.
In more detail: Let E be a vector space of functions from Rd to Rd and F a
family of time-dependent vector fields u : I × Rd → Rd such that u(t, ·) ∈ E for
all t ∈ I. If for all u ∈ F and all t ∈ I, φu(t, ·) is again in E, we call the space
E ODE-closed. Of course this notion depends on F and becomes stronger if one
enlarges the class F . ODE-closedness has already been studied for many spaces,
e.g.
• Cn0 , in [9],
• Ho¨lder spaces, in [6],
• Sobolev spaces, in [2],
• several classes of (un)weighted smooth function spaces, in [7], . . .
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Similar questions have also been considered for several classes of (infinite dimen-
sional) Lie groups in [3].
The main goal of this paper is to show that Besov spaces Bs∞,p(R
d,Rd) with
s > 1 and p ∈ [1,∞], or in our notation Bn,α,p(Rd,Rd), where n = ⌊s⌋, α = s−⌊s⌋,
are ODE-closed (with respect to the class of pointwise time-dependent Besov vector
fields). On the one hand (for α ∈ (0, 1), p < ∞) this generalizes results from [6],
on the other hand it contains as a special case (for α = 1, p =∞) ODE-closedness
of Zygmund spaces.
We write Xn,α,p for the family of pointwise time-dependent Besov vector fields,
which consists of all functions u : I × Rd → Rd such that
• u(t, ·) ∈ Bn,α,p(Rd,Rd) for every t ∈ I,
• u(·, x) is measurable for every x ∈ Rd,
• I ∋ t→ ‖u(t, ·)‖Bn,α,p(Rd,Rd) is (Lebesgue) integrable.
That this is a rather large class is illustrated by the fact that it con-
tains L1(I,Bn,α,p(Rd,Rd)), the space of Bochner integrable vector fields into
Bn,α,p(Rd,Rd), as a proper subset. Since we only require integrability with re-
spect to time, we have to weaken the concept of solution of (1.1), i.e. we say Φ
solves (1.1) if it is an absolutely continuous function on I and satisfies
(1.2) Φ(t) = x+
∫ t
0
u(s,Φ(s)) ds
for all t ∈ I.
We give a precise answer to the motivating question for Besov spaces in our main
theorem.
Theorem 1. For all n ∈ N≥1, α ∈ (0, 1], p ∈ [1,∞], the Besov space B
n,α,p(Rd,Rd)
is ODE-closed. For a fixed u ∈ Xn,α,p, the mapping t 7→ φu(t, ·) belongs to
C(I,Bn,α,p(Rd,Rd)).
The proof of Theorem 1 heavily depends upon embedding and composition prop-
erties of Besov spaces. Using those, we are able to derive from (1.2), with the help
of known results for Ho¨lder spaces from [6], an integral inequality for the Besov
norm of Φu. To this inequality, we apply Gronwall’s inequality and get uniform
bounds. By a similar reasoning we are able to show continuity with respect to time.
Restricting to Bochner integrable vector fields, we are also able to show conti-
nuity results with respect to the vector field. This is the content of our second
result.
Theorem 2. Let 0 < α < β ≤ 1 and n ∈ N≥2. Then
Fl : L1(I,Bn,β,p)→ C(I,Bn,α,p), u 7→ φu
is continuous, even Ho¨lder continuous of any order γ < β − α.
Remark 1.1 (A possible application). Theorems 1 and 2 may aid as a tool to
study the geodesic problem on (the group of) Besov diffeomorphisms
Diff Bn,α,p := {Φ ∈ Id+Bn,α,p : inf
x∈Rd
det dxΦ(x) > 0},
which is a Banach manifold modelled on the open set Diff Bn,α,p− Id ⊆ Bn,α,p. Due
to Theorem 1, the so-called Trouve´ group Gn,α,p := {Φu(1, ·) : u ∈ Xn,α,p}, cf. [7]
for more details, satisfies Gn,α,p ⊆ (Diff B
n,α,p)0, where (·)0 denotes the connected
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component of the identity. It was shown in [6] for α ∈ (0, 1) that Diff Bn,α,∞ is
a group with smooth right translations but only locally bounded left translations
and inversion (observe that Lemma 3.1 gives that Bn,α,∞ coincides with the Ho¨lder
space of order (n, α)). But this was enough to show (Diff Bn,α,∞)0 ⊆ Gn,α,∞.
Adapting the proofs for p <∞ and α = 1 shouldn’t cause too many problems. So
let us assume for now we already know these regularity statements for p <∞.
Then putting an inner product (or more generally an asymmetric norm) g on
Bn,α,p, one may extend it to a right invariant Riemannian metric (or Finsler metric)
G on the tangent bundle T Diff Bn,α,p = Diff Bn,α,p×Bn,α,p via G(Φ, f) = G(Id, f ◦
Φ−1) := g(f ◦ Φ−1). Observe that in general this only yields a locally bounded
metric. Now the geodesic problem consists of finding curves of minimal length
connecting two given diffeomorphisms Φ, Ψ ∈ Diff Bn,α,p, i.e.: Define dist(Φ,Ψ) :=
inf{l(γ) : γ ∈ ΓΦ,Ψ}, where ΓΦ,Ψ is the set of piecewise smooth curves γ : [0, 1]→
Diff Bn,α,p with γ(0) = Φ and γ(1) = Ψ, and
l(γ) :=
∫ 1
0
G(γ(t), 9γ(t)) dt.
And right invariance gives l(γ) =
∫ 1
0 G(Id, 9γ(t) ◦ γ(t)
−1) dt, which yields due to
Theorem 1
dist(Φ,Ψ) = inf
{∫ 1
0
G(Id, u(t)) dt : u ∈ Xn,α,p,Ψ = Φu(1, ·) ◦ Φ
}
.
Thus one can translate the problem of finding curves of minimal length to finding
minimal vector fields (with respect to G). But there are several obstructions to
overcome, e.g.: It is not clear whether the translation process is continuous (cf.
Theorem 2). In addition it is also not clear which right-invariant metrics are smooth
(the construction a priori only gives locally bounded metrics).
The paper is structured as follows. In Section 2 we fix notation and introduce
the spaces under consideration. In Section 3 we discuss continuous inclusion of
Besov spaces and give elementary proofs. In Section 4 we formulate the necessary
regularity results concerning composition. Finally, in Section 5 and 6, we prove our
main results, namely Theorems 1 and 2.
Acknowledgments. I would like to express my gratitude to Armin Rainer for
many helpful discussions throughout the preparation of this article.
2. Preliminaries
2.1. Notation. In what follows N = {0, 1, 2, . . .} and N≥1 = N\{0}. For two
Banach spaces E,F , the space of n-times continuously Fre´chet differentiable map-
pings from E to F shall be denoted by Cn(E,F ). For f ∈ Cn(E,F ), we write
for the k-th derivative f (k) = Dkf = dkf = dkxf which then is an element of
Cn−k(E,Lk(E;F )). For E1, . . . , Ek Banach spaces, Lk(E1, . . . , Ek;F ) is the space
of bounded k-linear mappings from E1 × · · · × Ek → F endowed with the norm
‖T ‖Lk(E1,...,Ek;F ) := sup
hi∈Ei,hi 6=0
‖T (h1, . . . , hk)‖
‖h1‖ · · · ‖hk‖
.
4 DAVID NICOLAS NENNING
If Ei = E for all i, we simply write Lk(E;F ). As usual ‖ · ‖∞ shall denote the
sup-norm of a function. We set
Cnb (E,F ) := {f ∈ C
n(E,F ) : ‖f‖Cnb := sup
0≤k≤n
‖f (k)‖∞ <∞}.
2.2. Besov spaces. Besov spaces are one way of filling the gap between
Cn+1b (E,F ) and C
n
b (E,F ). But before we can define them, we need some ad-
ditional notation.
For a function f : E → F , we set ∆khf(x) to be the k-th difference of f at x by
h. They are defined inductively by
∆1hf(x) := f(x+ h)− f(x), ∆
k+1
h f(x) := ∆
1
h∆
k
hf(x),
especially ∆2hf(x) = f(x+ 2h)− 2f(x+ h) + f(x). Having this, we set
ω(f ; t) := sup
x∈E,‖h‖≤t
‖∆1hf(x)‖
and
η(f ; t) := sup
x∈E,‖h‖≤t
‖∆2hf(x)‖.
For p ∈ [1,∞), α ∈ (0, 1]
Zα,p(f) :=
(∫ ∞
0
(
η(f ; t)
tα
)p
dt
t
)1/p
,
and
Zα,∞(f) := sup
t>0
η(f ; t)
tα
.
In addition Hα,p(f) is defined by replacing η with ω. We set
Bn,α,p(E,F ) :=
{
f ∈ Cn(E,F ) : ‖f‖Zn,α,p := sup{‖f‖Cnb (E,F ), Z
α,p(f (n))} <∞
}
,
the p-Besov space of order (n, α). For p =∞, we also write Zn,α(E,F ) and call it
the Zygmund space of order (n, α). Furthermore we introduce
Bn,α,pH (E,F ) :=
{
f ∈ Cn(E,F ) : ‖f‖Hn,α,p := sup{‖f‖Cnb (E,F ), H
α,p(f (n))} <∞
}
.
For p = ∞, we also write Cn,α(E,F ) and call it the Ho¨lder space of order (n, α).
Actually the spaces Bn,α,p(E,F ) and Bn,α,pH (E,F ) are not equal only for α = 1. If
domain and codomain are clear from the context, we sometimes omit mentioning
them explicitly, e.g. Bn,α,p instead of Bn,α,p(E,F ).
Remark 2.1. For E = Rd, F = R, and q < ∞, one can also consider ηq(f ; t) :=
sup‖h‖≤t ‖∆
2
hf‖Lq , i.e. η∞ coincides with η as defined above, and define Z
α,p
q (f) as
integral over ηq(f ; t). Then B
n,α,p
q (R
d,R) shall denote the space of n-times weakly
differentiable functions whose derivatives are in Lq and such that Zα,pq (f
(n)) is
finite. This then even gives a more (or the most) general notion of Besov space.
Since we work with pointwise estimates, we restrict ourselves to the case q =∞.
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2.3. Faa` di Bruno’s formula. We shall make frequent use of Faa` di Bruno’s
formula, whose Banach space version reads as follows.
Proposition 2.2. Let E,F,G be Banach spaces, let f : E ⊇ U → F and g :
F ⊇ V → G be k times Fre´chet differentiable, and assume f(U) ⊆ V . Then
g ◦ f : U → G is k times Fre´chet differentiable, and for all x ∈ U ,
dk(g ◦ f)(x) = sym
k∑
l=1
∑
γ∈Γ(l,k)
cγg
(l)(f(x))
(
f (γ1)(x), . . . , f (γl)(x)
)
,(2.1)
where Γ(l, k) := {γ ∈ Nl>0 : |γ| = k}, cγ :=
k!
l!γ! , and sym denotes symmetrization
of multilinear mappings.
3. Inclusion of Besov spaces
In this section we summarize inclusion relations of Besov spaces relevant to our
forthcoming analysis. The results are essentially all known, but we nevertheless
include proofs. First of all for the readers convenience and secondly since we only
want to use the definition of Besov spaces given above. In the literature most of
the proofs are based on some different, but equivalent, definition.
3.1. Relation of Bn,α,p and Bn,α,pH .
Lemma 3.1. For α ∈ (0, 1) and f ∈ Cb(E,F )
(3.1)
1
2
Zα,p(f) ≤ Hα,p(f) ≤
1
1− 2α−1
Zα,p(f),
where the l.h.s. inequality also holds for α = 1. This implies for α ∈ (0, 1)
Bn,α,pH
∼= Bn,α,p,
and
Bn,1,pH →֒ B
n,1,p.
But in general Bn,1,pH ( B
n,1,p.
Proof. Zα,p(f) ≤ 2Hα,p(f) for α ∈ (0, 1] follows easily by applying the triangle
inequality. This already shows Bn,α,pH →֒ B
n,α,p.
We are left to show the second inequality in (3.1). So now let α ∈ (0, 1) and
assume Zα,p(f) <∞ (otherwise there is nothing to prove) for p <∞.
We need the following observation: For every n ∈ N≥1 and 0 ≤ k ≤ n− 1(∫ ∞
0
(
supx∈E,‖h‖≤τ ‖2
k(∆22n−k−1hf(x))‖
τα
)p
dτ
τ
)1/p
≤ 2k+(n−k−1)αZα,p(f),
which follows immediately via the change of variables s = 2n−k−1τ . This implies
(∫ ∞
0
(
supx∈E,‖h‖≤τ ‖f(x+ 2
nh)− f(x)− 2n(f(x+ h)− f(x))‖
τα
)p
dτ
τ
)1/p
=
(∫ ∞
0
(
supx∈E,‖h‖≤τ ‖
∑n−1
k=0 2
k∆22n−k−1hf(x)‖
τα
)p
dτ
τ
)1/p
≤
( n−1∑
k=0
2k+(n−k−1)α
)
Zα,p(f) ≤ 2n−1
1
1− 2α−1
Zα,p(f).
(3.2)
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Now let δ > 0 be fixed and choose n ∈ N such that 12n ≤
(αp)1/pδ1+α
2‖f‖∞
, then
(∫ ∞
δ
(
ω(f ; τ)
τα
)p
dτ
τ
)1/p
≤
1
2n
(∫ ∞
0
(
supx∈E,‖h‖≤τ ‖f(x+ 2
nh)− f(x)− 2n(f(x+ h)− f(x))‖
τα
)p
dτ
τ
)1/p
+
1
2n
(∫ ∞
δ
(
supx∈E,‖h‖≤τ ‖f(x+ 2
nh)− f(x)‖
τα
)p
dτ
τ
)1/p
≤
1
1− 2α−1
Zα,p(f) +
1
2n
2‖f‖∞
(∫ ∞
δ
1
ταp+1
dτ
)1/p
=
1
1− 2α−1
Zα,p(f) +
1
2n
2‖f‖∞
(αp)1/pδα
≤
1
1− 2α−1
Zα,p(f) + δ,
and as δ tends to 0 in the above inequality, we get the desired result. The proof for
p =∞ works analogously.
Finally the famous Weierstraß function fb(x) :=
∑∞
k=0 b
−k cos(bkπx), originally
only considered for certain integer values of b and by Hardy for arbitrary b > 1
(cf. [4]), is an element of B0,1,∞(R,R) but nowhere differentiable and thus by
Rademacher’s theorem not Lipschitz and therefore not in B0,1,∞H . This shows
B0,1,∞H (R,R) ( B
0,1,∞(R,R).
By multiplying fb with a smooth cutoff function and integrating, we get a func-
tion in B1,1,∞(R,R)\B1,1,∞H (R,R). And iterating this procedure yields strict inclu-
sions for parameters (n, 1,∞). In order to get Bn,1,pH (R,R) ( B
n,1,p(R,R) for p <∞,
we may use the function from Remark 3.5:
There we construct f ∈ B1,α,∞H (R,R)\
⋃
1≤p<∞ B
0,1,p
H (R,R). And since
B1,α,∞H (R,R) →֒ B
1,α,∞(R,R) →֒ B0,1,p(R,R) for any 1 ≤ p ≤ ∞, where the second
inclusion is due to Proposition 3.3, we immediately get B0,1,pH (R,R) ( B
0,1,p(R,R).
The construction for n ≥ 1 is analogous to the case p =∞ above. 
Remark 3.2. By definition a continuous increasing function ρ : [0,∞] → [0,∞]
with ρ(0) = 0 is a modulus of continuity of a function f : E → F iff ω(f ; t) ≤ ρ(t)
for all t ≥ 0. Now it is clear by definition that any f ∈ C0,1(E,F ) admits a
modulus of continuity ρ(t) = Ct for some C > 0, whereas a function g ∈ Z0,1(R,R)
in general only admits a modulus of continuity ρ(t) = Dt| log(t)| for some D > 0,
cf. [10, Theorem 10]. This is of course less restrictive.
3.2. Relation of Bn,β,q and Bm,α,p. Our forthcoming analysis will heavily depend
upon the following embedding theorem, which corresponds to [8, ch. 3, Theorem
4].
Proposition 3.3. Let E,F be Banach spaces, and m,n ∈ N and α, β ∈ (0, 1] be
such that m+ α < n+ β. Then
(3.3) Bn,β,q(E,F ) →֒ Bm,α,p(E,F )
for any p, q ∈ [1,∞]. In addition, for 1 ≤ q ≤ p ≤ ∞
(3.4) Bn,α,q(E,F ) →֒ Bn,α,p(E,F ).
There even is a constant C independent of n, α, p, q such that
Zα,p(f (n)) ≤ CZα,q(f (n)),
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i.e. ‖f‖n,α,p ≤ C‖f‖n,α,q independent of all parameters. The constant for the
embedding (3.3) depends on n,m, α, β.
Remark 3.4. For m = n, (3.3) is also valid for BH, i.e. B
n,β,q
H (E,F ) →֒
Bn,α,pH (E,F ). (3.4) holds for BH without any restrictions.
Proof of Proposition 3.3. Let us first prove (3.4). To this end we show the follow-
ing intermediate result, inspired by Exercise 14.21 from [5]: Given an increasing
function g : [0,∞)→ [0,∞), 1 ≤ θ ≤ 2, and 1 ≤ q < p <∞, there exists a constant
C independent from g, p, q, θ such that
(3.5)
(∫ ∞
0
(
g(τ)
τθ
)p
dτ
τ
)1/p
≤ C
(∫ ∞
0
(
g(τ)
τθ
)q
dτ
τ
)1/q
,
and also for p = ∞, when the left hand side in (3.5) is interpreted as sup0<τ
g(τ)
τθ
.
Let us show (3.5) for p <∞ first. To this end, first note that lq →֒ lp, and it even
holds ‖a‖lp ≤ ‖a‖lq for any a ∈ R
Z. We can estimate
1
21/p
‖(g(2k)2−θ(k+1))k‖lp =
1
21/p
( ∞∑
k=−∞
(g(2k)2−θ(k+1))p
)1/p
≤
(∫ ∞
0
(
g(τ)
τθ
)p
dτ
τ
)1/p
≤
( ∞∑
k=−∞
(g(2k+1)2−θk)p
)1/p
= ‖(g(2k+1)2−θk)k‖lp
= 22θ‖(g(2k)2−θ(k+1))k‖lp
where we just used that g is increasing. Clearly the same inequality holds for p
replaced by q. Thus we get(∫ ∞
0
(
g(τ)
τθ
)p
dτ
τ
)1/p
≤ 22θ‖(g(2k)2−θ(k+1))k‖lp
≤ 22θ‖(g(2k)2−θ(k+1))k‖lq
≤ 22θ+1/p︸ ︷︷ ︸
≤22θ+1
(∫ ∞
0
(
g(τ)
τθ
)q
dτ
τ
)1/q
.
Finally, assume p = ∞, and let τ0 ∈ (0,∞). Then there exist unique k0 ∈ Z and
t0 ∈ [1, 2
1/k0) such that τ0 = (t02)
k0 and we can estimate
g(τ0)
τθ0
=
g((t02)
k0)
(t02)θk0
≤
( ∞∑
k=−∞
(g((t02)
k)(t02)
−θk)q
)1/q
= (t02)
θ
( ∞∑
k=−∞
(g((t02)
k)(t02)
−θ(k+1))q
)1/q
≤ 22θ+1
(∫ ∞
0
(
g(τ)
τθ
)q
dτ
τ
)1/q
.
Since the constant is independent from τ0, this finishes the proof of (3.5) also for
p =∞, and shows that 25 is a suitable choice for C.
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Inequality (3.5) now immediately gives a proof for (3.4): Let f ∈ Bn,α,q(E,F ),
and set g(τ) := η(f (n); τ)τ , which is increasing, and θ := α + 1. Then (3.5) yields
Zα,p(f (n)) ≤ CZα,q(f (n)), which gives (3.4). By choosing g(τ) := ω(f (n); τ)τ , we
also get a proof for the respective statement in Remark 3.4.
Now to the proof of (3.3). Assume first that n = m (which implies that α < β).
Due to (3.4) it is enough to show that Bn,β,∞(E,F ) →֒ Bn,α,1(E,F ). So let f ∈
Bn,β,∞(E,F ). Then we estimate∫ 1
0
η(f (n); τ)
τα
dτ
τ
=
∫ 1
0
η(f (n); τ)
τβ
dτ
τ1−(β−α)
≤ sup
τ>0
η(f (n); τ)
τβ
∫ 1
0
1
τ1−(β−α)
dτ
=
1
β − α
Zβ,∞(f (n)),
and since
∫∞
1
η(f(n);τ)
τα
dτ
τ ≤
4‖f(n)‖∞
α , we can easily conclude that
‖f‖Zn,α,1 ≤ 4
β
α(β − α)
‖f‖Zn,β,∞,
and by (3.4) the existence of an absolute constant B such that
‖f‖Zn,α,p ≤ B
β
α(β − α)
‖f‖Zn,β,q.
Again by replacing η with ω, we get a proof for the respective statement in Remark
3.4.
Next we show Bn+1,β,∞ →֒ Bn,1,1 for any β ∈ (0, 1), which together with the
preceding proof for n = m and (3.4) then yields (3.3). Let f ∈ Bn+1,β,∞. Again we
estimate (using the mean value theorem)∫ 1
0
η(f (n); τ)
τ
dτ
τ
≤
∫ 1
0
2 supx∈E,|h|≤τ ‖f
(n)(x + h)− f (n)(x)− f (n+1)(x)(h)‖
τ
dτ
τ
≤
∫ 1
0
2 supx∈E,|ξ|≤τ, ‖f
(n+1)(x+ ξ)− f (n+1)(x)‖τ
τ
dτ
τ
≤
∫ 1
0
2Hβ,∞(f (n+1))τβ
dτ
τ
=
2
β
Hβ,∞(f (n+1)),
≤
2
β(1 − 2β−1)
Zβ,∞(f (n+1)) ≤
2
β(1− 2β−1)
‖f‖Zn+1,β,∞,
where we used Lemma 3.1 to get the second to last inequality. Since∫∞
1
η(f(n);τ)
τ
dτ
τ ≤ 4‖f
(n)‖∞, we get
Z1,1(f (n)) ≤
6
β(1− 2β−1)
‖f‖Zn+1,β,∞.

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Remark 3.5. But observe that Bn,1,pH (for p <∞) does not quite fit in this picture.
To this end, we construct a function f ∈ B1,α,∞H \
⋃
1≤p<∞ B
0,1,p
H . Let f ∈ C
∞(R)
with
f(x) =


1 for x > 1,
x for − 1/2 < x < 1/2,
−1 for x < −1.
Then clearly f ∈ C2b (R) and thus also in B
1,α,∞
H , but∫ 1
0
(
ω(f ; τ)
τ
)p
dτ
τ
≥
∫ 1
0
dτ
τ
=∞.
3.3. Summary. Let us visualize the inclusion relations in a diagram: Let 1 ≤ p ≤
q ≤ ∞, 0 < α < β < 1, n ∈ N, then
Bn+1,α,q _

Bn,1,p 
 // Bn,1,q 
 // Bn,1,∞ 
 // Bn,β,p 
 // Bn,β,q 
 // Bn,α,p
Bn,1,pH
?
OO
  // Bn,1,qH
?
OO
  // Bn,1,∞H
?
OO
  // Bn,β,pH
  // Bn,β,qH
  // Bn,α,pH
Bn+1,α,q
?
OO
where domain and codomain are some Banach spaces E,F . The only inclusion not
yet proved is Bn+1,α,q →֒ Bn,1,∞H . This follows immediately from H
1,∞(f (n)) ≤
‖f (n+1)‖∞.
4. Composition in Besov spaces
Before we investigate the regularity of the composition operator, we include a
crucial result needed in the proof of ODE-closedness.
Proposition 4.1. Let g1 ∈ B
0,α,p(Rd, Lk−1(R
d;Rd)) and gi ∈
B0,α,p(Rd, Lγi(R
d;Rd)) for 2 ≤ i ≤ k. Then x 7→ Ψ(x) := g1(x)·(g2(x), . . . , gk(x)) ∈
B0,α,p(Rd, Ln(R
d;Rd)) where n = γ2 + · · · + γk and there exists a constant C
depending only on α and k such that
‖Ψ‖Z0,α,p ≤ C
k∏
i=1
‖gi‖
Z
0,α,p.
The proof of Proposition 4.1 is based on the following easy observation.
Lemma 4.2. Let T ∈ Lk(E1, . . . , Ek;F ) and a = (ai)
k
i=1, b = (bi)
k
i=1, c = (ci)
k
i=1 ∈∏k
i=1 Ei. Then T (a)−2T (b)+T (c) can be written as a finite sum of elements of the
form T (. . . , ai−2bi+ci, . . . ), for some 1 ≤ i ≤ k, and T (. . . , bi−ci, . . . , aj−cj , . . . ),
for some 1 ≤ i < j ≤ k. The dots represent entries of the form al, bl, or cl.
Proof. It is easily seen that for f, g, h ∈ L(E;F ), and a, b, c ∈ E
(4.1) f(a)− 2g(b) + h(c) = (f − 2g + h)(a) + g(a− 2b+ c) + (g − h)(a− c).
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Using (4.1), we prove the claim by induction on k. For k = 1, the result is trivial
due to linearity of T . So now let k > 1. First we observe that for fixed xi ∈ Ei,
the mapping x 7→ T (x1, . . . , xk−1, x) =: T (x1, . . . , xk−1)(x) is in L(Ek;F ). So by
applying (4.1), we get that
T (a)− 2T (b) + T (c)
= (T (a1, . . . , ak−1)− 2T (b1, . . . , bk−1) + T (c1, . . . , ck−1))(ak)
+ T (b1, . . . , bk−1, ak − 2bk + ck)
+ (T (b1, . . . , bk−1)− T (c1, . . . , ck−1))(ak − ck).
For the first summand, we apply the inductive assumption and get terms of the de-
sired form, and for the third summand we expand T (b1, . . . , bk−1)−T (c1, . . . , ck−1)
by inserting a telescopic sum of terms T (b1, . . . , bl, cl+1, . . . , ck−1), which yields the
desired representation. 
Proof of Proposition 4.1. Let
T : Lk−1(R
d;Rd)× Lγ2(R
d;Rd)× · · · × Lγk(R
d;Rd)→ Ln(R
d;Rd)
(B1, B2, . . . , Bk) 7→ B1 · (B2, · · · , Bk).
Then T is k-linear and Ψ(x) = T (g1(x), . . . , gk(x)), and we get by Lemma 4.2
∆2hΨ(x) =
∑
S(x, h),
where S(x, h) is of one of the following forms
T (. . . ,∆2hgi(x), . . . ),(4.2)
T (. . . , gi(y)− gi(z), . . . , gj(y)− gj(z), . . . ),(4.3)
here y, z ∈ {x, x+ h, x+ 2h}, y 6= z, the dots are entries of the form gl(y), and y, z
may differ from entry to entry. Thus we can estimate
Zα,p(Ψ) ≤
∑(∫ ∞
0
(
supx∈Rd,‖h‖≤t ‖S(x, h)‖
tα
)p
dt
t
)1/p
.(4.4)
For S(x, h) = (4.2) we estimate by
Zα,p(gi) ·
∏
1≤l≤k,l 6=i
‖gl‖∞ ≤
k∏
l=1
‖gl‖
Z
0,α,p,
and for S(x, h) = (4.3) by( ∏
1≤l≤k,l 6=i,j
‖gl‖∞
)
4
(∫ ∞
0
(
ω(gi; t)ω(gj; t)
tα
)p
dt
t
)1/p
≤ 4
( ∏
1≤l≤k,l 6=i,j
‖gl‖∞
)
Hα/2,p(gi)H
α/2,∞(gj)
≤ 4
( ∏
1≤l≤k,l 6=i,j
‖gl‖∞
)
B‖gi‖
Z
0,α,p‖gj‖
Z
0,α,p
≤ 4B
k∏
l=1
‖gl‖
Z
0,α,p,
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for a constant B only depending on α due to Lemma 3.1 and Proposition 3.3. Since
the number of summands in (4.4) only depends on k we thus get a constant C such
that Zα,p(Ψ) ≤ C
∏k
l=1 ‖gl‖
Z
0,α,p. Since we clearly also have
‖Ψ‖∞ ≤
k∏
l=1
‖gl‖∞,
the proof is finished. 
The following is a variation of Lemma 2 from [1] but for general (co)domains.
The proofs are analogous.
Proposition 4.3. Let 0 < α, β ≤ 1, p ∈ [1,∞], n ∈ N≥1, f ∈ B
0,α,p(E,F ), and
g ∈ Bn,β,p(E,E). Then f ◦ g and f ◦ (Id+g) are in B0,α,p(E,F ) and there exists a
continuous increasing function ψ : R+ → R+ independent of f, g such that
‖f ◦ g‖Z0,α,p ≤ ‖f‖
Z
0,α,pψ(‖g‖
Z
n,β,p),
‖f ◦ (Id+g)‖Z0,α,p ≤ ‖f‖
Z
0,α,pψ(‖g‖
Z
n,β,p).
5. Pointwise time-dependent Besov vector fields and their flows
Let I = [0, 1] and let E be a Banach space of mappings from Rd to Rd, which
continuously embeds in C1b (R
d,Rd).
Definition 5.1. We say that a mapping u : I × Rd → Rd is a pointwise time-
dependent E-vector field if the following conditions are satisfied:
• u(t, ·) ∈ E for every t ∈ I.
• u(·, x) is measurable for every x ∈ Rd.
• I ∋ t→ ‖u(t, ·)‖E is (Lebesgue) integrable.
Let us denote the set of all pointwise time-dependent E-vector fields by XE(I,R
d).
We remark that instead of the third condition we could also require that t 7→
‖u(t, ·)‖E is dominated a.e. by some non-negative function m ∈ L
1(I).
We call Φ : I × Rd → Rd the flow of u ∈ XE if it fulfills
(5.1) Φ(t, x) = x+
∫ t
0
u(s,Φ(s, x)) ds
for all t ∈ I, x ∈ Rd. To emphasize the dependence on u, we write Φu(t, x). In
addition, we set φu(t, x) := Φu(t, x)− x.
Finally, a Banach space E is called ODE-closed iff φu(t, ·) ∈ E for all u ∈ XE
and all t ∈ I.
Since Bn,α,p(Rd,Rd) continuously embeds in C1b (R
d,Rd) for n ≥ 1, we have in
particular all notions of the previous definition for those Besov spaces.
Convention. From now on, if we do not mention domain and codomain, we im-
plicitly assume them to be Rd. For pointwise time-dependent Besov vector fields,
we write Xn,α,p instead of XBn,α,p . For a function f of two variables, such as u or
Φu, we will also write f(t) for f(t, ·).
One of the main ingredients in showing ODE-closedness with pointwise tech-
niques consists of Gronwall’s inequality. We will only use the following weak ver-
sion.
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Lemma 5.2. Let t0 ∈ J ⊆ R be an interval, α, u positive functions defined on J ,
and c some positive constant. Assume that u is bounded on J , and
u(t) ≤ c+
∫ t
t0
α(s)u(s) ds.
Then it follows
u(t) ≤ ce
∫ t
t0
α(s) ds
.
Before we tackle ODE-closedness of Besov spaces, let us investigate the situation
in Cnb . Corresponding results for C
n
0 , the subspace of functions vanishing together
with their first n derivatives at ∞, can be found in [9, Thm. 8.7] for n = 1 and
[9, Thm. 8.9] for n ≥ 2. A proof for Cnb can be given by making some minor
adjustments. Hence we only indicate where the proofs have to be altered.
Proposition 5.3. For n ≥ 1, Cnb is ODE-closed. For a fixed u ∈ XCnb , the mapping
t 7→ φu(t) belongs to C(I, C
n
b ).
Proof. Let n = 1. Then in contrast to the proof of [9, Thm. 8.7], Du(t) is in our
case in general not uniformly continuous on all of Rd, but certainly on bounded
subsets. Therefore for each r > 0
µ(t, α, r) := max{|Du(t, x)−Du(t, y)| : x, y ∈ B(0, r), |x− y| < α}
tends to 0 as α→ 0 for each fixed t. Then one substitutes the appearances of µ(t, α)
in [9] by µ(t, α, r), where r is sufficiently large. The rest of the proof remains the
same. For n ≥ 2 one makes similar changes. 
Remark 5.4. This shows that we can actually extend the results from [6] con-
cerning ODE-closedness of Cn,β0 and derive ODE-closedness of C
n,β (Cn,βb in the
notation of [6]).
Now we are in the position to prove our main theorem.
Theorem 1. For all n ∈ N≥1, α ∈ (0, 1], p ∈ [1,∞], the Besov space B
n,α,p(Rd,Rd)
is ODE-closed. For a fixed u ∈ Xn,α,p, the mapping t 7→ φu(t) belongs to
C(I,Bn,α,p(Rd,Rd)).
Proof. Fix u ∈ Xn,α,p, and let Φu = Id+φu be the corresponding flow, i.e. it fulfils
(5.1). Let us first collect what we already know:
(i) For α ∈ (0, 1) and p =∞, using Remark 5.4, the result is already proved in
[6], since Zn,α ∼= Cn,α. So we are left to show the Theorem for (n, α, p) ∈
N≥1 × (0, 1)× [1,∞) ∪ N≥1 × {1} × [1,∞].
(ii) From Proposition 3.3, we get Xn,α,p ⊆ Xn, 3α4 ,∞ which yields due to [6] that
t 7→ φu(t) ∈ C(I,B
n, 3α4 ,∞) ⊆ C(I,Bn,α/2,p) ⊆ C(I,Bn,α/2,∞).
This implies that ‖φu(t)‖
Z
n, 3α4 ,∞
and, since 3α4 < 1, ‖φu(t)‖
H
n, 3α4 ,∞
are
bounded uniformly for all t ∈ I.
In particular we find a constant C such that for t ∈ I
– ‖dkxΦu(t)‖∞ ≤ C for 1 ≤ k ≤ n,
– ‖dkxΦu(t)‖0,α,p ≤ C for 1 ≤ k ≤ n− 1,
– Hα/2,∞(dkxΦu(t)), H
α/2,p(dkxΦu(t)) ≤ C for 1 ≤ k ≤ n.
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(iii) We may assume in addition that C is chosen such that for all k ≤ n
‖u(t)(k) ◦ Φu(t)‖0,α,p ≤ ‖u(t)
(k)‖0,α,pψ(‖φu(t)‖n,α/2,p) ≤ C‖u(t)‖n,α,p,
where we used (ii), Proposition 4.3, and the fact that u(t)(k) ∈ B0,α,p. This
implies
Hα/2,p(u(t)(k) ◦ Φu(t)) ≤ C‖u(t)‖n,α,p.
By taking the n-th derivative with respect to the spatial variable in (5.1), we get
that ∆2hd
n
xΦu(t, x) satisfies the following ODE
∆2hd
n
xΦu(t, x) =
∫ t
0
∆2hd
n
x(u(s) ◦ Φu(s, x)) ds,
and by applying Faa` di Bruno’s formula to the integrand, this equals
∫ t
0
u(s)′(Φu(s, x+ h)) ·∆
2
hd
n
xΦu(s, x) + (∆
2
hu(s)
′ ◦ Φu(s, x)) · d
n
xΦu(s, x+ 2h)
+ (u(s)′(Φu(s, x+ h))− u(s)
′(Φu(s, x))) · (d
n
xΦu(s, x+ 2h)− d
n
xΦu(s, x))
+ symn
n∑
k=2
∑
γ∈Γ(k,n)
cγ∆
2
hu(s)
(k)(Φu(s, x)) · (Φ
(γ1)
u (s, x), · · · ,Φ
(γk)
u (s, x))
︸ ︷︷ ︸
=:R(s,x,h)
ds,
where we used that symn commutes with the second difference operator. This
immediately yields
η(dnxΦu(t); τ) ≤
∫ t
0
‖u(s)′‖∞η(d
n
xΦu(s); τ) + Cη(u(s)
′ ◦ Φu(s); τ)
+ 2ω(u(s)′ ◦ Φu(s); τ)ω(d
n
xΦu(s); τ) + sup
x∈Rd,‖h‖≤τ
‖R(s, x, h)‖ ds,
(5.2)
where supx∈Rd,s∈I ‖d
n
xΦu(s, x)‖ ≤ C due to (ii). We claim that this yields
(5.3) Zα,p(dnxΦu(t), δ) ≤
∫ t
0
‖u(s)‖Zn,α,pZ
α,p(dnxΦu(s), δ) +B‖u(s)‖
Z
n,α,p ds,
where Zα,p(dnxΦu(t), δ) :=
( ∫∞
δ
(η(dnxΦu(t);τ)
τα
)p dτ
τ
)1/p
, and for some constant B
independent from δ. Since Zα,p(dnxΦu(t), δ) is bounded in t for each fixed δ, we can
apply Lemma 5.2 to (5.3) and get
Zα,p(dnxΦu(t), δ) ≤ B
(∫ t
0
‖u(s)‖Zn,α,p ds
)
e
∫ 1
0
‖u(s)‖Zn,α,p ds,
which is independent from δ and therefore also holds in the limit as δ tends to 0.
This gives φu(t) ∈ B
n,α,p for all t, i.e. ODE-closedness of Bn,α,p; continuity in time
will be argued afterwards. So we are left to show (5.3):
First assume p < ∞, we take the p-th power of (5.2), divide by ταp+1, inte-
grate with respect to τ from δ to ∞, take this term to the power 1/p and apply
Minkowski’s integral inequality. This procedure yields after applying the triangle
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inequality for the p-norm the following estimate
Zα,p(dnxΦu(t), δ) ≤
∫ t
0
‖u(s)‖Zn,α,pZ
α,p(dnxΦu(s), δ) + CZ
α,p(u(s)′ ◦ Φu(s))
+ 2
(∫ ∞
0
(
ω(u(s)′ ◦ Φu(s); τ)
τα/2
)p(
ω(dnxΦu(s); τ)
τα/2
)p
dτ
τ
)1/p
+
(∫ ∞
0
(
supx∈Rd,‖h‖≤τ ‖R(s, x, h)‖
τα
)p
dτ
τ
)1/p
ds.
(5.4)
The second summand of the integrand can be estimated by B‖u(s)‖Zn,α,p due to
(iii), where from now on B is a generic constant. For the third summand, we first
estimate
ω(dnxΦu(s);τ)
τα/2
by B uniformly in τ and s due to (ii), and for Hα/2,p(u(s)′ ◦
Φu(s)) ≤ B‖u(s)‖
Z
n,α,p, we apply (iii).
So we are left to investigate
(∫ ∞
0
(
supx∈Rd,‖h‖≤τ ‖R(s, x, h)‖
τα
)p
dτ
τ
)1/p
,
where we first use that ‖ symT ‖ ≤ ‖T ‖ for any multilinear mapping T and then
apply the triangle inequality for the p-norm. We are thus left to find estimates of
the form
Zα,p((u(s)(k) ◦ Φu(s)) · (Φ
(γ1)
u (s), . . . ,Φ
(γk)
u (s))) ≤ B‖u(s)‖
Z
n,α,p,(5.5)
for k ≥ 2 which implies γi ≤ n − 1. By Proposition 4.1, (ii) and (iii), we get an
estimate
Zα,p((u(s)(k)◦Φu(s)) · (Φ
(γ1)
u (s), . . . ,Φ
(γk)
u (s))) ≤ C‖u(s)
(k)‖0,α,p
k∏
i=1
‖Φ(γi)u (s)‖0,α,p
≤ B‖u(s)‖Zn,α,p.
This yields (5.3) and, as mentioned before, ODE-closedness of Bn,α,p. Finally, to
get continuity in time one observes that η(dnxΦu(t)− d
n
xΦu(r); τ) can be estimated
by the integral from r to t of the same integrand as in (5.2). This gives by the same
reasoning as above that
(5.6)
Zα,p(dnxΦu(t)− d
n
xΦu(r), δ) ≤
∫ t
r
‖u(s)‖Zn,α,pZ
α,p(dnxΦu(s), δ) +B‖u(s)‖
Z
n,α,p ds,
and Lemma 5.2 gives
Zα,p(dnxΦu(t)− d
n
xΦu(r), δ) ≤ B
(∫ t
r
‖u(s)‖Zn,α,p ds
)
e
∫ 1
0
‖u(s)‖Zn,α,p ds,
which again is independent from δ. Since
∫ t
r
‖u(s)‖Zn,α,p ds tends to 0 as r → t,
we get continuity in time. The arguments used above to derive (5.3) and (5.6)
worked for p <∞. For p =∞, the situation actually gets simpler. One just has to
substitute Minkowski’s integral inequality with exchanging supτ>δ with integration.
The rest works analogously. 
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6. Continuity of the flow mapping
We investigate regularity properties of the map sending a vector field u to
Fl(u) := Φu − Id = φu, the so-called flow mapping, for Besov vector fields. In
order to speak of continuity, we have to fix a topology on domain and codomain.
Let us first consider the domain, i.e. the set of vector fields of a certain Besov
regularity. In [6], we were forced to use the smaller space of Bochner integrable
(Ho¨lder) vector fields. We will do the same here. So
dom(Fl) = L1(I,Bn,β,p),
which is a normed space with ‖u‖ :=
∫ 1
0 ‖u(t)‖n,β,p dt. For a bare minimum of
properties of this integrability notion, consult e.g. section 2.2 in [6].
Now let us consider the codomain. As it is already stated in [6], we do not know
whether we have continuity in the Ho¨lder case without loss of regularity, i.e. of the
mapping Fl : L1(I,Bn,β,∞H ) → C(I,B
n,β,∞
H ). The same problem arises for p < ∞.
But by using Proposition 3.3 together with the continuity results in [6], we can
almost immediately deduce our second result.
Theorem 2. Let 0 < α < β ≤ 1 and n ∈ N≥2. Then
Fl : L1(I,Bn,β,p)→ C(I,Bn,α,p), u 7→ φu
is continuous, even Ho¨lder continuous of any order γ < β − α.
Proof. Just observe for 0 < ε < (β − α)/2
L1(I,Bn,β,p) →֒ L1(I,Bn,β−ε,∞H )
Fl
→ C(I,Bn,α+ε,∞H ) →֒ C(I,B
n,α,p),
and Fl is by Theorem 5.6. in [6] (β−α−2ε)-Ho¨lder continuous. Since ε is arbitrary
we get Ho¨lder continuity of any order γ < β − α. 
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