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MODULI OF CRUDE LIMIT LINEAR SERIES
FU LIU
Abstract. Eisenbud and Harris introduced the theory of limit linear series,
and constructed a space parametrizing their limit linear series. Recently, Os-
serman introduced a new space which compactifies the Eisenbud-Harris con-
struction. In the Eisenbud-Harris space, the set of refined limit linear series
is always dense on a general reducible curve. Osserman asks when the same
is true for his space. In this paper, we answer his question by characterizing
the situations when the crude limit linear series contain an open subset of his
space.
1. Introduction
Fix r, d ∈ N. In the 1980’s Eisenbud and Harris introduced the concept of limit
linear series of dimension r and degree d on a reducible curve X of compact type
and genus g [1]. They also constructed a space Gr,EHd (X) parametrizing their limit
linear series on X. There is an open subset of Gr,EHd (X) consisting of “refined”
limit linear series, and its complement consists of “crude” limit linear series. When
working with families of curves, the Eisenbud-Harris construction is forced to omit
the locus of crude limit linear series. Brian Osserman recently introduced a new
construction Grd(X) parametrizing a modified notion of limit linear series [2]. Os-
serman’s construction is restricted to the case of curves with two components, but
it allows the inclusion of crude limit linear series even when working with families
of curves.
When X is a general reducible curve, in the Eisenbud-Harris construction, the
set of refined limit linear series is always dense in Gr,EHd (X). Osserman asked in [2,
Question 7.2] whether the same is true in Grd(X), and if not, which types of crude
limit linear series contain an open subset of Grd(X). The purpose of this paper is
to answer this question.
Accordingly, we suppose throughout that X is a reducible curve with two smooth
components Y and Z that intersect at the node p. We recall the Eisenbud-Harris
definition in this case. For any pair of linear series V Y and V Z on Y and Z re-
spectively, both of dimension r and degree d, let aY := {aYi }
r
i=0 and a
Z := {aZi }
r
i=0
be the vanishing sequences of V Y and V Z at p. By the definition of vanishing
sequences, we have that
(A1) 0 ≤ aY0 < a
Y
1 < · · · < a
Y
r ≤ d,
(A2) 0 ≤ aZ0 < a
Z
1 < · · · < a
Z
r ≤ d.
The pair (V Y , V Z) is an Eisenbud-Harris (EH) limit linear series of dimension r
and degree d on X if
(A3) aYi + a
Z
r−i ≥ d, for i = 0, 1, . . . , r.
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If equality holds in (A3) for all i = 0, 1, . . . , r, then (V Y , V Z) is a refined EH limit
linear series; otherwise, (V Y , V Z) is a crude EH limit linear series.
For any integer sequences (aY , aZ) satisfying (A1)–(A3), we denote byGrd(X ; a
Y , aZ)
the space consisting of EH limit linear series with vanishing sequences (aY , aZ).
This gives a stratification of Gr,EHd (X).
We use the term limit linear series (without EH) to refer to the modified notion
introduced by Osserman. For a fixed reducible curve X, there is a surjective map
π from Grd(X) to G
r,EH
d (X), and refined and crude limit linear series are defined as
the preimage under π of refined and crude EH limit linear series. Furthermore, π
is an isomorphism on refined limit linear series, but not on crude limit linear series,
where it typically has positive-dimensional fibers.
We need the following definition to state our main theorem. For convenience,
we write j ∈ aY if j = aYi for some i, and write j ∈ a
Z if j = aZi′ for some i
′.
Definition 1.1. Suppose (aY , aZ) satisfy (A1)–(A3). For any i ∈ {0, . . . , r}, we say
(aY , aZ) is connected at i if there exists j ∈ {0, . . . , d} such that d−aZr−i ≤ j ≤ a
Y
i ,
any integer between j and aYi (inclusive) is in a
Y and any integer between d − j
and aZr−i (inclusive) is in a
Z . Sometimes we say (aY , aZ) is connected at i via j if
we want to indicate which j we use.
(aY , aZ) is connected if (aY , aZ) is connected at every i ∈ {0, . . . , r}.
We now state our main theorem.
Theorem 1.2. Suppose X is a general reducible curve. Then π−1(Grd(X ; a
Y , aZ))
contains an open subset of Grd(X) if and only if G
r
d(X ; a
Y , aZ) is nonempty and
(aY , aZ) is connected.
Eisenbud and Harris showed that the dimension of each component of Gr,EHd (X)
is at least the “Brill-Noether number”
ρ := (r + 1)(d− r) − rg,
with equality if X is a general reducible curve. In [3], Osserman was able to show
this is also true for the space Grd(X). Thus, when X is general, π
−1(Grd(X ; a
Y , aZ))
contains an open subset of Grd(X) if and only if it has dimension ρ.
In fact, without any generality hypothesis on X, for each EH limit linear series
(V Y , V Z) with vanishing sequences (aY , aZ), Osserman gave a stratification of the
fiber of π over (V Y , V Z), and also a purely combinatorial formula for the dimension
of each stratum. Because of the complexity of these formulas, he did not analyze
them directly. Instead, he gave an indirect argument to bound the dimension of
fibers of π in order to conclude that dim(Grd(X)) = ρ when X is general.
In this paper, we use a combinatorial analysis of Osserman’s formula to prove
our main theorem by computing when we can have dim(π−1(Grd(X ; a
Y , aZ))) = ρ.
2. Preliminaries
In this section, we review Osserman’s related work in detail, and state our prob-
lem in a combinatorial setting. Recall X is a reducible curve with two components
Y and Z that intersect at the node p. Suppose (aY , aZ) is the vanishing sequences
of an EH limit linear series (V Y , V Z) at p. Thus, (aY , aZ) satisfies (A1)–(A3).
For j = 0, . . . , d, let
(A2B) bYj := #{i : a
Y
i ≥ j}, and b
Z
j := #{i : a
Z
i ≥ d− j}.
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We state without proof the following trivial lemma.
Lemma 2.1. Suppose we have integers aY = {aYi }
r
i=0 and a
Z = {aZi }
r
i=0 satisfying
(A1) and (A2), and integers bY = {bYj }
d
i=0 and b
Z = {bZj }
d
i=0 are given by (A2B).
Then we have the following:
(B1) bYj − b
Y
j+1 =
{
1, if j ∈ aY ,
0, if j 6∈ aY ,
∀j = 0, 1, . . . , d− 1.
(B2) bZj − b
Z
j−1 =
{
1, if d− j ∈ aZ ,
0, if d− j 6∈ aZ ,
∀j = 1, 2 . . . , d.
For each point of Grd(X) in the fiber of (V
Y , V Z), Osserman associates integers
{βYj }
d
j=0, {β
Z
j }
d
j=0, and {ǫj}
d−1
j=1 satisfying for any j = 1, . . . , d− 1
(C1) ǫj = 0 or 1, and ǫj = 0 unless j ∈ aY and d− j ∈ aZ .
(C2) bYj+1 ≥ β
Y
j − ǫj ≥ β
Y
j+1.
(C3) bZj−1 ≥ β
Z
j − ǫj ≥ β
Z
j−1.
(C4) βYj + β
Z
j − ǫj ≥ r + 1.
(C5) 1 + r ≥ βYj+1 + β
Z
j and 1 + r ≥ β
Y
j + β
Z
j−1.
(C6) βY0 = β
Z
d = r + 1, and β
Y
d =
{
1, aZ0 = 0
0, aZ0 > 0
, βZ0 =
{
1, aY0 = 0
0, aY0 > 0
.
This gives a stratification of the fiber of (V Y , V Z). Given βY = {βYj }
d
j=0, β
Z =
{βZj }
d
j=0, and ǫ = {ǫj}
d−1
j=1 satisfying the above conditions, Osserman [3, Theo-
rem 4.2, Lemma 5.4] proves that the corresponding stratum is nonempty and has
dimension given by
D(βY , βZ , ǫ) :=
d−1∑
j=1
(βYj − β
Y
j+1)(b
Y
j+1 − β
Y
j + ǫj) + (β
Z
j − β
Z
j−1)(b
Z
j−1 − β
Z
j + ǫj)
+ (r + 1− βYj+1 − β
Z
j−1)(β
Y
j + β
Z
j − ǫj − r − 1).
Remark 2.2. The dimension formula is given in (4.8) in [3]. The notation there is
different from what we use. The following table shows the correspondence between
our notation and Osserman’s in [3, Theorem 4.2].
Indices 1 ≤ j ≤ d 0 ≤ j ≤ d− 1 1 ≤ j ≤ d− 1
Our notation d r βYj β
Z
j ǫj
Osserman’s notation n− 1 r − 1 dV1,j+1 dVn,j+1 dzj+1
In [3, Theorem 4.2], Osserman gives restrictions (4.2)–(4.7) on dV1,j+1 , dVn,j+1 ,
and dzi+1 , as well as conventions dV1,n := d(V1,n) and dVn,1 := d(Vn,1), then con-
cludes the dimension formula (4.8). We will verify that these conditions are equiv-
alent to our conditions (C1)–(C6), and also that the dimension formulas are the
same.
By Lemma 5.4 in [3], we have that
a) bYj = d(V 1,j+1) and b
Z
j = d(V n,j+1), for j = 0, 1 . . . , d.
b) d(V1,n) = #{i : aZi ≤ 0} and d(Vn,1) = #{i : a
Y
i ≤ 0}.
c) d(Zj+1) = 1, for j = 1, . . . , d− 1.
First, it is clear that the conditions (C2)–(C5) are exactly the conditions (4.3)–
(4.7) in [3]. Second, by b), one sees that the second half of (C6) is equivalent to the
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convention dV1,n := d(V1,n) and dVn,1 := d(Vn,1). Strictly speaking, Osserman does
not define βY0 and β
Z
d , and they do not appear in the dimension formula, but we
will find the convention βY0 = β
Z
d = r+1 convenient. Therefore, we have condition
(C6).
Combining c) and [3, Lemma 4.4/(i)], we have that
(2.1) d(Z1,j+1 ∩ Zn,j+1) ≤ 1
and the equality holds if and only if d(Z1,j+1) = d(Zn,j+1) = 1. Hence, the con-
dition (4.2) in [3] is equivalent to ǫj = 0 or 1 and ǫj = 0 unless d(Z1,j+1) =
d(Zn,j+1) = 1.However, by [3, Lemma 3.4], d(Z1,j+1) = d(V 1,j+1) − d(V 1,j+2) =
bYj −b
Y
j+1. Thus, by (B1), d(Z1,j+1) = 1 if and only if j ∈ a
Y . Similarly, d(Zn,j+1) =
1 if and only if d− j ∈ aZ . Hence, condition (4.2) in [3] is equivalent to (C1).
Finally, one notices that the only difference between the summands of D(βY , βZ , ǫ)
and the dimension formula (4.8) in [3] is that the latter has an additional term
dzj+1(d(Z1,j+1 ∩ Zn,j+1) − dzj+1). However, by condition (4.2) in [3] and (2.1), in
our situation this term is always zero.
Via an indirect argument, Osserman also proves
Theorem 2.3. [3, Corollary 5.5] For any βY = {βYj }
d
j=0, β
Z = {βZj }
d
j=0, and
ǫ = {ǫj}
d−1
j=1 satisfying conditions (C1)–(C6), we have that
(2.2) D(βY , βZ , ǫ) ≤
r∑
i=0
(aYi + a
Z
r−i − d).
Hence, the dimension of the space of the crude limit series corresponding to a given
EH limit linear series (V Y , V Z) is bounded above by
∑r
i=0(a
Y
i + a
Z
r−i − d).
It is clear that the stratification and the dimension formula only depend on
(aY , aZ), and are otherwise independent of the choice of (V Y , V Z). Therefore, given
any integer sequences (aY , aZ) satisfying (A1)–(A3) with nonempty π−1(Grd(X ; a
Y , aZ)),
we have that
dim(π−1(Grd(X ; a
Y , aZ)) = dim(π−1(V Y , V Z)) + dim(Grd(X ; a
Y , aZ)),
where (V Y , V Z) is any EH limit linear series with vanishing sequences (aY , aZ).
For X general, Eisenbud and Harris [1, Theorem 4.5] showed that
dim(Grd(X ; a
Y , aZ)) = ρ−
r∑
i=0
(aYi + a
Z
r−i − d).
We thus see that Theorem 1.2 follows if we prove that for given (V Y , V Z) with
vanishing sequences (aY , aZ), we have dim(π−1(V Y , V Z)) =
∑r
i=0(a
Y
i + a
Z
r−i − d)
if and only if (aY , aZ) is connected. However, dim(π−1(V Y , V Z)) is the maximum
of D(βY , βZ , ǫ) over all possible (βY , βZ , ǫ) satisfying (C1)–(C6). Hence, Theorem
1.2 follows from the following theorem.
Theorem 2.4. (aY , aZ) is connected if and only if there exist βY = {βYj }
d
j=0,
βZ = {βZj }
d
j=0, and ǫ = {ǫj}
d−1
j=1 satisfying conditions (C1)–(C6), such that the
equality in (2.2) holds.
Our goal for the rest of the paper is to prove Theorem 2.4. In fact, we will also
reprove Theorem 2.3 with a direct combinatorial analysis. In the process, we will
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establish a necessary and sufficient condition for the equality in (2.2) to hold, which
we use to prove Theorem 2.4.
3. Synchronization of indices
One difficulty in comparing the two sides of (2.2) is that they are indexed dif-
ferently. The left side D(βY , βZ , ǫ) is indexed by j from 1 to d − 1, and the right
side is indexed by i from 0 to r. In this section, we will discuss a relation between
i’s and j’s, and use that to rewrite both side of (2.2) so that they have the same
indexing. For simplicity, we start with a definition.
Given any integer sequences aY = {aYi }
r
i=0 and a
Z = {aZi }
r
i=0 satisfying (A1)–
(A3), integer sequences bY = {bYj }
d
i=0 and b
Z = {bZj }
d
i=0 are determined by (A2B).
Thus, the conditions (C1)–(C6) are determined by aY and aZ . If a set of integers
βY = {βYj }
d
j=0, β
Z = {βZj }
d
j=0, and ǫ = {ǫj}
d−1
j=1 satisfy conditions (C1)–(C6)
associated to the given aY and aZ , we call (βY , βZ , ǫ) admissible with respect to
(aY , aZ). (We often omit “with respect to (aY , aZ)” if there is no possibility of
confusion.)
From now on, we will assume that (aY , aZ) is a fixed pair of integer sequences
satisfying (A1)–(A3), and (bY , bZ) are determined by (A2B). There are a few basic
properties of an admissible (βY , βZ , ǫ) that we often need to use in our proofs. We
summarize them in the following lemma.
Lemma 3.1. Suppose (βY , βZ , ǫ) is admissible. Then we have the following:
(3.1) bYj ≥ β
Y
j , b
Z
j ≥ β
Z
j , ∀j = 0, 1, . . . , d.
(3.2) r + 1 = βY0 ≥ β
Y
1 ≥ · · · ≥ β
Y
d ≥ 0.
(3.3) 0 ≤ βZ0 ≤ β
Z
1 ≤ · · · ≤ β
Z
d = r + 1.
(3.4) If βZ0 6= 0, then β
Z
0 = 1, a
Y
0 = 0 and a
Z
r = d.
(3.5) If βYd 6= 0, then β
Y
d = 1, a
Z
0 = 0 and a
Y
r = d.
(3.6) bY1 + β
Z
0 − r − 1 = 0.
(3.7) bZd−1 + β
Y
d − r − 1 = 0.
Proof. By (C2), it is clear that bYj ≥ β
Y
j for any j = 2, . . . , d. If j = 0, by (A2B)
and (C6), bYj = r + 1 = β
Y
j . If j = 1, by (C2), (B1) and (C1), we have that
βYj ≤ b
Y
j+1 + ǫj ≤ b
Y
j . Therefore, b
Y
j ≥ β
Y
j for any j = 0, 1, . . . , d. Similarly, we can
show that bZj ≥ β
Z
j for any j = 0, 1, . . . , d. Thus, (3.1) holds.
βY0 ≥ β
Y
1 is the only part of (3.2) that does not directly follow from conditions
(C1)–(C6). However, by (3.1), we have βY1 ≤ b
Y
1 ≤ r + 1 = β
Y
0 . Thus, (3.2) holds.
We can similarly show that (3.3) is true.
Both (3.4) and (3.5) follow from (C6) and (A1)–(A3). One can verify (3.6) and
(3.7) by considering whether 0 ∈ aY and whether 0 ∈ aZ , respectively. 
The following lemma is the first step of our rewriting of the right hand side of
(2.2).
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Lemma 3.2. Suppose (βY , βZ , ǫ) is admissible. Then
(3.8)
r∑
i=0
(aYi + a
Z
r−i − d) =
r∑
i=βZ
0
(aYi + a
Z
r−i − d) =
r−βYd∑
i=βZ
0
(aYi + a
Z
r−i − d)
Proof. The first equality in (3.8) holds if βZ0 = 0. Suppose β
Z
0 6= 0. Then by (3.4),
aY0 = 0 and a
Z
r = d, so a
Y
0 +a
Z
r −d = 0. Hence, the first equality in (3.8) still holds.
We can similarly show that the second equality in (3.8) always holds. 
Because of the above lemma, we will focus on i between βZ0 and r − β
Y
d . Given
an admissible (βY , βZ , ǫ), for any i with βZ0 ≤ i ≤ r − β
Y
d , by (C6), we have
r + 1− βY0 ≤ β
Z
0 ≤ i ≤ r − β
Y
d ≤ β
Z
d − 1.
Thus, by (3.2) and (3.3), there exist unique j1 ∈ {0, . . . , d− 1} and j2 ∈ {1, . . . , d}
such that
(3.9) r + 1− βYj1 ≤ i ≤ r − β
Y
j1+1,
(3.10) βZj2−1 ≤ i ≤ β
Z
j2
− 1.
Definition 3.3. Suppose (βY , βZ , ǫ) is admissible. Writing β = (βY , βZ), we define
Iβ = I(βY ,βZ) := {i : β
Z
0 ≤ i ≤ r − β
Y
d },
and then define a map
ψβ = ψ(βY ,βZ) : Iβ → {0, . . . , d− 1} × {1, . . . , d},
by mapping each i ∈ Iβ to the pair (j1, j2) determined by (3.9) and (3.10).
Lemma 3.4. Suppose (βY , βZ , ǫ) is admissible. For any i ∈ Iβ , ψβ(i) is either
(j, j), for some j ∈ {1, . . . , d−1}, or (j−1, j), for some j ∈ {1, . . . , d}. Furthermore,
ψβ(i) =
{
(j, j) for some j ∈ {1, . . . , d− 1}, if and only if r + 1− βYj ≤ i ≤ β
Z
j − 1;
(j − 1, j) for some j ∈ {1, . . . , d}, if and only if βZj−1 ≤ i ≤ r − β
Y
j .
Proof. Let ψβ(i) = (j1, j2). We first show that j2 − 1 ≤ j1 ≤ j2. Since (3.9) and
(3.10) are both satisfied, we must have
r + 1− βYj1 ≤ β
Z
j2
− 1 and βZj2−1 ≤ r − β
Y
j1+1.
Thus, if j1 6= 0, then by using (C5) and (3.3),
βZj1−1 ≤ r + 1− β
Y
j1
< βZj2 ⇒ j1 − 1 < j2 ⇒ j1 ≤ j2.
If j1 = 0, it is clear that we still have j1 ≤ j2.
If j1 6= d− 1, then by using (C4) and (3.3),
βZj2−1 < r + 1− β
Y
j1+1 ≤ β
Z
j1+1 ⇒ j2 − 1 < j1 + 1⇒ j2 − 1 ≤ j1.
If j1 = d− 1, we also have j2 − 1 ≤ j1.
Hence, we must have that j1 = j2 or j1 = j2 − 1. Therefore, ψβ(i) = (j, j) or
(j − 1, j) for some j.
By the definition of ψβ , we have that ψβ(i) = (j, j) if and only if (3.9) and (3.10)
are satisfied for j1 = j2 = j, which is equivalent to
r + 1− βYj = max(r + 1− β
Y
j , β
Z
j−1) ≤ i ≤ min(r − β
Y
j+1, β
Z
j − 1) = β
Z
j − 1.
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Also, since j1 ∈ {0, . . . , d−1} and j2 ∈ {1, . . . , d}, we must have that j ∈ {1, . . . , d−
1}.
Similarly, we can show that ψβ(i) = (j− 1, j) for some j ∈ {1, . . . , d} if and only
if βZj−1 ≤ i ≤ r − β
Y
j . 
Corollary 3.5. Suppose (βY , βZ , ǫ) is admissible. For any j ∈ {1, . . . , d− 1},
#ψ−1β (j, j) = #{i ∈ Iβ : ψβ(i) = (j, j)} = β
Y
j + β
Z
j − (r + 1).
Thus, ψ−1β (j, j) is nonempty if and only if β
Y
j + β
Z
j 6= r + 1.
For any j ∈ {1, . . . , d},
#ψ−1β (j − 1, j) = #{i ∈ Iβ : ψβ(i) = (j − 1, j)} = r + 1− β
Y
j − β
Z
j−1.
Thus, ψ−1β (j − 1, j) is nonempty under ψβ if and only if β
Y
j + β
Z
j−1 6= r + 1.
Proof. We only need to check that for any j ∈ {1, . . . , d − 1}, any i satisfying
r + 1 − βYj ≤ i ≤ β
Z
j − 1 is in Iβ , and for any j ∈ {1, . . . , d}, any i satisfying
βZj−1 ≤ i ≤ r − β
Y
j is in Iβ . Both can be verified easily. 
Definition 3.6. Suppose (βY , βZ , ǫ) is admissible. Define
Jβ = J(βY ,βZ) := {j : 1 ≤ j ≤ d− 1 : ψ
−1
β (j, j) 6= ∅},
J ′β = J
′
(βY ,βZ) := {j : 1 ≤ j ≤ d : ψ
−1
β (j − 1, j) 6= ∅}.
Note that the sets Jβ and J
′
β are not necessarily disjoint. Now we state the main
lemma of this section.
Lemma 3.7. Suppose (βY , βZ , ǫ) is admissible. Then we have the following two
identities:
(3.11)
r∑
i=0
(aYi +a
Z
r−i−d) =
∑
j∈Jβ
∑
i∈ψ
−1
β
(j,j)
(aYi +a
Z
r−i−d)+
∑
j∈J′
β
∑
i∈ψ
−1
β
(j−1,j)
(aYi +a
Z
r−i−d),
D(βY , βZ , ǫ) =
∑
j∈Jβ
∑
i∈ψ
−1
β
(j,j)
(bYj+1 + b
Z
j−1 + ǫj − r − 1)+
(3.12)
∑
j∈J′
β
∑
i∈ψ
−1
β
(j−1,j)
(
(bYj + β
Z
j−1 − r − 1) + (b
Z
j−1 + β
Y
j − r − 1)
)
.
Proof. (3.11) follows immediately from (3.8) and Lemma 3.4. Thus, we only need
to prove (3.12). We first rearrange the summand in the definition of D(βY , βZ , ǫ)
and get
D(βY , βZ , ǫ) =
d−1∑
j=1
(βYj + β
Z
j − r − 1)(b
Y
j+1 + b
Z
j−1 + ǫj − r − 1)+
d−1∑
j=1
(r+1−βYj+1−β
Z
j )(b
Y
j+1+β
Z
j −r−1)+
d−1∑
j=1
(r+1−βYj −β
Z
j−1)(b
Z
j−1+β
Y
j −r−1).
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Then by using (3.6) and (3.7), we rewrite the second and third sums in the above
formula
d−1∑
j=1
(r+1−βYj+1−β
Z
j )(b
Y
j+1+β
Z
j −r−1)+
d−1∑
j=1
(r+1−βYj −β
Z
j−1)(b
Z
j−1+β
Y
j −r−1)
=
d−1∑
j=0
(r+1−βYj+1−β
Z
j )(b
Y
j+1+β
Z
j −r−1)+
d∑
j=1
(r+1−βYj −β
Z
j−1)(b
Z
j−1+β
Y
j −r−1)
=
d∑
j=1
(r + 1 − βYj − β
Z
j−1)
(
(bYj + β
Z
j−1 − r − 1) + (b
Z
j−1 + β
Y
j − r − 1)
)
.
Therefore,
D(βY , βZ , ǫ) =
d−1∑
j=1
(βYj + β
Z
j − r − 1)(b
Y
j+1 + b
Z
j−1 + ǫj − r − 1)+
d∑
j=1
(r + 1− βYj − β
Z
j−1)
(
(bYj + β
Z
j−1 − r − 1) + (b
Z
j−1 + β
Y
j − r − 1)
)
.
However, by Corollary 3.5, we know that βYj + β
Z
j − (r + 1) = 0 for any j ∈
{1, . . . , d− 1} \ Jβ , and (r + 1)− βYj − β
Z
j−1 = 0 for any j ∈ {1, . . . , d} \ J
′
β . Thus,
D(βY , βZ , ǫ) =
∑
j∈Jβ
(βYj + β
Z
j − r − 1)(b
Y
j+1 + b
Z
j−1 + ǫj − r − 1)+∑
j∈J′
β
(r + 1− βYj − β
Z
j−1)
(
(bYj + β
Z
j−1 − r − 1) + (b
Z
j−1 + β
Y
j − r − 1)
)
.
Applying Corollary 3.5 again, we obtain (3.12). 
4. Comparison of terms
Lemma 3.7 synchronized the indices on both sides of (2.2). In this section, we
will show each term in (3.12) is less than or equal to the corresponding term in
(3.11), then conclude Proposition 4.3, which is a stronger version of Theorem 2.3
including a necessary and sufficient condition for the equality in (2.2) to hold.
Lemma 4.1. Suppose (βY , βZ , ǫ) is admissible. Let i ∈ Iβ , and ψβ(i) = (j1, j2).
Then we have the following:
(i) aYi ≥ j1, and a
Y
i − j1 ≥ b
Y
j1+1
− (r − i), where the second equality holds if
and only if either aYi = j1, or a
Y
i > j1 and any integer between j1 + 1 and
aYi (inclusive) is in a
Y .
(ii) aZr−i ≥ d − j2, and a
Z
r−i − (d − j2) ≥ b
Z
j2−1 − i, where the second equality
holds if and only if either aZr−i = d − j2, or a
Z
r−i > d − j2 and any integer
between d− j2 + 1 and aZr−i (inclusive) is in a
Z .
Proof. By (3.9), (3.1) and (A2B), we have that
i ≥ r + 1− βYj1 ≥ r + 1− b
Y
j1
= #{i0 : a
Y
i0
< j1}.
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Thus, aYi ≥ j1. If a
Y
i = j1, then j1 ∈ a
Y . Thus, by (B1), bY
aY
i
= bYj1 = 1 + b
Y
j1+1
.
Thus, aYi − j1 = 0 = 1 + b
Y
j1+1 − b
Y
aY
i
. If aYi > j1, then a
Y
i ≥ j1 + 1. Hence,
aYi − j1 = 1 + a
Y
i − (j1 + 1)
≥ 1 + #{i0 : j1 + 1 ≤ a
Y
i0
< aYi }
= 1 +#{i0 : a
Y
i0
≥ j1 + 1} −#{i0 : a
Y
i0
≥ aYi }
= 1 + bYj1+1 − b
Y
aY
i
Note that by (A1), bY
aY
i
= (r + 1)− i. Therefore, (i) is true.
Similarly, we can prove (ii). 
Now we can prove the desired inequalities between the terms in (3.12) and (3.11).
Lemma 4.2. Suppose (βY , βZ , ǫ) is admissible. Let i ∈ Iβ .
(i) If ψβ(i) = (j, j) for some j ∈ {1, . . . , d− 1}, then
(4.1) aYi + a
Z
r−i − d ≥ b
Y
j+1 + b
Z
j−1 + ǫj − r − 1,
where the equality holds if and only if (aY , aZ) is connected at i via j and
ǫj = 1.
(ii) If ψβ(i) = (j − 1, j) for some j ∈ {1, . . . , d}, then
(4.2) aYi + a
Z
r−i − d > (b
Y
j + β
Z
j−1 − r − 1) + (b
Z
j−1 + β
Y
j − r − 1).
Proof. Suppose ψβ(i) = (j, j). Combining (i) and (ii) of Lemma 4.1 together, setting
j1 = j2 = j and using (C1), we and
aYi + a
Z
r−i − d = (a
Y
i − j1) + (a
Z
r−i − (d− j2))
≥ bYj1+1 − (r − i) + b
Z
j2−1 − i
= bYj+1 + b
Z
j−1 − r
≥ bYj+1 + b
Z
j−1 + ǫj − r − 1,
where the equality holds if and only if any integer between j and aYi (inclusive) is
in aY , any integer between d − j and aZr−i (inclusive) is in a
Z , and ǫj = 1. Note
that Lemma 4.1 also gives that d − aZr−i ≤ j ≤ a
Y
i . Therefore, we conclude that
equality holds in (4.1) if and only if (aY , aZ) is connected at i via j and ǫj = 1.
Suppose ψβ(i) = (j− 1, j). Then i ∈ {i0 ∈ Iβ : ψβ(i0) = (j− 1, j)}. By Corollary
3.5,
(r + 1)− βYj − β
Z
j−1 > 0.
Combining (i) and (ii) of Lemma 4.1 together, setting (j1, j2) = (j−1, j) and using
the above inequality, we get
aYi + a
Z
r−i − d = (a
Y
i − j1) + (a
Z
r−i − (d− j2))− 1
≥ bYj1+1 − (r − i) + b
Z
j2−1 − i− 1
= bYj + b
Z
j−1 − r − 1
> (bYj + β
Z
j−1 − r − 1) + (b
Z
j−1 + β
Y
j − r − 1).

The following proposition, which is the main result of the section, follows imme-
diately from Lemma 3.7 and Lemma 4.2.
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Proposition 4.3. Suppose (βY , βZ , ǫ) is admissible. Then
(4.3) D(βY , βZ , ǫ) ≤
r∑
i=0
(aYi + a
Z
r−i − d),
where the equality holds if and only if both of the following two conditions hold:
(i) J ′β is the empty set, or equivalently (by Corollary 3.5),
βYj + β
Z
j−1 = r + 1, for any j = 1, . . . , d.
(ii) For any j ∈ Jβ and any i ∈ ψ
−1
β (j, j), we have that (a
Y , aZ) is connected
at i via j, and ǫj = 1.
Theorem 2.3 is an immediate corollary to Proposition 4.3.
Corollary 4.4. If there exists an admissible (βY , βZ , ǫ) such that equality holds in
(4.3), then (aY , aZ) is connected.
Proof. Suppose (βY , βZ , ǫ) is admissible. We must have that conditions (i) and (ii)
of Proposition 4.3 hold. J ′β is empty, so for any i ∈ Iβ , ψβ(i) = (j, j) for some
j ∈ {1, . . . , d − 1}. Thus, (aY , aZ) is connected at any i ∈ Iβ . Recall Iβ = {βZ0 ≤
i ≤ r − βYd }. However, by (C6), the only possible i’s not belonging to Iβ are 0 and
d. If 0 6∈ Iβ , then βZ0 = 1. Thus, by (3.4), we have that a
Y
0 = 0 and a
Z
r = d. Hence,
(aY , aZ) is connected at i = 0 via j = 0. We can similarly show that if r 6∈ Iβ , then
(aY , aZ) is connected at i = r via j = d. 
5. Proof of the main theorems
In the previous section, we showed that the connectedness of (aY , aZ) is a neces-
sary condition for having an admissible (βY , βZ , ǫ) which achieves equality in (2.2).
In this section, we will show it is also a sufficient condition.
Proposition 5.1. If (aY , aZ) is connected, then there exists an admissible (βY , βZ , ǫ)
such that
D(βY , βZ , ǫ) =
r∑
i=0
(aYi + a
Z
r−i − d).
The idea of the proof is constructive, i.e., we will explicitly describe how to
construct an admissible (βY , βZ , ǫ) from a connected (aY , aZ) such that the equality
holds. We will discuss properties of a connected (aY , aZ) and use those to make
our construction.
Lemma 5.2. Suppose (aY , aZ) is connected. For any 0 ≤ i1 ≤ i2 ≤ r, if (aY , aZ)
is connected at i1 and i2 via j1 and j2, respectively, with j1 ≥ j2, then (aY , aZ) is
connected at i via j, for any i : i1 ≤ i ≤ i2 and any j : j1 ≥ j ≥ j2.
Proof. Since (aY , aZ) is connected at i1 and i2 via j1 and j2, respectively, we have
that j1 ≤ aYi1 , and any integer between j2 and a
Y
i2
is in aY . However, because
j2 ≤ j ≤ j1 and by (A1), we have that a
Y
i1
≤ aYi ≤ a
Y
i2
, we conclude that
j2 ≤ j ≤ j1 ≤ a
Y
i1
≤ aYi ≤ a
Y
i2
,
so any integer between j and aYi is in a
Y . Similarly, we can show that d− aZr−i ≤ j
and any integer between d− j and aZr−i is in a
Z . Hence, (aY , aZ) is connected at i
via j. 
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Lemma 5.3. Suppose (aY , aZ) is connected. There exist Ĵ ⊆ {0, . . . , d} and a
surjection
j : {i : 0 ≤ i ≤ r} → Ĵ
satisfying
a) For any i : 0 ≤ i ≤ r, (aY , aZ) is connected at i via j(i).
b) For any 0 ≤ i1 < i2 ≤ r, we have that j(i1) ≤ j(i2).
Proof. For any i : 0 ≤ i ≤ r, we define j(i) to be the greatest j such that (aY , aZ)
is connected at i via j. Let Ĵ = {j(i) : 0 ≤ i ≤ r}. We check that Ĵ and j : i 7→ j(i)
satisfy the required conditions. First, it is clear that j : i 7→ j(i) is a surjection,
and a) holds by the definition of j(i). Suppose b) does not hold. Then there exist
0 ≤ i1 < i2 ≤ r such that j(i1) > j(i2). However, by Lemma 5.2, (aY , aZ) is
connected at i2 via j(i1), which contradicts the definition of j(i2). 
Lemma 5.4. Suppose (aY , aZ) is connected. Let Ĵ and j satisfy the conditions of
Lemma 5.3. Define J = Ĵ \{0, d}. Suppose the elements in J are j1 < j2 < · · · < js.
Set j0 = 0 and js+1 = d. For any k : 0 ≤ k ≤ s+ 1, we define
(5.1) Ik = {i | j(i) ≥ jk}.
Then we have the following
(5.2) i ≥ r + 1− |Ik| ⇔ j(i) ≥ jk, for any k = 0, . . . , s+ 1.
(5.3) bYjk ≥ |Ik|, for any k = 0, . . . , s+ 1.
(5.4) bZjk ≥ r + 1− |Ik+1|, for any k = 0, . . . , s.
(5.5) |Ik| − |Ik+1| ≥ 1, for any k = 1, . . . , s.
(5.6) Is+1 =
{
{r}, aZ0 = 0
∅, aZ0 > 0
, and {0, . . . , r} \ I1 =
{
{0}, aY0 = 0
∅, aY0 > 0
.
Proof. Because of condition b) described in Lemma 5.3, the i’s in Ik must be the
largest |Ik| i’s in {0, . . . , r}. Thus, i ∈ Ik if and only if r + 1 − |Ik| ≤ i ≤ r. Then
(5.2) follows .
For any i ∈ Ik, since aYi ≥ j(i) ≥ jk, i ∈ {i0 : a
Y
i0
≥ jk}. Thus, Ik ⊆ {i0 : aYi0 ≥
jk}, so bYjk ≥ |Ik|.
Let k ∈ {0, . . . , s}. For any i 6∈ Ik+1, we have that j(i) < jk+1. Because j(i) ∈ Ĵ ⊆
{j0, j1, . . . , js, js+1}, we know that j(i) ≤ jk. Thus, aZr−i ≥ d− j(i) ≥ d− jk. Hence,
i ∈ {i0 : aZr−i0 ≥ d−jk}.We conclude that {0, . . . , r}\Ik+1 ⊆ {i0 : a
Z
r−i0
≥ d−jk}.
Therefore, bZjk ≥ r + 1− |Ik+1|.
For any k ∈ {1, . . . , s}, since jk ∈ Ĵ , by the definition of Ĵ , there exists i such
that j(i) = jk. Thus, Ik \ Ik+1 is nonempty, and (5.5) follows.
Is+1 = {i : j(i) ≥ d} = {i : j(i) = d}. For any i with j(i) = d, we have that
aYi ≥ d, which implies a
Y
i = d and i = r. Thus, Is+1 ⊆ {r}. However, one checks
that there exist i such that j(i) = d if and only if aZ0 = 0. Therefore, the first half
of (5.6) holds. We can similarly show the second half of (5.6) holds as well. 
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Proof of Proposition 5.1. Suppose (aY , aZ) is connected. Let Ĵ and j satisfy the
conditions of Lemma 5.3. Define J, j0, j1, . . . , js+1, I0, I1, . . . , Is+1 as in Lemma
5.4.
Note that for any j with 1 ≤ j ≤ d, since 0 = j0 < j1 < · · · < js < js+1 = d,
there exists a unique k ∈ {1, . . . , s + 1} such that jk−1 < j ≤ jk. We define
βY = {βYj }
d
j=0, β
Z = {βZj }
d
j=0, and ǫ = {ǫj}
d−1
j=1 as follows:
(5.7) βY0 = β
Z
d = r + 1,
(5.8) ǫj =
{
1, if j ∈ J ,
0, if j 6∈ J ,
and for any j : 1 ≤ j ≤ d,
(5.9) βYj = |Ik|, and β
Z
j−1 = r + 1− |Ik|, if jk−1 < j ≤ jk.
We now show that (βY , βZ , ǫ) is admissible. For any j ∈ J, there exists i such
that j(i) = j. Thus, by the definition of (aY , aZ) being connected at i via j, we have
that j ∈ aY and d− j ∈ aZ . Therefore, (C1) is satisfied. From (5.9), one sees that
(5.10) βYj + β
Z
j−1 = r + 1, for any j = 1, . . . , d.
Therefore, (C5) is satisfied. By (5.6) and (5.7), it is clear that (C6) holds. Below,
we verify that (C2)–(C4) are true.
Let j ∈ {1, . . . , d − 1}. We first consider the case when jk−1 < j < jk for some
k ∈ {1, . . . , s+ 1}. Then by (B1), (B2), (5.3) and (5.4),
bYj+1 ≥ b
Y
jk
≥ |Ik| = β
Y
j = β
Y
j − ǫj = β
Y
j+1,
(5.11) bZj−1 ≥ b
Z
jk−1
≥ r + 1− |Ik| = β
Z
j = β
Z
j − ǫj = β
Z
j−1,
βYj + β
Z
j − ǫj = β
Y
j+1 + β
Z
j = r + 1.
Hence, (C2)–(C4) are satisfied in this case.
Now suppose j = jk, for some k ∈ {1, . . . , s}. (Note that k 6= s + 1 because
j < d.) Then by (B1), (B2), (5.3), (5.4), (5.5)
bYj+1 = b
Y
j − 1 ≥ |Ik| − 1 = β
Y
j − ǫj ≥ |Ik+1| = β
Y
j+1,
(5.12) bZj−1 = b
Z
j − 1 ≥ (r + 1− |Ik+1|)− 1 = β
Z
j − ǫj ≥ r + 1− |Ik| = β
Z
j−1,
βYj + β
Z
j − ǫj = |Ik|+ (r + 1− |Ik+1|)− 1 ≥ r + 1.
Hence, (C2)–(C4) are satisfied.
Therefore, we conclude that (βY , βZ , ǫ) is admissible. We claim this is what we
are looking for, i.e., D(βY , βZ , ǫ) =
∑r
i=0(a
Y
i + a
Z
r−i − d). By Proposition 4.3, it is
enough to show the following two conditions hold:
(i) J ′β is the empty set, or equivalently, β
Y
j +β
Z
j−1 = r+1, for any j = 1, . . . , d.
(ii) For any j ∈ Jβ and any i ∈ ψ
−1
β (j, j), we have that (a
Y , aZ) is connected
at i via j, and ǫj = 1.
We have already seen that (i), i.e., (5.10) holds. Furthermore, by Corollary 3.5,
(5.10), (5.11) and (5.12), we have that for any j ∈ {1, . . . , d− 1}, j ∈ Jβ if and only
if βYj + β
Z
j > r + 1 if and only if β
Z
j > β
Z
j−1 if and only if j ∈ J. Thus,
Jβ = J.
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Suppose j ∈ Jβ = J and i ∈ ψ
−1
β (j, j). Then j = jk, for some k ∈ {1, . . . , s}.
Therefore, by Lemma 3.4, we have that
r + 1− |Ik| = r + 1− β
Y
j ≤ i < β
Z
j = r + 1− |Ik+1|.
However, by (5.2), r + 1 − |Ik| ≤ i if and only if j(i) ≥ jk, and i < r + 1 − |Ik+1|
if and only if j(i) < jk+1. Hence, jk ≤ j(i) < jk+1. Since j(i) ∈ Ĵ ⊆ {j0 < j1 <
· · · < js < js+1}, j(i) = jk′ for a unique k′ ∈ {0, . . . , s + 1}. Therefore, j(i) = jk.
Therefore, (aY , aZ) is connected at i via j(i) = jk = j. Moreover, by the definition
of ǫ, it is clear that ǫj = 1. Therefore, (ii) holds as well. 
Theorem 2.4 follows from Corollary 4.4 and Proposition 5.1. Therefore, as we
discussed in Section 2, we can conclude Theorem 1.2. We finish our paper with an
example of a typical situation in which the conditions in Theorem 1.2 are achieved.
Example 5.5. Let r = 1 and d = 2. Set
aY0 = a
Z
0 = 1, a
Y
1 = a
Z
1 = 2.
One checks that (aY , aZ) satisfies (A1)–(A3). Furthermore, (aY , aZ) is connected
at both i = 0 and i = 1 via j = 1. Thus, (aY , aZ) is connected.
In the case when g = 0, there exist linear series with arbitrary vanishing se-
quences at a single fixed point, so in the reducible case, there exist EH limit linear
series with arbitrary (aY , aZ) satisfying (A1)–(A3). In particular, we see that
Grd(X ; a
Y , aZ) is nonempty in the above example. Note that equality in (A3) does
not hold for i = 0, 1. Thus, Grd(X ; a
Y , aZ) consists entirely of crude EH limit lin-
ear series. Hence, by Theorem 1.2, this gives examples of crude limit linear series,
π−1(Grd(X ; a
Y , aZ)), which contain an open subset of Grd(X).
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