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A simple microstructure return model
explaining microstructure noise and Epps effects
Abstract
We present a simple microstructure model of financial returns that
combines (i) the well-known ARFIMA process applied to tick-by-tick
returns, (ii) the bid-ask bounce effect, (iii) the fat tail structure of the
distribution of returns and (iv) the non-Poissonian statistics of inter-
trade intervals. This model allows us to explain both qualitatively and
quantitatively important stylized facts observed in the statistics of mi-
crostructure returns, including the short-ranged correlation of returns,
the long-ranged correlations of absolute returns, the microstructure
noise and Epps effects. According to the microstructure noise effect,
volatility is a decreasing function of the time scale used to estimate it.
Paradoxically, the Epps effect states that cross correlations between
asset returns are increasing functions of the time scale at which the
returns are estimated. The microstructure noise is explained as the
result of the negative return correlations inherent in the definition of
the bid-ask bounce component (ii). In the presence of a genuine cor-
relation between the returns of two assets, the Epps effect is due to
an average statistical overlap of the momentum of the returns of the
two assets defined over a finite time scale in the presence of the long
memory process (i).
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1 Introduction
In the last decade, a lot of attention has been directed towards gathering
empirical facts and developing theoretical understanding of the microstruc-
ture (i.e., on tick-by-tick scales) characterizing the behavior of stocks prices,
their corresponding returns and volatility (see for instance [1, 4, 5, 7, 9, 16,
22, 23]). These investigations have revealed seemingly contradictory styl-
ized facts in the statistical behavior of the dynamics of prices and returns.
Let us mention the well-known short-ranged correlations of returns together
with the long-ranged correlations of the absolute value of returns [8, 10], the
microstructure noise effect of realized volatility [1, 7, 23] and the Epps ef-
fect of cross-correlations of returns [7, 11]. The microstructure noise effect
refers to the observation that volatility is a decreasing function of the time
scale used to estimate it. In contrast, the Epps effect describes the fact that
cross correlations between asset returns are increasing functions of the time
scale at which the returns are estimated. These stylized facts are observed
in a large variety of financial markets, including stocks, futures and options
and they are thus considered as universal properties that are inherent to
high-frequency financial markets data. However, there is still no theoretical
model that can account simultaneously for the four mentioned stylized facts
(see however Ref.[12] which emphasizes that the asynchrony of trades as well
as the decimalization of stock prices are large contributors to the Epps effect.
This paper also contains a review of previous papers attempting to explain
the Epps effect). It is the purpose of the present paper to fill this gap and
propose simple model for the microstructure of returns that describes these
stylized facts both at a qualitative and quantitative level.
Our model of tick-by-tick returns contains the following ingredients: (i)
a long-memory centered Gaussian variable following an ARFIMA process;
(ii) a sign bounce generalizing the bid-ask bounce effect governed by a quasi-
periodic Bernouilli random variable; (iii) a random amplitude drawn from a
fat-tail distribution; and (iv) the specification of the iid sequence of inter-
trade intervals distributed according to a given probability density function
chosen as a simple Weibull or a generalized gamma distribution. We show
that the microstructure noise effect results simply from the negative return
correlations inherent in the definition of the sign bounce component (ii). In
the presence of a genuine correlation between the returns of two assets, the
Epps effect appears due to an average statistical overlap of the momentum of
the returns of the two assets defined over a finite time scale in the presence of
the long memory process (i). In our microstructure framework, correlations
between two assets correspond to buy or sell pressure exerted on both of
them, but not exactly at the same time (except if the correlation is 1), due
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to possible delays in implementation as well as herding effects between trad-
ing decisions resulting from human decisions or algorithmic high-frequency
trading. We stress that, notwithstanding this long memory (i), the sign
bounce process (ii) ensures that auto-correlations of returns are short-lived,
in agreement with empirical evidence.
The presentation is organized as follows. Section 2 describes in details our
model and derives the quantitative characteristics of the long ranged corre-
lations of the absolute tick-by-tick returns. Section 3 discusses returns corre-
lations in calendar time scale. Significant attention is given to the statistical
description of inter-trade time intervals. Section 4 describes quantitatively
the statistical properties of the microstructure noise effect in the frame of
the proposed model. Then, Section 5 reveals the roots of the Epps effect, as
suggested from our microstructure model. Two appendices provide detailed
information on the derivation of the analytic expressions used in the main
text.
2 Model for the microstructure of financial
returns at the tick scale
2.1 Instantaneous returns vs tick-by-tick returns
Let L(t) be the log-price of some asset. The corresponding return R∆(t)
as time scale ∆ is defined as the increment of the log-price over the time
interval (t−∆, t)
R∆(t) = L(t)− L(t−∆) . (1)
In the present work, we develop a phenomenological theory of returns R∆(t)
based on the instantaneous return R(t) defined as the derivative of log-price
L(t):
R(t) =
dL(t)
dt
. (2)
Knowing the instantaneous returns, the ∆-scale returns R∆(t) are obtained
in integral form
R∆(t) =
∫ t
t−∆
R(t′)dt′ . (3)
We consider the situation where the instantaneous returns are delta-pulses
of the form
R(t) =
∑
k
rkδ(t− tk) . (4)
4
Expression (4) reflects the discrete nature of the process generating changes
of log-prices, which occur by jumps {rk} at the ordered tick-by-tick instants
{tk}:
· · · < tk−1 < tk < tk+1 . . . (t0 < 0, t1 > 0) . (5)
We suggest below that the sequences {tk} and {rk} are mutually sta-
tistically independent. Moreover, we assume that the sequences {tk} and
{rk} are stationary in the sense that the statistical properties of inter-trade
intervals
τk,m = tk+m − tk (6)
and of pairs (rk+m, rk) depend only on m.
The instantaneous return R(t) and ∆-scale returns R∆(t) are defined in
the calendar time scale, where the time is measured in units of seconds, hours,
years, and so on. In particular, expressions (3) and (4) are representations of
returns and of instantaneous returns in the calendar time scale. Sometimes,
it may be more convenient to use the tick-by-tick time scale, where one mea-
sures time in subsequent trade numbers. In this sense, the sequence {rk}
is the representation of instantaneous returns in the tick-by-tick time scale.
Hereinafter, we shall discuss in details the interrelation between the instan-
taneous return R(t) given by (4) defined in calendar time and the returns
{rk} in tick-by-tick time.
2.2 Formulation of the model of tick-by-tick returns
Let us now define a simple stochastic model of tick-by-tick returns {rk}
of the form
rk := XkMk/Hk , (7)
which captures both the short-range correlation of returns and the long-range
correlation of the absolute value of returns. The sequence {Xk} is generated
by a standard ARFIMA process [13, 14] satisfying the discrete fractional
difference equation
(1− T )dXk = Υ · uk, d ∈ (0, 1/2) , (8)
where T is the unit tick-lag operator, the uk’s are iid random variables with
zero mean and unit variance, Υ is a normalizing constant such that ρ0 = 1
where ρm is the correlation function of the ARFIMA process
ρm := E [XkXk+m] . (9)
Bearing in mind the bid-ask bounce effect (see for instance [2, 18]), the factor
Mk in expression (7) is equal to
Mk := (−1)ξk , (10)
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where
ξk :=
k∑
s=1
ιs . (11)
The sequence {ιs} takes into account the buy–sell structure of subsequent
trades (ticks) in the following sense: if the (s − 1)-th and s-th trades are
the same (i.e. both are selling or buying), then ιs = 0; in the opposite
cases, ιs = 1. We assume in our model that the sequence {ιs} consists of iid
random Bernoulli integers, equal to one with probability p and zero with the
complementary probability q = 1 − p. The probability q can be interpreted
as the measure of distortion with respect to the periodic reference buy-sell
process. Indeed, the closer q is to zero, the more likely a buy (sell) trade
will be followed by a sell (buy) order. At q = 0, the sequences {Mk} and
{rk} have their signs being exact periodic functions of k, reflecting a perfect
periodic buy-sell process that mimics a perfect bid-ask bounce.
Definition 1 For short, we refer to the parameter q as the bounce distortion
probability.
The positive iid denominators {Hk} in expression (7) are chosen in such
a way that the tick-by-tick returns {rk} possess a fat tail distribution similar
to that found in empirical data, as specified in Appendix A.3.
Our model assumes that the sequences {Xk}, {Mk} and {Hk} are mu-
tually statistically independent. This implies in particular that the mean
values of the tick-by-tick returns {rk} are all equal to zero. It is easy to
generalize the theory developed below in the case where the means of {rk}
are non-zero.
2.3 Key properties
In Appendix A.1, we show that the correlations {ρm} defined by (9) of the
ARFIMA process {Xk} are described with excellent accuracy by the power
law
ρm := E [XkXk+m] ≃
{
1, m = 0
̥(α) m−α, m > 1,
̥(α) :=
Γ(1+α
2
)
Γ(1−α
2
)
, (12)
where α = 1− 2d ∈ (0, 1).
Appendix A.2 derives that the correlation coefficients of the bounce fac-
6
tors {Mk} are given by
Cm := E [Mk Mk+m] = e
−q˜ m ×
{
(−1)m, 0 < q < 1/2,
1, 1/2 < q < 1,
q˜ := ln
(
1
|2q − 1|
)
.
(13)
The critical value qc = 1/2 divides the interval q ∈ (0, 1) into two parts, in
which the behavior of the correlation coefficients Cm (13) are qualitatively
different.
1. For q ∈ (0, 1/2), Cm is a sign-alternating function of m.
2. For q ∈ (1/2, 1), Cm is a positive non-oscillating function of its argu-
ment m.
The existence of a sign-alternating behavior of Cm for small q’s can be ex-
pected from our previous remark that the closer q is to zero, the more likely
a buy (sell) trade will be followed by a sell (buy) order. Note also that,
the closer q is to the critical value qc = 1/2, the more short-ranged becomes
Cm. Below, we discuss only the case q ∈ (0, 1/2), which is consistent with
the known stylized fact that subsequent tick-by-tick returns rk and rk+1 are
negatively correlated (see for instance [2, 7, 8]).
Appendix A.3 describes the statistical properties that the iid sequence
{Hk} need to obey in order for the distribution φ(r) of tick-by-tick returns
{rk} to be fat tailed. In the following, we suppose for definiteness that φ(r)
is a Student distribution of the form
φ(r) =
Γ
(
µ+1
2
)
b
√
π Γ
(
µ
2
) (1 + r2
b2
)−(µ+12 )
, (14)
where corresponds to a tail exponent µ.
2.4 Correlation of tick-by-tick returns
Putting all the properties described in the previous subsection together,
the correlation function of the tick-by-tick returns {rk} defined by (7)
Km := E [rkrk+m] = E
[
XkXk+mMkMk+m
/
HkHk+m
]
, (15)
can be obtained explicitly. Taking into account the mutual statistical inde-
pendence of the factors {Xk}, {Mk} and of the iid denominators {Hk}, and
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using relations, (12), (13), one has
Km = ε2 Bm ,
Bm := e−q˜ m
{
1, m = 0 ,
γ (−1)mm−α, m > 1, γ := ̥(α)
ε21
ε2
,
(16)
where εθ := E
[
H−θk
]
is the inverse moment of the denominators {Hk} given
by expression (A.18).
Figure 1 shows the autocorrelation function Km/ε2 for α = 0.1 and for
different values of the bounce distortion probability q.
2.5 Long-range correlations of absolute returns
Consider now the autocorrelation function
Am(θ) :=
E
[|rk|θ |rk+m|θ]− E2 [|rk|θ]
E [|rk|2θ]− E2 [|rk|θ]
(17)
of power θ of the absolute values of the tick-by-tick returns.
Using the quadratic approximation (A.26) and relations (A.18), (A.20),
we can rewrite expression (A.21) in the form
Am(θ) ≃
1, m = 0,
χm−σ, m > 1,
σ := 2α ∈ (0, 2), (18)
where the factor χ is given by relation (A.28). It follows from the analysis of
Appendix A.4 that the power law in (18) constitutes an extremely accurate
description of Am(θ) for a wide range of the parameters µ, θ and for any
σ ∈ (0, 2). This is visualized in the log-log representation of figure 2, which
shows the exact dependence of the autocorrelation function of the absolute
returns.
The main properties the correlation function (18) of the absolute returns
are as follows.
1. Relation (18) means that the correlations of the absolute returns are
long-ranged if the exponent σ is sufficiently small (less than 1 in order
to technically qualify as “long memory” [6]). Empirically, typical values
of the exponent are found in the range σ ∈ (0.2, 0.4) [8].
2. The exponent σ is an empirically observable parameter as it can be eas-
ily obtained from an appropriate statistical analysis of financial data.
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This is in contrast with the exponent α of the correlation of returns
given by (16), which is unobservable due to the distortion of the bid-ask
bounce that remove the information on this underlying power decay.
3. As shown in Appendix A.4, the power law decay of the correlation of
the absolute returns has the same tail exponent σ for any θ ∈ (0.5, 1.5),
for which the quadratic approximation (A.26) of the function F˜(θ, ρ)
(A.22) is highly accurate.
4. The shape of the correlation function Am(θ) as a function of θ does not
depend on m and σ but is different for different values of the exponent
µ. The dependences on θ of the normalized autocorrelation function
Λ(θ) :=
Am(θ)
max θAm(θ) , m > 0 , (19)
for different values of the exponent µ of the Student distribution φ(r)
(14), are shown in figure 3. We observe a shape similar to the daily
returns correlations shown in Ref. [10].
3 Correlation of returns in calendar time scale
In the previous sections, we have described the statistical properties of
returns of our model in the tick-by-tick time scale. Henceforth, we present
a study of the statistical properties of instantaneous returns R(t) (4) and of
∆-scale returns R∆(t) (3) in calendar time scale. This allows us to describe
the microstructure noise and Epps effects.
3.1 Correlation function of instantaneous returns
The covariation function of instantaneous returns R(t) (4) in the calendar
time scale representation defined by K(τ) := E [R(t)R(t + τ)] is obtained
from the autocorrelation function Bm (16) at the tick-by-tick time scale by
relation
K(τ) = ν ε2 [δ(τ) +B(τ)] , (20)
where
B(τ) =
∞∑
m=1
Bmfm(|τ |) , (21)
ε2 is the variance of the tick-by-tick returns, ν is the mean rate of returns
given by
ν = 1/τ¯ , τ¯ := E [τk,1] , (22)
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while fm(τ) (τ > 0) is the probability density function of tick-by-tick time
interval durations τk,m (6). A short outline of the derivation of relation (21)
is given in Appendix B.1. It is convenient to use the mean time duration τ¯
between subsequent trades as the unit time to scale all calendar times.
Definition 2 In the following, we scale all time scales by the intertrade mean
duration τ¯ , referring to this transformation as the “calendar time scale rep-
resentation”.
In the calendar time scale representation, we have τ¯ ≡ 1 and relation (20)
takes the reduced form
K(τ) = ε2 [δ(τ) +B(τ)] . (23)
3.2 Spectrum of instantaneous returns
In what follows, we need to evaluate the spectrum of function K(τ) (23)
K˜(ω) :=
ε2
π
∫ ∞
0
K(τ) cos(ωτ)dτ . (24)
Using (21), (23), we obtain
K˜(ω) =
ε2
2π
[
1 + B˜(ω)
]
, (25)
where
B˜(ω) := 2
∫ ∞
0
B(τ) cos(ωτ)dτ = 2Re
[
∞∑
m=1
Kmfˆm(iω)
]
(26)
and fˆm(s) is the Laplace image of the probability density function fm(τ)
fˆm(s) :=
∫ ∞
0
fm(τ)e
−sτdτ. (27)
Although some authors are found evidence of long-ranged correlations be-
tween different inter-trade time intervals [15], we, along with Ref. [20], sug-
gest henceforth that tick-by-tick instants {tk} are such that the random inter-
trade durations {τk} are iid random variables with the same probability den-
sity function f(τ).
Assertion 1 Our microstructure return model (7) of tick-by-tick returns is
fully defined when supplemented by the specification of the iid sequence {τk} of
inter-trade intervals distributed according to the probability density function
f(τ).
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Within our microstructure return model, the probability density functions
fm(τ) are equal to m-tiple convolutions of f(τ). Accordingly, relation (26)
takes the form
B˜(ω) := 2Re
[
∞∑
m=1
Kmfˆm(iω)
]
. (28)
Substituting the expression (16) for the autocorrelation function of the tick-
by-tick returns and after summing the series, we obtain
B˜(ω) = −2(1− 2q)γ
Γ(1 + α)
∫ ∞
0
Re
[
fˆ(iω)
eu1/α + (1− 2q)fˆ(iω)
]
du. (29)
The factor γ is defined from (16) with (12).
3.3 Statistics of inter-trade time intervals
In what follows, we use relation (29) to analyze quantitatively the mi-
crostructure noise and Epps effects. The characteristics of these effects de-
pend essentially on the statistics of the inter-trade time intervals. Under the
condition that the inter-trade durations are iid, all information about their
statistics is contained in the probability density function f(τ). We thus first
discuss possible models for this probability density function.
In the econometric literature, the statistics of inter-trade intervals has
been studied empirically and parametric models have been proposed (see,
for instance, [15, 17, 19]). Here, we discuss a few analytical models for
the probability density functions f(τ), which provide reasonable fits to the
empirical distributions of inter-trade intervals while at same time possess
a convenient analytical expression for their Laplace images fˆ(s). Having
such analytical approximations is very useful for the determination of the
spectrum B˜(ω) (29), which is defined in terms of the Laplace image fˆ(iω) of
the probability density function of inter-trade intervals expressed in terms of
the imaginary argument iω.
A model often used to represent the distribution of inter-trade intervals
is the Weibull distribution
f(τ) = λw(λτ ; β), w(τ ; β) := βτβ−1e−τ
β
, (30)
where β is the shape parameter and λ is the scaling parameter. The corre-
sponding survival probability Q(τ) :=
∫∞
τ
f(u)du is given by expression
Q(τ) =W (λτ ; β), W (τ ; β) :=
∫ ∞
τ
w(u; β) du = e−τ
β
. (31)
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In the reduced time scale representation in which the unit duration is taken
as the mean inter-trade interval τ¯ , the Weibull distribution depends only
on the shape parameter β, while the scale parameter λ is defined by the
condition
τ¯ =
∫ ∞
0
Q(τ)dτ ≡ 1 ⇒ λ = λw(β) := Γ
(
1 + β
β
)
. (32)
Figure 4 presents typical time sequences {tk} of trades with tk =
∑k
i=1 τi,
where the inter-trade intervals τi’s are drawn from the Weibull distribution
with shape parameters β = 0.5; 1; 2 respectively. Notwithstanding the mu-
tual independence of the inter-trade intervals {τk}, one can observe clustering
for β < 1 and quasi-periodicity for β > 1.
However, the Weibull distribution family has some shortcoming. First, its
Laplace image does not have a simple analytical representation for any value
of β. Second, it has not enough shape parameters in order to fit the empirical
probability density function over the whole range of τ values for which the
empirical probability density function is still measured accurately. Indeed,
using β ≃ 0.75 ÷ 0.85, the Weibull distribution provides a rather accurate
representation of the empirical distribution at small and intermediate values
of τ . But it goes to zero too fast for large τ values, compared with the slow
decay of the empirical probability density function [17]. This justifies using
some more flexible distributions, which are related to the Weibull family.
One such possibility is the generalized gamma distribution (GGD)
f(τ) = λg(λτ ;ϑ, β), g(τ ;ϑ, β) :=
βτϑ−1
Γ(ϑ/β)
e−τ
β
. (33)
Its survival probability is
Q(τ) = G(λτ ;ϑ, β), G(τ ;ϑ, β) :=
Γ
(
ϑ/β, τβ
)
Γ (ϑ/β)
, (34)
where Γ(a, z) is the incomplete gamma function. The scale parameter λ is
given by
λ = λg(ϑ, β) :=
Γ[(1 + ϑ)/β]
Γ(ϑ/β)
(35)
so as to ensure that the mean time duration between trades is unity.
From the point of view of the feasibility of analytical calculations of the
integral (29), the GGD has the nice property of having analytical expressions
for its Laplace images for any rational β and for arbitrary shape parameter
ϑ. Analytical expressions of the Laplace images of the GGD (33), for some
rational values of it shape parameter β, are given in Appendix B.2.
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Figure 5 shows the survival functions of the Weibull distribution (31) for
β = 0.8 and of the generalized gamma distribution (34), for the same ϑ = 0.8
and for β = 2/3, 1/2 and β = 1/3. Figure 6 compares the function B˜(ω)
(29) obtained for a Poissonian statistics of the tick-by-tick times {tk}, where
f(τ) = e−τ ⇔ fˆ(s) = 1
1 + s
, (36)
to the two functions B˜(ω) for the GGDs for θ = 0.8 and β = 1/2; 2/3, for
which the Laplace images of the probability density function are given by
the analytical expressions (B.9), (B.10) and (B.13), (B.14).
All curves represented in figure 6 coincide at ω = 0, which is the conse-
quence of the fact that B˜(0) does not depend on the shape of the distribution
f(τ) of the inter-trade interval durations. Note however the significant dif-
ferences between the three realizations of B˜(ω) at ω 6= 0, which emphasizes
the difference between the exponential probability density function (36) and
the GGD.
3.4 Short-ranged correlations of discrete returns in cal-
endar time
In section 2, we have demonstrated that our microstructure return model
predicts that the range of the correlations of the tick-by-tick returns is con-
trolled essentially by the bounce distortion probability q (see figure 1). In
particular, if q is close to zero, then the autocorrelation Km (16) of the tick-
by-tick returns is a long-ranged (sign-alternating) function of m. In contrast,
if q is close to the critical value q0 = 1/2, the correlation of the tick-by-tick
returns becomes short ranged (as an illustration, see the upper and lower
plots in figure 1). We now show that, even for small q’s including q = 0, the
correlation of the ∆-scale returns R∆(t) (3) in calendar time is short-ranged,
as a result of the washing action of the random inter-trade intervals {τk}.
To demonstrate this result, we rewrite the ∆-scale returns in the more
convenient form
R∆(t) = Π∆(t)⊗ R(t), Π∆(t) :=
{
1, t ∈ (0,∆),
0, t /∈ (0,∆), (37)
where the symbol ⊗ represents the convolution operation. Using (23) and
(37), the correlation function of the ∆-scale returns R∆(t) is given by the
convolution
K∆(τ) := E [R∆(t)R∆(t + θ)] = K(τ)⊗ T∆(τ) =
ε2 [δ(τ) +B(τ)]⊗ T∆(τ) ,
(38)
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where
T∆(τ) :=
{
∆− |τ |, |θ| < ∆,
0, |τ | > ∆. (39)
For the numerical estimation of the function K∆(τ), we use relation
(B.17), which is directly derived from relation (38). Figure 7 shows the ratio
K∆(τ)/K∆(0), for ∆ = 1 and for different values of the bounce distortion
probability q. One can observe the short range nature of the correlations of
the ∆-scale returns in calendar time for all q values. Note the fact that the
correlations become negative before decaying to zero. The results shown in
figure 7 use the GGD (33) for the distribution f(τ) of the inter-trade inter-
vals, with ϑ = 0.8 and β = 2/3. Analogous plots for q = 0 and for different
values of ∆ are shown in figure 8.
4 Microstructure noise effect
4.1 Basic notions
The goal of this section is to show that our model provides a natural set-
up for the microstructure noise effect [1, 2, 3, 4, 5, 8]. The microstructure
noise effect refers to the following phenomenon. Let us consider the realized
volatility1, equal to
Dˆ(∆, T ) =
1
T
⌊T/∆⌋∑
k=1
R2∆(k∆) . (40)
If R∆(t) is a stationary and ergodic process, then the realized volatility (40)
converges in probability as T goes to infinity to
D(∆) :=
1
∆
E
[
R2∆(t)
]
, (41)
which is, by definition, the average volatility density over intervals of duration
∆.
The geometric Brownian motion (GBM) L(t) = D ·W (t) is the simplest
and often used first-order model of price dynamics, where W (t) is the stan-
dard Wiener process. The GBM is such that the volatility density D(∆)
does not depend on ∆ (D(∆) ≡ D), so that its estimation is in principle
independent of the time durations ∆. In addition, for GBM processes, the
1In this context, volatility is defined as the variance of the log-price increments over a
given time interval of duration ∆.
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volatility is observable as, for ∆ → 0 and for any given observation interval
of duration T = const, the realized volatility converges in probability to the
volatility density D:
Dˆ(∆, T )
P−→ D, ∆→ 0, T = const . (42)
Real financial markets depart from the ideal GBM and exhibit the mi-
crostructure noise effect, i.e., for small durations ∆ that are comparable to
the mean time interval τ¯ between subsequent trades, the realized volatil-
ity is positively biased. Mathematically, this means that D(∆) defined by
expression (41) increases as ∆ decreases.
Assertion 2 The next subsection demonstrates that the microstructure noise
effect results simply from the negative return correlations inherent in the
microstructure model proposed in the present paper.
4.2 Strength of microstructure noise effect
In order to describe quantitatively the microstructure noise effect, let us
calculate the function D(∆) defined by expression (41) in the frame of our
microstructure returns model. Due to equality (38), one has
D(∆) =
1
∆
K∆(0) = ε2
(
1 +
2
∆
∫ ∞
0
T∆(τ)B(τ)dτ
)
. (43)
Definition 3 We defined respectively by “true” and “microstructure” volatil-
ities the following limit values
Dtrue := lim
∆→∞
D(∆) , Dmicro := lim
∆→0
D(∆) . (44)
The ratio
S := Dmicro
Dtrue
(45)
defines the strength of the microstructure noise effect.
The ratio S (45) has the following intuitive economic meaning. It is equal
to the dimensionless ratio of the realized volatility D(∆) (41) at the micro
(∆→ 0) and at the macro (∆→∞) scales. This justifies that S provides a
convenient quantitative characterization of the strength of the microstructure
noise effect.
The dependence of the strength S (45) of the microstructure noise effect
with respect to the parameters of our microstructure noise model is obtained
as follows. From expressions (43), (29) and (39), we obtain
Dmicro = ε2, Dtrue = ε2[1 + B˜(0)], (46)
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so that,
S = 1
1 + B˜(0)
. (47)
In view of relation (29), one has
B˜(0) = −2(1− 2q)γ
Γ(1 + α)
∫ ∞
0
du
eu1/α + 1− 2q . (48)
Expression (47) with (48) shows that S does not depend on the shape of the
probability density function f(τ) of the inter-trade interval durations. It does
depend on the other parameters α, q, µ of the model, where α is the unob-
servable exponent of the power law correlation (12) of the auxiliary ARFIMA
process {Xk}, q is the bounce distortion probability, and µ is the exponent
of the power law describing the tail of the probability density function φ(r)
(14) of the tick-by-tick returns. While α is not directly observable, it can
be derived from the the observable exponent σ of the power law dependence
of the correlation (18) of the absolute tick-by-tick returns via the equality
σ = 2α. Figures 9-11 illustrate the dependence of the strength S(α, q, µ) of
the microstructure noise effect on these three parameters.
A further quantification of the strength of the microstructure noise effect
is obtained by introducing the generalization of the strength S (45) defined
by
S∆ := D(∆)
Dtrue
, (49)
which now depends on the interval duration ∆ over which the returns R∆(t)
are defined. Figure 12 illustrates the dependence of S∆ for α = 0.1 (σ = 0.2),
µ = 5 and for different values of the bounce distortion probability q.
5 Epps effect
5.1 Epps effect: basic notions
The microstructure return model introduced in the present paper is able
to identify the roots of the Epps effect [11, 21], as we now demonstrate.
For this, let us describe the Epps effect by using the notations introduced
above. Let us consider the instantaneous returns R1(t) and R2(t) of two
assets. Analogously to (37), the ∆-scale returns of the two assets during a
time interval of duration ∆ can be expressed with the relations
R1,∆(t) = Π∆(t)⊗R1(t), R2,∆(t) = Π∆(t)⊗R2(t) . (50)
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The Epps effect is observed on a quantity that is analogous to (41), except
that under the expectation sign the square return R2∆(t) is replaced by the
product of the two different returns R1,∆(t) and R2,∆(t)
D1,2(∆) :=
1
∆
E [R1,∆(t)R2,∆(t)] . (51)
D1,2(∆) is thus a measure of inter-dependence between the two assets.
It is convenient to introduce a normalized version of D1,2(∆) (51). For
this, we consider the simple case where the returns R1(t) and R2(t) are
statistically equivalent in the sense that D1(∆) = D2(∆) = D(∆), where
D1(∆) :=
1
∆
E
[
R21,∆(t)
]
, D2(∆) :=
1
∆
E
[
R22,∆(t)
]
. (52)
The normalized version of D1,2(∆) (51) is defined as
S1,2∆ :=
D1,2(∆)
Dtrue
, Dtrue := lim
∆→∞
D(∆). (53)
Now we are ready to formulate the Epps effect.
Definition 4 Consider two assets whose ∆-scale returns R1,∆(t) and R2,∆(t)
at scale ∆ are correlated so that the following limit is positive
lim
∆→∞
S1,2∆ > 0 . (54)
The Epps effect corresponds to the fact that S1,2∆ (53) is a monotonically
increasing function of the argument ∆, and which vanishes as ∆→ 0.
5.2 Epps effect paradox
Before explaining the Epps effect in the frame of our microstructure re-
turns model, it is illuminating to first discuss a paradox that emerges when
comparing the dependence with ∆ of the two similar functions
D(∆) =
1
∆
E
[
R21,∆(t)
]
and D1,2(∆) =
1
∆
E [R1,∆(t)R2,∆(t)] . (55)
According to the microstructure noise effect discussed in the previous section,
the first D(∆) is a decreasing function of ∆ while, according to the Epps
effect, the second D1,2(∆) is an increasing function of ∆. The paradox is
that, while R2,∆(t) may “only insignificantly” differ from R1,∆(t), replacing
one R1,∆(t) in the definition of D(∆) by R2,∆(t), i.e., changing R
2
1,∆(t) into
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R1,∆(t)R2,∆(t), change an increasing function into a decreasing function of
∆.
In order to elucidate this paradoxical bifurcation of the function D(∆)
under the change of R21,∆(t) into R1,∆(t)R2,∆(t), let us consider, analogously
to (4), the instantaneous returns
R1(t) =
∑
k
r1,k δ(t− t1,k) . (56)
This defines a singular stochastic process with infinite mean:
E
[
R21(t)
]
=∞. (57)
Consider now another instantaneous returns process
R2(t) =
∑
k
r2,k δ(t− t2,k) , (58)
and let us assume that it is only infinitesimally different from R1(t), by as-
suming that both tick-by-tick returns are identical (r2,k ≡ r1,k, ∀ k), while the
instants {t2,k} of the second return process are only infinitesimally different
from the instants {t1,k} of the first return process:
t2,k = t1,k + ζ, ∀ k . (59)
The time shift ζ 6= 0 is supposed to be infinitesimal so that we can write
R2(t) =
∑
k
rk δ(t− tk − ζ) = R1(t− ζ) , (60)
together with
R1(t) =
∑
k
rk δ(t− tk), tk := t1,k, rk := r1,k = r2,k . (61)
In this case, contrary to equality (57), and notwithstanding the “infinitesimal
difference” between R1(t) and R2(t), the following equality holds
E [R1(t)R2(t)] ≡ 0 . (62)
This suggests that the resolution of the paradox rests on the fact that the
so-called infinitesimal difference or shift of the tick-by-tick instants drasti-
cally changes the correlation between the different instantaneous returns,
“reducing infinity to zero”.
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The same conclusion holds qualitatively for ∆-scale returns defined over
a finite time interval ∆. Indeed, let us go from the instantaneous singular
returns (61), (60) to the regular returns
R1,∆(t) =
∑
k
rk Π∆(t− tk), R2,∆(t) =
∑
k
rk Π∆(t− tk − ζ), (63)
where ζ is a nonzero shift. Figure 13 shows a realizations of these two ∆-scale
return processes for ζ & ∆, where both ζ and ∆ are significantly smaller than
mean inter-trade time duration τ¯ . Although the ∆-scale returns R1,∆(t) and
R2,∆(t) are almost identical, their product is equal to zero
R1,∆(t) ·R2,∆(t) = 0 , (64)
which is in accordance with the Epps effect, suggesting that the function
D1,2(∆) (51) is vanishing at ∆→ 0.
Figure 14 shows another realization of the two ∆-scale return processes
(63) now for ζ . ∆, which implies that
R1,∆(t) · R2,∆(t) ≡ R22,∆−ζ(t) 6= 0 . (65)
Accordingly, as can be seen in figure 14, the function D1,2(∆) (51) is equal
to
D1,2(∆) ≃ 1
∆
E
[
R2∆−ζ(t)
] ≃ νε2 ∆− ζ
∆
,
∆ > ζ, ∆≪ τ¯ ,
(66)
and increases (for ∆ > ζ) with ∆ increasing, in accordance with Epps effect.
Assertion 3 In sum, the Epps effect is stipulated by the (random) shifts
between respective trades instants t1,k and t2,k of different assets. Due to
these shifts, the smaller the scale ∆ of returns R1,∆(t) and R2,∆(t), the less
likely it is that trade instants t1,k and t2,k belong to the same time interval
(t − ∆, t). As a result, the ∆-scale returns R1,∆(t) and R2,∆(t) become less
correlated, thus giving rise to the Epps effect. The quantitative description of
the Epps effect in the framework of our model of returns is considered below.
5.3 Epps effect: description in the frame of microstruc-
ture returns model
To quantify the Epps effect in our microstructure returns model, we cal-
culate the two functions D1,2(∆) (51) and S1,2∆ (53). For this, we need to
estimate the cross correlations of the instantaneous returns
K1,2(τ) := E [R1(t)R2(t+ τ)] . (67)
19
We consider the simplest model representing the inter-dependence between
R1(t) and R2(t), which reads
R1(t) := R(t), R2(t) := R(t+ ζ) , (68)
where R(t) is some instantaneous return process and ζ is some random delay
time distributed according to some known probability density function κ(τ).
If ζ is always positive, R2(t) can be said to be subordinated to R1(t) but
we do not specifically need this to hold true. We do impose however that
the inter-dependence between the two return processes is symmetric, which is
reflected into the evenness of the probability density function: κ(−τ) = κ(τ).
Using relations (68) and equality (23) for the correlation function K(τ),
we obtain
K1,2(τ) := K(τ)⊗ κ(τ) = ε2 [κ(τ) +B(τ)⊗ κ(τ)] . (69)
We can then represent the function D1,2(∆) (51) in a form analogous to
relation (43):
D1,2(∆) =
2ε2
∆
∫ ∞
0
[κ(τ) +B(τ)⊗ κ(τ)] T∆(τ)dτ . (70)
To make the analytical calculations explicit, we assume for definiteness
that the probability density function of the random delay time ζ is Gaus-
sian with zero mean and variance λ2. In our numerical calculations, we use
relation (B.18) which is equivalent to expression (70).
Figure 15 shows the dependence of the function S1,2∆ defined in (53) as
a function of ∆, clearly demonstrating the existence of the Epps effect in
the frame of our microstructure returns model. We do not present plots for
different α and q values because our calculations show that the dependence of
S1,2∆ as a function of ∆ is practically undistinguishable for different α values
and for any q > 0.
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A Statistics of tick-by-tick returns
In this appendix, we give a detailed description of our tick-by-tick mi-
crostructure return model and derive its basic statistical properties.
A.1 Statistical properties of ARFIMA process
We explore the statistical properties of the tick-by-tick returns {rk} (7),
beginning with a discussion of the correlation properties of the ARFIMA
process {Xk}.
It is known that the solution of equation (8) is
Xk = Υ
∞∑
j=0
ajuk−j, aj =
Γ(j + d)
Γ(j + 1)Γ(d)
. (A.1)
Its correlation function is equal to
ρm := E [XkXk+m] =
∞∑
j=0
ajaj+m, (A.2)
where the {aj}’s are defined in (A.1). Calculating the sum in (A.2) and
choosing the factor Υ in (A.1) such that ρ0 = 1, we obtain
ρm =
Γ(1− d)
Γ(d)
· Γ(d+m)
Γ(1− d+m) . (A.3)
Using the well-known asymptotical relation
Γ(d+m)
Γ(1− d+m) ≃ m
−α, α = 1− 2d , m≫ 1, (A.4)
we conclude that ρm is asymptotically a power law.
For fractional orders d ∈ (0, 1/2) of the difference lag equation (8), the
expansion (A.4) holds accurately even for small m values (m & 1). With
good approximation, one may thus express ρm (A.3) by
̺m :=
{
1, m = 0
̥(α) m−α, m > 1,
̥(α) :=
Γ(1+α
2
)
Γ(1−α
2
)
, α = 1− 2d. (A.5)
Figure A1 illustrates the accuracy of the power law approximation (A.5)
transposed in the main text as expression (12). One can observe a relative
error of no more than 1.4% even for m = 1.
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Moreover, it follows from expressions (A.3) that, for any m > 1,
ρm 6 ρ1(d) :=
πd
sin(πd) Γ2(d)
. (A.6)
Figure A2 shows the dependence of ρ1(d) as a function of d. For any m > 1
and d ∈ (0, 1/2), the correlation function ρm satisfies the inequality
0 6 ρm 6 1/2, m > 1, d ∈ (0, 1/2). (A.7)
A.2 Correlation of the bid-ask bounce factor Mk
The correlation of the tick-by-tick returns {rk} is significantly influenced
by the correlation Cm := E [Mk Mk+m] of the bid-ask bounce factor Mk
defined by expression (10). Using the fact that
(−1)ξk+ξk+m ≡ (−1)δξ(k,m), δξ(k,m) := ξk+m − ξk =
k+m∑
s=k
ιs , (A.8)
we obtain
Cm = E
[
(−1)δξ(k,m)] . (A.9)
Assuming that the sequence {ιs} consists of iid random Bernoulli integers,
equal to one with probability p and zero with probability q = 1 − p, this
implies that δξ(k,m) is, for a given m, a Binomial variable such that
Pr{δξ(k,m) = s} =
(
m
s
)
psqm−s, s = 0, 1, . . . , m. (A.10)
Accordingly, the correlation Cm is equal to
Cm = (2q − 1)m , (A.11)
which may be rewritten in the form (13).
A.3 Statistics of the denominator Hk in expression (7)
The iid positive random variables{Hk} have been introduced in the defi-
nition of our microstructure return process in order to adjust the statistical
properties of the tick-by-tick returns (7) to those of the empirical tick-by-tick
returns.
In order to determine what should be their distribution ϕ(η), we rewrite
equality (7) in the more convenient for our subsequent analysis:
rk = Yk/Hk, Yk = XkMk. (A.12)
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From the structure ofMk’s, we conclude that the probability density function
of each numerator Yk is, like Xk, possess by Gaussian probability density
function ψ(y) with zero mean and unit variance.
We specify the probability density function ϕ(η) of the Hk’s so that the
distribution of tick-by-tick returns is a fat-tail distribution similar to the
empirical returns (see, for instance, [7, 8]) of the form
φ(r) ∼ |r|−µ−1, r → ±∞. (A.13)
Thus, we need in probability density function φ(r) of tick-by-tick returns
{rk} (A.12), possessing by the same power tail. We suggest below that µ > θ
in order for the moments
εθ := E
[
H−θk
]
<∞ (A.14)
of given order θ > 0 to remain finite.
One can prove rigorously that a sufficient condition for the probability
density function
φ(r) =
∫ ∞
0
ϕ(η)ψ(rη)ηdη (A.15)
of the tick-by-tick returns {rk} (A.12) to possess a power law (A.13) is
ϕ(η) = ηµ−1Φ(η), η > 0, (A.16)
where Φ(η) is nonnegative continuous function, positive at η = 0 (Φ(0) > 0),
and decaying, at η → ∞, faster than η−µ. A convenient candidate for ϕ(η)
is
ϕ(η) =
2bµ
2µ/2Γ(µ/2)
ηµ−1 exp
(
−b
2η2
2
)
. (A.17)
In this case, the probability density function φ(r) of the tick-by-tick returns
is equal to the Student distribution (14). Correspondingly, the moments εθ
(A.14) are given by the expression
εθ =
bθ Γ
(
µ−θ
2
)
2θ/2
√
π Γ
(
µ
2
) . (A.18)
A.4 Calculation of the correlation of absolute values
of returns
In order to calculate the autocorrelation function (17) of the absolute
values of returns, notice that |rk|θ = |Xk|θ /Hθk , as it follows from (A.12).
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Accordingly, one has
E
[|rk|θ |rk+m|θ] =
{
ε2θ F(θ, 1), m = 0,
ε2θ F(θ, ρm), m > 0,
E2
[|rk|θ] = ε2θF(θ, 0),
(A.19)
where εθ is given by (A.18), while
F(θ, ρm) := E
[|Xk|θ|Xk+m|θ] ,
F(θ, 1) = 2
θ
√
π
Γ
(
1
2
+ θ
)
, F(θ, 0) = 2
θ
π
Γ2
(
1 + θ
2
)
.
(A.20)
After substitution (A.19) into (17), we obtain
Am(θ) =

1, ρ = 1,
ε2θ F˜(θ, ρm)
ε2θF(θ, 1)− ε2θF(θ, 0)
, ρ < 1,
(A.21)
where
F˜(θ, ρ) := F(θ, ρ)−F(θ, 0). (A.22)
To calculate the function F(θ, ρ), we take into account that the joint
probability density function of the Gaussian variables Xk and Xk+m is equal
to
ψ(x1, x2; ρm) =
1
2π
√
1− ρ2m
exp
(
−x
2
1 + x
2
2 − 2ρmx1x2
2(1− ρ2m)
)
, (A.23)
and we obtain
F(θ, ρ) = Γ(1 + θ)
π
(
1− ρ2) 12+θ×∫ pi/2
0
(
1
(1 + ρ sin u)1+θ
+
1
(1− ρ sin u)1+θ
)
sinθu du.
(A.24)
In particular, for θ = 1, one has
F(1, ρ) = 2
π
[√
1− ρ2 + ρ arcsin ρ
]
. (A.25)
The correlation ρm in its attainable range (A.7) is well approximated
by the first nonzero term of the Taylor expansion with respect to ρ of the
function F˜(θ, ρ) (A.22), (A.24), which is given by
G(θ, ρ) = gθ ρ2, gθ :=
Γ
(
1+θ
2
)
Γ(θ)√
π Γ
(
θ
2
) θ2. (A.26)
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The accuracy of the above quadratic approximation is illustrated in figures A3
and A4. In particular, figure A3 shows that the quadratic approximation
G(θ, ρ) (A.26) and the function F˜(θ, ρ) (A.22) are almost indistinguishable.
Figure A4 plots the ratio of these two functions in order to provide a quanti-
tive estimate of the relative errors. In the worst case for θ = 0.5 and ρ = 0.5,
we observe a maximum 5% relative error.
Replacing in (A.21) the function F˜(θ, ρm) by its quadratic approximation
(A.26), we obtain
A(θ, ρ) =

1, m = 0,
gθ ε
2
θ
ε2θ F(θ, 1)− ε2θ F(θ, 0)
ρ2, m > 1 .
(A.27)
Substituting in (A.27) the power law approximation (12) of the autocorre-
lation function ρm in place of the variable ρ, we obtain the power law (18),
where the factor χ is given by
χ := ̥2
(σ
2
) gθ ε2θ
ε2θ F(θ, 1)− ε2θ F(θ, 0)
. (A.28)
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B Statistical description of instantaneous re-
turns
B.1 Correlation function of instantaneous returns
We outline in this subsection one of the possible derivations of relation
(21) for the continuous part B(τ) of the correlation function K(τ) (20) of
the instantaneous returns R(t) (4).
Notice, first of all, that
νε2B(τ) ≡ K(τ) ∀τ 6= 0. (B.1)
Using definition (4) together with the ordering rule (5) of the trade instants
{tk}, we rewrite relation (B.1) in the form
K(τ) = ε2
∞∑
m=1
Bm E
[∑
k
δ(t− tk)δ(t− tk+m + τ)
]
, ∀τ > 0, (B.2)
where {Bm} are the correlations (16) of the tick-by-tick returns. We keep in
mind that, within the assumptions of our microstructure return model, the
sequences {rk} and {tk} are mutually statistically independent. In view of
identity (B.1), we rewrite (B.2) in the form
νB(τ) ≡
∞∑
m=1
Bm E
[∑
k
δ(t− tk)δ(t− tk+m + τ)
]
, ∀τ > 0. (B.3)
Applying the linear operator
Lˆ := 1
T
∫ T
0
. . . dt (B.4)
to both sides of equality (B.3) and using the commutativity between linear
operations and statistical expectations, we obtain
νB(τ) ≡
∞∑
m=1
Bm E
 1
T
∫ T
0
N(T )∑
k=1
δ(t− tk)δ(t− tk+m + τ)dt
 , ∀τ > 0,
(B.5)
where N(T ) is the random number of instants {tk} belonging to the time
interval t ∈ (0, T ). After integration, one has
νB(τ) ≡
∞∑
m=1
Bm E
 1
T
N(T )∑
k=1
δ(tk − tk+m + τ)dt
 , ∀τ > 0 . (B.6)
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Consider the limit of the last relation for T → ∞. Using the Law of
Large Numbers, one may replace, at T → ∞, the random number N(T ) by
its expected value E [N(T )] = νT . This yields
νB(τ) ≡
∞∑
m=1
Bm lim
T→∞
νT
T
E [δ(τ − τk,m)] , ∀τ > 0, (B.7)
where we have used notation (6). Using the fact that the expectation in (B.7)
gives by definition the probability density function of the random interval
τk,m, fm(τ) := E [δ(τ − τk,m)], we finally obtain
B(τ) ≡
∞∑
m=1
Bmfm(τ) ∀τ > 0 . (B.8)
Taking into account the evenness of the correlation functions Bm’s, we obtain
relation (21).
B.2 Laplace images of some generalized gamma distri-
butions
We present analytical expressions of the Laplace images of generalized
gamma distributions.
In the case β = 1/2, one has
fˆ(s) = gˆ1/2
(
s
λ1/2(ϑ)
;ϑ
)
, λ1/2(ϑ) = 2ϑ(1 + 2ϑ), (B.9)
and
gˆ1/2(s;ϑ) =
1
2Γ(2ϑ)sϑ
1∑
k=0
(−1)k
s
k
2
Γ
(
ϑ+
k
2
)
Φ
(
k
2
+ ϑ,
2k + 1
2
,
1
4s
)
.
(B.10)
Here Φ(a, b, z) is the Kummer function (confluent hypergeometric function).
In the case β = 1/3, one has
fˆ(s) = gˆ1/3
(
s
λ1/3(ϑ)
;ϑ
)
, λ1/3(ϑ) = 3ϑ(1 + 3ϑ)(2 + 3ϑ), (B.11)
and
gˆ1/3(s;ϑ) =
1
6Γ(3ϑ)sϑ
2∑
k=0
(−1)k
s
k
3
2
(k+1)(2−k)
2 Γ
(
ϑ+
k
3
)
×
1H2
(
ϑ+
k
3
;
(2k + 1)2 + 7
24
,
41− (2k − 5)2
24
;− 1
27s
)
.
(B.12)
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Here PHQ(a; b; z) is the generalized hypergeometric series, while a and b are,
correspondingly, vectors of lengths P and Q.
An analogous analytical expression for the Laplace image fˆ(s) of the
probability density function f(τ) taking the form of the generalized gamma
distribution with β = 2/3 is given by
fˆ(s) = gˆ2/3
(
s
λ2/3(ϑ)
;ϑ
)
, λ2/3(ϑ) =
Γ(3(ϑ+ 1)/2)
Γ(3ϑ/2)
, (B.13)
and
gˆ2/3(s;ϑ) =
1
3Γ(3ϑ/2)sϑ
2∑
k=0
(−1)k
s
2k
3
2
(k+1)(2−k)
2 Γ
(
ϑ+
2k
3
)
×
2H2
(
ϑ
2
+ a1(k),
ϑ
2
+ a2(k);
(2k + 1)2 + 7
24
,
41− (2k − 5)2
24
;− 4
27s2
)
,
a1(k) :=
(6k − 5)2 + 47
144
, a2(k) :=
k(13− 3k)
12
.
(B.14)
B.3 Spectral representations of the expectations of quadratic
returns
In the numerical calculations of the correlation functions of returns, we
use relations that express the correlation functions through the corresponding
power spectra. For instance, we calculate the continuous part B(τ) of the
correlation function K(τ) of the instantaneous returns R(t) by using the
inverse Fourier transform
B(τ) =
1
π
∫ ∞
0
B˜(ω) cos(ωτ)dω. (B.15)
Analogously, using the fact that the spectrum K˜∆(ω) of the correlation func-
tion K∆(τ) (38) is given by
K˜∆(ω) = ε2 A˜(ω) T˜∆(ω) =
ε2
2π
T˜∆(ω)
[
1 + B˜(ω)
]
,
T˜∆(ω) := 2
∫ ∞
0
T∆(τ) cos(ωτ)dτ = 4
ω2
sin2
(
ω∆
2
)
,
(B.16)
we obtain the following relation
K∆(τ) =
ε2
π
∫ ∞
0
T˜∆(ω)
[
1 + B˜(ω)
]
cos(ωτ)dω , (B.17)
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which is convenient for numerical calculations. Similarly, we have used in
our numerical calculations the relation
D1,2(∆) =
1
π∆
∫ ∞
0
[
1 + B˜(ω)
]
κ˜(ω)T˜∆(ω)dω, (B.18)
which is equivalent to relation (70), where T˜∆(ω) is defined in (B.16), while
κ˜(ω) = 2
∫ ∞
0
κ(τ) cos(ωτ)dτ = exp
(
−ω
2λ2
2
)
. (B.19)
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Fig. 1: Plots of the tick-by-tick returns correlation function Km, for
α = 0.1, µ = 4 and q = 0.1; 0.2; 0.3 (top to bottom).
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Fig. 2: Exact dependence of the autocorrelation functionAm(θ) (17),
for µ = 4, σ = 0.2 and θ = 0.5; 1; 1.5, illustrating the high accuracy
of the approximate power law (18) qualified as a straight line in this
log-log plot.
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Fig. 3: Dependence as a function of θ of the normalized correlation
function (19) for different values of the exponent µ of the Student
distribution φ(r) (14).
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Fig. 4: Representation along the time axis of the time sequences
{tk} of trades with tk =
∑k
i=1 τi, where the inter-trade intervals
τi’s are drawn from the Weibull distribution with shape parameters
β = 0.5; 1; 2 (top to bottom). The corresponding values of the scaling
parameter λw(β) are given by expression (32). The value β = 1 corre-
sponds to pure Poisson memoryless sequences {tk}. For β = 0.5, one
can observe some events clustering. In contrast, for β = 2, the time
sequence is more regular, akin to quasi-periodic.
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Fig. 5: Survival functions of the Weibull distribution (31) for β = 0.8
(lower curve) and of the generalized gamma distribution (34), for the
same ϑ = 0.8 and for β = 1/3, 1/2 and β = 2/3 (first, second and
third curves from top at the right).
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Fig. 6: Comparison of the function B˜(ω) (29) (top curve) obtained
for a Poissonian statistics of the tick-by-tick times {tk} (36) to the
two functions B˜(ω) for the GGDs for β = 1/2; 2/3 (first and second
curves from bottom), for the same ϑ = 0.8. The other parameters are
α = 0.1, µ = 4 and q = 0.1.
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Fig. 7: Normalized correlation function K∆(τ)/K∆(0) of the ∆-
scale returns R∆(t) in calendar time, for ∆ = 1 and q = 0; 0.1; 0.2; 0.3
(bottom to top). The other parameters are α = 0.1, µ = 4, ϑ =
0.8 and β = 2/3. It is clearly seen that, regardless of the value of
the bounce distortion probability q (q < 0.5), the returns R∆(t) in
calendar time are negatively short-ranged correlated for τ > 1.
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Fig. 8: Same as figure 7 for different values of ∆. Left panel: ∆ =
1; 2; 3 (left to right) and q = 0. Right panel: ∆ = 1; 2; 3 and q = 0,
depicted in the calendar time scaled to ∆.
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Fig. 9: Dependence of the microstructure noise strength S as a func-
tion of the exponent α, the exponent of the power law correlation (12)
of the auxiliary ARFIMA process {Xk}. Here, µ = 4. Top to bottom:
q = 0; 0.1; 0.2; 0.3; 0.4; 0.5
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Fig. 10: Dependence of the microstructure noise strength S as a
function of the bounce distortion probability q, for µ = 5. Top to
bottom: α = 0; 0.1; 0.2; 0.3; 0.4; 0.5
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Fig. 11: Dependence of the microstructure noise strength S as a
function of the exponent µ, the exponent of the power law describing
the tail of the probability density function φ(r) (14) of the tick-by-tick
returns. Here, α = 0.2. Top to bottom: q = 0; 0.1; 0.2; 0.3; 0.4; 0.5
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Fig. 12: Dependence of the generalized strength S∆ defined by (49)
of the microstructure noise effect as a function of the interval duration
∆ over which the returns R∆(t) are defined, for α = 0.1 (σ = 0.2),
µ = 5 and for q = 0; 0.1; 0.2; 0.3; 0.4 (top to bottom).
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Fig. 13: A realization of the ∆-scale returns R1,∆(t) and R2,∆(t)
(bold and thin lines correspondingly) for ∆ < ζ, so that identity (64)
is true.
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Fig. 14: A realization of the ∆-scale returns R1,∆(t) and R2,∆(t) for
∆ > ζ, so that equality (66) holds.
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Fig. 15: Demonstration of the Epps effect in our microstructure
model with the dependence of the function S1,2∆ defined in (53) as a
function of ∆, for α = 0.1 (σ = 0.2), µ = 4 and q = 0. Top to bottom:
λ = 1; 2; 3.
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Fig. A1: d-dependence of the ratio ρm/̺m of the correlation function
ρm and its power law approximation ̺m for d ∈ (0, 0.5), illustrating
the uniform accuracy of the approximation (12).
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Fig. A2: Dependence of ρ1(d) defined in (A.6) as a function of d.
48
−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
ρ
F˜
(θ
,ρ
);
G
(θ
,ρ
)
Fig. A3: Comparisons of the function F˜(θ, ρ) (A.22) with its quadratic
approximation G(θ, ρ) (A.26) as a function of ρ. Bottom to top:
θ = 0.5; 1; 1.5. For each θ, the two functions are almost indistin-
guishable.
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Fig. A4: Ratio of the function F˜(θ, ρ) and its quadratic approxi-
mation G(θ, ρ) as a function of ρ, for all possible ρm (m > 0) values
as given by condition (A.7), illustrating the accuracy of quadratic ap-
proximation (A.26). Top to bottom: θ = 0.5; 1; 1.5.
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