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We propose a method for computing the range of the optimal decisions when the utility
function runs through a class U. The class U has constraints on the values and the shape
of the utility functions. A discretization method enables to easily approximate the optimal
decision associated with a particular utility function u 2 U. The range of optimal decisions
is computed by a Monte Carlo optimization method. An example is provided with numer-
ical results.
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In many practical situations, we have to deal with making decisions under uncertainty. Examples include decision making
in natural resource management (choosing the amount of trees or ﬁshes to remove, choosing the height of a dam to prevent
ﬂood damage), in medicine (choosing a dose of a medical treatment which balances between efﬁciency and toxicity effects),
etc.
Bayesian decision theory provides a framework for making decision under uncertainty. The elements of a Bayesian deci-
sion analysis are: an available decision d in a set of decisions D, a state of nature (or parameter) h in a set H, a prior distri-
bution p on H, an observation x with density ph and an utility function Uðh; dÞ. The prior distribution p represents the prior
knowledge on the parameter h. This prior knowledge is updated by Bayes’s theorem to provide the posterior distribution.
Thus, the posterior distribution combines the prior information ðpÞ with the information provided by the observation. The
utility function U is a function from DH to R. It quantiﬁes the utility of choosing the decision d when the value of the
parameter is h: choosing d1 when the value of the parameter is h1 is preferred to choosing d2 when the value of the parameter
is h2 if and only if Uðh1; d1Þ > Uðh2; d2Þ. Sometimes, a loss function is used instead of a utility function; the two approaches are
equivalent as the loss can be deﬁned as the opposite of the utility. For an account on Bayesian decision theory, we refer the
reader to [1–3]. To be concrete, let us consider the following example.
Example 1. Suppose we have to choose the height d of a dam. Let x ¼ ðx1; . . . ; xnÞ be some previous peak water levels with
density phðxÞ. The distribution of the peak water levels is determined by h and the posterior px represents the updated
information on h. The number Uðd; hÞ quantiﬁes the utility of constructing a dam d meters high when the value of the
parameter is h.
According to Bayesian decision theory, an optimal decision (also called a Bayes action or a Bayes alternative) is any deci-
sion d which maximizes the posterior expected utility. In other words, a decision dU is optimal if. All rights reserved.
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H
Uðh; dUÞpxðdhÞ ¼ sup
d2D
Z
H
Uðh; dÞpxðdhÞ: ð1:1ÞThe elicitation of the prior distribution is a difﬁcult task as well as the elicitation of the utility function. In practice, many
prior distributions and many utility functions can approximately ﬁt the prior knowledge and the preferences of the decision
maker. Thus, it is of interest to know whether any two candidates for the prior distribution or/and the utility function yield
nearly equivalent decisions or, on the contrary, very different ones. This is the concern of Bayesian robustness. In global
robustness (a special kind of Bayesian robustness), the (single) prior and/or utility is replaced by a class of priors and/or util-
ities. The sensitivity of the analysis is then measured by the range of posterior quantities when the prior and/or the utility
run through the class. For an account on the theory, we refer the reader to [4,5] and the references therein.
In this paper, we are interested in global robustness with respect to (w.r.t.) the utility function. Papers on utility robust-
ness are rare compared with the large literature on prior robustness. References can be found in the works cited above. Sev-
eral measures of robustness have been considered to investigate the sensitivity of the analysis w.r.t. the utility. Examples of
such measures can be found in [1,6–9]. From a computational point of view, a challenging measure is the range of optimal
decisions when the utility function ranges over a set U. Assume D  R and setdþU ¼ sup
U2U
dþU and d

U ¼ infU2Ud

U ; ð1:2Þwhere dþU and d

U are, respectively, the largest and the lowest optimal decision deﬁned by (1.1) if the utility is U (note that the
optimal decisions associated with U need not to be unique in general). This measure has been considered by some authors
but the computation of dþU and d

U has been achieved only for particular classes of utilities. In [10,11] classes with bounded
derivatives w.r.t. the decision d are considered. For such classes, it can be proved that dþU and d

U are the optimal decisions for
two particular utility functions explicitly known, hence an easy computation of dþU and d

U. By the same way, d
þ
U and d

U could
be easily computed for parametric classes of utility functions of the type fUw;w 2Wg at least when the dimension ofW is
not too high. These classes are computationally convenient but do not ﬁt exactly the information provided by the usual
assessment methods as it is shown in Section 2.
Some authors are interested in computing the nondominated set instead of the Bayes actions set. In [12], situations where
the nondominated set coincides with ½dU; dþU are given (this is true, in particular, when the utilities are strictly concave func-
tions of d).
It is worth pointing out that stochastic optimization techniques were not fully exploited in Bayesian global robustness.
Truly, classical classes of priors like e-contamination neighborhoods [13] or interval of measures [14] provide to some extend
explicit solutions for the optimization problems involved. More recently, optimizations techniques such as simulated
annealing or Monte Carlo algorithms are used in the context of imprecise probabilities [15–17].
We provide in this paper a method for solving optimization problems of the form (1.2). The class of utility functions have
constraints both on values and shape (or derivatives). We emphasize that these two kinds of constraints are antagonistic
from an optimization point of view. We use a simulated annealing algorithm for computing the largest and lowest optimal
decisions. The advantage of using Monte Carlo optimization methods lies in the fact that the constraints can be easily in-
cluded in the proposal distribution.
In Section 2, we brieﬂy review the construction of a utility function from a usual assessment method and show that such a
construction yields a class U of utility functions (with particular constraints) rather than a single utility function. Section 3
presents a discretization method that enables to approximate the optimal decision for a given utility function u 2 Uwith few
numerical computations. Some results on the accuracy of the approximations are also given. In Section 4, we use the results
of Section 3 to solve (1.2) by a Monte Carlo optimization method. Every section is illustrated by an example with numerical
computations. Auxiliary results and proofs (except for Proposition 4) are gathered in Section 5. Section 6 contains a short
discussion.
2. Construction of an utility function
Let us give a brief exposition of the construction of a utility function U. Each pair ðh; dÞ is associated with a random con-
sequence Rwhose distribution nh;d depends on ðh; dÞ. For instance, in Example 1, we can set R ¼ d H where the random var-
iable H represents the peak water level for the next year. Let R be the set of consequences and assume that there exists a
function u on R such that uðrÞ is the utility of r. Following [1], U can be constructed as follows:Uðh; dÞ ¼
Z
R
uðrÞnh;dðdrÞ: ð2:1ÞThe choice of u is not straightforward. Its assessment is done by several comparisons between sure consequences r and ran-
dom consequences of the form ahr1i þ ð1 aÞhr2i where ahr1i þ ð1 aÞhr2i is a random variable that takes the value r1 with
probability a and r2 with probability 1 a, r1; r2 2 R and 0 6 a 6 1. A ﬁnite number of values of u can be ﬁxed in the follow-
ing way. Assume that r and r are, respectively, the worst and the best possible consequences in R. Set arbitrarily uðrÞ ¼ 0
and uðrÞ ¼ 1 (the utility values are not crucial from a theoretical point of view). If the decision maker is able to provide a
number a 2 ½0;1 such that the sure consequence r is equivalent to the random consequence ahri þ ð1 aÞhri, then by def-
inition of u, it happens that
Table 1
Lower and upper bounds (ai and bi) for the utility uðriÞ of Example 1
rk 1 0.5 0.25 0 0.5 1
ak 0 0.1 0.6 1 0.6 0.4
bk 0 0.3 0.9 1 0.8 0.6
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A complete description of the construction of u can be found in Chapter 2 of [1] and in [18].
In practice, such a number a cannot be known exactly and it is more realistic to assume that it can only be bounded in an
interval. Thus, instead of a single utility function u, the utility assessment method only provides us with a classV of utility
functions of the formV ¼ fu : R! R : ak 6 uðrkÞ 6 bk; k ¼ 1; . . . ;Kg;
where ai and bi are known numbers. In addition to the constraints on the value of u on a ﬁnite set of consequences, some
information on the regularity or/and the shape of u is usually known. For instance, when r is a monetary reward, it is well
known that a risk averse decision maker (i.e. a decision maker who prefers a sure reward rather than a random one with the
same expectation) has a concave utility function. Denote by S the class of continuous functions u (from R to R) with some
given constraints on shape (increasing, unimodal, concave, etc.). The complete information on the function u is described by
the classU ¼V \S. To shorten notation, we use the same letterU for the class of functions U (Section 1) and for the class of
functions u (Section 2).
Example 1 (Cont.). Deﬁne the consequence associated with ðh; dÞ by R ¼ d H where H is the peak water level of a potential
ﬂood. Note that R is a random variable as H is randomwith density depending on h. For simplicity, assume that the peak level
H is bounded by 1 and take D ¼ ½0;1 and R ¼ ½1;1. For constructing u, we need to provide an interval ½ai; bi of possible
values of uðriÞ on a ﬁnite subset fr1; . . . ; rKg  R. It is proper to set uð0Þ ¼ 1 (best consequence) and uð1Þ ¼ 0 (worst
consequence). Note that negative consequences correspond to ﬂoods. Taking into account that it is believed that a low ﬂood
ðr ¼ 0:25Þ is not very crucial compared with a moderate ﬂood ðr ¼ 0:5Þ, we obtain the values given in Table 1. In addition,
it is reasonable to impose that u is continuous, increasing on ½1;0, decreasing on ½0;1 with a unique mode at 0. This
completes the construction of U.
From now on we make the assumption that the consequence R is of the form R ¼ d Y where Y is a random variable
whose distribution nh depends on h but not on d. Denote by Y the set of values of Y. Note that this assumption is appropriate
in many real life situations like those given at the beginning of the paper. It is also interesting to remark that no assumption
is required onH. In particular, the prior and the posterior distributions can be very complicated and multidimensional like in
practical hierarchical models for example. Thus, (2.1) reduces toUðh; dÞ ¼
Z
Y
uðd yÞnhðdyÞ;and, by (1.1), optimal decisions are maximizers ofZ
H
Z
Y
uðd yÞnhðdyÞpxðdhÞ ¼
Z
Y
uðd yÞlðdyÞ;where l is the marginal distribution of Y deﬁned bylðAÞ ¼
Z
H
Z
A
nhðdyÞ pxðdhÞ: ð2:2ÞWe assume throughout the paper that such a distribution l does exist.3. The discretization method
Let us recall the technical assumptions of the previous sections.
ðH1Þ U ¼V \S is made up of continuous functions fromD into Rwith constraints on values ðVÞ and constraints on shape
ðSÞ.
ðH2Þ The random consequence of choosing d 2 D is of the form R ¼ d Y where Y is a random variable with a distribution nh
independent of d.
If, for all u 2 U, we letulðdÞ ¼
Z
Y
uðd yÞlðdyÞ; ð3:1Þ
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MðuÞ ¼ fd 2 D;ulðdÞ ¼ sup
t2D
ulðtÞg:It is worth pointing out that, in addition to the decision problems described in Section 2, (3.1) corresponds to a large class of
problems in Bayesian analysis including, for example, estimation problems (y is the parameter and l the posterior distribu-
tion) or prediction problems (if y is the quantity to predict and l is the predictive distribution).
The numerical problem is the following: we have to computedU ¼ infu2Ud

u ;where du ¼ infMðuÞ. The problem for dþU is similar. Our strategy consists in running a stochastic exploration ofUwith attrac-
tions around functions u associated with low value of du . At ﬁrst sight, this is nearly impossible for several reasons:
 U is an inﬁnite dimensional space,
 the computation of du is needed for many candidates u, consequently numerical results have to be rapidly achieved,
 the constraints of U must be fulﬁlled.
We solve these problems as follows. First U is approximated by a ﬁnite dimensional space Uj by means of a ﬁrst discret-
ization of u. Then, for each u 2 Uj, a second discretization enables fast computations of du . Finally, the exploration of Uj is
running by means of a simulated annealing algorithm: the proposal distribution ensures that the constraints on u are ful-
ﬁlled and the acceptance probability guarantees the attraction of the chain at low values of du .
From now on, we assume that D, Y andR are compact intervals of R (the non-compact case is discussed below). For sim-
plicity, we make the following assumption:
ðH3Þ D ¼ Y ¼ ½0;1 and R ¼ ½1;1.
Thus, U is made up of continuous functions from ½1;1 to R. Let j be a positive integer. For l 2 Z, deﬁne the function
Fl : R! R such that FlðtÞ ¼ 0 if t 6 ðl 1Þ=j, FlðtÞ ¼ ðt  ðl 1Þ=jÞ for t 2 ½ðl 1Þ=j; l=j and FlðtÞ ¼ 1=j for t P l=j. Thus, Fl is
continuous, constant outside Il ¼ðl 1Þ=j; l=j and linear with slope 1 on Il. By construction, Uj is made up of functions
uc 2 U of the formuc ¼
Xj
l¼j
clFl; ð3:2Þwhere c ¼ ðcj; . . . ; cjÞ 2 R2jþ1. Note that uc is continuous, linear on Il with slope cl on Il for j < l 6 j and that ucð1Þ ¼ cj=j.
For all u 2 U, take uj 2 Uj such that ujðl=jÞ ¼ uðl=jÞ for all l 2 fj; . . . ; jg. The function uj can be viewed as an approximation of
u. In the sequel, an element of Uj will be denoted by uc, uj or simply u according to the context.
Proposition 2. Under H1—H3, for all u 2 U such that MðuÞ ¼ fdug, there exists a sequence ðujÞ with uj 2 Uj such that tj ! du as
j !1 where tj 2 MðujÞ. Furthermore, for j large enough, tj is the unique maximizer of uj (in other words, MðujÞ ¼ ftjg).
Proposition 2 shows that a maximizer du of ul for u 2 U can be approximated by a maximizer of some uj 2 Uj when du is
the unique maximizer ul. Without the uniqueness condition, it is only possible to prove that tj is in any neighborhood of
MðuÞ when j is large enough. We believe that this condition is not crucial in practice as the class U is usually large enough
so that any maximizer du 2 MðuÞ can be approximated by a (unique) maximizer d0u such that fd0ug ¼ Mðu0Þ for some u0 2 U.
Unfortunately, this seems to be difﬁcult to prove in a general setting.
According to Proposition 2, infu2Uj d

u approximates to d

U. Let us ﬁrst ﬁnd the zeros of Du
l
c for uc of the form (3.2), where D
denotes the derivation operator. It is required that
ðH4Þ l has a density /l with respect to the Lebesgue measure on ½0;1.
Then, by Proposition 12 and H4, we have thatulc ðdÞ ¼
Xj
l¼j
cl
Z 1
0
Flðd yÞlðdyÞ;
Dulc ðdÞ ¼
Xj
l¼j
cl
Z 1
0
1Il ðd yÞlðdyÞ ð3:3Þfor all d 2 D, where 1Il denotes the indicator function of Il. For all t 2 R, deﬁneUlðtÞ ¼
Z t
0
lðdyÞ:
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Xj
l¼j
cl U
l d l 1
j
 
 Ul d l
j
  
: ð3:4ÞNow let us proceed to a second discretization to approximate Ul by settingUlj ¼
Xj
l¼1
llFl ð3:5Þwith ll such that U
lðl=jÞ ¼ Ulj ðl=jÞ for all l 2 f0=j; . . . ; j=jg. As ll is the slope of Ulj on Il, it is easily seen thatll ¼ j½Ulðl=jÞ  Ulððl 1Þ=jÞ:
Proposition 3 below enables to control the accuracy of the approximation of Ul by Ulj . For uc 2 Uj, let dDulc be the approxi-
mation of Dulc deﬁned by replacing U
l by Ulj in (3.4). For all g > 0 and a function f, setxðf ; gÞ ¼ sup
jtt0 j<g
jf ðtÞ  f ðt0Þj:Proposition 3. Under H1—H4, for all uc 2 Uj, we havesup
d2½1;1
jDulc ðdÞ  dDulc ðdÞj 6 ð2þ 1=jÞxð/l;2=jÞ max
l2fj;...;jg
jclj:Note that this result suggests to consider an additional assumption of the form
H0. There exists B > 0 such that juðtÞ  uðt0Þj 6 Bjt  t0j for all u 2 U and all t; t0 2 ½1;þ1.
As mentioned at the end of the paper in Example 1, such an assumption is realistic and is needed in practice to discard
some utilities with strong variations. Under H0 and the assumptions of Proposition 3, maxl2fj;...;jgjclj 6 B, and if /l is continous
on ½0;1, xð/l;2=jÞ ! 0 as j !1 and we havesup
uc2Uj
sup
d2½1;1
jDulc ðdÞ  dDulc ðdÞj ! 0; as j !1:
Proposition 4. Under H1—H4, for all uc 2 Uj, we havedDulc ¼X2j
l¼j
alðcÞFl;where alðcÞ ¼
Pj
i¼jDi;lci and Di;l ¼ lliþ11½i;iþj1ðlÞ  lli1½iþ1;iþjðlÞ.
Propositions 3 and 4 enable to approximate numerically the solution of Dulc ðdÞ ¼ 0 for any c 2 R2jþ1. Actually, Dulc is
approximated by dDulc , a piecewise linear function on ½1;1 with slope alðcÞ on Il ðj < l 6 jÞ and initial value
ucð1Þ ¼ cj. If we note that alðcÞ is simply a linear function of c, we realize that a fast computation of the zeros of dDulc is
now possible.
Proof. Note that, from (3.5) and Lemma 5, we have thatUlj d
i 1
j
 
 Ulj d
i
j
 
¼
Xj
l¼1
llFl d
i 1
j
 

Xj
l¼1
llFl d
i
j
 
¼
Xj
l¼1
llFlþi1ðdÞ 
Xj
l¼1
llFlþiðdÞ
¼
Xiþj1
l¼i
lliþ1FlðdÞ 
Xiþj
l¼iþ1
lliFlðdÞ ¼
X2j
l¼j
Di;lFlðdÞ:Thus, from (3.4) and the deﬁnition of dDulc , we conclude that
dDulc ðdÞ ¼Xj
i¼j
ci U
l
j d
i 1
j
 
 Ulj d
i
j
  
¼
X2j
l¼j
Xj
i¼j
ciDi;l
" #
FlðdÞ: The proof of Lemma 5 is left to the reader.
Lemma 5. For all l and i in Z and all d 2 R, we haveFlðd i=jÞ ¼ FlþiðdÞ:
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the lowest global maximum of ulc . For doing this, we need to compare u
l
c ð0Þ, ulc ð1Þ and ulc ðdÞ for all d 2 ZðcÞ. Proposition 7
enables to compute rapidly these numbers. For all t 2 R, deﬁneWlðtÞ ¼
Z t
0
ylðdyÞand approximate again Wl by Wlj by setting:Wlj ¼
Xj
l¼1
WlFl ð3:6Þin such a way that Wlðl=jÞ ¼ Wlj ðl=jÞ for all l 2 f0; . . . ; jg (that is Wl ¼ j½Wlðl=jÞ Wlððl 1Þ=jÞ). Recall thatulc ðdÞ ¼
Xj
l¼j
clIlðdÞ;whereIlðdÞ ¼
Z 1
0
Flðd yÞlðdyÞ:From the deﬁnition of Fl, it is easily seen thatIlðdÞ ¼ d l 1j
 
Ul d l 1
j
 
 Ul d l
j
  
 Wl d l 1
j
 
Wl d l
j
  
þ 1
j
Ul d l
j
 
: ð3:7ÞDeﬁne bIl by replacing Ul and Wl by Ulj and Wlj , respectively, in the deﬁnition of Il and let
culc ðdÞ ¼Xj
l¼j
clbIl:Proposition 6. Under H1—H4, for all uc 2 Uj (deﬁned by (3.2)) and all d 2 D, we havesup
d2½0;1
julc ðdÞ culc ðdÞj 6 ð2þ 1=jÞBj max
l2fj;...;jg
jclj;where Bj ¼ ð2xð/l;2=jÞ þ 2xðwl;2=jÞ þmaxl2fj;...;jglðIlÞÞ and wlðyÞ ¼ y/lðyÞ for all y 2 ½0;1.
Thus, if in addition it is assumed that H0 is fulﬁlled and that /l is continuous on ½0;1, we deduce from Proposition 6 thatsup
uc2Uj
sup
d2½0;1
julc ðdÞ culc ðdÞj ! 0
as j !1.
Proposition 6 shows that u^c approximates to uc. In Proposition 7, we derive an interesting formula for the computation of
u^cðdÞ.
Proposition 7. Under H1—H4, for all uc 2 Uj and all d 2 D, we haveculc ðdÞ ¼X2j
l¼j
a0lðc; dÞFlðdÞ;wherea0lðc; dÞ ¼
Xj
i¼j
ci d
i 1
j
 
Di;l  D0i;l þ D00i;l
 
and where D0i;l is deﬁned by replacing l by W in the deﬁnition of Di;l and where D
00
i;l ¼ lli=j1½iþ1;iþjðlÞ.
We ﬁnish this section with a short discussion about the assumptions H1—H4. Assumption H1 is mainly needed for theo-
retical results on approximation: the uniform approximation of u 2 U by some uj 2 Uj and the approximation of a maximizer
of ul by a maximizer of ulj . Assumptions H2—H4 are used for computational issues. From H2 and H4, we can obtain two major
formulas: Lemma 5 and (3.3). From these formulas, we deduce the convenient expression of dDulc of Proposition 4 and then,
we can compute the approximations of the Bayes actions. The compactness assumption H3 is useful for theoretical results on
approximation of u and it is also very important from a practical point of view. Let us show that it is necessary for the prac-
tical computation of the zeros of dDuc with Proposition 4. Assume that D ¼ Y ¼ R ¼ R. Then, any function u 2 U can be
approximated by a function uc of the form uc ¼
P1
1clFl, and, similarly, U
l can be approximated by a function Ulj of the form
Ulj ¼
P1
1llFl. Then, attention shows that the result of Proposition 4 becomes
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1
a1l ðcÞFl;witha1l ðcÞ ¼
X1
1
ciðlliþ1  lliÞ;and it is clearly not easy to compute rapidly the zeros of dDulc .
4. Monte Carlo optimization
We are now in position to compute dU (and d
þ
U) using a Monte Carlo optimization method. Denote by d

c the lowest Bayes
action derived from the utility function uc 2 Uj. Several stochastic methods which propose an exploration of Uj with attrac-
tion at low values of dc can be contemplated. For a recent account on the theory, we refer the reader to [19]. The simulated
annealing algorithm is particularly well adapted to the optimization issue of this paper. It can be described as follows.
At iteration n, the algorithm is at cðnÞ.
1. Simulate c from the proposal distribution PcðnÞ .
2. Accept cðnþ1Þ ¼ c with probability qn ¼ expfbnðdc  dcðnÞ Þg ^ 1; take cðnþ1Þ ¼ cðnÞ otherwise.
It is worth pointing out that the numbers Di;l;D0i;l and D
00
i;l involved in the computation of dc are computed only once. Thus,
the computation of dc at each iteration of the chain only requires few operations.
The inverse of bn is the so-called temperature parameter. In Section 5.1, the proof of the convergence of d

cðnÞ is provided
when bn ¼ C1 logðnþ eÞwhere C is a constant. The proposal distribution PcðnÞ (described in details in Section 5.1) depends on
the constraints of U and ensures that the proposition uc remains inside U. Roughly, uc is equal to ucðnÞ except on a set of the
form ððl 1Þ=j; ðlþ 1Þ=jÞ where l is chosen at random. The particular proposal distribution of Example 1 is described below.
Example 1 (Cont.). Recall that uc is continuous, linear on Il, l 2 fjþ 1; . . . ; jg with ucð1Þ ¼ 0 and ucð0Þ ¼ 1. Thus, uc is
uniquely determined by its value at l=j, l 2 L ¼ fj; . . . ; jg n fj;0g. We ﬁrst sample a position p from a uniform distribution
on L and then, given p, we simulate a new value for uc at p=j taking into account the constraint of U. Precisely, given p and
uðnÞc , it is easy to calculate explicitly an interval of admissible values for ucðp=jÞ and to sample ucðp=jÞ uniformly on this
interval, hence a proposal for c. Thus, at iteration n, uc is simply a local perturbation of ucðnÞ . In Section 5, we show the
convergence of the algorithm for bn ¼ C1 logðnþ eÞ with C > 2ð2j 1Þ (in practice, the same numerical results were
obtained with bn ¼ C1 logðnþ eÞ and with bn ¼ n). In Fig. 1, we plot the initial utility function (n ¼ 1), the ﬁnal utility
function ðn ¼ 4 105Þ and two intermediate utility functions (n ¼ 3000 and 105). Each constraint is indicated by two small
circles possibly connected by a vertical line. In Fig. 2, we plot the associated derivatives Dul
cðnÞ . Fig. 3 provides the utility
functions for the optima dþU (achieved at n ¼ 359;186) and dU (achieved at n ¼ 332;451). We can note that the optima were
achieved for functions u with strong slope variations. It is reasonable to think that such functions do not ﬁt the actual
preferences of the decisions maker and should be discarded. This can be done easily by constraining the slopes ci (or the
variations ci  ci1) to stay in a given interval. Such an additional condition would simply affect the calculations of the
interval of admissible values for ucðp=jÞ. The values of dþcðnÞ and dcðnÞ are plotted in Figs. 4 and 5. Finally, the approximation of
½dU; dþU is ½0:2408; 0:6624. We choose the precision j ¼ 20 and a Betað5;7Þ distribution for l. The distribution l is only
involved in the computation of Di;l; D0i;l and D
00
i;l. These numbers do not change with the iteration number n and can be
computed from MCMC methods if needed. The numerical computations are done with a standard personal computer using
the R software [20]. It takes less than 2 min to run the entire chain.-1.0 -0.5 0.0 0.5 1.0
0.
0
0.
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4
0.
6
0.
8
1.
0
Fig. 1. Utility functions ucðnÞ for n ¼ 1 (full line) and n ¼ 3000;105;4 105 (dashed lines) in the research of dþU .
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Fig. 2. Derivatives Dulcn for n ¼ 1 (full line) and n ¼ 3000;10
5;4 105 (dashed lines) in the research of dþU .
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Fig. 3. Utility functions ucn for d
þ
Uj
(full line) and dUj (dashed line).
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Fig. 4. Optimum dþcn and d
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vs. n.
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5.1. Convergence of the simulated annealing algorithm
Let us ﬁrst review some results about the convergence of the simulated annealing algorithm. Let ðE;EÞ be a measurable
space and V : E! ½0;1Þ a function such that oscðVÞ <1 withoscðVÞ ¼ supfjVðxÞ  VðyÞj; x; y 2 Eg:
Let K be a transition kernel on E E and denote by ðXnÞ the Markov chain of the simulated annealing algorithm with tran-
sition kernel K. Thus, we have the following algorithm:
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Fig. 5. Distributions of dþcn (top) and d

cn
(bottom), n ¼ 1; . . . ;4 105.
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 for n > 0, simulate Y from KðXn; Þ and accept Xnþ1 ¼ Y with probability qn ¼ expfbnðVðYÞ  VðXnÞÞg; take
Xn ¼ Xnþ1 otherwise.
Proposition 8. Assume that:
(1) there exists k, a probability measure on E, such that kðdxÞKðx;dyÞ ¼ kðdyÞKðy;dxÞ,
(2) there exist an integer p > 0, e > 0 and c, a probability measure on E, such that, for all ðx;AÞ 2 E E, Kpðx;AÞP ecðAÞ.
Take bn ¼ C1 logðnþ eÞ with C > p oscðVÞ. Then, for all e > 0, PrðXn 2 V eÞ ! 1 as n!1 where
V e ¼ fx 2 E;VðxÞ 6 essinfkðVÞ þ eg;
essinfkðVÞ ¼ supfaP 0; kða 6 VÞ ¼ 1g:For a proof of Proposition 8, we refer the reader to [21].
We now proceed with the study of the convergence of the algorithm deﬁned in Section 4. Note that any function u inUj is
completely deﬁned by its values uðl=jÞ for all l 2 L for some L  fj; . . . ;þjg. Write uL the vector with components uðl=jÞ, l 2 L,
and denote by E the subset of Rp (p 6 2jþ 1) such that u 2 Uj if and only if uL 2 E. Assume that E is a bounded subset of Rp
(this assumption is required to use the uniform distribution on E, if E is not bounded, other distributions can be used).
Example 1 (Cont.). Take u 2 Uj. Since uð1Þ ¼ 0 and uð0Þ ¼ 1, u 2 Uj is uniquely determined by its values uðl=jÞ for
l 2 L ¼ fj; . . . ;þjg n fj;0g and p ¼ 2j 1. Since u is increasing on ½1;0 and decreasing on ½0;1,
2j1E ¼ fðxjþ1; . . . ; x1; x1; . . . ; xjÞ 2 ½0;1 ; 0 6 xjþ1 6    6 x1 6 1P x1 P   P xjg:For all x 2 E and all l 2 f1; . . . ; pg, deﬁne
Ex;l ¼ fxl 2 R : ðx1; . . . ; xl1; xl; xlþ1Þ 2 Eg:For all l 2 f1; . . . ; pg, denote by dxl the Lebesgue measure on R and setj ¼
Z
E
dx1 . . .dxp; jx;l ¼
Z
Ex;l
dxl:
298 C. Abraham / International Journal of Approximate Reasoning 50 (2009) 289–302The Markov chain associated with the algorithm of Section 4 is based on the transition kernel K deﬁned below. For all x; y 2 E,
letKðx;dyÞ ¼ p1
Xp
l¼1
eK lðx;dyÞ
witheK lðx;dyÞ ¼ Y
k–l
dxk ðdykÞ
" #
Klðxl;dylÞ;
Klðxl;dylÞ ¼ j1x;l 1Ex;l ðylÞdyl;
where y ¼ ðy1; . . . ; ypÞ, x ¼ ðx1; . . . ; xpÞ and xl ¼ ðx1; . . . ; xl1; xl1; . . . ; xpÞ. Note that, for x ﬁxed, jlðxl;dylÞ is the uniform dis-
tribution on Ex;l. Let kðdxÞ be the uniform distribution on E, that iskðdxÞ ¼ j11EðxÞ
Yp
l¼1
dxl: ð5:1ÞProposition 9. The measure Kðx;dyÞkðdxÞ is symmetric, that is Kðx;dyÞkðdxÞ ¼ Kðy;dxÞkðdyÞ.
Proof. It is sufﬁcient to prove that eKlðx;dyÞkðdxÞ ¼ eK lðy;dxÞkðdyÞ for all l 2 f1; . . . ; pg. Note thateK lðx;dyÞkðdxÞ ¼ Fðx; yÞmðdx;dyÞ
withFðx; yÞ ¼ j1x;l j11Ex;l ðylÞ1EðxÞ;
mðdx;dyÞ ¼
Y
k–l
dxk ðdykÞdxk
" #
dyldxl:Note that, m-almost surely, xk ¼ yk for all k–l. Thus, m-almost surely, we have that Ex;l ¼ Ey;l, jx;l ¼ jy;l and
1Ex;l ðylÞ1EðxÞ ¼ 1EðyÞ1EðxÞ ¼ 1Ey;l ðxlÞ1EðyÞ:Thus, Fðx; yÞ ¼ Fðy; xÞ m-almost surely. We conclude by noting that mðdx;dyÞ ¼ mðdy;dxÞ. h
Let Sp be the set of the permutations of f1; . . . ; pg and let r 2 Sp. Denote by fKrðx;dyÞ the composition of the transition ker-
nels eK rð1Þ . . . eK rðpÞðx;dyÞ. It is easy to see that,
eK rðx;dyÞ ¼ Krð1Þððxrð2Þ; . . . ; xrðpÞÞ;dyrð1ÞÞKrð2Þððyrð1Þ;xrð3Þ; . . . ; xrðpÞÞ;dyrð2ÞÞ . . .KrðpÞððyrð1Þ; . . . ;yrðp1ÞÞ;dyrðpÞÞ / 1Dr;x ðyÞ Yp
l¼1
dyl;where Dr;x is the support of fKrðx;dyÞ. Thus, for x ﬁxed, eK rðx;dyÞ is the uniform distribution on Dr;x. Denote by j1r;x the con-
stant such that eK rðx;dyÞ ¼ j1r;x1Dr;x ðyÞ Qpl¼1dyl.
Proposition 10. If, [r2SpDr;x 	 E for all x 2 E, then we have thatKpðx;dyÞP ppkðdyÞ for all x 2 E:Proof. With the notation x ¼ x0 and y ¼ xp, we haveKpðx;dyÞ ¼ Kpðx0;dxpÞ ¼
Z
  
Z
Kðx0;dx1Þ   Kðxp1;dxpÞ
¼ pp
Xp
l1¼1
  
Xp
lp¼1
Z
  
Z eK l1 ðx0;dx1Þ    eK lp ðxp1;dxpÞP pp X
r2Sp
eK rðx0;dxpÞ:
We conclude by noting thatX
r2Sp
eK rðx;dyÞ ¼X
r2Sp
j1r;x1Dr;x ðyÞdy
P j1
X
r2Sp
1Dr;x ðyÞ
24 35dy ðsince Dr;x  E; jr;x 6 jÞ
P j1 1EðyÞdy ðsince [r2SpDr;x 	 EÞ
¼ kðdyÞ: 
C. Abraham / International Journal of Approximate Reasoning 50 (2009) 289–302 299Example 1 (Cont.). For all x 2 E, denote by ux the function u 2 Uj such that uðl=jÞ ¼ xl for all l 2 L. Denote by dx the smallest
maximizer of ulx ¼
R
uxðyÞlðdyÞ. By taking VðxÞ ¼ dx þ 1, the simulated algorithm of Section 5.1 coincides with the algorithm
of Section 4. It is left to the reader to check that, for all x; y 2 E, there exists a sequence x ¼ xð1Þ; xð2Þ; . . . ; xðp01Þ; xðp0 Þ ¼ y with
p0 6 p and xðiÞ 2 E such that xðiÞl ¼ xðiþ1Þl for all l but one (in other words, there exists r 2 Sp such that y 2 Dr;x), hence the con-
dition of Proposition 10. Note that VðxÞ 2 ½0;2 for all x 2 E. By Propositions 9 and 10, conditions 1 and 2 of Proposition 8 are
fulﬁlled with k deﬁned by (5.1), p ¼ 2j 1, e ¼ ð2j 1Þð2j1Þ and c ¼ k. Thus, the convergence is proved for C > 2p.5.2. Auxiliary results
Lemma 11. For all continuous function u : ½1;1 ! R, let uj deﬁned as in Section 3 by uj 2 Uj and ujðl=jÞ ¼ uðl=jÞ for all
l 2 fj; . . . ; jg. We havesup
t2½1;1
juðtÞ  ujðtÞj 6 xðu;1=jÞ;
sup
t2½0;1
julðtÞ  ulj ðtÞj 6 xðu;1=jÞ;where xðu;1=jÞ is deﬁned in Section 3. Furthermore, xðu;1=jÞ ! 0 as j !1.
Proof. Let l 2 fj; . . . ; jg. Recall that Il ¼ðl 1Þ=j; l=j for l 2 Z. By the continuity of u and uj, there exists t0 2 Il such that
sup
t2Il
juðtÞ  ujðtÞj ¼ juðt0Þ  ujðt0Þj 6 maxfjuðt0Þ  ujðl=jÞj; juðt0Þ  ujððl 1Þ=jÞjg
¼maxfjuðt0Þ  uðl=jÞj; juðt0Þ  uððl 1Þ=jÞjg 6 xðu;1=jÞ:
Since uð1Þ ¼ ujð1Þ ¼ 0, we havesup
t2½1;1
juðtÞ  ujðtÞj ¼ max
l2fjþ1;...;jg
sup
t2Il
juðtÞ  ujðtÞj 6 xðu;1=jÞ;hence the ﬁrst inequality. The second inequality follows from, for all t 2 ½0;1,julðtÞ  ulj ðtÞj 6
Z 1
0
juðt  yÞ  ujðt  yÞjlðdyÞ 6 xðu;1=jÞ:We conclude the proof by noting that u is uniformly continuous. h
Proposition 12. Let d 2 R and l 2 Z. If lfd ðl 1Þ=jg ¼ lfd l=jg ¼ 0, thenD
Z 1
0
Flðd yÞlðdyÞ ¼
Z 1
0
1Il ðd yÞlðdyÞ:Proof. Fix d 2 R and l 2 Z. Let ðtnÞ be any sequence such that tn ! 0 with tn–0. For all y 2 Y and all integer n, deﬁnefnðyÞ ¼ 1=tn½Flðdþ tn  yÞ  Flðd yÞ:
First, we note that fn are measurable functions of y and that fnðyÞ ! 1Il ðd yÞ, as j !1, for all y 2 Y n fd ðl 1Þ=j; d l=jg.
Then, by noting that, for all a; b 2 RjFlðaÞ  FlðbÞj 6 ja bj;
we have that jfnðyÞj 6 1 for all y 2 Y. Thus, by the Dominated-Convergence theorem, we conclude thatlim
n
Z 1
0
fnðyÞlðdyÞ ¼
Z 1
0
1Il ðd yÞlðdyÞ;hence the result. h
Lemma 13. Under H4, we havesup
t2½0;1
jAðtÞj 6 2=jxð/l;2=jÞ;whereAlðtÞ ¼ ½Ulðt þ 1=jÞ  UlðtÞ  ½Ulj ðt þ 1=jÞ  Ulj ðtÞ:Proof. Let t 2 ½0;1 and take k 2 fj; . . . ; jg such that t 2 Ik (that is ðk 1Þ=j < t 6 k=j). From the deﬁnition of Ulj for all t 2 Ik,
we haveUlj ðtÞ ¼ Ulððk 1Þ=jÞ þ j½t  ðk 1Þ=j½Ulðk=jÞ  Ulððk 1Þ=jÞ:
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AðtÞ ¼ ekðtÞ  jðt  k=jþ 1=jÞekðk=jÞ;where
ekðtÞ ¼ ½Ulðt þ 1=jÞ  UlðtÞ  ½Ulðk=jÞ  Ulððk 1Þ=jÞ:Since t 2 Ik, we have that
jAðtÞj 6 2 sup
t2Ik
jekðtÞjand we conclude the proof by noting thatjekðtÞj ¼
Z tþ1=j
k=j
/lðtÞdt 
Z t
ðk1Þ=j
/lðtÞdt


6 1=jmax sup
t2Ikþ1
/lðtÞ  inf
t2Ik
/lðtÞ

; inft2Ikþ1 /lðtÞ  supt2Ik /lðtÞ


( )
6 1=j sup
t;t02Ik[Ikþ1
j/lðtÞ  /lðt0Þj
6 1=jxð/l;2=jÞ: 5.3. Proofs
Proof (Proposition 2). Take u 2 U and du such that MðuÞ ¼ fdug. First, note that, by the Dominated-Convergence Theorem, it
is easy to see that ul is continuous. As ul is continuous on the compact set D, there exists d0–du such thatsup
jddu jPe
ulðdÞ ¼ ulðd0Þ < ulðduÞ: ð5:2ÞFrom (5.2), we deduce that for all e > 0, there exists g > 0 such thatulðduÞ  ulðdÞ < g) jdu  dj < e: ð5:3Þ
By Lemma 11, take ðujÞ such that supd2½0;1julj ðdÞ  ulðdÞj ! 0 as j !1. Take e > 0. Since, by deﬁnition ulj ðtjÞP ulj ðduÞ, we
haveulðduÞ  ulðtjÞ ¼ ulðduÞ  ulj ðtjÞ þ ulj ðtjÞ  ulðtjÞ 6 2 sup
d2½0;1
julj ðdÞ  ulðdÞj:Thus, by (5.3), jdu  tjj < e for j large enough. h
Proof (Proposition 3). It is easily seen thatDulc ðdÞ  dDulc ðdÞ ¼Xj
l¼j
clAlðd ðl 1Þ=jÞ;where Al is deﬁned in Lemma 13. We conclude by using Lemma 13. h
Proof (Proposition 6). LetClðtÞ ¼ 1=j½UlðtÞ  Ulj ðtÞand deﬁne Bl by replacing U by W in the deﬁnition of Al in Lemma 13. From (3.7), it is easy to check thatIlðdÞ bIlðdÞ ¼ d l 1j
 
Alðd l=jÞ þ Blðd l=jÞ þ Clðd l=jÞ:By Lemma 13, jAlðtÞj is uniformly bounded by 2=jxð/l;2=jÞ and, by replacing U by W in the proof of Lemma 13, it is easy to
check thatsup
t2½0;1
jBlðtÞj 6 2=jxðwl;2=jÞ:By noting that Ul and Ulj are increasing and that U
lðl=jÞ ¼ Ulj ðl=jÞ ¼ 0 for all l 2 f0; . . . ; jg, we havesup
t2½0;1
jUlðtÞ  Ulj ðtÞj ¼ maxl2f1;...;jg supt2ðl1Þ=j;l=j
jUlðtÞ  Ulj ðtÞj 6 maxl2f1;...;jg½U
lðl=jÞ  Ulððl 1Þ=jÞ ¼ max
l2f1;...;jg
lðIlÞ; ð5:4Þhence a bound for jClðd l=jÞj. Finally, as jd l=jj 6 1, we have, for all d 2 ½0;1, that jIlðdÞ bIlðdÞj 6 Bj and
julc ðdÞ culc ðdÞj 6Xj
l¼j
jcljjIlðdÞ bIlðdÞj 6 max
l2fj;...;jg
jclj
 
2jþ 1
j
Bj: 
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l¼j
clbIlðdÞ;
where bIl is deﬁned by replacing Ul and Wl by Ulj and Wlj in (3.7). From the proof of Proposition 4, we have thatUlj d
i 1
j
 
 Ulj d
i
j
 
¼
X2j
l¼j
Di;lFlðdÞ:As in the proof of Proposition 4, it can be proved thatWlj d
i 1
j
 
Wlj d
i
j
 
¼
X2j
l¼j
D0i;lFlðdÞ:We ﬁnish the proof by noting thatUlj d
i
j
 
¼
Xj
l¼1
llFlðd i=jÞ ¼
X2j
l¼j
1fiþ16l6iþjglliFlðdÞ: 6. Discussion
We begin the paper by noting that the usual methods for the construction of an utility function provide a class U of utility
functions rather than a single one. This class U is made up of continuous functions with some constraints on the values and
the shape. We develop a method for computing the lowest and greatest Bayes actions when the utility function u ranges over
U. This method is applied in an example where the decision d 2 ½0;1 is the height of a dam. In the example, the numerical
computations take less than 2 minutes and it is obtained that the optimal height ranges over [0.2408,0.6624] when u ranges
over a class U.
In this paper, it is assumed that the consequence R of choosing a decision d 2 D is of the form R ¼ d Y where Y 2 Y is a
random variable with a distribution independent of d ðH2Þ. Let us show that the results of the paper can be adapted if this
assumption is dropped. Roughly, we can summarize the method as follows. The optimal decision for the utility function u is
the maximizer ofulðdÞ ¼
Z
Y
uðd yÞlðdyÞ:The ﬁrst discretization gives uðrÞ 
Pjl¼jclFlðrÞ (see Section 3 for the deﬁnition of F) and, by the second discretization, we have
ulðdÞ 

Xj
l¼j
cl
Z
Y
Flðd yÞlðdyÞ 

Xj
l¼j
Xj
i¼1
clliFlðd i=jÞ:As the two discretizations are done with the same precision (1=j), by Lemma 5, ulðdÞ can be approximated by a piecewise
linear function of d:ulðdÞ 

Xj
l¼j
Xj
i¼1
clliFlðd i=jÞ ¼
Xj
l¼j
Xj
i¼1
clliFlþiðdÞand the computation of the Bayes actions set can be done by using the simulated annealing algorithm. Assume now that H2 is
dropped. The distribution of R does depend on d and ulðdÞ is now of the form:ulðdÞ ¼
Z
uðrÞldðdrÞ:By the ﬁrst discretization, we haveulðdÞ 

Xj
l¼j
cl
Z
R
FlðrÞldðdrÞ:Now, by the discretization of D, we have, for d 2 Ii,ulðdÞ 

Xj
l¼j
cl
Z
R
FlðrÞli=jðdrÞ ¼
Xj
l¼j
clcil;where cil ¼
R
R
FlðrÞli=jðdrÞ. Thus, it is possible to compute the set Ii that contains the optimal decision for u. As the numbers cil
do not depend on u, we still can approximate the lowest and greatest optimal decisions by using the simulated annealing
algorithm.
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