Abstract-We present a comparative visualization of the acoustic simulation results obtained by two different approaches that were combined into a single simulation algorithm. The first method solves the wave equation on a volume grid based on finite elements. The second method, phonon tracing, is a geometric approach that we have previously developed for interactive simulation, visualization and modeling of room acoustics. Geometric approaches of this kind are more efficient than FEM in the high and medium frequency range. For low frequencies they fail to represent diffraction, which on the other hand can be simulated properly by means of FEM. When combining both methods we need to calibrate them properly and estimate in which frequency range they provide comparable results. For this purpose we use an acoustic metric called gain and display the resulting error. Furthermore we visualize interference patterns, since these depend not only on diffraction, but also exhibit phase-dependent amplification and neutralization effects.
INTRODUCTION
Despite the obvious dissimilarity between our aural and visual senses, many techniques required for the visualization of photo-realistic images and for the auralization of acoustic environments are quite similar. Both applications can be served by geometric methods such as particle-and ray tracing if we neglect a number of less important effects. Recall the differences between light and acoustics: The visible spectrum is located between 400 and 700 nanometers of wavelength, whereas the lengths of sound waves in the perceivable range Ω = [20Hz, 20kHz] are located roughly between 17mm and 17m. For this reason, diffraction plays a greater role for sound, i.e. in particular low frequencies do not spread linearly but also distribute around corners and are not affected by smaller obstacles. Diffraction turns the localization of sound sources into a challenging problem. In addition, sound waves are mostly reflected in a specular way even at rough surfaces, since the greater wavelengths are not sensible to micro facets. On a coarser scale, for example when modeling thousands of chairs in a concert hall, bi-directional reflection distribution functions appear to be useful for acoustics, as well. Human visual receptors can distinguish only three different basis colors (red / green / blue). But, what is the acoustic "color" of a material? It can be described by a frequency-dependent absorption function which is smooth in most cases and thus can be represented by few coefficients. Thus, it appears to be harder to "hear" the acoustic colors of objects rather than seeing their real colors, despite of the fact that we can precisely distinguish between different frequencies. By means of the simulation of room acoustics we want to predict the acoustic properties of a virtual model. For auralization, a pulse re-
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nielson@asu.edu. sponse filter needs to be assembled for each pair of source and listener positions. The convolution of this filter with an anechoic source signal provides the signal received at the listener positions. Hence, the pulse response filter must contain all reverberations (echos) of a unit pulse, including their frequency decompositions due to different absorption coefficients.
In a previous work, we developed a simulation method named phonon tracing, [4] since it is based on particles. This method is also useful for the visualization of wave fronts and for analyzing of the impact of virtual geometries equipped with acoustic properties [7] . Like other approaches to geometric acoustics [16, 1, 8] , our method computes the energy decomposition for each phonon sent out from a sound source and uses this in a second pass (phonon collection) to construct the response filters for different listeners. The attenuation of energy, which is inversely proportional to the squared distance, matches the density of particles when spreading out from a spherical source. In order to support and understand the effect of diffraction, we present a novel algorithm for FEM-based solution of the wave equation, applicable to real time auralization. To reduce the computational complexity, we derive a state-space system representing the relevant eigenmodes. The degree of excitation of these modes is updated by each new input sample. However, as the grid size has to be smaller than the wave length FEM is restricted to the lower frequency spectrum. When combining both methods, we need to know in which range of frequencies (relative to the scale of a virtual model) the results of both methods match. Furthermore we need to calibrate these methods and derive an error estimate based on a comparison. The present paper is concerned with this task. In particular, we make the following contributions:
• We improve the phonon tracing method by taking into account pressure rather than energy. This allows a better comparison with FEM, which is also based on pressure calculation, and accounts for interference phenomena. The linear pressure attenuation (in contrast to quadratic attenuation for energy) is modeled by Gaussian basis functions that are dilated proportional with the traversed distance. This way we approximately conserve partition of unity for our basis functions.
• We present a novel FEM-based solver for the simulation of diffraction at low frequency bands. The anechoic source signal is then separated into mid to high frequencies processed by the improved phonon tracing and low frequencies processed by our derived state-space model.
• We present a comparative visualization of interference patterns obtained by both methods (see 7) . Interference occurs when multiple pressure fields are added, causing amplification in some and neutralization in other regions. This cannot be done with energy distributions, since these are non-negative (proportional to squared pressure). For comparison, we use standard metrics like gain, equivalent to relative energy on a logarithmic scale.
The remainder of our work is structured as follows: In section 2 we review previous work. Section 3 contains the improved phonon map and our FEM-based solver. Comparative visualization results and their evaluation are provided in section 4.
PREVIOUS WORK
In the theory of acoustics there are two main approaches simulating the propagation of sound. The first approach is based on wave equations that are numerically solved, for example using finite element methods (FEM). The simulation results are very accurate, but the complexity increases drastically with the highest frequency considered, since a volume grid with O(n 3 ) cells needs to be constructed where n is proportional to the highest frequency. The time complexity for solving this is typically O(n 3 log n 3 ). Hence, the wave model is suitable for low frequencies only. The second approach, known as geometric acoustics, describes the sound propagation by sound particles moving along a directed ray.
There exists a variety of such methods for simulating room acoustics. They are mostly based on optical fundamentals, and make use of approaches developed there. Two classical methods for acoustic simulation are the image-source method [1, 5] and the raytracing method [16, 17] . Due to the shortcomings of the two classical approaches, continuative methods have been developed in recent years. Mostly, they employ parts of the classical schemes or a combination of them. One approach that makes use of advantages of image-source method and raytracing is introduced in [21] . Here the visibility check of the image-source algorithm are performed via raytracing. Beam-tracing methods [8, 9, 18] overcome the aliasing problem of classical raytracing by recursively tracing pyramidal beams, implying the need for highly complex geometric operations, still ignoring diffraction effects at low frequencies. Other approaches utilizing the photon mapping [11] also exist [13] . Our phonon tracing approach [4] precomputes particle traces and records the phonons' direction and energy at reflecting surfaces for the collection phase. The particles contribute to the room impulse response at given listener positions. Additionally, we visualize the sound wave propagation by use of color coded spheres representing particular phonons. The color of these spheres corresponds to the energy decomposition of the phonons. An option to visualize only wave fronts reflecting from one selected material was provided (see figure 1 ). In another work [7] we present different visualizations of the phonon map. The first three techniques visualize the wave fronts on the scene surfaces independent of listener position. First of all we rendered phonons as color coded spheres at their positions on reflecting surfaces. Furthermore, we visualize the outgoing direction of different particles by use of cones. In the second method we visualized the sound wave fronts reflecting from different materials by use of triangulated surfaces, which are deformed according to the traversed distance of the phonons contributing to this wave front. In the third visualization method we represented the energy distribution on a given scene surface by means of scattered data interpolation. All three methods provide the option to render the energy considering the overall frequency spectrum or the energy of only one selected frequency band. Energy is color coded using the RGB color space in the first case and the HSV color space in the second case. Additionally to the methods described above, we visualized the energy received at a given listener position. Therefore we render a color coded sphere at the listener position deformed according to the direction and amount of the arrived energy. These visualization approaches allow the visual representation of the phonon map on the scene surfaces as well as the representation of the energy received by a listener. Figure 2 shows the visualization results of the described techniques. The methods described above are all based on the phonon map. Since we combine this method with FEM, we want to study the behavior of both methods in the overlapping frequency domain to estimate how they relate to each other. 
ACOUSTIC SIMULATION 3.1 Improved Phonon Tracing
In this section we present an improved phonon tracing approach, where we use sound pressure for calculations, instead of energy. The idea is analogous to [4] to trace sound particles outgoing from the sound source through the given scene building the phonon map. Afterwards the phonons are collected in order to calculate a room impulse response at a given listener position. Our simulation algorithm requires the following input information:
• position of sound source s
• one ore more listener positions l i
• a triangulated scene with tagged materials m j
• an absorption function α j : Ω → (0, 1] for each material
• a number of phonons n ph traced from the source
• a lower pressure threshhold ε and a maximum number of reflections n re f l for terminating the phonon paths
The output of our approach is a FIR filter f i for each listener's position l i corresponding to the impulse response with respect to the sound source and the phonon-map containing for each phonon ph the pressure spectrum p ph , the phonon's position pt ph at the reflection point, the image source q ph from which we can calculate phonons outgoing direction v ph and the traversed distance d ph , number of reflections r ph , and the material m ph at the current reflection. Our simulation algorithm consists of two steps: the phonon tracing step constructs the phonon map, and the phonon collection and filtering step collects the phonon's contribution to a FIR filter for every listener position. Phonon tracing. Every phonon ph emitted from the sound source carries the following information:
• a pressure spectrum p ph : Ω → R +
• the virtual source q ph
• the phonon's current position pt ph Our absorption and pressure functions α j are represented by n e = 10 coefficients associated with the frequencies 40, 80, 160, ..., 20480 Hz. The basis function for the pressure spectrum are wavelets adding up to a unit impulse. Every phonon is composed of different frequencies, which is more efficient than tracing a single phonon for each individual frequency band. Phonons are emitted from the source s according to the emission probability distribution E and have at their starting point a unit pressure spectrum p ph,i = 1 (i = 1, ..., n e ). At the intersection of the phonon ray with the scene, the virtual source q ph is calculated as follows:
where n is the surface normal at the intersection point pt ph . The pressure is reduced according to the absorption coefficients of the local material m j . The phonon is fixed at the intersection point, contributing to a global phonon map. If the maximum pressure of the phonon's spectrum still exceeds the pressure threshold, i.e. max{p ph,i } n e i=1 > ε and a maximum number of reflections is not reached, the next phonon re-uses the path and the pressure of the preceding one, saving computation time. It is started at the current position with respect to the outgoing direction d ph and contributes to the phonon map at the next surface intersection. If the threshold is not exceeded and a minimum number of reflections have been computed, then a new phonon is started from the source. After we have traced n ph phonons from the source or a prescribed number of phonons have contributed on the global phonon map, the tracing is terminated.
Phonon collection and filtering. The remaining task of the phonon tracing method is collecting the phonon's contribution to a impulse response filter f for every listener's position l. In the case of a point source and uniform absorption for all frequencies, the contribution of a phonon visible from the listener is simply a scaled, translated unit pulse (Dirac). The Dirac is shifted by the time elapsed between emission and reception of a phonon. The scaling decreases with the accumulated length and wall absorption along the phonon path and depends on the angle between the phonon direction and the direction from the virtual source to the listening point:
where p 0 is a reference pressure at 1m from the source, ρ tot is the product of the reflection coefficients along the phonon path and w is a Gaussian weighting function designed in such a way that for equally distributed phonon directions on the unit sphere the associated Gaussian approximate a partition of unity:
Choosing σ there is a trade off between smoothness of the partition of unity and resolution of geometric details of the scene. The discrete Dirac impulse for sampling rate f s is defined as
Since we trace pressure rather than energy in order to simulate interference phenomena, the attenuation with respect to distance d = x − q ph is proportional to d −1 rather than d −2 . Absorption coefficients α to be found in the literature refer to energy. The pressure related reflection coefficient reads:
In classical acoustic raytracing [16, 17] , a sphere is used to collect rays at listener position. Using Gaussian beams, however, provides much smoother filters, since more phonon rays contribute to the filter.
In the more general case of frequency-dependent absorption, the unit impulse is subdivided into wavelets representing the individual frequency bands. The filter becomes then a sum of these wavelets scaled and shifted as described above. The filter design, especially the corresponding band pass filters (wavelets), is described in full detail in [4] .
Finite element method (FEM)
Phonon tracing or any other method based on geometric acoustics (ray tracing, mirror image) fail in the low frequency range for two reasons:
1. Wavelengths are of the order of typical dimensions of the room. Hence, diffraction and interference can no longer be neglected.
2. Damping is typically low at low frequencies and reverberation times become too long to be represented by a convolution kernel of reasonable length.
Therefore, we have to fall back on wave acoustics to simulate the low frequency part of the sound field. The crucial question is, if there is an intermediate frequency range where both, geometric and wave based methods provide similar results, or if there remains a gap to be filled by a third method. This question will be investigated in the next section. First, we present an efficient way to use wave based methods in a transient acoustic simulation and explain, why these methods can only be applied at low frequencies. For closed rooms the wave equation is preferably solved by the finite element method (FEM), which approximates the wave equation by a large system of ordinary differential equations (ODEs) the unknowns of which are the pressures at grid points covering the room. In general, there are by far too many unknowns to solve these systems of ODEs in real time. Hence, we need to reduce the system to a concise statespace model with similar input-output behavior in the frequency range of interest. There are many different approaches to model reduction [2] . The common observation is that system dynamics can often be represented quite well by a superposition of a few (generalized) eigenmodes. The coefficients of these modes are the unknowns of the new reduced system. Finally, assuming samplewise constant input (e.g. acceleration of the loudspeaker membrane), the continuous state-space model is transformed into a discrete one, which can be solved in real time.
In the following we list the steps to get from the wave equation (6) to a reduced discrete state-space model (11) describing the transient response of a room to an excursions of a loudspeaker membrane. The wave equation and associated boundary conditions read:
p = p(t, x) denotes pressure, c 0 = 343m/s the velocity of sound, and ρ 0 =1.2 kg/m the density of air at room temperature, G the interior of the room, and Γ w and Γ m the surfaces of walls and membrane, respectively. x m is the excursion of the membrane and R is a reflection coefficient. It may depend on the particular wall, but is constant for all frequencies. This is a minor problem, as we use the model only for a small frequency band. Approximating the pressure distribution by a superposition of, for instance, piecewise quadratic ansatzfunctions p(t, x) = ∑ N i=0 p i (t) ϕ i (x) and integrating (6) with respect to the ϕ i gives a FE model of the form:
The real N × N matrices M, D, K are called mass, damping, and stiffness matrix. p = p(t) is a vector composed of the coefficients p i . u = u(t) is the input, e.g. the acceleration of the membrane. F transforms this input into a force. P is a projection matrix extracting certain interesting pressures y i . Settinĝ
the FE model may be rewritten as a generalized state-space model:
Eẋ =Âx +Bu y =Ĉx .
Assuming thatx is essentially composed of the columns of a matrix U ∈ R N×n , n N, and projecting the equations on the columns of V ∈ R N×n we end up with a reduced state-space system wherê
The columns of U and V may be found by expanding the associated transfer function H(s) =Ĉ(sÊ −Â) −1B about some shifts s j = iω j . Here, we used the rational dual Arnoldi algorithm described in [20] . Finally, dividing the first equation of the reduced version of (9) bỹ E and performing a balanced truncation [22] we end up with a statespace system of typically a few hundred unknowns rather than several 10,000 degrees of freedom. Integrating the reduced version of (9) over the length Δt of one sample for constant input u n , i.e.
leads to a discrete state-space system
Switching to a suitable basis x n = T ξ n it is always possible to turn the system into companion canonical form [15] , where the first n − 1 rows of A coincide with the last n − 1 rows of the identity matrix of order n, the last row contains the negative coefficients of the characteristic polynomial of A, and B is the n-th unit vector. Hence, updating the state vector x n and evaluating the pressure at a certain position requires 2n multiplications and 2n − 1 additions. Finally, we explain why FEM cannot be used for higher frequencies. FEM approximates the oscillating pressure field by smooth, e.g. piecewise quadratic ansatzfunctions. To resolve a wave we need at least three or four elements per wave. This leads to a FE model of about
degrees of freedom, where n is the number of elements per wave, L a typical diameter of the room, f the frequency and c 0 the velocity of sound. Note that the required number of unknowns increases as the third power of the frequency! Fig. 3 . Geometry of the room.
COMPARISON APPROACH 4.1 Test Scenario
In order to compare both simulation approaches described in the previous section we consider the following test case, designed to produce interference patterns. We run the FEM and phonon tracing in a room of 5 meters length, 1 meter width, and 1 meter height with a gap of 0.5 meters (see figure 3) . We place the sound source in the corner of the room. The two long walls reflect the sound wave totally, whereas the remaining room surfaces are totally absorptive. Choosing the absorption characteristics of the room in this way we model an array of sound sources as outlined in figure 4 . Now we can observe interference effects as well as diffraction effects behind the gap. In phonon tracing we simulate the pressure inside the room on a regular grid (561 points in total). We trace 100000 phonons from the sound source in order to calculate the room impulse responses f i at the grid points. Figure 5 shows the wave propagation from the sound source. Afterwards, for determining the pressure at a grid point g i for a given frequency ω we convolve a sine signal of frequency ω with f i and obtain at the position le f i + 1 of the resulting signal the pressure at g i . le f i is the length of the room impulse response at i-th grid point. Comparing the results of phonon tracing and FEM, we consider stationary sound fields originating from a source emitting only one particular frequency. The corresponding FEM solution is computed in terms of the reduced continuous time system:
where s = 2πi f . The mean squared pressure at the i-th grid position reads:
For visualization the results are interpolated to the same grid as in phonon tracing. We have compared the simulation results for different wave numbers k = 2π λ = {3, 6, 9, 12, 15} where λ is the wave length. Hence, we consider wave lengths of the order of the gap width. Note that choosing the shifts in the Arnoldi algorithm to match the above wave numbers, i.e. s j = ik j c 0 , then the reduced model is exact at these wave numbers and results coinside with those of the full FEM simulation.
Interference Pattern Visualization
In the first step we have compared the pressure distributions to validate whether similar interference patterns appear. For visualization we use a quad mesh, which we color coded in the following way. We map positive pressure values to red color and negative pressure values to blue color and reduce the saturation of the color, depending on the absolute pressure value at the considering position. Additionally, all pressure values with an absolute value less than the hearing threshold level (2 · 10 −5 Pa) are mapped to gray color. The resolution of the displayed mesh is higher than that of the simulation mesh, the pressure values of the additional points are then bilinearly interpolated. Figures  7 and 6 show examples of our interference pattern visualization for wave number k = 12 and k = 6, respectively. The results show that both methods faithfully reproduce matching interference patterns, where the results obtained by FEM appear to be somewhat smoother. The patterns at k = 12 are closer to each other than that at k = 6.
Wave propagation is illustrated more intuitively, when pressures are mapped along the normal to the listening plane as shown in figure 8.
Gain Visualization
For a more detailed comparison we turn to an acoustic metric, called gain, which is essentially the logarithm of the mean squared pressure [19] :
Since sources have been modelled differently (point source in phonon tracing and small membrane in FEM), the sound fields are normalized by a linear fit excluding the direct neighborhood of the sources. For visualization of the gain and the error we use a quad mesh color coded from red (maximum value) to blue (minimum value). Therefore we interpolate the hue value of the HSV color space according to the gain value and error, respectively. Values for additional mesh points for rendering are bilinearly interpolated as mentioned before. To ensure better comparison feasibility, for the gain we use the same color range for different simulation types at same frequencies. Moreover, the same color range is used for all error plots. As the gain is a logarithmic measure the relative error of the pressures is proportional to the difference of the gain values and can be calculated as: where G ph j and G f em j is the gain at grid point j calculated with results from phonon tracing and FEM method, respectively. Our results are summarized in table 1. We can observe a decrease of the error until k = 12, since the diffraction effects neglected by the phonon tracing approach become smaller. Due to the shortcomings of the FEM method at higher frequencies the error amount increases. Considering the results we can say that both simulation methods are matched best at wave number k = 12. In figures 9 (c), 10 (c), and 11(c) we can notice, that the blue regions on the error plots are predominant indicating overall error decrease. The gain plots of FEM and Phonon Tracing results at k = 12 (figure 11 (a+b)) are closer as those at k = 3, 6 (figures 9 (a+b), 10 (a+b)). The FEM approach is the mathematically correct method in the frequency spectrum that can be represented by the grid (due to the Nyquist limit). In order to keep the calculation cost of the FEM appropriate, the wave length reaches the order of the grid size and FEM becomes inaccurate. The Phonon Tracing is the more efficient method and provide at k = 12 similar results as the FEM, thus we can use it for the simulation of the acoustics at the frequencies above k = 12, which corresponds to a wave length of half the gap width. Table 1 . Absolute and relative error in dB between FEM and phonon tracing.
CONCLUSIONS
We introduced two acoustic simulation methods, a FEM-based approach for low frequency bands and an improved phonon tracing method applicable to medium and high frequencies. The FEM-based solution is transformed into a state-space system that produces a low-frequency response signal in real time when stimulated by the anechoic source signal. Our improved phonon tracer, which is based on pressure rather than energy, accounts for interference phenomena and calculates a room impulse response for given listener positions. The fast convolution of these impulse responses with the anechoic signal issues the mid-and high-frequency components of the response signal. In order to combine these two methods we needed to find out whether both methods produce comparable results in a certain frequency range that also needed to be estimated. With the aid of a comparative visualization for both methods we were able to find the answer to this question. Therefore we constructed a simple periodic scenario with one sound source and perfectly reflecting side walls. In the direction orthogonal to these walls we placed a short, fully absorbing wall with a gap, such that interference patterns could emerge behind this gap. We first visualize the pressure values resulting from both simulations in order to represent interference patterns. Additionally, for a more accurate comparison of the methods we turn to an acoustic metric "gain" and visualize the gain as well as the error between the results. For comparison we simulate the acoustics at different wavelength k = {3, 6, 9, 12, 15}. The resulting images suggested that both methods were able to faithfully reproduce correct interference patterns. With our visualization we were able to figure out at witch frequency range the two methods match. The lowest discrepancy was obtained at k = 12, which corresponds to a wave length of half the gap size (0.5 m). For higher frequencies, the grid required by FEM soon becomes prohibitively large and for lower frequencies, the lack of diffraction reduces the fidelity of phonon tracing. 
