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SUMMARY 
Neuronal networks produce reliable functional output throughout the lifespan of an 
animal despite ceaseless molecular turnover and a constantly changing environment.  The 
cellular and molecular mechanisms underlying the ability of these networks to maintain 
functional stability remain poorly understood.  Central pattern generating circuits produce 
a stable, predictable rhythm, making them ideal candidates for studying mechanisms of 
activity maintenance.  By identifying and characterizing the regulators of activity in small 
neuronal circuits, we not only obtain a clearer understanding of how neural activity is 
generated, but also arm ourselves with knowledge that may eventually be used to 
improve medical care for patients whose normal nervous system activity has been 
disrupted through trauma or disease.  We utilize the pattern-generating pyloric circuit in 
the crustacean stomatogastric nervous system to investigate the general scientific 
question: How are specific aspects of rhythmic activity regulated in a small neuronal 
network? 
The first aim of this thesis poses this question in the context of a single neuron.  We 
used a single-compartment model neuron database to investigate whether co-regulation of 
ionic conductances supports the maintenance of spike phase in rhythmically bursting 
“pacemaker” neurons.  The second aim of the project extends the question to a network 
context. Through a combination of computational and electrophysiology studies, we 
investigated how the intrinsic membrane conductances of the pacemaker neuron 
influence its response to synaptic input within the framework of the Phase Resetting 
Curve (PRC).  The third aim of the project further extends the question to a systems-level 
context.  We examined how ambient temperatures affect the stability of the pyloric 
rhythm in the intact, behaving animal.  The results of this work have furthered our 






1.1 Activity maintenance   
The nervous systems of all animals, including humans, are in a constant state of flux.  
From birth to death, the nervous system is continuously undergoing chemical and 
electrical changes at the subcellular, cellular, and network levels.  Properly functioning 
nervous systems perform certain tasks, such as breathing, walking, or recalling one’s 
home address, with rigid consistency, while also remaining malleable enough to 
continually assimilate new information from the environment, such as the phone number 
of a new acquaintance.  How does the nervous system maintain this crucial balance 
between memory and learning, between stability and plasticity?  What is happening at the 
genetic, subcellular, cellular, and network levels?  The field of neuroscience has not yet 
revealed complete answers to these questions.   
Tracing the neuronal mechanisms underlying stability and plasticity in human 
nervous systems is a complex undertaking.  Presently, our technology is not advanced 
enough to unambiguously tease apart the many interdependent phenomena that underlie 
mammalian nervous system output.  To understand the mechanisms of activity 
regulation, it is necessary to start with a biological nervous system small enough that its 
intrinsic properties and output can be exhaustively characterized.  Only in such a system 
can we begin to determine the relationships between nervous system structure and 
function.   
Central pattern generating circuits (CPGs) are a type of neuronal circuit with output 
that is well suited to studying the mechanisms of maintaining stable activity (Marder and 
Bucher 2007).  CPGs produce stereotyped outputs and control crucial behaviors such as 
walking, breathing, and chewing in both vertebrates and invertebrates.  They exhibit 
rhythmic output in the absence of rhythmic descending or sensory input and can thus be 
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studied in isolation under controlled conditions (Chevallier et al. 2008; Marder and 
Bucher 2007). CPGs have output with a generally well-defined “set point.” Deviations 
from this set point can be quantified; thus, in CPGs, the degree to which activity is 
maintained can be determined with relative ease.   
To properly study mechanisms of activity maintenance, it is best to utilize a system 
with intrinsic cellular and synaptic properties that can be rigorously characterized.  I now 
describe the stomatogastric nervous system, a biological preparation that fulfills these 
criteria.  
1.2 The stomatogastric nervous system  
The stomatogastric nervous system (STNS), an extension of the central nervous system 
of decapod crustaceans, controls rhythmic movements of the stomach (Fig. 1A, 1C).   
The STNS, diagrammed in Figure 1B, contains four ganglia, including the commissural 
ganglia (CoGs), the esophageal ganglion (OG), and the stomatogastric ganglion, or STG.  
The STG contains neurons that constitute two central pattern generating circuits, 
including the gastric mill circuit, which controls the muscles involved in chewing, and 
the pyloric circuit, which controls the pylorus, an apparatus that filters chewed food 
(Stein 2009).  The pyloric circuit includes a pacemaker kernel that consists of three 
electrically coupled neuron types – the single anterior burster (AB), the two pyloric 
dilator neurons (PDs), and the two lateral posterior gastric neurons (LPGs). The 
pacemaker kernel is connected via inhibitory synapses to the single lateral pyloric neuron 
(LP) and the 4 or 5 (or more, depending on species) pyloric (PY) neurons.   The pyloric 
circuit produces the triphasic pyloric rhythm, which consists of a burst of action 
potentials from the PD neurons, followed by a burst from the LP neuron, and then by a 
burst from the PY neurons (Figure 2).   
The STNS, and the pyloric circuit in particular, is advantageous for studying the 
regulators of neuronal activity for a number of reasons.  First, when the entire STNS is 
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removed from the animal and placed into a petri dish filled with cold saline, it continues 
to produce fictive patterns that are similar to those made in the intact animal (Hartline 
and Maynard 1975).  Since the pyloric circuit consists of motor neurons, the output of the 
neurons is aligned with the operation of the musculature.  Second, the identity of each 
STG neuron can be determined solely from intracellular recordings of the somata.  We 
can thus study specific STG neurons in multiple preparations under rigorously controlled 
conditions.  Third, it is possible to simultaneously record intracellular activity from 
multiple neurons in addition to extracellular recordings from descending nerve fibers. 
Thus, in a typical experimental setup, we can continuously measure the activity of 
individual neurons as well as the system as a whole.  Fourth, through the use of 
pharmacological blockers and voltage clamp, we can also characterize individual currents 
in each neuron, allowing us to determine both intrinsic properties and output parameters 
of a single preparation.  Finally, the pyloric rhythm is nearly always spontaneously active 
(Figure 2), making it a prime example of well-maintained neuronal activity (Marder and 
Bucher 2007).  
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Figure 1.  The stomatogastric ganglion is found in the stomatogastric nervous 
system of decapod crustaceans.  (A)  Dorsal view of Cancer borealis. In this diagram, 
the part of the carapace directly above the stomach is removed to show the STNS, heart, 
and brain. (B) Diagram of the STNS.  The paired commissural ganglia (CoGs) and 
esophageal ganglion (OG) provide descending input to the STG.  The STG consists of 
26-30 neurons (blue circles), of which a subset constitutes the gastric mill and pyloric 
CPGs.  Pyloric network activity is measured via extracellular recordings from the 
descending dorsal ventricular nerve (dvn) and lateral ventricular nerves (lvns).   (C)  
Locations of various parts of the foregut relative to the STNS (shown in red).  The STG, 
which contains CPGs that control the gastric mill and pylorus, is located within the 
ophthalmic artery (not shown).  The hemolymph within the artery contains numerous 
neuromodulatory substances that can influence CPG activity. Figure originally published 
in J Comp Physiol A (2009) 195:991 “Modulation of Stomatogastric Rhythms” by 
Wolfgang Stein as Fig. 1. Reproduced from (Stein 2009) with kind permission from 
Springer Science and Business Media. 
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Figure 2.  The pyloric circuit produces the triphasic pyloric rhythm.  (A)  Diagram of 
the pyloric circuit.  Zigzag lines indicate electrical couplings, and black dots indicate 
inhibitory synapses.  The AB (black) and PD (red) neurons constitute the pacemaker 
kernel, which connects via inhibitory synapses to the LP (green) and PY (blue) follower 
neurons.  (B) Extracellular recording from the lvn, showing the pyloric rhythm.  The PD 
neurons burst first; this is followed by a burst from the LP neuron, which is followed by a 
burst from the PY neurons.  This triphasic rhythm has a frequency that is usually on the 
order of 1 Hz. (C) Simultaneous intracellular recordings of the LP and PD neurons and 
extracellular traces from the pyloric dilator nerve (pdn), lvn, and median ventricular nerve 
(mvn), on which bursts from the inferior cardiac (IC) and ventricular dilator (VD) 
neurons are visible.  Traces are not from the same recording as (B). Vertical scale bar is 
13 mV for LP and 20 mV for PD. Panel C originally published in J Comp Physiol A 
(2009) 195:992 “Modulation of Stomatogastric Rhythms” by Wolfgang Stein as Fig. 2b.  
Reproduced from (Stein 2009) with kind permission from Springer Science and Business 
Media. 
 
1.3 Natural variability of cellular parameters 
To relate the input to the output of a small neuronal network, we need to have a 
quantitative understanding of the intrinsic properties of the individual neurons within that 
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network (Prinz et al. 2004b).  Neurons, like all cells, have a membrane composed of a 
lipid bilayer that has many types of ion channels embedded within it.  These ion channels 
conduct current between the intracellular and extracellular sides of the membrane by 
allowing ions to flow through them.  Many ion channels are highly selective and will 
only conduct certain ions based upon their charge or size.  In addition, the channels’ 
ability to conduct ions is dependent upon chemical, mechanical, and/or electrical cues. 
The current conducted by these ion channels can modify the neuron’s membrane voltage 
extremely rapidly.  These changes in membrane voltage are manifested in the form of 
action potentials and postsynaptic potentials in neighboring cells – crucial signaling 
processes in the nervous system (Kandel et al. 2000).   The current that flows through 
each type of ion channel can be calculated with a modified version of Ohm’s law that 
considers the gating properties of the ion channels, the maximal ion channel conductance, 
and the reversal potential of each ionic current:  
 
Here, Ii is the current of ion i, Vm is the membrane voltage, and Ei  is the reversal potential 
of ion i.  The parameter gi is the ion channel type’s maximal conductance.  This is the 
conductance value for each ion channel type when all individual ion channels are 
completely open and conducting the maximum amount of current. This parameter is 
dependent upon the total number of channels of type i embedded in the membrane.    
is the voltage-dependent activation variable of ion channel type i; p is its associated 
exponent. hi is the voltage-dependent inactivation variable of ion channel type i.   
These equations, extended from the original Hodgkin and Huxley model for the 
electrical activity of the squid giant axon, constitute a highly successful mechanistic, 
mathematical model of a biological neuron.  We can use a system of such equations to 
build conductance-based models of STG neurons, and in so doing, perform careful and 
Ii  =   gimi




systematic analyses of the relationships between input parameters and output measures 
(Prinz 2010).  
We know from measurements of conductances in lobsters and crab STG neurons that 
the maximal conductances can have a wide range of values (Marder and Goaillard 2006). 
Differences in conductance levels between animals, and at different times in the same 
animal (MacLean et al. 2005; MacLean et al. 2003), can have large effects on neuronal 
activity.  In addition, certain STG neurons co-regulate specific ionic conductances to 
maintain aspects of neuronal activity.  Experimentally modifying IA, for example, results 
in an endogenous increase in IH with little change in neuronal output (MacLean et al. 
2003). Ion channel densities are thus intrinsic neuronal parameters that are key 
regulators of neuronal activity.   
In summary, over the past several decades, we have developed a solid grasp of both 
the structure and the output of the crustacean stomatogastric ganglion.  By 
simultaneously measuring intrinsic cellular properties, synaptic properties, cellular 
output, and network output, we can find associations between changes in network 
properties and changes in activity.  These findings have brought us much insight into 
mechanisms of activity regulation in small invertebrate neuronal networks (Marder 
2011).   
Experimental examination of network properties and network output is necessary for 
initial characterization of the system, but due to technical limitations, only a small 
number of parameters can be measured or manipulated at any time.  However, after 
experimentally isolating specific currents and determining their Hodgkin-Huxley 
parameters, we can now generate mechanistic models of STG neurons based upon a 
system of Hodgkin-Huxley equations that allow us to predict neuronal output given a set 
of input parameters.  By using these types of neuron models, known as “conductance-
based models,” we can explore the effects of a much greater number of parameters than is 
possible with experimental preparations.  In the next section, we further describe the 
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utility of conductance-based single-neuron and network models in understanding 
structure-output relationships. 
1.4 Structure-output relationships in conductance-based model neurons and neuronal 
networks  
 
Sections 1.4 - 1.6 are adapted from a chapter to be published in the forthcoming book 
Computational Modeling of Central Pattern Generators: Principles and Challenges of 
Neuronal Network Design (Springer; editors: Dr. Erik Sherwood and Dr. Silvia Daun-
Gruhn).  This chapter was written in collaboration with Dr. Astrid A. Prinz. 
 
Ever since Ramon y Cajal’s development of the “neuron doctrine,” which states that 
nervous systems consist of independent cellular units (Cajal 1888; DeFelipe 2010), 
neuroscientists have been interested in mapping the network architecture of these 
systems – i.e., which neurons are connected to which other neurons, how strongly, and 
with what type of synapse.  The complete set of synaptic connections between neurons in 
a network is also commonly referred to as the connectome.  Ambitious efforts are 
underway to characterize the architecture of such complex networks as the mammalian 
retina (Anderson et al. 2011), neuromuscular circuits in mammals (Lu et al. 2009), and, 
on a larger scale, regions of the human brain (Akil et al. 2011; Craddock et al. 2013; 
Helmstaedter 2013).  While a complete map of the architecture is necessary to fully 
understand these highly complex networks, it is not sufficient.   To take the next step in 
understanding the significance of a network’s architecture, we must be able to 
characterize its relationship to the network’s output. In other words, we need to know:  
How specific is the relationship between network architecture and network function?  
Can a variety of different network architectures result in the same network output?  
Conversely, can the same network architecture result in different network outputs?  
Furthermore, and beyond connectivity and synaptic parameters, what role do intrinsic 
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cellular parameters, such as membrane conductances, play in determining network 
output?  To answer these questions, we must utilize model systems for which the network 
architecture, cellular parameters, and network output are readily characterized.  
Small central pattern generating (CPG) circuits, including the pyloric circuit in the 
stomatogastric ganglion, are especially well suited for studying the relationship between 
network architecture and output. Over the past several decades, many computational and 
experimental studies have been performed on the STG to assess the relationship of 
network parameters to network output (Goaillard et al. 2009; Goldman et al. 2001; Prinz 
et al. 2004b; Taylor et al. 2009; Turrigiano et al. 1995). Before discussing the particulars 
of this work, it is important to delineate what we mean by “network parameters” and 
“network output.”  “Network parameters” are biophysical quantities intrinsic to a 
neuronal network that generally remain constant over the time scale of interest.  They 
include both intrinsic cellular parameters, which are specific to each neuron, and network 
architecture, which describes the connections between neurons. Key cellular parameters 
include the maximal conductances of specific ion channel types in the membranes of 
single neurons.   These values depend on the respective densities of those ion channels in 
the cell membrane and can vary widely between animals (Golowasch et al. 1999; Liu et 
al. 1998; Schulz et al. 2006).  Key descriptors of network architecture include: which 
neurons connect to which (i.e. connectivity), the type of synapse (inhibitory or excitatory), 
and the synaptic strength, which is a function of the synapse’s maximal conductance and 
can vary between animals (Goaillard et al. 2009). “Network output” refers to the 
characteristics of the electrical activity of a network.  For the CPGs discussed here, 
characteristics of interest include cycle period, duty cycle (burst duration normalized by 
cycle period), and delay between the bursts of two neuron types.  
1.5 High-dimensional model neuron databases as an approach to determining 
structure-output relationships 
 
Traditionally, the effect of specific intrinsic membrane conductances in a single neuron 
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has been determined by manipulating these conductances one at a time and quantifying 
the resulting change in electrical activity (Golowasch et al. 1992; Guckenheimer et al. 
1993; McCormick and Huguenard 1992).  In biological neurons, this is accomplished by 
genetically altering the density of specific ion channels, by pharmacologically blocking 
subsets of channel types, or by mimicking these conductances with dynamic clamp. 
However, neuronal activity is collectively governed by all of a neuron’s membrane 
conductances, and each conductance is variable from animal to animal in terms of 
magnitude (Golowasch et al. 1999; Schulz et al. 2006).  Manipulating individual 
conductances one-by-one does not fully capture the effect of the full complement of 
conductances on the neuronal activity (Golowasch et al. 2002; Prinz et al. 2003a).  Thus, 
modifying one conductance at a time may not have a consistent effect on cellular output 
from animal to animal because each neuron is most likely displaying a unique 
combination of conductances. 
A similar problem exists when manipulating membrane conductances in Hodgkin-
Huxley type model neurons (Marder and Abbott 1995).    When developing a canonical 
model neuron, a modeler will typically choose specific values for all model parameters 
(including maximal conductances) that lie within a biologically realistic range.  However, 
these ranges can be large, because maximal conductances in biological neurons vary 
widely between animals, even in the same cell type (Schulz et al. 2006). Within these 
ranges, the modeler must choose all conductance values for the model, then manipulate 
them one at a time to determine their effects on neuronal output.  With this technique, one 
cannot immediately determine whether a failure to see an expected relationship between a 
particular conductance and neuronal output is due to a global absence of that relationship 
or is simply unachievable given the combination of conductances chosen for the model.  
Thus, varying one conductance at a time in an individual (biological or model) neuron 
provides a limited view of that conductance’s role in controlling neuronal output (Prinz 
2010; Prinz et al. 2003a).  
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One might think that it is reasonable to experimentally measure values for each 
maximal conductance in several animals, then use the average of those values to 
construct a canonical model neuron.  In fact, a model constructed in this manner can fail 
to exhibit the activity of the biological neurons whose parameter values were used to 
generate it (Golowasch et al. 2002; Prinz 2010). Why don’t the averaged values of the 
individual sets of membrane conductances produce output that is an “average” of each 
individual neuron’s activity?   Golowasch et al. (2002) demonstrated that this “failure of 
averaging” phenomenon can occur because the distribution of model neurons producing a 
particular type of activity - also referred to as the activity “solution space” -  can be of a 
non-convex shape.  In other words, the mean of the solution space may not lie within the 
solution space itself (Marder and Taylor 2011).  Further studies (Achard and De Schutter 
2006; Prinz et al. 2003a) have corroborated the idea that the solution spaces of complex 
model neurons are often highly complex, and predicting their shapes is not trivial.   
    From such studies, it becomes clear that a single “canonical” model neuron is not 
always sufficient to capture the effects of individual conductances on neuronal output. 
Recent studies have instead begun using a method known as ensemble modeling (Prinz et 
al. 2003a; Prinz et al. 2004b) which captures the variability of both the input parameters 
and the output measures of the model.  Generally speaking, the ensemble modeling 
method involves simulating a large number of models over a range of values for every 
parameter of interest. Target ranges for the output measures of interest are then defined.  
Depending upon the application, these target ranges may be based on values that have 
been experimentally observed, or they may be arbitrarily chosen.  The subset of models 
with output that falls within the chosen target ranges constitutes the solution space.   
Given a set of input parameter ranges and target ranges for output measures, what is a 
good way to find a solution space?  Figure 3 shows several example methods for 
mapping solution spaces (Prinz 2010).  One method is to tune variables one at a time (Fig. 
3A), starting from a single point in solution space. A second method is to run an 
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evolutionary algorithm several times, find one solution each time, then interpolate 
between them (Fig. 3B).  Alternatively, one can perform simulations at random (Fig. 3C) 
or regularly spaced (Fig. 3D) points in parameter space.  As is schematized in Figure 3, 
solution spaces can be concave and non-contiguous, which can explain why a model 
neuron built using the averages of experimentally measured parameter values often does 
not exhibit the expected activity type (Golowasch et al. 2002).   
 
Figure 3. Example methods of mapping solution spaces within a two-dimensional 
parameter space.  The white area represents two-dimensional parameter space, and the 
gray region represents the solution space.  Simulated parameter sets are shown as dots, 
with white dots representing solutions and black dots representing non-solutions.  (A)  
Parameter space is explored by varying one parameter at a time.  (B)  An evolutionary 
algorithm is run several times to find several results; hyperplanes are then created using 
subsets of these results and used to map the solution space. (C)  A stochastic exploration 
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of parameter space.  (D)  An exploration of parameter space using regularly spaced 
parameter values. From (Calabrese and Prinz 2009; Prinz 2010). 
 
Ensemble modeling has been used to quantitatively examine the relationship between 
intrinsic cellular parameters and cellular output.  One such study (Prinz et al. 2003a) 
involved the development of a high-dimensional database of single-compartment 
conductance-based pacemaker model neurons. To create this database, eight maximal 
conductances in a conductance-based model neuron were independently varied over six 
regularly spaced values, from 0 mS/cm2 to a specific maximum value.  Ranges for each 
conductance were based upon experimental data (Turrigiano et al. 1995).  For all 68, or 
1,679,616, conductance combinations, the spontaneous activity of the conductance-based 
model neuron was simulated until it reached steady-state activity.  This activity was then 
analyzed and classified by type (bursting, spiking, silent, and irregular).  Input parameters 
and output measures (activity type, period, burst duration, duty cycle, and others) for 
each of the 1,679,616 model neurons were catalogued in a searchable database that is 
available online (Hudson and Prinz 2010; Prinz et al. 2003a).  
Because the database described above includes information about both the intrinsic 
membrane parameters and the neuronal output, it can serve as a useful aid in exploring 
relationships between cellular parameters and electrical output in single neurons.  Several 
studies have utilized this database to demonstrate that a wide variety of ion channel 
conductance combinations can result in similar types of output from the neuron (Hudson 
and Prinz 2010; Prinz et al. 2003a; Soofi et al. 2012). 
While this database is useful for studying the relationship between intrinsic 
membrane conductances and output measures in a single pacemaker neuron, it does not 
provide information about how that neuron’s output affects the activity of its neuronal 
network.    How do the synaptic strengths between the neurons in a CPG affect the 
output?  How do the intrinsic membrane conductances of the other neurons in the 
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network affect the output?  How specific is the relationship between network structure 
and network output?  
To answer these questions, parameter space exploration and ensemble modeling were 
used to develop a database containing over 20 million versions of a model of the pyloric 
CPG in the crustacean STNS pyloric circuit.   To conduct the study, model neurons that 
matched the spontaneous firing patterns and rebound properties of the neurons in the 
crustacean pyloric circuit were chosen from the previously published database of STNS 
model neurons mentioned above (Prinz et al. 2003a). The strengths of the 7 inhibitory 
synapses in the circuit were varied through 5 or 6 different values that ranged from 0 nS 
synaptic conductance (corresponding to no synaptic connection) to 100 nS (which 
represents a synapse strong enough to clamp the postsynaptic neuron to the synaptic 
reversal potential). All ~20 million combinations of these model neurons and synapse 
strengths were simulated, stored in a network model database, and their activity was 
classified as functional if they produced a tri-phasic rhythmic burst pattern in the correct 
order (AB/PD-LP-PY) that fell within the biologically observed ranges for rhythm 
characteristics such as period, burst durations, duty cycles, delays, and phase 
relationships. Two percent of the simulated networks, approximately 450,000 networks, 
matched these highly constraining requirements and were thus considered functional 
pyloric network models. Examples of functional and non-functional network models are 













Figure 4. Ten examples from a database of 20 million network models generated by 
combining different model neurons and synapse strengths. For each network a 
schematic indicating its model neurons and synapse strengths and the simulated voltage 
traces for the AB/PD, LP, and PY neurons are shown. The top row shows network 
models with the same model neurons but different synaptic connections. The bottom row 
shows network models with the same synaptic connections but different model neurons. 
Only the two networks at the right end of the figure produce functional pyloric activity. 
Adapted by permission from Macmillan Publishers Ltd: Nature Neuroscience (Prinz et al. 
2004b), Copyright 2004.  Nature Publishing Group. 
 
Comparison of the rightmost networks in the top and bottom row of Figure 4, which 
both generate functional network output, indicates that they do so with quite different 
synaptic connections. Indeed, all synapses in the network except for the LP-to-PY 
synapse were found to vary over the entire range from 0 nS to 100 nS within the 
functional network models (Prinz et al. 2004b), demonstrating that a tightly constrained 
network architecture is not necessary for proper pyloric network function. Furthermore, 
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over half (54%) of the functional network models included one or several synapses 
whose strength was 0 nS; i.e., these synapses were actually missing from the circuit. 
Strikingly, among these 54% functional network models with missing synapses were over 
3,000 pyloric network models with the minimal connectivity of only synapses from the 
AB/PD pacemaker kernel to the LP and PY follower neurons, but no connections 
between the followers or back to the kernel. 
Conversely, even the “best” network architecture, i.e. the particular combination of 
synapse strengths that generated functional output for the largest fraction (88 out of 150, 
or 59%) of model cell combinations, failed to do so for the remaining 41% of cell 
combinations. Even in a circuit in which the properties of the individual neurons are 
physiologically realistic and should be conducive to their role in the network, there thus 
appears to be no single network architecture that is sufficient to ensure proper network 
function under all circumstances. 
The conceptual results from this modeling study, that a particular and stereotyped 
network architecture is neither necessary nor sufficient for the generation of biologically 
functional network output, is also supported by experimental data. In the STNS, the 
strength of chemical synapses between pairs of identified neurons exhibits several-fold 
variability from animal to animal (Goaillard et al. 2009). 
1.6 Co-regulation of network parameters as a mechanism for output stability 
 
As described in the previous sections, simple neuronal networks can achieve similar 
output despite variations in network architecture (Prinz et al. 2004b; Saideman et al. 
2007) and intrinsic cellular parameters (Prinz et al. 2004b; Schulz et al. 2006).  How does 
a neuronal network exhibit such consistent output in the face of variability in circuit 
parameters? Are there any rules that govern this variability?  These questions can be 
partly answered by examining the shapes of the solution spaces in such computational 
studies as those just described (Prinz et al. 2003a; Prinz et al. 2004b).   
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One clear observation is that, while the shapes of solution spaces remain complex and 
often unpredictable, they are often contiguous in parameter space (Prinz et al. 2003a; 
Prinz et al. 2004b; Taylor et al. 2006). Another observation is that solution spaces are 
topographically organized; those solution spaces containing similar activity types are 
more likely to be adjacent to one another in parameter space.  For example, the burst 
period of a model neuron generally varies smoothly across parameter space (Prinz 2010; 
Taylor et al. 2006).  If one solution space is defined as having a target burst period of, say, 
1 s to 1.2 s, then those model neurons that fall near, rather than inside, that solution space 
are likely to have burst periods that are near that solution space’s target range. 
Topographical organization of solution spaces is also present at the network level 
(Grashow et al. 2010; Soto-Trevino et al. 2001). From the perspective of homeostatic 
regulation, this is a desirable situation.  Small fluctuations in the maximal conductances 
of a biological neuron will not drastically change the activity of the neuron; the network 
activity is thus unlikely to be greatly affected.   
A third observation is that certain cellular and synaptic parameters exhibit pairwise 
correlations within solution spaces (Ball et al. 2010; Hudson and Prinz 2010; Soofi et al. 
2012).  In other words, as one moves through parameter space by increasing one 
particular cellular parameter, then another cellular parameter would need to be increased 
(or decreased) in order to remain in the same solution space.  At the single-neuron level, 
the co-regulation of certain ionic conductances within a model neuron is associated with 
maintaining specific parameters of electrical output, such as spike frequency, duty cycle 
(Hudson and Prinz 2010), and spike phase (Soofi et al. 2012); however, conductance 
correlations in functional model neurons are not always ubiquitous or strong (Taylor et al. 
2009).  At the network level, a pyloric network model is more likely to display proper 
pyloric rhythmicity when an increase in PD-to-LP synaptic strength is accompanied by a 
corresponding decrease in AB-to-LP synaptic strength (Prinz, unpublished data). This 
evidence suggests that while a wide variety of network parameter combinations may lead 
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to similar network output, these parameter values are subjected to a specific set of co-
regulatory rules at the network level.  It may be that following this set of rules, rather 
than having a specific set of parameter values, is key to maintaining reliable network 
output.  
The computational studies described above provide a wide-ranging view of parameter 
effects on cellular and network output in models. However, we do not have a similarly 
comprehensive knowledge of the relationship between cellular and network parameters 
and output in biological circuits, since current techniques do not allow experimentalists to 
use high-dimensional brute-force methods such as those described above.  By instead 
examining individual pairs of conductances, a number of experimental studies in the 
crustacean pyloric circuit have suggested pairwise conductance co-regulation as a 
mechanism for preserving consistent output.  Experimentally increasing the mRNA copy 
number for the transient potassium (A-type) ion channel, for example, intrinsically 
increases the hyperpolarization-activated (H-type) current without substantial changes in 
overall cellular activity (MacLean et al. 2005; MacLean et al. 2003).   In fact, a number 
of pairwise correlations between ion channel expression levels are found in identified 
pyloric neurons.  Additionally, in the STG, different cell types have unique combinations 
of conductance correlations.  Thus, cellular identity may be defined, in part, by unique 
mechanisms for transcriptional co-regulation of ion channel genes (O'Leary et al. 2013; 
Schulz et al. 2006; Schulz et al. 2007; Temporal et al. 2012; Tobin et al. 2009).  
So far, we have described the presence of correlations among intrinsic parameters of 
single neurons. Have any such correlations been observed at the network level?  There is 
evidence that the AB neuron-to-LP neuron synaptic strength and the PD neuron-to-LP 
neuron synaptic strength are negatively correlated with one another, so that the total 
strength of the synapse from the AB/PD pacemaker kernel onto LP is relatively constant 
(Goaillard et al. 2009).  This result corroborates the findings from the network database.    
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Ensemble modeling is a highly useful method for understanding the relationship 
between network architecture and network output.  Results from computational studies 
indicate that: (1) specific network architectures are neither necessary nor sufficient for 
functional output and (2) network parameters may follow co-regulatory “rules” in order 
to maintain network activity. These findings suggest that CPG output is more tightly 
regulated than the intrinsic cellular or synaptic parameters of the system.  Since neural 
systems must be able to produce reliable output throughout the lifetime of an animal 
despite constant molecular turnover and environmental changes, it is reasonable to 
assume that the compensatory mechanisms discussed here are a means of stabilizing 
output and preventing sudden, possibly adverse effects to the network as a whole. 
1.7 Manipulating neurons with dynamic clamp 
The ability to model voltage-dependent currents with Hodgkin-Huxley-type equations 
has also resulted in another innovation – the ability to introduce realistic, artificial 
synaptic or intrinsic membrane currents into a living neuron in real time.  This technique 
– known as dynamic clamp (Sharp et al. 1993a; b) – has become a standard 
electrophysiology tool (Prinz et al. 2004a).  Unlike voltage clamp or current clamp, 
dynamic clamp effectively adds or subtracts conductances to the neuron by following the 
Hodgkin-Huxley-type equation, Ii = gimiphi(Vm-Ei) for each conductance gi.  The method 
is performed as follows:  At each time step (50 microseconds or less), the membrane 
voltage of the neuron, Vm, is recorded, and the reversal potential, Ei, of current i is 
subtracted from Vm to obtain the driving force.  Then, this is multiplied by the given 
maximal conductance value gi, the voltage-dependent activation variable mip and in the 
case of inactivating currents, the inactivation variable hi, to calculate a current Ii, which is 
then rapidly injected.  This current value is updated and injected at each time step.  The 
dynamic clamp technique is useful for creating hybrid circuits of artificial and biological 
neurons, as well as for adding individual synaptic or membrane currents into an isolated 
 20 
neuron (Prinz et al. 2004a).  
 
 
Figure 5.  Simplified schematic diagram of dynamic clamp technique.  At each time 
step, the membrane voltage (Vm) is recorded from a neuron (in this case, an STG neuron), 
and is used to compute the necessary current to be injected to produce a desired 
conductance value.   To reproduce rapidly activating and inactivating currents, such as 
INa, the time step of the real time software must be quite small; 50 microseconds or 
smaller is ideal if fast conductances, such as those associated with the fast Na+ current, 
are being simulated. 
 
1.8 Temperature sensitivity of neuronal circuits 
So far, we have discussed the roles of certain ionic currents in regulating activity of small 
neuronal networks.  It is also important to consider the nature of the perturbations that 
might cause changes in rhythmic activity.  The ability of a neuronal circuit to maintain 
reliable, rhythmic activity is made all the more difficult by a constantly changing 
environment.  One challenge that is faced by the nervous systems of cold-blooded 
animals, such as decapod crustaceans, is to cope with constant changes in ambient 
temperature.  Certain animals, such as Cancer borealis and its close relative Cancer 
pagurus, must handle changes in temperature of several degrees Celsius within the course 
of a single day.  The many subcellular components of nervous systems, such as ion 
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channels, often have widely varying temperature dependencies; it is therefore not a trivial 
task for a nervous system to function properly at a wide range of temperatures.   Many 
neuronal circuits exhibit a rate increase in output with increasing temperature (Robertson 
and Money 2012).  In fact, when exposed to temperatures that increase from 7°C to 23°C 
in vitro, the pyloric rhythm frequency increases approximately four-fold.  However, the 
phases of the neuron bursts that define the rhythm itself are remarkably well preserved 
(Tang et al. 2010) (Figure 6).  This maintenance of activity may result from biological 
restrictions on the Q10 values of various subcellular components of the system.  It is of 
interest to us to determine whether such stringent preservation of activity is present not 




Figure 6. Quantification of pyloric network output at different temperatures. (A) 
Example extracellular nerve recordings of the pyloric rhythm at cold temperature (T = 
7°C). The onset and offset delay of each neuron relative to the onset of PD neuron burst 
are indicated. Horizontal scale bar, 1 s, for both (A) and (B). (B) Example extracellular 
nerve recordings from the same preparation as in (A) but at warm temperature (T = 
19°C). The same delay measurements are indicated as in (A). (C) The frequency of the 
pyloric rhythm plotted as a function of temperature from T = 7°C to T = 23°C (n = 7). 
(D) The mean phase (delay divided by cycle period) values of the pyloric rhythm plotted 
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as a function of temperature from T = 7°C to T=23°C (n=7).  Figure and caption 
reprinted from (Tang et al. 2010), originally distributed under the terms of the Creative 
Commons Attribution license. 
 
 
1.9 Thesis Organization 
In this work, I describe the motivation, design, implementation, analysis, and 
implications of three studies that investigate the regulation of single-neuron and network 
activity in the stomatogastric ganglion of the decapod crustacean. The remainder of this 
thesis is organized as follows: 
In Chapter 2, I describe the observation of spike phase maintenance in a pacemaker 
neuron, then explore whether the co-regulation of ionic conductances may underlie this 
phenomenon via analysis of a high-dimensional single-compartment model neuron 
database. 
In Chapter 3, I determine the effects of specific ionic conductances on the response 
of model neurons to synaptic input.  I do this by analyzing the Phase Resetting Curve 
(PRC) of single-compartment and multi-compartment models.  I also examine the effects 
of these conductances on the PRC in a biological neuron via dynamic clamp injection or 
pharmacological blockade of specific ionic currents in the PD neuron of the pyloric 
circuit. 
In Chapter 4, I examine the effect of changes in ambient temperature on the 
frequency and phases of the pyloric rhythm in the intact, behaving crustacean.   
In Chapter 5, I summarize this work and consider the future roles that small 
invertebrate neuronal networks may play in understanding structure-function 
relationships in complex nervous systems.   
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CHAPTER 2 
CO-VARIATION OF IONIC CONDUCTANCES SUPPORTS PHASE 
MAINTENANCE IN STOMATOGASTRIC NEURONS 
 
This chapter was published in full as a peer-reviewed research article in the Journal of 
Computational Neuroscience (Springer).  Citation: Wafa Soofi, Santiago Archila, and 
Astrid A. Prinz. "Co-variation of ionic conductances supports phase maintenance in 
stomatogastric neurons." Journal of Computational Neuroscience 33.1 (2012): 77-95.  
With kind permission from Springer Science and Business Media.  
2.1 Introduction 
Neural central pattern generating circuits are able to maintain consistent rhythmic activity 
throughout the lifetime of the animal.  To retain network functionality, each neuron must 
preserve its unique electrical role within the network.  This role is partially governed by 
each cell’s set of membrane currents (Levitan 1988), which must be constantly regulated 
in order to maintain a consistent electrical identity.  This identity is preserved even as the 
proteins that compose the membrane ion channels undergo turnover (LeMasson et al. 
1993).  The mechanism by which neurons regulate their membrane currents to maintain 
network function is, as of yet, not entirely understood. 
The pyloric pattern-generating circuit of the stomatogastric nervous system (STNS) in 
crustaceans is one of the best-characterized oscillatory neural networks (Marder 1997; 
Selverston 2010; Selverston and Moulins 1985).  The pyloric circuit innervates muscles 
that control the region of the stomach known as the pylorus.  It produces a triphasic 
motor pattern that consists of a burst of action potentials from the pyloric dilator (PD) 
neurons, followed by a burst from the lateral pyloric (LP) neuron, then by a burst from 
the pyloric (PY) neurons. The stomatogastric ganglion (STG) contains a small number of 
neurons that are consistently identifiable across animals, and it produces reliable, 
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rhythmic electrical activity for up to several days or weeks in vitro.  This system has been 
used in network-level and single-cell studies of homeostatic regulation (Marder and 
Bucher 2007). Several studies have shown that neuronal activity is governed in part by 
the maximal conductances (henceforth referred to simply as “conductances”) of specific 
ion channel types, but the manner in which they do so is highly nonlinear. In certain 
instances, a small change in one conductance results in a large change in electrical 
activity (Goldman et al. 2001).  Conversely, many different sets of ionic conductances 
can result in similar neural activity (Achard and De Schutter 2006; Prinz et al. 2004b; 
Schulz et al. 2006; Swensen and Bean 2003; 2005).  Of particular interest is the role of 
correlations between sets of ionic conductances (Khorkova and Golowasch 2007) and ion 
channel mRNA levels (Tobin et al. 2009) in preserving neural activity.   Overexpression 
of the transient potassium current (IA) in lobster STG neurons elicits an increase in the 
hyperpolarization-activated mixed-ion current (Ih), with minimal changes in electrical 
activity (MacLean et al. 2005; MacLean et al. 2003), suggesting that a neuron can 
actively modify its membrane properties in order to regulate its electrical output.  
Computational studies scanning the conductance space of model neurons have also found 
that pairwise co-regulation of conductances can preserve certain aspects of neural activity 
(Ball et al. 2010; Hudson and Prinz 2010). The presence of these correlations suggests 
that the neuron is following a set of biological “rules” which are necessary for it to 
maintain a homeostatic equilibrium. 
Much of the work on the pyloric circuit has focused on the relationships between 
bursts in the various neurons in the network.  Previous studies have shown that pyloric 
burst phases are relatively invariant over time (Hooper 1997a; 1997b), suggesting that the 
burst phase holds some functional importance to the pyloric rhythm.   The mechanism by 
which the neuron accomplishes burst phase maintenance has not been resolved.  
Relatively little work has been done to elucidate the role of intra-burst spike patterns.  It 
was originally believed that the spike timing within a burst played a less critical role than 
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the timing of slow-wave oscillations in governing network activity (Graubard 1978; 
Raper 1979).  However, recent studies have suggested that certain intra-burst properties, 
such as spike frequency and the number of spikes per burst, have significant effects on 
muscle response (Hooper and Weaver 2000; Morris and Hooper 1997; Morris et al. 
2000). Other experiments have demonstrated the presence of synaptic modulation of 
precise spike patterns within bursts (Brochini et al. 2011; Szucs et al. 2003), and these 
spike patterns may have some functional significance.  Furthermore, modeling studies 
have suggested that network responses are sensitive to these spike patterns (Latorre et al. 
2006).  
In this work, the relationship between spike delay and period was quantified in the 
crab STG.  We observed that spike delays within pyloric bursts can vary proportionally 
with period, so that the phases of the spikes, relative to the beginning of the burst, are 
invariant to the period.  We hypothesized that pairwise conductance correlations may be 
associated with this maintenance of spike phase.  To test this hypothesis, two separate 
computational studies were performed. The first study altered the conductances of a 
“canonical” burster, two at a time, to determine the effects on that burster’s activity.  We 
refer to this as the “single-burster” study.  An advantage to varying only two 
conductances at a time is that a large number of simulations can be run in two-
dimensional conductance space, providing us with a high-resolution view of the pairwise 
relationships.  A disadvantage to this approach is that the results involve modulating the 
parameters of a single, arbitrarily chosen burster; they thus do not constitute a 
comprehensive view of how spike phase is maintained in the eight-dimensional 
conductance space of the model neuron. The second study provides a view of this 
conductance space by using a model neuron database, in which all eight conductances are 
allowed to vary freely, to develop populations of bursters with low spike phase 
differences relative to one another.  These populations’ conductance distributions were 
examined over all 28 pairwise combinations of the eight conductances. We refer to this as 
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the “population” study.  The first study asks, “If six of eight of a model neuron’s 
conductances are constrained, can the neuron preserve its activity by co-modulating the 
other two conductances?”  The second study asks an inverse question: “If we extract from 
a database a population of model neurons constrained to a specific type of activity, do the 
pairwise distributions of their conductances suggest that the co-modulation of certain 
conductance pairs is needed to preserve their activity type?”  The two studies 
complement each other, and we found that certain conductance correlations were evident 
in both approaches. 
2.2 Methods 
2.2.1 Experimental studies 
Jonah crabs (Cancer borealis) were purchased from commercial suppliers and stored in a 
cold-water artificial seawater tank at ~12OC.  Crab saline (11 mM KCl, 440 mM NaCl, 
13 mM CaCl2.2H2O, 26 mM MgCl2.6H2O, 11.2 mM Trizma base, 5.1 mM maleic acid, 
pH 7.45 ± 0.03) was refrigerated until needed. 
2.2.1.1 Preparation 
The animal was cold-anesthetized for 20-30 minutes by submerging it in ice prior to 
dissection.  The stomach, which includes the STNS, was removed from the animal, 
pinned into a deep Sylgard-lined dish, and submerged in chilled (10-15OC) saline.  The 
STNS, including the STG and the nerves that innervate the stomach muscles, was 
dissected out of the stomach and pinned in fresh saline in a Sylgard-lined Petri dish.  The 
preparation was transferred to an electrophysiology rig where fresh saline was chilled 
with a Peltier thermoelectric cooler and superfused over the nervous system. 
2.2.1.2 Electrophysiology  
Vaseline wells were built around the lateral ventricular nerve (lvn, which contains axons 
from PD, LP, and PY neurons) on each side, and a stainless steel wire electrode was 
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placed in each well to make extracellular nerve recordings of network activity.  The 
extracellular recording provides a convenient measure of the network cycle frequency as 
well as the LP neuron inter-spike intervals without having to impale multiple cells.  An 
A-M Systems Model 1700 Differential AC Amplifier was used for extracellular 
recordings, and all free-running rhythm data was acquired with an Axon Instruments 
Digidata 1322A and pClamp 9.2 software (Molecular Devices). 
2.2.2 Modeling studies 
2.2.2.1 Simulation 
The single-compartment conductance-based stomatogastric model neuron that was 
utilized to simulate neural bursting activity has been previously described (Prinz et al. 
2003a).  This model consists of a set of eight Hodgkin-Huxley-type ionic currents, each 
specified by one or two differential equations that describe voltage-dependent channel 
activation and inactivation.  During each individual simulation, all model parameters 
were kept constant.  The parameters in this study included eight conductance values 
which were taken from a model neuron database that has also been previously described 
(Prinz et al. 2003a).  The voltage dependence and temporal dynamics for seven of these 
conductances were based upon in vitro experiments on unidentified stomatogastric cells 
in culture (Turrigiano et al. 1995). These conductances were: fast sodium (gNa), fast 
transient calcium (gCaT), slow transient calcium (gCaS), transient potassium (gA), calcium-
dependent potassium (gKCa), delayed-rectifier potassium (gKd), and a voltage-independent 
leak conductance (gleak). Values for the eighth conductance, a hyperpolarization-activated 
mixed-ion inward conductance (gH), were derived from studies on guinea pig lateral 
geniculate relay neurons (Huguenard and McCormick 1992).  
All simulations and analysis were performed in MATLAB.  Simulations were run for 
20 seconds with a time step of 0.05 ms.  Both the membrane voltage and the intracellular 
calcium concentrations were updated at each time step using the exponential method 
 28 
detailed in (Dayan and Abbott 2001). Activation and inactivation variables were updated 
using the Euler method.  Spike times were recorded at each time that the voltage made a 
negative-to-positive crossing over 0 mV.  These spike times were then used to find which 
of the model neurons were stable bursters. Inter-spike intervals (ISIs) that were greater 
than five times the length of the previous ISI were deemed inter-burst intervals (IBIs), 
and the activity between the start times of two consecutive IBIs was deemed a burst 
cycle.  After varying the threshold for classifying an ISI as an IBI between two to six 
times the previous ISI, we found that our chosen value of five-fold for this threshold was 
suitable for the present analysis.  If the corresponding ISIs within each of the last three 
complete burst cycles differed by less than 10% from their mean, the model neuron was 
classified as a stable burster. Since our aim was to examine intraburst spike phase 
maintenance, only neurons that had reached a stable bursting pattern by the end of the 
simulation time were analyzed.  If no IBIs were detected, according to the above criteria, 
the model neuron was assumed not to be a stable burster and, therefore, not to have 
definable intraburst spike phases.  These model neurons (including silent neurons and 
tonic spikers) were excluded from the analysis.  All regularly bursting model neurons 
reached stable activity well before the end of the simulation time.   
2.2.2.2 Quantifying phase difference 
To determine the effect of individually varying conductances on spike phase in the 
single-burster study, a “canonical” burster was first chosen, with maximal conductances 
shown in Table 3. This burster demonstrated steady bursting activity and a period of 0.98 
seconds, similar to that of the pyloric rhythm typically seen in vitro (Marder and Bucher 
2007). We then compared the spiking activity of the canonical burster to that of a 
“modified” burster in which one or two of the conductances were varied from the 
canonical value.  A simple metric was used to quantify the spike phase difference 
between the canonical and modified bursting model neurons.  If we let tij denote the time 
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of the jth spike in a regular burst from model i (spike sij), where each model i’s burst cycle 
has a period of pi, the spike phase Hij of  sij is then defined as: 
 
To allow spike phase comparison between models with different numbers of spikes per 
burst, this metric was only calculated for the first N spikes, where N denotes the lowest 
number of spikes between the canonical and altered bursters.  The average phase 
difference Di between the canonical burster and each of the altered bursters is then 




where Hcj is the spike phase for spike j of the canonical burster c.  Thus, the metric Di 
may be thought of as the “average phase difference per spike” relative to a canonical 
burster.  We note that this metric ignores all spikes beyond the Nth spike.  Quantifying 
differences in spike phase for bursters with different numbers of spikes is not trivial 
(Lago-Fernandez 2007).  Here, we are choosing to only examine those spikes that are 
common to both bursters.  Fig. 7 illustrates the phase maintenance metric for pairs of 
model neurons with varying degrees of average spike phase difference.  For the purposes 
of our computational studies, we deem any pair of model neurons with an average spike 





















Figure 7.  Five pairs of model neuron voltage traces demonstrating progressively 
greater phase differences.  Voltage traces were normalized by each of their respective 
periods; thus, the first spike of each burst is aligned.  Time scale bars are shown to the 
left of each trace.  The lower trace in each pair represents one burst from the canonical 
model neuron.  The upper trace represents one burst from a model for which two 
conductances were varied from their canonical values. The black lines drawn between 
action potential peaks in the upper and lower traces show the divergence in phase 
between the first, fourth, seventh, and tenth spikes of each burster.  The more vertical 
these lines are, the greater the maintenance of phase is between the two bursters. Traces 
in the insets have not been normalized by period to demonstrate the differences in the 
periods between the original and canonical bursters.  Those pairs of model neurons with a 
phase difference of less than 0.01 were considered to have a high level of phase 
maintenance 
 
2.2.2.3 Data structure and statistical analysis: single-burster study 
For a set of eight conductances, the number of distinct two-element subsets is given by 
the binomial coefficient , which is equivalent to 28 possible conductance pairs.  To 










values were independently varied, two at a time, by multiplying the canonical value by a 
set of multiplicative factors ranging from 0 to 3 in increments of 0.1 (see Table 3).  This 
resulted in 31 x 31, or 961, combinations of values for each of the 28 conductance pairs.  
The average phase difference Di per spike between each modified burster and the 
canonical burster was calculated. For each of these pairs of the eight conductances, two-
dimensional color-coded graphs were generated by plotting the average spike phase 
difference versus the two conductance values.  The degree of correlation between each of 
the two conductance pairs was quantified by identifying the subset of burster models 
within the 31 x 31 grid that exhibited a difference in phase from the canonical burster of 
0.01 or less. The conductance values for those burster models that satisfied this condition 
were then examined for correlations using the nonparametric Spearman’s rank correlation 
coefficient.  Due to the gridlike structure of the data, using significance testing alone 
carries the risk of overestimating the degree of correlation.  We thus define as correlated 
those relationships with a Spearman’s rank correlation coefficient of | | ≥ 0.4 and a p-
value of less than 0.05.  Since our study focuses solely on examining putative monotonic 
relationships between conductances, we chose to perform a piecewise examination of any 
nonmonotonic relationships that were seen.  The data was divided into approximately 
monotonic sections via visual inspection.  We note that our method of defining the sets of 
bursters with high phase maintenance only considers whether | | is above or below the 
threshold; the absolute difference between the  value and the threshold is disregarded.  
However, by examining which correlations persisted as the threshold was lowered 
(providing a more stringent criterion for spike phase maintenance), we saw that a higher   
| | generally indicates more tightly maintained spike phases (data not shown). 
2.2.2.4 Model neuron database 
Co-varying pairs of conductances while constraining all others provides a systematic way 
to examine the effects of ionic currents on model neuron behavior, but only in a very 
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localized region of conductance space.  Another, more comprehensive method of 
examining the influence of conductance on model neuron output is through the use of a 
large database of model neurons, wherein all eight conductances are independently and 
systematically varied. Each of the model neurons in the database can then be classified 
based upon various features of their electrical activity, and the underlying conductances 
of those neuron populations that satisfy a given set of criteria (for example, bursters with 
a cycle period between 1 and 1.1 seconds) can then be examined for trends.  A previously 
existing large model neuron database was utilized to determine whether a population of 
model neurons with independently varied conductance values that was constrained to 
regular bursters with tightly maintained spike phases would exhibit pairwise conductance 
correlations (Prinz et al. 2003a).  This database was constructed by simulating the 
spontaneous activity of the single-compartment conductance-based model neuron 
described above for six equally spaced, independently varied values of eight 
conductances.  This resulted in 68, or 1,679,616, total model neurons. A variety of 
intrinsic activities were represented in this database, including regular and irregular 
spiking activity, regular and irregular bursting activity, and silence (no activity).  Only 
those model neurons classified as regular bursters (712,613 model neurons in all) were 
analyzed in this study. Comparing the spike phases of neurons that burst only a few times 
per cycle nearly always results in a very low difference in spike phase.  To avoid the 
possible confounding effect of low spike numbers on our results, we restricted the 
bursters analyzed to those with more than 4 spikes per burst.  
2.2.2.5 Selecting model neuron populations with high and low levels of phase 
maintenance 
 
From the regular bursters in the database, we selected several populations of model 
neurons with high phase maintenance, such that the neurons within each population had 
similar spike phases relative to the other neurons within the same population.  To collect 
these populations, we constrained the duty cycle (defined as the fraction of the cycle 
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period during which the neuron is bursting) of the model neurons to a narrow range, then 
restricted the number of spikes per burst to a specific value.  The duty cycle is equivalent 
to the phase of the last spike in the burst.  Because the ISIs in these bursting models 
generally do not exhibit large amounts of variability from model to model, constraining 
the phase of the last spike also constrains the phases of the other spikes in the burst.  
Thus, by constraining duty cycle and spike number, we obtained populations of model 
neurons with low phase differences relative to one another. The width of the duty cycle 
range is equivalent to the maximum difference that any two bursters in the population 
may have in the spike phase of the last spikes in their respective bursts.  Thus, the 
average phase difference per spike within these populations is well below the width of the 
duty cycle range.  The phases are therefore, by our definition, highly maintained in these 
populations; we consider them a suitable model of phase maintenance in bursting 
neurons. Fig. 8(a) shows a sample “high phase maintenance” population of 500 bursters 
with duty cycles constrained between 0.06 and 0.07 and spike number constrained to 6.  
As a control, we also selected an analogous set of model neuron populations with low 
phase maintenance by constraining the period and the number of spikes per burst, but 
allowing the duty cycle to vary freely.  A sample “low phase maintenance” population is 
shown in Fig. 8(b), with the period constrained between 0.70 and 0.74 seconds and the 
number of spikes per burst again constrained to 6. The variation of spike phase values in 
the sample “low” phase maintenance group is three- to fifteen-fold greater than in the 
“high” phase maintenance group, showing that their spike phase characteristics are 
quantifiably separable.  We then statistically analyzed the “low” and “high” phase 
maintenance populations for the presence of conductance correlations.   
To determine whether any present correlations were an effect of constraining either 
the duty cycle or the spike number alone, we further selected populations of regular 
bursters in which either the duty cycle or the number of spikes per burst was constrained, 
but not both at once.  The conductance correlations for all three population types (those 
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with constrained duty cycle, constrained spike number, and constrained duty cycle and 
spike number) were statistically analyzed and compared.  
 
 
Figure 8. Comparison of burster populations with high and low phase maintenance. (a) 
Spike phase vs. period for 500 randomly chosen bursters with 6 spikes per burst and duty 
cycles between 0.06 and 0.07.  The period is unconstrained.  Histograms (right side of 
plot) illustrate the spread of the spike phases.  The narrow distributions indicate that this 
population exhibits high phase maintenance.   (b) Spike phase vs. period for 500 bursters 
with 6 spikes per burst and periods between 0.70 and 0.74 seconds.  The duty cycle is 
unconstrained.  A wide distribution of spike phases indicates that this burster population 
exhibits low phase maintenance 
 
2.2.2.6 Data structure and statistical analysis: population study 
To check for the presence of pairwise conductance correlations, we collapsed the neuron 
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populations down from an eight-dimensional parameter space into each of the 28 possible 
sets of two-dimensional space.   Each of these two-dimensional distributions was then 
evaluated for correlations.  We statistically quantified the strength of the conductance 
correlations in each burster subplot.  One cannot assume that the model neuron output is 
obeying a theoretical underlying distribution, since this output has been artificially 
constrained. We therefore used nonparametric statistical tests as performed by (Hudson 
and Prinz 2010).  For both “high phase maintenance” and “low phase maintenance” 
populations, conductance pairs were deemed correlated if they met the criterion of 
Spearman’s | | ≥ 0.4, with a p-value < 0.05. We further used the nonparametric 
Wilcoxon rank-sum test to determine whether the sets of correlation coefficients for the 
two sets of model neuron populations were significantly different (p < 0.05).  For the 
study comparing neuron populations with constrained duty cycle and number of spikes 
per burst (“high phase maintenance” populations) to the populations in which only the 
spike number or duty cycle was constrained, two nonparametric tests, the chi-squared test 
of independence and the Spearman’s rank correlation test, were used to determine the 
presence of correlations between the various pairs of conductances. Correlations were 
deemed present if the chi-squared statistic met the criterion of X2 ≥ 70 and Spearman’s 
rank correlation coefficient met the criterion of | | ≥ 0.30.  The threshold values were 
chosen by examining the X2 and Spearman’s  values for difference matrices containing 
visually detectable correlations.  These thresholds were then universally used to test all 
sets of neuron populations for the presence of correlations (Hudson and Prinz 2010).    
2.3 Results 
2.3.1 Experimental study 
We analyzed six long term recordings of the lateral pyloric (LP) neuron in the pyloric 
network of Cancer borealis.  In approximately half of these recordings, the ISI varied 
proportionally with the burst period over time, so that spike phases were maintained.  A 
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sample preparation demonstrating this phenomenon is shown in Fig. 9(a).  We plotted the 
delay of spikes 2-6 (relative to spike 1 of each burst) against the burst period and found a 
significant positive slope for all fitted trendlines (Fig. 9(b)).  To quantify how close the 
observed spike phases were to being “perfectly” maintained, we adapted a previously 
described technique (Hooper 1997a).   If a bursting neuron exhibits perfect spike phase 
maintenance, then as the burst period approaches zero, the phases of the spikes in a burst 
will also approach zero.  Thus, plotting the spike delay relative to the beginning of the 
burst against the present burst period should result in a linear trendline with a positive 
slope and a y-intercept at (0,0).  The second point that defines this “perfect delay” line 
must lie on the trendline that is fitted to the observed data.  For each of the six 
preparations examined, we chose this point to be at the mean burst period for that 
preparation. The slope of the observed spike delay vs. period trendline for any bursting 
neuron should fall somewhere between zero (signifying a complete lack of phase 
maintenance) and the slope of the perfect delay line.  A comparison of the average slope 
of the spike delay-burst period plot for a given neuron with the slope of perfect delay line 
therefore indicates the degree of phase maintenance that the neuron exhibits.  For the 
sample experimental recording shown in Fig. 9, ratios of the slopes for the average spike 
delay/period trendlines to the slopes for the lines indicating perfect phase maintenance 
range between 0.70 and 0.76, indicating a relatively high degree of phase maintenance 
(Fig. 9(c)).   The independence of spike phase from the period is illustrated by the 
horizontal trendlines in Fig. 9(d). Five other preparations were similarly examined.  Of 
these, one exhibited ratios ranging between 0.30 and 0.51, and the other exhibited ratios 
between 0.73 and 1.08.  Thus, three of the six preparations we examined demonstrated 
some degree of phase maintenance, two of them at a high and one at a moderate level. 
The remaining three preparations exhibited ratios near or below 0, suggesting that no 
phase maintenance was present.  
Our metric for phase maintenance does not explicitly account for changes in period; it 
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therefore cannot differentiate between phases that have been maintained despite large 
changes in period and phases that are maintained simply because other aspects of the 
bursting activity (period, burst duration) have been maintained, as well.  For each of the 
preparations, we compared both the standard deviation of the periods and the percent 
difference between the minimum and maximum periods to the degree of phase 
maintenance.  No relationship was detected between the amount of variation of the period 
(using either metric) and the degree of phase maintenance, suggesting that the presence of 
phase maintenance is not due to a lack of change in the period. 
To determine how well the spike phases are maintained within a single preparation 
over time, we calculated the difference between the phase of each spike in each burst and 
the mean phase of that spike for all bursts in the data set shown in Fig. 9.  We then 
averaged each burst’s spike phase differences, resulting in one average phase difference 
for each burst in the data set.  The distribution of these average spike phase differences 
are shown in Fig. 9(e).  The mean of the average spike phase difference for each burst is 
0.0064 (red dashed line).  We chose to use a similar value (0.01) to define our lower limit 
of spike phase maintenance in the modeling studies.  
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Figure 9. Experimental data demonstrating that as period varies, spike phases can 
be well maintained.  The pyloric rhythm from an in vitro preparation was recorded for 
approximately five hours.  (a) Period and spike phases for each burst are shown for the 
duration of the recording (b)  Raw data and linear fits of the delay for spikes 2-6 of each 
burst versus the cycle period.  Each data point represents one spike.  Dashed black lines 
(“exp. fit”) indicate linear fits to the experimental data.  Lines indicating perfect phase 
maintenance (“perfect PM”) are shown in light grey.  All fits have a significant positive 
slope.  The plot is scaled to indicate the y-intercepts for each trendline.  Perfect phase 
maintenance would correspond to lines with a y-intercept at (0,0).  (c)  The ratio of the 
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average slope to the slope of the line indicating perfect phase maintenance ranged 
between 0.70 and 0.76 for spikes 2-6 in each burst.  The first spike of each burst was not 
analyzed because its delay was defined as 0 s. (d)  Spike phase was close to independent 
of the pyloric period. (e)  Histogram showing the distribution of the average difference of 
the spike phases of each burst from the mean spike phases for the entire data set.  The 
mean spike phase difference is 0.0064 (shown as dashed red line) 
 
2.3.2 Single-burster study 
In the twenty-eight pairs of conductances in the single-burster study, different types of 
qualitative relationships were seen: monotonic, non-monotonic, and independent 
relationships. Fig. 10(a) depicts the degree of phase difference for each of the 28 pairs of 
conductances, when both conductances in the pair are varied.  Table 4 shows the 
Spearman’s  and p-values for every pairwise correlation. The correlations for each 
conductance pair are summarized in Fig. 10(b). According to our criteria (| | ≥ 0.4, p < 
0.05), six conductance pairs had monotonic relationships that were correlated across the 
entire data set, and seven had non-monotonic relationships that exhibited at least one 
correlation when examined in a piecewise fashion. Of the monotonic relationships, five 
conductance pairs were positively correlated in model neuron populations exhibiting 
phase maintenance, and one was negatively correlated. Of the nonmonotonic 
relationships that were examined piecewise, three had a positively correlated and a 
negatively correlated component, one had two positively correlated components, and 
three had only one component of two that was correlated.   Of all 28 conductance pairs, 
gCaT/gKd exhibited the strongest relationship (Fig. 10(c)), with a  of 0.98 (p < 1.4 x 10-
45). Linearly varying gCaT to gKd with a ratio of approximately 0.019 results in phase 
maintenance. Deviating from this positive ratio results in a drastic increase in the spike 
phase difference.  Notably, these two conductances do not tightly regulate whether the 
neuron is bursting; as can be seen in Fig. 10(a), the model neuron bursts across wide 
ranges of values for both conductances.  For another strongly correlated conductance 
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pair, gA and gCaS, the conductances constrain the bursting ability of the neuron as well as 
the ability to maintain spike phase. Certain conductance pairs with nonmonotonic 
relationships had strongly monotonic regions that resulted in phase maintenance.  The 
phase-maintained population for the gNa/gKd pair had one region with a negative 
monotonic relationship (  = -0.89, p < 1 x 10-40) and another region with a positive 
monotonic relationship ( = 0.93, p < 1 x 10-10). Other pairs of conductances only 
exhibited correlations in certain regions of conductance space.  Both the gA/gKd pairs and 
the gCaS/gKd pairs, for example, only exhibit correlations for higher values of gKd.  The 
conductance that appeared to least affect average spike phase difference was gH; no 
correlations of gH with other conductances resulted in populations with spike phase 
maintenance.  
Our criteria for a conductance relationship to be deemed a correlation included a 
minimum value for Spearman’s .  Excluding this criterion would cause nine other pairs 
of conductances to appear correlated in the phase-maintained model neuron populations 
(Table 4).  Some, such as the gKd/gH pair, appear only weakly correlated.  We have 
restricted our discussion to those relationships with a higher , but we note that relaxing 
this criterion unmasks several weaker correlations that also modestly affect spike phase 
maintenance. 
We examined the variation in period over the ranges of conductance values (data not 
shown); as with the experimental data, a strong relationship between spike phase 
maintenance and period maintenance does not appear to exist.  Fig. 7 shows, for example, 
that the pairs of bursters exhibiting average spike phase differences of 0.0052 (a low 
value) and 0.075 (a high value) have similar differences in period.  To see whether our 
choice of aligning bursts by their first spike affected our findings, we also examined the 
phase differences after aligning all bursters by their last spike.  The phase differences 
were generally greater when using last-spike alignment, which may arise in part from the 
differing degrees of spike frequency adaptation at the ends of the bursts.  However, the 
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correlations that resulted were highly similar to those found using first-spike alignment, 
suggesting that the overall relationship between phase maintenance and ion channel 
correlations is not localized to particular regions of the burst, but is generalizable to the 




Figure 10.  Phase differences and conductances correlations in the single-burster 
study.  (a) Average spike phase differences relative to the canonical burster for the 
pairwise co-variations of all 28 pairs of conductances. Dark blue regions have the highest 
phase maintenance, and dark red regions have the lowest phase maintenance. White 
squares indicate model neurons that were not regular bursters.  Regions with low spike 
phase differences (< 0.01) that were examined for correlations are outlined in magenta 
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and have their grid lines in bold.  Conductance data sets with nonmonotonic relationships 
that resulted in phase maintenance were analyzed piecewise; the divisions between these 
regions of analysis are indicated with straight, solid magenta lines. Bold black outlines 
indicate conductance pairs with positive correlations, and bold red outlines indicate 
conductance pairs with negative correlations.  Dashed red-and-black outlines indicate the 
presence of both a negative and a positive correlation.  (b)  Summary of correlations seen 
in all 28 conductance pairs.  Positive correlations are indicated by a plus sign, and 
negative correlations are indicated by a minus sign. Conductance correlations were 
deemed present if Spearman’s rank correlation coefficient had a value of | | ≥ 0.4 (p < 
0.05).  Blank squares indicate conductance pairs for which no correlation was found. 
Squares that are divided indicate nonmonotonic relationships that were analyzed in a 
piecewise fashion.   (c)  Original voltage traces show that positively varying gCaT and gKd 
supports spike phase maintenance. Three pairs of voltage traces are shown whose phase 
differences are highlighted on the bar plot.  Traces are normalized by their respective 
periods; the first spike of each burst is aligned.  The lower trace in each pair represents 
one burst from the canonical model neuron, marked on the plot with a magenta square.  
The upper trace represents one burst from a model for which gKd and gCaT varied from 
their canonical values. Black lines drawn between action potential peaks in the upper and 
lower traces show the divergence in phase between every third action potential of each 
burster. Traces in the insets have not been normalized by period to demonstrate the 
differences in the periods between the original and canonical bursters 
 
2.3.3 Population study 
The method of analysis used in the single-burster study only considers a very restricted 
region of conductance space, in which two of eight conductances are varied at one time.  
The second study, utilizing a large model neuron database, allowed all conductances to 
vary freely.  Rather than plotting the phase differences between sets of models, we 
plotted two-dimensional histograms to determine whether certain pairs of conductances 
tended to vary together in a large model neuron population with a high degree of phase 
maintenance. 
2.3.3.1 Histograms and difference matrices for a sample burster population 
For each pair of conductances (28 in total) and each burster population, a 6-by-6 two-
dimensional histogram was generated, plotting the number of model neurons in the 
subpopulation versus two of their conductance values.  However, the two-dimensional 
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histograms do not explicitly account for the null hypothesis of independence between the 
two conductances’ effects on bursting activity.  To correct for this, a set of “expectation 
matrices” was generated (Hudson and Prinz 2010).  These matrices are developed by 
multiplying the one-dimensional histograms for each single conductance together, then 
normalizing by the total number of model neurons in the population, to create a six-by-
six grid of probability values.  Each value represents the probability of a model neuron 
from the population being present in that bin, given the assumption that the two 
conductances are independent from one another.  A set of “difference matrices,” in which 
we subtracted the expectation matrix from the original two-dimensional histogram, was 
then plotted.  In these plots, each bin illustrates the percentage difference between the 
expected value for the number of model neurons in that bin, given the assumption of 
independence between the conductances, and the actual value.  To compare this method 
of examining model neuron populations to our original method of examining a single 
canonical burster, we first examined the conductance correlations of a population that 
included the canonical burster (Fig. 11).  This population was constrained to include 13 
spikes per burst, and its duty cycle range was allowed to vary by ± 0.005 from the 
canonical burster’s duty cycle. By restricting the duty cycle to a range of 0.01, we 
guarantee that the average spike phase difference is less than this value.  The correlations 
for the single-burster study are shown with the conductance correlations from the 
population study in Table 4. 
The correlations calculated from phase difference (single-burster study) and the 
correlations calculated from the histograms (population-based study) both point to phase-
maintaining relationships between the sodium conductance (gNa) and transient calcium 
conductance (gCaT), as well as between the slow calcium conductance (gCaS) and calcium-
dependent potassium conductance (gKCa).  According to our criteria, the population study 
does not explicitly show a correlation between the transient calcium conductance (gCaT) 
and the delayed rectifier conductance (gKd), but Table 4 shows that the relationship is 
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comparably strong. The agreement between the two studies regarding the significance of 
these three conductance pairs suggests that they may play a role in spike phase 
maintenance in different regions of conductance space.  There was no agreement between 
the two studies regarding which conductance pairs had negative conductance correlations 
that resulted in phase maintenance. 
Figure 11.  Difference matrices showing the presence of correlations between certain 
pairs of conductances for a burster population exhibiting a high level of phase 
maintenance.  This population was chosen such that the canonical burster from the 
single-burster study would be included; the duty cycle was restricted to 0.2784 ± 0.005, 
and the number of spikes was restricted to 13 per burst. Bold black outlines indicate 
conductance pairs with positive correlations, and red outlines indicate the pairs that 




2.3.3.2 Comparison of several burster populations 
In order to generate a single difference matrix, it is necessary to choose a single, arbitrary 
duty cycle range and number of spikes per burst. To further determine whether certain 
conductance correlations are consistently associated with phase maintenance for a variety 
of duty cycles and numbers of spikes per burst, we next examined several neuron 
populations in a similar fashion to the sample model neuron population discussed above.  
We investigated these sets of model neuron populations in two ways. First, we compared 
a set of model neuron populations with “high phase maintenance” to a set of populations 
with “low phase maintenance.” Secondly, we compared the “high phase maintenance” 
populations, in which both duty cycle and number of spikes per burst were constrained, to 
analogous populations for which either the duty cycle or spike number was constrained, 
but not both. Conductance correlations that are present in the model neuron population 
exhibiting high phase maintenance, but not in the population exhibiting low phase 
maintenance or in the populations with only the duty cycle or spike number constrained, 
are specifically associated with maintaining phase.  
2.3.3.3 “High” versus “low” phase maintenance populations 
The “high phase maintenance” model neuron populations had spike numbers ranging 
from 5 to 20 and duty cycle ranges of 0.01 units in width ranging from 0.10-0.11 to 0.69-
0.70. This resulted in 960 separate “high phase maintenance” populations.  The “low 
phase maintenance” model neuron populations had spike numbers ranging from 5 to 20 
and period ranges of 0.01 seconds in width, ranging from 0.5-0.51 seconds to 1.09-1.1 
seconds, resulting in 960 “low phase maintenance” populations.   
Histograms of the correlation coefficients for the populations of model neuron 
bursters with “high” and “low” phase maintenance were plotted for each of the 28 pairs 
of conductances, five of which are shown in Fig. 12. For certain pairs, the correlation 
coefficients appear stronger for the population representing high phase maintenance than 
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for the population representing low phase maintenance (gNa/gCaT, gCaS/gKCa, Fig. 12(a)-
(b)). This suggests that correlating these particular conductances may aid specifically in 
the maintenance of spike phase.   Certain other pairs, however, saw stronger correlations 
in populations with low phase maintenance (gA /gCaS, gCaT/gCaS, Fig. 12(c)-(d)). Other 
correlation coefficients do not appear to be specifically high for the population of neurons 
exhibiting high levels of phase maintenance, relative to those exhibiting low phase 
maintenance (gCaT/gKd, Fig. 12(e)). 
To ensure that the correlations seen were not a result of the initial restriction of the 
database to all regular bursters, pairwise correlations were calculated for several 
populations of 10,000 randomly chosen regular bursters.  No strong correlations were 
evident in these populations, suggesting that restricting the neuronal activity type to 




Figure 12.  Histograms of conductance correlation coefficients for a selection of 
conductance pairs.  The y-axis indicates what fraction of the entire data set each bin 
constitutes. Populations of bursters with a high degree of phase maintenance are shown in 
blue, and burster populations that emulate a lack of phase maintenance are shown in red.  
(a) gNa and gCaT (p = 1.5 x 10 –20) and (b) gCaS and gKCa (p = 6.37x10-19) demonstrate 
positive correlations that were significantly stronger (Wilcoxon rank-sum test, p < 0.05)  
in the population with high phase maintenance than in the population with low phase 
maintenance.  Conversely, the conductance pairs (c) gA and gCaS (p = 1.1 x 10 –33) and (d) 
gCaT and gCaS (p = 5.9 x 10-24) demonstrated a significantly greater correlation in the 
population with low phase maintenance than in the population with high phase 
maintenance.   (e)  The gCaT/gKd  correlation coefficients demonstrated no difference 
between the populations with high and low phase maintenance.  (p > 0.05) 
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2.3.3.4 Effect of constraining duty cycle or spike number alone 
In order to compare the “high phase maintenance” populations with those populations in 
which only the duty cycle or the number of spikes per burst was constrained, two 
additional sets of populations were generated, one with the duty cycle constrained to a 
range of 0.01, and one with the number of spikes per burst constrained to a single integer 
value.  Again, the model neuron populations had spike numbers ranging from 5 to 20 and 
duty cycle ranges of 0.01 units in width ranging from 0.10-0.11 to 0.69-0.70.  To ensure 
that an adequate number of model neurons were present in the histograms (each of which 
consisted of a 6-by-6 grid), only those bins containing at least 200 model neurons were 
considered.  This limited the analysis to 147 populations. The three sets of burster 
populations (those with a constrained duty cycle, a constrained spike number, and both a 
constrained duty cycle and spike number) were collected as follows.  Exactly 200 model 
neurons were chosen from each of the 147 burster populations that were constrained by 
duty cycle and spike number and contained at least 200 bursters (Fig. 13(a)).  Next, 147 
populations consisting of exactly 200 model neurons that were constrained only by duty 
cycle were extracted by randomly selecting from all model neurons with a specific 
number of spikes per burst (Fig. 13(b)).  The distribution of the duty cycle bins from 
which these populations were chosen was designed to match that of the populations 
constrained by both duty cycle and number of spikes per burst.  For example, since there 
are three populations of at least 200 model neurons with 15 spikes per burst and some 
specific duty cycle range (outlined in red in Fig. 13(a)), three model neuron populations 
of 200 randomly chosen model neurons with an unconstrained duty cycle were also 
chosen from this bin, so that all of the model neurons in each of the three populations had 
15 spikes per burst.  A similar procedure was undertaken for selecting the 147 
populations of bursters with a constrained duty cycle range (Fig. 13(c)).   The X2 and 
Spearman’s  values of these three sets of 147 burster populations were then compared.  
Bar plots showing the percentage of model neuron populations with correlated 
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conductance pairs were compared for the three types of populations (Fig. 14), for all 28 
conductance pairs.  If a greater percentage of the populations with both duty cycle and 
spike number constrained had correlations than did those populations with either duty 
cycle or spike number constrained alone, it would suggest that spike phase maintenance, 
by our definition, is regulated by that particular conductance pair. 
     
Figure 13.  Histogram depicting the number of model neurons in each of the 960 
bins selected by constraining the duty cycle and number of spikes per burst of 
model neurons in the database.  To assess the relationship of conductance correlations 
to spike phase maintenance, model neuron populations were collected by constraining by 
duty cycle and number of spikes per burst, duty cycle alone, and number of spikes per 
burst alone.  Model neurons were partitioned by duty cycle into bins of width 0.01 and by 
integer numbers of spikes per burst.   (a) Bins outlined in red indicate populations 
constrained by both duty cycle and spike number that are also of a size greater than or 
equal to 200, fulfilling our criteria for analysis.  (b) Populations of 200 randomly selected 
bursters were gathered from sets of data outlined in red, wherein the number of spikes per 
burst, but not duty cycle, was constrained.  The number of populations from each set of 
data is indicated on the right of the panel.  (c) Populations of 200 randomly selected 
bursters were gathered from sets of data outlined in red, wherein the duty cycle, but not 
the number of spikes per burst, was constrained.  The number of populations from each 
set of data is indicated above the top panel 
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Figure 14. Percentage of model neuron populations that meet the criteria for 
significantly correlated conductances (X2  70 and Spearman’s | | ≥ 0.30).  Bars 
indicate populations with constrained duty cycle (DC), constrained number of spikes per 
burst (SN), or with both constrained duty cycle and number of spikes per burst (DC/SN).   
Conductance correlations that appear specifically related to maintaining phase include 
gNa/gCaT and gCaT/gCaS (solid bold outlines).  Correlations between gCaS/gKCa and gCaT/gKd 
pairs (dashed outlines) are seen in all three types of populations 
 
For the sodium and transient calcium conductances, 76% of the populations with a 
high degree of phase maintenance exhibited correlations, where both the duty cycle and 
number of spikes per burst were constrained.  Of those populations with constrained duty 
cycle or constrained numbers of spikes per burst alone, 20% and 44% appeared to have 
strong correlations, respectively. Thus, the gNa/gCaT pair may be specifically involved in 




high degree of phase maintenance exhibited correlations, while only  3% and 8% of those 
populations with constrained duty cycle or constrained numbers of spikes per burst alone 
exhibited correlations.   The gCaS/gKCa pair also exhibited a high number of strong 
correlations, but the percentages of strong correlations in each of the three sets of 
populations were similar, suggesting that this pair of conductances may be involved in 
maintaining one parameter or the other but is not exclusively associated with the 
maintenance of spike phase in bursting neurons.   
It is possible that the duty cycle bin size (here, arbitrarily chosen to be 0.01 units in 
width) may affect whether correlations are present.  We performed the above study using 
various bin sizes and found that as long as the bins are sufficiently small, their width does 
not greatly affect the strength of the correlation coefficients. 
The box plots for the gNa/gCaT conductance pair (Fig. 15) and the gCaT/gCaS 
conductance pair (Fig. 16) illustrate stronger chi-squared values in the population 
exhibiting high phase maintenance. In the gNa/gCaT pair, the chi-squared values also 
appear to increase in strength as both the duty cycle and number of spikes per burst 
increase.  This increase is most striking in the population with both parameters 
constrained. In the gCaT/gCaS pair, the populations with both parameters constrained have 
greater chi-squared values than the populations with only duty cycle or spike number 
constrained for the majority of duty cycle ranges and particularly at low numbers of 
spikes per burst. For both pairs, the Spearman’s values are similar for all three 
population types (duty cycle and spike number constrained, duty cycle constrained only, 
and spike number constrained only). Thus, for the gNa/gCaT and gCaT/gCaS conductance 
pairs, a stronger dependence exists between the conductances (indicated by the chi-
squared value) for the population with both constrained duty cycle and spike per burst 
(representing high phase maintenance), but the monotonicity (indicated by ) is similar 
for all population types.  The box plot for the gCaS/gKCa conductance pair shows that the 
correlations are similar for all three of the sets of populations, suggesting that this 
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particular conductance pair may be involved in constraining duty cycle or spike phase, 
but is not exclusively involved in maintaining both at once (Fig. 17).  
 
Figure 15. Chi-squared and Spearman’s values for the gNa/gCaT conductance 
correlation for the three population types, plotted by number of spikes per burst 
and duty cycle.  The line bisecting each box indicates the median values for the statistic, 
and the ends of the boxes indicate the lower and upper quartiles.  (a) As the number of 
spikes per burst is increased, stronger correlations are seen specifically for the population 
of bursters with both constrained duty cycle and spikes per burst. (b) Stronger 
correlations are also seen as the duty cycle is increased.  (c-d) Spearman’s values are 
similar between all three population types for a range of values for duty cycle and spikes 
per burst. For the gNa/gCaT conductance pair, the population wherein the spike number and 
duty cycle are constrained (the “high phase maintenance” population) exhibits stronger 




Figure 16.  Chi-squared and Spearman’s values for the gCaT/gCaS conductance pair 
for the three populations, plotted by number of spikes per burst and duty cycle.  The 
middle of the boxes indicates the mean values for the statistics, and the ends of the boxes 
indicate the lower and upper quartiles.  (a) At lower numbers of spikes per burst, the 
population with both duty cycle and number of spikes per burst constrained (in blue) has 
higher chi-squared values than the populations in which either parameter is constrained 
alone .  (b) For the majority of duty cycle ranges, the median chi-squared value is highest 
for the population with both parameters constrained.  (c-d) The Spearman’s  values are 
similar at all spike numbers and duty cycle ranges for the three populations. For the 
gCaT/gCaS conductance pair, the population with high phase maintenance exhibits stronger 





Figure 17  Chi-squared and Spearman’s values for the gCaS/gKCa conductance pair 
for the three populations, plotted by number of spikes per burst and duty cycle.  The 
middle of the boxes indicates the median values for the statistic, and the ends of the 
boxes indicate the lower and upper quartiles.  (a) As the number of spikes per burst is 
increased, stronger correlations are seen specifically for the population of bursters with 
only spikes per burst constrained.   Average values for the chi-squared statistic are similar 
for all three population types.  (b) Stronger correlations are seen as the duty cycle is 
increased, but average chi-squared values are again similar between all three populations. 
(c-d) Spearman’s values are similar between all three population types for a range of 
values for duty cycle and spikes per burst 
 
2.4 Discussion 
It is often assumed that for any nervous system to consistently produce behavior that is 
appropriate to the animal’s environment, certain aspects of that nervous system must be 
held under tight neuromodulatory, cell-intrinsic, or synaptic control.  In the present work, 
we observed through experiment that spike phase maintenance occurs in long-term 
recordings of some LP neurons as the period varies over time.  We performed a series of 
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studies using a single-compartment neuron model to examine whether the experimentally 
observed activity could be emulated via the pairwise co-variation of conductances. We 
first studied the effect on phase maintenance of independently varying pairs of 
conductance values of a single, “canonical” model neuron. Next, we utilized a model 
neuron database to explore whether the distributions of the conductance values of model 
neurons are associated with spike phase maintenance.  Conductance-based modeling 
studies implicated the correlation of specific conductance pairs as a possible mechanism 
by which the pyloric neurons accomplish spike phase maintenance.    
The gNa/gCaT pair and the gCaS/gKCa conductance pair exhibited salient positive 
correlations in the single-burster and the population-based study.   Of these pairs, gNa and 
gCaT appeared more specifically geared towards maintaining spike phase than maintaining 
other bursting properties, such as duty cycle or number of spikes per burst alone, while 
the gCaS/gKCa pair appears to support more general bursting properties.  (Hudson and Prinz 
2010) have also previously noted an association between gCaS/gKCa correlations and 
general bursting activity in model neurons. 
Fig. 10 illustrates areas in gNa/gCaT conductance space that have both small (dark blue) 
and large (dark red) phase differences between bursters.  Other conductance pairs in the 
single-burster study, such as gA/gCaS and gCaS/gKCa, had regions of bursters with low phase 
differences that transitioned sharply to regions of non-bursters.  This suggests that gNa/g-
CaT co-regulation may exert a finer control over the intra-burst properties of the model 
neuron than other conductance pairs. The gA/gCaS and gCaS/gKCa pairs appear to be more 
involved in controlling overall activity type, perhaps because the gCaS conductance reacts 
to changes in calcium on a slower time scale than the gCaT conductance (Liu et al. 1998).  
The time constants of the various conductances, which determine the immediacy of 
activity-dependent conductance changes, could explain which conductances control 
which aspects of the model neuron’s output; gNa and gCaT operate with fast time constants, 
which may enable their interplay to finely tune the spike times within bursts.  
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In the current body of literature, few studies have demonstrated that any calcium 
conductances are correlated with other conductances to regulate neuronal activity.  A 
previous modeling study demonstrated that the gA/gCaS conductance pair resulted in tight 
regulation of crustacean cardiac motor neuron activity (Ball et al. 2010). This particular 
pair of conductances, along with the gCaS/gKCa pair, is also strongly correlated in several 
types of STG model neuron activity (Hudson and Prinz 2010), including general bursting 
activity.  In our population study, the correlation between gCaS and gKCa was notably 
stronger in the model neuron populations with high phase maintenance than in those with 
low phase maintenance. While calcium currents have proven difficult to measure 
experimentally, the evidence from computational studies suggests that they may be 
involved in maintaining certain aspects of neuronal activity, including spike phase of 
bursting neurons.  
The correlations we found in the population study apply only to bursters with periods, 
duty cycles, and numbers of spikes per burst within the examined ranges.  Therefore, it is 
possible that other conductance correlations exist for bursting neurons that did not meet 
our criteria for analysis in this study, such as the nonlinear, concave gNa/gKd correlation 
found in model neurons classified as bursters with only one spike per burst (Golowasch et 
al. 2002).  
So far all conductance correlations that have been experimentally found to preserve 
neuronal activity in stomatogastric neurons have been positive. However, negative 
correlations have been seen to maintain bursting activity in large model neuron databases, 
including a strong negative correlation between gA and gKCa (Hudson and Prinz 2010). 
The present study similarly found a negative gA/gKCa correlation to be stronger in 
populations with highly maintained spike phases than those exhibiting a lack of phase 
maintenance. Hudson and Prinz also showed that a negative gNa/gKd correlation preserves 
activity type in model neurons (2010); we saw regions of both positive and negative 
correlations for this conductance pair in our single-burster study (Fig. 10). From a 
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biological perspective, we expect a positive correlation between gNa and gKd to support 
spike phase maintenance; because gNa controls a depolarizing (inward) current and gKd 
controls a repolarizing (outward) current, it would seem that increasing (or decreasing) 
one conductance would require a compensatory increase (or decrease) in the other 
conductance to preserve neuronal activity.  For similar reasons, one might have expected 
gNa and gCaT to be inversely rather than positively correlated. We currently do not know 
how a positive correlation between two depolarizing currents might be useful to the 
neuron.  Overall, the negative correlations found in the present study were fewer in 
number and generally weaker than the positive correlations. Indeed, the only two 
conductance correlations that appeared in both the single-burster and population-based 
studies were positive.  
Modifying conductances in the biological neuron involves several layers of cellular 
machinery; it thus may not occur quickly enough to explain the instantaneous spike phase 
maintenance that is seen over time in a single neuron (Fig. 9).  However, the spike phase 
also is maintained across different animals, despite large differences in the average burst 
period (Bucher et al. 2005).  Thus, pairwise co-variation of conductances may, at the 
least, provide a plausible explanation for maintenance in spike phase across animals.  
Possible mechanisms for this conductance co-variation include ion channel co-
localization on the cell membrane or translation from mRNA strands with correlated copy 
numbers (Schulz et al. 2007). Alternatively, the ability of pyloric neurons to maintain 
spike phase over time may be “built into” the electrical activity of the circuit through 
adjustments to synaptic strength (Bucher et al. 2005).  As with conductance-based 
mechanisms, a method for maintaining spike phase that relies on the electrical 
organization of the network is most likely not trivial and would require further 
investigation.   
Both theoretical and experimental studies have shown that a variety of conductance 
relationship types can preserve neuronal activity. Linearly co-varying a potassium and a 
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calcium conductance preserved tonic activity in both the ventricular dilator (VD) neuron 
of the STG and in a conductance-based model neuron (Goldman et al. 2001).  Modeling 
studies have also demonstrated that nonlinear conductance relationships may preserve 
one-spike burster activity (Golowasch et al. 2002).   Our single-burster modeling study, 
involving pairwise conductance co-variation, demonstrated phase-preserving 
relationships that were both linear (such as gCaT/gKd) and non-linear (such as gKd/gleak), 
and it is possible that the neuron employs both types of relationships to preserve its 
activity. Additionally, previous studies have revealed three- and four-way linear 
correlations between mRNA levels in specific STG cell types (Schulz et al. 2007).  A 
more thorough analysis of the model neuron database may also reveal conductance 
relationships residing in higher dimensions for model neuron populations with specific 
activity constraints. 
A clear future aim is to verify through experiment whether the mechanisms for phase 
maintenance explored in the present study are being employed by real neurons. Previous 
experiments have used mRNA levels to quantify channel expression, but a linear 
relationship between mRNA abundance and conductance value has only been found for 
one conductance pair: gA and gKCa (Baro et al. 1997; Schulz et al. 2006).  Since mRNA 
injection may not reliably control the values of all conductances examined here, such an 
approach might not be useful as experimental verification of our results.  However, 
multiple membrane conductances can be simulated in real time using the dynamic clamp 
technique.  One potential future direction is to utilize dynamic clamp to modulate pairs of 
membrane conductances in a biological neuron while monitoring intra-burst activity to 
determine whether phase maintenance can be achieved via the mechanisms explored 
here. 
Notably, the results presented above examined only spontaneous activity and do not 
examine the effects of synaptic input on the relationship between conductance 
correlations and phase maintenance.  If the model neuron here were receiving regular 
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inhibitory synaptic input, as in a network model, its steady-state activity may be altered 
(Prinz et al. 2003b).  We have seen in the present study that altering neuronal activity 
may result in different patterns of conductance co-regulation (Fig. 15); the specific 
conductance correlations that preserve intra-burst activity may be altered by the addition 
of synaptic input.  As an example, the present study saw no pairwise conductance 
correlations involving gH.  Co-regulation of the gA/gH pair has experimentally been 
shown to preserve neuronal activity, including number of spikes per burst (Khorkova and 
Golowasch 2007; MacLean et al. 2005). Our model may be operating in a voltage regime 
that does not engage the hyperpolarization-activated current, so that the value of gH plays 
little role in its activity.  If we were to perform a similar analysis on a model neuron 
receiving extra inhibitory synaptic input from other neurons, the gH conductance might 
play a greater role in controlling neuronal output.  
It has been hypothesized that the presence of conductance correlations has certain 
benefits.  The fact that there are many combinations of conductances that allow the 
neuron to arrive at the same activity type aids in the robustness of that activity.  These 
correlations may provide protection against drastic and potentially harmful changes to 
neural activity as a result of a relatively small change in one or more ionic currents. 
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CHAPTER 3  
DIFFERENTIAL EFFECTS OF CONDUCTANCES ON THE PHASE 




Computational and experimental studies in both vertebrate and invertebrate neuronal 
networks have indicated that the densities of membrane ion channels in individual 
neurons can vary several-fold (Goaillard et al. 2009; Goldman et al. 2001; Golowasch et 
al. 1999; Golowasch et al. 2002; Marder and Goaillard 2006; Schulz et al. 2006; Swensen 
and Bean 2005).  Specific conductances can affect certain aspects of neuronal activity; 
for example, the A-type potassium current (IA) influences firing rate (Connor et al. 1977), 
and the hyperpolarization-activated mixed ion current (IH) affects burst duration and duty 
cycle in bursting neurons (Ouyang et al. 2007).  However, we cannot always predict 
whether altering these intrinsic neuronal properties will result in meaningful changes to 
network output (Prinz et al. 2003b). Recent work suggests that modifying intrinsic 
cellular properties alone, without altering synaptic properties, can result in a wide range 
of network behaviors (Prinz et al. 2004b).  However, a neuron’s individual conductances 
may have very different effects on activity depending on whether the neuron is isolated or 
connected to a functional network (Wolfart et al. 2005).  
It is therefore of interest to rigorously examine how a neuron’s response to synaptic 
input is influenced by its ionic conductances.  This topic has been studied in multiple 
contexts; various ion channel types have been shown to influence neuronal response to 
input in invertebrate neurons (Prinz et al. 2003a; Prinz et al. 2003b) as well as 
mammalian neurons (Day et al. 2005; Vervaeke et al. 2006); the H current, in particular, 
has been implicated in inducing network-level hyperexcitability, leading to febrile seizure 
(Chen et al. 2001).  We chose to investigate the effect of specific conductances on 
neuronal response to input in a well-studied central pattern generator (CPG) - the pyloric 
 62 
circuit, found in the stomatogastric ganglion (STG) of the decapod crustacean.  This 
circuit produces a triphasic rhythm with a cycle period that reliably falls between 0.5 and 
2 seconds, and the cellular and synaptic properties of the system have been well-
characterized (Marder and Bucher 2007; Stein 2009).  The circuit consists of a pacemaker 
kernel that includes the anterior burster (AB) and pyloric dilator (PD) neurons, in 
addition to two types of follower neurons, the lateral pyloric (LP) and pyloric (PY) 
neurons.   
The effect of synaptic input on a neuronal oscillator, such as the AB/PD complex, can 
be conveniently summarized with the phase resetting curve, or PRC, which describes the 
change in oscillator period as a function of the phase at which an input perturbation was 
received (Pinsker 1977).  Here, we use a combination of computational and experimental 
approaches to systematically examine the effect of individual conductances on the PRC 
of the pacemaker kernel in the pyloric circuit.  We first use an existing single-
compartment model neuron database to catalogue the sensitivity of various PRC 
attributes to specific conductances.  We then tabulate PRCs in the PD neuron of Cancer 
borealis while dynamic-clamp-injecting the neuron with ionic currents using maximal 
conductances of varying magnitudes, then determine how each of the currents affects 
PRC shape.  We further investigate the effects of the H and leak conductances by 
examining them in a four-compartment model of the pacemaker kernel.  Finally, we 
report the effect of endogenous IH on the neuronal response to synaptic input by 
tabulating the PRC of the PD neuron while pharmacologically blocking IH. 
 
3.2 Methods 
3.2.1 The phase resetting curve 
The response of an oscillating neuron to synaptic input is dependent, in part, upon when 
that input was received relative to the oscillation (Brown and Eccles 1934).  One method 
of summarizing this effect is by plotting the phase response curve, or the phase resetting 
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curve (PRC) (Pinsker 1977; Pinsker and Kandel 1977). The PRC is a plot of the change 
in the period of the oscillator, normalized by the intrinsic burst period, as a function of 
the phase of the oscillation at which the input perturbation was received (Figure 18).  If 
we indicate the intrinsic bursting period as P, and the ith period that was altered due to an 
input perturbation as Pi’, then the phase response (plotted on the y-axis) is defined as 
(Pi’-P)/P.  If we indicate the time at which the ith perturbed period begins as Ti, and the 
time at which the ith input was received as Si, then the stimulus phase (plotted on the x-
axis) is defined as (Si-Ti)/P.   Reductions in the burst period (Pi’<P) are indicated as 
negative values, and increases in the burst period (Pi’>P) are indicated as positive values.  
Figure 18 illustrates the response of a typical PD neuron to a stimulus Sn, where n is a 
particular instance of i. All PRCs tabulated in this study are immediate PRCs; they 
describe the change in the period that occurs due to the advance or delay of the burst 
immediately following the input perturbation.  Three salient attributes of the PRC are 
indicated in Figure 18b, including the minimum phase response, the maximum phase 
response, and the neutral phase point (defined as the greatest stimulus phase that 





          
Figure 18. The phase resetting curve in a regular bursting neuron.  (a) Voltage trace 
(top) of a biological PD neuron with intrinsic burst period P, and current trace (bottom) 
of injected artificial synaptic input.   At time Sn, a pulse of artificial inhibitory synaptic 
input (100 nS) is given, resulting in the perturbed period Pn’.  (b) PRC obtained from the 
PD neuron shown in (a).  The ith stimulus phase, defined as the time from the beginning 
of the last burst, Ti, to the stimulus time, Si, normalized by P, is plotted on the x-axis.  
The phase response, defined as the difference between the perturbed period Pi’ and P, 
normalized by P, is plotted on the y-axis. The phase response at i=n is highlighted in red. 




3.2.2 Classifying model neurons 
To examine the effect of conductances on the PRCs of single-compartment model 
neurons, an existing model neuron database was used (Prinz et al. 2003a).  This database 
was constructed by independently varying the maximal conductances (hereafter referred 
to simply as “conductances”) of eight separate Hodgkin-Huxley-type currents.  The 
currents modeled were: fast sodium (INa), fast and slow calcium (ICaT and ICaS), fast 
potassium (IA), calcium-dependent potassium (IKCa), delayed rectifier (IKd), 
hyperpolarization-activated (IH), and leak (Ileak).  The currents were modeled as by Liu et 
al. (1998) with the exception of IH, which was modeled as by Huguenard and McCormick 
(1992).  The currents from Liu et al. (1998) were based on experiments on stomatogastric 
neurons in lobster (Turrigiano et al. 1995), and the IH current was based on guinea pig 
thalamic relay cells (Huguenard and McCormick 1992; McCormick and Pape 1990).  The 
equations that describe the model currents, including the voltage dependences of the 
activating and inactivating time constants and the steady-state activation and inactivation 
variables, are described in full in Prinz et al. (2003a).  Each of the eight conductances 
was assigned one of six equally spaced values within a conductance-specific range.  For 
simplicity, here we use normalized conductance values rather than absolute values when 
referring to conductance levels.  We call these normalized values M, where M can have a 
value of 0, 1, 2, 3, 4, or 5, with 5 indicating the conductance-specific maximum level.  
Voltage traces were then simulated for every conductance combination.  The total 
number of model neurons in the database was thus 68, or 1,679,616 model neurons.  In 
the original model neuron database, 1,065,225 of these model neurons were classified as 
regular bursting neurons, and their corresponding PRCs were simulated (Prinz et al. 
2003a).  Within this set of simulated PRCs, certain bursters had extreme delays.  Those 
bursters with maximum PRC values not between 0 and 1 (0.3% of the population) were 
excluded from analysis, as were those that had been misclassified as a result of 
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alternating burst attributes (Hudson and Prinz 2010).  We restricted our analysis to multi-
spike bursters alone, as classified in Hudson and Prinz (2010).  Of the multi-spike 
bursters, we only included model bursters for which a majority of the spikes rose beyond 
0 mV (in the case of two-spike bursters) or 20 mV (in the case of multi-spike bursters).  




Figure 19. PD-like bursters were chosen from the model neuron database.  (a) 
Voltage trace of a model neuron with rhythmic, nonbursting activity.  Maximal 
conductances in mS/cm2: Na 0, CaT 0, CaS 8, A 40, KCa 10, Kd 100, H 0.04, leak 0.05. 
(b)  Voltage trace of a model neuron classified as a one-spike burster. Maximal 
conductances in mS/cm2: Na 100, CaT 12.5, CaS 2, A 0, KCa 15, Kd 25, H 0, leak 0.01. 
(c) Voltage trace of a model neuron that is classified as a multispike burster, but has a 
majority of spikes with peak amplitude below 20 mV.  Maximal conductances in 
mS/cm2: Na 400, CaT 0, CaS 10, A 50, KCa 10, Kd 0, H 0.01, leak 0.01 (d)  Voltage 
trace of a model neuron that is classified as a multispike burster and has a majority of 
spikes with peak amplitude above 20 mV.  Maximal conductances in mS/cm2:  Na 500, 
CaT 2.5, CaS 6, A 10, KCa 20, Kd 50, H 0.05, leak 0.01.  Only model neurons that met 
the criteria of (d) were analyzed. 
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3.2.3 Investigating effect of conductances on specific PRC attributes in burster 
populations 
 
For all “PD-like” bursters, we determined the effect of each of the 8 conductances (!Na, 
!CaT, !CaS, !A, !KCa, !Kd, !H, !leak) on the distribution of three specific attributes of the 
PRC.  These attributes included: 1) the maximum phase response (i.e. the greatest y-value 
of the PRC), 2) the neutral phase point (defined as the largest stimulus phase (x-value) at 
which the PRC has a phase response of zero), and 3)  the minimum phase response (i.e. 
the lowest y-value of the PRC).  The analysis was performed as follows: For each 
conductance !x, where x indicates Na, CaT, CaS, A, KCa, Kd, H, or leak, we separated 
the “PD-like” model neurons into 6 subpopulations, each of which had the conductance 
!x constrained to one of the six possible values and all other conductances unconstrained.  
We then generated a set of 6 histograms, one for each subpopulation, indicating the 
distribution of values of the maximum phase response.  This was done for all 8 
conductances, resulting in 8 sets of 6 histograms of maximum phase responses.  These 
histograms, separated by conductance identity, are shown in Figure 21.  Similar sets of 
histograms showing the distributions of neutral phase points and minimum phase 
responses in each subpopulation are shown in Figures 22 and 23, respectively. 
We then calculated the sensitivity of the maximum phase response to each 
conductance by finding the change in the mean value of each subpopulations’ maximum 
phase response relative to the change in each conductance value, normalized by the range 
of those conductance values in the database (Figure 24a). The histograms for zero 
conductance values were not included in the calculation of sensitivity.  Similar sensitivity 
analyses were performed for the neutral phase point and minimum phase response 




3.2.4 Investigating conductance effects on specific PRC attributes in burster families 
To determine the effects of changing an individual conductance on a single neuron in the 
database, we also searched for “families” of PRCs within the set of PD-like bursters.  
Families were defined as sets of model neurons for which seven of the eight conductance 
values were identical and the eighth conductance was allowed to vary. Model neurons 
with a zero value for the eighth conductance were not analyzed, since the behavior of the 
model neuron with that zero conductance was often drastically different from the others 
in the family.  Thus, each family could have a maximum of five members.  Only families 
with at least three members that were classified as “PD-like” bursters were analyzed.   
For each of the analyzed families, the value of the maximum phase response was 
plotted against the normalized value of the single, unconstrained conductance.  The slope 
of this plot indicates the sensitivity of the maximum phase response to the conductance.  
The sensitivities of all analyzed families’ maximum phase responses were plotted in a 
box-and-whisker format for each of the eight conductances.  The above procedure was 
repeated for the neutral phase point and minimum phase response (Figure 25). 
 
3.2.5 Dissection 
All experiments were performed at Emory University.  Live Jonah crabs (Cancer 
borealis) were purchased, shipped from The Fresh Lobster Company LLC (Gloucester, 
MA), and kept in artificial seawater (~12-13°C) until use.  Animals were anesthetized in 
ice for 30-45 minutes before dissection.  The stomach was removed from the animal and 
pinned flat in a large dish lined with Sylgard® (Dow Corning, Midland, MI).  The 
stomatogastric nervous system was dissected from the stomach and pinned in a 
Sylgard®-lined plastic Petri dish.  The STG was desheathed with a sharp pin and forceps, 
and the sheath was pinned to the Sylgard® on either side of the STG to expose the cell 
bodies and neuropil.  During dissections, the preparation was immersed in saline (11 mM 
KCl, 440 mM NaCl, 13 mM CaCl22H20, 26 mM MgCl26H20, 11.2 mM Trizma® base, 
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5.1 mM maleic acid, pH 7.45±0.03).  The saline was changed every 15-20 minutes while 
in the large dish, and every 10 minutes while in the small dish.   
 
3.2.6 Electrophysiology 
To obtain extracellular recordings of the PD, LP, and PY neurons, wells of petroleum 
jelly (Vaseline®) were built around the lvns and tested for impermeability.  After the 
dissection, the preparation was moved to an electrophysiology rig.  Fresh saline was 
chilled with a thermoelectric (Peltier) SC-20 Dual Inline Solution Heater/Cooler 
controlled by a CL-100 Bipolar Temperature Controller (Harvard Apparatus/Warner 
Instruments) and perfused onto the nervous system at a temperature of ~12-13°C.  
Temperature of the saline in the dish was continuously monitored using a BAT-12 
Microprobe thermometer (Physitemp Instruments, Clifton, NJ).  The extracellular activity 
was monitored from the lvn by placing a stainless steel wire electrode inside one of the 
wells and a second electrode outside the well. The signal from the wires was amplified 
using an A-M Systems Model 1700 Differential AC Amplifier.  Before beginning 
intracellular injections, the extracellular trace was examined; any preparations that did 
not exhibit consistent, rhythmic bursting activity were excluded from analysis.  To make 
sharp microelectrodes for intracellular recordings, borosilicate glass capillary tubes (OD 
1 mm, ID 0.78 mm) were pulled with a P-97 Flaming/Brown Micropipette Puller (Sutter 
Instruments, Novato, CA). Electrodes were filled with 0.6 M K2SO4 and 20 mM KCl. 
Microelectrode resistances were between 10-25 MΩ.  Intracellular electrodes were placed 
in a headstage and controlled with Leitz mechanical manipulators.  An Axoclamp-2B 
amplifier (Axon Instruments, Foster City, CA) in discontinuous current clamp (DCC) 
mode was used to amplify the intracellular signal.  The signal was digitized using a 
Digidata 1200A board (Axon Instruments) and recorded with Clampex 9.2 on a PC 
running Windows XP.  Experimental files were analyzed with Spike2 (Cambridge 
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Electronic Design, Cambridge, UK) and MATLAB (The Mathworks, Natick, MA) using 
a combination of in-built functions and custom-made scripts.   
The PD neuron was identified by its intracellular voltage waveform and the timing of 
its bursts within the pyloric rhythm (visible in the lvn extracellular recording).  After one 
of the PD neurons was found, the single chemical synapse (LP-to-PD) onto the 
pacemaker kernel was blocked by perfusing the bath with 10-5 M  picrotoxin, resulting in 
pharmacological isolation of the  pacemaker kernel from the rest of the circuit.  To obtain 
PRCs with IH under pharmacological blockade, we first obtained several PRCs while 
perfusing the preparation with crab saline that contained only picrotoxin, then switched to 
blocker saline containing picrotoxin and 5 mM CsCl (Sigma-Aldrich, St. Louis, 
Missouri).  The preparation was perfused with blocker saline for approximately 25 
minutes before rerunning PRC protocols.  
 
3.2.7 Dynamic clamp 
We used the Real Time Linux Dynamic Clamp Controller (RTLDC) (Dorval et al. 2001) 
to add artificial membrane currents and synaptic input to the PD neuron (Prinz et al. 
2004a; Sharp et al. 1993a; b).  The voltage waveform was amplified via the amplifier 
headstage, sent to a DAQ board (National Instruments, Austin, Texas) through a rack-
mounted BNC terminal block (BNC-2090, National Instruments), and digitized at 20 
kHz.  A program was written in C++ (partially adapted from code described in (Sieling et 
al. 2009)) to read the voltage waveform and calculate intrinsic membrane currents and 
synaptic currents.  The intrinsic membrane currents were calculated using the general 
formula  
!! = !!!!
!!ℎ!(!! − !!) 
where !! indicates one of the conductances (Na, A, Kd, H, or leak), !!
!!  is the activation 
variable with exponent !!, ℎ! is the inactivation variable, !! is the membrane voltage, 
and !! is the reversal potential.  The values for each parameter are identical to those used 
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to construct the model neuron database (Huguenard and McCormick 1992; Liu et al. 
1998; Prinz et al. 2003a). The currents ICaT, ICaS, and IKCa were not simulated due to the 
inability to accurately measure calcium concentrations inside the PD neuron in real time.  
The synaptic input was modeled with an instantaneously activating synaptic conductance 
using the formula  
!!"# = !!"#(!! − !!"#) 
where !!"# was 100 nS (when the synapse was active) and !!"# was -90 mV, as used in 
previous studies  (Prinz et al. 2003b; Thirumalai 2002).  Voltage traces were shifted and 
scaled to a standard slow-wave envelope at which the injected model currents were 
active.  All injected currents were scaled relative to the measured input resistance of each 
neuron.  For each of the five conductance types, a range of conductance values was 
chosen that produced visually detectable alterations of the membrane voltage waveform  
when injected into the PD neuron,.  During each experiment, an RTLDC program was 
run that dynamic-clamp-injected one of the five membrane currents into the PD neuron, 
using a specific maximal conductance value within the chosen range.  While injecting 
this intrinsic membrane current, the intrinsic burst period Pinit was calculated by 
determining the average period over 20 bursts. Bursts were detected by isolating the 
slow-wave portion of the voltage waveform with a low-pass filter and detecting the rising 
phase of each oscillation with a simple voltage threshold (Sieling et al. 2009).  After Pinit 
was established, the program began to deliver periodic synaptic pulses (Isyn)  to tabulate 
the PRC; this was done by setting  !!"# to 100 nS when the artificial synaptic stimulus 
was being injected and 0 nS at all other times. To obtain each PRC, 100 synaptic pulses 
were injected that began at specified stimulus times Si after a burst was detected.  The ith 
stimulus time Si was defined as !! = !!"!#!   where ! = 0, 0.01, 0.02… 0.99 .  The pulse 
phases were delivered in a random order.  One injection was given every 3 to 4 cycles.  
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For certain experiments, the stimulus duration was set at a constant 250 ms; for others, it 
was set at 25% of !!"!#.   
For certain experiments, we injected membrane currents at 6 or 7 different maximal 
conductance levels within the chosen range and tabulated one PRC at each conductance 
level.  For other experiments, we injected currents at only 3 different maximal 
conductance levels within the chosen ranges and tabulated 2 or 3 PRCs at each 
conductance level.   The maximal conductance levels were injected in a random order 
(rather than in ascending or descending order) to ensure that any changes in the PRCs 
were indeed due to the injected membrane current and not to other, unknown changes in 
the system over time.  Since the protocol was performed using DCC mode, the same 
electrode was used to inject current and record the membrane voltage. 
In two cases, both PD neurons were clamped and had intrinsic membrane 
conductances added to them, and in one case, one PD was photoinactivated using Alexa 
568 dye (Invitrogen, Carlsbad, CA) (Miller and Selverston 1982). 
 
3.2.8 Tabulating PRCs 
PRCs were tabulated post hoc using MATLAB.   The intrinsic bursting period that was 
used to calculate the PRC, P, was calculated as the average value of all unperturbed 
periods, including the initial 20 bursts recorded prior to beginning synaptic perturbations 
as well as the periods between those cycles that received artificial synaptic input.  (Note 
that P may be slightly different from Pinit  due to the inclusion in the average of the burst 
periods between perturbed periods.)  As in the model neuron database, the ith phase 
response was calculated with the formula (!!! − !)/!, where !!! is the length of the 
perturbed period.  The time at which the first spike in a burst crossed a user-defined 
threshold (usually approximately -30 mV) was defined as the reference point where the 
phase equaled zero. 
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In certain cases, the neuron would generally burst consistently but had transitory 
intervals of unusually slow or fast activity.  Burst periods that were greater or less than 
2.5 times the absolute deviation around the median (Leys et al. 2013) were considered 
outliers and were excluded from the analysis. Any phase responses that were measured 
during (or one period length before or after) these outlier intervals were similarly 
excluded.  All PRCs and voltage traces were also visually examined for outliers; any 
outliers that occurred as a result of unusual PD activity (such as neuromodulatory events 
that caused a failure to spike), as a rare failure of the algorithm to properly detect the 
perturbed period, or as a result of artifacts in the voltage trace were removed.  
We statistically determined whether each membrane conductance significantly 
affected the PRC by finding the “extra sums of squares” (Draper and Smith 1981; Sober 
and Sabes 2003).  This technique is used to measure the reduction of the residual sum of 
squares when a particular variable (or variables) is added to a regression model. The data 
are fit using a reduced model (R), which does not include the set of additional variables, 
and a full model (F), which includes all variables. An F-test is then used to determine 
whether the additional variable (or variables) is significantly predictive of the output. We 
fit each set of PRCs to these two polynomial regression models, defining the phase 
response as the output ( ) and the stimulus phase and membrane conductance levels as 
predictors  and , respectively.  The reduced model only includes the stimulus 
phase  as a predictor and is defined with the following equation: 
 
where ! is a vector of parameters and  is a vector of errors.  The full model includes 
both the stimulus phase  and membrane conductance levels as predictors and is 














 The relationship between the phase response and the stimulus phase is assumed to 
follow a cubic polynomial, and the relationship between the phase response and the 
membrane conductance level is assumed to be linear.  For the purposes of statistically 
determining effects of conductances on the PRC shape, any points on the PRC that 
occurred as a result of a “missed cycle” (Oprisan et al. 2004) were not included in the 
cubic fit. To determine significant differences between PRCs, a Bonferroni correction 
was applied; the critical value for each conductance was based upon the number of tests 
that were performed for that conductance.  This analysis was performed in MATLAB by 
adapting code that was written and graciously provided by Dr. Samuel J. Sober (Emory 
University). 
 
3.2.9 Four-compartment model 
To determine how the locations of specific ion channels influence their effect on the 
PRC, we modified an existing multi-compartment model described in (Maran et al. 
2011).  This model consists of four compartments that simulate: (1) the soma of one PD 
neuron, (2) a PD primary neurite, (3) a PD axon, and (4) the fine dendrites of both PDs 
and the AB neuron.  To determine the effect of the leak current location within the four-
compartment model on the PRC shape, !leak for either: (a) the soma compartment alone 
(!leak,soma), or (b) each of the four compartments (!leak,soma, !leak,primneur, !leak,axon, !dend) 
was altered to take on a value of 0%, 33%, 67%, 100%, 133%, 167%, or 200% of its 
original value.  The original, published version of the model does not include an H 
current.  Thus, to determine the effect of the H current location within the four-
compartment model on the PRC shape, we created two new versions of the model, one 
that had a model H current added to the soma compartment, and another that had a model 
H current added to the fine dendritic compartment (Figure 20).  The H current was 
identical to that used to construct the model neuron database (Prinz et al. 2003a) and was 
based on experimental studies from (Huguenard and McCormick 1992). 
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Figure 20. Four-compartment model of the pacemaker kernel.  To investigate the 
effect of leak current location on the PRC, the leak current was altered in either all four 
compartments or in the soma compartment alone of a model from Maran et al. (2011).  
To investigate the effect of H current location on the PRC, two versions of the model 
were constructed in which !H (shown in red) was either added to the lumped dendritic 
compartment or the soma compartment. 
 
3.3 Results 
3.3.1 Specific conductances have varying effects on PRC shape in PD-like burster 
populations 
 
All PRCs tabulated in this study were Type II (Hansel et al. 1995); each PRC had a 
regime in which the subsequent burst was advanced by an inhibitory stimulus and another 
regime in which the subsequent burst was delayed.   
Figures 21-23 demonstrate that the eight conductances of the single-compartment 
model have varying effects on the PRCs in the PD-like burster populations.  Figure 21 
shows eight sets of six histograms; each set corresponds to a specific conductance !x, and 
each histogram within the set indicates the distribution of the maximum phase response 
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for all PD-like bursters with a specific value for maximal conductance ! x.  The 
histograms indicate that the maximum phase response is generally reduced in PD-like 
burster populations with successively greater values of !leak.  A similar effect is seen as 
!H is increased.  The calcium conductances !CaT and !CaS, the calcium-dependent 
conductance !KCa, and the relatively fast-activating currents associated with !Na, !A, and 
!Kd have weaker effects on the distribution of the maximum phase response than do !H 
and !leak. 
Histograms in Figure 22 indicate that the neutral phase point generally increases in 
PD-like burster populations with successively greater values of !H and !leak. Similarly, 
Figure 23 demonstrates that the PD-like burster populations exhibit decreasing minimum 
phase responses as !H and !leak increase.   
 
 
Figure 21. Conductances have varying effects on the maximum phase response by 
type.  Histograms (bin width = 0.01) of the PRC maximum phase response were 
generated for 6 subpopulations of the 292,313 bursters that were analyzed.  
Subpopulations were created by constraining one of the 8 conductances to one of its 6 
possible values.  Histograms for each of the 8 sets of 6 subpopulations are plotted in (a-h) 





Figure 22. Conductances have varying effects on the neutral phase point by type.  
Histograms (bin width = 0.01) of the PRC neutral phase point were generated for 6 
subpopulations of all analyzed bursters.  Subpopulations were created by constraining 
one of the 8 conductances to one of its 6 possible values.  Histograms for each of the 8 
sets of 6 subpopulations are plotted in (a-h) for the maximal conductances !Na, !CaT, 
!CaS, !A, !KCa, !Kd, !H, and !leak, respectively. 
 
 
Figure 23. Conductances have varying effects on the minimum phase response by 
type.  Histograms (bin width = 0.01) of the PRC minimum phase response were 
generated for 6 subpopulations of all analyzed bursters.  Subpopulations were created by 
constraining one of the 8 conductances to one of its 6 possible values.  Histograms for 
each of the 8 sets of 6 subpopulations are plotted in (a-h) for the maximal conductances 
!Na, !CaT, !CaS, !A, !KCa, !Kd, !H, and !leak, respectively. 
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The sensitivities of the PRC attributes to each of the eight conductances are 
summarized in Figure 24.  The PD-like bursters in the model neuron database were most 
sensitive to the !H and !leak conductances.  The negative sensitivity of the maximum and 
minimum phase responses to !H and !leak, and the positive sensitivity of the neutral phase 
point to ! H and ! leak, indicate that the entire PRC advances as either of these 
conductances is increased.  In terms of the oscillator’s activity, this means that the burst 
occurring immediately after the input perturbation is likely to occur sooner when greater 
amounts of !H and !leak are present in the model neuron. 
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Figure 24.  PRCs appear most sensitive to the leak conductance.  Sensitivity plots 
show the sensitivity of the PRC attributes (a) maximum phase response, (b) neutral phase 
point, and (c) minimum phase response to the maximal conductances !Na, !CaT, !CaS, !A, 
!KCa, !Kd, !H, and !leak. 
 
 
3.3.2 Specific conductances have varying effects on PRC shape in families of PD-like 
bursters 
 
In addition to examining the effect of conductances on the PRCs of burster populations, 
we examined their effect on burster “families,” which we define as sets of bursters for 
which seven of the eight conductances are constrained to one value and the final 
conductance value is allowed to vary. Figure 25 shows two examples of distributions of 
minimum phase response sensitivities within burster families to the conductances !Na and 
!leak.  While the median sensitivity of the minimum phase response to !Na is near zero 
(Fig. 25a), there exist both families in which increasing !Na reduces the minimum phase 
response (Fig. 25b) and families in which increasing !Na increases the minimum phase 
response (Fig. 25c). 
The median sensitivity of the minimum phase response to !leak was the strongest of 
the eight conductances (Fig 25d); most PRC families’ minimum phase responses were 
reduced as !leak increased (Fig 25e).  Notably, there still existed several examples of PRC 
families that had positive sensitivities to !leak  (Fig. 25f).  
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Figure 25. Conductances can either increase or reduce the PRC minimum phase 
response. (a) Histogram of sensitivities of minimum phase response of PRC families to 
!Na.  (b) Example of a five-member PRC family with minimum phase responses that 
decrease with increasing !Na.  All PRC family members are shaded from light to dark, 
with the lightest PRC having the lowest !Na value and the darkest PRC having the highest 
!Na value. !Na values of the model neurons corresponding to each PRC are given by 
multiplying the integer M by 100 mS/cm2. The spontaneous activity patterns of the model 
neurons with the smallest (M=1) and largest (M=5) maximal !Na values in the family are 
shown below the PRCs.  Maximal conductance values for M=1 model (in mS/cm2): Na 
100, CaT 2.5, CaS 2, A 10, KCa 5, Kd 125, H 0.03, leak 0.01.  Maximal conductance 
values for M=5 model: Na 500,  other conductances the same as for M=1 model.    (c) 
Example of a five-member PRC family with minimum phase responses that increase with 
increasing !Na.  Maximal conductance values for M=1 model (in mS/cm2): Na 100, CaT 
2.5, CaS 2, A 40, KCa 5, Kd 25, H 0.02, leak 0.02.  Maximal conductance values for 
M=5 model: Na 500, other conductances the same as for M=1 model.  (d) Histogram of 
sensitivities of minimum phase responses of PRC families to !leak.  (e) Example of a five-
member PRC family with minimum phase responses that decrease with increasing !leak.  
!leak values of the model neurons corresponding to each PRC are given by multiplying 
the integer M by 0.01 mS/cm2. The spontaneous activity patterns of the model neurons 
with the smallest (M=1) and largest (M=5) maximal !leak values in the family are shown 
below the PRCs.  Maximal conductance values for M=1 model (in mS/cm2): Na 500, 
CaT 2.5, CaS 6, A 10, KCa 20, Kd 50, H 0.05, leak 0.01.  Maximal conductance values 
for M=5 model: leak 0.05, all other conductances the same as for M=1 model.  (f) 
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Example of a five-member PRC family with minimum phase responses that increase with 
increasing !leak.  Maximal conductance values for M=1 model (in mS/cm2): Na 200, CaT 
2.5, CaS 10, A 40,  KCa 10, Kd 100, H 0.01, leak 0.01.   Maximal conductance values for 
M=5 model: leak 0.05, all other conductances the same as for M=1 model. 
 
 
Figure 26 shows the sensitivities of PRC attributes to conductances for all families of 
PD-like bursters with at least three members.  The sensitivities of the median families to 
each conductance are qualitatively similar to the sensitivities of the burster populations  
to each conductance (Figure 24).  Notably, the effect of any specific conductance on the 
PRC families is highly variable: Examples of PRC families with both negative and 
positive sensitivities existed for each of the eight conductances, as well as for all three 
PRC attributes. 
Examining the PRC families suggests that one cannot precisely predict the 
magnitude, or even the direction, of the sensitivity of a particular PRC attribute to a 
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Figure 26. The sensitivity of PRC families to specific conductances varies 
throughout conductance space.  (a) Box plots indicating the spread of the sensitivities 
for all families of PRCs for “PD-like” model neurons.   The bold, central lines in each 
box plot indicate the median sensitivity of the minimum phase response to each 
conductance.  The lower and upper edges of each box indicate the 25th and 75th 
percentiles, respectively, and the whiskers (dashed black lines) extend to the furthest data 
points that are within 1.5 times the interquartile range (the difference between the 75th 
percentile and the 25th percentile).  All data points beyond 1.5 times the interquartile 




3.3.3 Dynamic-clamp-injected H conductance regularizes and advances the PRC in 
the isolated pacemaker kernel 
 
The single-compartment model database provides a broad description of specific 
conductance effects on PRCs.  Our results indicate that, within the conductance ranges 
spanned by the database, the specific conductances !H and !leak produce, on average, the 
effects of strongest magnitude on the PRC.   In the biological PD neuron, certain ion 
channels associated with specific currents are found in distinct spatial regimes.  This 
segregation of specific conductances may influence conductance effects on the PRC in a 
way that is not captured by the single-compartment model.  We thus investigated the 
effects of !Na, !A, !Kd, !H, and ! leak on a biological PRC by continuously injecting 
varying levels of these conductances into the PD neuron using the dynamic clamp, 
tabulating the PRCs at each conductance level, and determining whether the PRCs 
differed significantly from each other.   
Adding increasing levels of !H to the PD neuron reliably caused the PRC to advance.  
In addition, the predictability of the phase response to consecutive stimulus phases was 
consistently increased.  In other words, increasing !H reduced the error component in a 
low-order polynomial model of the PRC. Figure 27a shows one sample set of PRCs with 
varying !H tabulated using a stimulus duration proportional to the period.  The PRC 
 85 
taken while 0.5 µ S !H was injected into the PD neuron (shown in pink) exhibits more 
advanced phases (p = 0) and greater predictability than the PRC with 0 µ S !H injected 
(shown in black).  
The addition of !H produced a significant advancement of the PRC for all n under 
both types of stimuli tested, including a constant-duration 250 ms stimulus (n = 7) and a 
stimulus with a duration that was proportional to the intrinsic burst period (n = 4). Except 
in one case, all p-values were zero.  Qualitatively, these experimental results are in 
agreement with the results from the model neuron database, which show that as !H is 
increased in either a large population of PD-like bursters or in a set of PRC families, the 
PRC is most likely to advance. 
The effect of increasing ! leak levels on the PD’s PRC shape, in contrast, was 
inconsistent, lower in magnitude, and less significant than that of increasing !H. Figure 
27b shows one of the four sets of PRCs with varying !leak, tabulated with a stimulus 
duration proportional to the period (p = .0003).  While the PRCs within this set, taken 
with different levels of ! leak, are significantly different from one another, no clear 
advance or delay of the curve is present.  PRCs were significantly different in 2 of 7 
animals using a constant stimulus duration and in 3 of 4 animals using a stimulus with a 
duration proportional to the intrinsic bursting period.  The relatively weak effect of !leak 
on the PRC is not consistent with the results from the single-compartment model neuron 
database, which had suggested that increasing !leak would result in a larger advance than 
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Figure 27. Dynamic-clamp-injected H current advances and regularizes the PRC.  
(a) As the H conductance is increased, the PRC is advanced and its variability is reduced.  
Voltage traces are shown for the lowest and highest levels of dynamic-clamp injected H 
current. In this example, !H was a significant factor in altering the PRC (p = 0). (b) Here, 
!leak was a significant factor in altering the PRC (p = 0.0003). However, the change in the 
phase response at any given stimulus phase as !leak is increased is relatively small. 
Voltage traces are shown for the lowest and highest levels of dynamic-clamp-injected 
leak current. 
 
As with !leak, !Na, !A, and !Kd exhibited relatively weak effects on the PRC.  The 
effects of !A on the biological PRCs and the model PRCs were consistent with each 
other; in both cases, an effect was either weak or not present.  However, the weak effects 
of !Na and !Kd in the biological neuron were again inconsistent with those from the 
single-compartment model neuron database, in which increasing ! Na delayed the 
minimum phase response and !Kd advanced the entire PRC, though to a lesser degree 






Table 1. Effects of dynamic-clamp-injecting conductances into PD neuron  
 !Na !A !Kd !H !leak 
α .005 .0055 .005 .0045 .0045 
Stim. 
Dur.    
(ms) 
250 0.25*P 250 0.25*P 250 0.25*P 250 0.25*P 250 0.25*P 
Num. 
Sig. 1 0 0 1 3 0 7 4 2 3 
n 5 5 5 4 5 5 7 4 7 4 
The row “α” indicates the Bonferroni-corrected significance level used to determine 
whether each conductance type has a significant effect on PRC shape.  For each n, the 
PRCs taken with varying levels of dynamic-clamp-injected conductances were 
considered statistically different from one another if the p-value was found to be less than 
α.  The row “Stim. Dur. (ms)” indicates the duration of the stimulus pulse, which was 
either 250 ms or 25% the length of the intrinsic burst period Pinit.  The row “Num. Sig.” 
indicates the number of experiments that showed significant differences between the 
PRCs for a particular conductance and stimulus type.  The row “n” indicates the total 
number of experiments for a particular conductance and stimulus type. 
 
 
3.3.4 Effects of !H and !leak on the PRC are dependent upon their location in a multi-
compartment model 
 
We were interested in further exploring the effects of !leak and !H on the PRC, given that 
these currents had the strongest effects on the PRC in the single-compartment model and 
have been shown elsewhere to have significant effects on the biological PRC (Prinz et al. 
2003a; Prinz et al. 2003b).  We suspected that the discrepancy between the effect of !leak 
on PRCs in the model neuron database and its effect in the biological neuron partly arose 
from the fact that in the biological neuron, the locations of synaptic input, spike 
generation, and production of the voltage envelope are spatially separated. Injecting leak 
current solely into the soma may not adequately impact the mechanism that generates the 
slow-wave oscillation (Maran et al. 2011) and therefore may have little effect on the 
PRC.  Conversely, in the single-compartment model neuron, all phenomena effectively 
occur at a single point in space. Thus, there is no attenuation of the leak current in the 
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single-compartment model, and it may therefore have a stronger effect on the PRC than it 
does in the biological neurons. 
Since the H channels are commonly found in the neuropil rather than the soma of the 
PD biological neuron (Goeritz et al. 2011), similarly to other neuron types (Angelo and 
Margrie 2011), we also sought to determine whether increasing the H current in the 
neuropil would have a similar effect on the PRC as would increasing the H current in the 
soma (as was done with dynamic clamp injection).  
We thus desired to resolve: (1) whether the discrepancy between !leak’s effects on the 
PRCs in the model and biological studies was indeed due to spatial segregation of the 
bursting mechanism and synaptic injection, and (2) whether the effect of !H  on the PRCs 
that we saw in both the model and biological studies would still be present if the H 
current was altered in the neuropil rather than in the soma.  To investigate these 
questions, we further examined PRCs in a more biologically realistic, multi-compartment 
model. 
We sought to determine whether altering the leak current solely in the soma (as is 
done when artificially adding currents to the PD neuron with dynamic clamp) has 
different effects on the PRC from altering the leak current throughout the entire 
pacemaker kernel (which we analogize to altering the leak current parameter in a single-
compartment model).  To do this, we utilized a four-compartment model from Maran et 
al. (2011).  This model used multiple compartments to separate the location of synaptic 
input (soma), the location of spike generation (axon), and the location of the mechanisms 
underlying the production of the voltage envelope (lumped dendritic compartment).  
We examined PRCs while altering: (1) !leak in the soma compartment alone, and (2) 
!leak in all compartments, including the soma, axon, primary dendrite, and lumped 
dendritic compartment.  Modifying !leak in the soma compartment alone had little effect 
on the PRC (Figure 28a), with most phase responses changing by < 0.01 as !leak,soma was 
increased from 0% to 200% of its canonical value.  Increasing !leak to 4000% of its 
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canonical value, however, advanced the PRC, similarly to the model neuron database.  
Altering !leak in every compartment from 0% to 200% of their canonical values had 
relatively strong effects on PRC shape (Figure 28b).   
We see that doubling !leak in the soma alone had almost no effect on the PRC, but 
doubling ! leak in every compartment had a substantial effect on PRC shape.  This 
suggests that the lack of effect of the dynamic-clamp-injected leak current seen in the 
biological PRC may indeed be due to relatively weak electrical coupling between the 
dendritic compartment (where the slow wave is generated) and the soma (where synaptic 
inputs are applied).     
 
Figure 28.  The leak current’s effect on the PRC depends on its location in a 4-
compartment model.  (a) Altering !leak in the soma compartment between 0% and 200% 
of its canonical value alters phase responses by less than 0.01. Increasing !leak,soma to 
4000% of its canonical value results in an advance of the PRC, an effect that is 
qualitatively similar to that seen in the single-compartment model neuron database when 
!leak was increased by smaller increments. (b)  Increasing !leak in each compartment from 
0% to 200% of its canonical value noticeably alters the PRC shape, decreasing both the 
minimum and maximum phase response. 
 
We also sought to determine whether the location of the H current significantly 
affects its influence on the PRC.  We added an H current (Huguenard and McCormick 
1992) to either (1) the soma compartment or (2) the lumped dendritic compartment of the 
aforementioned four-compartment model.  We then examined the effect of altering the 
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newly added H current on the PRC in both versions of the model.  In the version of the 
model with the H current in the soma (which is the location at which we dynamic-clamp-
injected the H current into the PD neuron), the phase responses advanced by 
approximately 0.06 as the H current was increased from 0% to 200% of its canonical 
value (Figure 29a).  This result is qualitatively similar to that from the model neuron 
database and consistent with the results seen from the dynamic clamp studies.  In the 
version of the model with the H current in the dendritic compartment, where the H 
channels exist in biological neurons, the phase responses generally advanced by less than 
0.01 as !H was increased from 0 to 200% of its canonical value (Figure 29b).   
 
Figure 29. The H current’s effect on the PRC depends on its location in a 4-
compartment model. (a) Increasing !H in the soma compartment advances the entire 
PRC, similarly to the single-compartment model.  As !H was increased from 0% to 200% 
of its canonical value, phases advanced by approximately 0.06.  (b)  Increasing !H in the 
lumped dendritic compartment from 0% to 200% of its canonical value caused phases to 
advance by approximately 0.01 or less. 
 
The above results suggest that the strong advancing effect of the H current seen in 
both the single-compartment model and the dynamic-clamp studies is a result of both 
methods’ simulating the H currents in a nonphysiological location.  In both studies, the H 
currents are in the same compartment as that in which the synaptic current is received, 
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and this lack of spatial separation between the locations of slow-wave generation, spike 
generation, and synaptic input may again be exaggerating the effect of the H current.   
We thus wanted to resolve whether the endogenous H current in the biological PD 
neuron has similar effects on the PRC to the dynamic clamp-injected H current.  We 
additionally desired to know whether the regularizing effect of the injected H current was 
also produced by the endogenous H current.  To investigate these questions, we recorded 
and compared PRCs before and after blocking endogenous H current in the PD neuron. 
 
3.3.5 Phase response is delayed, and its predictability decreases, when IH is blocked 
We investigated whether altering the endogenous H current in the biological PD neuron 
via pharmacological blockade would have a differing effect on the PRC than the injection 
of artificial H current via dynamic clamp (Figures 30 and 31). Typical values for the 
endogenous H conductance of the PD neuron are near 0.01 to 0.05 µ S (Temporal et al. 
2012), approximately an order of magnitude lower than the level of H conductance 
injected into the soma using the dynamic clamp.  Upon blocking the H conductance, the 
PD burst period increased and exhibited greater variability.  We saw two notable effects 
of blocking the H current on the PRC of the PD neuron.  PRCs exhibited small but 
significant delays in 1 of 2 animals when a 250 ms stimulus was applied and in 3 of 3 
animals when a stimulus proportional to the intrinsic burst period was applied. In 
addition, the noisiness of the PRC consistently increased (in other words, the ability to 
predict the phase response for a particular phase stimulus with a cubic polynomial 
decreased) after the H current was blocked. As seen in previous studies, the effects of 
CsCl were rapidly reversible (Peck et al. 2001).  The effect of blocking the H current on 
the PRC washed out in 2 of 3 cases, suggesting that the changes in the PRC were due to 
the addition of CsCl rather than other effects causing the PRC to change over time. Table 
2 summarizes the results from all pharmacological experiments. 
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Table 2. Effect of blocking H current on the PRC. 
 IH Blocked 
α 0.01 
Stim. Dur. (ms) 250 ms 0.25*P 
Num. Sig. 1 3 
n 2 3 
The row “α” indicates the Bonferroni-corrected significance level used to determine 
whether blocking the H current has a significant effect on PRC shape.  For each n, the 
PRCs were considered statistically different from one another if the p-value was found to 
be less than α.  The row “Stim. Dur. (ms)” indicates the duration of the stimulus pulse, 
and the row “Num. Sig.” indicates the number of experiments that showed significant 
differences between the PRCs for each stimulus type.  The row “n” indicates the total 
number of experiments for a particular stimulus type. 
 
 
Figure 30. Pharmacological blockade of IH increases noisiness in the PRC.  Example 
set of PRCs tabulated before 5 mM CsCl was added to the PD neuron (shown in black) 
and afterward (shown in green). The noise in the PRC is increased when the H current is 
blocked.  The mean squared error of the control PRC (when modeled with a cubic 
polynomial) is 0.0028, and that of the PRC with 5 mM CsCl is 0.0206.  In this example, 
PRCs were tabulated using a stimulus with a duration proportional to the period. 
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To illustrate the quantitative difference between the PRCs taken with and without an 
active H current in the pacemaker kernel, Figure 31 shows a second example set of PRCs 
before and after pharmacological blockade overlaid by their respective cubic polynomial 
fits.  The polynomial fit for the PRC taken after pharmacological blockade is delayed, 
and the error that is not accounted for by the fit is increased.  In this example, the mean 
squared error of the control PRC is 0.0013, and that of the PRC with 5 mM CsCl is 
0.0065, suggesting that the noisiness of the PRC has increased. 
 
 
Figure 31. Pharmacological blockade of IH delays the polynomial fit of the PRC.  
Example set of PRCs tabulated before 5 mM CsCl was added to the PD neuron (shown as 
black circles) and afterward (shown as green circles). The polynomial fits for the control 
and treated PRCs are shown as black and green ‘x’s, respectively. The polynomial fits 
indicate that the PRC is slightly delayed when the H current is blocked.   
Pharmacological blockade increases the mean squared error by a factor of approximately 






The phase resetting curve is a convenient method to describe the effect of an input 
stimulus on a neuronal oscillator.  The intrinsic parameters of the oscillator, including the 
maximal conductances of its membrane currents, have a profound influence on its 
activity type (Goldman et al. 2001; Hudson and Prinz 2010).  We sought to determine 
whether these intrinsic membrane currents also produce specific effects upon the nature 
of the oscillator’s response to synaptic input by computationally and experimentally 
examining the PRC of a well-characterized neuronal oscillator.  In this study, we found 
that: (1) Specific conductances have varying effects on the PRC in a single-compartment 
model, with !H and !leak generally causing the PRC to advance, (2) both endogenous and 
dynamic-clamp-injected H current cause the PRC to advance, though this effect is 
exaggerated when the H current is injected into the soma (as is done in dynamic clamp), 
(3) !H increases predictability of the biological PRC when modeling it as a low order 
polynomial, and (4) the effects of !H and !leak on the PRC depend on their location in the 
pacemaker kernel.  
 
3.4.1 PRCs in the single-compartment model neuron database 
The analysis of PD-like burster populations in the model neuron database provides a 
synoptic view of the relationship between specific conductances and PRC shape.  In 
particular, !H and !leak have average effects of the greatest magnitude on the PRC, both 
generally causing the entire curve to advance.  The delayed rectifier conductance, !Kd, has 
a similar effect, though to a lesser magnitude.   
Previous studies exploring the effect of !H and !leak on the PRC have noted that their 
presence in a model neuron pacemaker does affect the nature of the response to synaptic 
input (Prinz et al. 2003b).  Both currents cause the PRC to reach a “saturation point” at 
which it is no longer altered by further increasing the strength of the inhibitory synaptic 
input; without these currents, the model neuron’s PRC does not saturate until the synaptic 
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input is strong enough to clamp Vm at the synaptic reversal potential.  The leak current 
appears to affect PRC saturation more strongly than the H current (Prinz et al. 2003b).  
The fact that PRCs are more likely to saturate when the H currents and leak currents are 
present suggests that the PRCs of model neurons with large levels of leak and H currents 
may not be as sensitive to the other six conductances as would those PRCs of model 
neurons with low levels of leak and H currents.  Our data suggest that this may be the 
case for the leak current:  The minimum phase response histograms for varying levels of 
!leak (Figure 23h) clearly indicate a greater negative shift in the mean minimum phase 
response between populations of model neurons with !leak at levels M = 0 and M = 1 (the 
two lightest blue histograms) than between populations of model neurons with 
conductances at levels M = 4 and M = 5 (the two darkest blue histograms).   A similar 
effect is seen in the maximum phase response (Figure 21h) and neutral phase point 
(Figure 22h).  Within the ranges used to construct this database, !leak may exhibit an 
effect on the PRC that overrides those of other currents.  
The results from our examination of individual PRC families also compliment the 
findings from Prinz et al. (2003b) by indicating that when the synaptic strength is held 
constant and the conductance levels are varied (the converse of Prinz et al.’s protocol), 
the effects of increasing !leak may also cause the PRC to saturate after a point.  Figure 
25e illustrates one family in which the differences between the PRCs at levels M = 4 and 
M = 5 are small compared to the PRCs in the same family with lower levels of leak 
current.  This nonlinear relationship between the PRCs is not as evident in the families 
with altered gNa levels (Figure 25b, 25c).   
Examining the PRC families’ individual sensitivities to the conductances (Figure 26) 
indicates that although certain conductances may cause most PRCs to be shifted either 
positively or negatively (i.e. the middle quartile range of the sensitivities is entirely above 
or below zero, respectively), for all eight conductances and all three PRC attributes, there 
are cases of PRC families in which the PRCs are shifted positively, and other cases in 
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which the PRCs are shifted negatively, by increasing the value of one conductance. In 
other words, the effect of any specific conductance on the PRC cannot be determined 
without also examining the location of the respective model neuron in conductance space.   
We have examined the general variability of three PRC attributes in PRC families 
throughout conductance space, but we have not attempted to determine whether there is a 
relationship between one conductance’s effect on any particular PRC family and that 
PRC family’s location within the other 7 dimensions of conductance space. The various 
sensitivities seen for each conductance in Figure 26 are likely not randomly distributed in 
conductance space. One possibility is that that the magnitude of the effect of any given 
conductance on the PRC is itself related to the total current produced by the other 
conductances, with any specific current producing an outsized effect on PRCs when all 
other currents are relatively small.  Future work will explore this possibility.  Another 
interesting avenue of exploration is whether certain pairs of conductances result in the 
preservation of PRC shape.  Several studies have demonstrated that parameters at the 
mRNA (Schulz et al. 2007; Tobin et al. 2009), cellular (Ball et al. 2010; Hudson and 
Prinz 2010; Soofi et al. 2012), and synaptic (Goaillard et al. 2009) levels exhibit pairwise 
correlations within solution spaces.  Examining whether pairwise correlations also 
preserve PRC shape is a natural extension of these studies, since the PRC provides a 
functional view of the neuron’s role in determining network-level output. 
 
3.4.2 Conductance location is a determinant of PRC shape 
We used the dynamic clamp to examine the effects of specific conductances on PRC 
shape.  We investigated five separate conductances but focused on !H and !leak. These 
two currents were of particular interest because: (1) They are generally active over the 
entire burst period and therefore likely to affect the general shape of the PRC, which 
covers all phases of the burst cycle, (2) The single-compartment model neuron database 
indicated that they generally had the effect of highest magnitude on the PRC out of all 
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currents, and (3) These two currents influence the PRC’s sensitivity to synaptic strengths 
(after the strength is increased beyond a certain level) (Prinz et al. 2003b).   
We saw two major effects of increasing !H in the soma of the PD neuron: The PRCs 
advanced, and the noisiness of the PRC was reduced.  That the PRC advances is a 
sensible result; the H current is activated by hyperpolarization, so higher levels of !H will 
result in more inward current in response to a strong hyperpolarizing pulse, resulting in a 
neuron that is more likely to burst immediately following perturbation.   Unexpectedly, 
we saw inconsistent and weak effects of increasing !leak on the PRC. We investigated 
whether the spatial separation of slow-wave generation, spike generation, and input 
location in the biological PD neuron played a role in producing the discrepancy between 
the database and dynamic clamp results by examining the four-compartment model.  This 
model was developed with a goal of reproducing biological PRCs in the pacemaker 
kernel of the pyloric circuit and is thus suited to exploring the effects of conductance 
location and magnitude on inhibitory PRCs (Maran et al. 2011). This model was 
previously used to demonstrate that the spatial separation of the mechanisms generating 
different aspects of the burst waveform (i.e. the slow wave and the spikes) plays an 
important role in shaping the PRC.  Our findings indicate that conductance locations and 
magnitudes are crucial determinants of PRC shape, too.  If we concentrate additional leak 
current in the soma compartment alone, we achieve a very different PRC shape than if we 
increase the general leakiness of the entire model neuron.   
Much work has been done in the stomatogastric nervous system to understand how 
the myriad factors in complex neuronal networks affect the activity of a single neuron or 
the neuronal network as a whole.  The converse problem – predicting how specific details 
of neuronal activity will translate to effects on network function – is difficult, and results 
are often nonintuitive.  Brute-force techniques for determining neuronal (Golowasch et 
al. 2002; Prinz et al. 2003a; Taylor et al. 2009) and network (Doloc-Mihu and Calabrese 
2011; Prinz et al. 2004b) output have emerged, in part, as a result of the difficulty in 
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predicting output from a set of inputs with nonlinear voltage dependence. In order to 
obtain an accurate picture of how a biological neuron’s activity will influence network-
level function, the initial neuron model and its ion channel distributions should thus be 
judiciously chosen. 
Previous work has suggested that the H current has similar effects on the phase 
resetting curve as the leak current (Prinz et al. 2003b); this was used as justification for 
not including the H current in the four-compartment model described in Maran et al. 
(2011).  Our results show that this is not the case; the H current and leak current have 
distinguishable effects on the PRC, and these effects are partly dependent on conductance 
location. Thus, both currents should be included in future models that are used to predict 
neuronal responses to synaptic input, and their locations within the model should be 
biologically motivated. 
 
3.4.3 Effect of the H current on neuronal and network-level activity 
Taken together, the experimental and modeling results involving manipulation of !H 
suggest that:  
(1) The endogenous H current in the neuropil, when present, causes the PRC to 
advance slightly.  Control PRCs are, on average, more advanced than those taken while 
the H current is blocked; additionally, adding H to the neuropil compartment of a 
pacemaker model results in a slight phase advance of less than 0.01.   
(2) The endogenous H current in the neuropil, when present, increases the 
predictability of the PRC (see Figs. 30 and 31).  The mean squared errors of the PRCs 
taken with CsCl were greater than those of the control PRCs when both were modeled 
with a cubic polynomial.   
(3) The dynamic-clamp-injected H current has both an advancing and regularizing 
effect on the PRC (as does the endogenous current), but the effects are stronger than 
those of the endogenous current. The significance of the differences between the control 
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PRCs and those that were dynamic-clamp-injected with H current was generally greater 
(i.e. the p-value was lower) than the significance of the differences between the control 
PRCs and those that had the intrinsic H current blocked with CsCl.  These exaggerated 
effects of the dynamic clamp-injected !H may be due to two factors: (i) We injected 
greater levels of H current into the cell than is endogeneously present, and (ii) We 
injected H current into the soma, where it is not usually found in the biology; our results 
from the four-compartment model suggest that the PRC is more strongly advanced when 
the H current is modeled in the soma than in the dendrites where the IH channels are 
endogenously located. 
A notable deficiency in the four-compartment model is that since it does not include 
noise, we cannot ascertain whether the noisiness of the model PRC is also reduced with 
increasing levels of IH.  We will investigate this question in future work by adding 
Gaussian noise to the underlying current of the previously described four-compartment 
model.  We can then use this model to explore whether the location of the H current 
influences the ability of the current to reduce noise, as well as advance the PRC. 
A hyperpolarization-activated current is found in many neuron types (Angelo et al. 
2007; Aponte et al. 2006; Dai et al. 2010), and its role has been examined at both the 
single-neuron (Ouyang et al. 2007) and network (Tohidi and Nadim 2009) levels. Angelo 
et al. (2011) has reported that mitral cells with high levels of IH current exhibited greater 
spiking regularity (i.e. ISIs exhibited a lower CV) than did cells treated with ZD7288, an 
IH blocker.  This “deregularizing” effect of blocking IH is consistent with our findings in 
PD.  The level of IH in a pacemaker neuron may also influence network-level activity: 
(Ermentrout et al. 2012) suggested that a higher level of IH in a Golomb and Amitai 
conductance-based model of a two-cell network with reciprocal connections increases 
network synchrony (Golomb and Amitai 1997).  In addition, the level of H current in the 
pacemaker kernel of the pyloric rhythm is correlated with overall pacemaker activity 
(Tohidi and Nadim 2009).  Our report that the H current exhibits a regularizing effect on 
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the response to synaptic input thus aligns with reports from other studies that suggest the 
H current promotes stable or synchronous activity.  
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Every animal’s nervous system must be able to function throughout life despite constant 
molecular turnover, developmental changes, and environmental perturbations.  A notable 
challenge to the nervous systems of poikilotherms is the fluctuation in the ambient 
temperature, which causes corresponding fluctuations in body temperature. The voltage-
dependent gating dynamics of the ion channels controlling synaptic and intrinsic 
membrane currents exhibit varying degrees of temperature dependence (Cao and Oertel 
2005; Moran et al. 2004; Myers et al. 2009; Thompson et al. 1985), potentially leading to 
large variations in neuronal activities. Yet, the many components of poikilotherm nervous 
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systems work in concert and produce functional activity at a wide range of temperatures 
(Robertson and Money 2012; Tang et al. 2010).   
The poikilotherm Cancer borealis inhabits the waters stretching from Florida to Nova 
Scotia (Haefner 1977; Rathbun 1930). It is most commonly found at depths of 61-400 
meters (Haefner 1977) and at temperatures between 8 and 14°C (Haefner 1977; Stehlik et 
al. 1991), but it also frequents the inter-tidal and sub-tidal zones (Donahue et al. 2009; 
Rathbun 1930) to forage for food (Krediet and Donahue 2009).  In these shallower 
waters, temperatures can reach nearly 24°C (Krediet and Donahue 2009). Cancer 
pagurus, a species closely related to C. borealis, is ordinarily found in the North Sea at 
temperatures between 4°C and 15°C; however, it will regularly recover from exposure to 
temperatures of up to 19°C in open air during commercial shipment (Barrento et al. 2010; 
Metzger et al. 2007).  In order for the animals to feed properly, their nervous systems 
must retain functionality at temperatures that span these ranges.   
Central pattern generators (CPGs) are a class of neuronal circuits that generate cyclic 
patterns controlling rhythmic behaviors such as breathing, locomotion, saccadic eye 
movements, vocalizations, and chewing (Berkowitz et al. 2010; Büschges et al. 2011; 
Chevallier et al. 2008; Doi and Ramirez 2008; El Manira et al. 2010; Harris-Warrick 
2011; Katz 2007; Kiehn 2006; Marder and Calabrese 1996; Yamaguchi et al. 2008). Due 
to the predictability of their output under control conditions, CPGs are a convenient test 
bed for studying the effects of temperature perturbations on neuronal motor output.  
Certain features of CPG output, such as the cycle frequency, may vary widely (Tang et al. 
2010); other features, such as the relative timing (i.e. phase relationships) of bursts or 
spikes within the rhythm, remain rather constant (Bucher et al. 2005; Cohen et al. 1992; 
Hooper 1997a; Skinner and Mulloney 1998; Soofi et al. 2012).  Presumably, constraining 
these features is necessary for retaining functional behavior. The stomachs of decapod 
crustaceans such as C. borealis and C. pagurus are controlled by two CPGs, one of which 
is the pyloric circuit, which produces the pyloric rhythm and drives the musculature of 
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the pyloric filter.  In vitro, the phase relationships of the neurons in the pyloric rhythm 
remain remarkably constant as the pyloric frequency changes (Bucher et al. 2005; Hooper 
1997a; 1997b), indicating that phase maintenance is important for the filtering of food.  
Accomplishing this phase maintenance is nontrivial, requiring precise compensation of 
active conductances, synaptic dynamics, and other processes in the network (Greenberg 
and Manor 2005; Hooper 1997a; 1998; Manor et al. 2003; Nadim et al. 2003).   
A recent study demonstrated that when saline temperatures are varied from 7°C to 
23°C in vitro, the pyloric frequency increases 4-fold while the phases remain largely 
constant (Tang et al. 2010), despite the fact that many of the underlying intrinsic neuron 
properties and synaptic dynamics change dramatically with temperature (Johnson et al. 
1992; 1991; Tang et al. 2010).  However, this work raises a question:  Are the 
temperature-dependent changes in the neuronal activity we observe in vitro comparable 
to those that would be observed in vivo?  While STG fictive motor patterns are clearly 
present in isolated ganglion preparations, functional behavior also requires the activation 
of muscles and sensory feedback, as well as interactions with other neuronal circuits 
(Stein 2009). The pyloric rhythm is also heavily regulated by neuromodulators, which 
arise both from sensory driven descending input fibers to the STG and from the 
hemolymph (Nusbaum and Beenhakker 2002; Stein 2009). In the in vitro environment, 
neuromodulators from descending inputs are present (in non-decentralized preparations), 
but the hemolymph and sensory feedback are absent. Additionally, these influences are 
themselves temperature-dependent and may influence CPG activity in vivo. We 
hypothesize that phase constancy is important for functional behavior and should 
therefore be present in vivo as well as in vitro.  To test this, we introduced a controlled 
temperature perturbation while measuring the pyloric rhythm in intact C. borealis and C. 
pagurus, and, subsequently, we exposed a subset of the C. borealis specimens to a similar 




4.2.1 Dissection and experiments 
4.2.1.1  In vivo experiments 
All C. borealis experiments were performed at the Marine Biological Laboratory (MBL) 
in Woods Hole, MA.  All C. pagurus experiments were performed at the University of 
Ulm in Ulm, Germany.   
 
4.2.1.1.1 Animals 
Live C. borealis were obtained from commercial sources through the Marine Resources 
Center (MRC) in Woods Hole and were acclimated at 11ºC for at least 4 weeks in 
circulating seawater tanks. All C. borealis were fed three times per week before and after 
electrode implantation.  Live C. pagurus were obtained from a commercial provider 
(Feinfisch GmbH, Neu-Ulm, Germany) and kept in filtered, aerated, artificial seawater at 
10-12°C.   
 
4.2.1.1.2 Electrode implantation 
Crabs were immobilized with rubber bands and anesthetized on ice for 30-45 minutes. In 
the case of C. pagurus, animals were restrained in a custom-built holder (courtesy of 
H.G. Heinzel, University of Bonn, Germany).  Application of a thin layer of super glue at 
the implantation site dried the carapace.  A wall of dental cement (Protemp, ESPE) was 
built around the surgery site. Using a Dremel tool, a ca. 2x2 cm (for C. borealis) or 3x3 
cm (for C. pagurus) piece of carapace was removed from inside the wall, and a slow 
saline drip (440 mM NaCl, 11 mM KCl, 26 mM MgCl2, 13 mM CaCl2, 10 (for C. 
pagurus) or 11 (for C. borealis) mM Trizma® base, 5 mM maleic acid, pH 7.4-7.6) and 
suction were set up to prevent excess hemolymph spilling and coagulation. The lateral 
ventricular nerve (lvn), dorsal ventricular nerve (dvn), and/or the median ventricular 
nerve (mvn) were exposed, and a home-built hook electrode was cemented onto the 
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carapace and placed around the nerve. The contact between the hook electrode and the 
nerve was then insulated by encasing the contact point in a Vaseline®-filled (9 parts 
Vaseline® and 1 part mineral oil) plastic or silicone tube around the hook and wire. The 
surgery site was closed with a piece of Parafilm® fixed with dental cement to the wall on 
the carapace (Hedrich and Stein 2008). In the case of C. borealis, the surgery site and the 
wire connections were waterproofed with marine adhesive sealant (3M™ Marine Fast 
Cure 5200) and/or DeKhotinsky cement (gift from Dr. Harvey Fishman). A StyrofoamTM 
float was used to keep the ends of the wires out of the water.  During recovery from 
surgery and subsequent experiments, C. borealis were placed into isolated circulating 
seawater tanks  (11°C) to recover for at least one day, while C. pagurus were kept in a 
holding tank filled with artificial seawater (9°C). C. pagurus were allowed to recover 
from surgery for at least 5 hours before beginning experiments.  
 
4.2.1.1.3 Electrophysiology and data acquisition 
In the C. borealis experiments, animals were placed into an isolated tank of seawater and 
exposed to a series of increasing temperatures from 10°C to 26°C.  To alter the tank 
temperature, chilled or pre-heated seawater was added, and excess water was siphoned 
out in between temperature steps. Before each recording, C. borealis was generally 
allowed to acclimate 5 – 10 minutes to the new temperature.  When this was not possible, 
we analyzed data only after the temperature had settled and did not change by more than 
1 degree Celsius for at least 60 seconds.  Temperature was recorded with a thermistor 
probe (Warner Instruments) and a manual thermometer.   
In the C. pagurus experiments, the animal was placed in a small tank (approx. 40 cm 
x 30 cm x 20 cm) of artificial seawater (baseline temperature 9°C).  Warm artificial 
seawater (approx. 30°C) was piped into the small tank so that the temperature of the 
water in the tank continuously changed by approximately 0.5-1.3 °C/minute.  Cold 
seawater (9°C) was then piped into the tank in a similar fashion to bring the temperature 
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back down to baseline.  Between experiments, the animal was kept in the holding tank at 
9°C.  Temperature was continuously measured using a USB TEMPer1 thermometer 
(PCsensor).   
Data from seven C. borealis were analyzed and averaged across trials, with one 
animal undergoing four trials, two animals undergoing two trials, and four animals 
undergoing one trial (12 trials total).  Data from five C. pagurus were analyzed and 
averaged across trials, with two animals undergoing three trials, one animal undergoing 
two trials, and two animals undergoing one trial each (10 trials total).  One C. pagurus 
trial was removed from the study due to high irregularity of the rhythm at all 
temperatures, leaving nine trials from five animals. 
 For both species, data were filtered and amplified through an A-M Systems amplifier 
(Model 1700, Carlsborg, WA, USA), then recorded with a micro 1401 AD board 
(Cambridge Electronic Design, Cambridge, UK) and Spike2, version 6 (CED) on a 
Windows PC.  
 
4.2.1.2   In vitro experiments 
In a subset of the C. borealis animals, we recorded pyloric and gastric activity in vivo and 
then subsequently also in vitro.  Dissections were performed as previously described in 
chilled physiological saline (Gutierrez and Grashow 2009). The STNS was pinned down 
in a Sylgard®-coated dish. Extracellular activity was first recorded with stainless steel 
pin electrodes that were placed into petroleum jelly wells on the motor nerves, then 
amplified and filtered with a differential amplifier (A-M Systems). During the recording, 
the STNS was continuously superfused with (11-26 ºC) saline. The temperature was 
monitored and controlled with a bipolar temperature controller (Warner Instruments, 
Model CL-100). Data were acquired using a Digidata 1200 data acquisition board (Axon 
Instruments). 
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To determine whether the tank temperature is an accurate proxy for the temperature 
of the STNS, we separately recorded the internal temperature of a C. borealis with a 
temperature probe while step-wise altering the tank temperature from 10 to 13º C and 
from 13 to 19 ºC, comparable to the in vivo C. borealis experiments. We found that the 
lag between the tank temperature and the internal temperature of the animal is small and 
the internal temperature equilibrated with the surrounding tank water at a rate of 
~1ºC/minute.  The slow rate of temperature change in the in vivo experiments thus 
allowed adequate time for the internal temperature of the animal to equilibrate to the 
recorded tank temperature. 
 
4.2.2 Data analysis 
C. borealis and C. pagurus were analyzed in a similar fashion.  At tank temperatures of 
11°C, 15°C, 19°C, 23°C, and 26°C, we extracted the average frequency, PD offset phase, 
LP onset phase, and LP offset phase from lvn or dvn recordings of five animals from each 
species. Pyloric frequency was defined as the reciprocal of the pyloric cycle period, 
which was calculated as the elapsed time between the start of one PD burst and the start 
of the subsequent PD burst.  PD offset phase was defined as the elapsed time between the 
beginning and the end of a single PD burst, normalized by the current cycle period. 
Similarly, LP onset phase and offset phase were defined as the elapsed time between the 
beginning of a PD burst and the beginning and end (respectively) of the next LP burst, 
normalized by the cycle period.  The PY phases were not examined due to difficulty in 
extracting the smaller spikes from the lvn/dvn recordings.  From two additional 
specimens of C. borealis, the mvn activity was recorded, and the pyloric inferior cardiac 
neuron (IC), which fires in phase with LP, and the ventricular dilator neuron (VD), which 
fires in phase with PY (Weigeldt et al. 2002), were used to calculate pyloric frequency.   
For analysis, segments of data were chosen for which the average temperature was 
within +/- 1 degree of the target temperature.  We then calculated the Q10 of the 
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frequencies and phases to determine their relationship with temperature (Tang et al. 
2010).  The Q10 is the factor by which the rate of a process changes with a 10°C increase 
in temperature. By plotting the parameter of interest (frequency or phase) against 
temperature in a semi-log format, performing a linear regression analysis, and finding the 
slope m of the best-fit line, the Q10 can be calculated with the following formula: 
Q10  =  1010m  
All data were analyzed using Clampex and Clampfit (Axon Instruments), Spike2 
(Cambridge Electronic Design) and/or MATLAB (Mathworks). Statistical analyses were 
performed using the SigmaPlot 10 and SigmaStat software packages (Jandel Scientific) 
and Excel (Microsoft). Figures were generated with Adobe Illustrator (Adobe), Inkscape, 
CorelDRAW (Corel), and Excel (Microsoft).  
 
4.3 Results 
4.3.1 Recording the pyloric rhythm in vivo 
The pyloric rhythm, which controls food filtration in the stomach, is one of two patterns 
generated by neuronal circuits found in the stomatogastric ganglion (STG) of the 
stomatogastric nervous system (Marder and Bucher 2007; Maynard and Dando 1974; 
Maynard and Selverston 1975; Selverston and Miller 1980).  It is driven by a pacemaker 
kernel consisting of the electrically coupled anterior burster (AB) and two pyloric dilator 
(PD) neurons (Fig. 32A).  The pacemaker kernel neurons inhibit the single lateral pyloric 
(LP) and the 4-5 electrically coupled pyloric (PY) neurons, which then rebound to 
produce a triphasic burst pattern (Fig. 32B). The pyloric cycle starts with the burst of the 
PD neuron (mid-sized spikes), followed by bursts of LP (large spikes) and PY (small 
spikes).  
The recordings of the pyloric rhythm from the intact, freely behaving crab (in vivo) 
are similar in appearance to those obtained from in vitro recordings (Fig. 32B and 32C).  
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Figure 32.  The pyloric circuit produces a triphasic rhythm.  (A) Schematic diagram 
of the pyloric circuit.  Inhibitory synapses are indicated by a line and black dot, and a 
zigzag line indicates electrical couplings.  The electrically coupled AB and PD neurons 
together serve as the pacemaker complex, inhibiting the LP and PY neurons.  (B) Sample 
in vitro extracellular trace of the triphasic pyloric rhythm, with PD, LP, and PY bursts 
indicated.  (C) The part of the carapace and hypodermis surrounded by the box on the 
diagram of the crab (left) was cut away, revealing the major afferent nerves of the STNS 
and the GM muscles (right).  A single hook electrode was anchored around the dvn or lvn 
(shown), and the nerve and hook were gently pulled into a polythene tube filled with 
Vaseline® to insulate the contact point between the nerve and electrode from the 
surrounding hemolymph.  A reference electrode was anchored within the body cavity.  
The signal from the dvn or lvn was then recorded and analyzed.  
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4.3.2 Effects of temperature on the in vivo pyloric frequency 
We studied the effect of increasing tank water temperature on the pyloric rhythm in intact 
C. borealis and C. pagurus.  All animals (n = 12) responded with an increase in pyloric 
frequency to acutely raised tank temperatures. Figure 33 shows sample traces of the 
pyloric rhythm from each species as the temperature was increased. In this example, the 
frequency in C. borealis increased from 0.8 Hz at 11°C to 2.3 Hz at 26°C, and in C. 
pagurus from 0.9 Hz to 2.5 Hz.  
 
Figure 33. Sample extracellular traces from C. borealis and C. pagurus at 11, 15, 19, 
23 and 26°C.   In both species, recordings were made from either the dvn or lvn. 
 
 
Figure 34 summarizes the effect of temperature on pyloric frequency for both species. 
Q10 analysis (Table 5) revealed the temperature dependence of the pyloric frequency 
between 11°C and 26°C.  C. borealis and C. pagurus exhibited a Q10 of 2.08 and 2.41 
respectively; these numbers fall near the same range as those of many biological 
processes (Lenz et al. 2005). The average maximum frequencies at 26°C were 2.3 ± 0.29 
Hz (SD) for C. pagurus and 2.4 ± 0.48 Hz for C. borealis.  
 111 
 
Figure 34.  Pyloric frequency increases with temperature in C. borealis and C. 
pagurus. Gray lines indicate individual animals (n = 7 for C. borealis at all temperatures, 
and n = 5 for C. pagurus for all temperatures except where indicated by a single dagger, 
where n = 4).  Thick black lines indicate the mean for all animals.  Error bars indicate 
standard deviation.   
 
4.3.3 The in vitro and in vivo pyloric frequencies at high temperatures are different 
in C. borealis 
 
The in vivo frequencies in Figure 34 were generally slower than those previously reported 
for in vitro preparations of C. borealis (Tang et al. 2010). To examine this difference 
more closely, the stomatogastric nervous systems (STNS) of four of the seven C. borealis 
whose pyloric rhythms were recorded in vivo were subsequently subjected to a similar 
temperature ramp in vitro.  Sample traces in Figure 35A show the increase in pyloric 
frequency both in vivo and in vitro. Comparison of the temperature dependence of the 
pyloric frequencies in vivo and in vitro across all four animals revealed a trend of higher 
in vitro frequencies compared to data from the same animals in vivo, and was statistically 
significant at 26ºC (Fig. 35B).  The average maximum frequency reached a value of 3.5 




Figure 35. In vivo preparations exhibit slightly lower pyloric cycle frequencies than 
in vitro.  (A) Sample traces of the in vivo and in vitro pyloric rhythms at 11, 15, 19, 23, 
and 26°C. (B) Average frequencies of the pyloric rhythm over a range of temperatures 
from 10°C to 26°C for both in vivo (n = 7) and in vitro (n = 4) preparations. Frequencies 
were divided into bins with widths of 2 degrees Celsius.  Light gray dots indicate data 
from in vivo preparations, and dark gray dots indicate data from in vitro preparations.  
The x-values of the data points represent the average temperature for each bin.  Bars 
indicate standard deviation.  An asterisk (*) indicates significantly different groups at a 
significance level of α = 0.05. Figure created by Marie Goeritz. 
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4.3.4 The pyloric rhythm is less reliable at higher temperatures 
As had been seen in previous in vitro studies (Tang et al. 2012), at higher temperatures 
the rhythm often became irregular.  For a 100-second window of time at each 
temperature, network activity was visually classified as follows: (i) LP, PD, and PY are 
bursting, (ii) LP is bursting unreliably or not at all, and (iii) activity is arrhythmic (Fig. 
36). While the activity of C. pagurus was generally less robust than that of C. borealis, 
increasing temperatures lead to more disrupted motor patterns in both species.   
 
Figure 36.   Burst reliability decreased at high temperatures. (A) Example recordings 
from C. borealis and C. pagurus, demonstrating bursting reliability, or the absence 
thereof, of LP. (B) Qualitative in vivo pyloric activity of C. borealis and C. pagurus at 
11, 15, 19, 23, and 26°C.  At each temperature, a 100-second window of activity was 
visually analyzed and the pyloric rhythm classified as having all three neurons bursting 
reliably (shown in black), having unreliable or absent LP activity (shown in dark gray), or 
having irregular or arrhythmic activity (shown in light gray). 
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4.3.5 Motor neuron phase relationships are maintained during temperature changes 
Despite clear changes in pyloric cycle frequency with increasing temperature, the PD 
offset, LP onset, and LP offset phases were relatively well preserved across temperatures 
(Fig. 37). None of the burst phases in C. pagurus exhibited a Q10 significantly different 
from 1, suggesting that they are independent of temperature.  Similarly, the PD offset and 
LP onset phases of C. borealis showed no significant temperature dependence.  The LP 
offset phase in C. borealis, however, exhibited a slightly negative relationship with 
temperature (Fig. 37A).  Previous in vitro findings saw a similar decrease in LP offset 




Figure 37.  Pyloric phase relationships are maintained across temperatures.  
Squares, dark circles, and light circles indicate the mean PD offset phases, LP onset 
phases, and LP offset phases (respectively) at 11, 15, 19, 23, and 26°C for (A) C. borealis 
and (B) C. pagurus.  n = 5 for C. borealis at all temperatures, and n = 5 for C. pagurus 
except where indicated by a single or double dagger.  Single daggers indicate data points 
obtained using an n of 4, and double daggers indicate data points obtained using an n of 
3.  Error bars (not always visible) indicate standard deviation.  Sample traces at 11°C and 
26°C (not from the same trials) are shown for (C) C. borealis and (D) C. pagurus, 







While in general, motor neuron phasing was well maintained during slow frequency 
changes, limits to this phase maintenance were unmasked during rapid changes in 
frequency. The studied temperature changes were rather slow, and the observed changes 
in frequency were correspondingly slow as well. As shown in Figure 37, most phases 
were well conserved during these temperature perturbations. However, this was not true 
on occasions where we saw rather sudden bouts of increased pyloric frequency, 
seemingly independent of temperature changes. Figure 38 shows an instance in C. 
pagurus in which the frequency rapidly increased from 0.6 Hz to 0.9 Hz within 20 
seconds. Interestingly, during this increase in frequency, the phases were not well 
maintained.  This lack of phase maintenance has been documented previously in in vitro 





Figure 38.  Example of a lack of phase maintenance during a rapid change in 
frequency.  (A)  Excerpt from a C. pagurus dvn or lvn recording during which the 
frequency rapidly increases without concurrent phase compensation.  The lack of phase 
maintenance in this segment of the recording is relatively pronounced.  Black bars 
indicate length of LP onset latency.  (B) LP onset phase vs. frequency during the time 
over which pyloric frequency changed rapidly and the phase was not maintained.  The 
phase-frequency relationship is relatively strong, suggesting that phase is not independent 
of frequency.  (C) LP onset latency vs. frequency during the time over which pyloric 
frequency changed rapidly and the phase was not maintained.  The latency-frequency 
relationship is relatively weak.  Each pyloric cycle provides one data point. A linear fit of 
the data is indicated with a solid black line.  
 
4.4 Discussion 
Temperature compensation is found in many oscillatory and highly diverse systems 
(Izumo et al. 2003; Rinberg et al. 2013; Thuma et al. 2013; Zhurov and Brezina 2005).  
In poikilotherms, which have little or no control over their body temperature, 
temperature-dependent components of the neural circuitry are particularly affected by 
changing environmental conditions. These animals must thus compensate for 
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temperature-dependent changes to prevent disruption of vital functions such as breathing 
and chewing.  
 
4.4.1 Temperature influences on the pyloric frequency. 
Increasing temperature elicited a significant increase in the in vivo pyloric frequency of 
both C. pagurus and C. borealis.  This effect of temperature on pyloric frequency was 
previously shown in vitro (Tang et al. 2010).  Our results show a similar temperature 
dependence of the pyloric rhythm in the intact animal and that this effect is thus robust to 
sensory feedback, neuromodulators, and input from other components of crustacean 
neuronal circuitry that are not present in the in vitro preparation.   
Two interesting observations arise from the experiments that directly compared the in 
vivo and in vitro pyloric response in C. borealis to temperature perturbations.  First, at 
low temperatures the pyloric network activity in vivo was virtually indistinguishable from 
in vitro.  These results are consistent with previous findings that recordings from STG 
neurons in intact crustaceans are generally similar to those from in vitro preparations at 
control temperatures (Hartline and Maynard 1975) and respond similarly to 
neuromodulator application (Heinzel et al. 1993) and, to an extent, neuromodulatory 
release from projection neurons (Diehl et al. 2013; Hedrich et al. 2011).  The present 
experiments demonstrate that, to a point, the in vitro and in vivo preparations also 
respond similarly to temperature perturbations.   
Our second observation, however, is that at higher temperatures, the pyloric network 
oscillates more slowly in vivo than in vitro.  This trend became apparent at temperatures 
of 15°C and higher, although it was only statistically significant at the highest 
temperature tested. One reason for the lower frequencies in vivo could be restrictions 
imposed by the musculoskeletal system. At typical experimental temperatures of 10 - 
13°C, the pyloric musculature in crustaceans exhibits pyloric-timed phasic contractions 
(Hooper et al. 1986; Jorge-Rivera and Marder 1996; Morris and Hooper 2001; Thuma et 
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al. 2003), and muscle activity patterns recorded in vivo are consistent with the in vitro 
pyloric rhythm (Morris and Maynard 1970; Rezer and Moulins 1983). Small-amplitude 
tooth movements in crabs are timed to the pyloric rhythm (Diehl et al. 2013; Weigeldt et 
al. 2002), indicating that the muscular and mechanical systems are well-tuned to the 
neuronal signals they receive. This makes sense because it is energetically favorable for 
the rhythmicity of a neuronal system to be similar to the resonant frequency of the 
mechanical body that it controls (Goodman et al. 2000). Studies in lobsters, however, 
suggest that at faster pyloric frequencies (above ~1 Hz), the temporal dynamics of certain 
pyloric muscles are too slow to allow them to fully relax between cycles (Morris et al. 
2000).  Similarly, the pyloric musculature in the shrimp is unable to follow rhythmic 
motor neuron stimulation at all frequencies without the presence of certain 
neuromodulators (Meyrand and Marder 1991). Temperature perturbation in isolated 
muscle preparations in the spiny lobster Panulirus interruptus also demonstrated that 
muscle contractions at higher temperatures are reduced and virtually absent at 16°C 
(Thuma et al. 2013), suggesting that the upper limit of the speed of the pyloric 
musculature is lower than that of the underlying neuronal circuitry, and the in vivo 
pyloric rhythm may be restricted to lower frequencies at high temperatures. 
What mechanism could lead to reduced pyloric cycle frequency in vivo? The STNS is 
sensitive to sensory feedback and neuromodulators (both of which are largely absent in 
vitro) that may be involved in modifying pyloric frequencies in vivo at high temperatures.  
The effects of sensory feedback in in vivo closed-loop conditions on CPG activity are not 
easily generalizable. In biological CPGs, the removal of sensory feedback can either 
increase or decrease cycle frequency, depending on the system in question.  Stimulating 
afferent nerves in cats reduces stepping frequency during walking (Whelan and Pearson 
1997).  Conversely, the frequency of the locust flight pattern generator is reduced when 
sensory afferents are removed (Pearson and Wolf 1987), and feedback strength can 
modulate wing beat frequency (Ausborn et al. 2007).  There are myriad complex 
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interactions between sensorimotor pathways in the intact animal, making it difficult to 
discern the specific effect of any particular pathway on CPG output.   
The frequency and phase relationships of STG motor patterns are influenced by 
several types of sensory and neuromodulatory inputs (Daur et al. 2009; Eisen and Marder 
1984; Flamm and Harris-Warrick 1986; Harris-Warrick et al. 1998; Katz et al. 1989; 
Marder and Weimann 1992; Rezer and Moulins 1992; Smarandache et al. 2008; 
Weimann et al. 1993). While the effects of neuromodulators and sensory feedback have 
been closely examined under typical control temperatures, their intersection with 
temperature effects has not been closely examined.  Preliminary in vitro studies indicate 
that the influence of neuromodulators on the pyloric frequency and phases is temperature-
dependent (Haddad and Marder).  Potentially, temperature-related changes in 
neuromodulatory input may modify motor neuron activity at high temperatures. 
Recent modeling studies have shown that varying the underlying parameters of a 
neuronal oscillator can result in large differences in pyloric rhythm output at extreme 
temperatures (Rinberg et al. 2013).  Our findings indicate that greater variability in the 
pyloric rhythm at high temperature is also seen in vivo (Fig. 36).  It is thus likely that the 
intrinsic cellular properties of the pyloric rhythm, sensory feedback, and presence of 
neuromodulators all significantly contribute to determining the pyloric activity across a 
large range of temperatures.   
 
4.4.2 Temperature influences on the phasing of the pyloric motor neurons 
Between temperatures of 11°C and 26°C, phases were generally temperature-
independent, as indicated by Q10 values which were not significantly different from 1. 
These results indicate that phase constancy, widely known to be present in vitro, is also 
present in the intact animal over a wide temperature and frequency range and is therefore 
robust to the presence of sensory feedback and neuromodulators.  Previous in vitro 
studies have shown that the LP neuron is particularly susceptible to a failure to fire at 
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temperatures approaching 27°C (Tang et al. 2012) even as the PD and PY neurons remain 
active.  We see a similar occurrence in vivo; the LP offset phase advances at temperatures 
nearing 26°C.   
At the temperatures analyzed, pyloric frequency generally increased at a steady rate 
with temperature (Fig. 34).  However, we also witnessed more than one instance in C. 
pagurus in which the frequency changed rapidly but the phases were not well maintained.  
A prominent example of this lack of phase maintenance is shown in Figure 38.  
Interestingly, previous in vitro studies show that when the pyloric frequency is altered via 
current injection (Hooper 1997a), or undergoes natural cycle-to-cycle variability (Bucher 
et al. 2005), phases are largely, but not perfectly, compensated. Similarly, when the large 
cell (LC) in the crustacean cardiac ganglion is subjected to pharmacological blockade, the 
excitability of the cell is rapidly increased, but returns to baseline levels via 
compensatory changes in the potassium currents IA and IKCa (Ransdell et al. 2012).  
Transient phase changes have previously been seen under in vitro decentralized 
conditions when the sensory gastropyloric receptors (GPRs) were stimulated, inducing a 
nearly 3-fold increase in pyloric frequency within 15 seconds (Katz and Harris-Warrick 
1990). Serotonin directly excites the AB neuron (Eisen and Marder 1984; Marder and 
Eisen 1984); Katz and Harris-Warrick (1990) suggested that GPRs influence the pyloric 
network via an enhancement of bursting in AB, but not in the PDs to which AB is 
electrically coupled. Transient increases in frequency without concomitant phase 
compensation may happen because the neuromodulator-induced increase in AB cycle 
frequency occurs with faster dynamics than do the changes in synaptic and membrane 
properties necessary for phase compensation.  It may be that the upper physiological limit 
of the rate of change in pyloric frequency is greater than the upper physiological limit of 
the rate of phase adaptation, and this difference in the time scale between frequency 
change and phase compensation is only unmasked during rapid changes in frequency.   
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Temperature dependence of cellular and network properties also has implications for 
the behaviors controlled by those networks. Our present results raise the question of how 
temperature affects the stomatogastric musculature.  Proper phasing of the motor neurons 
is crucial for the pyloric filter to function; our results demonstrate that at temperatures in 
the range at which crabs may feed in the wild, a proper pyloric rhythm is often present.  
These findings align with recent results demonstrating that the ability of the lobster 
(Panuliris interruptus) to digest food is not impaired at higher temperatures (Thuma et al. 
2013). Evidence is also mounting that previous exposure to extreme temperatures 
improves the ability of neuronal circuits to withstand wide temperature ranges (Robertson 
and Money 2012; Tang et al. 2012). Many rhythmic behaviors in other poikilotherms are 
significantly affected by temperature, including the goldfish startle-escape response 
(Preuss and Faber 2003) and the chirping frequency of cricket song (Doherty 1985). 
Other motor behaviors, such as the flight CPG in the deafferented locust, display robust 
temperature compensation (Foster and Robertson 1992; Robertson and Money 2012; 
Robertson et al. 1996) which may result from underlying processes with similar Q10s but 
converse effects (Robertson and Money 2012).   
It is difficult to predict a priori the effect of temperature on any particular neuronal 
circuit, since each has its own unique set of temperature-sensitive subcellular elements. 
However, temperature modulation has been used as a tool to trace the mechanisms of 
temperature dependence of complex behaviors in both poikilotherms and warm-blooded 
animals.  Selective cooling of specific brain structures in the songbird (Fee and Long 
2011; Long and Fee 2008) and frog (Yamaguchi et al. 2008), for example, has aided in 
locating brain regions that are involved in vocalization.  Precise temperature control can 
thus serve as a method for deconstructing a neuronal network and gaining further insight 





In this study, we found that the pyloric cycle frequencies in intact C. borealis and C. 
pagurus exhibited a significantly positive relationship with temperature, while phases 
were generally maintained. Additionally, at elevated temperatures, the pyloric frequency 
of C. borealis was higher in vitro than it was in vivo. 
Proper motor neuron phasing is necessary for rhythmic motor systems to function 
correctly.  One strategy to ensure proper phasing at all times during an animal’s lifetime 
could be to restrict CPG frequencies to a narrow range, so that motor neuron phasing is 
maintained by the uniform delays between bursts from each neuron type.  An alternative 
strategy, employed by the STG, is to allow the frequency and burst delays to vary while 
keeping the phases of each neuron type constant.  Such a strategy may provide greater 
versatility to the nervous system, allowing it to function properly in a wide range of 
environmental conditions.  
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Functional nervous systems are continuously performing two conflicting tasks.  They 
must faithfully maintain crucial aspects of behavior, such as respiration, while 
simultaneously remaining amenable to developmental change and constant adaptation to 
the environment.  To understand the mechanisms underlying the nervous system’s ability 
to cope with this complex situation, it is best to study model systems for which the 
structure and output are known.  At the time of this writing, we have at our disposal only 
a few systems well-characterized enough to fulfill this criterion, each of which consists of 
a relatively small number of neurons and synapses.   
The work pioneered by Hodgkin and Huxley (Hodgkin and Huxley 1952) has enabled 
us to make sense of single-neuron activity and small neuronal networks by providing a 
mathematical model that relates various inputs of each neuron to its output.  Once these 
aspects of any given system have been precisely quantified, we can use tools from the 
engineering realm, such as control theory, to further characterize the system.  By 
essentially treating the network as a control system, we can create a simplified view of 
the relationships between network input, structure, and output. 
In this thesis, we used the pyloric circuit in the stomatogastric ganglion of the 
decapod crustacean, a system for which the connectivity is fully known, to investigate the 
mechanisms of activity regulation at three levels of complexity – the single-neuron, 
network, and systems levels. 
Functional and non-functional network activities are especially recognizable in 
central pattern-generating neuronal circuits such as the pyloric circuit, which exhibits a 
well-defined “set point” that is amenable to quantitative analysis.  Observation of the 
pyloric rhythm has shown that specific parameters of pyloric activity can vary while 
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allowing the system to remain in a functional regime.  Cycle period, for example, can 
vary between approximately 0.5 and 3 seconds in a given animal, while the relative 
timing of the bursts is generally well-maintained (though the degree of maintenance can 
vary between preparations (Bucher et al. 2005)).  What dictates the shape of these 
“preferred” regions of activity?  Do intrinsic parameters such as membrane conductances 
need to be tightly constrained to keep the network activity at a set point?  Or, if these 
parameters are allowed to vary, are there “rules” that govern their variability?  Brute 
force modeling techniques are increasingly being used to analyze the relationships 
between input and output in neuronal networks with several variable parameters, and 
several studies have suggested that pairwise parameter co-variation preserves specific 
types of activity, such as duty cycle or the shape of the slow wave (Ball et al. 2010; 
Hudson and Prinz 2010; Prinz et al. 2003a).  However, intra-burst properties, such as the 
timing of spikes with the burst, may also hold functional significance to a neuronal 
network (Latorre et al. 2006); thus, there may be critical conductance regimes that control 
these properties as well.   In Aim 1 of this dissertation, described in Chapter 2, I 
discussed the observation of spike phase maintenance, wherein spike delays relative to 
the beginning of the cycle period vary proportionally with period.  I used a conductance-
based model neuron to determine whether co-varying conductance pairs can produce 
spike phase maintenance.  I additionally used a model neuron database (Prinz et al. 
2003a) to determine if conductance correlations exist in populations of neurons with 
constrained spike phases.  Some conductance pairs, including the fast sodium and 
transient calcium pair, do support maintenance of spike phase patterns.  Our work adds to 
a body of literature suggesting that intrinsic cellular parameters do follow a set of rules, 
which has not yet been fully elucidated, in order to preserve cellular output. 
Membrane conductances affect not only the output pattern of a single neuron 
(Goldman et al. 2001; Hudson and Prinz 2010; Soofi et al. 2012), as discussed in Chapter 
2, but also its response to biological or artificial synaptic input (Marder and Goaillard 
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2006; Prinz et al. 2003a; Taylor et al. 2009).  In Aim 2, described in Chapter 3, I extend 
my analysis of input-output relationships to a network level by determining the effect of 
individual membrane conductances on neuronal response to synaptic input using the 
phase resetting curve (PRC).  I examine conductance effects on the PRC with a single-
compartment model neuron database and then determine the effects of a subset of these 
conductances on biological neurons with dynamic clamp.  I further explored the effects of 
the leak and H conductances on the PRC by examining a 4-compartment model and by 
pharmacologically blocking the endogenous H current in PD.  This work indicates that 
the H current, when present, advances the phase response.  In addition, it has a 
regularizing effect on the PRC: When the H current is present, the phase responses can be 
predicted more accurately with a low order polynomial, suggesting that the PD neuron 
more reliably produces a particular phase response given a stimulus at a specific burst 
phase.  This work builds on existing knowledge that conductances are crucial 
determinants of output and that the H current, in particular, promotes spiking reliability 
(Angelo and Margrie 2011) and synchrony (Ermentrout et al. 2012) in small networks.  
This work also highlights the importance of conductance location relative to the locations 
of spiking mechanisms, slow-wave generation, and synaptic input in a neuron model, as 
spatial differentiation can strongly affect PRC shape.  We have extended the present 
understanding of how changes in a single conductance can alter network-level activity. 
To properly regulate activity at the cellular and synaptic levels, CPGs must also adapt 
to environmental perturbations.  Poikilotherms, such as the decapod crustacean, do not 
metabolically regulate their internal body temperatures and may experience temperature 
changes as great as 16oC within a single day (Tang et al. 2010).  The ability of the 
nervous system to cope with these temperature changes is not trivial because the ion 
channels that control cellular activity have a specific temperature dependence that can 
range by several fold (Robertson and Money 2012).  Temperature has previously been 
shown to affect the period of the pyloric rhythm in vitro, while the rhythmic pattern is 
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largely maintained (Tang et al. 2010).  However, in in vitro experiments, both the 
neuromodulators that bathe the STG in the intact animal and the sensory feedback from 
the musculature are absent.  In Aim 3, described in Chapter 4, we surgically implanted 
electrodes in the intact decapod crustacean and monitored the pyloric rhythm while 
altering ambient water temperature to determine whether the in vivo environment alters 
the influence of temperature on the pyloric rhythm.  Temperature increases led to a faster 
pyloric rhythm in all cases, though the effect was not as strong as seen in vitro.  In 
addition, as is seen in vitro, phases were generally preserved as temperature was 
increased in vivo, suggesting that the phase maintenance of the pyloric rhythm is robust 
to extreme changes in the neuromodulatory and neuromuscular environments.   
 
5.2 A look ahead 
The work detailed in this thesis furthers our understanding of activity regulation in 
small neuronal networks on three fronts.  We described mechanisms for preserving spike 
phase patterns, we related intrinsic neuronal parameters to cellular response to synaptic 
input, and we described the effect of the in vivo environment on the CPG’s response to 
external perturbations.  This work, and, more generally, the field of neuroscience 
following Hodgkin and Huxley’s work, has been made possible through the synergistic 
use of experimentation and computational modeling.  We live in an era in which 
computational power is expanding at a nearly incomprehensible pace.  At the same time, 
we are constantly rediscovering the extent of the complexity of nervous systems – 
including the small networks described in this work.  As we and others in the field have 
shown, neuromodulators play a major role in controlling network activity (Stein 2009), 
and sensory feedback alters network activity, as well.  Recent work from the Prinz 
research group has elucidated a novel chloride-dependent mechanism for homeostatically 
regulating synaptic strength (Archila et al. 2012).  In addition, recent evidence suggests 
that chondroitin sulfate proteoglycans (CSPGs), found in the crustacean extracellular 
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matrix, may also play a role in homeostatic recovery following decentralization (i.e. 
removal of input from the commissural ganglia and esophageal ganglion) of the STG 
(Hudson et al. 2012).  Our work has detailed the role of specific conductances on 
responses to synaptic input and has shown that spatial separation of the conductances in a 
model neuron is a determinant of network output.  With this information in hand, the time 
is ripe to begin to develop a morphologically accurate mechanistic model that includes 
multiple dimensions of mechanisms for activity regulation.  Analysis of the mechanisms 
of STG activity is, for logistical reasons, a highly fragmented process, with related work 
divvied between several research groups.  To gain a holistic insight into network 
function, our individual efforts must eventually coalesce.   
Currently, various political and funding bodies are eagerly envisaging the impending 
development of a “connectome”, or a complete map of synaptic connectivities, for 
various mammalian neuronal networks, including (ambitiously) the human brain.  But the 
data contained within a connectome is a small fraction of that which we need to truly 
understand nervous system activity, as has been demonstrated through numerous studies 
on the STNS and other small neuronal networks.  If we hope to achieve a bottom-up 
understanding of activity in complex nervous systems, including those of humans, such 
work must include physiological studies at the cellular and synaptic levels in small 
neuronal networks such as the STG, whose properties we still cannot claim to fully 






Table 3.  Conductance values for the “canonical” bursting model and ranges over which 








gNa 200 0-600 
gCaT 5 0-15 
gCaS 4 0-12 
gA 40 0-120 
gKCa 5 0-15 
gKd 125 0-375 
gH 0.01 0-0.03 


















Table 4.  Correlation strength of conductances from the single-burster and population 
studies for all conductance pairs  
  Single-burster study Population study 
Conductance Pair (gx) Spearman's  p-value Spearman's  X2 
gCaT vs. gKd 0.98 (+) 1.36 x 10-46 0.47 60.1 
gA vs. gCaS  0.92 (+) 7.27 x 10-89 0.04 37.7 
gNa vs. gCaT 0.69 (+) 2.04 x 10-07 0.8 264.2 
gCaS vs. gleak 0.51 (+) 3.91 x 10-14 0.2 34.4 
gCaS vs. gKCa  0.44 (+) < 1 x 10-90 0.67 177.7 
gCaT vs. gH  0.36 0.00 -0.03 25.7 
gKd vs. gleak 
0.62 (+,R) 0.00 -0.15 40.4 
-0.87 (-,L) 9.95 x 10-19 
gA vs. gCaT  0.3 0.01 0.24 38.2 
gKCa vs. gKd 0.2 0.01 0.12 40.4 
gNa vs. gleak 
0.53 (+,BR) 1.39 x 10-11 -0.18 23.0 0.94 (+,TL) 6.75 x 10-51 
gNa vs. gKCa  0.16 0.03 -0.36 62.7 
gCaS vs. gKd 
-0.26 0.04 -0.2 23.0 0.98 (+,T) 4.34 x 10-12 
gA vs. gH  0.02 0.64 0.11 22.4 
gKCa vs. gH  0 0.95 -0.07 19.6 
gCaS vs. gH  0 1.00 0 18.5 
gH vs. gleak 0 1.00 -0.05 45.1 
gNa vs. gH  -0.03 0.58 -0.13 25.1 
gNa vs. gCaS  -0.06 0.65 -0.27 37.6 
gNa vs. gA  
0.94 (+,TL) 1.15 x 10-14 0.27 31.5 0.07 0.50 
gKCa vs. gleak -0.07 0.09 -0.09 26.3 
gCaT vs. gKCa  -0.12 0.16 -0.52 81.8 
gCaT vs. gleak 
0.89 (+,L) 1.65 x 10-07 -0.02 40.0 -0.55 (-,R) 4.42 x 10-07 
gA vs. gKd  
0.24 0.02 -0.16 34.3 -0.57 (-,B) 0.00 
gA vs. gKCa -0.27 2.90 x 10-09 -0.37 78.2 
gCaT vs. gCaS -0.37 0.01 -0.47 71.7 
gKd vs. gH  -0.39 2.27 x 10-06 -0.11 16.9 
gNa vs. gKd  
0.94 (+,TR) 1.94 x 10-45 0.22 31.8 -0.90 (-,BL) 3.92 x 10-20 
gA vs. gleak -0.55 (-) 0.00 -0.16 41.9 
Columns 2 and 3 show the statistical output from the single-burster study, in which 
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conductances were varied pairwise by a multiplicative factor of 0 to 3 from a canonical 
value.  Pairs are sorted by their Spearman’s values (column 2). For those conductance 
pairs with relationships that were examined piecewise, statistical output is shown from 
each portion of the data.  To indicate which portion is being referred to, the relative 
locations of the respective portions of data are indicated in parentheses (L = left, R = 
right, T = top, B = bottom, TL = top left, BL = bottom left, TR = top right, BR = bottom 
right).  Columns 4 and 5 show the statistical output from the population study, in which a 
population of model neurons constrained to have a duty cycle of  0.2784 ± 0.005 and 13 
spikes per burst was examined for conductance correlations.  Values are italicized if both 
criteria for correlation are met (| |  0.4, p < 0.05 for the single-burster study, and | |  






































m (pos., neg. ,  0  ) 
C. borealis 
Frequency 2.08 0.18 pos. (p < 0.001) 
PD offset 1.02 0.042 0   (p = 0.57) 
LP onset 0.96 0.022 0   (p = 0.064) 
LP offset 0.95 0.019 neg.   (p = 0.018) 
C. pagurus 
Frequency 2.41 0.25 pos. (p < 0.001) 
PD offset 1.02 0.066 0   (p = 0.76) 
LP onset 1.06 0.054 0   (p = 0.29) 
LP offset 0.94 0.059 0 (p = 0.31) 
 
The slope of the best-fit line associated with the Q10 (m) is indicated as positive (pos.), 
negative (neg.), or not significantly different from zero (0) at a significance level of α = 
0.05.  Positive and negative values indicate that the characteristic has a positive or 
negative relationship (resp.) with temperature.  Slope values marked with 0  indicate that 
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