We present a detailed investigation of the dynamic structure factor S͑Q , ͒ as well as of the dielectric function M ͑Q , ͒ of the prototypical semiconductor silicon for finite momentum transfer, combining inelastic x-ray scattering measurements and ab initio calculations. We show that, in contrast to optical spectra, for finite momentum transfer, time-dependent density-functional theory in adiabatic local-density approximation ͑TDLDA͒ together with the inclusion of lifetime effects in a modified independent-particle polarizability 0,LT describes the physics of valence excitations with high precision. This applies to the dynamic structure factor as well as to the dielectric function, which demonstrates that TDLDA contains the short-range many-body effects that are crucial for a correct description of M ͑Q , ͒ in silicon at finite momentum transfer. The form of a nonlocal and energy-dependent exchange-correlation kernel is presented which provides the inclusion of the lifetime effects using the true independent-particle polarizability 0 . The description of the silicon L 2,3 absorption edge has been possible by including the outer core electrons 2s and 2p in the valence electrons of the pseudopotential. The energy of the edge is underestimated but a scissor shift of the respective states by the self-energy correction for these states yields good agreement with experiment. Short-range crystal local-field effects and exchange-correlation effects become important with increasing momentum transfer. The inclusion of crystal local-field effects in the random-phase approximation is able to describe the anisotropy of the response well. Our results demonstrate the quantitative predictive power of the first-principles description.
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I. INTRODUCTION
Knowledge of the electronic structure and response of semiconductor materials is crucial for the understanding of their properties. Experimental and theoretical approaches targeting electronic excitations have considerably advanced over the last years, deepening the understanding of the involved quantities and processes. The density of states can be probed approximately by direct and inverse photoemission experiments with varying degrees of bulk sensitivity due to tunable photon energies. Band structures can be measured by high-resolution angle-resolved photoemission. Both quantities are related to one-particle excitations and in general well described by ab initio band-structure calculations, especially when many-body effects are properly included through the evaluation of self-energy contributions, mostly done within Hedin's GW approximation. 1 By contrast, a precise description of optical absorption ͓essentially given by the imaginary part of the dielectric function Im M ͑Q , ͒ for vanishing momentum transfer͔ had long been prohibitive in this framework because it presents a two-particle problem. Eventually, semiempirical 2 and, later, ab initio 3, 4 calculations based on the solution of the BetheSalpeter equation of many-body perturbation theory 4 have
shown that the inclusion of the electron-hole interaction is both necessary and sufficient in order to obtain very good agreement between measured and calculated absorption spectra. An alternative approach to electronic excitations is presented by time-dependent density-functional theory ͑TDDFT͒. 5 The central quantity here is the time-dependent electron density. In the framework of linear response, 6 the electronic spectra can be determined using certain approximations of the exchange-correlation kernel f xc which represents the exchange and correlation effects in the electronic response of the system. A kernel has been developed recently which is able to reproduce the very good Bethe-Salpeter results. [7] [8] [9] [10] [11] [12] However, the calculations using this kernel remain computationally very demanding. Therefore there is a practical interest in simpler approximations which can be applied more easily. The simplest approximation beyond the random-phase approximation ͑RPA͒ is the adiabatic localdensity approximation ͑ALDA͒, in connection with TDDFT also referred to as time-dependent local-density approximation ͑TDLDA͒. 6 Unfortunately it turns out that the situation of optical absorption in bulk materials is not well described by the ALDA which, being a local approximation, fares best for the description of short-range effects. The results for bulk semiconductors as calculated in TDLDA differ only slightly from those obtained in the RPA, and they do not reproduce experiment. 4 It is known, however, that the analytic form of f xc exhibits an asymptotic 1 / r behavior. 7, 13, 14 It has been shown that this long-range part of the kernel is able to mimic the electron-hole interaction. 7, 15, 16 By contrast, the plasmon structures in the dynamic structure factor S͑Q , ͒ ϰ −Im 1 / M ͑Q , ͒ for vanishing momentum transfer ͑Q → 0͒ are often already reasonably well reproduced by the comparably simple calculations in TDLDA. 6 This has been explained 4, 17 by the fact that the long-range contribution missing in the exchange-correlation kernel of the TDLDA is less important in the electron energy-loss function −Im 1 / M ͑Q , ͒ and, likewise, in the dynamic structure factor than in the absorption spectrum.
The general finding for vanishing momentum transfer is that the absorption spectra, being determined by interband transitions, are not well represented by the TDLDA, whereas the collective plasmon excitation is well described. This raises the question as to how well the spectra are described for finite momentum transfer. Successful TDLDA calculations of S͑Q , ͒ ϰ −Im 1 / M ͑Q , ͒ have indeed been reported for finite Q, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] indicating good agreement with experiment for the dynamic structure factor. However, for the dielectric function M ͑Q , ͒ itself, no systematic comparison between theory and experiment existed up to now at finite momentum transfer, to the best of our knowledge. The analogy with optical absorption suggested that the results might be poor.
For the dynamic structure factor S͑Q , ͒, previous measurements 29 and calculations 22, 29 of silicon had explained the main features. However, discrepancies seemed to indicate the need for more sophisticated many-body calculations. We have recently shown 30 that at least as far as valence excitations in silicon are concerned, these discrepancies have been resolved. The agreement between the experiment and the TDLDA results turns out to be excellent not only for the electron energy-loss function and the dynamic structure factor but also for the dielectric function M ͑Q , ͒ that we obtain from the measured S͑Q , ͒ by means of the KramersKronig ͑KK͒ relations. This demonstrates that TDLDA contains the short-range many-body effects that are crucial for a correct description of M ͑Q , ͒ in silicon at finite momentum transfer.
However, we observe that the TDLDA does not include effects due to the lifetimes of electrons and holes. The inclusion of these has been shown to be necessary to diminish spurious structures which otherwise appear in the spectra. 30 Nonetheless, this inclusion of lifetime effects using a modified independent-particle polarizability 0,LT is not exact in the framework of linear-response TDDFT where all manybody effects in the response are represented by the exchangecorrelation kernel f xc and the Coulomb interaction v. However, starting from the good result of TDLDA with added lifetime effects in the 0,LT , the problem can be rewritten in order to obtain the form of a nonlocal and energy-dependent kernel f xc LT which produces the same effect with the true independent-particle polarizability 0 . The anisotropy of the response can be characterized by the difference S͑Q , ͒ ʈ ͓111͔ − S͑Q , ͒ ʈ ͓100͔ for fixed modulus of Q. The resulting peak-valley structure has been related to plasmon Fano resonances by Schülke et al. 29 who calculated the difference using the two-plasmon-band model obtaining good qualitative agreement with the measurements. 29 We show that the RPA is able to reproduce the anisotropy precisely, while neglecting the crystal localfield effects ͑CLFE͒ results in large deviations. The TDLDA kernel has little effect on the anisotropy.
Like most calculations of the electronic response, our calculations use the pseudopotential approximation. For silicon, the usual core-valence partition treats the 3s and 3p electrons as valence electrons while the rest is represented by the pseudopotential. In order to describe the silicon L 2,3 absorption edge, we include the lower-lying 2s and 2p electrons in the valence. These calculations, being numerically much more demanding than the use of the standard pseudopotential with four valence electrons, show that we can describe the absorption edge in the framework of our TDLDA pseudopotential calculation, although its energy is underestimated.
The present paper is structured as follows. We review the basic physics in Sec. II after which we describe the experiment in Sec. III and the details of the calculations in Sec. VI. In particular, the inclusion of lifetime effects in the modified independent-particle polarizability 0,LT is discussed in Sec. IV B, their inclusion in the exchange-correlation kernel is treated in Sec. IV C. In Sec. V we describe the results for the dynamic structure factor, followed by those reporting the dielectric function. Subsequently we discuss the influence of crystal local-field effects and the description of the silicon L 2,3 edge by the TDLDA pseudopotential calculation.
II. BASIC RELATIONS
In inelastic x-ray scattering ͑IXS͒, 31 incoming photons with momentum បk i and energy ប i are scattered by the sample. During the scattering process, they transfer a momentum បQ = បk i − បk f and an energy ប = ប i − ប f to the sample, where បk f and ប f are the momentum and energy after the scattering process. The experiment measures the double-differential cross section which is given by the removal rate of photons from the incoming beam due to scattering into a solid angle range ͓⍀ , ⍀ +d⍀͔ and an energytransfer range ͓ប , ប + បd͔. It can be written as a product
where the Thomson cross section
does not contain material-specific quantities. ⑀ ជ i and ⑀ ជ f are the respective polarization vectors. The information about the material's response is contained in the dynamic structure factor S͑Q , ͒ which is the Fourier transform in time and space of the ground-state expectation value of the time-dependent density-density correlation operator. 31 Using the fluctuationdissipation theorem, 33 n being the electron density. The dielectric function is given 34, 35 by the inverse of the diagonal element of the inverse dielectric matrix,
where we introduce Q = q + G with q BZ. The dielectric matrix is calculated in different approximations which will be described below. The dynamic structure factor obeys the sum rule
which can be used to obtain the normalization of the experimental spectra. Equation ͑3͒ shows that the dynamic structure factor is proportional to the electron energy-loss function −Im 1 / M ͑Q , ͒ measured by angle-resolved electron energy-loss spectroscopy ͑EELS͒. The quantity probed by the two experimental methods is, therefore, the same as far as the theoretical description is concerned. IXS results profit from the factor Q 2 in Eq. ͑3͒ for larger momentum transfers where EELS results are plagued by multiple scattering. For small momentum transfers, the absence of the Q 2 factor benefits the EELS results. Moreover, EELS is far more surface sensitive than IXS. Measuring the same quantity, the two experimental techniques are hence complementary.
III. MEASUREMENTS
We have performed nonresonant inelastic x-ray scattering measurements of S͑Q , ͒ for Q between 0.27 and 2.4 a.u. along the ͓100͔ and ͓111͔ directions at room temperature. The measurements were carried out at ID16 ͑Refs. 36 and 37͒ of the European Synchrotron Radiation Facility ͑ESRF͒ using monochromatic x rays with energies in the range 7.9-8.0 keV. The radiation from the undulator source was monochromated by a cryogenically cooled Si͑111͒ double-crystal monochromator to a bandwidth of 0.9 eV, and for highresolution measurements with an additional Si͑440͒ channelcut postmonochromator to a bandwidth of 0.15 eV. A spherically bent Si͑444͒ analyzer crystal with a bending radius of 1 m and a diameter of 100 mm was used. The momentum transfer resolution was ⌬q Ϸ 0.2 a.u., achieved by reducing the active size of the analyzer crystal. As sample, a silicon wafer of 1 cm 2 surface and 65 m thickness oriented with the surface normal along the ͓110͔ direction was used. The spectra were taken in transmission geometry for the directions Q ʈ ͓111͔ and Q ʈ ͓100͔. Most of the spectra were taken using an energy resolution of 1.1 eV full width at half maximum ͑FWHM͒. No additional spectral features were observed when the energy resolution was increased to 0.2 eV. The only spectrum measured with a resolution of 0.2 eV is that for Q = 0.53 a.u. along ͓100͔.
The background was subtracted using an estimate from the signal measured for negative energy loss. The spectra were first normalized to the incoming photon flux. The contribution from the elastic line was then removed by fitting the high-energy tail of the elastic line by an exponential which was then subtracted. The spectra thus obtained are reliable above ϳ3 eV. Due to the presence of the L absorption edge at 99.8 eV, the spectra were extrapolated from 98 eV up to 200 eV with an exponential tail. The sum rule Eq. ͑5͒ was then applied to obtain the dynamic structure factor S͑Q , ͒ on an absolute scale. 19 This procedure yielded reliable spectra except for the spectra of Q = 0.27 a.u. for which the rescaling had to be applied which is treated below in Sec. V C for the analysis by means of the Kramers-Kronig relations. The measurements were done in the so-called inverse geometry, where the intensity for a fixed scattered-photon energy is observed, and the incident-photon energy is scanned to create the desired energy-transfer range. In this type of experiment and when the sample is a single crystal, unwanted Bragg diffraction conditions within the sample may occur at certain well-defined incident-photon energies. When such diffraction takes place, it may be observed either as a sharp peak or a drop of intensity recorded by the analyzer crystal. These artifacts in the spectra are colloquially called "glitches" and may pose a problem for single-crystal experiments with large energy ranges to be scanned. A few such glitches were also observed in the present experiment, most importantly in the spectra with Q ʈ ͓100͔; for Q = 2.12 a.u. at 23 and 84 eV energy transfers, and for Q = 2.39 a.u. at 19 and 60 eV. The glitch positions can be calculated easily when the sample geometry is known. 38 The observed glitches were identified as Bragg occurrences from ͓313͔ and ͓133͔ for Q = 2.12 a.u., and ͓404͔ and ͓044͔ for Q = 2.39 a.u., respectively.
In Fig. 1 we compare the measurements along the ͓111͔ and the ͓100͔ directions. In some cases, in order to reduce the statistical noise in the figures, 2-4 adjacent data points were binned together. The error bars show the uncertainty of the data due to counting statistics. They are only shown in the last panel of Fig. 1 and in the first panel of Fig. 2 , in all other cases they are too small for representation on the scale shown in the figures. In the following data analysis the original unbinned data were used.
More measurements for intermediate Q have been carried out in the ͓111͔ direction in order to probe the sharp feature at around 17 eV which has been related to plasmon Fano resonances. 29, 30 In general, and except for the Q = 0.53 a.u., the dynamic structure factor for Q in direction ͓111͔ shows more fine structure than that for Q in the ͓100͔ direction, which has already been mentioned by Schülke, who related this behavior to the plasmon Fano resonance. 29 In Fig. 2 we compare the results with available measurements of Schülke et al. 29 Owing to the recent experimental progress, the resolution of the fine structure of the curves has improved. This is particularly clear in the measurement of Q = 0.80 a.u. along ͓111͔ for which the kink at around 15 eV is now clearly visible. Moreover, the peak position of the measurement shown in Fig. 2͑a͒ differs from the older measurement of Ref. 29 by about 1 eV. The comparison with older theoretical results is discussed below in Sec. V.
IV. CALCULATIONS

A. Approximations of TDDFT
Most of the calculations have been carried out using linear-response TDDFT on several levels of approximation. The linear-response polarizability and, hence, the inverse dielectric matrix −1 =1+v, are obtained from the Dysontype screening equation
where 0 is the independent-particle polarizability, v the bare Coulomb interaction, and the kernel f xc the functional derivative of the Kohn-Sham exchange-correlation potential v xc with respect to the electron density. 0 is given by the following expression in reciprocal space
in which the solutions of the ͑static͒ Kohn-Sham equation are used for the energies ͑band structure͒ and for the ͑Bloch͒ wave functions. The response function is normalized with the volume ⍀ = ⍀ cell N k , i.e., the volume of the cell times the number of k points. The f k i i and f k j j are the respective occupation numbers. Both the indices i and j span the whole range of all valence and all conduction bands. The expression contains, therefore, the resonant ͑⑀ tum, the wave vector k j is restricted according to k j = k i + q.
All quantities, , 0 , f xc , and are functions of frequency and vector q in the Brillouin zone ͑BZ͒. Moreover, they are matrices in the reciprocal-lattice vectors G.
Crystal local-field effects arise from the off-diagonal elements in the inversion. Without them, the matrix 40 is diagonal and M ͑Q , ͒ = ͑q , ͒ G,G with Q = q + G.
In the present work, we use the following approximations: ͑i͒ RPA, in which 0 is constructed with the Kohn-Sham band structure and wave functions, and f xc = 0. This includes crystal local-field effects via the Coulomb potential but neglects the exchange and correlation contributions.
͑ii͒ GW-RPA: same approach, but with band structure corrected for self-energy effects within the GW approximation. 1 This means that the excitation is described on the level of single excited quasiparticles ͑QPs͒, whereas the electronhole interaction is neglected.
͑iii͒ Adiabatic local-density approximation ALDA/ TDLDA: using 0 as in ͑i͒ but the local, static approximation of the kernel,
͑iv͒ long-range contribution approximation ͑LRC͒ ͑Refs. 7, 15, and 16͒: 0 as in ͑ii͒, i.e., with GW-corrected energies but
This simulates an f xc derived from many-body perturbation theory 7 as an approximation. In particular, it shows the asymptotic 1 / r behavior of the kernel in real space. We use the parameters ␣ and ␤ determined for silicon at vanishing momentum transfer.
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B. Broadening and lifetime effects
In addition to the customary broadening applied by convoluting the spectra with a Gaussian in order to represent the energy resolution of the experiment, we introduce an energydependent lifetime ͑LT͒ broadening, following the idea of Mukhopadhyay et al., 41 as discussed by Rahman and Vignale. 42 This is done by replacing the imaginary i in Eq. ͑7͒ by the sum of the imaginary energies corresponding to the lifetimes of the electrons and holes, and using the modified independent-particle polarizability
in Eq. ͑6͒. This corresponds to the assumption that electrons and holes decay with a lifetime ϰ1 / ⌫ k i i . The respective imaginary energies are taken from a fit of the modulus of the imaginary part of the self-energy matrix elements of Fleszar and Hanke, Ref. 43 , which are very similar to the results of Arnaud et al. 44 The underlying assumptions are that ͑i͒ TDLDA does essentially not describe lifetime broadening and ͑ii͒ the main effect beyond TDLDA stems from the finite lifetimes of the electrons and the holes individually, without lifetime corrections from the electron-hole interaction. The same applies to the RPA, the GW-RPA, and the LRC calculations.
While the customary use of a finite in the calculation of 0 produces an energy-independent broadening, we are, with the present procedure, including approximately the broadening corresponding to each transition. The sign of the added energies in Eq. ͑8͒ is such that the causality remains unchanged for the retarded 0 which we have to calculate. The inclusion of lifetime effects in a similar way has already been done by Schülke et al. 29 who found that this improved their free-electron results.
A second and simpler form of introducing an energydependent broadening, called in the following "postprocessing," has also been tested. In this case, the spectra f͑͒ obtained using a very small broadening parameter in the calculation of 0 in Eq. ͑7͒ were postprocessed by convoluting them with a Lorentzian of energy-dependent width according to
The energy dependence of ͑͒ has been chosen in the same way as before from the self-energy matrix elements of Ref.
The result of this inclusion of the lifetimes is shown in
Figs. 3 and 4 for the TDLDA results. While the effects are small for the smallest measured Q, they become important for larger Q. The calculation without inclusion of lifetimes shows strongly overestimated peaks which do not appear to this degree in the experiment. These peaks are due to bandstructure effects, as they appear also in the RPA results ͑not shown͒. The postprocessing improves the situation but fails to reach agreement with experiment. Moreover, for energies below 25 eV the spectra appear washed out and overbroadened. This is most clearly seen in the curve for Q = 1.32 a.u. in the ͓111͔ direction, cf. Fig. 3 . By contrast, the approximate inclusion of the lifetimes according to Eq. ͑8͒ leaves the sharply structured low-energy side intact while reducing the spurious peaks as needed, thus providing evidence that these structures are physical but smoothed out by lifetime effects. The agreement of the TDLDA+ LT calculations with experiment, including subtle features at low energy, is excellent. The remaining discrepancy concerns an overestimation of the broadening for higher energies. It becomes apparent that there is a overbroadening in the energy range between roughly 40 and 90 eV, resulting in a shift of oscillator strength to higher energies. Comparison with the result without inclusion of the lifetimes suggests that this is at least partially due to shortcomings of this inclusion of the lifetimes. The resulting underestimate of S͑Q , ͒ for higher energies is found to be stronger for Q in the ͓100͔ direction than for those in the ͓111͔ direction.
These shortcomings might be due to the simple fit of the values of Ref. 43 which does not take into account the precise values for each band, nor any directional dependence of the self-energy. However, the anisotropy of the self-energy has been found to be small. 45 Future GW calculations will answer the question by associating every state with its proper self-energy matrix elements. Another source of the discrepancy might be the change in the lifetimes with respect to the single-QP lifetimes due to electron-hole interaction. This effect is obviously neglected in our calculation. Moreover, Fleszar and Hanke show a substantial difference of the selfenergy matrix elements, in particular for higher energy, depending on whether or not a vertex correction has been used in the GW calculations. 43 Very strong effects of vertex corrections on the lifetimes have also been found for LiF. 46 Conclusive tests appear to be unavailable at present. Improvements concerning the calculation and the inclusion of the lifetimes must therefore be left to future calculations. However, for our conclusions with respect to the role played by the lifetimes, the present results are sufficient.
C. Lifetime effects in the exchange-correlation kernel
The inclusion of the lifetime effects introduced via the 0,LT is not rigorous since it is the true Kohn-Sham independent-particle polarizability 0 which appears in Eq. ͑6͒. However, in the independent-particle approximation, the electrons and holes have infinite lifetimes. Therefore, we are looking for an approximation of f xc that includes the lifetime effects.
To start with, we tested the Gross-Kohn kernel 6 because it does have an energy-dependent imaginary part. However, this changed only very little in our results compared to the TDLDA ͑not shown͒.
On the other hand, the polarizability calculated using Eq. ͑6͒ but with the modified 0,LT yields an excellent result in agreement with experiment. Therefore we search a kernel f xc which obtains equivalent results using Eq. ͑6͒ with the original 0 . This is done by requiring that the polarizability obtained by the modified Eq. ͑6͒,
be equal to the one obtained with the original Eq. ͑6͒ and the true independent-particle polarizability 0 , but now with an f xc LT that represents the lifetime effects
Formally combining Eqs. ͑10͒ and ͑11͒ yields the desired approximation of the kernel as
In Fig. 5 we show the resulting f xc LT for different Q. Note that, like −1 ͑q , ͒ G,G Ј , all the quantities discussed here, f xc , 0 , and 0 −1 , are matrices in G, with q in the Brillouin zone. It is interesting to note that the kernel is both energy and Q dependent. The lifetime description in this way introduces an imaginary part in the kernel and modifies the real part, as compared to the ALDA kernel. The real part of f xc LT is indeed important. Neglecting this part in Eq. ͑11͒ leads to spectra which deviate appreciably from the result including the lifetimes ͑not shown͒. The Q dependence reflects the nonlocality of the kernel in real space, the energy dependence nonlocality in time. The latter dependence was of course to be expected for the description of lifetime effects, as was the presence of an imaginary part. By contrast, the ALDA kernel is real, local in space, and time independent.
We mention that 0 is, strictly mathematically, not invertible. 49 However, inversion using similar matrix sizes as used in the calculation of the spectra, is possible. The result is shown in Fig. 6 . The quantities 0,LT −1 and 0 −1 are relatively unstable with respect to the matrix size, i.e., the number of G vectors. However, this dependence on the number of G vectors cancels out when the difference of Eq. ͑12͒ is taken. The kernel itself is much more stable than the 0,LT −1 and 0 −1 alone which are shown in Fig. 7 for different momentum transfers. The spectra produced with the kernels resulting for different numbers of G vectors are virtually indistinguishable ͑not shown͒. This very limited influence of details such as the matrix size of the kernel is similar to findings reported by Sottile et al. 8, 47, 48 and Marini et al. 10 Finally, we note that, in particular, the behavior of f xc LT at high energies should not be overinterpreted because the fit used to represent the imaginary part of the self-energy matrix elements as discussed above is probably only of limited value in this region. Already the spectra calculated with the lifetimes are less good in this region due to an apparent overbroadening that leads to an underestimation of the spectra as discussed in Sec. IV B.
D. Test of sum rules
In order to test the numerical approach, we considered the sum rule Eq. ͑5͒ for our calculations. We used a calculation for Q = 0.27 a.u. in the ͓111͔ direction with 256 shifted k points, 200 bands, 259 plane waves for the expansion of the wave functions, and 89 G vectors for the dielectric matrix. The calculations were done up to 150 eV. An exponential tail was fitted to the curve starting from 75 eV. The integral calculated for both TDLDA and RPA was 2.3% smaller than the exact value. The contribution of the fitted tail was about 1% of the value of the integral.
The modulus of this deviation of −2.3% is of the same order of magnitude as the deviation found by Ehrnsperger and Bross 22 for a TDLDA calculation at a similar momentum transfer, which was 1.4% ͑i.e., opposite in sign͒. As mentioned by Ehrnsperger and Bross, 22 the deviation is apparently caused by small deviations at high energies which are enhanced by the factor of in the sum rule. This applies, in particular, to the fitted tail.
For that reason, a test with the screening sum rule
which is a direct consequence of the Kramers-Kronig relations, has been carried out as well. Compared with M ͑Q , =0͒ calculated directly, the integral Eq. ͑13͒ over the TDLDA spectrum is 0.13% smaller. Also this deviation is on the order of magnitude of that of Ehrnsperger and Bross' corresponding calculation. 22 The error is smaller than for the sum rule Eq. ͑5͒ because the factor 1 / suppresses small inaccuracies at high energies, contrary to the factor in Eq. ͑5͒.
E. Technical details
The ground-state calculations, as well as the calculations of the GW corrections, were done with the plane-wave pseudopotential code ABINIT ͑Ref. 50͒ using the Perdew-Zunger . ͑Color online͒ Inverse of the independent-particle polarizability with ͑ 0,LT −1 ͒ and without lifetimes ͑ 0 −1 ͒ for different momentum transfers. The real parts are almost exactly superimposed on the present scale, i.e., the difference between the two polarizabilities is very small compared to the polarizability itself.
the silicon L 2,3 edge discussed in Sec. V F were done using a Hamann pseudopotential 52 treating the 3s and 3p electrons as valence electrons. The calculations have been converged with respect to all parameters. In particular, the energy cutoff was E cut = 16 hartree. Subsequently, employing the DP code, 53 0 is constructed using the Kohn-Sham wave functions and energies calculated at a regular grid of 2048 off-symmetry 54 k points. Subsequently, Eq. ͑6͒ is solved. Depending on the energy range, between 70 and 200 bands, 89 and 259 G vectors for the wave functions, and between 51 and 89 for the matrix have been used. The latter number gives the rank of the matrix for the inversion, which is important for the description of the crystal local-field effects. The parameters have been chosen such that on the scale of the figures no visible change was produced when they were further increased. The GW energy corrections have been calculated with a non-selfconsistent G 0 W 0 calculation for ten k points and then interpolated. All curves have been convoluted with a Gaussian of 1.1 eV FWHM corresponding to the experimental energy resolution, except for Q = 0.53 a.u. along ͓100͔ where the resolution was 0.2 eV.
V. RESULTS
A. Dynamic structure factor
We begin our presentation with a comparison with older calculations. In Fig. 2 we compare our results with available TDDFT calculations of Ehrnsperger and Bross who used an augmented-plane-wave method. 22 Their calculations use different approximations to the kernel f xc of Eq. ͑6͒, one of them being the ALDA. The main difference of their results from ours is due to our inclusion of the lifetimes. Their results stand in relatively good agreement with experiment except for the peaklike structures at higher energies which are similar to those in our results without inclusion of the lifetime effects. We have thus explained the discrepancies which Ehrnsperger and Bross conjectured to be produced by artifacts of the band-structure calculations. 22 The remaining differences in the spectra are probably due to slight differences in the methods used for the ground-state calculations.
The results of our calculations are shown in Figs. 8 and 9 along with the experimental curves. For all the measured momentum transfers Q, the description of S͑Q , ͒ in TDLDA+ LT is excellent. This applies to the peak positions but also to the fine structures, in particular around 17 eV, which are clearly visible in the experiment and which have been related to plasmon Fano resonances. 29 Indeed, the mixing of plasmons is contained in our calculations including local-field effects. The excellent agreement is consistent with other encouraging results, in particular for the response of s and p valence electrons. [18] [19] [20] [21] [22] [23] We observe that even the RPA calculations yield results which are not completely wrong, although they are far from the quality of the TDLDA results. The latter improves strongly upon the RPA due to its inclusion of many-body effects missing in the latter. The main differences to the TDLDA results are a slightly higher energetic position and a relative lowering of the low-energy side of the spectra. Apart from this, all the structures are present which means that they can only be due to band-structure effects and crystal local-field effects. The GW-RPA calculations, as in the case of optical absorption, shift the RPA result toward higher energies without providing any improvement to the shape of the spectra. This is of course due to the inclusion of the self-energy effects via the GW energies, whereas the electron-hole interaction remains unaccounted for. This picture is consistent for all the measured Q values, both in the ͓111͔ direction and, likewise, in the ͓100͔ direction.
The long-range approximation LRC to f xc produces slightly different effects. Using the parameters ␣ and ␤ which for Q = 0 yield the correct spectra, 16 we see that for all the larger Q it changes the GW-RPA curves in the right direction, although not sufficiently to give the correct spectra. This is consistent with the fact illustrated below in Sec. V E that the long-range contribution becomes less and less important for larger momentum transfers. For the smaller Q values, it fares better. For Q = 0.53 a.u. in ͓111͔ direction it gives the correct peak position. This might, however, be a fortuitous result. For the smallest Q measured, the excitonic effects moving the spectra to lower energies are even overestimated, and the peak position is too low.
TDLDA is therefore the method of choice for the calculation of valence spectra at finite momentum transfer in semiconductors. Besides its quality demonstrated in the present work, its simplicity makes the spectra easily available.
B. Anisotropy
In order to investigate the description of the anisotropy of the spectra, we show in Fig. 10 the difference spectra obtained by subtracting the spectra in ͓100͔ direction from those in ͓111͔ direction. Here even more than in the spectra themselves it is evident that the inclusion of the lifetimes is necessary to obtain spectra amenable to clear conclusions. Moreover, the RPA description is already rather good, except for the overestimate of the energetic positions of some features. This shows that the anisotropy is almost exclusively determined by band-structure and crystal local-field effects. This will be discussed below in Sec. V D.
C. Dielectric function from Kramers-Kronig relations
While the dynamic structure factor S͑Q , ͒ and the energy-loss function have been studied extensively before, much less is known concerning the dielectric function M ͑Q , ͒ itself. The high quality of the present experiment enabled the extraction of M ͑Q , ͒ from the experimental S͑Q , ͒ using the Kramers-Kronig ͑KK͒ relations. This is done by eliminating one of Re M 
and thus obtaining the other. In principle, this procedure includes an integration up to infinite energy. Tests showed that the procedure does not depend strongly on the length and the shape of the tail fitted to the experimental spectra at high energies ͑not shown͒. However, it proves extremely sensitive to changes in the normalization. This is illustrated in Fig. 11 for two values of Q, one rather small, the other rather large. The figure shows the result of the extraction using the KK relations for the normalized spectra but also for the same spectra with the normalization factor changed by up to 10%. This corresponds roughly to the uncertainty which is inherent in the experimental spectra and in their normalization. For the larger Q, there is some influence, but the result remains accessible within the treated range. By contrast, in the case of 10 . ͑Color online͒ Anisotropy of the dynamic structure factor S͑Q , ͒, i.e., difference S͑Q , ͒ ʈ ͓111͔ − S͑Q , ͒ ʈ ͓100͔. The experimental curves have been smoothed using a "boxcar convolution" after taking the difference. The boxes indicate the area for which the experimental spectra are not reliable due to the extraction of the elastic peak. the smaller Q, the result changes so strongly that clear conclusions from the comparison with the calculation become impossible. For that reason, we have employed the following procedure. 30 We calculate, for both the experimental and the TDLDA result, the normalization integral ͐ 0 dЈЈS͑Q , Ј͒ which for → ϱ yields the sum rule that should also be satisfied in TDLDA. 55, 56 Along with the excellent agreement between the experimental and the TDLDA results, this allows us to assume that at the high-energy tail the value of the integrals should be the same. We take the largest and the smallest ratio of the two within the considered range as maximal correction factors to the normalization. This defines the error bar for M ͑Q , ͒. The procedure is illustrated in Fig. 12 for two values of Q ͑see footnote 56͒.
The dielectric function extracted in this way from the experiment is shown in Figs. 13-16 . Note that the smallest Q in ͓111͔ direction has been omitted because the procedure discussed above did not yield any reliable result that could have been compared with the calculations.
The results show consistently that, as in the case of the structure factor, also for the dielectric function the agreement between the TDLDA results and experiment is excellent. This stands in clear contrast to the case of Q = 0 where the TDLDA does not give reasonable absorption spectra even though it obtains decent agreement for the plasmon peak. The success of the TDLDA is in fact due to exchangecorrelation effects represented in the TDLDA and not just to the classical Hartree contribution; the result of the RPA, and even more of the GW-RPA, stand in much poorer agreement with experiment. Since the difference between GW-RPA and experiment is mainly due to the electron-hole interaction, we conclude that TDLDA reproduces significant excitonic effects for finite momentum transfer. These effects are only implicitly contained in TDLDA. The full TDDFT kernel contains a contribution that simulates the quasiparticle gap correction as in GW-RPA, and a second term responsible for the electronhole interaction. 11, 57 The two contributions cancel partially and TDLDA merely has to reproduce the remaining correction. Our results demonstrate that the latter should have a significant short-range contribution that is well described by a local approximation. Figures 13-16 show also the result obtained with the LRC kernel. This approximation corrects the GW-RPA, but by far not enough; a weak long-range contribution alone is now not sufficient to explain the spectra. LRC performs better for the plasmon peak ͑not shown here͒ but still slightly less well than TDLDA. These findings are systematic and apply to both the imaginary and the real part of the dielectric function.
D. Crystal local-field effects
As highlighted in our recent work, 30 the crystal local-field effects ͑CLFE͒ are very important for the present spectra, in particular for the coupling between the resonant and the antiresonant part of the polarizability. In order to obtain a clear representation of the CLFE we show in Figs. 17 and 18 RPA spectra with and without the inclusion of the CLFE. ͑The spectra shown here have been calculated without the inclusion of lifetime effects.͒ In practice, the omission of the CLFE is done by neglecting the off-diagonal elements of the dielectric matrix in the inversion. For the RPA this is equivalent to using only the G = 0 component of the Fourier transform of the Coulomb potential in Eq. ͑6͒, as outlined in Ref.
17.
The CLFE are somewhat more visible in the spectra in ͓111͔ direction. Moreover, the main influence is found in the region between 5 and 20 eV. On the other hand, the influence of the CLFE on S͑Q , ͒ and on the dielectric function is more or less comparable. We note that the CLFE shift spectral weight to higher energies. This goes in the opposite direction compared to the many-body effects introduced by the ALDA kernel. In some situations ͑cf., e.g., Q = 0.53 and 0.80 a.u. along ͓111͔͒ the RPA without CLFE is therefore closer to the TDLDA and, therefore, to the experimental result than the full RPA including CLFE.
The CLFE in our results are comparable but larger than those in the results of Montano et al. for 3C-SiC ͑Ref. 58͒ which are, however, not as visible in changing a peak position. The effects we find are likewise larger than the CLFE found in diamond by Waidman et al. 23 Similarly large effects have been found by Gurtubay et Finally, we note that the CLFE are responsible for most of the anisotropy in the spectra. This is illustrated in Fig. 19 where we plot the RPA result with and without CLFE in comparison with the experimental result and the TDLDA. As mentioned before, the anisotropy is already well described by the complete RPA calculation. It has been noted already by Montano et al. that the description of the anisotropy requires the inclusion of the CLFE. On the other hand, when the CLFE are neglected, the difference spectra become very different and the region between 0 and 30 eV does not at all represent the anisotropy correctly. This is consistent with the understanding that the anisotropy, being a deviation from the behavior of a homogeneous medium like the homogeneous electron gas, is due to band-structure effects and due to the localization of wave functions. The fact that the TDLDA and the full RPA result including CLFE do not show large differences with respect to the anisotropy means that the manybody effects which are simulated by the ALDA do not play any significant role for the anisotropy; its action is isotropic. We mention that the same findings about the anisotropy and its description are valid for Im M ͑Q , ͒ ͑not shown͒.
E. Electron energy-loss function vs Im ε M (Q , )-the role of short-range effects
In Fig. 20 we show the development of −Im 1 / M ͑Q , ͒ and of Im M ͑Q , ͒ with Q along ͓111͔. For increasing Q, short-range effects dominate and the screening that causes the difference between Im M ͑Q , ͒ and −Im 1 / M ͑Q , ͒ becomes less and less relevant, until finally the two quantities become equal. 4, 17 This is consistent with the fact that the LRC approximation to f xc yields excellent spectra for a long-wavelength perturbation in extended systems, like for optical ͑Q → 0͒ absorption in bulk Si. 15 The long-range component of ͑v + f xc ͒ is important in this case, Im M ͑Q , ͒ and −Im 1 / M ͑Q , ͒ are very different, and the effect of the local ALDA is negligible. 15 By contrast, for localized systems such as semiconductor clusters and nanocrystals, the long-range component of ͑v + f xc ͒ is much less important. On the other hand, local-field or depolarization effects which enter via the off-diagonal el- ements of the dielectric matrix, are strong. They are produced ͓cf. Eq. ͑6͔͒ by the Coulomb kernel without its longrange contribution, v − v 0 . The CLFE are the predominant effect to produce the difference between independent-particle spectra ͑i.e., RPA without CLFE͒ and spectra calculated in, e.g., TDLDA. The effect of the ALDA kernel, however, is very small, the difference between absorption spectra calculated using the ͑full͒ RPA and the TDLDA for clusters such as Si 5 H 12 or larger nanocrystals such as Si 83 H 108 are small. 17, 60 Turning now back to the IXS experiment, we have a third situation: an extended crystal but a perturbation that corresponds to a rather short wavelength. With increasing Q, the long-range component of v becomes less and less important so that Im M ͑Q , ͒ and −Im 1 / M ͑Q , ͒ finally become equal as shown in Fig. 20 . Likewise, the LRC approximation to f xc produces less and less effects, as can be seen in Fig. 8 . The CLFE are very important in some parts of the spectra, in particular for the coupling of the resonant and the antiresonant parts of the polarizability. 30 However, they remain much less strong than in the case of strongly localized systems because of the much weaker inhomogeneity of the extended crystal.
We are, therefore, in a regime where the short-range effects of v + f xc are predominant. In this way is can be understood that the local approximation to the exchangecorrelation kernel fares well in the description of the exchange-correlation effects in the electronic response of the IXS experiment. The measurements for the largest momentum transfers presented in Fig. 1 show the silicon L 2,3 edge at 99.6 eV. ͑Only the Q = 1.86 a.u. along ͓111͔ and Q = 1.86, 2.12, and 2.39 a.u. along ͓111͔ exhibit the edge. The other measurements have been carried out only up to just below the edge.͒ The edge is due to excitations of the outer core electrons. The measurement of this spectral region is known as x-ray Raman spectroscopy, 31 and the spectra at low momentum transfers are equivalent to soft x-ray absorption spectra of the corresponding core electrons.
Core excitations have been modeled by a number of different approaches. Soininen et al. use the Bethe-Salpeter equation based on a description of the respective orbitals using a pseudopotential approach for the valence states and an atomic Hartree-Fock approach for the core states. 61 Other approaches are the real-space multiple-scattering method, developed likewise by Soininen et al., 62 core-hole pseudopotentials, and the Z + 1 method. 63 Work in particular on the silicon L 2,3 edge has been done by Sternemann et al. 64 Despite the success of these methods dedicated to the description of the core excitations, the question remains as to how the standard TDDFT pseudopotential calculations fare for these excitations. This is particularly important for materials where the core excitation is less clearly separated from the valence response, as, for instance, in the case of Ge or in transition metals where the excitation of semicore electrons is much closer to the valence spectrum. 20, 65 In order to test the description of the high-energy part of the spectrum by the TDLDA pseudopotential calculation, we created a pseudopotential including the 2s and 2p electrons in the valence. A detailed test of this pseudopotential is described elsewhere. 66 The inclusion of the outer core states is computationally rather expensive because the required cutoff energy for the expansion of the core wave functions is high. We use 256 shifted k points for these calculations. Small differences in the loss function at low energies due to the core polarization will be discussed elsewhere. 67 The results showing the high-energy region including the silicon L 2,3 edge are shown in Fig. 21 . As no calculated lifetimes for the core states appear to be available, we use the experimental value of approximately 0.2 eV. 68 A slightly smaller value has been reported in Ref. 69 . However, the edge has been found to be very insensitive to the precise value. The inclusion of the lifetimes is important for the visibility of the edge. Without the lifetimes, the calculated spectra are so spiky in this region that the edge is not clearly discernible ͑not shown͒. The good visibility in the spectra with lifetimes is due to the fact that the lifetime inclusion according to Eq. ͑10͒ describes a rather strong broadening for the transitions from the true valence states into the very high conduction states. This produces the smooth behavior seen in Fig. 21 for the calculations which include only the true valence states. The edge, however, is due to transitions from the outer core states into the lowest conduction states. Both have very long lifetimes. Accordingly, the transitions are only weakly broadened and the edge appears as the sharp feature on the smooth tail of the ͑true͒ valence response.
There is essentially no difference between the RPA and the TDLDA spectra of the edge. Moreover, the RPA spectra with and without CLFE do not differ in this region ͑not shown͒. In particular, the tail of the valence spectrum remains almost unchanged. This means that the transitions from the outer core states are not appreciably mixed with those from the valence by the local-field effects. The energetic position of the edge is underestimated by about 9 eV, which corresponds to the overestimation of the energy of the outer core states in the band structure ͑not shown͒. This stands in contrast to the results of the response of the valence electrons which we show in the present paper but in agreement with the findings of Gurtubuy et al. who find for transition metals that the response of semicore states is much less well described than that of the valence electrons. 20 This leads to the question as to what is the reason of the energy difference. First of all, it is possible that the static LDA used for the ground-state calculation does not describe the strongly localized outer core states well. However, the spectra should contain also the self-energy effects, i.e., the energy corrections due to excitation at the one-quasiparticle level, as well as the electron-hole interaction, both simulated by f xc . However, the TDLDA kernel does not change the energy of the edge at all, as can be seen from the comparison with the RPA result. The energy of about 9 eV which is needed to shift the edge to the experimental position corresponds roughly to the self-energy correction found by Rohlfing et al. using a self-consistent GW calculation. 70 The exciton binding energy, known to be on the order of 0.3 eV ͑cf., e.g., Ref. 71͒, is negligible compared to this shift. After shifting the outer core states down by these 9 eV in the sum of Eq. ͑7͒ or ͑8͒, respectively, we obtain the result shown in Fig. 21 in good agreement with experiment.
Based on this comparison we conclude that the response of the outer core states can be taken into account, although appearing too low in energy. Agreement with experiment can be obtained applying a shift to the energies of the outer core states that introduces the self-energy effects that are not simulated by the TDLDA kernel for the excitation of the strongly bound outer core electrons, unlike for the valence spectra.
VI. CONCLUSIONS
We have carried out joint IXS measurements and ab initio calculations to study the dynamic structure factor and the dielectric function of Si. The experiments improved upon older results and the direct collaboration proved invaluable for the comparison with the calculations. Using the KramersKronig relations we extracted the dielectric function from the measurements. This enabled a direct comparison between the dielectric function and the electron energy-loss function. The calculations within the framework of linear-response TDDFT showed that at finite momentum transfer the TDLDA together with lifetime effects yields a very good description not only of the dynamic structure factor and the loss function, but also of the dielectric function, in strong contrast to the situation at zero momentum transfer ͑optical limit͒. The TDLDA improves strongly upon the RPA results. For finite momentum transfer, it reproduces significant many-body effects beyond RPA. The results demonstrate that the exact f xc does produce significant short-range effects that are well represented by the local approximation TDLDA. The form of an exchange-correlation kernel has been presented that includes, in the strict framework of linear-response TDDFT, the same lifetime effects that are described by the modified independent-particle polarizability. The silicon L 2,3 absorption edge has been described by the pseudopotential calculations, albeit too low in energy so that an additional correction had to be applied. In the valence region, crystal local-field effects have been found to play a very important role for larger momentum transfers, in particular in the energy range between 10 and 30 eV. Used within a RPA calculation, the crystal local-field effects are sufficient in order to describe the anisotropy in the response. In analogy with the situation in localized systems, for larger momentum transfers the long-range contribution of the combined Coulomb and exchange-correlation kernel becomes less and less important and the electron energy-loss function becomes equal to the imaginary part of the dielectric function.
