We study the phase behavior of single homopolymers in a simple hydrophobic/hydrophilic off-lattice model with sequence independent local interactions. The specific heat is, not unexpectedly, found to exhibit a pronounced peak well below the collapse temperature. The scaling with system size at this maximum is studied with and without the local interactions, using chains with up to 50 monomers. The size dependence is found to be weak, which suggests that the maximum signals a rapid crossover rather than a real phase transition. The homopolymer results are compared with those for two non-uniform sequences. Our calculations are performed using the methods of simulated and parallel tempering. The performances of these algorithms are discussed, based on careful tests for a small system.
Introduction
The thermodynamic behavior of isolated homopolymers is known in quite some detail at and above their collapse temperature T = T θ , from analytical work [1, 2, 3] and numerical simulations of very long chains [4, 5] . Much less is known about the behavior at low temperatures. Consequently, it is of utmost interest to examine the low-T phase behavior and its model dependence, which, in particular, may shed light on the mechanism that govern the folding transition of model proteins.
The possibility of an interesting low-T phase structure for homopolymers was predicted several years ago [6] . Recent studies [7, 8, 9, 10] of lattice chains with stiffness [11] have shown that such chains indeed can exist in three distinct phases; in addition to the coil-globule transition at T θ , there is another phase transition from the globule phase to a frozen crystalline phase. Furthermore, Zhou et al. [12, 13] recently found evidence for two or more phase transitions in simple off-lattice models without stiffness.
In this paper, our starting point is a simple off-lattice model [14] for protein folding with two types of monomers, A (hydrophobic) and B (hydrophilic). In addition to "hydrophobicity" forces, the model also contains sequence independent local interactions. It has previously been demonstrated [14] that it is possible to find AB sequences with compact, stable native structures in this model [14] . Furthermore, it was shown that this property is crucially dependent on the local interactions. In the present paper we perform a detailed study of A homopolymers in this model, both with and without local interactions. In addition, we study two AB heteropolymers. All these chains are, not unexpectedly, found to exhibit a pronounced peak in the specific heat at low temperatures.
The aim of our study is twofold. First, for A homopolymers, we analyze the scaling with system size at the low-T maximum of the specific heat, using chains with up to N = 50 monomers. The height of the peak is found to grow very slowly, if at all, with N , which we take as evidence that the maximum corresponds to a rapid crossover rather than a real phase transition. The crossover is somewhat more abrupt in the presence of the local interactions than without these. Second, we compare the behaviors of six different N = 20 chains; three different sequences, the A homopolymer and two heteropolymers, are studied with and without local interactions. In particular, we find that thermodynamic quantities such as the specific heat and entropy display a relatively weak sequence dependence over a fairly wide range of low temperatures. The dependence on the local interactions is, by contrast, strong.
Our calculations are carried out using two different Monte Carlo methods, simulated [15, 16, 17] and parallel [18, 19, 20, 21] tempering. The performances of these relatively new algorithms are studied in some detail using a chain with twelve monomers. As expected, we find that both are much better than a standard Monte Carlo algorithm. It should be stressed that with the standard method, it would not have been feasible to study the low-T behavior of these systems. When comparing simulated and parallel tempering, we find differences in the dynamic behavior, but the two methods are nevertheless very similar in efficiency.
The paper is organized as follows. Section 2 contains a brief description of the model and the two Monte Carlo algorithms, and a discussion of the algorithm tests. In Sec. 3 we present the results of our simulations. A summary is given in Sec. 4.
Sequence
T f S AAAA BBAA AABA ABAA ABBA 0.23 U BAAA AAAB AAAA BAAB AABB < 0.15 Table 1 : Two AB sequences and their folding temperatures T f for (κ 1 , κ 2 ) = (−1, 0.5) [14] .
Methods

The Model
The model studied [14] has two types of monomers, A (hydrophobic) and B (hydrophilic). The monomers are linked by rigid bonds of unit length to form linear chains. The positions of the monomers will be denoted by r i (i = 1, . . . , N ), and the (unit) bond vectors by b i = r i+1 − r i (i = 1, . . . , N − 1). The energy function is given by
where
The model has three parameters: κ 1 , κ 2 and ǫ ij . The parameter ǫ ij sets the depth of the minimum of the non-local Lennard-Jones interactions. It is 1 for an AA pair and 1/2 for AB and BB pairs. The parameters κ 1 and κ 2 determine the strengths of the sequence independent local interactions. Two choices of these parameters will be studied, (κ 1 , κ 2 ) = (0, 0) and (−1, 0.5), both of which have been studied before [14] . For (κ 1 , κ 2 ) = (−1, 0.5), it was shown that there are AB sequences with stable native structures at relatively high temperatures. For (κ 1 , κ 2 ) = (0, 0), there are no, or at least extremely few, such sequences.
In this paper the main focus is on A homopolymers. In addition, we study two AB heteropolymers, denoted by S and U, which can be found in Table 1 . As can be seen from Table 1 , these two sequences differ in stability for (κ 1 , κ 2 ) = (−1, 0.5). The folding temperature, defined as the temperature where the dominance of the ground state sets in, is high for sequence S, and more typical for sequence U.
Our (κ 1 , κ 2 ) = (0, 0) A homopolymers are almost identical to the chains studied by Baumgärtner [22, 23] several years ago, except that the Lennard-Jones minimum is at r ij = 2 1/6 rather than 1 in our case. To some extent, they also resemble the chains with fixed bond lengths studied by Zhou et al. [12, 13] . However, that model has a square-well potential in place of our Lennard-Jones potential.
Monte Carlo Methods
Our simulations are performed using simulated [15, 16, 17] and parallel [18, 19, 20, 21] tempering. The basic idea of both these methods is to create an enlarged configuration space. This means that a number of different temperatures are studied simultaneously, which in particular can be used as a tool for speeding up the evolution of the system at low temperatures.
In simulated tempering one simulates the joint probability distribution
where r = {r 1 , . . . , r N } denotes the chain conformation and k is a temperature index. This distribution contains two sets of parameters: the temperatures that the system is allowed to visit, {T k }, and a set of tunable simulation parameters, {g k }. The parameters g k are free in the sense that averages corresponding to the desired Boltzmann distribution can be obtained directly, without reweighting, independently of the choice of g k . However, these parameters govern the marginal distribution in k, which can be written as
where F k is the free energy at T = T k . Hence, to have good mobility in k, it is essential to make a careful choice of g k . This is typically achieved by means of trial runs. The actual simulation of the distribution P (r, k) can be done by using ordinary separate updates of r and k.
Parallel tempering uses an even larger configuration space; the simulated distribution is
where each r k represents a complete chain conformation. The simulation is carried out by using two types of updates: ordinary, parallel updates of the different r k and accept/reject controlled swaps r k ↔ r k+1 . The latter update is the analog of the k update in simulated tempering. Compared to simulated tempering, this algorithm has two advantages. First, it is very easy to parallelize; and second, there are no g k parameters to be tuned. These parameters are not needed since the k distribution is uniform by construction.
Using these two methods, we have studied chains with 12 to 400 monomers. Our simulations for N ≤ 32 were carried out on workstations using simulated tempering, whereas those for larger N were done on a parallel computer using parallel tempering. In all our calculations the temperatures T k were chosen according to [24] 
where T min = T 1 and T max = T K denote the lowest and highest allowed temperatures, respectively. The parameters T min , T max and K can be found in Table 2 .
The Dynamics of the Algorithms
To test the efficiencies of the two methods described in the previous section, we applied both to the N = 12 A homopolymer with (κ 1 , κ 2 ) = (−1, 0.5). In these two runs we used the same set of temperatures (see Table 2 ), and the same type of conformation updates. In addition, we performed a standard fixed-T simulation at T = T min = 0.15, using the same conformation updates as in the other two runs.
In Fig. 1 we show run-time histories for the sum of all torsional angles along the chain, α, from these three simulations. The quantity α is convenient to use since it is known from the symmetry of the model that its probability distribution has to be symmetric, P (α) = P (−α). When comparing the different runs in Fig. 1 , the horizontal axis can be thought of as CPU time, since the cost of the additional updates used in simulated and parallel tempering is negligible. Therefore, it is evident from this figure that both simulated and parallel tempering are dramatic improvements on the standard method. Note that the system is trapped at negative α during the whole standard run, whereas the true distribution P (α) is symmetric.
Deciding which is best of simulated and parallel tempering is a more delicate task, which requires a careful analysis of the statistical errors. To get accurate estimates of the errors, we performed two additional runs, a factor of 10 longer than those in Fig. 1 . The error bars from these long runs differed by less than 10%. Our conclusion therefore is that the two algorithms are very similar in efficiency. However, there are differences between the algorithms and it is therefore interesting to look at the analysis in some detail.
A basic difference between the methods is that the number of visits of a given temperature is a random variable in simulated tempering. Therefore, in this method, one does not have an unbiased estimator of, say, α at temperature T = T k , but rather one estimates the ratio
where · without subscript denotes an average with respect to the joint distribution [see Eq. (5)], and χ k is the characteristic function which is 1 if T = T k and 0 otherwise. Because of this, we employed a jackknife procedure [25] for the error analysis, which in the case of parallel tempering is equivalent to a straightforward block analysis.
The jackknife analysis was carried out for a number of different bin sizes. For small bin sizes, the error was larger for simulated tempering than for parallel tempering; simulated tempering was in this sense more noisy. The parallel-tempering data displayed, however, relatively strong correlations, which made it necessary to go to larger bin sizes in order to get stable error estimates. The final error estimates were, as already mentioned, very similar.
For parallel tempering we also calculated the autocorrelation function for α. Consistent with the jackknife analysis, it was to found contain a relatively slowly decaying component. The exponential autocorrelation time was estimated to be approximately 7 × 10 4 sweeps (same unit as in Fig. 1 ).
Our conclusion that simulated and parallel tempering are similar in efficiency is in line with the findings of Hansmann and Okamoto [24] , who tested the two algorithms on an all-atom model for a small peptide, with comparable results. Let us stress, however, that the methods do not behave in exactly the same way, and these differences could become important in other applications.
Measurements
In our simulations we measured various quantities. Most important for our discussion of the phase structure is the specific heat
The local structure of the chains is studied using the bond-bond correlation function
which for d = 1 and 2 can be written as (2) and (3)].
We estimate the collapse temperature T θ using the radius of gyration r g , defined by
The ratio r 2 g /N tends to zero for fixed T < T θ , and to infinity for fixed T > T θ , as N → ∞. As is well-known, this means that T θ can be estimated from the intersections of curves corresponding to different N , in a plot of r 2 g /N versus T .
In our study of six different N = 20 systems, we compare the entropies S. The simulated-tempering algorithm is well suited for this purpose. This is because free-energy differences can be directly obtained from the marginal probabilities P (k) [15] . Using Eq. (6), one finds that
where S k,l and E k,l denote the entropy and average energy, respectively, at T = T k,l . This expression is handy since the parameters g k are constants and the average energies are relatively easy to measure. The remaining term, ln P (k)/P (l), is just a small correction if the parameters g k are well chosen.
Equation (13) can be used to study the temperature dependence of the entropy for a given chain. In order to compare the entropies of two different chains [different sequences and/or different (κ 1 , κ 2 ), but the same N ], we use the umbrella-like [26] formula
where the prime is used distinguish the two systems. In this equation one could, of course, replace E ′ ′ by expectation values referring to the system without prime.
All statistical errors quoted below are 1σ errors, obtained by the jackknife method [25] .
Results
We have studied the A homopolymers of the model defined in Sec. 2.1 for (κ 1 , κ 2 ) = (0, 0) and (−1, 0.5). In Fig. 2 we show the specific heat for the two choices of (κ 1 , κ 2 ) for all the different temperatures and system sizes studied. The most striking feature is the peak at low temperatures, which could signal a phase transition. However, it is immediately clear from Fig. 2 that the size dependence is fairly weak at this maximum. The size dependence is stronger at higher temperatures where another peak seems to develop. This shoulder or peak can most probably be associated with the collapse transition at T θ . In Sec. 3.1 we estimate T θ using data for the radius of gyration. We then return to the size dependence at low temperatures in Sec. 3.2. Finally, in Sec. 3.3, we compare the behaviors of three different N = 20 sequences, the A homopolymer and the two heteropolymers in Table 2 .
Estimation of T θ
In order to estimate T θ , it is easier to use the radius of gyration rather than the specific heat. In Fig. 3 we show the ratio r 2 g /N against T for different N for (κ 1 , κ 2 ) = (0, 0) and (−1, 0.5). For (κ 1 , κ 2 ) = (−1, 0.5) we studied chains with N ≤ 50. For (κ 1 , κ 2 ) = (0, 0) we also simulated longer chains with up to 400 monomers. For the largest system sizes it was not possible to obtain reliable results at the low-T maximum of the specific heat, but to study temperatures down to T θ was quite easy.
From the data in Fig. 3a we determined the intersections of curves corresponding to different N . The intersection temperature T N for the system sizes N and 2N was estimated to be T N = 3.76 ± 0.11, 4.05 ± 0.06 and 4.33 ± 0.08 for N = 50, 100 and 200, respectively. Since these results show a fairly strong N dependence, it is clear that larger system sizes would be needed in order to make a precise extrapolation to infinite system size. A least-square fit of the data points at hand to the mean-field form
yields the estimate T θ = 4.88 ± 0.18. This is for (κ 1 , κ 2 ) = (0, 0). Due to small system sizes, no extrapolation was made for (κ 1 , κ 2 ) = (−1, 0.5). The results at small N for this choice of (κ 1 , κ 2 ) are similar to those for (κ 1 , κ 2 ) = (0, 0). 
The Low-T Behavior
We now turn to the behavior well below T θ , around the low-T maximum of the specific heat. Figure 4 , which is an enlargement of Fig. 2 , shows the behavior of the specific heat in the vicinity of the maximum. A linear scaling with N of the height of the peak in C v /N would have implied a firstorder phase transition. The results show, however, a very weak N dependence. For (κ 1 , κ 2 ) = (0, 0), the height of the peak does not grow with N . For (κ 1 , κ 2 ) = (−1, 0.5), it does grow with N , but very slowly so. In both cases the data are perfectly consistent with a finite peak in the thermodynamic limit. We also checked the probability distributions of the energy. Consistent with the specific heat analysis, these have a single peak and show no trace of bimodality. The size of the chains, as measured by the radius of gyration, changes very little at the low-T maximum of the specific heat, as can be seen from Fig. 3 . The shape is already very compact when the maximum occurs. Unlike the radius of gyration, the bond-bond correlation C b (d) [see Eq. (11)] is strongly dependent on (κ 1 , κ 2 ). In Fig. 5 we show C b (d) against temperature for d = 2. For (κ 1 , κ 2 ) = (0, 0) and small N , some abrupt changes occur at low temperatures. These are finitesize effects; the curves get smoother with increasing N . For (κ 1 , κ 2 ) = (−1, 0.5), C b (2) increases at low temperatures, showing that strong regularities develop in the local structure of the chains. However, the change is gradual rather than abrupt, and there is no sign that it gets more abrupt with increasing N .
In particular, we take these results to suggest that the low-T maximum of the specific heat corresponds to a rapid crossover rather than a real phase transition. The crossover is somewhat more abrupt for (κ 1 , κ 2 ) = (−1, 0.5) than for (κ 1 , κ 2 ) = (0, 0).
Baumgärtner has, as mentioned earlier, studied a closely related model [22, 23] . He found a similar low-T peak in the specific heat, and associated this with a probably first-order phase transition. This is in contrast with the conclusion we reach by studying the chain length dependence. The behavior of the model with fixed bond lengths and square-well potentials studied by Zhou et al. [12, 13] differs from that of our model; the specific heat obtained for N = 12 in that model suggests the existence of three different transitions. Unfortunately, the low-T behavior could not be studied in a controlled way for larger N . It would be interesting to see how well simulated and parallel tempering work for that model.
Zhou et al. [12, 13] studied chains with flexible bond lengths too, using a molecular dynamics method rather than Monte Carlo. Evidence in terms of bimodal energy distributions was found for a first-order low-T phase transition. Our energy distributions have, as already mentioned, a single peak. 
Heteropolymers
Having studied the dependence on chain length, we now compare the thermodynamic properties of the N = 20 A homopolymer with those of the heteropolymers S and U in Table 1 . Each of these three sequences is studied for both (κ 1 , κ 2 ) = (0, 0) and (κ 1 , κ 2 ) = (−1, 0.5), which gives us a total of six different chains. Among these six, there is only one that displays structural stability in the range of temperatures studied, namely sequence S with (κ 1 , κ 2 ) = (−1, 0.5).
From Fig. 6a it can be seen that all the six chains have a peak in the specific heat at low temperatures. Furthermore, it can be seen that a large part of this peak is only weakly dependent on sequence; over a range of low temperatures the six data sets approximately fall onto two curves, each corresponding to a fixed (κ 1 , κ 2 ). However, the results become sequence dependent close to the maximum, and the peak is markedly higher for the most stable chain than for the others. The position of the maximum is at T ≈ 0.30 for this chain, which is fairly close to its folding temperature T f ≈ 0.23.
In Fig. 6b we show the entropies of the six chains. To be precise, the quantity shown is ∆S = S −S 0 , where S 0 is a constant corresponding to the entropy of the (κ 1 , κ 2 ) = (−1, 0.5) A homopolymer at T = 4. The temperature dependence of ∆S was obtained using the g k parameters, as described in Sec. 2.4. This is a very convenient alternative to a numerical integration based on the relation
The results in Fig. 6b follow the same pattern as those in Fig. 6a in that the (κ 1 , κ 2 ) dependence is strong and the sequence dependence weak at low temperatures. In particular, it can be seen that the entropy of the most stable chain is similar to that of the A homopolymer with the same (κ 1 , κ 2 ). At first sight this may seem surprising, since it implies that the entropy cannot be used to decide whether a chain is stable or not, which it can in lattice models. This has, of course, to do with the fact that each state or local minimum comes with a width.
Summary
We have studied two simple off-lattice homopolymer models, corresponding to different choices of (κ 1 , κ 2 ), both of which exhibit a pronounced peak in the specific heat well below the coil-globule transition. This could signal a first-order phase transition from the liquid-like globular phase to a solid-like phase, as Baumgärtner [22, 23] suggested for a similar model. In order to determine the nature of this possible phase transition, we analyzed the system size dependence using chains with up to 50 monomers. Our results show that the size dependence is very weak, which suggests that the maximum corresponds to a rapid crossover rather than a real phase transition. Our conclusion is the same for both choices of (κ 1 , κ 2 ), although the crossover is somewhat more abrupt for (κ 1 , κ 2 ) = (−1, 0.5) than for (κ 1 , κ 2 ) = (0, 0).
One important reason to study the low-T phase behavior of homopolymers is the folding transition of model proteins. We have therefore chosen to study homopolymers taken from a previously studied model for protein folding [14] . When comparing the thermodynamic properties of our homopolymers to those of heteropolymers, we find that there is a fairly wide range of low temperatures where the sequence dependence is weak and the (κ 1 , κ 2 ) dependence strong. This shows that the local interactions play an important role, and that their influence on general sequences to quite some extent can be estimated from homopolymer results.
Finally, let us stress that this study benefitted significantly from the efficiency of the simulated and parallel tempering algorithms. In fact, as our algorithm tests clearly show, this study would have been unfeasible with conventional Monte Carlo methods. Furthermore, our tests show that simulated and parallel tempering are very similar in efficiency for these systems. Which of these two to choose is therefore to some extent a matter of taste. Parallel tempering has the advantage that there are no g k parameters to be tuned. In simulated tempering it is, on the other hand, possible to utilize these parameters for entropy calculations.
