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Abstract
It is well-known that an inverse monoid is factorizable if and only if it is a homo-
morphic image of a semidirect product of a semilattice (with identity) by a group.
We use this structure to describe a presentation of an arbitrary factorizable inverse
monoid in terms of presentations of its group of units and semilattice of idempotents,
together with some other data. We apply this theory to quickly deduce a well known
presentation of the symmetric inverse monoid on a finite set.
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1 Introduction
A semigroup M is said to be factorizable if M = EG where E is a set of idempotents of M ,
and G is a subgroup of M . The study of factorizable inverse semigroups was initiated in [1].
In this context, M has an identity which is the identity of G. Furthermore, E = E(M)
is the semilattice of idempotents of M , and G = G(M) is the group of units of M . The
results concerning factorizable inverse monoids (henceforth FIMs) are especially nice; for
example, the symmetric inverse monoid IX on a set X is factorizable if and only if X is
finite [1]. There are many other examples of FIMs – see for example [4, 5, 6, 8, 9, 10, 14].
Further studies of factorizable semigroups, both inverse and otherwise, have been conducted
in [3, 12, 17, 22, 23].
It was shown in [12] that an inverse monoid is factorizable if and only if it is a homomor-
phic image of a semidirect product of a semilattice (with identity) by a group. We review
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this theory in Section 2 and then use it to describe presentations of FIMs in Section 3. In
Section 4 we apply our results to deduce the presentation of IX when X = {1, . . . , n} orig-
inally due to Popova [19]. For other proofs of Popova’s presentation, see [5] and [13]. For
a useful alternative presentation of IX in the context of Hecke algebras, see [20, 21]. The
method we use in the final section mirrors the approach of Wilkinson [24], who gives his
own proof of the celebrated McAlister P -Theorem ([12] Ch. 7). Wilkinson uses semilattices
of subsets under intersection, though we find it more convenient to use union.
2 The Structure of Factorizable Inverse Monoids
The results of this section are well-known (see [12], pp204–206). Proofs of certain results
are included here for the convenience of the reader.
Suppose that G is a group and that E is a semilattice (a monoid of commuting idempo-
tents). Without causing confusion, we denote the identities of both E and G by 1. Suppose
also that for each g ∈ G we have an automorphism ϕg : E → E : e 7→ e
g such that the map
ϕ : G → Aut(E) : g 7→ ϕg is an antihomomorphism. We may then form the semidirect
product E o G = E oϕ G =
{
(e, g)
∣∣ e ∈ E, g ∈ G} with multiplication defined by
(e1, g1)(e2, g2) = (e1e
g1
2 , g1g2).
Let (1, G) =
{
(1, g)
∣∣ g ∈ G} and (E, 1) = {(e, 1) ∣∣ e ∈ E}. It is easy to verify the following.
Lemma 1 The monoid E o G is a factorizable inverse monoid with semilattice of idem-
potents (E, 1) ∼= E and group of units (1, G) ∼= G. 2
Suppose that for each e ∈ E, there is a subgroup Ge ≤ G such that G1 = {1} and
gGeg
−1 = Geg ∀e ∈ E, g ∈ G (Ge1)
Ge ∨Gf ⊆ Gef ∀e, f ∈ E (Ge2)
eg = e ∀e ∈ E, g ∈ Ge. (Ge3)
Here we have used the notation H ∨H ′ = 〈H ∪H ′〉 for the join of two subgroups H and H ′
of G. Define an equivalence ∼ on E o G by
(e1, g1) ∼ (e2, g2) if and only if e1 = e2 and g1g
−1
2 ∈ Ge1.
Lemma 2 The equivalence ∼ is a congruence.
Proof Suppose that (e1, g1) ∼ (f1, h1) and (e2, g2) ∼ (f2, h2). Then e1 = f1, e2 = f2, and
g1h
−1
1 ∈ Ge1 , g2h
−1
2 ∈ Ge2. But then
g1g2(h1h2)
−1 = (g1h
−1
1 )h1(g2h
−1
2 )h
−1
1
∈ Ge1h1Ge2h
−1
1
= Ge1Geh1
2
by (Ge1)
⊆ Ge1 ∨Geh1
2
⊆ G
e1e
h1
2
by (Ge2).
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Also, since g1h
−1
1 ∈ Ge1 ⊆ Ge1 ∨Geh1
2
⊆ G
e1e
h1
2
, we have
e1e
h1
2 = (e1e
h1
2 )
g1h
−1
1 by (Ge3)
= e
g1h
−1
1
1 (e
h1
2 )
g1h
−1
1
= e1e
(g1h
−1
1
)h1
2
= e1e
g1
2 ,
so that (e1, g1)(e2, g2) ∼ (f1, h1)(f2, h2). 2
We now define G˜ = (E o G)/∼. For e ∈ E, g ∈ G, let [e, g] denote the ∼-class of (e, g)
in E o G. Also write [1, G] =
{
[1, g]
∣∣ g ∈ G} and [E, 1] = {[e, 1] ∣∣ e ∈ E}. The proof of
the following is straightforward.
Proposition 3 The natural map (e, g) 7→ [e, g] is injective on (1, G) and (E, 1). Thus G˜
is a factorizable inverse monoid with group of units [1, G] ∼= G and semilattice of idempo-
tents [E, 1] ∼= E. 2
Proposition 4 Let M be a factorizable inverse monoid with group of units G and semi-
lattice of idempotents E. Then M ∼= G˜ arises from the construction above.
Proof For e ∈ E and g ∈ G we define eg = geg−1. The maps ϕg : e 7→ e
g are automor-
phisms of E, and ϕ : G → Aut(E) : g 7→ ϕg is clearly an antihomomorphism. Thus we
may form E o G as above. For e ∈ E let Ge = {g ∈ G | eg = e}. It is routine to check that
the Ge are subgroups of G, and that they satisfy conditions (Ge1)—(Ge3). In particular
we may form G˜ = (E o G)/∼. It finally remains to observe that eg 7→ [e, g] is a well
defined isomorphism M → G˜. 2
Remark 5 Phrased differently, (Ge2) states that Γ : e 7→ Ge is an (anti-)representation
of E as a poset in Sub(G). Conditions (Ge1) and (Ge3) link Γ with the (anti-)representation
ϕ : G → Aut(E). The role of the subgroups Ge is to provide the kernel normal sys-
tem (see [2], p60) for the congruence ∼, which consists of the subsemigroups (e, Ge) ={
(e, g)
∣∣ g ∈ Ge} ⊆ E o G. We see a prototype of the McAlister theorem here, as E o G is
E-unitary and ∼ is idempotent-separating.
3 Presentations of Factorizable Inverse Monoids
In this section we make use of Propositions 3 and 4 to describe a presentation of an arbitrary
FIM M . The necessary ingredients are presentations of E = E(M) and G = G(M),
information about the (anti-)action of G on E, and generating sets for the subgroups Ge.
First we establish the notation we will be using throughout. Let X be an alphabet
(a set whose elements are called letters), and denote by X∗ the free monoid on X. For
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R ⊆ X∗ × X∗, let R] denote the smallest congruence on X∗ containing R. We say that a
monoid M has (monoid) presentation 〈X |R 〉 if M ∼= X∗/R]. An element (w1, w2) ∈ R is
called a relation, and is often written as w1 = w2. All presentations we consider will be
monoid presentations.
Suppose now that M is an arbitrary FIM. Then by Proposition 4, we may identify M
with G˜ = (E o G)/∼ using the notation of Section 2. Suppose that E and G have
presentations 〈XE |RE〉 and 〈XG |RG〉 respectively, so there exist monoid epimorphisms
α : X∗E → E and β : X
∗
G → G such that ker α = R
]
E and ker β = R
]
G. For each e ∈ E,
choose eˆ ∈ eα−1 and for each g ∈ G, choose gˆ ∈ gβ−1. We may assume that these choices
are made so that x̂α = x and ŷβ = y for each x ∈ XE and y ∈ XG. Put
Ro =
{
(yx, x̂αyβy)
∣∣x ∈ XE , y ∈ XG}.
It is well known (see for example [11]) that E o G has presentation
〈XG tXE |RG tRE t Ro〉.
Suppose now that for each e ∈ E we have a subset Σe ⊆ G such that Ge is generated as
a submonoid by Σe. (We could take Σe = Ge, but in applications we would choose Σe
minimally to avoid superfluous relations.) Put
R∼ =
{
(eˆgˆ, eˆ)
∣∣ e ∈ E , g ∈ Σe}.
Theorem 6 The factorizable inverse monoid M ∼= (E o G)/∼ has presentation
〈XG tXE |RG tRE t Ro t R∼〉.
Proof Put ≈ = (RG tRE t Ro t R∼)
] and define φ : (XG tXE)
∗ → (E o G)/∼ by
xφ = [xα, 1] and yφ = [1, yβ] for x ∈ XE, y ∈ XG.
Then φ is surjective since α and β are surjective and (E o G)/∼ is factorizable, so it
remains to show that ker φ = ≈. Now ≈ ⊆ ker φ since the relations hold as equations in
(E o G)/∼ after substituting the images of generators. Suppose w1, w2 ∈ (XG tXE)
∗ and
w1φ = w2φ. Using Ro, wi ≈ eˆigˆi (i = 1, 2) for some ei ∈ E, gi ∈ G. But then
[e1, g1] = w1φ = w2φ = [e2, g2],
so that e1 = e2 and g1g
−1
2 ∈ Ge1 . Thus g1g
−1
2 = h1 · · ·hk for some h1, . . . , hk ∈ Σe1 and
w1 ≈ eˆ1gˆ1 ≈ eˆ1gˆ1ĝ
−1
2 gˆ2 by RG
≈ eˆ1hˆ1 · · · hˆkgˆ2 by RG
≈ eˆ1gˆ2 by R∼
≈ eˆ2gˆ2 by RE.
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This completes the proof. 2
We complete this section by proving that if the subgroups Ge satisfy the stronger
condition
Ge ∨Gf = Gef ∀e, f ∈ E (Ge2)
′
then the set R∼ defined above may be replaced by
R′∼ =
{
(xgˆ, x)
∣∣x ∈ XE , g ∈ Σxα}.
Theorem 7 Suppose that the factorizable inverse monoid M ∼= (E o G)/∼ satisfies con-
dition (Ge2)
′. Then M has presentation
〈XG tXE |RG tRE t Ro t R
′
∼〉.
Proof Put ≈′ = (RG t RE t Ro t R
′
∼)
]. Since R′∼ ⊆ R∼, it suffices, by the previous
theorem, to show that R∼ ⊆ ≈
′. Let e ∈ E and g ∈ Ge. We must prove that eˆgˆ ≈
′ eˆ. Now
e = (x1α) · · · (xkα) for some x1, . . . , xk ∈ XE. By (Ge2)
′, we have Ge = Gx1α ∨ · · · ∨Gxkα,
so g = g1 · · ·g` for some g1, . . . , g` ∈ Gx1α ∪ · · · ∪Gxkα. For each i ∈ {1, . . . , `}, there exists
mi ∈ {1, . . . , k} such that gi ∈ Gxmiα, and so gi = hi1 · · ·hini for some hi1, . . . , hini ∈ Σxmiα.
But then
eˆgˆ ≈′ x1 · · ·xk(hˆ11 · · · hˆ1n1) · · · (hˆ`1 · · · hˆ`n`) by RE and RG
≈′ x1 · · ·xkxm1(hˆ11 · · · hˆ1n1) · · · (hˆ`1 · · · hˆ`n`) by RE
≈′ x1 · · ·xkxm1(hˆ21 · · · hˆ2n2) · · · (hˆ`1 · · · hˆ`n`) by R
′
∼
≈′ x1 · · ·xk(hˆ21 · · · hˆ2n2) · · · (hˆ`1 · · · hˆ`n`) by RE
≈′ x1 · · ·xk by a simple induction
≈′ eˆ by RE. 2
Remark 8 Condition (Ge2)
′ is a sufficient condition for M to embed in the coset monoid
of G (see [4]), and is also necessary if M is finite (see [7]). Although many FIMs satisfy
this condition (see for example [4, 8]), certainly not all do. The example we consider in
Section 4 does not. Finally we note that Theorem 7 holds if condition (Ge2)
′ is replaced by
(∀e ∈ E) (∃x1, . . . , xk ∈ XE) e = (x1α) · · · (xkα) and Ge = Gx1α ∨ · · · ∨Gxkα,
or the even weaker condition
Ge =
∨
x∈XE
e(xα)=e
Gxα (∀e ∈ E).
Monoids satisfying these conditions occur naturally when braid equivalence is modified
(see [6]).
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4 The Symmetric Inverse Monoid
We conclude by using Theorem 6 to obtain a well-known presentation of In, the symmetric
inverse monoid on the set n = {1, . . . , n}. Let P = Pn = {A |A ⊆ n} be the power set
of n which is a semilattice under ∪ with identity ∅, and let S = Sn be the symmetric group
on n. For A ∈ P and pi ∈ S, define
Api = {api−1 | a ∈ A}.
Then for each pi ∈ S, ϕpi : A 7→ A
pi defines an automorphism of P, and the map ϕ : pi 7→ ϕpi
is an antihomomorphism S → Aut(P). Thus we may form P o S as above. For A ∈ P
let Ac = n \ A, and put
SA =
{
pi ∈ S
∣∣ ipi = i (∀i ∈ Ac)}.
One may easily check that these subgroups satisfy S∅ = {1} and
piSApi
−1 = SApi ∀A ∈ P, pi ∈ S
SA ∨ SB ⊆ SA∪B ∀A, B ∈ P
Api = A ∀A ∈ P, pi ∈ SA.
Thus, by Lemma 2, the equivalence ∼ on P o S defined by
(A, pi) ∼ (B, τ) if and only if A = B and piτ−1 ∈ SA
is a congruence, and so we may form the quotient (P o S)/∼. Denote the ∼-class of
(A, pi) ∈ P o S by [A, pi]. The proof of the following is straightforward.
Lemma 9 The map θ : [A, pi] 7→ pi|Ac defines an isomorphism from (P o S)/∼ to In. 2
We now collect the relevant data needed to apply Theorem 6. It is well-known that P
under either union (as in our case) or intersection (see for example [15], p115) is a free
semilattice on n generators. Thus we have the following.
Proposition 10 The power set P has presentation 〈XP |RP〉 where XP = {ε1, . . . , εn}
and RP is the set of relations
ε2i = εi for all i (P1)
εiεj = εjεi for all i, j. (P2)
2
Here α : X∗P → P is the epimorphism defined by εiα = {i} for each i.
Theorem 11 (Moore [18]) The symmetric group S has presentation 〈XS |RS〉 where
XS = {s1, . . . , sn−1} and RS is the set of relations
s2i = 1 for all i (S1)
sisj = sjsi if |i− j| > 1 (S2)
sisjsi = sjsisj if |i− j| = 1. (S3)
2
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Here β : X∗S → S is the epimorphism defined by siβ = (i, i + 1) for each i. Now the
set Ro consists of the relations
siεj = εjsi if j 6= i, i + 1 (o1)
siεi = εi+1si (o2)
siεi+1 = εisi. (o3)
For each A ∈ P put ΣA =
{
(i, j)
∣∣ i, j ∈ A , i < j}. The following lemma is immediate
from the definition of the subgroups SA.
Lemma 12 Let A ∈ P. Then SA is generated by ΣA. 2
For each A ∈ P choose εA ∈ X
∗
P such that εAα = A ∈ P, and put Â = εA. For
1 ≤ i < j ≤ n, choose tij ∈ X
∗
S such that tijβ = (i, j) ∈ S, and put (̂i, j) = tij. Here for
example we could have
tij = (si · · · sj−2)sj−1(sj−2 · · · si)
εA =
∏
i∈A
εi.
Thus R∼ consists of the relations
εAtij = εA if A ∈ P, and i, j ∈ A. (∼)
The following is a consequence of Theorem 6.
Lemma 13 The symmetric inverse monoid In has presentation
〈XS tXP |RS t RP t Ro t R∼〉. 2
We now show how this presentation may be reduced to the more familiar presentation
of In due to Popova [19] (see also [13, 16] and references therein). As a first step we remove
a number of the generators. With this in mind, let e = εn. By (o3) and (S1) we see that
for any i ∈ n we have the relation
εi = (si · · · sn−1)e(sn−1 · · · si). (∗)
So we remove the generators εi, replacing their every occurrence in the relations by the
word on the right hand side of (∗), which we denote by ei (notice in particular, that
en = e). We denote the resulting relations by (P1)
′, (P2)′, (o1)′, etc. Some additional
relations which hold among the remaining generators are
e2 = e (I1)
esi = sie if i 6= n− 1 (I2)
sn−1esn−1e = esn−1esn−1 = esn−1e. (I3)
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Indeed (I1) is part of (P1), (I2) is part of (o1), and (I3) follows from (∗), (P2), (∼),
and (S1). Denote by RI the set of relations (I1)—(I3), and let ≈ be the congruence on(
XS t {e}
)∗
generated by RS tRI .
For a word w = si1 · · · sik ∈ X
∗
S , denote by w
−1 the word sik · · · si1 so that by (S1) we
have ww−1 ≈ w−1w ≈ 1. For i ∈ n, let ci = sn−1 · · · si ∈ X
∗
S , so that ei = c
−1
i eci.
Lemma 14 If i, j ∈ n and i < n, then
cjsi ≈


sicj if i < j − 1
cj−1 if i = j − 1
cj+1 if i = j
si−1cj if i > j.
Proof The first case follows immediately from (S2), the second by definition, the third
from (S1), and the fourth from (S2) and (S3). 2
Corollary 15 If i, j ∈ n and i < n then
siejsi ≈


ej if j 6= i, i + 1
ei+1 if j = i
ei if j = i + 1.
Proof This follows quickly from Lemma 14, relation (I2), and the fact that ej = c
−1
j ecj. 2
Notice in particular that siejsi ≈ ej(siβ). By induction we have the following.
Corollary 16 Let w ∈ X∗S and i ∈ n. Then w
−1eiw ≈ ei(wβ). 2
Theorem 17 (Popova [19]) The symmetric inverse monoid In has presentation
〈XS t {e} |RS t RI〉.
Proof All that remains is to show that relations (P1)′—(P2)′, (o1)′—(o3)′, and (∼)′
are implied by RS t RI . Now (P1)
′ easily follows from (I1) and (S1). For (P2)′, suppose
that i, j ∈ n. Choose pi ∈ S such that i = (n− 1)pi and j = npi, and let w ∈ piβ−1. Then
by (S1), (I3), and Corollary 16, we have
eiej = e(n−1)pienpi ≈ w
−1en−1ww
−1enw ≈ w
−1en−1enw
= w−1sn−1esn−1ew ≈ w
−1esn−1esn−1w = w
−1enen−1w ≈ ejei.
Relations (o1)′—(o3)′ follow from RS tRI by Corollary 15 and (S1). If A = {i1, . . . , ik} ∈
P, let eA = ei1 · · · eik . For (∼)
′ we must show that eAtij ≈ eA for any A ∈ P, and
any i, j ∈ A with i < j. Now if A is empty, or if |A| = 1, then there is nothing to prove. So
suppose that |A| ≥ 2 and that i, j ∈ A with i < j. Again, choose pi ∈ S with i = (n− 1)pi
and j = npi, and let w ∈ piβ−1. Notice that pi−1(n− 1, n)pi = (i, j) so that w−1sn−1w ≈ tij
since ker(β) ⊆≈. Then by (P1)′, (P2)′, (S1), (I3), and Corollary 16, we have
eAtij ≈ eAeiejtij ≈ eAw
−1en−1ensn−1w = eAw
−1sn−1esn−1esn−1w
≈ eAw
−1sn−1esn−1ew = eAw
−1en−1enw ≈ eAeiej ≈ eA.
This completes the proof. 2
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