This study presents attitude control research of flapping wing micro aerial vehicles with nonaffine-in-control characteristics via the active disturbance rejection control technique. With consideration of the uncertainties in moment of inertia caused by wings flapping and external disturbances, an extended state observer based on the unit quaternion is first designed to estimate the angular velocity and total uncertainties. The norm constraint on the unit quaternion can be guaranteed theoretically. The requirement of accurate value of moment of inertia is circumvented in the extended state observer. Based on the designed extended state observer, an output feedback controller using dynamic inversion method is presented to resolve the nonaffine-in-control characteristics caused by the uncertainties in moment of inertia. Rigorous closed-loop system stability is proven by employment of Lyapunov functions and the proposed control structure possesses the multi-time-scale property. Finally, numerical simulations are provided to validate the effectiveness and good tracking performance of the proposed control scheme.
I. INTRODUCTION
Inspired by the progressive ability of biologic fliers, researchers pay high attention to the development of flapping wing micro aerial vehicles (FWMAVs), and much progress has been made [1] - [3] . In view of the advantages of small size, low energy consumption and flexible deformation for specific tasks, FWMAVs can play a vital role in the military, geological exploration, emergency rescue, etc [4] , [5] .
Taking account of the application requirements, the serious uncertainties and time-varying nature of FWMAV dynamic model have been paid more and more attention in recent years [6] . The aerial vehicles can make extremely complex motions, which brings difficulties in precise measurement of angular velocity. Furthermore, in order to improve portability and reliability while reducing cost, the angular velocity measuring equipments are not set on some micro aerial vehicles [7] . In consideration of the measurement errors or The associate editor coordinating the review of this manuscript and approving it for publication was Chao-Yang Chen . the absence of angular velocity measured data, the output feedback attitude control which exploits the attitude measurements directly is widely utilized [8] , [9] . Although there are many researchers adopting the quasi-steady dynamic model [10] , the approximate control-oriented model is still complicated with unknown parameters. All these features increase the difficulties of precise and robust attitude control.
Facing the above challenges of controller design, there have been fruitful research progress during the past few decades [11] - [13] . Some research used the nature of vehicles combined with filters to design a passive controller which cannot deal with external disturbances [14] . Iterative learning control derives more accurate model parameters through iterative learning in the presence of complicated motion [15] , [16] . He et al. [17] considered a flexible micro aerial vehicle with spationtemporally varying disturbances and designed two iterative learning control schemes to realize tracking a prescribed trajectory. However, iterative learning control enhances control effect through multiple iterations, not suitable for fast varying parameters. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Another potential solution is observer-controller architecture including neural networks and fuzzy logic systems. An observer was introduced to estimate angular velocity and external disturbances to accomplish robust tracking control in [18] . Banazadeh and Taymourtash [19] introduced adaptive sliding mode and neural networks to achieve attitude and position control for FWMAVs with parametric uncertainties. Dierks and Jagannathan [20] introduced the neural networks based observer to estimate translational and angular velocities, and designed an output feedback control scheme. Liu and Tong [21] used novel symmetric and asymmetric barrier Lyapunov functions to design adaptive controller for nonlinear systems with full state constraints. Despite the above control schemes resolve model uncertainties and external disturbances in some degree, the control effects are influenced by properties of the disturbances. Moreover, the uncertainties in moment of inertia due to wings flapping, sloshing and flexible parts severely limit the FWMAV attitude tracking accuracy [22] and were not sufficiently considered in the literature mentioned above. The active disturbance rejection control (ADRC) scheme based on extended state observer (ESO) can be an effective way to deal with the issue. The essential philosophy of ADRC is to estimate internal dynamics and external disturbances using an ESO and then compensate them in the control action [23] , [24] . ADRC method has been applied to many fields such as air-fuel ratio control [25] , direct-driven permanent magnet synchronous [26] , autonomous land vehicles [27] , etc. However, the research aforementioned on ESO is not directly applicable to the FWMAV attitude dynamic model. Bai et al. [28] , [29] proposed an ESO for the lagrangian form of attitude kinetics using the measured value of angular velocity. Gong et al. [30] designed ESO with the unit quaternion form to achieve output feedback using estimated angular velocity, but the moment of inertia was supposed to be a known system parameter. Therefore, considering the merits of ADRC scheme, how to deal with FWMAV attitude control with external disturbances and internal uncertainties including moment of inertia is a significant and challenging work.
Furthermore, the nonaffine-in-control characteristics of FWMAVs due to uncertainties in moment of inertia is also a problem to be addressed. The effect of the designed control signal seriously decline under the influence of uncertainties arise in the process of wings flapping, hence the uncertainties cannot be easily omitted. To derive accurate moment of inertia, the flapping wing motion needs to be accurately measured, which increases the number and accuracy of sensors. However, majority of existing literature are based on the assumption that FWMAV is composed of three rigid bodies and the moment of inertia can be accurately derived [6] . We should point out that the uncertainties in the moment of inertia need to be analyzed and the rigid assumption is not reasonable enough to regulate high-precision attitude control of FWMAVs. In other words, the nonaffine-in-control characteristics ought to be investigated. Abundant control studies in the field of nonaffine-in-control were presented recently [31] , [32] . Bu et al. [33] proposed a novel adaptive critic design-based direct nonaffine tracking control approach combined with fuzzy wavelet neural networks. Action networks and critic networks were built to strengthen tracking performance. Zhang et al. [34] introduced a approximation approach to transform nonlinear systems with nonaffine characteristics to affine-like form. In addition, an adaptive terminal sliding mode was used to output estimated values of uncertain system states. Fan et al. [35] proposed a neuro-adaptive control approach for a class of nonlinear systems in which the gain sign cannot be acquired. Zhang et al. [36] considered the attack angel tracking problem of hypersonic vehicles. A dynamic inversion method was developed to stabilize the system. In [37] , a novel funnel nonaffine controller was presented to achieve prescribed tracking of air-breathing hypersonic vehicles with a simplified neural controller introduced to tackle the nonaffine dynamics. In [38] , the system uncertainties and nonaffine characteristics were addressed with neural networks to estimate the unknown terms based on the mean value theorem. However, there is few existing literature considering the nonaffine-in-control characteristics of FWMAVs. Then to tackle the nonaffinein-control characteristics of FWMAVs constitutes one of the motivations of this paper.
Consequently, the main idea of this study is to propose an attitude control approach for FWMAVs with nonaffine characteristics via ADRC method. The unit quaternion is introduced to describe the attitude motion of FWMAVs. Firstly an ESO in terms of the unit quaternion is designed to estimate the angular velocity and total uncertainties including moment of inertial and external disturbances. Then we introduce the dynamic inversion control approach to resolve the nonaffinein-control characteristics of FWMAVs. The assumption that disturbances estimation is quick enough is not required, and rigorous proof for the multi-time-scale property and the closed-loop system stability is given. In comparison to current research achievements, the main contributions of this research can be summarized as listed below.
1) The ESO in terms of the unit quaternion is designed to derive accurate estimation of the angular velocity and total disturbances without using knowledge of moment of inertia. The proposed ESO has extensive applicability in comparison to the existing literature.
2) The nonaffine-in-control characteristics of FWMAVs caused by uncertainties in moment of inertia is addressed by adopting the dynamic inversion control approach. And the proposed control scheme with ESO and dynamic inversion possesses multi-time-scale property.
This paper lays out as follows. The FWMAV attitude motion described by the unit quaternion and the control objective are represented in Section 2. In Section 3 the ESO in terms of the unit quaternion and dynamic inversion control scheme are proposed. In Section 4 the rigid stability of closed-loop system is proved utilizing Lyapunov functions. The numerical simulation results are presented in Section 5, followed by conclusion in Section 6.
II. PROBLEM FORMULATION AND PRELIMINARIES
The model of FWMAVs is depicted in Fig. 1 . Wing and body reference coordinate systems are defined for the FWMAVs. The body frame B is connected with the body and centered at the barycenter O B . The left wing frame W is attached to the respective wing and centered at the wing center of mass which is used to describe flapping, rotation, and deviation angles. [39] The attitude dynamics of FWMAV in Lagrangian form [7] is represented as
where I p ∈ R 3×3 denotes the moment of inertia matrix, ω ∈ R 3 denotes the angular velocity, u r ∈ R 3 denotes the attitude controller, d p ∈ R 3 denotes the uncertainties in moment of inertia, d r ∈ R 3 denotes the disturbances in torque which result from modeling uncertainties, parameter perturbations, external disturbances, etc. By introducing the unit quaternion, the attitude motion of FWMAVs is described as
where the unit quaternion is denoted by q = [q 0 , q T i ] T ∈ R 4 , in which q i ∈ R 3 is the imaginary number vector part of q, and E(q) can be expressed as
Remark 1: It should be pointed out that in [7] , the attitude motion function was derived by complex derivation operations. Besides, the accurate value of moment of inertia was assumed to be known without consideration of the uncertain term d p . In this paper, we directly use the original attitude motion functions described by the quaternion. Furthermore, the uncertainties in moment of inertia which are caused by wings flapping and sloshing are addressed.
In this paper, the maximum and minimum eigenvalue of matrix P are expressed by λ max (P) and λ min (P), respectively.
The Euclidean vector norm is denoted by · . The conjugate of quaternion q is denoted by q * = [q 0 , −q T i ] T ∈ R 4 . The multiplication of two quaternions q 1 = [q 10 , q T 1i ] T and q 2 = [q 20 , q T 2i ] T is written as q 3 = q 1 ⊗ q 2 = [q 10 q 20 − q T 1i q 2i , (q 10 q 2i + q 20 q 1i + q × 1i q 2i ) T ] T , in which q 3 is kept as a quaternion and ⊗ denotes the multiplication operator.
x × denotes the anti-symmetric matrix which can be given as
Furthermore, we adopt R(q) to represent the rotation matrix related to the unit quaternion. R(q) ∈ R 3×3 is orthogonal matrix with the determinant being one which can be expressed as
The command attitude trajectory and angular velocity are written as q d and ω d , and satisfyq d = E(q d )ω d . The corresponding tracking error can be expressed by q e = q * d ⊗ q and ω e = ω − R(q e )ω d . Then the error dynamics of system (2) is presented as
It is worth noting that while the wings of the micro vehicles flapping, the uncertainties in moment of inertia d p can be large relative to nominal moment of inertia I p , and has a serious impact on the performance of the designed control signal u r , which cannot be easily neglected. Therefore, designing controller with the nominal moment of inertia I p will bring highly conservatism, and even gives rise to system instability. In comparison with [7] - [9] , we deal with the uncertainties in the way of nonaffine-in-control, which is conducive to liberalizing the constraints on the precision of I p and magnitude of d p . With consideration of the nonaffinein-control characteristics we can further improve the tracking precision and dynamic performance.
For ease of expression, the attitude motion can be rewritten as follows:
In order to achieve attitude tracking control and complete the proof, we make some assumptions at first.
Assumption 1: The angular velocity ω is bounded with a positive constant M ω ω . Assumption 2: The external disturbances d r and the uncertainties in moment of inertia d p are bounded and VOLUME 8, 2020 differentiable with a positive constant bound M r max{ d r , ḋ r , d p ḋ p }.
Assumption 3: The given commands q d , ω d and their derivatives are all bounded, i.e. there exits a positive constant
Assumption 4: There exists unknown continuously differentiable function (·) satisfies for (q e , q d , ω e , ω d , u r , d r ,
Remark 2: Assumptions 1-4 are rational for the FWMAVs attitude tracking problem. Noted that the model of FWMAV is a physical system with limitary states. The Assumption 1 can be easily satisfied and common in the extant literature about disturbance observer [23] , [30] . The Assumption 2 is on the boundedness of external disturbances, uncertainties in the moment of inertia and their derivatives, which is also a common assumption [25] - [28] . The Assumption 3 is common [6] , [7] and fairly mild with the purpose of guaranteeing the desired attitude motion achievable. Noting that f 1 is continuously differentiable, and on the basis of boundedness related Assumptions 1-3, the Assumption 4 can be naturally satisfied by the practical physical control system [23] , [24] , [36] .
III. ESO AND CONTROL DESIGN A. EXTENDED STATE OBSERVER DESIGN
We selectf 1 as the extended state, the ESO for the attitude tracking error system (6) is designed as follows
,
whereq e ,ω e andf 1 denote the estimated values of q e , ω e and f 1 , respectively.
is the third to fourth rows of matrix of E(q). Especially, the estimate error for the quaternion tracking error is defined asq e =q e * ⊗ q e . We define the estimation error of angular velocity tracking error asω e = ω e −ω e . The extended state estimation error is defined asf 1 = f 1 −f 1 . λ i (i = 1, 2, 3, 4) > 0 denote the observer gain coefficients and 0 < ε < 1 is a small constant gain.
We should point out the ESO designed in [30] used the exact value of the moment of inertia. However, because of measurement error and wings flapping, moment of inertia always cannot be accurately acquired. In the ESO we designed, the deviation in the moment of inertia is considered as one term of the total disturbances.
Considering about the definition ofq e , it can be verified that R(q e ) = R(q e )R T (q e ) and the time derivative can be computed aṡ
Combined with Rx × R T = (Rx) × [40] , and (9) can be rewritten aṡ
Considering the definition ofq e , the corresponding derivative isq
Noting that the last three rows of (11) indicate thaṫ
where m 1 
The performance of ESO is influenced by the gain ε which should be chosen small enough to improve the convergence rate, but an ESO with too small ε is sensitive to noise and has the problem of peaking phenomenon. Although we introduce the saturation function to avoid the peaking phenomenon, ε should be set properly. For the simplicity of proof, we define
, ω e (εt)),
where (t) = d ds f 1 (s)| s=εt . Then (14) can be rewritten aṡ
in which
B. DYNAMIC INVERSION CONTROLLER DESIGN
We introduce the dynamic inversion approach aiming for dealing with the nonaffine-in-control characteristics of the attitude motion of FWMAVs. The Lyapunov candidate is selected as
The dynamic of (16) is shown aṡ
We follow the process of common state feedback control design, and the desired control signal can be designed as
Then the dynamic inversion controller is introduced to guarantee that f 1 tracks the desired control signal, which can be given as
where ρ < 1 is a small positive constant to be selected. The angular velocity tracking error signal is replaced by its estimated value to construct output feedback control.
To resolve the peaking phenomenon of ESO caused by the initial observer error, in order to prevent actuator saturation. We follow the procedure used in [41] , and the dynamic inversion signal can be modified as
where
In (21) and (22), M 1 and M 2 are the saturation bounds to be selected with the purpose of avoiding the saturation invoked under state feedback. g ε (·) :
It can be discovered that h ε (·) is a nondecreasing, continuously differentiable function, with the following constraint satisfied:
is a saturation function defined as sat(x) = sign(x) · min{1, |x|}.
IV. STABILITY ANALYSIS
In the following proof process, the separated time-scale characteristics of the closed-loop system (5), (8) and (20) are analyzed with the advantage of singular perturbation theory. For the convenient of the following proof, we define s = f 1 
The following compact sets are defined as 0 = (s, q e , ω e ) ∈ R 9 :
where τ = sup (s,q e ,ω e ) (s(0),q e (0),ω e (0)) V 1 (q e , ω e ) + V 2 (s) + 1.
For the analysis of ESO estimation error and the control scheme, a theorem is proposed as following.
Theorem 1: Consider the FWMAV attitude motion (5), the ESO (8) and the dynamic inversion controller (20) . Combined with Assumptions 1 to 4. There exits a l > 0 independent of ε and ρ such that ε = lρ 2 . For any initial error states (q e (0), ω e (0)) ∈ R 3+3 , there exists a positive constant ρ * satisfies for any ρ ∈ (0, ρ * ), (q e , ω e ) ∈ 1 for t 0.
Proof: We prove the Theorem 1 by contradiction. Suppose Theorem 1 is wrong, and for (s(0), q e (0), ω e (0)) ∈ 0 − ∂ 0 , there exists a small ρ 1 > 0 such that for any ρ ∈ (0, ρ 1 ), we can find t 2 > t 1 > 0 that satisfy
Then based on the boundedness of ω e , we make the following assumption.
Assumption 5: The estimated value of angular velocity tracking errorω e is bounded with a positive constant bound M ω ω e . Remark 3: Assumption 5 is fairly mild and common in the extant literature related to ESO design for attitude control [18] , [20] . If the bound of signal ω e exists, the estimated valueω e can be assumed to be bounded. We make the assumption based on the hypothesis of contradiction that ω e is bounded. We temporarily use this assumption for t ∈ [t 1 , t 2 ]. In the following process of proof, it will be explained that ω e is bounded for t 0. Then the Assumption 5 will expand to t 0.
In order to explain the proof process clearly, we divide it into the following 4 steps.
Step 1: First we analyze whether the ESO (8) definition is reasonable. Noted that (1 −q e T iqei ) appears in the denominator in (8) , it should be ensured that there is no singularity. The initial value of (8) are set asq e (0) = q e (0). To guarantee the estimated valueq e (t) ensuring the quaternion restrict, we select the positive definite function V (q e (t)) = 1 2q e (t) Tq e (t). Noticingq T e E(q e ) = 0 1×3 , take the dynamic of V (q e (t)) yieldsV (q e (t)) = 2q(t) Tq e (t) = 0. Therefore, V (q e (t)) = V (q e (0)) = 1 2 for ∀t 0. Then q e (t) = 1 holds all the time. Considering about the expressionq e =q e * ⊗ q e , q e (t) = 1 keeps true.
q e (t) has the initial valueq e0 (0) = 1 and q ei (0) = 0. In consideration of the continuity of solutions of differential equations, there exits a t 3 < t 2 such that q ei (t) 1 −
Then we make an assumption as follows.
There exists t 2 > t 5 > t 4 t 3 such that
If the above assumption is proved to be false, the nonsingular property of the ESO is completely guaranteed. For t ∈ [0, t 5 ], the determinant of E i (q e ) can be identified asq e0 2 . Then the matrix E i (q e ) is nonsingular, and the dynamic process ofq e in (8) does not present singularity for t ∈ [0, t 5 ].
For the convenient of the proof, we define a positive definite function V (q ei ) = 1 2q T eiqei . Then the dynamic can be obtained aṡ 
Then (25) can be rewritten aṡ
When V (q ei ) increase to the degree that q ei
, which contradicts the assumption that
It should be noted that the boundedness of q ei (t) is momentarily guaranteed for t ∈ [0, t 2 ]. And in the following process of proof, the boundedness will be guaranteed for t ∈ [0, ∞).
Step 2: Then we consider the derivative of the extended state. Take the derivative of f 1 (q e , q d , ω e , ω d , u r , d r , d p , I p ) with respect to time, and for the convenience of expression, the argument of f 1 is omitted henceforth.
Next, we analyze the boundedness of terms on the right side of (28) . The control signal (20) can be rewritten as
where the time argument of all the terms we omit is t, except for ν 3 ( t ε ). In (29) , the terms in the first bracket denotes the difference caused by the saturation function. The corresponding impact can be analyzed by three situations as follows:
Case (a): 0 x i M i , (i = 1, 2, 3). It can be achieved that h ε (x i /M i ) =x i /M i , and hence,
, and hence,
Case (c): 1, 2, 3 ). It can be achieved that h ε (x i /M i ) = 1 + ε/2, and hence,
is an odd function tox i . Synthesize the three cases and then it can be obtained that 
where N 2 and N 3 are some unknown positive constants. Considering (28) , q e , ω e and s are all bounded signals in t ∈ [0, t 2 ]. Combined with the Assumption 4, the extended state f 1 and its gradient are bounded in t ∈ [0, t 2 ]. Assumptions 2 and 3 guarantee the external disturbances, uncertain term of moment of inertial, command signal and the corresponding derivatives are bounded for t ∈ [0, t 2 ]. Then take (36) into (29) , and (28) can be rewritten as
where N 4 , N 5 and N 6 are unknown positive constants. It can be seen that although there exist uncertainties in f 1 , we can verify the boundary ofḟ 1 with some unknown constants and the ESO estimation error ν( t ε ).
Step 3: Then we analyze convergence of the ESO estimated error. To simplify the description, we introduce change of coordinates to (15) as follows (38) 
ν T 3 (t)] T . Take the time derivative ofν(t),ν (t) =Ṗ(t)ν(t) + P(t)ν(t)

=Ṗ(t)ν(t) + P(t)(A(t)ν(t)
+ (t)) =Ṗ(t)P −1 (t)ν(t) +Ā(t)ν(t) + P(t) (t),
whereĀ(t) = P(t)A(t)P −1 (t).
Then we compute theṖ(t)P −1 (t),Ā(t) and P(t) (t) in (38) respectively.
For the first term, we can writė
For the second term, we can get
A(t) = P(t)A(t)P
It can be noted thatĀ(t) keeps constant, then is denoted byĀ for convenient. For the third term, we arrive at
, ω e (εt))
To prove the convergence ofν(t), we select the Lyapunov candidate function as
where Q is a positive definite symmetric matrix such that the following function is satisfied
in which µ is a positive constant. To guarantee the V 3 (ν(t)) exists and satisfies the above equation,Ā needs to be Hurwitz matrix which satisfies λ 1 λ 2 > λ 3 . Then compute the dynamic of V 3 (ν(t)), we can achieve that
We unfold (43) and analyze the boundedness item by item. For the second item on the right side of (43),
where Q 11 is the first three rows and three columns of matrix Q. Besides, by the equation d dt [E i (q e (εt)) · E −1 i (q e (εt))] = 0 4 , we can get
Furthermore, compute the norm of (45) yields
Then we tackle the six items on the right side of (46) respectively.
(1) Considering the first term on the right side of (46), the boundedness can be concluded that q T ei (εt)ω e (εt) q ei (εt) ω e (εt) ω(εt) + ω e (εt)
(2) Considering the second term on the right side of (46). With the help of constraint on norm ofq e , it can be derived that q ei (t) 
20020 VOLUME 8, 2020 (3) Considering the third term on the right side of (46), the bound can be written as 
Considering the term E −1 i (q e (εt)), one has
(4) Considering the fourth term on the right side of (46), ω e (εt) ω e (εt) + ω e (εt) M ω +M ω . (51) (5) Analyze the fifth term on the right side of (46), and the corresponding bound can be computed as E −1 i (q e (εt))q ei (εt) 
. And ε should be chosen such that ε min{1, 4λ 1 λ 4
where N 12 = N 9 + √ ε(N 7 + N 10 ) + εN 11 + ε √ εN 8 . Thus we handle the second term of (43). Then for the third term in (43), i.e. [ 1 ε E −1 i (q e (εt))m 1 (q e (εt), ω e (εt)) T , 0 T 3 , ε T d (t)] T , it is analyzed by two terms separately as follows,
Combined with (37), we can get
Noted that ν(t) = ν(t) , and take synthetically into account (56) and (57) yields 2ν T (t)Q 1 ε E −1 i (q e (εt))m 1 (q e (εt)
whereλ Q = λ max (Q). Finally by taking
Take (55) and (58) into (43), and we derive the bound on
By solving the differential equation above, it can be obtained that in the time [t 1 , t 2 ]
Then the estimated errors with bounds can be given as
Apparently, the estimated errors converge to 0 uniformly in the time interval [t 1 , t 2 ] when ρ → 0. Then there exits a ρ 2 ρ 1 such that for ρ ∈ (0, ρ 2 ), q ei = O(ρ), ω e = O(ρ),
. Note that ω e ω e + ω e , f 1 f 1 + f 1 . Then we can find a M 1 larger than the maximum value of sup ω e ∈ 1 |ω e1 |, sup ω e ∈ 1 |ω e2 |, and sup ω e ∈ 1 |ω e3 |. And find a M 2 larger than the maximum value of sup (s,q e ,ω e )∈ 1 |f 11 |, sup (s,q e ,ω e )∈ 1 |f 12 |, and sup (s,q e ,ω e )∈ 1 |f 13 | to guarantee in t ∈ [t 1 , t 2 ], the function g ε (·) is out of saturation.
Step 4. Next the condition that contradicts the hypothesis is given. The dynamic of the u r can be rewritten aṡ 
where ξ is a positive constant such that 
for any ρ ∈ (0, ρ 2 ), (62) can be rewritten as
where N 16 is a unknown positive constant. Then take time derivative of V 1 (q e , ω e ) and yieldṡ V 1 (q e , ω e ) = k 1 q T ei ω e + ω T e (s + u r0 (q ei , ω e )) = −k 2 ω T e ω e + N 17 s ,
where N 17 is a unknown positive constant. With a combination of (63) and (64), we can find a ρ 3 ∈ (0, min(ρ 2 , ξ N 13 )) such that dV 1 (q e , ω e ) dt +
It can be noted that (65) contradicts (24) . In conclusion, for initial tracking error states (q e (0), ω e (0)) ∈ R 3+3 , there exists a ρ * > 0 satisfies for any ρ ∈ (0, ρ * ), (q e , ω e ) ∈ 1 for t 0. The Theorem 1 is completely proved.
Furthermore, (27) is satisfied when (q e , ω e ) ∈ 1 in t 0, which guarantees q ei (t) has the upper bound 1 − 4λ 1 λ 4 4λ 1 λ 4 +εM 2 ω +εN 1 for t 0. Combined with Theorem 1 and the boundedness of q ei (t) , we propose the main conclusion of this paper. Theorem 2. Considering the attitude dynamics of FWMAVs (5), the ESO (8), and control signal (20) , with the assumptions 1-5 satisfied, there exits a l > 0 independent of ε and ρ such that ε = lρ 2 , and for any (q e (0), ω e (0)) ∈ R 4+3 and T > 0, 0), ω e (0)) ∈ R 3+3 and ρ ∈ (0, ρ * ), (q e , ω e ) ∈ 1 holds true for t 0. Then (59), (60) and (61) are validated for t 0. Consequently, q e (t) −q e (t) → 0, ω e (t) −ω e (t) → 0 and f 1 (t) −f 1 (t) → 0 uniformly in any [T 1 , ∞) as ρ → 0. It can be seen the ESO has the fastest time scale. Based on the convergence of ESO, the dynamic inversion and the considered nonlinear system converge successively. Then from (63), s(t) → 0 uniformly in any [T 2 , ∞) as ρ → 0, where T 2 is a positive constant such that T 2 > T 1 . Finally, from (64), it can be concluded that lim ρ→0,t→∞ q ei (t) = 0, lim ρ→0,t→∞ ω e (t) = 0. Overall, the Theorem 2 is completely proved and FWMAVs track the given signals.
Remark 4: It can be concluded that the closed-loop system has the structure of multi-time-scale. The stability analysis of the resulting closed-loop system is based on the singular perturbation approach. Since the positive constants ε and ρ satisfy ε ρ 1, the ESO (8) estimation errors converge with the fastest time scale, which guarantees the tracking error states and the unknown total disturbances f 1 are estimated in the fastest rate. Based on the accurate estimation, |s| converges to zero, which assists in resolving the nonaffine-incontrol characteristics. Finally, the convergence of the system tracking deviations q e and ω e are derived.
V. SIMULATIONS AND RESULTS
In this section, numerical comparison simulations are conducted to validate the effectiveness and performance of the given control scheme. The geometric model parameters of FWMAVs are acquired from [7] , and are given as follows: I p = diag{575, 576, 991}g · mm 2 , total mass is 5. The disturbance torque is d r = [10sin(t), 8cos(t), 15sin(t)] T . The control target is to steer the FWMAV to track desired attitude quaternion and angular velocity signal. The selection of control parameters is on the basis of aforementioned principle. For the ESO design, the eigenvalues ofĀ in (40) are determined by λ 1 , λ 2 , λ 3 . And noted that A is a Hurwitz matrix which means λ 1 λ 2 > λ 3 , we take λ 1 = 3, λ 2 = 3, λ 3 = 1, and λ 4 = 2. The parameters selection principle can also be found in [24] . The value of ε is taken as 0.01 which is widely used in ESO related literature [24] [25] [26] [27] [28] . Then for the dynamic inversion controller, we take µ = 0.1 and u r (0) = [0, 0, 0] T to guarantee f 1 can track its desired value u r0 . Considering that k 1 and k 2 are related to convergence speed of attitude and angular velocity tracking errors, respectively. They are set as k 1 = 2 × 10 −3 and k 2 = 4 × 10 −3 .
Numerical simulations are performed compared with the output feedback neural network control method in [7] with the same conditions. And the corresponding parameters are set according to [7] , the control gains for two loops are chosen as k 1 = 500, k 2 = 400, the parameters of neural network adaptive laws are chosen as σ 1 = σ 2 = σ 3 = 0.02, 1 = represented in Fig. 4. Fig. 5-7 are curves of angular velocity tracking performance, tracking error, norm of tracking error, respectively. From Fig. 4 the attitude quaternion tracking error is not exceeding 0.01 for t > 4s, and from Fig. 7 the angular velocity tracking error is less that 0.005rad/s after the method in [7] , the given control approach achieves faster convergence rates and smaller error neighborhood at the same time.
The accurate tracking of the desired trajectory is on the basis of effective estimation of angular velocity tracking error and the nonlinear function f 1 . The curves of estimation error of angular velocity tracking error and f 1 are shown in Fig. 8 and Fig. 9 , respectively. Apparently, with the advantage of high gain ESO in terms of quaternion, the estimation error of angular velocity tracking error is not more than 10 −3 rad/s for t > 0.5s and the f 1 estimation error is less than 10 −2 when t > 0.5s. To protect the ESO from peaking phenomenon, g ε (·) is introduced to guarantee the control torque in finite magnitude. The norm of error between the desired value of control input u r0 and f 1 is depicted in Fig. 10 , which is less than 0.02 when t > 4s. The control signals are shown in Fig. 11 . Since the small size of FWMAVs, the aerodynamic force can only provide small control torque. Considering the small moment of inertia, the attitude control signals can be small while ensuring the effective control performance. And the proposed control inputs have the same order of magnitude as the compared method.
VI. CONCLUSION
In this paper, a solution to the problem of attitude control and simulations of FWMAVs with non-affine characteristis are addressed by this research. The ESO in terms of quaternion is designed to estimate angular velocity and uncertainties in real time. Then based on the estimated values the dynamic inversion approach is adopted to tackle the nonaffine-in-control characteristics. Rigorous proof for the convergence of ESO and the stability of closed-loop system are achieved. Numerical simulation results indicate that the proposed control scheme is effective for attitude tracking under the condition of uncertainties in moment of inertia and external disturbances.
