Abstract-A general circuit-based model of LC oscillator phase noise applicable to both white noise and 1 noise is presented.
causes a number of undesirable effects like inter-channel interference, increased bit-error rate (BER) and synchronization problem in digital systems. With complex modulation schemes like orthogonal frequency-division multiplexing (OFDM), the requirement of spectral purity becomes ever more stringent. Hence, achieving good phase noise performance and the means to model it becomes important.
A significant amount of work has been done in the field of phase noise characterization. Early models like those of Leeson propose a linear time-invariant (LTI) model of phase noise [2] , [3] . These models tend to depict a dependence of voltage-spectral density thereby implying infinite noise power near the harmonics [1] . These models provide some limited insight into noise analysis and oscillator design. These simplified models do not give us a complete understanding of the oscillator noise spectrum. In order to improve the performance of the models, some approaches incorporated a linear time variant model of noise [4] , [5] . These models give us a better explanation of certain portions of the frequency spectrum (like the region of an oscillator spectrum arising from noise and the corner frequency between the and regions). However, these models rely on complex functions which are difficult to compute in practical oscillators. Also the correlation factor between amplitude and phase fluctuations is neglected.
In a detailed paper on oscillator noise [6] , Kaertner resolves the oscillator response into phase and magnitude components. A differential equation was obtained for the phase error. A similar effort was made in [1] where the oscillator response is described in terms of a phase deviation and an additive component called orbital deviation. Both [6] and [1] obtained the correct Lorentzian spectrum for the power-spectral density (PSD) due to white noise. However, neither of these models is circuit focused, and limited insight is therefore provided to the circuit designer. In summary though considerable work has been done in the field of oscillator noise analysis, to our knowledge no theory provides a circuit based approach using simple easy-to-measure parameters to describe the phase noise.
In this paper, we first develop differential equations for the amplitude and phase deviations treating noise as a perturbation. The fact that an oscillator can be linearized about its operating point is very much a valid concept as has been demonstrated in numerous papers [7] . We rely on the Kurokawa theory [8] for this purpose. The advantage of this approach is that it gives us a circuit focus and thus enables us to incorporate the circuit based parameters into the phase noise equations. We shall provide a more rigorous treatment of noise due to both phase and amplitude deviations with due consideration for correlation existing between the two [9] . In addition, most models, while giving de-scriptions of oscillator phase noise do not account for the circuit buffer noise. In this paper we show how the buffer noise can be incorporated in the noise model to account for the oscillator noise floor while also contributing in part to the colored oscillator noise spectrum.
While white noise can be easily represented both in time as well as frequency domains, noise is not so easy to characterize. The fact that this noise has a frequency dependence implies that at , the noise power is infinite. Many researchers [6] , [10] have postulated stationary process models or piecewise-stationary models to simplify the phase noise derivations. In our approach we will start our analysis at a single device trap level and then extend it for all traps as shown in [11] .
In oscillators, noise has a tendency to get up-converted and produce a noise spectrum. To analyze the impact of noise on the oscillator we note that since the noise process is significant only at very low frequencies, the perturbation it causes to oscillation is equivalent to the perturbation of the dc bias of the devices involved. As we shall see, this model will help us in obtaining an analytical solution. The methodology used will further, enable us to take into consideration, the correlation between the phase and amplitude deviations due to noise which has been neglected in previous work.
Finally, we combine the expressions for phase noise due to white noise, flicker noise and buffer noise in one single closed form analytical expression and compare the model so obtained with harmonic balance simulation results. Fig. 1 shows a negative resistance oscillator model. The basic oscillator has been divided into a linear frequency sensitive part (having admittance ) and a nonlinear or device part (which is both frequency and amplitude sensitive and has admittance given by ). In a conventional LC oscillator, the linear part usually represents the tank. For all derivations henceforth we shall consider the tank to be a parallel circuit. In steady state, in the absence of noise and other perturbing signals, the operating point ( , ) is given by represents an equivalent noise source which arises due to noise sources in both the linear and the nonlinear parts of the oscillator circuit and which will be extracted in the example shown later. It can be shown (Appendix I) that the phase and amplitude deviation obey the following Langevin equations:
II. NONLINEAR PERTURBATION ANALYSIS OF A OSCILLATOR
(1) (2) when the oscillator is linearized about its operating point voltage amplitude and frequency [8] , where the correlation factor and stability factor are given by 
Note that the processes and are similar to Ornstein-Uhlenbech processes [13] except that they are correlated. The term accounts for the correlation between and (i.e., if there is no correlation). The terms and which represent the variation of the admittances with perturbations, are given by (5) (6) This is a more general treatment than in [8] which uses a frequency independent
. If the voltage across the tank is given by then the autocorrelation of the voltage for stationary Gaussian noise processes is given by (see derivation in Appendix II) (7) and represent the autocorrelation functions of the amplitude deviation and the phase , respectively. As is verified in Appendix III, and are stationary processes for the noise processes considered in this paper under the assumption that the oscillator is on for a long enough time.
The first term in (7) which is proportional to is the phase modulation (PM) noise. The second term involving is the amplitude modulation (AM) noise term. Equation (7) is derived neglecting a third contribution arising from the correlation between phase and amplitude noises. This is justified as the PM noise will be verified below to be dominant over AM noise so that it can be assumed to be dominant as well over this third contribution.
We shall first consider white noise sources. Following Kurokawa [8] , we have the following spectral densities:
As is shown in Appendix III the expressions for and are derived from the Langevin equations (1) and (2) The asymptotic result for is derived in Appendix VI using the stationary phase approximation. If is very large the second approximation involving the correlation factor is the relevant choice. For intermediate value of the Fourier transform of can readily be calculated numerically. This is illustrated in Fig. 2 for MHz. As is shown in Fig. 2 is seen to relax for to the limiting Lorentzian with . The voltage noise spectrum is no longer strictly a Lorentzian, and an inflexion point is introduced in the PM voltage noise density at the frequency . The expressions of obtained for (no correlation) are consistent with other published works [1] , [6] . A Lorentzian spectrum ensures that the total power of the oscillator remains finite. A spectrum of noise-spectral density for all frequencies on the other hand implies infinite oscillator power. Note that for large values of compared to , the spectrum can be approximated as Integrating the phase noise over frequency it can be shown that which is the same as the power of a noiseless oscillator if AM white noise is neglected . Fig. 3 compares the AM, PM, and white noise component of for a differential oscillator (introduced in Section V). On a logarithmic graph the approximate PM/AM Lorentzian spectra have corner frequencies given by MHz and MHz respectively. Since (PM noise) exceeds (AM noise) (by 20 dB in Fig. 3) is the corner frequency of the total white noise spectrum. The inflexion point at observed in the PM noise spectrum is not easily observable in the total noise spectrum due to the AM noise contribution. Agreement of the theory with the circuit simulator is verified to be within 0.6 dB at high offset frequencies for the circuit considered. Both and are proportional to . For a parallel tank, and is proportional to the tank . This shows that at large offset frequencies is proportional to , thus agreeing with Leeson's model. However the equation derived above presents the voltage noise in terms of easily measurable parameters and in conventional harmonic balance simulation of oscillators.
The presence of the additional terms in provides greater accuracy in the expression for the Voltage noise density. The ratio has to be as low as possible for reducing phase noise where is the angle between the complex vector and . It results that when is 90 the noise correlation is minimized:
. When is 0 the noise correlation is maximized: . This well known result was first inferred by Kurokawa [8] from the inspection of . One of the contributions of the present work for white noise is to introduce the correlation factor and to quantify the impact of the correlation on the overall phase noise spectra of the oscillator. In the circuit considered, the correlation term is verified in Fig. 2 to bring a shift on the order of 3.8 dB for frequencies below . Kurokawa [8] provided a graphical interpretation of the correlation factor. In the limit where , (active devices contributing minimally to the tank Q-factor), is the angle at the oscillator operating point between the locus of the device admittance line as a function of and the locus of the circuit admittance line as function of . Therefore, in the limit where holds, the oscillator noise is respectively maximized or minimized when the circuit and device admittances lines are tangent or perpendicular to one another.
For an ideal high Q parallel tank we have, . In other words, to make the ratio small the variation of device conductance and susceptance with respect to amplitude should be very high and low respectively. This is typically the case for active devices oper- ating below . In Section V, we will show how the white noise theory can be applied to a differential oscillator.
III. BUFFER NOISE
Most oscillator circuits have some kind of 2-port buffers to stabilize the load impedance. This can range from a simple pad attenuator to a differential output buffer stage as in the circuit to be considered in Section V. The impact of a 2-port buffer on the oscillator is usually not discussed in detail in the literature. Also most simulators neglect the presence of a noise floor introduced by the buffer in the output and shows the noise decreasing infinitely with increasing offset frequency.
Consider the noisy 2-port equivalent circuit for the buffer circuit shown in Fig. 4 which features the usual input-referred noise current and noise voltage .
Using the results given in Appendix V the Norton equivalent noise current injected by the buffer network in the oscillator circuit is given by with and It results that the noise current power density injected by the buffer in the oscillator is where is the correlation admittance . In these expressions, is the uncorrelated component and the correlated noise component of the total buffer noise current . The load noise and the buffer noises can themselves be expressed as and Thus, an additional component gets added to in the total and the definition of changes to The equivalent voltage noise source appearing at the input contributes directly to the input-referred noise floor. The total noise at the output of the buffer including the buffer noise is then where is the voltage gain provided by the buffer (i.e., ) is usually the leading term contributing to the noise floor in high-Q LC oscillators. The impact of the noise floor is illustrated in Fig. 5 for a buffer noise floor of 130 dBV with two different white noise strengths of A Hz (unusually strong white noise) and A Hz (normal weaker white noise). The corner frequency between white noise and noise floor is given by Note that for white noise of usual strength is on the order and therefore should indeed be used instead of in the frequency range where white noise dominates. Note also that of the 6-dB offset between model (plain line) and simulator results for , 4 dB are due to the new correlation factor.
IV. EXTENDING THE MODEL TO FLICKER NOISE
In order to extend the Kurokawa analysis to noise we can study the effect of a variation of the dc current in any oscillator component, upon the active admittance .
Using a linearization scheme similar to the one we employed in the white noise case we get (defining )
With the additional derivative term at the end, the master equations become (10) (11) where the new constant and are given by with will be defined by its power density in the next section.
A. Solving the Differential Equations and Obtaining the Expression for the Voltage Noise Density
We use the autocorrelation function of the charge trapping model of the flicker noise to find the final noise voltage density as shown in [17] . The goal is to obtain a stationary model of flicker noise. We first assume the autocorrelation function is wide-sense stationary (WSS) and equal to (Ornstein-Uhlenbeck assumption [13] ) (12) Taking the Fourier transform of gives the noise density as (13) This autocorrelation corresponds to a random telegraph noise which has a Lorentzian distribution. A superposition of many of these processes with time constants which are spatially varying with position in the oxide (MOS) or wide-bandgap region (HFET), will result in a noise process with a distribution for where , and . The superposition is valid since we assume the different traps behave independently.
We take the Fourier transform of (10) and (11) The expression above can be simplified as (18) with, , , , and . Decomposing (18) into partial fractions we obtain (19) where , , and . From which we obtain (20) with for a single trap . Equation (16) An analytic expression for valid for large offset frequencies can also be obtained using the method of stationary phase. This is due to the fact that the key assumption made in Appendix VII namely still holds when summing (integrating) over all the traps. It results by applying the results of Appendix VII that for large enough offset frequencies the voltage noise density of flicker noise is simply obtained by averaging over all values of the expression obtained for the voltage noise density of a single trap contribution where and . In the limit of and this reduces to (25) Fig. 6 shows the analytic expressions obtained for noise (plain line) and for AM noise (dotted line). The test circuit used is the differential oscillator to be discussed in Section V. The voltage noise spectra reported are for noise originating in the tail transistor (Mode E). Also shown in Fig. 6 are the results obtained for noise (dashed line) for the uncorrelated case . Clearly correlation can play an important role for mode E as it leads to a 30-dB decrease in noise in the region. At low offset frequencies (here below 1 Hz) the stationary phase approximation fails as indicated by the exact numerical results (circles). A simple estimate of the ceiling voltage noise density and corner frequency can be obtained by enforcing power conservation and assuming a spectrum up to the corner frequency with Agreement with circuit simulation is only of 7 dB for mode E. Better agreement will be obtained for other dominant modes (A and C) in Section V when correlation brings a weaker correction.
V. COMPARISON OF PROPOSED MODEL WITH A PRACTICAL DIFFERENTIAL OSCILLATOR
Let us consider the differential oscillator shown in Fig. 7 . The tank is selected to form the linear part of the oscillator while the remaining of the circuit forms the nonlinear part.
A. Mode Analysis of the Oscillator
The Kurokawa analysis is typically used in harmonic balance simulators for calculating the oscillator operating point using . Consequently the various nonlinear device and linear tank admittances are readily available for applying the circuit based noise model presented above. However a method for calculating the equivalent noise source appearing across the tank is needed to apply the noise theory developed in the previous sections for the white noise analysis. The methodology introduced for this purpose will also facilitate the analysis by reducing the number of independent modes (noise sources) considered from 5 to 3. Fig. 7 shows the schematic of a simple differential oscillator having four 'core' transistors. and represent the noise produced by pMOS transistors while and represent the noise produced by the nMOS transistors. Note that for white noise the gate and drain noise currents (see for example [14] ) and of opposite nMOS and pMOS transistors (n1 and n2 or p1 and n2) appear in parallel due to the circuit topology such that we have for example . For the rest of the analysis we define and . For noise we similarly have and . The first step for the mode analysis is to split the instantaneous noise currents of the four transistors into uncorrelated unit mode currents.
Let be the matrix which converts the transistor noise currents into these uncorrelated mode currents, i.e., We have now expressed in terms of a certain number of uncorrelated unity strength mode currents. Fig. 8 shows the schematic representation of modes B and D.
As seen from Table I when the noise currents are substituted by a single tone perturbation, each mode contributes differently to the noise current injected across the tank by either up-conversion or direct transfer. For modes A and C the largest contribution to the current across the tank at is coming from the up-conversion of the input currents at . For modes B and D the largest contributions to the current injected across the tank at is coming from the transfer of the input currents at at . It results that modes B and D are most significant for white noise and modes A and C are most significant for noise. The tail current leakage of each of the individual mode noises is verified to be usually insignificant in a differential oscillator (the tail current source acts as an open for modes A to D).
As shown in Fig. 8 , the resultant currents across the tank for modes B and D are and respectively. The effect of individual modes can be accounted by adding their relative contributions to and , respectively, i.e., for white noise,
The resulting voltage noise density obtained will be the same as the one we previously reported in Section II if is replaced now by If we consider the total flowing across the tank due to modes B and D, we get For white noise this result is the same as the noise current density across the tank given in [16] . For noise we need to calculate and for mode A and C. One can select to be 2 and for mode A and C, respectively. For mode C, if we calculate and using nA for the two top current sources in Fig. 8 , then the two bottom current sources are given by nA. Note that for noise is frequency independent. Note that our model neglects the frequency dependence of the oscillator on the perturbating current . As can be verified in Fig. 9 , this is a reasonable assumption up to 1-MHz offset for the differential oscillator considered in this paper.
B. Impact of Tail Noise
For completeness we need to consider the impact of tail noise on the overall voltage noise density. We refer to the tail noise analysis as Mode E. However unlike the previous modes, the Fig. 9 . Impact of the tank voltage at f + 1f of a 1-nA perturbation current at various offsets 1f for Mode A through E.
noise current of the tail current is directly the mode current. Table I shows the effect of a single frequency tone with 1-kHz and 1-MHz offset relative to dc, , and , respectively. The results are similar to those obtained for cases A and C. In other words, the up-converted noise dominates over the transferred noise.
C. Obtaining the Circuit Parameters and
The operating point GHz V for the oscillator was obtained using conventional harmonic balance simulation. An accuracy of 0.1 Hz and 8 V was achieved. The convergence accuracy of the voltage and current was set to A and V, respectively, in the harmonic balance simulations. Up to eight harmonics were used in the harmonic balance simulations.
By changing about the operating point, can be obtained. Similarly by changing about the operating point, can be computed, which in turn leads us to . A quadratic convergence of the derivatives calculated was observed for shrinking derivative intervals. A least square fit was further used to remove any residual numerical noise. The maximum error bound (e.g., ) in the derivatives calculated was of in relative magnitude. These derivatives can also be obtained from measurements of the device and tank impedances [19] .
D. Comparing the Various Modes
In our simulations we used for the noise sources A and A which are within the range specified for a standard CMOS process. For mode E we used A . The various modes are compared in Fig. 10 . Mode A is found to be dominant for the circuit simulated and noise parameters selected. In the presence of mismatches within the nMOS and pMOS transistor pairs mode E could play a more prevalent role. Fig. 11 compares next the model and simulator results when all modes are accounted for. Agreement with noise simulation with our microwave circuit simulator is reasonable within the range of validity of the simulation. 
VI. COMBINED WHITE AND NOISE
Here, we consider both white and flicker noise together. As we have already seen when studying white noise and flicker noise to properly evaluate the combined effect of multiple independent noise processes on the oscillator output voltage-spectral density we must first sum their respective phase and amplitude autocorrelations before calculating the voltage-spectral density . The commonly used approach which consists of summing the voltagespectral density of white noise and flicker noise is an approximation. As we shall demonstrate below, the validity of this approximation will depend on the relative strengths of the noise and white noise processes. Consider the two corner frequencies and at which the voltage-spectral density reaches its ceiling value when respectively considering white noise or flicker noise separately.
When the corner frequency of white noise is larger than the corner frequency of flicker noise then no region will be present in the noise spectrum since the ceiling dictated by power conservation has already been reached. This is numerically verified to take place in Fig. 12 in the presence of a strong white noise A Hz when the total voltage density (circles) follows the white noise Lorentzian spectra and not the flicker noise spectra. Clearly in this strong white noise case the usual summation of the voltage-spectral density of white noise and flicker noise would lead to incorrect noise spectra prediction. Although the impact of noise would not be detectable in the voltage noise spectrum, it will be detected in and which can be measured using a phase detector.
On the other hand if the corner frequency is smaller than the corner frequency then the region will be observed in the voltage noise spectrum. This is the case in Fig. 12 in the presence of the weaker white noise and when the total (white flicker) voltage densities (triangle) follow first the flicker noise spectra at low offset frequencies before switching at high offset frequencies to the noise spectra. In such a case the corner frequency between the and regions is given by (assuming mode A dominating)
The usual summation of the voltage-spectral density of white noise and flicker noise is then an excellent approximation. In summary the simple rules described above for combining noise processes permit us to predict the total noise spectrum from the analytic models without resorting to numerical analysis.
VII. CONCLUSION
In this paper, we have presented an extension of the Kurokawa theory of oscillators to more accurately model white noise and to apply it to flicker noise. The proposed model takes into account correlations existing between the amplitude and phase voltage noises at the tank (embodied by the and factors). Approximate analytic expressions were derived for the voltage noise spectra. These analytic expressions were verified to hold for a wide range of frequencies using both numerical analysis relying on the exact solution and by comparison with an harmonic balance simulator for a differential oscillator. For this purpose a mode theory of noise was developed to facilitate the calculation of the various Kurokawa noise parameters needed. This mode theory also provides valuable insights in the various noise up-conversion/transfer processes. The impact of the buffer on the oscillator was also accounted for. Finally rules for combining various uncorrelated noise (e.g., white and flicker) were presented and verified with numerical simulation.
The theory presented here is certainly not without its own limitations. The circuit was assumed not to be afflicted by strong memory effects (very low frequency dc to RF frequency dispersion) besides traps. This facilitated the obtaining of an analytic solution for noise. Our derivation focused principally on PM phase noise which is the dominant term compared to the AM noise which was also derived. There exists however the possibility for a third type of combined AM-PM noise for strongly correlated amplitude and phase noises. This noise would be suppressed if the buffer acts an amplitude limiter. [4] . Note that the expressions obtained for the IEEE phase noise definition remain themselves unaffected by this approximation.
This circuit based-approach used also provides increased insights in the noise processes. Specifically for white noise the analytic model points towards the need to effectively reduce the amplitude and phase noise correlation . According to the analytic models derived in this work, Leeson's formula for large offset frequencies should be updated to be (assuming , , and ) for with , the resonator and using for example for the resonator buffer conductance. Although more accurate formulas are given within the paper this simplified expression should be useful to circuit designers to identify device and circuit parameters which are critical for phase noise optimization.
APPENDIX I DERIVATIONS OF EQUATIONS (1) AND (2)
Let us consider an admittance model of an oscillator as shown in Fig. 1 (1) and (2) hold for all time (oscillator on for a long time) and and are stationary processes then and are also themselves stationary [18] . Taking the Fourier transform of the (1) and (2), we get (37) (38) From (37), we get the amplitude variation-spectral density using [8] . is then
From (38), we get the following expression for :
This result is in agreement with [20] for the uncorrelated and case . Note that the general solution of (38) is valid up to an arbitrary impulse (40)
The impulse weight is selected so as to satisfy the nonzero boundary condition of . By taking the inverse Fourier transform of the (40) an exponential), we obtain (41) where , and . Since is very high compared to , those terms containing it in the denominator have been neglected.
APPENDIX V INPUT REFERRED LOAD NOISE
Consider the two circuits shown in Fig. 13 Integrating by parts twice, we get for the result shown in (47) at the bottom of the page. The terms within the integration sign will vanish in the limit because they are rapidly varying functions of time (method of stationary phase). So becomes (47) For noise we need the following Fourier transform:
At RF frequencies becomes very large and hence the second term becomes quite small compared to the first and can be neglected in a ssb representation
