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Abstract
In this paper we undertake the error analysis of the time discretization of systems of Forward-
Backward Stochastic Diﬀerential Equations (FBSDEs) with drivers having polynomial growth
and that are also monotone in the state variable.
We show with a counter-example that the natural explicit Euler scheme may diverge, unlike
in the canonical Lipschitz driver case. This is due to the lack of a certain stability property
of the Euler scheme which is essential to obtain convergence. However, a thorough analysis of
the family of θ-schemes reveals that this required stability property can be recovered if the
scheme is suﬃciently implicit. As a by-product of our analysis we shed some light on higher
order approximation schemes for FBSDEs under non-Lipschitz condition. We then return to
fully explicit schemes and show that an appropriately tamed version of the explicit Euler scheme
enjoys the required stability property and as a consequence converges.
In order to establish convergence of the several discretizations we extend the canonical path-
and ﬁrst order variational regularity results to FBSDEs with polynomial growth drivers which
are also monotone. These results are of independent interest for the theory of FBSDEs.
2010 AMS subject classiﬁcations: Primary: 65C30; Secondary: 60H07, 60H30.
Keywords : FBSDE, monotone driver, polynomial growth, time discretization, path regularity,
Feynman-Kac formula, calculus of variations.
1 Introduction
There is currently a long literature on the numerical approximation of FBSDE with Lipschitz
conditions ([BT04], [CM12], [GT14], [Cha12], [Cha13] and references within). In this article we
address the case of FBSDEs with drivers having polynomial growth in the state variable, which has
not been studied before, and provide customized analysis of various implicit and explicit schemes. The
importance of FBSDEs with non-linear drivers is due to the fruitful connection between FBSDEs
and partial diﬀerential equations (PDEs). Many biological and physical phenomena are modeled
using PDEs of parabolic type, say for (t, x) ∈ [0, T ]× Rd
−∂tv(t, x)− Lv(t, x)− f
(
t, x, v(t, x), (∇vσ)(t, x)) = 0, v(0, x) = g(x),
1
with L a second order elliptic diﬀerential operator and certain measurable functions f and g. A very
large class of such equations can be linked to the solution process Θt,x = (Xt,x, Y t,x, Zt,x) of certain
forward-backward stochastic diﬀerential equations (FBSDE) with the following type of dynamics for
(t, x) ∈ [0, T ]× Rd, s ∈ [t, T ] and W a Brownian-motion
Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dWr, (1.1)
Y t,xs = g(X
t,x
T ) +
∫ T
s
f(r,Θt,xr )dr −
∫ T
s
Zt,xr dWr, (1.2)
via the so called non-linear Feynman-Kac formula: v(T − t, x) = Y t,xt (see e.g. [EKPQ97]).
In many applications of interest, like reaction-diﬀusion type equations, the function f is a polyno-
mial (in v), for example the Allen-Cahn equation, the FitzHugh-Nagumo equations (with or without
recovery) or the standard non-linear heat and Schrödinger equation (see [Hen81], [Rot84], [ELW00],
[Kov11] and references).
Motivated by these applications we look further at the connection between parabolic PDEs and
FBSDEs with monotone drivers f of polynomial growth (see [Par99], [BC00] and [BDHS03]). By
monotonicity we mean that 〈v′ − v, f(v′) − f(v)〉 ≤ µ|v′ − v|2, for some µ ≥ 0, and any v, v′ (one
can also ﬁnd the terminology that f is 1-sided Lipschitz). We extend the above mentioned works by
providing further regularity estimates for the FBSDE in question (modulus of continuity, path and
variational regularity). Then, we proceed to a thorough analysis of various numerical methods that
open the door to Monte Carlo methods for solving numerically the corresponding PDEs.
The applicability of the results we develop here is not restricted to the modeling of physical
phenomena. It is also possible to extend the work we develop to the Brownian-Lévy setting and
apply it for instance to problems of contingent claim hedging in defaultable markets, see e.g. instance
[GLZ13].
The work and results we present should be understood as a ﬁrst step in the numerical analysis of
FBSDE with monotone drivers of polynomial growth, wider than the Lipschitz driver BSDE setting,
with the intent of deepening the applicability of FBSDEs to reaction-diﬀusion equations. Moreover,
we work without assuming knowledge on the density function or the moment generating function of
the forward process X. In some applications where X is simply the Brownian motion, it is possible
to derive a numerical solver that takes advantage on this knowledge, see e.g. [ZGZ13]. The work we
develop aims at black-box type algorithms which do not take advantage of any of the speciﬁc forms
the FBSDE's coeﬃcients may take.
A motivating example
To better understand why the explicit Euler scheme seems not to be suitable for approximating
the solution to BSDEs with non-Lipschitz drivers, let us consider the following simple example (for
further details and notational setup see Section 2 and Appendix A.1)
Yt = ξ −
∫ 1
t
Y 3s ds−
∫ 1
t
ZsdWs, t ∈ [0, 1] (1.3)
with the terminal condition ξ ∈ F1. For any ξ ∈ Lp for p ≥ 2 there exists1 a unique (square-
integrable) solution (Y,Z) to the above BSDE.
1Existence and uniqueness follows from Section 2 in [Par99] or Theorem 2.2 below.
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Fix the number of time-discretization points to be N + 1 > 0. The explicit Euler scheme for the
above equation with uniform time step h = 1/N is, with the notation Yi := Yi/N , given by
Yi = E[Yi+1 − Y 3i+1h|Fi] = E[Yi+1(1− hY 2i+1)|Fi], i = 0, . . . , N − 1, (1.4)
where YN = ξ.
It is a simple calculation (see Appendix A.1 for the details) to show that if
ξ ≥ 2
√
N then |Yi| ≥ 22N−i
√
N for i = 0, . . . , N. (1.5)
With this simple computation in mind it is possible to show that there exists a random variable ξ
whose moments of any order are ﬁnite and for which the explicit Euler scheme diverges. The result
below is a corollary of Lemma A.2 that can be found in Appendix A.1.
Lemma 1.1. Let piN be the uniform grid over the interval [0, 1] with N + 1 points, N an even
number (t = 1/2 is common to all grids piN ). For any ξ ∈ Lp(F1), for p ≥ 2, let (Y, Z) denote the
solution to (1.3).
Then there exists a random variable ξ ∈ Lp \ L∞ for any p ≥ 2 such that
lim
N→∞
E[ |Y (N)1
2
| ] = +∞,
where Y
(N)
1
2
is the Euler approximation of Y on the time point t = 1/2 via (1.4) over the grids piN .
The special random variable ξ we work with is normally distributed and it is known that P[|ξ| >
2
√
N ] is exponentially small (see Lemma A.1). What our counter-example shows is that although ξ
may take very large values on an event with exponentially small probability, the impact of these very
large values when propagated through the Euler explicit scheme is doubly-exponential (see (1.5)).
This double-exponential impact is precisely a consequence of the superlinearity of the driver.
In general, the terminal condition ξ is an unbounded random variable (RV) so there is a positive
probability of the scenario where ξ ≥ 2√N no matter how small a time-step we choose. This
indicates that, in general, the explicit Euler scheme may diverge, as it happens in SDE context
[HJK11]. Therefore one needs to seek alternative (for example implicit) approximations for BSDE
with polynomial drivers that are also monotone and/or ﬁnd conditions under which it is possible for
the explicit scheme to work, as explicit schemes have certain computational advantages over implicit
ones.
Our contribution
• We extend the canonical Zhang path regularity theorem (see [MZ02], [IDR10b]), originally
proved under Lipschitz assumptions, to our polynomial growth monotone driver setting proving
in between all the required stochastic smoothness results; essentially all 1st order variations of
the solution processes and estimates on the modulus of continuity.
• For our non-Lipschitz setting we provide a thorough analysis of the family of θ-schemes, where
θ ∈ [0, 1] characterizes the degree of implicitness of the scheme. Contrary to the FBSDEs
with Lipschitz driver we show that choosing θ ≥ 1/2 is essential to ensure the stability of the
scheme, in a similar way to the SDE context (see [MS13]). This is to our knowledge the ﬁrst
result in the numerical BSDEs literature that shows a superior stability of the implicit scheme
over the standard explicit one. We also generalize the concept of stability for discretization
3
schemes (see that in [Cha12] or [Cha13]). This, among others things, paves a way for deriving
higher order approximations schemes for FBSDEs with non-Lipschitz drivers. As an example,
we prove a higher order of convergence for the trapezoidal scheme (the case θ = 1/2).
• We construct an appropriately tamed version of the explicit Euler scheme for which the re-
quired stability property can be recovered. This allows to obtain convergence of the scheme.
Interestingly enough, in the special case where the driver of the FBSDEs does not depend on
the SDE solution it is enough to appropriately tame the terminal condition, leaving the rest
of the Euler approximation unchanged.
As a rule of thumb, implicit schemes tend to be more robust than explicit ones. Unfortunately
implicit schemes involve solving an implicit equation, which creates an extra layer of complexity
when compared to explicit schemes. A secondary aim of this work is to distinguish under which
conditions explicit and implicit schemes can be used.
As standard in numerical analysis, we derive the global error estimates of various numerical
schemes by analyzing their one-step errors and stability properties (which allows to study how
errors propagate with time). We formulate the Fundamental Lemma (following the nomenclature
from [MT04]) that states how to estimate the global error of a stable approximation scheme in
terms of its local errors. The lemma is proved under minimal assumptions. We stress that a similar
approach has been used in [CC12], [Cha12] and [Cha13], however their results are not suﬃciently
general to deal with non-Lipschitz drivers.
The structure of the global error estimate given by the Fundamental Lemma allows to study in
a very easy and transparent way the special case of the θ-scheme with θ = 1/2 (trapezoidal rule)
which has a higher order of convergence. In this context we also conjecture a candidate for the 2nd
order scheme.
Concerning the implementation of the presented schemes we propose an alternative estimator of
the component Z whose standard deviation, contrary to usual estimator, does not explode as the
time step vanishes.
Finally, we note that in proving convergence for the mostly-implicit schemes, we prove Lp-type
uniform bounds for the scheme, thus extending the classical L2-bound obtained previously for the
discretization of Lipschitz FBSDEs (see [BT04], [GT14] and references therein etc).
This work is organized as follows. In Section 2 we deﬁne notation and recall standard results from
the literature. In Section 3 we establish ﬁrst order variational results for the solution of the FBSDEs
as well as stating the path regularity results required for the study of numerical schemes within the
FBSDE framework. The remaining sections contain the discussion of several numerical schemes: in
Section 4 we deﬁne the numerical discretization procedure and state general estimates for integra-
bility and on the local errors. In Section 5 we establish the convergence of the implicit dominating
schemes and in Section 6 the convergence of the tamed explicit scheme (after the terminology of
[HJK12]). In Section 7 we give some numerical examples.
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2 Preliminaries
2.1 Notation
Throughout let us ﬁx T > 0. We work on a canonical Wiener space (Ω,F ,P) carrying a d-
dimensional Wiener process W = (W 1, · · · ,W d) restricted to the time interval [0, T ]. We denote
by F = (Ft)t∈[0,T ] its natural ﬁltration enlarged in the usual way by the P-zero sets and by E and
E[·|Ft] = Et[·] the usual expectation and conditional expectation operator respectively.
For vectors x = (x1, · · · , xd) in the Euclidean space Rd we denote by | · | and 〈, 〉 the canonical
Euclidean norm and inner product (respectively) while ‖·‖ is the matrix norm in Rk×d (when no
ambiguity arises we use | · | as ‖·‖); for A ∈ Rk×d A∗ denotes the transpose of A; Id denotes the
d-dimensional identity matrix. For a map b : Rm → Rd, we denote by ∇b its Rd×m-valued Jacobi
matrix (gradient in case d = 1) whenever it exists. To denote the j-th ﬁrst derivative of b(x) for
x ∈ Rm we write ∇xjb (valued in Rd×1). For b(x, y) : Rm×Rd → Rk we write ∇xh or ∇yh to refer to
its Jacobi matrix (gradient if k = 1) with relation to x and y respectively. ∆ denotes the canonical
Laplace operator.
We deﬁne the following spaces for p > 1, q ≥ 1, n,m, d, k ∈ N: C0,n([0, T ] × Rd,Rk) is the
space of continuous functions endowed with the ‖·‖∞-norm that are n-times continuously diﬀeren-
tiable in the spatial variable ; C0,nb contains all bounded functions of C
0,n; the ﬁrst superscript 0
is dropped for functions independent of time; Lp(Ft,Rd), t ∈ [0, T ], is the space of d-dimensional
Ft-measurable RVs X with norm ‖X‖Lp = E[ |X|p]1/p < ∞; L∞ refers to the subset of essentially
bounded RVs; Sp([0, T ]×Rd) is the space of d-dimensional measurable F-adapted processes Y satis-
fying ‖Y ‖Sp = E[supt∈[0,T ] |Yt|p]1/p <∞; S∞ refers to the subset of Sp(Rd) of absolutely uniformly
bounded processes; Hp([0, T ]×Rn×d) is the space of d-dimensional measurable F-adapted processes
Z satisfying ‖Z‖Hp = E[
(∫ T
0 |Zs|2ds
)p/2
]1/p <∞; Dk,p(Rd) and Lk,d(Rd) are the spaces of Malliavin
diﬀerentiable RVs and processes, see Appendix A.2.
2.2 Setting
We want to study the forward-backward SDE system with dynamics (1.1)-(1.2), for (t, x) ∈
[0, T ] × Rd and Θt,x := (Xt,x, Y t,x, Zt,x). Here we work, for s ∈ [t, T ], with the ﬁltration F ts :=
σ (Wr −Wt : r ∈ [t, s]), completed with the P-Null measure sets of F . Concerning the functions
appearing in (1.1) and (1.2) we will work with the following assumptions.
(HX0) b : [0, T ]× Rd → Rd, σ : [0, T ]× Rd → Rd×d are 1/2-Hölder continuous in their time variable,
are Lipschitz continuous in their spatial variables, satisfy ‖b(·, 0)‖∞ + ‖σ(·, 0)‖∞ < ∞ and
hence satisfy |b(·, x)|+ |σ(·, x)| ≤ K(1 + |x|) for some K > 0.
(HY0) g : Rd → Rk is a Lipschitz function of linear growth; f : [0, T ] × Rd × Rk × Rk×d → Rk is a
continuous function such that for some L,Lx, Ly, Lz > 0 for all t, t
′, x, x′, y, y′, z, z′
|f(t, x, y, z)| ≤ L+ Lx|x|+ Ly|y|m + Lz‖z‖, m ≥ 1,〈
y′ − y, f(t, x, y′, z)− f(t, x, y, z)〉 ≤ Ly|y′ − y|2, (2.1)
|f(t, x, y, z)− f(t′, x′, y, z′)| ≤ Lt|t− t′| 12 + Lx|x− x′|+ Lz‖z − z′‖.
(HY0loc) (HY0) holds and, given Ly, it holds for all t, x, y, y
′, z that
|f(t, x, y, z)− f(t, x, y′, z)| ≤ Ly(1 + |y|m−1 + |y′|m−1)|y − y′|, m ≥ 1. (2.2)
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(HXY1) (HX0), (HY0loc) hold; g ∈ C1 and b, σ, f ∈ C0,1.
We state in the next remark some useful consequences of the monotonicity condition (2.1).
Remark 2.1. Under Assumption (HY0), for all t, x, y, y′, z, z′ and any α > 0 we have〈
y′ − y, f(t, x, y′, z′)− f(t, x, y, z)〉
=
〈
y′ − y, f(t, x, y′, z′)− f(t, x, y, z′)〉+ 〈y′ − y, f(t, x, y, z′)− f(t, x, y, z)〉
≤ Ly|y′ − y|2 + Lz|y′ − y||z′ − z| ≤ (Ly + α)|y′ − y|2 + L
2
z
4α
|z′ − z|2.
Moreover
〈y, f(t, x, y, z)〉 = 〈y − 0, f(t, x, y, z)− f(t, x, 0, z)〉+ 〈y, f(t, x, 0, z)〉 (2.3)
≤ Ly|y|2 + |y|
(
L+ Lx|x|+ Lz|z|
) ≤ (Ly + α)|y|2 + 3L2
4α
+
3L2x
4α
|x|2 + 3L
2
z
4α
|z|2.
2.3 Basic results
In this subsection we recall several auxiliary results concerning the solution of (1.1)-(1.2) that
will become useful later. These results follows from [Par99] and [BC00].
Theorem 2.2 (Existence and uniqueness). Let (HX0) and (HY0) hold. Then FBSDE (1.1)-(1.2)
has a unique solution (X,Y, Z) ∈ Sp ×Sp ×Hp for any p ≥ 2. Moreover, it holds for some constant
Cp > 0 that
‖Y ‖pSp + ‖Z‖pHp ≤ Cp
{‖g(XT )‖pLp + ‖f(·, X·, 0, 0)‖pHp} ≤ Cp(1 + |x|p). (2.4)
Proof. The existence and uniqueness results for SDE (1.1) follow from standard SDE literature. The
existence and uniqueness result for the BSDE follows from Proposition 2.2 in [Par99], since the SDE
results imply that X ∈ Sp for any p ≥ 2, along with linear growth in x of g and f . The estimates
for Y ∈ Sp for any p ≥ 2 and Z ∈ Hp follow from the pathwise inequality
|Yt|2 +
(
1− 3L
2
z
2α
)
Et
[∫ T
t
|Zu|2du
]
≤ Cα,T,tEt
[
|g(XT )|2 +
∫ T
t
3
4α
|f(u,Xu, 0, 0)|2du
]
, (2.5)
where Cα,T,t = exp{2(Ly + α)(T − t)}, for any α > 0 and t ∈ [0, T ]. This last inequality follows
from the proof of Proposition 2.2 and Exercise 2.3 in [Par99], (see also Theorem 3.6 in [BC00]).
We now state a result concerning a priori estimates for BSDEs.
Theorem 2.3 (A priori estimate). Let p ≥ 2 and for i ∈ {1, 2}, let Θi = (Xi, Y i, Zi) be the solution
of FBSDE (1.1)-(1.2) with functions bi, σi, gi, f i satisfying (HX0)-(HY0). Then there exists Cp > 0
depending only on p and the constants in the assumptions such that for i ∈ {1, 2}
‖Y 1 − Y 2‖pSp + ‖Z1 − Z2‖pHp (2.6)
≤ Cp
{
E
[
|g1(X1T )− g2(X2T )|p +
(∫ T
0
|f1(s,X1s , Y is , Zis)− f2(s,X2s , Y is , Zis)|ds
)p]}
.
Proof. See Proposition 3.2 and Corollary 3.3 in [BC00].
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Corollary 2.4 (Markov property and sample path continuity). Let (HX0) and (HY0) hold. The
mapping (t, x) 7→ Y t,xt (ω) is continuous. There exist two B([0, T ])⊗ B(Rk) and B([0, T ])⊗ B(Rk×d)
measurable deterministic functions u and v (respectively) s.th.
Y t,xs = u(s,X
t,x
s ) s ∈ [t, T ], dP− a.s. (2.7)
Zt,xs = v(s,X
t,x
s )σ(s,X
t,x
s ) s ∈ [t, T ], dP× ds− a.s.
Moreover, the Markov property holds Y t,xt+h = Y
t+h,Xt,xt+h
t+h for any h ≥ 0 and u ∈ C0,0([0, T ]× Rk).
Proof. See Section 3 in [Par99]. The sample path continuity of Y t,xt follows from the mean-square
continuity of (Y t,xs )s∈[t,T ] for x ∈ Rk, 0 ≤ t ≤ s ≤ T , which in turn follows from inequality (2.6).
combined with the Lipschitz property of x 7→ g(x) and (t, x) 7→ f(t, x, ·, ·) along with the continuity
properties of (t, x) 7→ Xt,x· solution to (1.1).
The Markov property follows from Remark 3.1 [Par99] and the continuity of u(t, x) is implied
by that of Y t,xt .
2.4 Non-linear Feynman-Kac formula
As pointed out in the introduction, our aim is to deepen the connection between FBSDEs and
PDEs via the so called non-linear Feynman-Kac formula, i.e. we study the probabilistic representation
of the solution to a class of parabolic PDEs on Rk with polynomial growth coeﬃcients that are
associated with FBSDE (1.1)-(1.2). For (t, x) ∈ [0, T ]× Rd, denote by L the inﬁnitesimal generator
of the Markov process Xt,x solution to (1.1)
L := 1
2
d∑
i,j=1
([σσ∗]ij)(t, x)∂2xixj +
d∑
i=1
bi(t, x)∂xi , (2.8)
and consider for a function v = (v1, · · · , vk) the following system of backward semi-linear parabolic
PDEs for i ∈ {1, · · · , k}
−∂tvi(t, x)− Lvi(t, x)− fi
(
t, x, v(t, x), (∇vσ)(t, x)) = 0, v(T, x) = g(x). (2.9)
In rough it can be easily proved using Itô's formula that if v ∈ C1,2([0, T ] × Rd;Rk) solves the
above PDE then Yt := v(t,Xt) and Zt := (∇v σ)(t,Xt) solves BSDE (1.2) (see Proposition 3.1 in
[Par99]). But the more interesting result is the converse one, i.e. that u(t, x) := Y t,xt is the solution
of the PDE (in some sense). It was established in Theorem 3.2 of [Par99] (recalled next) that indeed
(t, x) 7→ Y t,xt is the viscosity solution of the PDE.
Theorem 2.5. Let (HX0), (HY0) hold and take (t, x) ∈ [0, T ]× Rd. Furthermore, assume that the
i-th component of the driver function f depends only on the i-th row of the matrix z ∈ Rk×d, i.e.
fi(t, x, y, z) = fi(t, x, y, z
i).
Then u(t, x) := Y t,xt is a continuous function of (t, x) that grows at most polynomially at inﬁnity
and is a viscosity solution of (2.9) (in the sense of Deﬁnition 3.2 in [Par99]).
Remark 2.6 (Multi-dimensional case). The proof of Theorem 2.5 relies on a BSDE comparison
theorem that holds only in the case k = 1 (i.e. when Y is one-dimensional). Nonetheless, with the
restriction imposed by (HY0), it is still possible to use the said comparison theorem to prove Theorem
2.5, we point the reader to Theorem 2.4 and Remark 2.5 in [Par99].
It is possible to show that (t, x) 7→ Y t,xt is the solution to (2.9) not only in the viscosity sense,
but also in weak sense (in weighted Sobolev spaces), this has been done in [MX08] and [ZZ12].
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2.5 Examples
One equation covered by our setting is the FitzHugh-Nagumo PDE with recovery, used in biology
and related to the modeling of the electrical distribution of the heart or the potential in neurons.
Example 2.7 (The FH-N equation with recovery). Let (t, x) ∈ [0, T ]×Rd, g = (gu, gv), f = (fu, fv)
and g, f, (u, v) : [0, T ]× Rd → R2. The FH-N PDE has a dynamics of the type
−∂tu− 1
2
∆u− fu(u, v) = 0, −∂tv −∆v − fv(u, v) = 0, with u(T, ·) = gu(·), v(T, ·) = gv(·).
where fu(u, v) = u− u3 + v and fv(u, v) = u− v. f clearly satisﬁes (HY0) and (HY0loc).
A simpler setup of the above model is its 1-dimensional version.
Example 2.8 (FH-N equation without recovery). For (t, x) ∈ [0, T ]×R the FH-N equation without
recovery is described by
−∂tu− 1
2
∆u− (cu3 + bu2 − au) = 0, u(T, x) = g(x). (2.10)
When c = −1, b = 1 + a, a ∈ R and with the particular choice of g(x) = (1 + ex)−1, one can verify
that the C∞b solution u to (2.10) is given by
u(t, x) =
(
1 + exp
{
x− (1/2− a)(T − t)})−1 ∈ C∞b ([0, T ]× R). (2.11)
The FBSDE corresponding to this PDE is given by (1.1)-(1.2) with the following data:
b(t, x) = 0, σ(t, x) = 1, and f(t, x, y, z) = cy3 + by2 − ay, c = −1, b = 1 + a,
and the terminal condition function g is given above. Both (HX0) and (HY0loc) hold (for any a,
notice that u ≥ 0 for any a) and the theory we develop throughout applies to this class of examples.
We will use the case a = −1 in our simulations.
3 Representation results, path regularity and other properties
As seen before u(t, x) := Y t,xt is a viscosity solution of PDE (2.9). If u ∈ C1,2 we would also
obtain the representation of the process Z as Zt,xt = (∇xuσ)(t, x), but in view of Theorem 2.5 we
have not given meaning to ∇xu. The main aim of this section is to ﬁrst prove some representation
formulas, that express Z as a function of Y and X, then use these representation formulas to obtain
the so called L2- (and Lp-) path regularity results needed to prove the convergence of the numerical
discretization of FBSDE (1.1)-(1.2) in the later sections. A by-product of these results is the existence
of ∇xu.
3.1 Diﬀerentiability in the spatial parameter
Take the system (1.1)-(1.2) into account. We now show that the smoothness of the FBSDE
parameters b, σ, g, f carries over to the solution process Θ = (X,Y, Z).
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Theorem 3.1. Let (HXY1) hold and (t, x) ∈ [0, T ]× Rd.
Then u (from (2.7)) is continuously diﬀerentiable in its spatial variable. Moreover, the triple
∇xΘt,x = (∇xXt,x,∇xY t,x,∇xZt,x) ∈ Sp × Sp ×Hp for any p ≥ 2 and solves for 0 ≤ t ≤ s ≤ T{
∇xXt,xs = Id +
∫ s
t (∇xb)(r,Xt,xr )∇xXt,xr dr +
∫ s
t (∇xσ)(r,Xt,xr )∇xXt,xr dWr,
∇xiY t,xs = (∇xg)(Xt,xT )∇xiXt,xT −
∫ T
s ∇xiZt,xr dWr +
∫ T
t F (r,∇xiΘt,xr )dr
(3.1)
for i ∈ {1, · · · , d} and with2
F : (ω, r, x, χ,Υ,Γ) 7→ (∇xf)(r,Θt,xr ) · χ+ (∇yf)(r,Θt,xr ) ·Υ + (∇zf)(r,Θt,xr ) · Γ.
There exists a positive constant Cp independent of x such that
sup
(t,x)∈[0,T ]×Rd
‖(∇xY t,x,∇xZt,x)‖Sp×Hp ≤ Cp. (3.2)
Furthermore, for u as in (2.7) we have for x ∈ Rd and 0 ≤ t ≤ s ≤ T
∇xY t,xs = (∇xu)(s,Xt,xs )∇xXt,xs P− a.s. and ‖∇xu‖∞ <∞. (3.3)
We recall that ∇xY t,x is Rk×d-valued and ∇xiY t,x denotes its i-th column. Similar notation
follows for ∇xX and ∇xZ.
Proof. Throughout ﬁx (t, x) ∈ [0, T ]× Rd and let {ei}i∈{1,··· ,d} be the canonical unit vectors of Rd.
Let i ∈ {1, · · · , d}.
The results concerning SDE (1.1) follow from those in Subsection 2.5 in [IDR10b]. We start by
showing that the partial derivatives (∇xiY t,x,∇xiZt,x) for any i exist, then we will show the full
diﬀerentiability. We start by proving that (3.1) has indeed a solution for every i. Unfortunately, the
driver of (3.1) does not satisfy (HY0) and hence we cannot quote Theorem 2.2 directly; we use a
more general result from [BDHS03]. We remark though, that the techniques used to obtain moment
estimates of the form of (2.4) and (2.6) are the same in both [BDHS03] and [Par99].
FBSDE (3.1) has a unique solution Ξt,x,i := (∇xiXt,x, U t,x,i, V t,x,i) ∈ Sp × Sp × Hp for any
p ≥ 2, where (U i, V i) replaces (∇xiY,∇xiZ). This follows by a direct application of Theorem 4.2 in
[BDHS03]. It is easy to see that under (HXY1) the conditions (H1)-(H5) in [BDHS03] (p118-119)
are satisﬁed. First, under (HXY1), standard SDE theory (see e.g. Theorem 2.4 in [IDR10b]) ensures
that ∇xX ∈ Sp for all p ≥ 2, which along with ∇xg,∇xf ∈ C0,0b , implies in turn that the terminal
condition (∇xg)(Xt,xT )∇xiXt,xT ∈ LpFT and the term
(∇xf)(·,Θt,x· )∇xiXt,x· = F (·,∇xiXt,x· , 0, 0) ∈ Sp
for any p ≥ 2. Given the linearity of F and the Lipschitz property of f in its z-variable it follows
that F is uniformly Lipschitz in Γ. Moreover, since f satisﬁes (2.1) it implies that F is monotone3
in Υ, i.e. 〈
Υ−Υ′, (∇yf)(·,Θt,x· ) · (Υ−Υ′)〉 ≤ Ly|Υ−Υ′|2, for any Υ,Υ′ ∈ Rk. (3.4)
The continuity of Υ 7→ F (r, x, χ,Υ,Γ) is also clear. Lastly, the linearity of F , the fact that Θ ∈
Sp × Sp ×Hp for any p ≥ 2 and (2.2) implies that condition (H5) in [BDHS03] is also satisﬁed, i.e.
that for any R > 0, sup|Υ|≤R |F (r, x,∇xiXt,xr ,Υ, 0)− F (r, x,∇xiXt,xr , 0, 0)| ∈ L1([t, T ]×Ω). We are
therefore under the conditions of Theorem 4.2 in [BDHS03], as claimed.
2The term (∇zf)(·,Θ) · Γ can be better understood if one interprets z in f not as in Rk×d but as (Rd)k, i.e. f
receives not a matrix but its Rd-valued k lines.
3This follows easily from the diﬀerentiability of f , its monotonicity in y and the deﬁnition of directional derivative.
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In view of (2.3) and the linearity of F one can obtain moment estimates in the style of (2.4) by
following arguments similar to those in the proof of Theorem 2.2 (recall that (2.3) takes in this case
a very simple form). In view of (2.4), we have (recall that ∇X ∈ Sp for all p ≥ 2)
‖U i‖pSp + ‖V i‖pHp ≤ Cp
{
‖(∇xg)(Xt,xT )∇xiXt,xT ‖pLp + ‖
(∇xf)(·,Θt,x· )∇xiXt,x· ‖pHp}
≤ Cp‖∇xiXt,x‖pSp ≤ Cp, (3.5)
where Cp does not depend on x, t or i.
In order to obtain results on the ﬁrst order variation of the solution, we follow standard BSDE
techniques used already in [IDR10b], [BC08] or [DRRZ11]; we start by studying the behavior of
Θt,x+εei − Θt,x for any ε > 0. Take h ∈ Rd. Via the stability of SDEs and inequality (2.6) (and
(HY0)), it is clear that a constant Cp > 0 independent of x exists such that
lim
h→0
‖Θt,x+h −Θt,x‖Sp×Sp×Hp ≤ lim
h→0
Cp‖Xx+h −Xx‖Sp ≤ lim
h→0
Cp|h| = 0. (3.6)
Deﬁne δΘε,i := (δXε,i, δY ε,i, δZε,i) := (Θt,x+εei −Θt,x)/ε− (∇xiXt,x, U t,x,i, V t,x,i) for which
δY ε,is =
[1
ε
(
g(Xt,x+εeiT )− g(Xt,xT )
)− (∇xg)(Xt,xT )∇xiXt,xT ]− ∫ T
s
δZε,ir dWr
+
∫ T
s
[1
ε
(
f(r,Θt,x+εeir )− f(r,Θt,xr )
)− F (r, x,∇xiXt,xr , U t,x,ir , V t,x,ir )]dr. (3.7)
Using the diﬀerentiability of the involved functions we can re-write (3.7) as a linear FBSDE with
random coeﬃcients satisfying in its essence a (HY0) type assumption: for s ∈ [t, T ], j ∈ {1, · · · , d}
δXε,js = 0 +
∫ s
t
[
bε,jx (r)δX
ε,j
r + δ∇bεr ∇xjXt,xr
]
dr +
∫ s
t
[
σε,jx (r)δX
ε,j
r + δ∇σεr ∇xjXt,xr
]
dWr,
δY ε,is =
[
gε,ix (T )δX
ε,i
T + δ∇gεT ∇xiXt,xT
]− ∫ Ts δZε,ir dWr
+
∫ T
s
[
f ε,ix (r)δX
ε,i
r + f
ε,i
y (r)δY
ε,i
r + f
ε,i
z (r)δZ
ε,i
r + δ∇f εr · (∇xiXt,xr , U t,x,ir , V t,x,ir )
]
dr,
(3.8)
where δ∇f and δ∇ϕ denote the diﬀerences
δ∇f ε· :=
(
f ε,ix , f
ε,i
y , f
ε,i
z
)
(·)− (∇xf,∇yf,∇zf)(·,Θt,x· ),
and
δ∇ϕε· := ϕε,ix (·)−∇xϕ(·,Θt,x· ),
for ϕ ∈ {b, σ, g} (with some abuse of notation) and r ∈ [t, T ], and where we deﬁned
ϕε,ix (r) :=
∫ 1
0
(∇xϕ)
(
r, (1− λ)Xt,xr + λXt,x+εeir
)
dλ =
∫ 1
0
(∇xϕ)
(
r,Xt,xr + λ
(
Xt,x+εeir −Xt,xr
))
dλ,
and f ε,i∗ for ∗ ∈ {x, y, z} in the following way:
f ε,iz (r) :=
∫ 1
0
(∇zf)
(
r,Xt,x+εeir , Y
t,x+εei
r , Z
t,x
r + λ(Z
t,x+εei
r − Zt,xr )
)
dλ,
f ε,iy (r) :=
∫ 1
0
(∇yf)(r,Xt,x+εeir , Y t,xr + λ(Y t,x+εeir − Y t,xr ), Zt,xr )dλ,
f ε,ix (r) :=
∫ 1
0
(∇xf)(r,Xt,xr + λ(Xt,x+εeir −Xt,xr ), Y t,xr , Zt,xr )dλ.
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The assumptions imply immediately that bε,ix , σ
ε,i
x , f
ε,i
x , f
ε,i
z are uniformly bounded, while f
ε,i
y ∈ Sp,
p ≥ 2 (thanks to HY 0loc). Furthermore, using estimate (2.4) (along with ‖Xt,x‖pSp ≤ Cp(1 + |x|p)),
(3.5), (3.6), the continuity of ϕ ∈ {b, σ, g} and its derivative it is easy to see that, in combination
with the dominated convergence theorem, one has
lim
ε→0
{‖ϕε,ix (·)−∇xϕ(·,Θt,x· )‖Sp + ‖(f ε,ix , fε,iy , fε,iz )(·)− (∇xf,∇yf,∇zf)(·,Θt,x· )‖Hp} = 0. (3.9)
We remark that in the above limit a localization argument for the convergence of f ε,iy (·) to ∇yf(·,Θ·)
is required, namely that we work inside a ball (of any given radius) centered around x in which all
points x + εei ∈ Rd as ε vanishes are contained. We do not detail the argumentation since it is
similar to that given in e.g. [IDR10b], [BC08] or [DRRZ11].
With this in mind we return to (3.7), written in the form of (3.8), and since it is a linear FBSDE
satisfying the monotonicity condition (2.1) we have via Corollary 3.3 in [BC00] (essentially our
moment estimate (2.4) for FBSDE (3.8)) in combination with (3.5), (3.6) and (3.9), that for any i
lim
ε→0
‖1
ε
(Θt,x+εei −Θt,x)− (∇xiXt,x, U t,x,i, V t,x,i)‖Sp×Sp×Hp = 0, for any p ≥ 2.
Since the limit exists we identify (∇xiY t,x,∇xiZt,x) with (U t,x,i, V t,x,i) and, moreover, estimate (3.5)
implies estimate (3.2). Furthermore, the above limit implies in particular that (take s = t)
∇xiu(t, x) = lim
ε→0
1
ε
[u(t, x+ εei)− u(t, x)] = lim
ε→0
1
ε
[Y t,x+εeit − Y t,xt ] = ∇xiY t,xt .
Observing that the RHS of (3.5) is a constant independent of t ∈ [0, T ], x ∈ Rd and i ∈ {1, · · · , d}
we can conclude that
‖∇xiu‖∞ = sup
(t,x)∈[0,T ]×Rd
|∇xiY t,xt | <∞. (3.10)
It is clear that (∇xiY t,xs )s∈[t,T ] is continuous in its time parameter as it is a solution to a BSDE;
we now focus on the continuity of x 7→ ∇xiY t,xt . Let x, x′ ∈ Rd. The diﬀerence ∇xiY t,x−∇xiY t,x
′
is
the solution to a linear FBSDE following from (3.1). As before, it is easy to adapt the computations
and apply Corollary 3.3 in [BC00] (essentially our moment estimate (2.6) for FBSDEs (3.1)) to the
diﬀerence ∇xiY t,xs −∇xiY t,x
′
s yielding
‖∇xiY t,x −∇xiY t,x
′‖2S2
≤ Cp
{∥∥(∇xg)(Xt,xT )∇xiXt,xT − (∇xg)(Xt,x′T )∇xiXt,x′T ∥∥2L2
+E
[( ∫ T
0
|F (r, x,∇xiXt,xr ,∇xiY t,xr ,∇xiZt,xr )− F (r, x′,∇xiXt,x
′
r ,∇xiY t,xr ,∇xiZt,xr )|ds
)p]}
.
Given the known results on SDEs, the linearity of F , (3.5), the continuity of the derivatives of f and
(3.6), dominated convergence theorem yields that ‖∇xiY t,x−∇xiY t,x
′‖2S2 → 0 as x′ → x uniformly on
compact sets. This mean-square continuity of∇xiY t,x implies in particular that∇xiY t,xt = ∇xiu(t, x)
is continuous. In conclusion, we just proved that for any i ∈ {1, · · · , d} the partial derivatives
∇xiu exist and are continuous, hence, standard multi-dimensional real analysis implies that u is
continuously diﬀerentiable in its spatial variables. This argumentation is similar to that in the proof
of Corollary 2.4.
We are left to prove (3.3). Note that for any ε > 0 we have (Y t,x+εeis −Y t,xs )/ε = (u(s,Xt,x+εeis )−
u(s,Xt,xs ))/ε. By sending ε→ 0 and using the (continuous) diﬀerentiability of u, we have ∇xY t,xs =
(∇xu)(s,Xt,xs )∇xXt,xs . Hence, as the RHS of (3.5) is a constant independent of t ∈ [0, T ], x ∈ Rd
and i we can conclude (let s↘ t) that ‖∇xu‖∞ = sup(t,x)∈[0,T ]×Rd |∇xY t,xt | <∞.
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3.2 Malliavin diﬀerentiability
As in the previous section we show a form of regularity of the solution Θ to (1.1)-(1.2), namely
the stochastic variation of Θ in the sense of Malliavin's calculus.
Theorem 3.2 (Malliavin diﬀerentiability). Let (HXY1) hold. Then the solution Θ = (X,Y, Z) of
(1.1)-(1.2) veriﬁes
• X ∈ L1,2 and DX admits a version (u, t) 7→ DuXt satisfying for 0 ≤ u ≤ t ≤ T
DuXt = σ(u,Xu) +
∫ t
u
(∇xb)(s,Xs)DuXsds+
∫ t
u
(∇xσ)(s,Xs)DuXsdWs.
Moreover, for any p ≥ 2 there exists Cp > 0 such that
sup
u∈[0,T ]
‖DuX‖pSp ≤ Cp(1 + |x|p). (3.11)
• for any 0 ≤ t ≤ T , x ∈ Rm we have (Y,Z) ∈ L1,2 ×
(
L1,2
)d
. A version of (DY,DZ)0≤u,t≤T
satisﬁes : for t < u ≤ T , DuYt = 0 and DuZt = 0, and for 0 ≤ u ≤ t,
DuYt = (∇xg)(XT )DuXT +
∫ T
t
〈(∇f)(s,Θs), DuΘs〉ds−
∫ T
t
DuZsdWs. (3.12)
Moreover, (DtYt)0≤t≤T deﬁned by the above equation is a version of (Zt)0≤t≤T .
• the following representation holds for any 0 ≤ u ≤ t ≤ T and x ∈ Rm
DuXt = ∇xXt(∇xXu)−1σ(u,Xu)1[0,u](t), (3.13)
DuYt = ∇xYt(∇xXu)−1σ(u,Xu), a.s., (3.14)
Zt = ∇xYt(∇xXt)−1σ(s,Xt), a.s.. (3.15)
Remark 3.3 (Y is already in L1,2). Via Theorem 3.1 we know that u ∈ C0,1. Under (HXY1) it is
known that X ∈ L1,2 (see [Nua06]) hence using the chain rule (for Malliavin calculus, see Proposition
1.2.3 in [Nua06]) we obtain Y· = u(·, X·) ∈ L1,2. A careful analysis of Theorem 3.1 and the results
about ∇xu show that indeed X,Y ∈ L1,p for all p ≥ 2 (just combine (3.11) with (A.1) as described
in Appendix Subsection A.2).
Using the fact that X,Y ∈ L1,2, the statement of Theorem 3.2 follows easily if the driver f in
(1.2) does not depend on z. One would argue in the following way: for any t ∈ [0, T ](
g(XT )− Yt +
∫ T
t
f(r,Xr, Yr)dr
)
t∈[0,T ]
∈ L1,2 ⇒
(∫ T
t
ZrdWr
)
t∈[0,T ]
∈ L1,2 ⇔ Z ∈ L1,2,
this follows from the deﬁnition of the BSDE (1.2) itself and Theorem A.3. The dynamics of (3.12)
and the representation formulas (3.14), (3.15) follow by arguments similar to those given below.
Proof of Theorem 3.2. The ﬁrst part of the statement is trivial as it follows from standard SDE
theory, see e.g. [Nua06] or Theorem 2.5 in [IDR10b]. To prove the other statements of the theorem,
we will use an identiﬁcation trick by taking advantage of the fact we already know that Y ∈ L1,2
(see Remark 3.3).
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Let (X,Y, Z) be the solution of (1.1)-(1.2) and deﬁne the following BSDE:
Ut = g(XT ) +
∫ T
t
f̂(r, Vr)dr −
∫ T
t
VrdWr, (3.16)
where the driver f̂ : Ω× [0, T ]× Rd → R is deﬁned as
f̂(t, v) := f(t,Xt, Yt, v) = f (t,Xt, u(t,Xt), v) . (3.17)
It is clear that: g(XT ) ∈ D1,2, f(·, X·, Y·, 0) ∈ L1,p for all p ≥ 2 (see Remark 3.3) and that v 7→ f̂(·, v)
is a Lipschitz continuous function, all these imply in particular via Lipschitz BSDE theory (see
Theorem 2.1, Proposition 2.1 in [EKPQ97]) that there exists a pair (U, V ) ∈ S2×H2 solving (3.16).
Furthermore, Theorem 2.2 in [EKPQ97] states that the solution to (1.2) is unique and hence the
solution of (3.16) veriﬁes (U, V ) = (Y, Z).
Proposition 5.3 in [EKPQ97], yields the existence of the Malliavin derivatives (DU,DV ) of (U, V )
with the following dynamics. Set Ξ := (X,Y, V ), then for t < u ≤ T we have DuUt = 0, DuVt = 0
and
DuUt = (∇xg)(XT )DuXT +
∫ T
t
〈
(∇f)(s,Ξs), (DuΞs)
〉
ds−
∫ T
t
DuVsdWs, 0 ≤ u ≤ t.
Since (U, V ) = (Y,Z) then from the above BSDE for (DU,DV ) follows BSDE (3.12). Moreover,
Proposition 5.9 in [EKPQ97] yields (3.14) and (3.15) for (U, V ) which carry out for (Y,Z).
3.3 Representation results
Here we combine the results of the two previous subsections to obtain representation formulas
that will allow us to establish the path regularity properties of Y and Z required for the convergence
proof of the numerical discretization.
Theorem 3.4. Let (HXY 1) hold, then the following representation holds
Zt,xs = (∇xuσ) (s,Xt,xs ) 0 ≤ t ≤ s ≤ T dP− a.s. (3.18)
= ∇xY t,xs
(∇xXt,xs )−1 σ(s,Xt,xs ) 0 ≤ t ≤ s ≤ T dP− a.s, (3.19)
and ‖Z‖qSq ≤ Cq(1 + |x|q), q ≥ 2.
Assume that only (HX0) and (HY0loc) hold, then for some C > 0 it holds |Zt| ≤ C|σ(Xt)|
dt⊗ dP-a.s. and in particular
|Zt| ≤ C(1 + |Xt|), dt⊗ dP-a.s. (3.20)
Proof. We ﬁrst prove all the results under (HXY 1), then argue via molliﬁcation that (3.20) holds
under (HX0)(HY 0loc).
Proof under (HXY1): The representation Z = ∇Y (∇X)−1σ(·, X) follows from Theorem 3.2,
while from Theorem 3.1 we have
Zt,xs = ∇xY t,xs (∇xXt,xs )−1σ(s,Xt,xs ) = (∇xu)(s,Xt,xs )
(
∇xXt,xs
(∇xXt,xs )−1)σ(s,Xt,xs )
= (∇xu)(s,Xt,xs )σ(s,Xt,xs ).
Since all the involved processes (in the RHS) are continuous we can identify Z with its continuous
version. Moreover, as all the processes in the RHS belong to Sp for all p ≥ 2 it follows that Z ∈ Sp for
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all p ≥ 2. Combining Hölder's inequality with the fact that X,∇X ∈ Sp for all p ≥ 2 and estimate
(3.2), leads to (3.20), i.e.
‖Z‖Sp = ‖∇xY t,x· (∇xXt,x· )−1σ(·, Xt,x· )‖Sp
≤ Cp‖∇xY t,x‖S3p‖(∇xX)−1‖S3p‖1 +Xt,x‖S3p ≤ Cp(1 + |x|). (3.21)
A careful inspection of the used inequalities shows that the constant Cp in (3.21) depends only on
the several constants appearing in the assumptions (HX0)-(HY0loc).
Proof of (3.20) under (HX0)-(HY0loc): In this step we rely on a standard molliﬁcation arguments
similar to those in the proof of Theorem 5.2 in [IDR10b]. Note that a driver satisfying (HY0loc) once
molliﬁed will still satisfy assumption (HY0loc) with the same constants.
Take bn, σn, gn, fn as molliﬁed versions of b, σ, g, f in their spatial variables such that the molliﬁed
functions satisfy uniformly (in n) (HX0) and (HY0loc), with uniform Lipschitz and monotonicity
constants. Theorem 2.2 ensures that Θ = (Xn, Y n, Zn) ∈ Sp × Sp × Hp for any p ≥ 2 and solves
(1.1)-(1.2) with bn, σn, gn, fn replacing b, σ, g, f . Since the molliﬁed functions satisfy (HXY1) it
follows from the above proof that for each ﬁxed n we have Zn ∈ Sp. Moreover, in view of (2.6) and
the standard theory of SDEs it is rather simple to deduce that Θn → Θ as n→∞ in Sp×Sp×Hp for
all p ≥ 2. Let un denote the solution to the PDE linked to FBSDE (1.1)-(1.2) with data bn, σn, gn, fn
and we drop the superscript (t, x) and work with (Xn, Y n, Zn).
From (3.18) we have |Zns | = | (∇xunσn) (s,Xns )| at least ds⊗ dP-a.s.. From (3.10) (or (3.2)) we
can conclude that |∇xY t,x,nt | = |∇xun(t, x)| ≤ C, with C independent of n and hence quite easily
that
|Zns | ≤ C|σn(s,Xns )| ≤ C(1 + |Xns |) ds⊗ dP-a.s. (3.22)
where we last used the linear growth condition of σn.
Finally combine: the pointwise convergence of σn → σ (knowing that all σn and σ have the same
Lipschitz constant); the fact that Xn → X in Sp (standard SDE stability theory); and Theorem 2.3
yielding that Zn → Z in Hp to conclude that (3.22) holds in the limit.
3.4 Path regularity results
Now let pi be a partition of the interval [0, T ], say 0 = t0 < · · · < ti < · · · < TN = T , and mesh
size |pi| = maxi=0,··· ,N−1(ti+1 − ti). Given pi, we also consider rpi = |pi|/
(
mini=0,··· ,N−1(ti+1 − ti)
)
.
Let Z be the control process in the solution to BSDE (1.2), under (HX0)-(HY0). We deﬁne a set
of random variables {Z¯ti}ti∈pi term wise given by
Z¯ti =
1
ti+1 − tiE
[ ∫ ti+1
ti
Zsds
∣∣Fti], 0 ≤ i ≤ N − 1, and Z¯tN = ZT . (3.23)
The RV ZT can be obtained using (3.18), namely ZT = (∇xg)(XT )σ(T,XT ) when g ∈ C1.
If g is only Lipschitz continuous then one easily sees that a RV G ∈ L∞(FT ) exists such that
ZT = Gσ(T,XT ). In any case, under (HX0) and (HY0) it easily follows that
Z¯tN = ZT ∈ Lp(FT ) for any p ≥ 2 and Z¯ti ∈ L2 for any ti ∈ pi. (3.24)
It is not diﬃcult to show that Z¯ti is the best Fti-measurable square integrable RV approximating Z
in H2([ti, ti+1]), i.e.
E
[ ∫ ti+1
ti
|Zs − Z¯ti |2ds
]
= inf
ξ∈L2(Ω,Fti )
E
[ ∫ ti+1
ti
|Zs − ξ|2ds
]
. (3.25)
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Let now Z¯t := Z¯ti for t ∈ [ti, ti+1), 0 ≤ i ≤ N − 1. It is equally easy to see that Z¯ converges to
Z in H2 as |pi| vanishes: since Z is adapted, the family of processes Zpi indexed by our partition
deﬁned by Zpit = Zti for t ∈ [ti, ti+1) converges to Z in H2 as |pi| goes to zero. Since {Z¯} is the best
H2-approximation of Z, we obtain
‖Z − Z¯‖H2 ≤ ‖Z − Zpi‖H2 → 0, as |pi| → 0,
although without knowing the rate of this convergence.
The next result expresses the modulus of continuity (in the time variable) for Y and Z.
Theorem 3.5 (Path regularity). Let (HX0), (HY0loc) hold. Then the unique solution (X,Y, Z) to
(1.1)-(1.2) satisﬁes (X,Y, Z) ∈ Sp × Sp ×Hp for all p ≥ 2. Moreover,
(i) for any p ≥ 2 there exists a constant Cp > 0 such that for 0 ≤ s ≤ t ≤ T we have
E
[
sup
s≤u≤t
|Yu − Ys|p
]
≤ Cp(1 + |x|p)|t− s|
p
2 ; (3.26)
(ii) for any p ≥ 2 there exists a constant Cp > 0 such that for any partition pi of [0, T ] with mesh
size |pi|
N−1∑
i=0
E
[( ∫ ti+1
ti
|Zt − Zti |2dt
) p
2
+
(∫ ti+1
ti
|Zt − Zti+1 |2dt
) p
2
]
≤ Cp(1 + |x|p)|pi|
p
2 , (3.27)
(iii) in particular, there exists a constant C such that for any partition pi = {0 = t0 < · · · < tN = T}
of the interval [0, T ] with mesh size |pi| we have
REGpi(Y )
2 := max
0≤i≤N−1
sup
t∈[ti,ti+1]
{
E
[
|Yt − Yti |2
]
+ E
[
|Yt − Yti+1 |2
]}
≤ C|pi|,
and
∑N−1
i=0 E
[ ∫ ti+1
ti
|Zs − Z¯ti |2ds
] ≤ C|pi|. Moreover, if rpi remains bounded4 as |pi| → 0 then
REGpi(Z)
2 :=
N−1∑
i=0
E
[ ∫ ti+1
ti
|Zs − Z¯ti |2ds
]
+
N−1∑
i=0
E
[ ∫ ti+1
ti
|Zs − Z¯ti+1 |2ds
]
≤ C|pi|.
Proof. Fix (t, x) ∈ [0, T ] × Rd, take s ∈ [t, T ] and throughout this proof we work with Θt,x and
∇xΘt,x; to avoid a notational overload we omit the super- and subscript and write Θ and ∇Θ.
Under the Theorem's assumptions, (X,Y, Z) ∈ Sp×Sp×Hp for all p ≥ 2 and (3.20) holds. We ﬁrst
prove point (i) and (ii) under Assumption (HXY1), then we use the same molliﬁcation argument as
in the proof of (3.20) to recover the case (HX0)-(HY0loc). We then explain how (iii) is obtained.
Proof of (i) under (HXY1): from Theorem 3.4 follows Z ∈ Sq for any q ≥ 2. Writing the BSDE
for the diﬀerence Yu − Ys for 0 ≤ s ≤ u ≤ T we have
Yu − Ys =
∫ u
s
f(r,Θr)dr −
∫ u
s
ZrdWr ≤
∫ u
s
K (1 + |Xr|+ |Yr|m + |Zr|) dr −
∫ u
s
ZrdWr.
4This is trivially satisﬁed for the uniform grid for which rpi = 1.
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Taking absolute values; the sup over u ∈ [s, t] ⊆ [0, T ]; power p; expectations; and Jensen's inequality;
leads, for some constant Cp > 0, to
E
[
sup
u∈[s,t]
|Yu − Ys|p
]
≤ Cp
{
|t− s|p(1 + ‖(X,Y, Z)‖pSp×Sp×Sp)+ E[ sup
u∈[s,t]
∣∣∣ ∫ u
s
ZrdWr
∣∣∣p]}.
Applying BDG to the last term in the RHS then (3.20) yields
E
[
sup
u∈[s,t]
∣∣∣ ∫ u
s
ZrdWr
∣∣∣p] ≤ CpE[( ∫ t
s
|Zr|2dr
) p
2
]
≤ CpE
[( ∫ t
s
|1 +Xr|2dr
) p
2
]
≤ Cp|t− s|
p
2 ‖X‖pSp .
It then follows that
E
[
sup
u∈[s,t]
|Yu − Ys|p
]
≤ Cp
{
|t− s|p + |t− s| p2
}
≤ Cp(1 + |x|p)|t− s|
p
2 .
Proof of (ii) under (HXY1): To prove the desired inequality we use the representation (3.15)
(alternatively (3.19)). We ﬁrst estimate the diﬀerence E[
( ∫ ti+1
ti
|Zs − Zti |2ds
)p/2
]. The diﬀerence
Zs − Zti can be written as Zs − Zti = I1 + I2 with I2 := (∇Ys −∇Yti) (∇Xti)−1 σ(ti, Xti) and
I1 := ∇Ys
{(
(∇Xs)−1 − (∇Xti)−1
)
σ(s,Xs) + (∇Xti)−1 [σ(s,Xs)− σ(ti, Xti)]
}
.
The estimation of I1 is rather easy as it relies on Hölder's inequality combined with (3.2), (HX0),
Theorems 2.3 and 2.4 in [IDR10b] (see proof of Theorem 5.5(i) in [IDR10b]), in short we have
E[|I1|p] ≤ Cp(1 + |x|p)|pi|
p
2 .
Concerning the second part, the estimation of I2, it follows from an adaptation of the proof of
Theorem 5.5(ii) in [IDR10a]. We reformulate the main argument and skip the obvious details. Let
us start with a simple trick, as s ∈ [ti, ti+1],
E
[
|(∇Ys −∇Yti)(∇Xti)−1σ(ti, Xti)|p
]
= E
[
E
[ |∇Ys −∇Yti |p∣∣Fti]|(∇Xti)−1σ(ti, Xti)|p]. (3.28)
Writing the BSDE for the diﬀerence ∇Ys −∇Yti for ti ≤ s ≤ ti+1 we have for some constant C > 0
E
[
|∇Ys −∇Yti |p
∣∣Fti] ≤ C E [Î[ti,ti+1]∣∣Fti]
where Î[ti,ti+1] :=
(∫ ti+1
ti
|(∇f)(r,Θr)| |∇Θr|dr
)p
+
(∫ ti+1
ti
|∇Zr|2dr
)p/2
,
where we used the conditional BDG inequality and maximized over the time interval [ti, ti+1].
Combining these last two inequalities and observing that since ∇Xti and σ(Xti) are Fti-adapted
we can drop the conditional expectation from (3.28). Hence, for some C > 0,
N−1∑
i=0
E
[(∫ ti+1
ti
|I2|2ds
) p
2
]
≤ C|pi| p2−1
N−1∑
i=0
∫ ti+1
ti
E [ |I2|p] ds
≤ C |pi| p2−1
N−1∑
i=0
|pi|E[ |(∇Xti)−1σ(ti, Xti)|p Î[ti,ti+1] ]
≤ C |pi| p2 E
[
sup
0≤t≤T
|(∇Xt)−1σ(t,Xt)|p
N−1∑
i=0
Î[ti,ti+1]
]
≤ C |pi| p2 ‖(∇X)−1‖
1
3
S3p‖1 +X‖
1
3
S3p‖Î[0,T ]‖L1 ≤ C (1 + |x|p)|pi|
p
2 .
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The last line follows from standard inequalities (sum of powers is less than the power of the sum),
the growth conditions on ∇f and the fact that for any q ≥ 2 we have: X,∇X, (∇X)−1 ∈ Sq,
Y,∇Y ∈ Sq, (3.20) and ∇Z ∈ Hq.
Collecting now the estimates we obtain the desired result for the diﬀerence Zs − Zti . To have
the same estimate for the diﬀerence Zs − Zti+1 we need only to repeat the above calculations with
a minor change in order to incorporate the Zti+1 : one writes Zs − Zti+1 with the help of Ii+11 and
Ii+12 , which are I1 and I2 respectively but with ti+1 instead of ti. The estimate for I
i+1
1 follows from
SDE theory in the same fashion as for I1 above; concerning I
i+1
2 one just needs another small trick,
Ii+12 =
(∇Ys −∇Yti+1) (∇Xti+1)−1 σ(ti+1, Xti+1)
≤ (|∇Ys|+ |∇Yti+1 |)[ (∇Xti+1)−1 σ(ti+1, Xti+1)− (∇Xti)−1 σ(ti, Xti)] (3.29)
+
(∇Ys −∇Yti+1) (∇Xti)−1 σ(ti, Xti) (3.30)
The rest of the proof follows just like before, like I1 for (3.29) and like I2 for (3.30).
Final step - (i) and (ii) under (HX0)-(HY0loc) - arguing via molliﬁcation: here we follow the
same setup as in the proof of (3.20) under (HX0)-(HY0loc) (see Theorem 3.4).
Take bn, σn, gn, fn as molliﬁed versions of b, σ, g, f in their spatial variables such that the molliﬁed
functions satisfy uniformly (in n) (HX0) and (HY0loc), with uniform Lipschitz and monotonicity
constant. From the proof of Theorem 3.4, we know that Θ = (Xn, Y n, Zn) ∈ Sp × Sp ×Hp for any
p ≥ 2 and Θn → Θ as n→∞ in Sp × Sp ×Hp for all p ≥ 2.
For each n ∈ N estimates (3.26) and (3.27) hold for Θn. Since bn, σn, gn, fn satisfy (HX0) and
(HY0loc) uniformly in n then it is easy to check that the constants appearing on the RHS of (3.26)
and (3.27) are independent of n. Hence, by taking the limit of n→∞ in (3.26) and (3.27) and given
the convergence Θn → Θ as n → ∞ (and the continuity of the involved functions) the statement
follows.
Proof of (iii) under (HX0)-(HY0loc): The estimates concerning Y and Z¯ti follow trivially from
(3.26) on the one hand, and (3.27) combined with (3.25) on the other hand. For the diﬀerence
Zs − Z¯ti+1 more care is required,
N−1∑
i=0
E
[ ∫ ti+1
ti
|Zs − Z¯ti+1 |2ds
]
≤ 2
N−1∑
i=0
E
[ ∫ ti+1
ti
|Zs − Zti+1 |2 + |Zti+1 − Z¯ti+1 |2ds
]
≤ C|pi|+ 2
N−1∑
i=0
(ti+1 − ti)E
[
|Zti+1 − Z¯ti+1 |2
]
,
where the last inequality follows from the proof of ii). We next estimate the last term in the RHS,
since Z¯tN = ZT by construction
N−1∑
i=0
(ti+1 − ti)E
[
|Zti+1 − Z¯ti+1 |2
]
=
N−2∑
i=0
(ti+1 − ti)E
[
|Zti+1 − Z¯ti+1 |2
]
≤ rpi
N−2∑
i=0
(ti+2 − ti+1)E
[
|Zti+1 − Z¯ti+1 |2
]
≤ rpi
N−2∑
i=0
∫ ti+2
ti+1
E
[
|Zti+1 − Z¯ti+1 |2
]
ds
≤ rpi
N−1∑
j=1
∫ tj+1
tj
E
[
|Ztj − Z¯tj |2
]
ds ≤ 2rpi
N−1∑
i=0
E
[ ∫ ti+1
ti
|Zs − Zti |2 + |Zs − Z¯ti |2ds
]
,
where we made use of the assumption on the grid. The result now follows by combining (iii) with
the above estimates and having in mind that rpi is uniform over the partition.
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Corollary 3.6. Let (HX0), (HY0) hold and take the family {Z¯ti}ti∈pi. For any p ≥ 1 there exists
constant Cp independent of |pi| such that
E
[N−1∑
i=0
(|Z¯ti |2(ti+1 − ti))p] ≤ Cp <∞.
If, moreover, (HY0loc) holds then maxti∈pi E[ |Z¯ti |2p] ≤ Cp <∞.
Proof. The second statement follows easily from the deﬁnition of Z¯ti (see (3.23)) and the fact that
estimate (3.20) holds under (HY0loc). Moreover, under this assumption the second estimate implies
the ﬁrst.
We leave the proof of the ﬁrst statement for the interested reader. The proof is based on standard
integral manipulations combining the deﬁnition of Z¯, Jensen's inequality, the fact that Z ∈ Hp and
the tower property of the conditional expectation (see Section 4.7.5 in [Lio14]).
3.5 Some ﬁner properties
Here we discuss properties of the solution to (1.1)-(1.2) in more speciﬁc settings. The ﬁrst lemma
concerns a set-up where Z belongs to S∞ (rather than H2 or S2).
Proposition 3.7 (The additive noise case). Let (HX0)-(HY0loc) hold. Assume additionally that
σ(t, x) = σ(t) for all (t, x) ∈ [0, T ]× Rd. Then Z ∈ S∞.
Proof. Assume ﬁrst that (HXY1) also hold. Then the result follows easily by combining the repre-
sentation formula (3.18) with the 2nd part of (3.3) and injecting that σ is uniformly bounded.
Now using a standard molliﬁcation argument, as was used in the last step of the proof of Theorem
3.5, one easily concludes that the result also holds under (HX0)-(HY0loc).
If the initial data g and f(·, ·, 0, 0) are bounded then so will be the Y process; the second
component, Z will also satisfy a type of boundedness condition (see (3.31) below).
Lemma 3.8 (The bounded setting). Let (HX0), (HY0) hold and further that g and (t, x) 7→
f(t, x, 0, 0) are uniformly bounded then (Y, Z) ∈ S∞ ×H2.
Denoting T[0,T ] the set of all stopping times τ ∈ [0, T ], then Z satisﬁes further5 for some constant
KBMO > 0
sup
τ∈T[0,T ]
∥∥E[ ∫ T
τ
|Zs|2ds
∣∣Fτ ]∥∥∞ ≤ KBMO <∞. (3.31)
The constant KBMO depends only on ‖Y ‖S∞ , the bounds for g, f(·, ·, 0, 0) and the constants appear-
ing in (HY0).
Proof. The boundedness of Y follows from (2.5) by using that g(X·), f(·, X·, 0, 0) ∈ S∞. Knowing
that Y ∈ S∞ we can easily adapt the proof of Lemma 10.2 in [Tou12] to our setting, where we make
use of the inequality |z| ≤ 1 + |z|2, to obtain (3.31); an alternative proof would be to use (2.5).
The ﬁrst of the above results implies that Z is bounded. Such a setting also includes the case of
σ(t, x) = 1 which is common in many applications in reaction-diﬀusion equations. The next result
provides another type of control for the growth of the process Z without the boundedness assumption
on σ.
5This means Z belongs to the so called HBMO-spaces, see Subsection 2.3 in [IDR10b] or Section 10.1 in [Tou12].
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Proposition 3.9. Let the assumptions of Lemma 3.8 hold. Assume further that |Z|2 is a sub-
martingale then |Zt| ≤ KBMO/
√
T − t, ∀ t ∈ [0, T ] P− a.s..
In particular, if σ is uniformly elliptic and (HXY1) holds then there exists C > 0 such that
|∇xu(t, x)| ≤ C/
√
T − t, ∀ (t, x) ∈ [0, T )× Rn.
Proof. The ﬁrst statement follows by a careful but rather clean analysis of the fact that Z satisﬁes
(3.31), which in particular means any t ∈ [0, T ] P-a.s.
KBMO ≥ E
[ ∫ T
t
|Zs|2ds
∣∣Ft] = ∫ T
t
E
[|Zs|2∣∣Ft]ds ≥ ∫ T
t
|Zt|2ds = |Zt|2(T − t),
where we applied Fubini then used the sub-martingale property of Z2. The sought statement now
follows by a direct rewriting of the above inequality. The second statement in the proposition follows
from the ﬁrst by using the representation Zt,xt = (∇xuσ)(t, x) and the ellipticity of σ.
4 Numerical discretization and general estimates.
In this section and the following ones, we discuss the numerical approximation of (1.1)-(1.2). We
consider a regular partition6 pi of [0, T ] with N + 1 points ti = ih for i = 0, · · · , N with h := T/N .
Remark 4.1 (On constants). Throughout the rest of this work we introduce a generic constant c > 0,
that will always be independent of h or N , though it may depend on the problem's data, namely the
constants appearing in the assumptions, and may change from line to line.
4.1 Discretization of the SDE and further setup
Numerical methods for SDEs with Lipschitz continuous coeﬃcients are well understood, see
Section 10 in [KP92]. Therefore, we take as given a family of random variables {Xi}i=0,...,N that
approximates the solution X to (1.1) over the grid pi. More exactly, for any p ≥ 2 there exists a
constant c = c(T, p, x) such that
sup
N∈N
max
i=0,...,N
E
[ |Xi|p] ≤ c and ERRpi,p(X) := max
i=0,...,N
E
[ |Xti −Xi|p] 1p ≤ chγ , γ ≥ 12 , (4.1)
where γ is called the rate of the strong convergence and the random variables {Xti}ti∈pi are the
solution to (1.1) on the grid points pi. Under (HX0) the Euler scheme give an approximation with
γ = 1/2. For conditions required for the higher order schemes we refer to [KP92]. Since the upper
bound in the estimate on the error on X does not depend on p, and since we use only the case p = 2
in the following, we simplify the notation to ERRpi(X) ≤ chγ .
Throughout the rest of this work we assume that the family {Xi}i=0,...,N has been computed;
we denote by {Fi}i=0,...,N the associated discrete-time ﬁltration Fi := σ(Xj , j = 0, · · · , i) and with
respect to this ﬁltration we deﬁne the operator Ei[·] := E[·|Fi].
For the analysis of the time-discretization error, we also make use of the following standard
path-regularity estimate for X, which holds under (HX0): there exists a constant c > 0 such that
REGpi(X) := max
i=0,...,N−1
sup
ti≤s≤ti+1
{
E
[ |Xs −Xti |2] 12 + E[ |Xs −Xti+1 |2] 12} ≤ c h 12 . (4.2)
6We point out that the results we state would hold for non-uniform time-steps, but we work with a regular partition
for notational clarity and to keep the focus on the main issues.
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4.2 Schemes considered and main convergence results
For the reader's convenience we state immediately the numerical schemes under consideration as
well as their convergence rates. The rest of this work deals with the proofs of the stated results.
Theorem 3.5 implies that to approximate (Y,Z) solution to (1.2) over [0, T ] one needs only to
approximate the family {(Yti , Z¯ti)}ti∈pi (recall (3.23)) on the grid pi via a family of random variables
{(Yi, Zi)}i=0,··· ,N , the said numerical approximation. The error criterion we consider is given by
ERRpi(Y, Z) :=
(
max
i=0,...,N
E
[ |Yti − Yi|2]+ N−1∑
i=0
E
[|Z¯ti − Zi|2]h) 12 . (4.3)
4.2.1 The implicit-dominant θ-schemes of Section 5
Let θ ∈ [0, 1]. Deﬁne YN := g(XN ) and ZN := 0 and, for i = N − 1, N − 2, . . . , 0,
Yi := Ei
[
Yi+1 + (1− θ)f(ti+1, Xi+1, Yi+1, Zi+1)h
]
+ θf(ti, Xi, Yi, Zi)h, (4.4)
Zi := Ei
[∆Wi+1
h
(
Yi+1 + (1− θ)f(ti+1, Xi+1, Yi+1, Zi+1)h
)]
, (4.5)
where ∆Wi+1 = Wti+1 −Wi. The above scheme is the called θ-scheme. Its derivation is presented
in Subsection 4.4 and the solvability (in Yi) of (4.4) for θ > 0 is discussed in Subsection 4.5. When
θ = 1 this is the implicit backward Euler scheme, when θ = 0 this is the explicit scheme. For θ ∈]0, 1[
it is a combination of both. The particular case of θ = 1/2 is the trapezoidal scheme which, we will
show, has a better convergence rate (under certain conditions). The convergence rate of the above
scheme is summarized in the next result.
Theorem 4.2. Let (HX0), (HY0loc) hold and h ≤ min{1, [4θ
(
Ly + 3dθL
2
z
)
]−1}. Let γ ≥ 1/2 be the
order of the approximation {Xi}i=0,...,N of X as in (4.1). Then, for the scheme (4.4)-(4.5) we have:
i) For θ ∈ [1/2, 1], there exists a constant c such that ERRpi(Y, Z) ≤ ch1/2.
ii) Take θ = 1/2 and scheme (4.4). Assume that f ∈ C2, f(t, x, y, z) = f(y) and ∂2yyf has at most
polynomial growth, then there exists c > 0 such that maxi=0,...,N E[|Yti−Yi|2]1/2 ≤ chmin{7/4,γ}.
Reasons why the above theorem only holds for θ ≥ 1/2 that is to say when the scheme is
more implicit than explicit will be seen later, in the proofs in Section 5. But from the motivating
example of the Introduction, we know already that one could not have expected convergence of the
scheme in general, for all θ ∈ [0, 1].
4.2.2 The tamed explicit scheme of Section 6
By inspecting the proof of Lemma A.2 we see that the unboundedness of g(XT ) plays the key
role in the explosion. In Section 6 we analyze a tamed version of the fully explicit (θ = 0) scheme
(4.4)-(4.5).
For any level L > 0, we deﬁne the truncation function TL : R→ R, x 7→ −L ∨ x ∧ L. We denote
similarly its extension as a function from Rd to Rd (projection on the ball of radius L). We consider
the following scheme: deﬁne YN := TLh
(
g(XN )
)
, ZN := 0, and for i = N − 1, . . . , 0,
Yi := Ei
[
Yi+1 + f
(
ti+1, TKh(Xi+1), Yi+1, Zi+1
)
h
]
, (4.6)
Zi := Ei
[∆Wi+1
h
(
Yi+1 + f
(
ti+1, TKh(Xi+1), Yi+1, Zi+1
)
h
)]
, (4.7)
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where the levels Lh and Kh satisfy e
c1T
(
L2h + c2T + c2TK
2
h
) ≤ h−1/(m−1), with
c1 = 2
(
Ly + 12dL
2
z + 2L
2
y
)
and c2 = max
{ L2
4dL2z
,
L2x
4dL2z
}
.
For h ≤ h∗, where h∗ satisﬁes ec1T c2T ≤ (h∗)−1/(m−1)/3 and h∗ ≤ 1/(32dL2z) we can take
Lh =
1√
3
e−
1
2
c1T
(1
h
) 1
2(m−1)
and Kh =
1√
3
e−
1
2
c1T
√
c2T
(1
h
) 1
2(m−1)
.
Concerning the scheme (4.6)-(4.7) we have the following convergence rate.
Theorem 4.3. Let (HX0), (HY0loc) hold and h ≤ h∗. Assume that the order γ of the approximation
{Xi}i=0,··· ,N of X is at least 1/2 (see (4.1)). Then for the controlled explicit scheme (4.6)-(4.7), there
exists a constant c such that ERRpi(Y,Z) ≤ c h1/2.
4.2.3 Modus operandi for the proofs and organization of rest of the paper
The proof of the above results is a (long) two-step procedure. The ﬁrst step is contained in the
rest of this section since it is a general argument common to most discretization schemes. The second
one is scheme-speciﬁc, hence the separation into Section 5 and Section 6. We now describe the said
procedure.
Before one is able to state a global error estimate for (4.3), one needs to ﬁnd the local error esti-
mates, i.e. the distance between the solution and its approximation over one time interval [ti, ti+1].
This local error has two components. The ﬁrst is the one-step discretization error following from
approximating the involved integrals over [ti, ti+1] by some quadrature rule. The second is the back-
ward propagation of the error due to not having at time ti+1 the true solution to compute the
approximation at time ti and we coin it stability error.
In the next subsection we give the Fundamental Lemma for convergence (Lemma 4.6) that
explains how to aggregate the one-step discretization error and the stability error for each [ti, ti+1]
into a single estimate with (4.3) on its LHS. This later allows to derive the convergence rates.
The estimation of the one-step discretization error is common to both schemes. This is done in
Subsection 4.6 and the general result is stated in Proposition 4.13. Left to Sections 5 and 6 is the
scheme-speciﬁc stability analysis (i.e. the estimation of RS(H) in (4.10) below). Sections 5 and 6
follow the same structure: 1) one ﬁrst shows some uniform global integrability for the scheme ; 2)
then one studies the local (one-step) stability of the scheme; this shows how the error propagates in
just one backward step, and yields an expression for the terms Hj composing the stability remainder
(see Deﬁnition 4.4 below); 3) one ﬁnally estimates the stability remainder RS(H). Once this is done,
one can inject the results into estimate (4.10) given by the Fundamental Lemma 4.6; and ﬁnally
estimate the RHS of (4.10) as a function of the time-step h, hence obtaining the convergence rate.
At the end of Section 5 we discuss the fully 2nd-order discretization scheme when f is allowed
to depend only on y and we discuss as well a variance reduction trick for the computation of the
involved conditional expectations.
4.3 Fundamental lemma for convergence
The goal of this section is to present a very general but clear result estimating the global error
(4.3) of a scheme for BSDE (1.2). Although this type of analysis has already been used in the context
of Lipschitz BSDEs (see e.g. [CM12], [Cha12] or [Cha13]), we generalize it to the non-Lipschitz
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framework we are working with. More precisely, the Fundamental Lemma we present below allows
us to cope with schemes which lack stability in the sense of [Cha13]7.
4.3.1 Abstract formulation of a scheme and description of the local error
In abstract terms, a discretization scheme for a BSDE generates recursively (and backward in
time) a family of random variables {(Yi, Zi)}i=0,··· ,N approximating {(Yti , Z¯ti)}ti∈pi via some oper-
ators Φi : L
2(Fi+1) × L2(Fi+1) → L2(Fi) × L2(Fi), i ∈ {N − 1, · · · , 0}. One starts with an initial
approximation (YN , ZN ) and for i = N − 1, · · · , 0 computes (Yi, Zi) := Φi(Yi+1, Zi+1). (Compare
with (4.4)-(4.5) or (4.6)-(4.7).)
Since (Yi, Zi) is obtained via Φi from the input (Yi+1, Zi+1) we introduce the following notation:
for any i = 0, 1, . . . , N−1, given a Fti+1-measurable input (Y,Z), the pair (Yi,(Y,Z), Zi,(Y,Z)) denotes
the associated output of Φi(Y,Z). Writing (Yi, Zi) without specifying the input denotes the canonical
output of Φi(Yi+1, Zi+1), that is, we refer to the family of RV's {(Yi, Zi)}i=0,...,N . We introduce as
well the notation Ŷi = Yi,(Yti+1 ,Z¯ti+1 )
and Ẑi = Zi,(Yti+1 ,Z¯ti+1 )
as the output of Φi(Yti+1 , Z¯ti+1).
We decompose the local error into two parts: the one-step time-discretization error and the
propagation to time ti of the error from time ti+1 (the stability error). So given i ∈ {0, · · · , N − 1}
we write
Yti − Yi =
(
Yti − Ŷi
)
+
(
Ŷi − Yi
)
=
(
Yti − Yi,(Yti+1 ,Z¯ti+1 )
)
︸ ︷︷ ︸
one-step discretization error
+
(
Yi,(Yti+1 ,Z¯ti+1 )
− Yi,(Yi+1,Zi+1)
)
︸ ︷︷ ︸
stability of the scheme
,
and similarly for Z
Z¯ti − Zi =
(
Zti − Ẑi
)
+
(
Ẑi − Zi
)
=
(
Z¯ti − Zi,(Yti+1 ,Z¯ti+1 )
)
︸ ︷︷ ︸
one-step discretization error
+
(
Zi,(Yti+1 ,Z¯ti+1 )
− Zi,(Yi+1,Zi+1)
)
︸ ︷︷ ︸
stability of the scheme
.
We now turn to the question of how to aggregate these errors in order to estimate the global error
ERRpi(Y,Z) (see (4.3)).
4.3.2 The fundamental stability Lemma
The purpose of the Fundamental Lemma below is to formulate in a transparent way the ingredi-
ents required to show convergence of {(Yi, Zi)}i=0,··· ,N to {(Yti , Z¯ti)}ti∈pi in the error criterion (4.3).
To start with, we deﬁne precisely our concept of stability, generalizing that in [Cha12] and [Cha13].
Deﬁnition 4.4 (Scheme stability). We say that the numerical scheme {(Yi, Zi)}i=0,··· ,N is stable if
for some ρ > 0 there exists a constant c > 0 such that
E[|Yi,(Yti+1 ,Z¯ti+1 ) − Yi,(Yi+1,Zi+1)|
2] + ρE[|Zi,(Yti+1 ,Z¯ti+1 ) − Zi,(Yi+1,Zi+1)|
2]h
≤ (1 + ch)
(
E[|Yti+1 − Yi+1|2] +
ρ
4
E[|Z¯ti+1 − Zi+1|2]h
)
+ E[Hi], (4.8)
7See deﬁnition 2.1 in [Cha13] with ζYi = ζ
Z
i = 0 for i = 0, . . . , N − 1.
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where Hi ∈ L1(Fi) and moreover {Hi}i=0,··· ,N−1 satisﬁes
RS(H) := max
i=0,...,N−1
N−1∑
j=i
ec(j−i)hE[Hj ] −→ 0, as h→ 0.
The quantity RS(H) is called the stability remainder.
Remark 4.5. In the case where f is a globally Lipschitz function, it can be shown for both implicit
and explicit schemes that Hi = 0 (see [CM12] or [Cha13]). The scheme is then locally stable. Our
deﬁnition of stability allows one to cope with schemes which are not locally stable, as is the case
when f is a monotone function with polynomial growth in y, provided we can control the term
RS(H) (which we do in Section 5). We also point out that it is crucial that in (4.8) we have ρ > ρ4
(compare LHS with RHS). This later allows the use of Gronwall type inequalities (see Lemma A.4).
We now state the Fundamental Lemma which is the basis of the error analysis throughout.
Lemma 4.6 (Fundamental Lemma). Assume that the numerical scheme {(Yi, Zi)}i=0,··· ,N is stable.
Denoting the one-step discretization errors for i = 0, · · · , N − 1 by{
τi(Y ) := E[|Yti − Yi,(Yti+1 ,Z¯ti+1 )|
2] = E[|Yti − Ŷi|2]
τi(Z) := E[|Z¯ti − Zi,(Yti+1 ,Z¯ti+1 )|
2h] = E[|Z¯ti − Ẑi|2h],
(4.9)
there exists a constant C = C(ρ, T, c) such that(
ERRpi(Y,Z)
)2
≤ C
{
E[ |YtN − YN |2] + E[|Z¯tN − ZN |2]h+
N−1∑
i=0
(τi(Y )
h
+ τi(Z)
)}
+ (1 + h)RS(H). (4.10)
This result states in a rather clear fashion (although RS(H) is unknown at this point) what is
required in order to have convergence of the numerical scheme. First, one needs a control on the
approximation of the terminal conditions (the ﬁrst two terms in the RHS of (4.10)). Second, one
needs a control on the sum of the one-step time-discretization errors (4.9) (the 3rd term in the
RHS of (4.10)). Third, one need a control on the stability remainder RS(H) arising from the scheme
stability (4.8) (last term in the RHS of (4.10)). Of course, the form of RS(H) depends on the speciﬁc
scheme one is handling but in general the error ERRpi(Y,Z) of the scheme is always dominated by
(4.10).
The ﬁrst element will be estimated in Lemma 4.8. The second is the subject of Subsection 4.6
and the estimate is given in Proposition 4.13. Finally the study of the stability of the schemes is
done in Sections 5 and 6. The convergence rate of the scheme will then follow by estimating further
the RHS of (4.10).
Proof. We use throughout the notation Ŷi = Yi,(Yti+1 ,Z¯ti+1 )
, Ẑi = Zi,(Yti+1 ,Z¯ti+1 )
, Yi = Yi,(Yi+1,Zi+1)
and Zi = Zi,(Yi+1,Zi+1) introduced in Subsection 4.3.1. We decompose the error as explained above
and use Young's inequality to get |Yti−Yi|2 ≤ (1+ 1h)|Yti− Ŷi|2 +(1+h)|Ŷi−Yi|2 and |Z¯ti−Zi|2h ≤
2|Z¯ti − Ẑi|2h+ 2|Ẑi − Zi|2h.
Using ρ > 0 from (4.8) and the deﬁnition (4.9) above, it then follows that
E[|Yti − Yi|2] +
ρ
2
E[|Z¯ti − Zi|2]h
≤ (1 + h)E[|Ŷi − Yi|2] + ρE[|Ẑi − Zi|2]h+
(
(1 +
1
h
)τi(Y ) + ρτi(Z)
)
.
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Since ρ ≤ (1 + h)ρ, by the stability of the scheme (see (4.8)) it follows that
E[|Yti − Yi|2] +
ρ
2
E[|Z¯ti − Zi|2]h (4.11)
≤ (1 + h)(1 + ch)
(
E[|Yti+1 − Yi+1|2] +
ρ
4
E[|Z¯ti+1 − Zi+1|2]h
)
+
(
(1 +
1
h
)τi(Y ) + ρτi(Z) + (1 + h)E[Hi]
)
.
Taking Ii := |Yti − Yi|2 + ρ4 |Z¯ti − Zi|2h we have
E[Ii] +
ρ
4
E[|Z¯ti − Zi|2]h ≤ (1 + h)(1 + ch)E[Ii+1] +
(
(1 +
1
h
)τi(Y ) + ρτi(Z) + (1 + h)E[Hi]
)
,
and we conclude the proof using Lemma A.4.
4.4 Discretization of the BSDE
Let ti, ti+1 ∈ pi. To approximate the solution (Y, Z) to (1.2) we need two approximations, one
for the Y component and one for the Z component. Write (1.2) over the interval [ti, ti+1] and take
Fti-conditional expectations to obtain (recalling that Θs = (Xs, Ys, Zs))
Yti = Eti
[
Yti+1 +
∫ ti+1
ti
f(s,Θs)ds
]
. (4.12)
For the Z component, one multiplies (1.2) (written over the interval [ti, ti+1]) by the Brownian
increment, ∆Wi+1 := Wti+1 − Wti , and takes Fti-conditional expectations to obtain (using Itô's
isometry) the implicit formula
0 = Eti
[
∆Wi+1
(
Yti+1 +
∫ ti+1
ti
f(s,Θs)ds
)]− Eti[ ∫ ti+1
ti
Zsds
]
. (4.13)
One now obtains a scheme by approximating the Lebesgue integral via the θ-integration rule (indexed
by a parameter θ ∈ [0, 1]), i.e. for some function ψ∫ ti+1
ti
ψ(s)ds ≈ [θψ(ti) + (1− θ)ψ(ti+1)](ti+1 − ti), θ ∈ [0, 1].
This type of approximation of the integral is generally known to be of ﬁrst order for θ 6= 1/2 and
of higher order for θ = 1/2 (see end of this section). Unfortunately, with the results obtained so far
(see Section 3) we are not able to prove the convergence of a general higher order approximation in
its full generality; roughly, the issue boils down to obtaining controls on |∂2xxv| where v is solution
to (2.9). However, under the results of Section 3, we do not even know if ∂2xxv exists. Under the
assumption that f is independent of z we can prove that the scheme is indeed of higher order (in
the y component); the general case is left for future research.
From (4.13) above we have (compare with (3.23))
Z¯ti :=
1
h
Eti
[ ∫ ti+1
ti
Zsds
]
=
1
h
Eti
[
∆Wi+1
(
Yti+1 +
∫ ti+1
ti
f(s,Θs)ds
)]
,
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and we approximate (Zs)s∈[ti,ti+1] via Z¯ti and Z¯ti+1 rather than Zti or Zti+1 . Following the notation
for Θ we denote Θ¯ti := (Xti , Yti , Z¯ti) and using the θ-integration rule it follows
Yti = Eti
[
Yti+1 + h
[
θf(ti, Θ¯ti) + (1− θ)f(ti+1, Θ¯ti+1)
]
+
∫ ti+1
ti
R(s)ds
]
, (4.14)
Z¯ti = Eti
[
∆Wi+1
h
(
Yti+1 + (1− θ)f(ti+1, Θ¯ti+1)h+
∫ ti+1
ti
R(s)ds
)]
, (4.15)
where the error term is, for s ∈ [ti, ti+1], deﬁned as R(s) := θRI(s) + (1− θ)RE(s) where
RI(s) := f(s,Θs)− f(ti, Θ¯ti) and RE(s) := f(s,Θs)− f(ti+1, Θ¯ti+1). (4.16)
Remark 4.7. For the error analysis here and in the following section we always understand the set
of RVs {(Yti , Z¯ti)}ti∈pi as the true solution of the BSDE on the partition points ti ∈ pi but in the
set-up of (4.14) and (4.15). We emphasize that our numerical scheme does not aim at approximating
Z itself over pi but the family {Z¯ti}ti∈pi.
The order of the approximation depends on the smoothness of driver f and the properties of
the other coeﬃcients. Ignoring the error term R we ﬁnd the discretization scheme stated in (4.4)-
(4.5). We point out that we aim at 1st order schemes, so setting ZN = 0 is not an issue. For a
higher order schemes, ZT needs to be approximated in a more robust fashion, e.g. following (3.24),
ZT = (∇xg)(XT )σ(T,XT ) ≈ (∇xg)(XN )σ(T,XN ) = ZN (under the extra assumption that ∇g is
Lipschitz).
We can already estimate the error on the terminal conditions, which is the ﬁrst group of terms
in the global error estimate from the Fundamental Lemma 4.6.
Lemma 4.8. Let (HX0), (HY0) hold. Then there exists a constant c such that (recall (3.23))
E[|YtN − YN |p]
1
p ≤ chγ for any p ≥ 2 and E[|Z¯tN − ZN |2h] ≤ c h, (4.17)
where γ is the order of the approximation {Xi}i=0,...,N of X (according to (4.1)).
Assume that g ∈ C1b and that ∇g is Lipschitz continuous. Deﬁne ZN := (∇xg)(XN )σ(T,XN )
then E[|Z¯tN − ZN |2h] ≤ c h2.
Proof. The error estimate on YtN results from the Lipschitz regularity of g and the estimate on
E[|XtN −XN |2] given by (4.1). For the error estimate on Z, we have ZN = 0, and Z¯tN = ZT , which
in turn implies E[|Z¯tN − ZN |2h] = E[|ZT |2]h ≤ c h where we have used (3.24).
In the case where g ∈ C1b and ∇g is Lipschitz, the estimate follows easily using that Z¯T = ZT =
∇g(XT )σ(T,XT ) and using the Lipschitz property of ∇g and σ, Cauchy-Schwartz' inequality and
(4.1).
4.5 Existence and local estimates for the general θ-scheme
In this subsection we start the study of the θ-scheme (4.4)-(4.5) by analyzing one step of it,
i.e. going from time ti+1 to ti. To simplify notation, we deﬁne fi+1 := f(ti+1, Xi+1, Yi+1, Zi+1) and
Ai+1 := Yi+1 + (1− θ)fi+1h.
Along with (HX0) and (HY0) we make the temporary assumption that Yi+1, Zi+1, fi+1 ∈ L2
(this integrability assumption is clearly satisﬁed by YN , ZN and fN ) and analyze how, when θ > 0,
this integrability carries on to the next time step .
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Note that for θ = 0 (i.e. the explicit case) the scheme step is well deﬁned as Yi and Zi can be
easily computed. For θ > 0, there is no issue in deﬁning Zi from (4.5), but unlike in the Lipschitz
case, it is not immediate that the solution Yi to the implicit equation (4.4) exists. We need to show
ﬁrst that there exists a unique Yi solving Yi = Ei [Ai+1] + θf(ti, Xi, Yi, Zi)h, where Ei[Ai+1], Xi and
Zi are already known. This follows from Theorem 26.A in [Zei90] (p557). Deﬁne (almost surely) the
map F : y 7→ y − θf(ti, Xi(ω), y, Zi(ω))h. This map is strongly monotone (increasing) in the sense
of Deﬁnition 25.2 in [Zei90], i.e. there exists a µ > 0 such that for all y, y′,〈
y′ − y, F (y′)− F (y)〉 ≥ µ|y′ − y|2.
Indeed, from (HY0) and Remark 2.1 we have〈
y′ − y, F (y′)− F (y)〉 ≥ (1− θLyh)|y′ − y|2,
so if h < 1/(θLy) we can take µ = (1 − θLyh) > 0. This (almost surely) guarantees the existence
of a unique Yi(ω) = F
−1(Ei[(Ai+1)](ω)), as needed. By the monotonicity of F, Yi can be quickly
computed using, for example, NewtonRaphson type methods. Now, Yi so deﬁned is only an Fi-
measurable random variable 8.
The following proposition guarantees that if θ > 0, the pair (Yi, Zi) and the term fi are square
integrable provided the corresponding random variables at ti+1 also are. So for every N , by iteration,
(Yi, Zi) is well-deﬁned for i = N−1, · · · , 0. For θ ≥ 1/2, this estimate also leads to a uniform bound,
as will become clear in the next section (Proposition 5.1).
Proposition 4.9. Let (HX0), (HY0) hold, θ ∈ [0, 1] and take h ≤ min{1, [4θ(Ly + 3dθL2z)]−1}.
Then there exists a constant c such that for any i ∈ {0, · · · , N − 1}
|Yi|2 + 1
2d
|Zi|2h+ 2θ2|fi|2h2 ≤ (1 + ch)Ei
[|Yi+1|2 + 1
8d
|Zi+1|2h
]
+ ch
+ c (|Xi|2 + Ei
[|Xi+1|2])h+ 2(1− θ)2Ei[|fi+1|2]h2. (4.18)
Proof of Proposition 4.9 . Let i ∈ {0, · · · , N − 1}. First we estimate Zi. The martingale property of
∆Wi+1 yields
Zih = Ei
[
∆Wi+1Ai+1
]
= Ei
[
∆Wi+1(Ai+1 − Ei[Ai+1])
]
. (4.19)
By the Cauchy-Schwartz inequality,
|Zi|2h ≤ d
{
Ei[A2i+1]− Ei[Ai+1]2
}
. (4.20)
We now proceed with the estimation of Yi. We ﬁrst rewrite
Yi = Ei[Ai+1] + θfih⇔ Yi − θfih = Ei[Ai+1]
and then square both sides of the RHS of the above equivalence to obtain
|Yi|2 = Ei[Ai+1]2 + 2θ〈Yi, fi〉h− θ2|fi|2h2.
8The previous explanation only justiﬁed the existence of Yi as a function from Ω to Rk. To obtain that it is
measurable, one should rather consider the map G : (a, y) 7→ (a, y − θf(ti, a, y)h), where a = (x, z) ∈ Rd×k×d and
f(t, a, y) = f(t, x, y, z). It is again seen to be strongly monotonous, so it is invertible and Theorem 26.A in [Zei90]
asserts that G−1 is continuous (Lipschitz in fact), hence measurable.
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This simple manipulation allows us to take advantage of the monotonicity of f (see (2.1)) and will
be reused frequently. By the estimate of Remark 2.1, with an α > 0 to be chosen later, the previous
equality leads to
|Yi|2 ≤Ei[Ai+1]2 + 2θ(Ly + α)|Yi|2h+ θB(i, α) + 3θL
2
z
2α
|Zi|2h− θ2|fi|2h2,
where B(i, α) := (3L2h + 3L2x|Xi|2h)/(2α). Now, for  = 1/d, we combine the above estimate with
(4.20) to obtain
|Yi|2 + |Zi|2h ≤ (1− d)Ei[Ai+1]2 + dEi[A2i+1]
+ 2θ(Ly + α)|Yi|2h+ 3θL
2
z
2α
|Zi|2h+ θB(i, α)− θ2|fi|2h2.
Reorganizing the terms leads to(
1− 2θ(Ly + α)h
)
|Yi|2 +
(
− 3θL
2
z
2α
)
|Zi|2h ≤ Ei[A2i+1] + θB(i, α)− θ2|fi|2h2. (4.21)
Using again Remark 2.1 with α′ > 0 we obtain
A2i+1 ≤|Yi+1|2 + (1− θ)2(Ly + α′)|Yi+1|2h
+ (1− θ)3L
2
z
2α′
|Zi+1|2h+ (1− θ)B(i+ 1, α′) + (1− θ)2|fi+1|2h2,
which in turns leads to(
1− 2θ(Ly+α)h
)
|Yi|2 +
(
− 3θL
2
z
2α
)
|Zi|2h
≤
(
1 + (1− θ)2(Ly + α′)h
)
Ei
[
|Yi+1|2
]
+ (1− θ)3L
2
z
2α′
Ei
[
|Zi+1|2
]
h+ Hθi (4.22)
+ θB(i, α) + (1− θ)Ei[B(i+ 1, α′)],
where
Hθi : =
(
1− θ)2Ei[|fi+1|2]h2 − θ2|fi|2h2 (4.23)
Now, we choose α = 3dθL2z (so that − 3θL
2
z
2α =
1
2d) and α
′ = 24d(1−θ)L2z (so that (1−θ)3L
2
z
2α′ ≤ 116d).
Since h ≤ min{1, [4θ(Ly + 3dθL2z)]−1} it is true that 2θ(Ly + α)h ≤ 1/2. We also observe that for
x ∈ [0, 1/2], 1 ≤ 1/(1− x) ≤ 1 + 2x ≤ 2 and as a consequence
|Yi|2 + 1
2d
|Zi|2h ≤
(
1 + 4θ(Ly + α)h
)(
1 + 2(1− θ)(Ly + α′)h
)
Ei
[|Yi+1|2]
+
1
8d
Ei
[|Zi+1|2]h+ 2θB(i, α) + 2(1− θ)Ei[B(i+ 1, α′)]+ 2Hθi .
Deﬁning c := 4θ(Ly + α) + 2(1− θ)(Ly + α′) + 8θ(Ly + α)(1− θ)(Ly + α′) we clearly have(
1 + 4θ(Ly + α)h
)(
1 + 2(1− θ)(Ly + α′)h
) ≤ 1 + ch.
We can now conclude to the announced estimate
|Yi|2 + 1
2d
|Zi|2h ≤
(
1 + ch)
(
Ei
[|Yi+1|2]+ 1
8d
Ei
[|Zi+1|2]h)
+ 2θB(i, α) + 2(1− θ)Ei[B(i+ 1, α′)] + 2Hθi , (4.24)
provided one passes the term −2θ2|fi|2h2 in 2Hθi to the LHS. This concludes the proof.
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4.6 Local time-discretization error
As announced in Subsections 4.2 and 4.3, we now proceed to estimating the one-step discretization
errors τi(Y ) and τi(Z) (see (4.9) for the deﬁnition), and then their sum. We thus obtain an estimate
for the second group of terms in estimate (4.10), which is summarized in Proposition 4.13.
We follow the notation of Subsection 4.3 and write, for i = 0, 1, . . . , N − 1, Ŷi = Yi,(Yti+1 ,Z¯ti+1 )
and Ẑi = Zi,(Yti+1 ,Z¯ti+1 )
; that is (Ŷi, Ẑi) is the solution to
Ŷi = Eti
[
Yti+1 + (1− θ)f(ti+1, Xi+1, Yti+1 , Z¯ti+1)h
]
+ θf(ti, Xi, Ŷi, Ẑi)h (4.25)
Ẑi = Eti
[∆Wi+1
h
(
Yti+1 + (1− θ)f(ti+1, Xi+1, Yti+1 , Z¯ti+1)h
)]
. (4.26)
Remark 4.10. We know from Proposition 4.9 that, for h ≤ min{1, [4θ(Ly + 3dθL2z)]−1)}, the RV's
{(Ŷi, Ẑi)}i=0,··· ,N are well deﬁned and square integrable. Furthermore, estimate (4.18), together with
the growth assumption on f in (HY0), (4.1) for Xi+1, Theorem 2.2 for Yti+1 and Corollary 3.6 for
Z¯ti+1, guarantee immediately that for any p ≥ 2, there exists a constant c such that
sup
N∈N
max
i=0,...,N
E[|Ŷi|p] ≤ c (4.27)
This fact will be needed later in Section 5 (in Lemma 5.3).
The next result estimates the one-step discretization errors τi(Y ) and τi(Z) of the approximation
in terms of the error process R (as deﬁned in (4.16)). Afterward we discuss the behavior of R itself.
Lemma 4.11. Let (HX0) and (HY0) hold and assume that h ≤ 1/(4θLy). Then for any θ ∈ [0, 1]
there exists a constant c such that for any i ∈ {0, · · · , N − 1}
E[|Yti − Ŷi|2 + |Z¯ti − Ẑi|2h] ≤ cE
[(∫ ti+1
ti
R(s)ds
)2]
+ cL2x ERRpi(X)
2 h2.
Proof. Let i ∈ {0, · · · , N − 1}. Recalling (4.15), (4.26) and that Θ¯ti := (Xti , Yti , Z¯ti) we have
Z¯ti − Ẑi = Ei
[
∆Wi+1
h
(
(1− θ)[f(ti+1, Θ¯ti+1)− f(ti+1, Xi+1, Yti+1 , Z¯ti+1)]h+ ∫ ti+1
ti
R(s)ds
)]
,
which by the Cauchy-Schwartz's inequality and the Lipschitz property of x 7→ f(·, x, ·, ·) leads to
h|Z¯ti − Ẑi|2 ≤ 2dEi
[( ∫ ti+1
ti
Rudu
)2]
+ 2d(1− θ)2L2xEi
[ |Xti+1 −Xi+1|2]h2.
For the Y-part, similarly by recalling (4.14) and (4.25) we have
Yti − Ŷi =Ei
[ ∫ ti+1
ti
R(s)ds+ (1− θ)
(
f(ti+1, Θ¯ti+1)− f(ti+1, Xi+1, Yti+1 , Z¯ti+1)
)
h
]
+ θ
(
f(ti, Θ¯ti)− f(ti, Xi, Ŷi, Ẑi)
)
h
=Ei
[∫ ti+1
ti
R(s)ds+ (1− θ)
(
f(ti+1, Θ¯ti+1)− f(ti+1, Xi+1, Yti+1 , Z¯ti+1)
)
h
]
+ θ
(
f(ti, Xti , Yti , Z¯ti)− f(ti, Xi, Yti , Ẑi)
)
h
+ θ
(
f(ti, Xi, Yti , Ẑi)− f(ti, Xi, Ŷi, Ẑi)
)
h.
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To obtain the estimate for |Yti − Ŷi|2, similarly as in the proof of Proposition 4.9, we pass the last
term in the RHS to the LHS, square both sides, expand the square on the LHS, pass the cross term
to the RHS and dominate it on the RHS using (2.1). By collecting only the convenient terms in the
LHS and using Assumption (HY0) on the RHS we get
|Yti − Ŷi|2 ≤ 3Ei
[ ∫ ti+1
ti
R(s)ds
]2
+ 6 θ2L2z|Z¯ti − Ẑi|2h2 + 2 θLy|Yti − Ŷi|2h
+ 6 θ2L2x|Xti −Xi|2h2 + 3(1− θ)2L2xEi[|Xti+1 −Xi+1|2]h2,
which implies, using the estimate for |Z¯ti − Ẑi|2, that
(1− 2θLyh)|Yti − Ŷi|2 ≤(3 + 12dθ2L2zh)Ei
[( ∫ ti+1
ti
R(s)ds
)2]
+ 6 θ2L2x|Xti −Xi|2h2
+ 3(1− θ)2L2x(1 + 4dθ2L2zh)Ei
[|Xti+1 −Xi+1|2]h2.
Noting that h is such that 2θLyh ≤ 1/2 and by combining the estimates for |Yti− Ŷi|2 and |Z¯ti− Ẑi|2
the sought result follows after taking expectations and using (4.1) for X.
We now estimate the integral of the error function R (see (4.16)).
Lemma 4.12. Let (HX0), (HY0loc) hold. Then there exists c > 0 such that, for any θ ∈ [0, 1] and
i ∈ {0, · · · , N − 1} ,
E
[(∫ ti+1
ti
R(s)ds
)2] ≤cL2t h3 + cL2x REGpi(X)2 h2 + cLy REGpi(Y )2 h2
+ cL2z E
[ ∫ ti+1
ti
|Zs − Z¯ti |2ds+
∫ ti+1
ti
|Zs − Z¯ti+1 |2ds
]
h.
Proof. Following from (4.16) we estimate R via RI and RE : using (HY0loc), Cauchy-Schwarz's
inequality and Fubini's theorems we have (recall that Θ = (X,Y, Z) and Θ¯ti = (Xti , Yti , Z¯ti))
E
[(∫ ti+1
ti
RI(s)ds
)2]
= E
[(∫ ti+1
ti
[f(s,Θs)± f(s,Xs, Yti , Zs)− f(ti, Θ¯ti)]ds
)2]
≤ 2hE
[∫ ti+1
ti
3L2y
(
1 + |Ys|2(m−1) + |Yti |2(m−1)
)|Ys − Yti |2ds+ αi]
≤ 2h
(∫ ti+1
ti
L2yE
[
3
(
1 + |Ys|4(m−1) + |Yti |4(m−1)
)]1/2E[|Ys − Yti |4]1/2ds+ E[αi]),
where αi = 3
∫ ti+1
ti
[
L2t |s− ti|+ L2x|Xs −Xti |2 + L2z|Zs − Z¯ti |2
]
ds.
Using Theorem 2.2 to deal with the Y component, this yields the estimate
E
[(∫ ti+1
ti
RI(s)ds
)2] ≤ 3L2th3 + 6L2xREGpi(X)2h2 + 18cL2yREGpi(Y )2h2
+ 6L2zE
[ ∫ ti+1
ti
|Zs − Z¯ti |2ds
]
h
Similar arguments allow a similar estimate for RE but with terms ti+1, Xti+1 , Yti+1 and Z¯ti+1 instead
of ti, Xti , Yti and Z¯ti .
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The trapezoidal integration case
Here, we reﬁne the analysis of the local discretization error from Lemma 4.12 for the case θ = 1/2
in order to obtain better global error estimates. We drop the Z-dependence in f due to lacking
regularity results. Approximation (4.5) is found by approximating the last integral on the RHS of
(4.13) by a 1st order approximation and so, it should be clear that at best the overall order of the
scheme would be one (in the next section we propose a candidate for higher order approximation
of Z). We point out nonetheless that many reaction-diﬀusion equations have a driver f that only
depends on Y . For ease of the presentation we also assume that f does not depend on the forward
process X and omit the time dependence (these can be easily extended).
We write, similarly to (4.14),∫ ti+1
ti
f(Ys)ds =
h
2
[
f(Yti) + f(Yti+1)
]
+
∫ ti+1
ti
R(s)ds, R(s) := f(Ys)− 1
2
[
f(Yti) + f(Yti+1)
]
,
where, using integration by parts, it can be shown (see [SM03]) that
E
[( ∫ ti+1
ti
R(s)ds
)2] ≤ h6
122
E
[
sup
ti≤t≤ti+1
|∂2yyf(Yt)|2
]
. (4.28)
Hence, in the special case where the driver of FBSDE under consideration does not depend on the
process (Zt)0≤t≤T we can take full advantage of trapezoidal integration rule provided that the second
derivatives of f in the y variable has polynomial growth, so that there exists a constant c for which
max
ti,ti+1∈pi
E
[
sup
ti≤t≤ti+1
|∂2yyf(Yt)|2
]
≤ c.
The result on the sum of local errors
In view of the above lemmas (as well as the estimate (4.1) and the path-regularity Theorem 3.5),
we can state the following estimates on the sum of the one-step discretization errors, as appearing
in the global error estimate (4.10) of Lemma 4.6.
Proposition 4.13. Let (HX0), (HY0loc) hold and h ≤ min{1, [4θ
(
Ly + 3dθL
2
z
)
]−1}. For the scheme
(4.4)-(4.5) we have the following local error estimates:
i) For any θ ∈ [0, 1] ∃ c > 0 such that ∑N−1i=0 τi(Y )h ≤ ch and ∑N−1i=0 τi(Z) ≤ ch2.
ii) Take θ = 1/2 and scheme (4.4). Assume additionally that f ∈ C2 does not depend on (t, x, z)
and ∂2yyf has at most polynomial growth, then there exists c > 0 such that
∑N−1
i=0
τi(Y )
h ≤ ch4.
Proof. Recall the deﬁnition of τi(Y ) and τi(Z) given in (4.9). The proof of case i) is simple: inject
in the estimate of Lemma 4.11 that of Lemma 4.12 and then sum over i = 0 to i = N − 1. On the
resulting inequality,
N−1∑
i=0
τi(Y ) + τi(Z) ≤ cL2th2 + cL2x REGpi(X)2h+ cL2y REGpi(Y )2h
+ cL2z REGpi(Z)
2h+ cL2xERRpi(X)
2h ,
apply (4.1) for ERRpi(X), the path-regularity result (4.2) for REGpi(X), and the path-regularity
Theorem 3.5 for REGpi(Y ) and REGpi(Z). Under (HX0) and (HY0loc) the resulting inequality is∑N−1
i=0
(
τi(Y ) + τi(Z)
) ≤ ch2. The statement's inequalities now follows.
For the proof of case ii), remark that (4.25) is now independent of Z, and hence using Lemma
4.11 in combination with (4.28) instead of Lemma 4.12 yields the result.
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Remark 4.14. Under the assumption that f only depends on y (i.e. take Lt = Lx = Lz = 0) the
methodology used above yields that the ﬁrst terms in the global error ERRpi(Y,Z) (see (4.10)) is
controlled only by ERRpi(X) and REGpi(Y ). The term REGpi(Y ) follows from the sum of the local
discretization errors, as can be seen from above, while ERRpi(X) follows from the approximation of
the terminal condition.
These abstract estimates suggest that under stronger regularity assumptions on f (stronger than
(HY0loc)), one may improve the estimates on τ(Y ) and therefore obtain a higher convergence rate.
Such developments are left for future research.
5 Convergence of the implicit-leaning schemes (1/2 ≤ θ ≤ 1)
In this section, we complete the convergence proof of the theta scheme (4.4)-(4.5) for θ ∈ [1/2, 1]
as stated in Theorem 4.2. In view of the Fundamental Lemma 4.6, Lemma 4.8 and Proposition 4.13,
what remains to study is the stability of the scheme and estimate RS(H).
5.1 Integrability for the θ-scheme, for 1/2 ≤ θ ≤ 1
We now show that for θ ≥ 1/2 the scheme cannot explode as h vanishes. These Lp estimates will
be useful in obtaining the stability of the scheme.
Proposition 5.1. Let (HX0), (HY0) hold, and h ≤ min{1, [4θ(Ly+3dθL2z)]−1} and let θ ∈ [1/2, 1].
Then for any p ≥ 1, there exists a constant c such that
max
i=0,...,N
E
[|Yi|2p]+ N−1∑
i=0
E[ (|Zi|2h)p] ≤ c
(
1 + E[ |XN |2mp]
)
.
Proof. Take i ∈ {0, · · · , N − 1}. Let Ii := |Yi|2 + 18d |Zi|2h + θ2|f(ti, Xi, Yi, Zi)|2h2. By Proposition
4.9 and the fact that (1− θ)2 ≤ θ2, for θ ∈ [1/2, 1], we have
Ii +
3
8d
|Zi|2h ≤ echEi
[
Ii+1
]
+ Ei
[
βi
]
h, with βi := c+ c
(|Xi|2 + |Xi+1|2). (5.1)
As a consequence of Lemma A.4 we know that, since βj ≥ 0,
Ii +
3
8d
Ei
[N−1∑
j=i
|Zj |2h
]
≤ ec T
(
Ei[IN ] +
N−1∑
j=i
Ei[βj ]h
)
,
in particular, using Jensen's inequality, we obtain further
|Ii|p ≤ 2p−1ec p T
(
Ei[|IN |p] + (N h)p−1
N−1∑
j=0
Ei[ |βj |p]h
)
.
This then implies, thanks to (HY0)
max
i=0,...,N
E[|Ii|p] ≤ c(1 + E[ |XN |2mp ]) =⇒ max
i=0,...,N
E[|Yi|2 p] ≤ c(1 + E[ |XN |2mp ]).
From (5.1) we also have
Ipi +
( 3
8d
)p
(|Zi|2h)p ≤
(
Ii +
3
8d
|Zi|2h
)p
≤ ec p hEi[Ipi+1] +
p∑
j=1
(
p
j
)(
echEi
[
Ii+1
])p−j(
Ei[βi]h
)j
,
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so that, applying again Lemma A.4 along with Hölder's and Jensen's inequalities we have
( 3
8d
)p
E
[N−1∑
i=0
(|Zi|2h)p]
≤ ec p TE[|IN |p] +
N−1∑
i=0
ec i h
p∑
j=1
(
p
j
)
E
[(
echEi
[
Ii+1
])p−j(
Ei[βi]h
)j]
≤ ec p TE[|IN |p] + ec p T
N−1∑
i=0
p∑
j=1
(
p
j
)(
E
[|Ii+1|p]) p−jp (E[|βi|p]) jph
≤ ec p TE[|IN |p] + ec p TT
p∑
j=1
(
p
j
)(
max
i=0,...,N
E
[|Ii+1|p]) p−jp ( max
i=0,...,N
E[ |βi|p]
) j
p
.
Due to (HY0) and the previous estimates we arrive, as required, at
E
[N−1∑
i=0
(|Zi|2h)p] ≤ c(1 + |XN |2mp).
5.2 Stability of the θ-scheme for 1/2 ≤ θ ≤ 1
We now study the stability of the scheme in the sense of (4.8). We ﬁx i ∈ {0, . . . , N − 1} and
estimate the distance between the outputs (Ŷi, Ẑi) (see (4.25)-(4.26)) and (Yi, Zi) (see (4.4)-(4.5))
as a function of the distance between the inputs (Yti+1 , Z¯ti+1) and (Yi+1, Zi+1).
We use the notation δYi+1 = Yti+1 − Yi+1, δZi+1 := Z¯ti+1 − Zi+1, as well as
δfi+1 = f(ti+1, Xi+1, Yti+1 , Z¯ti+1)− f(ti+1, Xi+1, Yi+1, Zi+1) and
δAi+1 = δYi+1 + (1− θ)δfi+1h.
Then, denoting by δ̂Yi = Ŷi − Yi, δ̂Zi = Ẑi −Zi, and δf̂i = f(ti, Xi, Ŷi, Ẑi)− f(ti, Xi, Yi, Zi), we can
write that (compare with (4.25), (4.26), (4.4) and (4.5))
δ̂Yi = Ei
[
δAi+1
]
+ θδf̂ih and δ̂Zi = Ei
[1
h
∆Wi+1δAi+1
]
.
Proposition 5.2. Let (HX0) and (HY0) hold. Then there exists a constant c for any i ∈ {0, · · · , N−
1} and h ≤ min{1, [4θ(Ly + dθL2z)]−1} such that
|δ̂Yi|2 + 1
2d
|δ̂Zi|2h ≤ (1 + ch)Ei
[
|δYi+1|2 + 1
8d
|δZi+1|2h
]
+ 2Hθi ,
where
Hθi =
(
1− θ)2Ei[|δfi+1|2]h2 − θ2Ei[|δf̂i|2]h2. (5.2)
Proof. This proof is very similar to that of Proposition 4.9 therefore we omit it.
We want to control RS(H). For the fully implicit scheme (θ = 1) we have Hθi = −|δf̂i|2h2 ≤ 0
and hence the implicit scheme is stable in the classical sense (of [Cha12] or [Cha13]) as we have
RS(H) ≤ 0. The next lemma provides, in our setting, a control on RS(H) for any θ ≥ 1/2.
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Lemma 5.3. Let (HX0), (HY0loc) hold and take the family {Hi}i=0,··· ,N−1 deﬁned in (5.2). Then
for θ ≥ 1/2 there exists a constant c such that
RS(H) = max
i=0,...,N−1
E
[N−1∑
j=i
ec(j−i)hHθj
]
≤cE[|YtN − YN |4]
1
2h2 + cE[ |Z¯N − ZN |2]h2
+ c
(N−1∑
i=0
τi(Y )
) 1
2
h+ c
(N−1∑
i=0
τi(Z)
) 1
2
h.
Proof. Let i ∈ {0, · · · , N − 1}. Since 1/2 ≤ θ ≤ 1, we have (1− θ)2 ≤ θ2 and therefore
E
[N−1∑
j=i
ec(j−i)hHθj
]
≤ θ2E
[N−1∑
j=i
ec(j−i)h
(
|δfj+1|2 − |δf̂j |2
)
h2
]
= θ2E
[N−1∑
j=i
ec(j−i)h
(
|δfj+1|2 − |δfj + βj |2
)
h2
]
≤ θ2E
[N−1∑
j=i
ec(j−i)h
(
ech|δfj+1|2 − |δfj |2 − 2 〈δfj , βi〉 − βj2
)
h2
]
≤ θ2ec(N−i)hE[|δfN |2]h2 − 2θ2 N−1∑
j=i
ec(j−i)hE
[ 〈δfj , βj〉 ]h2,
where βi := δf̂j−δfj = f(ti, Xj , Ŷj , Ẑj)−f(ti, Xj , Yti , Z¯ti) and we used a telescopic sum. Using now
(HY0loc) yields
E[|δfN |2] ≤ cE[1 + |YtN |4(m−1) + |YN |4(m−1)]
1
2E[|YtN − YN |4]
1
2 + cE[ |Z¯N − ZN |2]
and
E[〈δfi, βi〉]h2 ≤ E[|δfi||βi|]h2 ≤E
[(
|δfi|Ly(1 + |Ŷi|m−1 + |Yti |m−1)
)2] 1
2E
[|Ŷi − Yti |2] 12h2
+ E
[(
Lz|δfi|
)2] 12E[|Ẑi − Z¯ti |2] 12h2
≤cE [B1i ] 12 E[|Ŷi − Yti |2] 12h+ cE [B2i ] 12 E[|Ẑi − Z¯ti |2h] 12h,
where B2i := |Yti |2mh+ |Yi|2mh+ |Z¯ti |2h+ |Zi|2h and
B1i := h
2 + |Ŷi|4mh2 + |Yti |4mh2 + |Yi|4mh2 + (|Z¯ti |2h)2 + (|Zi|2h)2.
From Theorem 2.2, Corollary 3.6, Remark 4.10 and Proposition 5.1 we have, for the ﬁrst term of
the above inequality
N−1∑
i=0
E
[
B1i
] 1
2E
[ |Ŷi − Yti |2] 12h ≤ (N−1∑
i=0
E
[
B1i
] ) 12(N−1∑
i=0
τi(Y )
) 1
2
h ≤ c
(N−1∑
i=0
τi(Y )
) 1
2
h
and similarly for the second term
N−1∑
i=0
E
[
B2i
] 1
2 E[|Ẑi − Z¯ti |2h]
1
2h ≤ c
(N−1∑
i=0
τi(Z)
) 1
2
h.
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5.3 Convergence of the scheme
By collecting the above results we can now prove Theorem 4.2.
Proof of Theorem 4.2. The proof is a combination of the Fundamental Lemma 4.6, with Lemma 4.8,
Proposition 4.13 and stability results obtained in this section, namely Proposition 5.2 and Lemma
5.3.
We move to the proof of part ii), the case θ = 1/2. Since in this case f depends only on y, a
quick re-run of arguments of the Fundamental Lemma 4.6, shows there exists a constant c > 0 such
that
max
i=0,...,N
E[|Yti − Yi|2] ≤ c
{
E[ |YtN − YN |2] +
N−1∑
i=0
τi(Y )
h
}
+ (1 + h)RS(H).
The ﬁrst two terms on the RHS can be bounded by ch2γ + ch4, c > 0, using Lemma 4.8 and
Proposition 4.13, respectively. By Lemma 5.3 there exists a constant c > 0 such that
RS(H) ≤ cE[|YtN − YN |4]
1
2h2 + c
(N−1∑
i=0
τi(Y )
) 1
2
h,
and using again Lemma 4.8 and Proposition 4.13 yields RS(H) ≤ ch2γ+2 + ch7/2. By joining these
results the theorem's conclusion follows.
5.4 Further remarks
Here, we discuss a true overall 2nd order scheme, namely a 2nd order discretization for Z, and
an intuitive variance reduction technique which we have used throughout but not made formally
explicit.
5.4.1 The candidate for 2nd order scheme
For the general case where the driver depends on Z, the approximation for Zi, namely (4.5), is
not enough to obtain a higher order scheme as it is a 1st order approximation. The proper higher
order scheme in its full generality follows by applying the trapezoidal rule to all integrals present
in (4.13); as is done for (4.12). With some manipulation (left to the reader), we end up with the
following approximation for Zi (compare with (4.5)),
Zi =
2
h
Ei
[
∆Wi+1
(
Yti+1 + (1− θ)f(ti, Xi+1, Yi+1, Zi+1)h
) ]− Ei[Zi+1],
with θ = 1/2, the terminal condition YN = g(XN ), along with (4.4) and a suitable approximation for
ZT . An approximation for ZT is not trivial and could, for instance, be found via Malliavin calculus.
The general treatment of such a scheme is left for future research.
Another type of 2nd order scheme can be found in [CM10], the approximation there is based in
Itô-Taylor expansions.
5.4.2 Controlling the variance of the scheme
If we use the notation set up in Subsection 4.5, the approximation (4.5) can be written out as
Zi = Ei [∆Wi+1Ai+1] /h. We point out that implementation wise it is better to use the lower variance
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approximation (4.19) instead of (4.5), i.e. to use
Zi =
1
h
Ei [∆Wi+1 (Ai+1 − Ei[Ai+1])] , i = 0, · · · , N − 1.
This does not lead to a relevant additional computation eﬀort, as Ei[Ai+1] must be computed for
the estimation of the Yi component. To avoid a long analysis we make some simplifying assumptions
in order to better explain the gain: assume Xt = x + Wt and that we are about to compute Z0
(a standard expectation); assume further (via Doob-Dynkin Lemma) that A1 can be written as
9
A1 = ϕ(X1) = ϕ(x+ ∆W1) where ϕ has some regularity so that
ϕ(x+ ∆W1) = ϕ(x) + ϕ
′(x)(∆W1) +
1
2
ϕ′′(x∗)(∆W1)2,
where x∗ lies between x and x+∆W1. Then the Monte-Carlo (MC) estimator for Z0 from (4.5), with
M samples of the normal N (0, 1) distribution given by {N λ}λ=1,...,M , and its Standard deviation
(Std) are
Z
MC,(4.5)
0 =
1
M
M∑
λ=1
√
hN λ
h
ϕ
(
x+
√
hN λ) with Std ≈ |ϕ(x)|√
h
√
M
.
Using (4.19) instead of (4.5) to compute Z0 would produce the MC estimator and its Std
Z
MC,(4.19)
0 =
1
M
M∑
λ=1
√
hN λ
h
(
ϕ
(
x+
√
hN λ)− ϕ(x)) with Std ≈ |ϕ′(x)|√
M
.
Compare now the standard deviation of both estimators. It is crucial for the stability that the
denominator of the variance of Z
MC,(4.19)
0 lacks that
√
h term. If M is kept ﬁxed then as h gets
smaller we expect Z
MC,(4.5)
0 to blow up while Z
MC,(4.19)
0 will remain controlled (assuming ϕ can be
controlled10). This can be numerically conﬁrmed in [AA13].
We point out that this simple trick can be adapted to the scheme proposed in the next section
as well as to the computation of the 2nd order scheme proposed previously.
6 Convergence of the tamed explicit scheme.
We now turn our attention back to the explicit scheme. Unlike the case θ ∈ [1/2, 1], when θ < 1/2,
the local estimates of Proposition 4.9 cannot be extended to the global ones (as in Proposition 5.1).
Consequently, we also do not have a control over the stability remainder RS(H) (see Deﬁnition 4.4).
In fact, as the motivating example of the introduction shows, the scheme can explode. To remedy
to this, we consider the tamed explicit scheme, described in (4.6)-(4.7), which in turn corresponds
to a truncation procedure applied to the original BSDE, and show that this scheme converges. Our
analysis yields as a by-product suﬃcient conditions under which the naive explicit scheme converges
(see Remark 6.6).
Remark 6.1 (m > 1). In this section we focus exclusively on the case m > 1 in Assumptions
(HY0). The easier case m = 1 does not require taming and stability of the scheme results from a
straightforward adaptation of the proof of Proposition 6.4.
9If the reader is aware of how conditional expectations in the BSDE framework are calculated, say e.g. via projection
over a basis of functions, having a function ϕ is expected.
10In [GT14] it is shown for the locally Lipschitz driver case that ϕ is indeed a Lipschitz function of its variables.
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6.1 Principle
The idea is that with the truncation functions TLh and TKh (recall the scheme (4.6)-(4.7)), one
can not only obtain uniform integrability bounds for the scheme, but also a pathwise bound, ensuring
that the output {Yi}i=0,··· ,N stays under a certain threshold, under which the scheme is found to be
stable in the sense of (4.8) with Hi = 0.
Note that this tamed scheme is not exactly the scheme (4.4)-(4.5) with θ = 0. However it can
be seen as the case θ = 0 with the functions TLh ◦ g and f(·, TKh(·), ·, ·) instead of g and f . They
satisfy the same properties with the same constants, so we can reuse the results of Section 4.
Because the scheme is controlled, we naturally compare ﬁrst its output {(Yi, Zi)}i∈{0,...,N} to
(Y ′ti , Z¯
′
ti)ti∈pi, where (Y
′
t , Z
′
t)t∈[0,T ] is the solution to the BSDE (1.2) with controlled coeﬃcients:
Y ′t = TLh
(
g(XT )
)
+
∫ T
t
f
(
u, TKh(Xu), Y
′
u, Z
′
u
)
du−
∫ T
t
Z ′udWu, t ∈ [0, T ]. (6.1)
This part of analysis follows the methodology used above.
In a second step, it is enough to estimate the distance between the solution (Y ′, Z ′) of the
truncated BSDE (6.1) and the solution (Y,Z) of the original BSDE (1.2) in order to conclude to the
convergence of the scheme.
In line with Section 4 and 5 we deﬁne {Z¯ ′ti}ti∈pi as in (3.23), Ŷi = Yi,(Y ′i+1,Z¯′i+1) and Ẑi =
Zi,(Y ′i+1,Z¯′i+1)
for i = 0, . . . , N − 1, more precisely
Ŷi := Ei
[
Y ′ti+1 + f
(
ti+1, TKh(Xi+1), Y
′
ti+1 , Z¯
′
ti+1
)
h
]
, (6.2)
Ẑi := Ei
[
∆Wi+1
h
(
Y ′ti+1 + fh
(
ti+1, Xi+1, Y
′
ti+1 , Z¯
′
ti+1
)
h
)]
. (6.3)
6.2 Integrability for the scheme
We now show that the tamed Euler scheme has the property that |Yi| ≤ h−1/(2m−2) for all i ∈
{0, · · · , N}. This is already true for YN = TLh
(
g(XN )
)
by construction. In the next two propositions
we will show that this bound propagates through time.
Proposition 6.2. Assume (HX0), (HY0) and that h ≤ 1/(32dL2z). If for a given i ∈ {0, . . . , N − 1}
one has |Yi+1| ≤ h−1/(2m−2), then one also has
|Yi|2 + 1
d
|Zi|2h ≤ (1 + c1h)Ei
[
|Yi+1|2 + 1
4d
|Zi+1|2h
]
+ c2h+ c2hEi
[
|TKh(Xi+1)|2
]
.
Proof. Take i ∈ {0, . . . , N − 1}. We have seen in the proof of Proposition 4.9, equation (4.22) that,
since θ = 0,
|Yi|2 + 1
d
|Zi|2h ≤
(
1 + 2(Ly + α
′)h
)
Ei
[
|Yi+1|2
]
+
3L2z
2α′
Ei
[
|Zi+1|2
]
h+ Ei[B(i+ 1, α′)] +H0i ,
where B(i+ 1, α′) := (3L2h+ 3L2x|TKh(Xi+1)|2h)/2α′ and
H0i = Ei
[|fi+1|2]h2 = Ei[|f(ti+1, TKN (Xi+1), Yi+1, Zi+1)|2]h2.
Using (HY0) and the fact that |Yi+1|2(m−1)h ≤ 1, we have
|fi+1|2h2 ≤ 4L2h2 + 4L2x|TKh(Xi+1)|2h2 + 4L2y
[|Yi+1|2(m−1)h]|Yi+1|2h+ 4L2z|Zi+1|2h2
≤ 4L2h2 + 4L2x|TKh(Xi+1)|2h2 + 4L2y|Yi+1|2h+ 4L2zh|Zi+1|2h,
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so we have in the end
|Yi|2 + 1
d
|Zi|2h ≤
(
1 + 2
(
Ly + α
′ + 2L2y
)
h
)
Ei
[
|Yi+1|2
]
+
(3L2z
2α′
+ 4L2zh
)
Ei
[
|Zi+1|2
]
h
+
(3L2
2α′
+ 4L2h
)
h+
(3L2x
2α′
+ 4L2xh
)
Ei
[
|TKh(Xi+1)|2
]
h.
Choose now α′ = 12dL2z (so that 3L2z/(2α′) ≤ 1/(8d)) and combine with the restriction h ≤
1/(32dL2z) (so that 4L
2
zh ≤ 18d). Taking c1 = 2
(
Ly + 12dL
2
z + 2L
2
y
)
and
c2 = max
{ 3L2
24dL2z
+
4L2
32dL2z
,
3L2x
24dL2z
+
4L2x
32dL2z
}
= max
{ L2
4dL2z
,
L2x
4dL2z
}
,
and noting that 1/(4d) ≤ (1 + c1h)/(4d), we ﬁnd the required estimate
|Yi|2 + 1
d
|Zi|2h ≤
(
1 + c1h
)
Ei
[
|Yi+1|2 + 1
4d
|Zi+1|2h
]
+ c2h+ c2hEi
[
|TKh(Xi+1)|2
]
.
We can then use this local bound to obtain the following pathwise bound.
Proposition 6.3. Let (HX0) and (HY0) hold. For any i ∈ {0, · · · , N − 1},
|Yi|2 + 1
4d
|Zi|2h+ 3
4d
Ei
[N−1∑
j=i
|Zj |2h
]
≤ ec1(N−i)hEi
[|YN |2]+ ec1(N−1−i)h(N−1∑
j=i
c2h+ c2hEi
[
|TKh(Xi+1)|2
])
.
This implies in particular that |Yi| ≤ h−1/(2m−2).
Proof. The proof goes by induction. The case i = N is clear. If the estimate is true for i + 1,
noting that |YN | ≤ Lh, |TKh(x)| ≤ Kh and ec1T
(
L2h + c2T + c2TK
2
h
) ≤ h−1/(m−1), we see that
|Yi+1|2 ≤ h−1/(m−1). Then, combining the estimate of Proposition 6.2 and the estimate for i + 1
(from the induction assumption), in the same way as in Lemma A.4, we obtain the desired estimate
for i.
In view of the previous bound, we can derive a similar estimate for the solution (Y ′, Z ′) to (6.1).
Namely, using (2.5) with α = 12dL2z and combining it further with (HY0), we have
|Y ′t |2 ≤ e2(Ly+12dL
2
z)(T−t)Et
[
|TLh(g(XT ))|2 +
∫ T
t
1
16dL2z
|f(u, TKh(Xu), 0, 0)|2du
]
≤ ec1(T−t)Et
[
|TLh(g(XT ))|2 +
∫ T
t
1
8dL2z
(
L2 + L2x|TKh(Xu)|2
)
du
]
≤ ec1T
(
L2h + c2T + c2TK
2
h
)
≤
(1
h
) 1
m−1
,
implying in particular that |Y ′ti | ≤ h−1/(2m−2) for all i.
These two estimates, ensuring that both Yi and Y
′
ti are bounded by h
−1/(2m−2) will be useful in
the analysis of the global error, since the explicit scheme is found to be stable under this threshold.
37
6.3 Stability of the scheme.
As previously, for any i ∈ {0, · · · , N −1} we use the notation δYi+1 := Y ′ti+1 −Yi+1 and δZi+1 :=
Z¯ ′ti+1 − Zi+1, as well as δAi+1 := δYi+1 + δfi+1h where δfi+1 is given by
δfi+1 := f
(
ti+1, TKh(Xi+1), Y
′
ti+1 , Z¯
′
i+1
)− f(ti+1, TKh(Xi+1), Yi+1, Zi+1).
Then, denoting δ̂Y i = Ŷi − Yi and δ̂Zi = Ẑi − Zi, we can write
δ̂Y i = Ei
[
δAi+1
]
and δ̂Zi = Ei
[1
h
∆Wi+1δAi+1
]
.
We now proceed to show that, because the two inputs satisfy |Yi+1|, |Y ′ti+1 | ≤ h−1/(2m−2), the scheme
is stable in the sense that we can obtain the estimate (4.8) with Hi = 0.
Proposition 6.4. Assume (HX0) and (HY0loc). Then there exists a constant c for any h ≤
min{1, 1/32dL2z}, such that
|δ̂Y i|2 + 1
d
|δ̂Zi|2h ≤ (1 + ch)Ei
[
|δYi+1|2 + 1
4d
|δZi+1|2h
]
, i ∈ {0, · · · , N − 1}.
Proof. Let i ∈ {0, · · · , N − 1}. Just like for Proposition 5.2, the proof mimics the computations of
the proof of Proposition 4.9 with only a small adjustment for the constants. However, a diﬀerent
argumentation for the term H0i = |δfi+1|2h2 is required. Using (HY0loc), h ≤ 1 and the bounds
|Y ′ti+1 |2(m−1)h, |Y ′ti+1 |2(m−1)h ≤ 1, we have
|δfi+1|2h2 ≤ 2L2y
(
1 + |Y ′ti+1 |2(m−1) + |Yi+1|2(m−1)
)|Y ′ti+1 − Yi+1|2h2 + 2L2z|Z¯ ′ti+1 − Zi+1|2h2
= 2L2y
(
h+ |Y ′ti+1 |2(m−1)h+ |Yi+1|2(m−1)h
)
h|Y ′ti+1 − Yi+1|2 + 2L2zh|Z¯ ′ti+1 − Zi+1|2h
≤ 6L2yh|δYi+1|2 + 2L2zh|δZi+1|2h.
The rest follows as in the proof of Proposition 4.9.
6.4 Convergence of the scheme
The convergence of the scheme is achieved by controlling both the (squared) error committed by
the truncation procedure, ‖Y −Y ′‖2S2 +‖Z−Z ′‖2H2 , as a function of the time step, and by controlling
the numerical approximation (4.6)-(4.7) of the solution (Y ′, Z ′) to (6.1).
Distance between (Yi, Zi)i and (Y
′
ti , Z¯
′
ti)i
We estimate this distance by using the Fundamental Lemma 4.6.
The tamed scheme (4.6)-(4.7) is the θ = 0 scheme (4.4)-(4.5) with the coeﬃcient f(·, ·, TKh(·), ·)
and terminal condition TLh ◦ g having the same Lipschitz constant as f and g. So the results of
Section 4 apply. In particular, Lemma 4.8 controls the error on the terminal condition.
Similarly, Lemma 4.11 and Lemma 4.12 are still valid with the same constants. The only diﬀerence
is that the path-regularity involved is now that of (Y ′, Z ′), but since TLh ◦ g is still Lipschitz,
Theorem 3.5 indeed applies to (Y ′, Z ′). So Proposition 4.13 applies, to control the sum of the one-
step discretization errors.
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Finally, we have just proven with Proposition 6.4 that the scheme is stable with H0i = 0, so
RS(H) = 0. We can therefore conclude via Lemma 4.6 that
max
i=0,...,N
E[|Y ′ti − Yi|2] +
N−1∑
i=0
E[|Z¯ ′ti − Zi|2]h (6.4)
≤ c
(
E[|Y ′tN − YN |2] + E[|Z¯ ′tN − ZN |2]h
)
+ c
N−1∑
i=0
(1
h
τi(Y ) + τi(Z)
)
+ 0 ≤ ch.
We remark that the thresholds Lh and Kh have no eﬀect in this estimation.
The Distance between (Y ′ti , Z¯
′
ti)i and (Yti , Z¯ti)i
We now estimate the distance between (Y ′ti , Z¯
′
ti)i and (Yti , Z¯ti)i, i.e. between (6.1) and (1.2),
which gathers all the error induced by the taming. In order to estimate this error, we need to
have an estimation of the L2-distance between Xu and TKh(Xu) on the one hand, and g(XT ) and
TLh
(
g(XT )
)
on the other. We give a general estimation for this below.
Proposition 6.5. Let ξ be a random variable in Lq for some q > 2, and L > 0. Then we have
E[ |ξ − TL(ξ)|2] ≤ 4E[ |ξ|q]
( 1
L
)q−2
Proof. Using the facts that TL(x) = x for |x| ≤ L and that |TL(ξ)| ≤ |ξ|, together with the Hölder
and the Markov inequalities, we have
E[|ξ − TL(ξ)|2] = E[|ξ − TL(ξ)|21{|ξ|≥L}] ≤ 4E[|ξ|21{|ξ|≥L}]
≤ 4E[|ξ|q] 2qP[|ξ| ≥ L]1− 2q ≤ 4E[|ξ|q] 2q
(E[|ξ|q]
Lq
)1− 2
q
= 4E[|ξ|q]
( 1
L
)q(1− 2
q
)
Now, via Jensen's inequality we have
|Z¯ti − Z¯ ′ti |2h =
∣∣∣∣1hEi[
∫ ti+1
ti
Zudu
]
− 1
h
Ei
[ ∫ ti+1
ti
Z ′udu
]∣∣∣∣2 h ≤ Ei[ ∫ ti+1
ti
|Zu − Z ′u|2du
]
,
from which it clearly follows that
max
i=0,...,N
E[|Yti − Y ′ti |2] +
N−1∑
i=0
E[|Z¯ti − Z¯ ′ti |2]h ≤ sup
t∈[0,T ]
E
[
|Yt − Y ′t |2
]
+ E
[ ∫ T
0
|Zu − Z ′u|2du
]
.
From the a priori estimate (2.6) we have
sup
t∈[0,T ]
E[|Yt − Y ′t |2] + E
[ ∫ T
0
|Zu − Z ′u|2du
]
≤ c
(
E[|g(XT )− TLh(g(XT ))|2] + E
[ ∫ T
0
|f(u,Xu, Y ′u, Z ′u)− f(u, TKh(Xu), Y ′u, Z ′u)|2du])
≤ c
(
E[|g(XT )− TLh(g(XT ))|2] + L2x
∫ T
0
E[|Xu − TKh(Xu)|2]du
)
≤ c
(
4
( 1
Lh
)2m−2
E[ |g(XT )|2m] +
( 1
Kh
)2m−2
4L2x
∫ T
0
E[ |Xu|2m]du
)
,
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thanks to Proposition 6.5. Now, since X ∈ S2m (Theorem 2.2), g is of linear growth, and Lh and
Kh are of order h
−1/(2m−2), we can conclude that
max
i=0,...,N
E[|Yti − Y ′ti |2] +
N−1∑
i=0
E[|Z¯ti − Z¯ ′ti |2]h ≤ ch. (6.5)
The proof of the Theorem 4.3
By collecting the above results we can now prove Theorem 4.3.
Proof of Theorem 4.3. To prove this theorem, i.e. that ERRpi(Y,Z) ≤ ch1/2 (see (4.3)), we use the
triangular inequality and dominate ERRpi(Y,Z) by the sum of: i) the distance between the solution
(Y,Z) to the original BSDE (1.2) and the solution (Y ′, Z ′) to the truncated BSDE (6.1), and ii)
the distance between (Y ′ti , Z¯
′
ti)ti∈pi and the {(Yi, Zi)}i∈{0,...,N} (from the scheme (4.6)-(4.7)). The
estimate for the ﬁrst diﬀerence is given by (6.5). The estimate for the second is given by (6.4). Hence
the result.
Remark 6.6. We see from the proofs of Propositions 6.2 and 6.3 that if x 7→ f(t, x, y, z) is bounded
(say, by K) uniformly in the other variables and the terminal condition g is bounded, then the naive
explicit scheme (i.e. (4.4)-(4.5) with θ = 0) converges. Under these conditions, it is suitable to use
the explicit backward Euler scheme.
7 Numerical experiments
We conclude with some numerical experiments for the convergence of the introduced schemes. In
this work, we are concerned only with the time-discretization, but in order to implement a scheme,
we need to further approximate the required conditional expectations. For this, we use the method of
regression on a basis functions as in [GLW05], [GT14]. Following [GLW05] we work with (Hermite)
polynomials up to a certain degree K. Here, we do not aim at studying the eﬀect of the number K
of basis functions or the number M of diﬀusion paths {Xmi }m=1...Mi=0...N . Rather, we choose K and M
big enough so that a) the variance of the results is small enough, and b) the eﬀect of approximating
the conditional expectation is negligible and so what we measure is indeed the eﬀect on the time-
discretization of the time-step h = T/N .
In all the examples below, we ﬁx terminal time T and want to compute an approximation of
u(t,Xt) = Yt =: Y
true
t . Since in this section we use grids with diﬀerent numbers N of intervals, we
do not omit the superscripts and denote by Y Ni the scheme's approximation of Y
true
ti . When the
explicit solution to the FBSDE is known, we can measure the error of the numerical approximation
by estimating ERR(Y N ) = maxi E
[|Y trueti − Y Ni |2]1/2. When the explicit solution is not known, we
can compute
e(N) := max
i=0,...,N
E
[ ∣∣Y Ni − Y 2N2i ∣∣2 ]1/2. (7.1)
By observing the convergence of e(N) we can measure the convergence rate of the scheme even when
we do not know the true solution. Indeed, assume that for constants c and γ, for any N and any
i = 0, . . . , N we have
E
[ ∣∣Y Ni − Y 2N2i ∣∣2 ]1/2 ≤ cN−γ , then E[ ∣∣Y Ni − Y trueti ∣∣2 ]1/2 ≤ ∞∑
k=0
c(2kN)−γ =
cN−γ
1− (1/2)γ = c
′N−γ ,
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given that the scheme converges.
We computed the approximation processes (Y Ni ) and (Y
2N
i ) using the same sample of Brownian
increments. For each measurement, we launched the scheme 10 times and averaged the results.
Example 1 - numerical approximation for Example 2.8
We consider the motivating FitzHughNagumo PDE and the terminal condition g of Example
2.8 with a = −1, for which f(t, x, y, z) = −y3 + y : a cubic polynomial (without quadratic terms).
To solve the implicit equation (see (4.4)) we can use Cardano's formula to compute the single real
root of the polynomial equation.
We take T = 1 and x0 = 3/2. The solution to the PDE is given by (2.11). We compute the error
for various values of N , and this for the explicit scheme (θ = 0, which converges in that case since
g is bounded see Remark 6.6), the implicit scheme (θ = 1) and the trapezoidal scheme (θ = 1/2,
note that we are under the extra assumptions made in Theorem 4.2-ii).
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Figure 1: (a) Diﬀerences Y N0 −Y true0 for each scheme as functions on the number N of time intervals.
(b) Convergence rates obtained via linear ﬁts on the log-log plots of ERR(Y N ). We used N ∈
{10, 20, 30, 40, 50, 60, 70}, Hermite polynomials up to degree K = 7,M = 2×105 and 10 simulations
for each point.
Scheme Rate via ERR(Y N ) Rate via e(N)
Implicit −0.96141 −1.00460
Explicit −0.99073 −0.98372
Trapezoidal −0.02989 −0.33775
Table 1: Estimated rates (value of slope) for the experiment reported in Figure 1 .
In Figure 1(a) we see that the implicit scheme overshoots the true solution while the explicit
one undershoots it; the trapezoidal scheme performs better in any grid. The convergence rates, as
measured using ERR(Y N ), are presented in Figure 1(b). For the trapezoidal scheme, the error for
any N is very small and the variance of the results is not negligible, hence we are not able to measure
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the convergence rate as accurately. The experimental rate seems to be lower than that of the explicit
and implicit. We note however that the error is already much lower than those in the other schemes.
Both the implicit and explicit schemes are found to converge with rate 1. This does not mean that
the estimates in Theorems 4.2 and 4.3 (or that in the Fundamental Lemma 4.6) are too conservative
in all generality, but is simply due to the particularity of the equation studied. On the one hand, the
estimates of Theorems 4.2 and 4.3 rely on the estimate of Proposition 4.13 (on the local discretization
errors) and so on the regularity of b, σ, f and g. We worked under the minimal assumption (HY0loc)
assuming no diﬀerentiability. Nonetheless, in this example all involved functions are smooth (leading
to a smooth solution u to the PDE) and so this term ends up converging faster (see also Remark
4.14). On the other hand, the estimates of Theorems 4.2 and 4.3 also rely on the estimate of Lemma
4.8 (on the terminal condition error) which again holds under the mere assumption (HX0) for b and
σ. But here (Xt) is the Brownian motion an its approximation (X
N
i ) is exact, instead of being only
of order γ = 1/2 in the case of Euler-Maruyama scheme.
As we could verify in our simulations, the computational time is the same for all the schemes with
θ > 0, as expected. On the other hand, similarly to the case of ODEs and SDEs, the convergence
rate for θ ∈]1/2, 1[ is no better than for θ = 1. However, the latter choice is more stable (compare
with the deﬁnition of RS(H) and Hθi ) while θ = 1/2 provides the smallest error. A more detailed
comparison between the diﬀerent implicit-dominating schemes is left to a forthcoming work.
Finally, while we were able to compute ERR(Y N ) in this example, we also computed e(N). Since
we approximated the solution using polynomials up to degree K, the full (implemented) scheme
computes in fact an approximated process Y N,K . As N → +∞, this does not strictly converge to
Y true but rather to some Y K . The convergence of e(N) therefore better captures the convergence of
Y N,K to its limit, Y K , and therefore yields slightly diﬀerent rates.
Example 2 - unbounded terminal condition
To emphasize the contribution of this work we analyze in more detail the unbounded terminal
condition case for which one needs to take either the implicit scheme or the explicit scheme with
truncated terminal condition. More precisely, we take g(x) = x, together with the driver f(y) = −y3.
For the forward process we take the geometric Brownian motion with b(x) = x/2 and σ(x) = x/2,
started at x0 = 2. We choose T = 1.
Figure 2(a) shows the convergence of e(N) (see (7.1)) for the implicit scheme, while Figure
2(b) shows the same computations for the truncated explicit scheme. The implicit scheme converges
with the rate 1/2, as expected. Concerning the truncated explicit scheme (Figure 2(b)) we observed
through several trials that its behavior is quite sensitive to the truncation level Lh (deﬁned in
subsection 4.2.2) 11. Our asymptotic, theoretical results (see (4.6), (4.7) and Theorem 4.3) suggest
to take for this particular example Lh as
Lh =
1√
3
e−
1
2
6T
(1
h
) 1
4
.
We found however that this seems to be too conservative for practical simulations. To better un-
derstand the impact of truncation, we introduced a multiplying factor α > 0 and truncate at the
level αLh instead of Lh. In Figure 2(b) and Table 2 we sum up our ﬁndings. In Table 2 one sees the
various multiplying factors and the corresponding estimated rates (for the sequence e(N) deﬁned in
(7.1)).
11This echoes the ﬁndings of [CR13].
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(b) Tamed explicit schemes
Figure 2: (a) Convergence of e(N) for the implicit scheme (b) Convergence of e(N) for the tamed
explicit scheme and various values of the multiplying factor. In both cases we used N ∈ {5i : i =
7, · · · , 18}, K = 4, M = 105, and 10 simulations for each point. The results are plotted in log-log
scale.
Mult. factor α 20 50 70 90 115 125 135
Rate 0.179 -0.096 -0.801 -0.896 -0.929 -0.970 -0.955
Table 2: Estimated rate for the truncated explicit scheme at truncation level αLh.
By looking at Figure 2(b) we see that the situation is complex and a separate argumentation
is required for small and big multiplying factors. For α too small (up to 40) the scheme does
not seem to converge. This is due to the fact that a signiﬁcant number of forward paths fall beyond
truncation levels αLN and αL2N . Consequently, the strong convergence property for the forward
approximation does not guarantee that the quantity E[ |TLN (g(XNT )) − TL2N (g(X2NT ))|2]1/2 decays
with the rate 1/2, as is shown in Figure 3. This lack of good convergence at the terminal time then
translates into a deterioration of the convergence rate for the BSDE part of the scheme. Note that
there is no contradiction with what is predicted by Theorem 4.3. Indeed, it is expected that for very
large values of N the asymptotic convergence will begin to take place 12.
For bigger values of α (between 40 and 60) we can ﬁnally observe the transition to the asymptotic
regime happening in our window of N 's.
Finally for larger values of α (60 and above) we mark on Figure 2(b) only the ﬁnite values of
e(N) (deﬁned in (7.1)). This shows in a rather clear fashion that if we do not truncate strongly
enough (for a given value of N) the scheme blows up (the code produces NaN values). One also
observes that the bigger the multiplying factor α the smaller the time-step must be in order to make
sure that e(N) decays appropriately (converges). This depicts very well the scenario described in
our counter-example. We believe that the high convergence rates appearing in Table 2 when α is
big is due to the smoothness of the driver f we chose for example 2 (similar to example 1) and its
12In order to signiﬁcantly increase N we would also need to increase M to levels that are beyond our computational
capabilities.
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Figure 3: Convergence of the error E[ |TLN (g(XNN ))− TL2N (g(X2N2N ))|2]1/2 on the terminal condition,
computed for N ∈ {20i : i = 1, · · · , 10}. Plot in log-log scale with diﬀerent levels of truncation
LN = αLh, done with M = 10
5 and 10 simulations for each point. The estimated slopes are, for the
corresponding multiplicative factors: 0.25, 0.17,−0.12,−0.29,−0.41,−0.50 (reading the legend from
top to bottom).
damping eﬀect on the dynamics of the scheme. We leave an in-depth analysis of this fact for future
research.
A Appendix
A.1 Motivating example
Before we state the main result we recall a result on the behavior of Gaussian random variables
(which we do not prove, but the reader is invited to try, in any case see Lemma 4.1 in [HJK11]).
The notation and probability spaces we work with in this Appendix are as stated in Section 2.
Lemma A.1. Let (Ω,F ,P) be a probability space and let Z : Ω → R be an F/B(R)-measurable
mapping with standard normal distribution. Then for any x ∈ [0,∞) it holds that
P[ |Z| ≥ x ] ≥ 1
4
xe−x
2
.
The statement of Lemma 1.1 follows from the next lemma.
Lemma A.2. Let piN denote the uniform grid of the time interval [0, 1] with N + 1 points and step
size h := 1/N , where N ∈ N. Deﬁne the driver f(y) := −y3 and the terminal condition ξ ∈ Lp(F1)
for any p ≥ 2. Let (Y, Z) be the unique solution to (1.3). Denote by {Y (N)i }i∈{0,··· ,N} the Euler
approximation of (Yt)t∈[0,1] deﬁned via (1.4) over the grid piN .
Assume that N is ﬁxed and that ξ veriﬁes |ξ| ≥ 2√N P-a.s. then
i) for any i ∈ {0, · · · , N} it holds that |Yi| ≥ 22N−i
√
N .
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Assume now that N is an even number (hence t = 1/2 is common to all grids piN ) and denote
by Y
(N)
1
2
the approximation at the time point t = 1/2 (corresponding to i = N/2). Deﬁne ξ as
ξ := W 1
2
∈ Lp(F1) \ L∞(F1) for any p ≥ 1.
ii) For any i ∈ {N2 , · · · , N}, on the set {ω : ξ(ω) ≥ 2
√
N} it holds that |Yi(ω)| ≥ 22N−i
√
N ,
iii) moreover, limN→∞ E[ |Y (N)1
2
| ] = +∞.
Proof. For the given f and ξ the results from Section 2 in [Par99] combined with the a priori
estimates stated in our Section 2 ensure the existence and uniqueness of a solution (Y, Z) ∈ Sp×Hp
to BSDE (1.3) for any p ≥ 2. We now ﬁx N and drop the superscript (N) from Y (N).
Proof of Part i) Without loss of generality assume that ξ = YN ≥ 2
√
N . Then
YN−1 = EN−1[YN − Y 3Nh] = EN−1[YN (1− Y 2Nh)].
Observe that Y 2N ≥ 2N which implies (1− Y 2Nh) ≤ (1− 22) < 0. Hence (since YN > 0 )
YN−1 = Ei[YN (1− Y 2Nh)] ≤ −2
√
N(22 − 1) ≤ −22
√
N.
Next (since YN−1 < 0) Y 2N−1 ≥ 24N which implies 1− Y 2N−1h ≤ (1− 24) < 0. Hence
YN−2 = Ei
[
YN−1(1− Y 2N−1h)
]
= Ei
[
(−YN−1)(Y 2N−1h− 1)
] ≥ 22√N(24 − 1) ≥ 222√N.
Proceeding by induction we can show that
|Yi| ≥ 22N−i
√
N.
Indeed, assume |Yi+1| ≥ 22N−i−1
√
N (in the light of above calculations; the negative case is analo-
gous), then
Yi = Ei
[
YN (1− Y 2Nh)
] ≤ 22N−i−1√N((22N−i−1)2 − 1) ≤ 22N−i√N
and statement i) is proved.
Before proving ii) and iii) we remark that no conditional expectation needs to be computed for
the scheme (1.4) for i ∈ {N/2, · · · , N} because ξ = W 1
2
is Ft-adapted for any t ∈ [1/2, 1]. The
scheme's approximations up to Y
(N)
1
2
can be written as
Y
(N)
N = W 1
2
, Y
(N)
N−1 = ψ
(
W 1
2
)
, Y
(N)
N−2 = ψ
(
ψ
(
W 1
2
))
, · · · , Y (N)N
2
= ψ◦(N/2)
(
W 1
2
)
,
where ψ(x) := x− hx3 and ψ◦(n) denotes the composition of ψ with itself n-times (n ∈ N).
Proof of Part ii) We work on the event that ξ = YN ≥ 2
√
N . We have ﬁrst
YN−1 = EN−1[YN − Y 3Nh] = YN (1− Y 2Nh).
Observe that Y 2N ≥ 22N which implies (1− Y 2Nh) ≤ (1− 22) < 0. Hence (since YN > 0)
YN−1 = YN (1− Y 2Nh) ≤ −2
√
N(22 − 1) ≤ −22
√
N < 0.
Next, since YN−1 < 0, Y 2N−1 ≥ 24N which implies 1− Y 2N−1h ≤ (1− 24) < 0. Hence
YN−2 = YN−1(1− Y 2N−1h) = −YN−1(Y 2N−1h− 1) ≥ 22
√
N(24 − 1) ≥ 222
√
N.
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Proceeding by induction we can easily show that
|Yi| ≥ 22N−i
√
N, i =
N
2
, · · · , N.
Indeed, assume Yi+1 ≥ 22N−i−1
√
N (note that in the light of the above calculations the negative case
is analogous). Then
Yi = Yi+1(1− Y 2i+1h) ≤ 22
N−i−1√
N
(
1− (22N−i−1)2) ≤ −22N−i√N.
Proof of Part iii): It follows easily from Lemma A.1 that
P
[
|W 1
2
| ≥ 2
√
N
]
≥
√
2
2
√
Ne−8N .
Then, using Part i) (to go from the 1st to the 2nd line) and the above remark (on the 3rd line)
we have
lim
N→∞
E[ |Y (N)1
2
| ] = lim
N→∞
E[1{ξ≥2√N}|Y (N)1
2
|+ 1{ξ<2√N}|Y (N)1
2
| ] ≥ lim
N→∞
E[1{ξ≥2√N}|Y (N)1
2
| ]
≥ lim
N→∞
E[1{ξ≥2√N}2
2N−N/2
√
N ]
= lim
N→∞
22
N/2 √
N P[ |W 1
2
| ≥ 2
√
N ] ≥ lim
N→∞
2(2
N/2)
√
2
2
Ne−8N = +∞.
A.2 Basics of Malliavin's calculus
We brieﬂy introduce the main notation of the stochastic calculus of variations also known as
Malliavin's calculus. For more details, we refer the reader to [Nua06], for its application to BSDEs
we refer to [Imk08]. Let S be the space of random variables of the form
ξ = F
(
(
∫ T
0
h1,is dW
1
s )1≤i≤n, · · · , (
∫ T
0
hd,is dW
d
s )1≤i≤n)
)
,
where F ∈ C∞b (Rn×d), h1, · · · , hn ∈ L2([0, T ];Rd), n ∈ N. To simplify notation, assume that all hj
are written as row vectors. For ξ ∈ S, we deﬁne D = (D1, · · · , Dd) : S → L2(Ω× [0, T ])d by
Diθξ =
n∑
j=1
∂F
∂xi,j
(∫ T
0
h1tdWt, . . . ,
∫ T
0
hnt dWt
)
hi,jθ , 0 ≤ θ ≤ T, 1 ≤ i ≤ d,
and for k ∈ N its k-fold iteration by D(k) = (Di1 · · ·Dik)1≤i1,··· ,ik≤d. For k ∈ N, p ≥ 1 let Dk,p be
the closure of S with respect to the norm
‖ξ‖pk,p= E
[
‖ξ‖pLp +
k∑
i=1
‖|D(k)]ξ|‖p
(Hp)i
]
.
D(k) is a closed linear operator on the space Dk,p. Observe that if ξ ∈ D1,2 is Ft-measurable then
Dθξ = 0 for θ ∈ (t, T ]. Further denote Dk∞ = ∩p>1Dk,p.
We also need Malliavin's calculus for Rm valued smooth stochastic processes. For k ∈ N, p ≥ 1,
denote by Lk,p(Rm) the set of Rm-valued progressively measurable processes u = (u1, · · · , um) on
[0, T ]× Ω such that
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i) For Lebesgue-a.a. t ∈ [0, T ], u(t, ·) ∈ (Dk,p)m;
ii) [0, T ] × Ω 3 (t, ω) 7→ D(k)u(t, ω) ∈ (L2([0, T ]1+k))d×n admits a progressively measurable
version;
iii) ‖u‖pk,p= ‖u‖pHp +
∑k
i=1 ‖Diu ‖p(Hp)1+i <∞.
Note that Jensen's inequality gives13 for all p ≥ 2
E
[( ∫ T
0
∫ T
0
|DuXt|2dudt
) p
2
]
≤ T p/2−1
∫ T
0
‖DuX‖pHpdu. (A.1)
We recall a result from [Imk08] concerning the rule for the Malliavin diﬀerentiation of Itô integrals
which is of use in applications of Malliavin's calculus to stochastic analysis.
Theorem A.3 (Theorem 2.3.4 in [Imk08]). Let (Xt)t∈[0,T ] ∈ H2 be an adapted process and deﬁne
Mt :=
∫ t
0 XrdWr for t ∈ [0, T ]. Then, X ∈ L1,2 if and only if Mt ∈ D1,2 for any t ∈ [0, T ].
Moreover, for any 0 ≤ s, t ≤ T we have
DsMt = Xs1{s≤t}(s) + 1{s≤t}(s)
∫ t
s
DsXrdWr. (A.2)
A.3 A particular Gronwall lemma
We state here a discrete Gronwall lemma of some kind, particularly useful for the numerical
analysis of BSDEs, and which we use extensively in this work.
Lemma A.4. Let ai, bi, ci, be such that ai, bi ≥ 0, ci ∈ R for i = 0, 1, . . . , N . Assume that, for
some constant c > 0 and h > 0, we have
ai + bi ≤ (1 + ch)ai+1 + ci, for i = 0, 1, . . . , N − 1. (A.3)
Then the following inequality holds for every i
ai +
N−1∑
j=i
bj ≤ ec(N−i)haN +
N−1∑
j=i
ec(j−i)hcj .
Proof. The estimate is clearly true for i = N − 1 (even for i = N in fact). Then, for any i ≤ N − 2,
if it is true for i+ 1, by multiplying both sides by ech we ﬁnd that
echai+1 + e
ch
N−1∑
j=i+1
bj ≤ ec(N−i)haN +
N−1∑
j=i+1
ec(j−i)hcj
Summing this inequality with (A.3) and noting that
∑N−1
j=i+1 bj ≤ ech
∑N−1
j=i+1 bj due to the positivity
of the bj terms gives the sought estimate for any i.
13The reason behind this last inequality is that within the BSDE framework the usual tools to obtain a priori
estimates yield with much diﬃculty the LHS while with relative ease the RHS.
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