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Resumo
O objetivo neste trabalho é abordar problemas formulados como MINLP (Mixed Integer
Nonlinear Programming). Propomos um método de resolução heurístico baseado em ideias
de métodos do tipo Restauração Inexata combinado com a heurística denominada Feasibility
Pump. Os métodos de Restauração Inexata foram propostos para resolução de problemas
não lineares com variáveis contínuas. As iterações envolvem duas fases, Restauração (fase da
viabilidade) e Otimalidade. A heurística Feasibility Pump foi proposta para obter soluções
factíveis para problemas de otimização com variáveis inteiras, MILPs (Mixed Integer
Linear Programming) e MINLPs. Neste trabalho adaptamos as duas fases dos métodos de
Restauração Inexata ao contexto de problemas com variáveis inteiras, MINLP, buscando
avanços na viabilidade (fase da Restauração) através da heurística Feasibility Pump. Na
fase de otimalidade resolvemos dois subproblemas, no primeiro a condição de integralidade
sobre as variáveis é relaxada e construímos um PNL (Problema de Programação Não
Linear), no segundo as restrições não lineares são relaxadas e construímos um MILP. Um
processo mestre coordena os subproblemas que são resolvidos em cada fase. O desempenho
do algoritmo foi analisado e validado através da resolução de um conjunto clássico de
problemas.
Palavras-chave: MINLP. Restauração Inexata. Feasibility Pump.
Abstract
The aim of this work is to address problems formulated as MINLP (Mixed Integer Nonlinear
Programming). We propose a heuristic resolution method based on Inexact Restoration
methods combined with the Feasibility Pump heuristic. The Inexact Restoration methods
were proposed for solving nonlinear problems with continuous variables. These methods
involve two phases, Restoration (viability phase) and Optimality. The Feasibility Pump
heuristic was proposed to obtain feasible solutions for optimization problems with integer
variables, MILPs (Mixed Integer Linear Programming) and MINLPs. In this work we
adapt the two phases of the Inexact Restoration method in the context of problems with
integer variables, MINLP, seeking advances in feasibility (Restoration phase) through the
Feasibility Pump heuristic. In the optimality phase, two subproblems are solved, in the first
the integrality constraints are relaxed and we construct a NLP (Nonlinear Programming),
in the second the nonlinear constraints are relaxed and we construct a MILP. A master
process coordinates the subproblems to be solved at each stage. The performance of the
final algorithm was analised in a set of classical problems.
Keywords: MINLP. Inexact Restoration. Feasibility Pump.
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Introdução
Modelos matemáticos de problemas reais de diversas áreas geralmente envolvem
a otimização de uma função com variáveis de decisão inteiras e contínuas. As funções que
representam o objetivo e as restrições podem ser lineares (MILP: Mixed Integer Linear
Programming) ou não lineares (MINLP: Mixed Integer Nonlinear Programming).
As variáveis inteiras representam itens que não podem ser fracionados, tais como,
máquinas, equipamentos médicos, padrões de corte, profissionais e/ou máquinas alocados
em tarefas. Em problemas de tomada de decisão, a formulação envolve também variáveis
binárias que assumem valor 0 ou 1 dependendo se uma decisão é ou não concretizada.
O objetivo neste trabalho é abordar problemas formulados como MINLP. Este é
um campo que tem sido cada vez mais estudado pela comunidade científica e recentemente
vem reavivando o interesse em resolver problemas MINLP práticos. Ver por exemplo
LIANG et al., 2012; WASANAPRADIT et al., 2011; YOUNG et al., 2007; YIQING
et al., 2007; DEEP et al., 2009; BOUKOUVALA et al., 2016; BONAMI et al., 2009;
LIBERTI et al., 2011; WESTERLUND; PETTERSSON, 1995b; VISWANATHAN; GROS-
SMANN, 1990; QUESADA; GROSSMANN, 1992; CARDOSO et al., 1997; BONAMI et
al., 2008; SCHLUETER; MUNETOMO, 2013; D’AMBROSIO; LODI, 2013; BERTHOLD;
GLEIXNER, 2010; BERTHOLD, 2013.
Em especial, na área de Engenharia Química, destacamos a produção de
programação de lotes (YUE; YOU, 2013), sistemas de processos químicos (RUIZ-FEMENIA
et al., 2014b; RUIZ-FEMENIA et al., 2014a), síntese de processos (GROSSMANN, 1996;
RAMAN; GROSSMANN, 1993; GROSSMANN; KRAVANJA, 1995), entre outros.
De uma forma geral, problemas MINLP formam uma ampla classe de problemas
desafiadores de otimização, uma vez que combinam as dificuldades da otimização sobre
variáveis inteiras com o tratamento de funções não lineares. Mesmo se restringirmos o
modelo para conter apenas restrições e função objetivo lineares, reduzimos o problema a
um MILP, que é um problema NP-difícil (GAREY; JOHNSON, 2002). Por outro lado,
se restringirmos o modelo para não ter variáveis inteiras, mas permitirmos funções não
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lineares nas restrições e função objetivo, reduzimos o MINLP a um PNL (Problema
de Programação Não Linear) que pode ser um problema de difícil resolução. Combinar
integralidade e não linearidade, pode levar a exemplos de MINLPs onde mesmo determinar
uma solução factível é difícil (JEROSLOW, 1973).
Ainda que sejam de difícil resolução, o recente interesse por problemas modela-
dos como MINLP pode ser explicado pelas seguintes razões:
• a grande melhora no desempenho de métodos para problemas com restrições não
lineares;
• crescente melhora dos métodos para resolução de MILPs;
• o aumento no interesse em aplicações de problemas reais que podem ser modelados
como MINLP;
• a natureza desafiadora dessa classe de problemas.
De fato, muitos problemas práticos podem ser formulados nesta interessante
classe de problemas, como aqueles oriundos de otimização, projetos de redes de distribuição
de água, projetos de sistemas de destilação complexos, otimização de produção industrial,
problemas de corte e empacotamento e logística de transportes, apenas para citar alguns.
Nos últimos 50 anos, pelo menos cinco diferentes métodos foram propostos para
resolver problemas MINLPs convexos, onde a função objetivo e restrições do problema são
funções convexas, até a otimalidade. Dakin (DAKIN, 1965) observou que o método Branch-
and-Bound não requer linearidade e poderia ser aplicado para problemas MINLPs convexos.
No começo dos anos 70, Geo rion (GEOFFRION, 1972) generalizou a decomposição de
Benders para se tornar um método exato para MINLPs convexos. Nos anos 80, Gupta e
Ravidran, (GUPTA; RAVINDRAN, 1985), estudaram aplicações de Branch-and-Bound,
analisando diferentes critérios para a seleção dos nós e das variáveis para serem ramificados.
No mesmo período, Duran e Grossman (DURAN; GROSSMANN, 1986) introduziram o
método de decomposição de aproximação externa, método este que foi aperfeiçoado por
Viswanathan e Grossman (VISWANATHAN; GROSSMANN, 1990) e Fletcher e Ley er
(FLETCHER; LEYFFER, 1994) nos anos 90 e também adaptado para o ambiente de
Branch-and-cut por Quesada e Grossmann (QUESADA; GROSSMANN, 1992). No mesmo
período, um método relacionado a esses dois últimos, chamado de plano de corte estendido,
foi proposto por Westerlund e Pettersson (WESTERLUND; PETTERSSON, 1995a).
A base dos métodos mencionados anteriormente é a resolução de MILPs e
PNLs. Nas últimas décadas, houve grandes avanços na capacidade de resolver estes dois
importantes tipos de subproblemas para os MINLPs convexos. Sugerimos a leitura de
(SCHRIJVER, 1986; NEMHAUSER; WOLSEY, 1988; WOLSEY, 1988) para uma análise
mais aprofundada da teoria de MILPs. Os avanços na teoria de resolução de MILP
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têm levado ao desenvolvimento de softwares, tanto livres quanto comerciais, que são
rotineiramente utilizados para resolução de muitos problemas industriais de grande porte.
Em (BIXBY; ROTHBERG, 2007) é ressaltado que os avanços tecnológicos têm levado à
resolução de MILPs, 300 vezes mais rápido que duas décadas atrás.
Existem pacotes computacionais para MILP, comerciais e robustos, como
CPLEX (IBM, 2009), XPRESS-MP (FAIR ISAAC CORPORATION, 2009) e Gurobi
(GUROBI OPTIMIZATION, 2009). Entre os pacotes computacionais não comerciais
destacamos o MINTO (NEMHAUSER et al., 1994), SCIP (ACHTERBERG, 2009) e vários
softwares abertos, incluindo COIN-OR (LOUGEE-HEIMER et al., 2004).
Nos últimos 40 anos também houve um progresso no desenvolvimento e imple-
mentações bem sucedidas de métodos para PNL. Destacamos (BAZARAA et al., 1993;
NOCEDAL; WRIGHT, 1999) para uma exposição detalhada dessas técnicas. O desenvolvi-
mento teórico levou à implementações bem sucedidas de softwares como SNOPT (GILL et
al., 2002), filterSQP (FLETCHER; LEYFFER, 1998b), CONOPT (DRUD, 1994), IPOPT
(WÄCHTER; BIEGLER, 2006a), LOQO (VANDERBEI, 1999) e KNITRO (BYRD et al.,
2006).
Naturalmente, métodos para solução de MINLPs convexos se beneficiam com os
progressos tecnológicos empregados na resolução de MILPs e PNLs. Entretanto, na esfera
dos MINLPs, os avanços têm sido mais modestos, e a dimensão dos problemas resolvidos
pelos pacotes computacionais para MINLPs convexos é pequena quando comparada aos
PNLs e MILPs.
Os modelos que resultam em MINLPs não convexos são mais expressivos do
ponto de vista da modelagem e são de grande interesse da comunidade de programação
matemática. No entanto, a resolução de tais modelos envolve dificuldades decorrentes da
não convexidade das funções envolvidas e da integralidade das variáveis.
O aspecto mais importante quando estamos trabalhando com estes problemas
é que sua relaxação contínua, subproblema gerado quando relaxamos a condição de
integralidade das variáveis, pode ter (e normalmente tem) ótimos locais, isto é, soluções
que são ótimas em uma parte restrita da região viável, mas que não são ótimas com
respeito a toda região viável. Isso não acontece quando o problema é convexo ou linear.
Atualmente, soluções ótimas de MINLPs, em sua forma mais geral, têm sido
obtidas utilizando métodos Branch-and-Bound espaciais, baseados na construção de
árvores enumerativas cujas ramificações são realizadas nas variáveis inteiras e contínuas,
daí a denominação de “espaciais”, (ADJIMAN et al., 1997; LIBERTI, 2006; SMITH;
PANTELIDES, 1999; TAWARMALANI; SAHINIDIS, 2004), mas, geralmente, a garantia
de solução ótima pode ser obtida apenas para problemas de pequeno porte. Modelos
oriundos de aplicações reais, com centenas ou milhares de variáveis e restrições não
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convexas, representam um desafio difícil para algoritmos Branch-and-Bound espaciais, e
até mesmo encontrar uma solução factível é difícil.
Alguns pacotes computacionais, eficientes na prática e direcionados para
MINLPs convexos (ABHISHEK et al., 2010; BONAMI et al., 2005; BONAMI; LEE,
2009; FLETCHER; LEYFFER, 1994; FLETCHER; LEYFFER, 1998a; LEYFFER, 1999),
podem ser aplicados para MINLPs não convexos, mas eles não oferecem garantia de retorno
de uma boa solução, nem mesmo de uma solução viável.
Alguns métodos heurísticos foram propostos, mas poucos deles podem ser
aplicados para MINLPs não convexos. A grosso modo, heurísticas nos permitem encontrar
soluções viáveis, de boa qualidade, rapidamente. Em geral não temos garantia de sucesso
ou se conseguiremos alguma informação adicional do problema, como um limitante dual
para o valor da função objetivo, que nos permita melhorar a qualidade de uma solução.
Nos últimos anos tem aumentado o interesse da comunidade acadêmica em
heurísticas para MINLP, como em (BERTHOLD, 2012; BERTHOLD; GLEIXNER, 2013;
BERTHOLD et al., 2011a; BERTHOLD et al., 2011b; BONAMI; GONÇALVES, 2012;
D’AMBROSIO et al., 2012; LIBERTI et al., 2009; LIBERTI et al., 2011; NANNICINI;
BELOTTI, 2010; NANNICINI et al., 2008). As ideias da heurística Feasibility Pump
para MILP, apresentado em (FISCHETTI; LODI, 2005), foram estendidas para MINLPs
convexos (BONAMI et al., 2009) e mais recentemente para MINLPs não convexos em
(D’AMBROSIO et al., 2010) e são a base deste trabalho.
Neste trabalho propomos um método heurístico híbrido, baseado em ideias
de Restauração Inexata (MARTÍNEZ, 2001; MARTÍNEZ; PILOTTA, 2000; GOMES-
RUGGIERO et al., 2009) para problemas de otimização não linear contínua combinado
com a heurística Feasibility Pump, (FISCHETTI; LODI, 2005; BONAMI et al., 2009;
D’AMBROSIO et al., 2010) proposta para MILPs e MINLPs.
Denominamos por estratégia híbrida porque envolve duas etapas, uma para
melhorar a viabilidade e outra para melhorar a otimalidade, sendo que em cada etapa
empregamos uma heurística específica. Um processo mestre coordena os subproblemas que
são resolvidos em cada fase.
A estratégia proposta considera que os problemas são convexos, porém rea-
lizamos testes computacionais também com problemas não convexos e obtivemos bons
resultados para os dois casos, isto é, a melhor solução apresentada na literatura foi obtida
e em alguns casos, foi obtida solução ainda melhor.
Iniciamos nosso trabalho com o estudo de MILPs, incluindo métodos para
resolução e a heurística Feasibilitity Pump. Na sequência, estudamos os problemas MINLP
e a heurística Feasibility Pump para MINLP, juntamente com o método de Restauração Ine-
xata para problemas não lineares, estudo este que foi fundamental para o desenvolvimento
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do método RI–MINLP (Restauração Inexata para MINLP) proposto neste trabalho.
O Capítulo 1 apresenta uma pequena introdução sobre Programação Inteira e
sua aplicação em problemas clássicos da literatura. Em seguida, são abordados de forma
resumida os métodos clássicos para resolução de MILPs, Branch-and-Bound e Planos
de Corte (NEMHAUSER; WOLSEY, 1988; WOLSEY, 1988). Apresentamos também o
resumo de alguns dos métodos mais empregados para resolução de problemas MINLPs.
No Capítulo 2 é descrita a heurística Feasibility Pump, que tem por objetivo
a localização de uma solução inicial factível para um problema de programação linear
inteira mista. Esta heurística foi proposta por Fischetti e Lodi em (FISCHETTI; LODI,
2005), abrindo caminho para outras abordagens, tanto para solução de problemas lineares
quanto para não lineares, ambos envolvendo variáveis inteiras, como pode ser visto em
(ACHTERBERG; BERTHOLD, 2007; BERTACCO et al., 2007; BONAMI et al., 2009;
D’AMBROSIO et al., 2010).
No Capítulo 3 apresentamos o método heurístico proposto neste trabalho para
resolução de problemas MINLP. Iniciamos este capítulo com um resumo do método de
Restauração Inexata (MARTÍNEZ; PILOTTA, 2000; GOMES-RUGGIERO et al., 2009),
cujas iterações envolvem duas fases, restauração e otimalidade. Na fase de restauração
apenas o conjunto de restrições é considerado e o objetivo é conseguir uma aproximação
que resulte em uma melhora na viabilidade em relação à aproximação anterior. A partir
da solução obtida na fase da restauração, na fase de otimalidade, constrói–se um modelo
aproximado do problema original, de resolução mais fácil, para o qual obtém–se uma
direção de descida. Finalmente, uma nova aproximação é calculada de modo a obter uma
redução real numa medida ponderada entre a função objetivo e as restrições. Isto é, a
decisão sobre a aceitação da nova aproximação é tomada através de uma função de mérito
adequadamente construída de modo a considerar de forma ponderada a otimalidade e a
viabilidade.
Em seguida, descrevemos o método híbrido que propomos. Este método envolve
duas fases, restauração (Feasibility Pump) e otimalidade (Optimality Pump), incorporando
a heurística Feasibility Pump para MINLP na fase de restauração e resolvendo dois
subproblemas na fase de otimalidade.
No Capítulo 4 estão detalhados os testes computacionais realizados neste
trabalho, juntamente com os resultados obtidos para todos os testes realizados utilizando
a heurística híbrida RI–MINLP. O método foi implementado no MATLAB com uma
interface com o CPLEX (IBM ILOG CPLEX Optimization Studio, 2014) para a resolução
dos subproblemas MILPs presentes no método desenvolvido. Os testes foram realizados
utilizando os problemas da biblioteca MINLPLib - Mixed Integer Nonlinear Problem
Library (BUSSIECK et al., 2013) e obtivemos bons resultados, que comprovam a eficiência
da técnica híbrida proposta neste trabalho.
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Finalmente, no Capítulo 5 apresentamos algumas considerações e análises finais,
e apontamos algumas propostas de trabalhos futuros.
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Capítulo
1 Problemas de Programação
Inteira Mista: lineares (MILPs) e
não lineares (MINLPs)
Alguns modelos matemáticos de problemas reais envolvem variáveis inteiras,
uma vez que representam itens que não podem ser fracionados, tais como, máquinas,
equipamentos médicos, padrões de corte, profissionais e/ou máquinas alocados em tarefas.
Em problemas de tomada de decisão, a formulação envolve também variáveis binárias que
assumem valor 0 ou 1 dependendo se uma decisão é ou não concretizada.
Vários problemas práticos podem ser formulados e resolvidos utilizando pro-
gramação inteira. Entre eles: programação de trens, programação da tripulação aérea e
planejamento de produção, entre outros. Detalhes destes problemas podem ser encontrados
em (WOLSEY, 1988).




s.a Ax • b
x • 0
(1.1)
onde A P Rmˆn, c P Rn, b P Rm e x P Rn.
Adicionando a restrição de integralidade para algumas variáveis, temos um




s.a. Ax • b
x • 0
xj inteiro, @j P I
(1.2)
sendo I o conjunto de índices das variáveis inteiras.




s.a. Ax • b
x • 0 e inteiro.
(1.3)
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s.a. Ax • b
x P t0, 1un.
(1.4)
Alguns problemas clássicos de Programação Binária são: problema de atribuição,
problema da mochila, problema de cobertura, problema do caixeiro viajante, entre outros.
Detalhes destes problemas e de como modelá-los podem ser encontrados em (WOLSEY,
1988; NEMHAUSER; WOLSEY, 1988).
1.1 Métodos para resolução de Problemas de Programação Linear
Inteira Mista (MILPs)
A grande maioria dos métodos utilizados para resolver MILPs baseia-se na
solução de diversos Problemas Lineares (PLs) (NEMHAUSER; WOLSEY, 1988; WOLSEY,
1988), onde relaxamos a condição de integralidade das variáveis passando a considerá-las
como contínuas, transformando em um Problema de Programação Linear, para o qual
há métodos eficientes de resolução, como o método Simplex (NELDER; MEAD, 1965) e
métodos de Pontos Interiores (MEHROTRA, 1992; ADLER et al., 1989; EL-BAKRY et
al., 1996).
Denominamos, neste texto, por PL relaxado ao Problema Linear obtido quando
é relaxada a condição de integralidade do Problema Linear Inteiro. Assim, toda solução
factível do problema MILP é solução factível do PL relaxado. Portanto, se o PL relaxado
tem solução ótima inteira, então essa solução é ótima para o problema original.
Uma ideia básica para resolver o MILP consiste em resolver o PL relaxado e
caso a solução encontrada não seja inteira, modificar o problema de tal forma que esta
solução seja excluída no problema modificado e repetir o processo até que uma solução
inteira, caso exista, seja obtida.
A seguir, é apresentada uma breve descrição de dois dos principais métodos
conhecidos para solução de MILPs: Branch-and-Bound e Planos de Corte.
1.1.1 Branch-and-Bound
O método Branch-and-Bound (NEMHAUSER; WOLSEY, 1988; WOLSEY,
1988) realiza uma enumeração, de forma eficiente, das soluções candidatas à uma solução
ótima de um problema com variáveis inteiras. O termo branch está associado às ramificações
dos subproblemas, que são efetuadas durante o processo, e o termo bound refere-se aos
limitantes inferior e superior para o valor ótimo da função objetivo obtidos ao longo da
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enumeração. Tais limitantes são empregados no processo decisório de quais ramificações
devem ser realizadas. Além disso, esses limitantes são empregados nos testes de poda e
permitem identificar quando uma solução ótima é atingida.
O método é baseado na divisão do problema MILP em subproblemas mais
fáceis de resolver, enumerando algumas soluções inteiras em busca de uma solução ótima.
Sendo assim, a ideia geral é relaxar o problema de programação inteira e dividir o problema
relaxado em vários subproblemas, até encontrar soluções inteiras ou determinar que elas
não existem.
O conjunto das soluções viáveis do PL relaxado contém os pontos viáveis do
MILP. Desta forma, o valor ótimo da função objetivo do PL será menor ou igual ao valor
ótimo do MILP.
Matematicamente, o método consiste em resolver o PL relaxado do problema
original e se uma solução ótima encontrada não for inteira, selecionar uma componente x˚i




s.a Ax • b





s.a Ax • b
xi • rx˚i s
x • 0
onde tx˚i u denota o maior inteiro menor ou igual a x˚i e rx˚i s o menor inteiro maior ou igual
a x˚i .
Quando o subproblema é gerado, a solução ótima do problema anterior deixa
de ser factível, no entanto, caso seja uma solução básica, ela continua satisfazendo as
condições de otimalidade, logo é uma solução dual factível. Espera-se que em poucas
iterações do método dual simplex, o novo subproblema seja resolvido. A estratégia de
adicionar restrições aos subproblemas é repetida, construindo uma árvore enumerativa.
Todos os subproblemas abertos são resolvidos e a divisão de um subproblema é
interrompida quando uma das condições a seguir, chamadas de teste de poda, é satisfeita:
• poda por otimalidade: a solução do subproblema é inteira;
• poda por qualidade: o valor ótimo da função objetivo é maior do que o de uma
solução inteira factível conhecida;
• poda por infactibilidade: o subproblema é infactível.
Durante a execução do método Branch-and-Bound uma lista é criada, onde
armazenamos todos os subproblemas Si que ainda devem ser inspecionados. Sendo assim,
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removemos da lista os subproblemas que vão sendo podados e adicionamos os subproblemas
que são gerados quando um subproblema é dividido. O método é finalizado quando todos
os problemas da lista forem eliminados.
A cada subproblema gerado, um PL é resolvido, o que leva a um alto custo
computacional. Técnicas para reduzir a quantidade de subproblemas gerados são estudadas
e ter conhecimento de uma solução inteira factível pode agilizar a convergência do método.
Na Figura 1, apresentamos o fluxograma do método Branch-and-Bound para
uma análise mais ampla do desenvolvimento do método.
A seguir, temos um pequeno exemplo numérico de um problema de programação
inteira resolvido utilizando o método Branch-and-Bound. Trata-se de um problema de
maximização, portanto a poda por qualidade deve ser alterada, podando um subproblema
Si, sempre que o valor da função objetivo deste problema, zi, for menor ou igual ao melhor
valor conhecido, denotado por z.




max 4x1 ´ x2
s. a. 7x1 ´ 2x2 § 14
x2 § 3
2x1 ´ 2x2 § 3
x P Z2`.
Para obter o primeiro limitante superior, adicionamos as variáveis de folga x3,
x4, x5 e resolvemos o PL relaxado, onde desconsideramos a restrição de integralidade sobre
x1 e x2, utilizando o método Simplex. A representação do problema na base ótima é:
pSq
$’’’’’’&’’’’’’%
max 597 ´ 47x3 ´ 17x4
s. a. x1 ` 17x3 ` 27x4 “ 207
x2 ` x4 “ 3
´27x3 ` 107 x4 ` x5 “ 237
x1, x2, x3, x4, x5 • 0.
Então obtemos o limitante superior z¯ “ 59{7 e a solução não inteira px¯1, x¯2q “
p20{7, 3q. Como ainda não temos nenhuma solução inteira disponível, tomamos como
limitante inferior z “ ´8.
Como temos z § z¯, com base na variável não inteira x1, dividimos o subproblema
S em dois subproblemas,
S1 “ S X tx : x1 § tx¯1uu
S2 “ S X tx : x1 • rx¯1su
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Inicialização:
Problema Inicial S na lista
z¯ “ 8







Resolva o PL Si
Limitante dual zi = valor do PL
xipPLq = solução do PL
Se Si é infactível, poda
por infactibilidade
Se zi • z¯, divisão
interrompida por qualidade
Se xipPLq é inteiro atualize
z¯ “ zi e x˚ “ xipPLq
poda por otimalidade
Adicione dois subproblemas









Figura 1 – Fluxograma do método Branch-and-Bound aplicado a um MILP com função
objetivo de minimização.








Figura 2 – Árvore parcial 1 do método Branch-and-Bound
onde obviamente temos S “ S1YS2 e S1XS2 “ ?. Outro ponto que devemos destacar é que
a solução atual do problema S não satisfaz as restrições de nenhum dos dois subproblemas,
assim garantimos que maxtz¯1, z¯2u † z¯, e o limitante superior será estritamente decrescente.
Sendo assim, temos x¯1 “ 20{7 R Z1 e tomamos S1 “ S X tx : x1 § 2u e
S2 “ S X tx : x1 • 3u. A lista de subproblemas ativos contém S1 e S2. A árvore parcial do
método Branch-and-Bound está representada na Figura 2.
Escolhemos arbitrariamente o subproblema S1. Como apenas adicionamos uma
restrição de limitante superior para a variável x1, a base ótima do problema S continua
dual factível, portanto é natural que utilizemos o método Dual Simplex para otimizar o
novo problema.
Adicionando a variável de folga à nova restrição, temos x1 ` s “ 2, s • 0, que
pode ser reescrita, em termos das variáveis não básicas como:
´17x3 ´ 27x4 ` s “ ´67.
Portanto, as novas equações básicas do PL relaxado são:
pS1q
$’’’’’’’’’&’’’’’’’’’%
max 597 ´ 47x3 ´ 17x4
s. a. x1 ` 17x3 ` 27x4 “ 207
x2 ` x4 “ 3
´27x3 ` 107 x4 ` x5 “ 237
´17x3 ´ 27x4 ` s “ ´67
x1, x2, x3, x4, x5, s • 0.
Observe que o problema acima respeita as condições de otimalidade mas é
infactível. A factibilidade pode ser restaurada pelo método Dual Simplex.













Figura 3 – Árvore parcial 2 do método Branch-and-Bound
Depois de duas iterações, o PL representado na base ótima é dado por
pS1q
$’’’’’’’’’&’’’’’’’’’%
max 152 ´ 12x5 ´ 3s
s. a. x1 ` s “ 2
x2 ´ 12x5 ` s “ 12
x3 ´ x5 ´ 5s “ 1
x4 ` 12x5 ` 6s “ 52
x1, x2, x3, x4, x5, s • 0,
com z¯1 “ 15{2, e px¯11, x¯12q “ p2, 1{2q.
Como o subproblema S1 não pode ser eliminado usando os testes de poda,
utilizamos as mesmas regras anteriores e geramos mais dois subproblemas, S11 “ S1 X tx :
x2 § 0u e S12 “ S1 X tx : x2 • 1u, e adicionamos eles à lista de subproblemas ativos. A
nova árvore parcial é representada na Figura 3.
A lista de subproblemas ativos agora contém os subproblemas S2, S11 e S12.
Escolhemos arbitrariamente o subproblema S2. Novamente, vamos resolver através do
método Dual Simplex. Adicionando a variável de folga à restrição x1 • 3, temos x1´ t “ 3,
t • 0, que reescrita em termos das variáveis não básicas fica
1
7x3 ` 27x4 ` t “ ´17




















Figura 4 – Árvore completa do método Branch-and-Bound
e o problema linear resultante, na base ótima do subproblema S2, é dado por
pS2q
$’’’’’’’’’&’’’’’’’’’%
max 597 ´ 47x3 ´ 17x4
s. a. x1 ` 17x3 ` 27x4 “ 207
x2 ` x4 “ 3
´27x3 ` 107 x4 ` x5 “ 237
1
7x3 ` 27x4 ` t “ ´17
x1, x2, x3, x4, x5, t • 0,
que é um problema infactível, com z¯2 “ ´8. Portanto, o subproblema S2 é podado por
infactibilidade.
A lista de subproblemas ativos contém S11 e S12. Escolhemos arbitrariamente
S12. Otimizando S12 “ S X tx : x1 § 2 e x2 • 1u, obtemos solução ótima x¯12 “ p2, 1q com
valor 7.
Como x¯12 é inteiro, atualizamos então o valor da melhor solução conhecida,
z – maxtz, 7u, e armazenamos a solução p2, 1q correspondente. S12 é então podado por
otimalidade.
Agora resta apenas o subproblema S11 “ S X tx : x1 § 2 e x2 “ 0u, cuja
solução ótima é x¯11 “ p3{2, 0q, com valor ótimo z¯11 “ 6. Como z • z¯11, o subproblema é
podado por qualidade.
Como a lista de subproblemas ativos está vazia, o método Branch-and-Bound
é finalizado. Sendo assim, a solução x “ p2, 1q com valor z “ 7 é ótima.
A árvore Branch-and-Bound completa está representada na Figura 4 e o gráfico
com as regiões factíveis de todos os subproblemas gerados está na Figura 5.
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x1







Figura 5 – Divisão da região factível do problema pelo método Branch-and-Bound.
1.1.2 Planos de Corte
Algoritmos de Planos de Corte (WOLSEY, 1988) consistem em adicionar
restrições válidas ao problema para tentar aproximar a região factível do PL relaxado ao
envoltório convexo (convpXq) da região factível X do MILP.
Esta estratégia é útil uma vez que convpXq é um poliedro onde todos seus
pontos extremos estão em X. Portanto, se temos convpXq, basta resolver o PL onde
convpXq é a região factível e temos a solução do MILP.
Uma desigualdade fix § fi0, para X Ñ Rn é considerada válida para um
determinado problema se fix § fi0 @ x P X.
Exemplo (WOLSEY, 1988): Considere o conjunto
X “ tpx, yq : x § 10y, 0 § x § 14, y P Z1`u.
Reescrevendo a equação x § 10y como x § 6y ` 4y e substituindo y “ 1, menor valor que
a variável inteira pode assumir, na primeira parcela da adição, 6y, temos x § 6` 4y que é
uma desigualdade válida para X. O Conjunto X está representado graficamente, em azul,
na Figura 6. Note que, com a adição da restrição válida x § 6` 4y, obtemos o envoltório
convexo de X.
O método consiste em resolver o PL relaxado e, a partir de uma solução básica
ótima, selecionar uma variável cuja restrição de integralidade foi violada e gerar uma
desigualdade válida de Chvátal-Gomory (WOLSEY, 1988), associada à restrição, para
eliminar a solução ótima do PL relaxado do conjunto factível do novo problema.










x § 6` 4y
10
Figura 6 – Desigualdade válida.
Para obter esta desigualdade, vamos considerar o problema MILP na seguinte




s.a. Ax “ b
x • 0,
xj inteiro @j P I
(1.5)
sendo I o conjunto de índices das variáveis inteiras.








a¯ujxj “ a¯u0, para u “ 1, . . . ,m
x • 0 e inteiro
(1.6)
onde NB é o conjunto de índices das variáveis não básicas, a¯00 é o valor ótimo do PL
relaxado, a¯0j é o custo relativo da variável xj, com a¯0j • 0 para j P NB, A¯ “ B´1A e
a¯:0 “ B´1b, com a¯u0 • 0 para u “ 1, . . . ,m.
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Se x˚ não é inteiro, existe uma linha u com a¯u0 R Z1. O corte de Chvátal-Gomory





Substituindo o valor de xBu, obtido na formulação do problema (1.6), reescrevemos a
desigualdade acima como: ÿ
jPNB
pa¯uj ´ ta¯ujuqxj • a¯u0 ´ ta¯u0u.
Seja fuj “ a¯uj ´ ta¯uju, então 0 § fuj † 1, 0 § fu0 † 1 e portanto,ÿ
jPNB
fujxj • fu0.
Assim, esta desigualdade não é satisfeita por x˚, pois x˚j “ 0 @j P NB.
Adicionamos então esta desigualdade ao problema relaxado e resolvemos o PL
novamente. Se a solução deste novo PL ainda não for factível para o MILP, escolhemos
outra linha para realizar o corte de Chvátal-Gomory e adicionamos ao problema, sempre
mantendo os cortes adicionados nas iterações anteriores. Este processo é repetido até que
a solução ótima do PL relaxado modificado seja factível para o problema inteiro.
Exemplo (WOLSEY, 1988): Considere o seguinte problema de Programação Inteira:$’’’’’’&’’’’’’%
max 4x1 ´ x2
s. a. 7x1 ´ 2x2 § 14
x2 § 3
2x1 ´ 2x2 § 3
x P Z2`.
Adicionando as variáveis de folga x3, x4 e x5, que também devem assumir
valores inteiros, uma vez que todos os coeficientes das restrições também são inteiros, e
resolvendo o PL relaxado resultante, podemos reescrever o problema na base ótima,$’’’’’’&’’’’’’%
max 597 ´ 47x3 ´ 17x4
s. a. x1 ` 17x3 ` 27x4 “ 207
x2 ` x4 “ 3
´27x3 ` 107 x4 ` x5 “ 237
x1, x2, x3, x4, x5 • 0 e inteiros.
A solução ótima do PL é dada por x “ p20{7, 3, 0, 0, 23{7q R Z5`. Então, usamos
a primeira linha, em que a variável básica é fracionária, para gerar o primeiro corte de
Chvátal-Gomory:ÿ
jPNB
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ou seja,
1
7x3 ` 27x4 • 67 ùñ s “ ´67 ` 17x3 ` 27x4 (1.7)
com s, x3 e x4 • 0 e inteiros.
Adicionando esta restrição ao PL e otimizando novamente, obtemos o problema
escrito na nova base ótima dado por$’’’’’’’’’&’’’’’’’’’%
max 152 ´ 12x5 ´ 3s
s. a. x1 ` s “ 2
x2 ´ 12x5 ` s “ 12
x3 ´ x5 ´ 5s “ 1
x4 ` 12x5 ` 6s “ 52
x1, x2, x3, x4, x5, s • 0 e inteiros.
Portanto, a nova solução ótima é dada por x “ p2, 1{2, 1, 5{2, 0q, que ainda não é inteira,
pois a variável x2 e a variável de folga x4 ainda são fracionárias. Adicionamos então, à
segunda linha, onde x2 é básica, o corte de Chvátal-Gomory:ÿ
jPNB











2x5 • 12 ùñ t “ ´12 ` 12x5 (1.8)
com t e x5 • 0 e inteiros.
Otimizando o PL com a nova restrição, obtemos$’’’’’’’’’’’&’’’’’’’’’’’%
max 7´ 3s´ t
s. a. x1 ` s “ 2
x2 ` s´ t “ 1
x3 ´ 5s´ 2t “ 1
x4 ` 6s` t “ 2
x5 ´ t “ 1
x1, x2, x3, x4, x5, s, t • 0 e inteiros.
Agora a solução ótima é inteira, px1, x2q “ p2, 1q, e portanto resolve o problema
original. Para podermos ilustrar a região factível do problema, com a adição dos cortes
de Chvátal-Gomory, vamos reescrever as restrições em termos das variáveis originais do
problema.
Substituíndo o valor de x3 e x4 na desigualdade (1.7) temos,
1
7p14´ 7x1 ` 2x2q ` 27p3´ x2q • 67 ùñ x1 § 2.






Figura 7 – Planos de Corte de Chvátal-Gomory.
Da mesma forma, substituindo os valores de x3 e x4 em (1.8), obtemos
1
2p´2x1 ` 2x2 ` 3q • 12 ùñ x1 ´ x2 § 1.
Os dois cortes de Chvátal-Gomory estão representados, em linhas tracejadas,
juntamente com as restrições originais do problema, na Figura 7. Note que, neste exemplo,
com a adição de apenas dois cortes já obtivemos o envoltório convexo dos pontos inteiros
do problema original.
Vale ressaltar que existem outros métodos exatos para resolução de problemas
de Programação Linear Inteira Mista, em sua grande maioria, derivados desses dois
métodos. Outro ponto importante a se destacar é o uso de heurísticas para a resolução
desse tipo de problema que, geralmente, apresentam soluções de qualidade em um tempo
bem mais reduzido, tornando possível a resolução de problemas MILPs relativamente
maiores, cuja resolução através de métodos exatos seria totalmente inviável do ponto de
vista computacional.
1.2 Métodos para resolução de Problemas de Programação Não
Linear Inteira Mista (MINLP)
Métodos empregados na resolução de MINLPs se dividem em duas grandes
classes (ABHISHEK, 2008):
• métodos determinísticos que, satisfazendo certas condições, encontram uma solução
ótima ou indicam que o problema é infactível. A grande desvantagem dessa classe de
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métodos é o tempo de execução, que geralmente é grande, uma vez que a maioria
dos métodos conhecidos estão baseados na busca exaustiva. Regras são estabelecidas
para limitar a pesquisa e reduzir o número de iterações necessárias para finalizar o
processo de resolução.
• métodos heurísticos que não fornecem a garantia de que um minimizador global
será localizado. Por outro lado, geralmente fornecem boas soluções com tempo de
execução bem reduzido se comparado aos métodos determinísticos. Em particular,
métodos que são empregados para resolver MINLPs convexos podem ser utilizados
em heurísticas para MINLPs não convexos.
Os métodos determinísticos para resolver problemas MINLPs podem ser classi-
ficados em três categorias principais (QUESADA; GROSSMANN, 1992):
• Branch-and-Bound;
• Aproximação Externa;
• Decomposição Generalizada de Benders.
A idéia central do método Branch-and-Bound para problemas MINLP (NABAR;
SCHRAGE, 1990; GUPTA; RAVINDRAN, 1985) é a mesma do método Branch-and-Bound
para MILPs. O método é inicializado com a resolução do PNL obtido ao se relaxar a
condição de integralidade das variáveis inteiras. Se a solução desse problema é inteira,
encontramos um ótimo e o processo é finalizado. Caso contrário, uma árvore enumerativa é
construída onde cada nó desta árvore é obtido ao se relaxar um subconjunto das restrições
de integralidade. As soluções inteiras encontradas fornecem limitantes superiores para uma
solução ótima (considerando que o problema seja de minimização), permitindo podar todos
os nós que excedem esse limitante. Todos os subproblemas gerados devem ser analisados e a
grande desvantagem desse método é que estes subproblemas são PNLs que, diferentemente
do caso linear, a solução não é, em geral, facilmente obtida. Além disso o tamanho desses
problemas pode ser grande, uma vez que são formulados no espaço das variáveis contínuas
e parte no espaço das variáveis inteiras.
O método de Aproximação Externa foi proposto por DURAN; GROSSMANN,
1986. Neste método, resolve-se dois subproblemas, iterativamente, um PNL e um MILP. O
PNL é formulado fixando-se as variáveis inteiras em valores previamente obtidos, através
da resolução do MILP. O MILP é formulado, através da linearização das restrições não
lineares, em torno da última solução obtida na resolução do subproblema PNL. Vale
destacar que o processo de linearização é válido, ou seja, não elimina soluções do problema
original, desde que as funções envolvidas sejam convexas. Desta forma, a cada iteração
são obtidos limitantes superior e inferior para o valor ótimo do MINLP. Considerando
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que o MINLP é de minimização, o limitante superior é fornecido pela resolução do PNL
(caso seja factível) e o limitante inferior é obtido pela resolução do MILP. O processo é
finalizado quando estes limitantes são iguais ou estão suficientemente próximos dentro de
uma tolerância previamente fixada.
A Decomposição Generalizada de Benders também foi formulada inicialmente
para MILPs (BENDERS, 1982) e posteriormente foi adaptada para problemas MINLP
convexos por GEOFFRION, 1972. Trata-se de uma variação do método de Aproximação
Externa, onde o MILP é construído considerando apenas as desigualdades ativas do método
de Aproximação Externa, juntamente com algumas condições adicionais. Os subproblemas
gerados são mais fáceis de resolver, o que diminui o esforço computacional por iteração, por
outro lado, os limitantes inferiores fornecidos pelo método são mais fracos, o que aumenta
o número de iterações necessárias para se obter a convergência do método.
Existem outros métodos que podem ser utilizados para resolução de problemas
MINLPs, em sua grande maioria, variações dos métodos descritos acima. Cada um deles
possui suas vantagens e desvantagens, onde devemos levar em consideração características
próprias dos problemas que serão resolvidos para escolher o método mais eficiente para o
problema específico.
É importante destacar a necessidade de utilização de métodos heurísticos para
a resolução desta difícil classe de problemas. Tais métodos geralmente apresentam um
bom desempenho, detectando de forma predominantemente experimental, soluções para
problemas cujos métodos determinísticos não conseguem resolver em tempo hábil, princi-
palmente pelo alto custo computacional, complexidade e grande número dos subproblemas
a serem resolvidos.
A seguir, descrevemos mais detalhadamente os métodos Branch-and-Bound e
Planos de Corte para solução de problemas MINLP.
1.2.1 Método Branch-and-Bound para MINLP
O método Branch-and-Bound é um dos métodos determinísticos mais emprega-
dos para resolução de problemas MILPs (ABHISHEK, 2008). Em 1965, DAKIN observou
que o esquema poderia ser aplicado também para problemas MINLP e MCBRIDE; YOR-
MARK, 1980 desenvolveram o primeiro método Branch-and-Bound para programação
quadrática 0´ 1, onde os limitantes inferiores são obtidos através da resolução do PNL
obtido ao se relaxar as restrições de integralidade do problema. O método Branch-and-
Bound para resolução de MINLPs convexos foi proposto por GUPTA; RAVINDRAN,
1985, onde também é analisada a relação do tamanho dos problemas com o tempo de
execução do método, propondo estratégias de ramificação e seleção dos subproblemas a
serem resolvidos de modo a melhorar o desempenho do método.
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A seguir, descrevemos o método Branch-and-Bound para resolução de problemas




s.a. gpxq § b
x • 0
xj inteiro @j P I
(1.9)
onde I é o conjunto de índices das variáveis inteiras, f representa uma função objetivo
convexa, g representa o conjunto das restrições convexas. As funções f e g podem ser
lineares ou não lineares.
Analogamente ao caso linear, o método é inicializado com a solução do PNL,
que é a relaxação contínua do problema MINLP. Se a solução encontrada é inteira, essa
solução é ótima e o processo de resolução é finalizado. Caso contrário, construímos uma
árvore enumerativa com base na mudança dos limitantes das variáveis inteiras.
Esses valores são alterados a cada iteração, onde a resolução do subproblema
em cada nó fornece um limitante inferior para os subproblemas gerados à partir dele. Para
a ramificação da árvore é selecionada uma variável inteira xi, que possui valor fracionário, e
criamos dois subproblemas. O primeiro subproblema é construído com a adição da restrição
xi • rx¯is ao problema e, para o segundo subproblema, adicionamos a restrição xi § tx¯iu.
Um limitante superior para o problema é obtido sempre que uma solução inteira factível é
encontrada e o método é finalizado quando todos os nós pendentes são analisados.
O bom desempenho do método Branch-and-Bound está relacionado à exclusão
dos subproblemas, e consequente redução no número de subproblemas gerados. Essa
exclusão é realizada com base nos testes de poda:
• o limitante inferior obtido para o subproblema ultrapassa o limitante superior
armazenado;
• o subproblema é infactível;
• a solução do subproblema é inteira.
1.2.2 Planos de Corte Estendido (PCE)
Conforme descrita em ABHISHEK, 2008, a extensão do método de Planos de
Corte para a resolução de MINLPs convexos, denominado Planos de Corte Estendido
(PCE), foi proposto por WESTERLUND; PETTERSSON, 1995b. Este processo é baseado
no método de Planos de Corte para problemas PNLs convexos, desenvolvido por KELLEY
JR, 1960. Trata-se de um método iterativo, onde um MILP (M–PCE) é resolvido. A cada
iteração, a restrição mais violada numa solução ótima do subproblema é linearizada e
adicionada ao subproblema (M-PCE).
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s.a. fpxkq `ÒfpxkqT px´ xkq § ÷ @k “ 1, ¨ ¨ ¨ , i´ 1
gjpxkq `ÒgjpxkqT px´ xkq § 0 @k “ 1, ¨ ¨ ¨ , i´ 1, j P V k
xj inteiro @j P I, ÷ P R1
(1.10)
onde V i “ tjˆ P argtmaxj“1...mgjpxiquu corresponde ao conjunto de índices das restrições
mais violadas na iteração i.
No processo iterativo do método PCE, os limitantes inferiores obtidos ao se
resolver o subproblema (M–PCE) até a otimalidade geram uma sequência não decrescente.
Quando as violações de todas as restrições estão dentro de uma tolerância pré-determinada,
o processo de resolução é finalizado. Para acelerar a convergência, ao invés de adicionar
ao problema MILP apenas a linearização da restrição mais violada, podemos adicionar
linearizações para todas as restrições que não estão sendo satisfeitas, o que aumenta o
custo computacional por iteração.
Vale ressaltar que o método PCE não depende da resolução de nenhum problema
PNL e apenas uma restrição é adicionada a cada iteração, o que faz com que o número de
iterações necessárias para se obter a convergência seja grande.
Métodos heurísticos para problemas MINLPs, assim como para problemas
MILPs, também são de fundamental importância, tanto na resolução de problemas de
grande porte, que não podem ser resolvidos pelos métodos determinísticos, quanto para
reduzir o tempo de execução de um modo geral. Alguns métodos heurísticos para resolução
de problemas MILPs foram adaptados para MINLPs convexos, como por exemplo, a
heurística Feasibility Pump (BONAMI et al., 2009; BONAMI; GONÇALVES, 2012) e
o RINS (Relaxation Induced Neighborhood Search) (BONAMI; GONÇALVES, 2012).
Destacamos também o método Branch-and-pump (ABHISHEK, 2008), que é baseado na
heurística Feasibility Pump e evita a resolução de subproblemas MILPs adicionando cortes
por aproximação externa ao problema principal.
Algumas heurísticas para MINLPs específicos também foram propostas (FRAN-
GIONI; GENTILE, 2006; GÜNLÜK; LINDEROTH, 2010; RENDL et al., 2010). Em geral,
elas apresentam um desempenho melhor do que heurísticas destinadas à MINLPs gerais,
uma vez que exploram a estrutura dos problemas para agilizar a convergência do método.
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2 Heurística Feasibility Pump
A grande maioria dos métodos utilizados para resolver problemas de progra-
mação inteira, linear ou não linear, são caros computacionalmente e o conhecimento de
uma solução factível é útil tanto para o problema real que se pretende resolver como para
permitir e agilizar a execução de alguns métodos. Por exemplo, no método Branch-and-
Bound, o conhecimento de uma solução factível é essencial para estabelecer limitantes para
o valor ótimo da função objetivo e tais limitantes são essenciais para reduzir o número de
subproblemas a serem resolvidos e consequentemente acelerar a convergência do método.
A heurística Feasibility Pump é proposta no trabalho de Fischetti et al. (FIS-
CHETTI; LODI, 2005), no qual o modelo abordado envolve apenas variáveis binárias, ou
seja, assumem apenas os valores 0 ou 1.
Esta heurística abriu caminho para a heurística dos três estágios, detalhado na
Seção 2.1.1, que mostrou-se eficiente para problemas gerais de programação inteira mista.
Trata-se de um aprimoramento da versão inicial da heurística proposta em (FISCHETTI;
LODI, 2005) e pode ser encontrado em (BERTACCO et al., 2007).
Esta heurística é dividida em três estágios. No primeiro estágio relaxamos as
restrições de integralidade das variáveis inteiras gerais, construindo um problema binário
misto. Num segundo estágio, quando as restrições de integralidade das variáveis binárias
estão satisfeitas, retomamos a condição de integralidade de todas as variáveis. Neste ponto
da heurística normalmente já estamos próximos de uma solução factível para o problema
original. Se o segundo estágio atinge um número máximo de iterações ou fica estagnado, é
acionado o terceiro estágio, no qual utilizamos as informações, obtidas no segundo estágio,
em um estágio enumerativo.
Estas duas versões da heurística Feasibility Pump foram implementadas nesta
pesquisa, em MATLAB, e testadas utilizando problemas da biblioteca MIPLIB - Mixed
Integer Problem Library, (KOCH et al., 2011). Os resultados obtidos são apresentados
na Seção 2.1.2.1. Como os problemas dessa biblioteca encontram-se no formato MPS, foi
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necessário convertê–los para o formato MAT. Para isso, utilizamos a interface READMPS
disponível em (BORCHERS, 2015).
Também neste capítulo, descrevemos a heurística Feasibility Pump para MINLP,
baseada na heurística proposta por FISCHETTI; LODI, 2005, e apresentada por BONAMI
et al., 2009, indicada para localizar uma solução factível de um dado MINLP convexo.
Esta heurística alterna entre resolver problemas de Programação Não Linear
(PNL) e problemas de Programação Linear Inteira Mista (MILP). Nesta heurística, são
construídas duas sequências, onde os pontos na primeira sequência devem satisfazer as
restrições não lineares e os pontos da segunda sequência devem satisfazer as restrições de
integralidade. Para tanto, a região viável é particionada de modo que dois subproblemas
são resolvidos: um subproblema P1 envolvendo as variáveis contínuas com variáveis inteiras
relaxadas, e um subproblema P2 que envolve tanto variáveis inteiras quanto contínuas,
onde minimizamos a distância à solução de P1. Os dois subproblemas são resolvidos de
forma iterativa, gerando as duas sequências. A expectativa é que este processo convirja a
uma solução factível do MINLP original.
Implementamos a heurútica Feasibility Pump para MINLP e uma versão que
adaptamos para melhorar a qualidade da solução encontrada, em termos do valor da
função objetivo, na qual resolvemos mais um PNL, após localizarmos uma solução viável,
fixando os valores das variáveis inteiras, de modo a obter o melhor ponto no hiperplano
desta solução. Os problemas teste foram selecionados da biblioteca MINLPLib - Mixed
Integer Nonlinear Problem Library (BUSSIECK et al., 2013), onde obtivemos resultados
promissores, detalhados na Seção 2.2.5, uma vez que, uma heurística desenvolvida apenas
para localizar um ponto factível, encontrou a melhor solução conhecida na literatura, para
vários problemas.
2.1 Feasibility Pump para MILP





s.a. Ax • b
x • 0
xj inteiro @j P I,
(2.1)
sendo I o conjunto de índices das variáveis inteiras.
Essencialmente, a heurística Feasibility Pump, proposta por Fischetti e Lodi
(FISCHETTI; LODI, 2005), constrói, alternadamente, duas sequências: a sequência tx¯kukPN
de pontos que satisfazem as restrições lineares (relaxando a condição de integralidade) e a
Capítulo 2. Heurística Feasibility Pump 37
sequência txˆkukPN de pontos que satisfazem as restrições de integralidade (e podem não
satisfazer as restrições lineares).
Dado x¯, um ponto que satisfaz o PL (obtido ao se relaxar as restrições de
integralidade do MILP), encontramos o ponto xˆ, que satisfaz a restrição de integralidade,
de modo que cada componente xˆj seja o inteiro mais próximo de x¯j. Assim:
xˆj :“
$&%rx¯js se j P I,x¯j caso contrário, (2.2)
onde rxjs representa o arredondamento para o inteiro mais próximo à xj. Caso a parte
fracionária seja igual a 0.5, o arredondamento é para o maior inteiro menor ou igual a xj.
Outras formas de calcular este arredondamento são estudadas na literatura e a
forma como ele é calculado interfere diretamente no desempenho da heurística, sendo esta
a forma aplicada inicialmente no trabalho de Fischetti et al. (FISCHETTI; LODI, 2005).
Apresentaremos uma abordagem mais detalhada nas próximas seções.
Em seguida, a partir de xˆ, o objetivo é encontrar um novo ponto x¯ que
esteja o mais próximo possível de xˆ, relativamente a uma função distância  px¯, xˆq. Este
processo sugere a heurística Feasibility Pump para localizar uma solução factível para
o Problema de Programação Inteira. A distância  px¯, xˆq pode ser encarada como uma
“diferença de pressão” entre dois pontos parcialmente infactíveis, x¯ e xˆ, que tentamos
reduzir “bombeando” a integralidade de xˆ em x¯, daí a denominação “Pump” da heurística.
Assim são construídas duas trajetórias de pontos que satisfazem a viabilidade
de maneira parcial e complementar. Uma dessas trajetórias satisfaz as restrições lineares e
a outra a integralidade do ponto. Estas duas trajetórias tendem a convergir ao mesmo
ponto, uma solução viável para o MILP (FISCHETTI; LODI, 2005).
A cada iteração da heurística, um problema de programação linear é resolvido,
no qual o objetivo é minimizar a função:
 px, xˆq “ÿ
jPI
|xj ´ xˆj|, (2.3)
e com restrições iguais às do PL obtido ao se relaxar o MINLP (2.1).
Basicamente, é considerada como função objetivo a norma-1 da diferença
entre um ponto que satisfaz as restrições lineares e um ponto que satisfaz a restrição de
integralidade, xˆ, que está fixado. Se existir solução factível com os valores das componentes
j P I iguais aos correspondentes em xˆ, esta solução é obtida e o valor ótimo da função
objetivo   é nulo.
No caso mais geral, no qual as variáveis são canalizadas e as variáveis inteiras
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podem assumir qualquer valor inteiro, a função objetivo linear é dada por,
 px, xˆq “ ÿ
jPI:xˆj“¸j
pxj ´ ¸jq `
ÿ
jPI:xˆj“uj
puj ´ xjq `
ÿ
jPI:¸j†xˆj†uj
px`j ` x´j q, (2.4)
onde uj e ¸j representam os limitantes superior e inferior da variável xj, respectivamente,
e são necessárias as variáveis adicionais x`j e x´j , além das restrições
xj “ xˆj ` x`j ´ x´j , x`j • 0, x´j • 0, @j P I : ¸j † xˆj † uj.
Cada entrada de xˆ se enquadra em um dos três somatórios da expressão (2.4).
As variáveis x`j e x´j representam o valor absoluto da diferença entre xˆj e a solução xj,
quando j P I e ¸j † xˆj † uj. Nesse caso, x`j ° 0 se xj ° xˆj, x´j ° 0 se xj † xˆj e ambas
são nulas se xj “ xˆj, portanto se uma delas é positiva, a outra é nula, indicando se o valor
de xj aumentou ou diminuiu, com relação ao valor de xˆj. Se xˆj assume o valor de um de
seus limitantes, o valor de xj deve, obrigatoriamente, aumentar se xˆj “ ¸j e diminuir se
xˆj “ uj, não sendo necessário, nestes casos, o uso de variáveis e restrições adicionais.
No problema particular, em que as variáveis inteiras são variáveis binárias, a
função objetivo torna-se mais simples






e não é necessária a utilização de variáveis e restrições adicionais, o que facilita a execução
da heurística.
Como a heurística está baseada em minimizar a distância entre o ponto que
satisfaz as restrições lineares e seu arredondamento, é comum que, após o arredondamento,
seja obtido o mesmo vetor xˆ como solução em várias iterações seguidas. Uma forma
de contornar esta ciclagem, proposta em (FISCHETTI; LODI, 2005), é alterar algumas
entradas inteiras do vetor xˆ, quebrando assim o ciclo. O número de entradas que devem
ser alteradas é gerado aleatoriamente. No caso em que há somente variáveis binárias, esta
alteração é simples pois basta trocar variáveis 0 por 1 ou 1 por 0. No caso em que as
variáveis são inteiras gerais é necessário uma estratégia para escolha do novo valor, que
está detalhada na Seção 2.1.1.
Conforme proposto por Fischetti et al. em (FISCHETTI; LODI, 2005), a
heurística Feasibility Pump para a obtenção de uma solução factível para um problema de
Programação Binária Mista (MBP) está descrito no Algoritmo 1.
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ALGORITMO 1 (FISCHETTI; LODI, 2005): FP 0–1 (versão básica)
Entrada:
c (vetor de custos), A (matriz de coeficientes das restrições), Á ° 0 (tolerância),
b (vetor do lado direito), MaxIt (número máximo de iterações),
I (conjunto de índices das variáveis inteiras), T (parâmetro de ciclagem)
Inicialização:
Sucesso – Verdadeiro, k – 0.
x¯k – solução do PL, xˆk – rx¯ks
Enquanto }x¯kpIq ´ xˆkpIq}1 ° Á e k †MaxIt
k – k ` 1
x¯k “ argmint px, xˆk´1q : Ax • bu
Se D j P I : rxˆjs ‰ xˆj
xˆk – rx¯ks
Caso contrário
troque TT “ randpT {2, 3T {2q entradas xˆj com j P I
com os maiores |x¯j ´ xˆj|




Exemplo: Considere o seguinte problema de Programação Inteira:$’’’’’’&’’’’’’%
min ´10x1 ` x2
s. a. 7x1 ´ 2x2 § 13
x1 ` 4x2 § 12
5x1 ´ 4x2 § 8
x P Z2`.
(2.5)
Inicializamos a heurística Feasibility Pump com a resolução do PL relaxado,
dado por: $’’’’’’&’’’’’’%
min ´10x1 ` x2
s. a. 7x1 ´ 2x2 § 13
x1 ` 4x2 § 12
5x1 ´ 4x2 § 8
x1, x2 • 0.
Resolvendo o PL, obtemos uma solução ótima, dada por x¯0 “ p2.53, 2.37q
que satisfaz as restrições lineares mas não satisfaz integralidade. Calculamos então xˆ0
utilizando a expressão (2.2) e obtemos xˆ0 “ p3, 2q, que satisfaz integralidade, mas viola as
restrições lineares.
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Devemos então resolver o PL que localiza o ponto mais próximo de xˆ0, na
norma-1, que satisfaz as restrições lineares. Como as variáveis são canalizadas inferiormente
e as duas componentes de xˆ0 são diferentes de seus limitantes, a função objetivo é dada
pela expressão (2.4), sendo necessário a adição das variáveis: x`1 , x´1 , x`2 e x´2 .
O PL que devemos resolver para encontrar x¯1 é dado por:$’’’’’’’’’’’&’’’’’’’’’’’%
min x`1 ` x´1 ` x`2 ` x´2
s. a. 7x1 ´ 2x2 § 13
x1 ` 4x2 § 12
5x1 ´ 4x2 § 8
x1 ´ x`1 ` x´1 “ 3










Resolvendo o PL, encontramos uma solução ótima dada por x¯1 “ p2.43, 2q.
Calculamos então xˆ1 “ p2, 2q, que satisfaz as restrições de integralidade e também satisfaz
as restrições lineares, portanto é um ponto factível para o problema (2.5).
Na Figura 8 apresentamos a ilustração da resolução do problema (2.5) através











Figura 8 – Exemplo da heurística Feasibility Pump.
Podemos observar que a heurística consiste em resolver um PL com função
objetivo  , calcular o arredondamento da solução encontrada, xˆ, e resolver o PL atualizado
com o novo xˆ. A heurística termina quando a solução arredondada coincide com a solução
obtida, isto é,  px, xˆq “ 0.
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No trabalho proposto por BERTACCO et al., 2007, são apresentadas algumas
estratégias de modo a melhorar o desempenho da heurística Feasibility Pump quando
aplicada a problemas que envolvem variáveis binárias e também inteiras. Essencialmente,
são adotadas três estratégias:
• dividir a execução da heurística em três estágios, para permitir um tratamento inicial
das variáveis binárias;
• utilizar um arredondamento aleatório;
• aplicar um processo de reinicialização em caso de ciclagem.
Cada um dos procedimentos realizados para aperfeiçoamento da heurística
estão detalhados a seguir.
2.1.1 Heurística dos três estágios
Em geral, MILPs envolvem variáveis binárias e variáveis inteiras gerais. A
heurística dos três estágios, proposta em (BERTACCO et al., 2007), consiste em primei-
ramente abordar o problema como um problema de programação binária mista antes de
considerar as variáveis inteiras gerais; no segundo estágio retoma a integralidade de todas as
variáveis e finalmente, no terceiro estágio, aciona um estágio enumerativo, caso tenha atin-
gido um limite de iterações pré–estabelecido. A seguir, descrevemos cada um destes estágios.
Estágio 1 - estágio binário: consiste em relaxar as restrições de integralidade das
variáveis inteiras gerais, tratando-as como variáveis contínuas. O problema resultante
é Inteiro Binário Misto. Esta tática apresenta bons resultados, uma vez que, em geral,
quando há convergência nas variáveis binárias, as demais variáveis estão próximas de ser
inteiras, evitando a adição de variáveis e restrições ao problema. Neste estágio, é aplicado
o processo de reinicialização caso um ciclo seja detectado.
O Estágio 1 é finalizado quando:
• uma solução factível com relação às variáveis binárias é detectada;
• o valor da função  px, xˆq, dada em (2.3) ou (2.4), não decresce nas últimas q iterações,
onde q é estabelecido no início do processo;
• atinge um número máximo de iterações.
Estágio 2 - retoma o problema original: neste estágio as restrições de integralidade
das demais variáveis são retomadas e espera-se que haja convergência em poucas iterações.
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Caso isso não ocorra, a heurística Feasibility Pump é abandonada e inicia-se o Estágio 3
utilizando as informações obtidas neste estágio.
O Estágio 2 é encerrado quando:
• o valor de  px, xˆq não decresce nas últimas q iterações, onde o parâmetro q é o
mesmo utilizado no Estágio 1;
• atinge um número máximo de iterações.
Estágio 3 - estágio enumerativo: Neste estágio é utilizado algum método exato conhe-
cido para solução de problemas inteiros para tentar localizar uma solução ao problema
inteiro original. A convergência neste caso para um ponto inicial factível para o MILP
original é usualmente rápida, uma vez que, com a execução da heurística Feasibility Pump,
normalmente, uma solução factível para o problema original está próxima.
Tanto no Estágio 1 quanto no Estágio 2, é preciso incluir procedimentos para
realizar o arredondamento e também para detectar e evitar a ocorrência de ciclagem.
Como já mencionado anteriormente a ciclagem pode ocorrer ao arredondarmos
os valores das componentes que deveriam ser inteiras ou binárias, após a resolução do PL
com função objetivo  px, xˆq. Identificamos dois tipos diferentes de ciclagem:
• ciclagem entre vetores de duas iterações sucessivas: xˆk´1 “ xˆk;
• ciclagem em uma sequência de iterações, que ocorre se: uma mesma solução, já obtida
em uma iteração j, é repetida em uma iteração k, ou se  px¯, xˆq não decresce pelo
menos 10% de seu valor nas q últimas iterações. Ou seja, armazenamos os valores
de  px¯, xˆq para as últimas q iterações e, a partir da iteração q ` 1, verificamos se o
decréscimo na iteração k foi de pelo menos 10% com relação à iteração k ´ q.
Considerando então o arredondamento das variáveis: vimos anteriormente que,
para problemas inteiros binários, arredondamos a variável binária para o inteiro mais
próximo e, na ocorrência de ciclagem basta realizar um “flip” em um número gerado
aleatoriamente de componentes.
Para MILPs gerais, o arredondamento, tanto no Estágio 1 quanto no Estágio 2,
é realizado da seguinte forma:
rxjs “ txj ` · u
·pÊq “
$&%2Êp1´ Êq se Ê § 1{2,1´ 2Êp1´ Êq se Ê ° 1{2,
(2.6)
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onde Ê é um número gerado aleatoriamente no intervalo r0, 1s e txju representa o maior
inteiro menor ou igual a xj .
Por exemplo, xj “ 6.4 arredondado para o inteiro mais próximo seria r6.4s “ 6.
Neste novo processo, caso Ê “ 0.3 teríamos ·pÊq “ 0.42 e então r6.4s “ t6.4 ` 0.42u “
t6.82u “ 6. Porém, se Ê “ 0.8, ·pÊq “ 0.68 e r6.4s “ t6.4` 0.68u “ t7.08u “ 7.
Esse arredondamento aleatório diminui consideravelmente os casos de ciclagem
do primeiro tipo. Se ainda assim observarmos este tipo de ciclagem, realizamos o “flip”
no Estágio 1 da mesma forma como está detalhado no Algoritmo 1. No Estágio 2 a
diferença está no valor escolhido para as variáveis que serão alteradas. Quando aplicamos
o arredondamento aleatório, a variável x¯j pode ser arredondada tanto para um valor maior
quanto para um menor, independentemente do valor de sua parte fracionária. Sendo assim,
o “flip” é feito nessa escolha, ou seja:
xˆj “
$&%xˆj ` 1 se xˆj † x¯jxˆj ´ 1 se xˆj ° x¯j (2.7)
e a escolha das variáveis que serão alteradas é análoga à do Estágio 1.
Já o segundo caso de ciclagem que leva à estagnação, é testado apenas no
Estágio 1. Caso ocorra é aplicado um processo de reinicialização.
Esse processo de reinicialização consiste em realizar “flips” em um número
aleatório de entradas binárias. A principal diferença desse processo para o que é executado
no primeiro caso de ciclagem é que aqui qualquer variável binária pode ser sorteada para
ser alterada e no outro processo alteramos apenas as variáveis que tiveram os valores
arredondados.
Na Figura 9 apresentamos um fluxograma da heurística Feasibility Pump,
possibilitando uma visão mais abrangente do desenvolvimento da heurística.
A heurística Feasibility Pump com a estratégia dos três estágios está apresentada
no Algoritmo 2. Basicamente relaxa-se a condição de integralidade das variáveis inteiras
gerais e aplica-se o Algoritmo 1 até encontrar um ponto viável com relação às variáveis
binárias ou, em caso de estagnação, até atingir o limite máximo de iterações. Retoma-se
então a restrição de integralidade das demais variáveis e aplica-se o Estágio 2 até encontrar
um ponto viável, atingir o limite de iterações ou se não houver avanço no valor da função
objetivo. Se um ponto viável não for encontrado, inicia-se o processo enumerativo.






































Em caso de ciclagem




















Figura 9 – Fluxograma do Algoritmo 2.
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ALGORITMO 2: FP para MILPs gerais - heurística dos três estágios
Entrada:
c (vetor de custos), A (matriz de coeficientes das restrições), Á ° 0 (tolerância),
b (vetor do lado direito), MaxIt1 (número máximo de iterações para o Estágio 1),
MaxIt2 (número máximo de iterações para o Estágio 2), Ib (conjunto de índices
das variáveis binárias), I (conjunto de índices das variáveis inteiras), q (parâmetro)
Inicialização:
Sucesso – Verdadeiro, E1 – Continue, E2 – Continue
k1 – 0, k2 – 0, x¯k – solução do PL relaxado, xˆk – rx¯ks
(Estágio 1)
Enquanto k1 †MaxIt1 e E1 = Continue
k1 – k1 ` 1
aplique o Algoritmo 1, com vetor de índices Ib e arredondamento (2.6)
Se }x¯k1pIbq ´ xˆk1pIbq} † Á ou  px, xˆq não decresceu nas últimas q iterações
E1 – Pare
Se xˆk1 “ xˆk, k † k1, ou  px, xˆq não decresceu 10% nas últimas q iterações
aplique o processo de reinicialização
(Estágio 2)
Enquanto }x¯k2pIq ´ xˆk2pIq} ° Á, k2 †MaxIt2 e E2 = Continue
k2 – k2 ` 1
x¯k2 “ argmint px, xˆk2´1q : Ax • bu
Se D j P I : rxˆjs ‰ xˆj
xˆk – rx¯ks
Caso contrário
aplique o “flip” como indicado em (2.7)
Se  px, xˆq não decresceu nas últimas q iterações
E2 – Pare
(Estágio 3)
Se k2 “ MaxIt2 ou E2 = Pare
aplique um processo enumerativo iniciando de xk2 e com função objetivo  





Para os experimentos, foi utilizado um MacBook Pro com processador de
2.4 GHz Intel Core i5 e memória de 8GB 1600 MHz DDR3. Foram implementadas no
MATLAB, versão R2016a, as duas versões da heurística Feasibility Pump apresentadas
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na Seção 2.1. Os problemas utilizados para testar estas heurísticas foram retirados da
biblioteca MIPLIB(KOCH et al., 2011). Estes problemas encontram-se no formato MPS e
tiveram que ser convertidos para utilizarmos no MATLAB. Para isso, optamos por utilizar
uma função programada em BORCHERS, 2015 para realizar esta conversão para uma
struct do MATLAB, matrizes com campos nomeados que podem conter dados de diversos
tipos e tamanhos. Foi necessário ainda, escrever uma função para extrair os dados desta
struct e salvar em um arquivo MAT para então podermos utilizá-los em nossos códigos no
MATLAB.
A heurística Feasibility Pump para resolver problemas binários foi programada,
basicamente, seguindo o Algoritmo 1. Utilizamos precisão de 10´6 e um número máximo de
iterações igual a 100. Nesta implementação resolvemos um PL a cada iteração utilizando
a rotina linprog do MATLAB, que tem o método “interior-point-legacy” como padrão de
resolução, que é um método de pontos interiores primal dual baseado no método LIPSOL
(ZHANG, 1998), uma variante do método preditor corretor de Mehrotra (MEHROTRA,
1992).
A heurística Feasibility Pump, para resolver problemas MILPs gerais, conforme
indicado em BERTACCO et al., 2007, também foi programada, onde fizemos as adaptações
indicadas na Seção 2.1.1:
• dividimos a heurística em três estágios;
• utilizamos o arredondamento aleatório;
• programamos o processo de reinicialização em caso de ciclagem;
• utilizamos a rotina IP (TAWFIK, 2005), baseada no método Branch-and-Bound, na
fase enumerativa.
Na implementação, utilizamos a precisão de 10´8, e colocamos um máximo de 10000
iterações no Estágio 1 e 2000 iterações no Estágio 2. Na fase enumerativa utilizamos
uma rotina desenvolvida por TAWFIK, 2005, proposta para resolver um problema MILP
através do método Branch-and-Bound e o algoritmo está disponível no link MathWorks
para ser executado no ambiente MATLAB.
A versão geral, MILP com variáveis inteiras gerais e binárias, envolve alguns
detalhes que exigem maior cuidado na manipulação dos dados e decisões algorítmicas.
Com relação à manipulação dos dados destacamos: a necessidade de modificar
a matriz de restrições e vetor de custos, no Estágio 2, ao adicionar as novas variáveis ao
problema e o processo de reinicialização no Estágio 1.
As decisões algorítmicas envolvem: os critérios de mudança de estágio e a
decisão de uma boa rotina para solução exata de MILPs para adicionar ao Estágio 3 e
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heurística para evitar ciclagem, ou como realizar a alteração nas variáveis inteiras para
evitar ciclagem.
Como critério de mudança de estágio utilizamos os mesmos parâmetros sugeridos
em BERTACCO et al., 2007:
• Estágio 1: precisão de 10´8 para as variáveis binárias, limite de 10000 iterações e
decréscimo de pelo menos 10% da função objetivo   em 70 iterações;
• Estágio 2: precisão de 10´8 para todas as variáveis inteiras, limite de 2000 iterações
e decréscimo de pelo menos 10% da função objetivo   em 600 iterações.
Para evitar a ciclagem, no Estágio 1 utilizamos a estratégia presente no Algo-
ritmo 1 e programamos um processo de reinicialização. Para o Estágio 2 utilizamos apenas
a estratégia do Algoritmo 1.
2.1.2.1 Resultados
A Tabela 1 apresenta os resultados obtidos pelo Algoritmo 1 na execução de
quatro problemas teste: a1c1s1, air04, danoint, dfn–gwin–UUM. Todos esses problemas
são MILPs com variáveis inteiras apenas binárias e foram selecionados por apresentarem
os resultados mais significativos para análise da heurística como um todo.
Dado que a implementação emprega parâmetros aleatórios, cada problema foi
resolvido 20 vezes e a Tabela 1 apresenta a média aritmética dos números de iterações.
Observamos que a heurística é bastante sensível em relação ao número de
componentes j que são alteradas, “flip”, em caso de ciclagem, variando inclusive com o
problema que está sendo testado. Para testar melhor essa sensibilidade, utilizamos duas
estratégias diferentes (V1 e V2), para decidir se uma variável tem ou não seu valor alterado
e cada problema foi testado 20 vezes para cada uma delas.
Geramos o número TT como descrito no Algoritmo 1 e dentre as TT variáveis
com maiores valores |xj ´ rxjs| alteramos:
• V1: todas as TT variáveis;
• V2: aquelas com |xj ´ rxjs| ° –, onde – P p0, 1q também é gerado aleatoriamente.
Na Tabela 1 apresentamos os dados de cada um dos problemas e a média
aritmética do número de iterações realizadas em cada versão V1 e V2. Observamos a partir
desta tabela que os melhores resultados foram obtidos com a versão 2, V2, para o problema
air04 e com a versão 1, V1, para os demais problemas. A Tabela 2 apresenta o número de
iterações para os testes com maiores variações em relação à média apresentada na Tabela
1.
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Tabela 1 – Testes realizados com o Algoritmo 1.
Problema Restrições Variáveis Iteraçõescontínuas binárias V1 V2
a1c1s1 3312 3456 192 13 –
air04 823 0 8904 75 10
danoint 664 465 56 42 –
dfn–gwin–UUM 158 848 90 7 32
Tabela 2 – Problemas que apresentaram maior variação no número de iterações.
Resolução danoint (V1) dfn–gwin–UUM (V2) air04 (V1)
1 11 32 100
2 93 42 16
3 12 26 14
4 33 45 100
5 59 27 100
6 20 64 100
7 53 38 79
8 100 19 100
9 13 26 100
10 57 28 49
11 38 36 100
12 39 14 93
13 19 22 40
14 100 29 91
15 80 23 100
16 39 35 82
17 9 46 72
18 60 44 28
19 88 31 30
20 43 20 100
Para cada problema, observamos o seguinte comportamento da heurística:
• a1c1s1 : convergência é obtida apenas se todas as TT variáveis em questão forem
alteradas. Nesse caso não há alteração significativa no número de iterações, variando
entre 12 e 16 iterações;
• air04 : converge em todos os testes para a segunda estratégia utilizada, com número
de iterações variando entre 8 e 11 iterações, apesar de convergir com 6 iterações em
um teste e com 20 iterações em outro. Utilizando a primeira estratégia obtivemos
convergência para 55% dos testes, com número de iterações bem variados. Para esta
versão todos os testes estão detalhados na Tabela 2.
• danoint: convergência foi obtida apenas utilizando a primeira estratégia. Este pro-
blema é bastante sensível ao parâmetro TT , variando entre 9 e 93 iterações e atingindo
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o limite de 100 iterações em dois testes. Os resultados obtidos para os 20 testes são
apresentados na Tabela 2, para ilustrar essa sensibilidade.
• dfn–gwin–UUM : converge para ambas as estratégias analisadas, embora a convergên-
cia seja mais rápida quando todas as TT variáveis são alteradas, convergindo com 6
ou 8 iterações. Já com a segunda estratégia, o número de iterações varia entre 14 e
64 iterações, sendo bastante sensível aos valores gerados. Os resultados obtidos para
os 20 testes são apresentados na Tabela 2, para ilustrar essa sensibilidade.
Para o Algoritmo 2, também apresentamos, na Tabela 3, quatro problemas teste:
50v–10, dfn–gwin–UUM, noswot, rococoB10–011000. Estes quatro problemas possuem
variáveis contínuas e inteiras, sendo que apenas no problema dfn–gwin–UUM as variáveis
inteiras são todas binárias. Este problema coincide com o que testamos o Algoritmo 1,
justamente para verificar se este algoritmo tem bom desempenho para problemas contendo
apenas variáveis binárias.
Neste caso também temos uma média do número de iterações para 20 testes,
separando o Estágio 1 do Estágio 2. Para o estágio binário utilizamos a primeira versão do
Algoritmo 1, para conter a ciclagem, juntamente com o processo de reinicialização. Neste
algoritmo não obtivemos tantas variações no número de iterações como as observadas no
Algoritmo 1.
Obtivemos uma rápida convergência para os quatro problemas, não havendo
a necessidade do estágio enumerativo em nenhum deles. O problema 50v–10, apesar
de possuir 1464 variáveis binárias, passou para o Estágio 2 com apenas uma iteração
do Estágio 1, sendo necessárias mais 7 iterações do Estágio 2 para localizar um ponto
factível para o problema. Como esperado, os resultados para o problema dfn-gwin-UUM
coincidiram com os obtidos no Algoritmo 1, não sendo necessário a execução do Estágio 2.
O problema noswot também convergiu rapidamente, com apenas 2 iterações do Estágio 1
e uma iteração do Estágio 2. Finalmente, no problema rococoB10–011000, o algoritmo
conseguiu localizar uma solução factível já no estágio binário, ilustrando que a técnica
de trabalhar primeiro com as variáveis binárias surte efeito, evitando o uso de variáveis e
restrições adicionais.
Tabela 3 – Testes realizados com o Algoritmo 2.
Problema Restrições Variáveis Iteraçõescontínuas inteiras binárias Estágio 1 Estágio 2
50v–10 233 366 183 1464 1 7
dfn-gwin-UUM 158 848 0 90 7 0
noswot 182 28 25 75 2 1
rococoB10–011000 1667 0 136 4320 4 0
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2.2 Feasibility Pump para MINLPs
Problemas MINLPs são de difícil resolução. Em alguns casos, a obtenção de
uma solução viável é de grande importância, não só pela possibilidade de emprego desta
solução para fins práticos, como para a inicialização de alguns métodos. Por exemplo,
no método Branch-and-Bound, o conhecimento de uma solução factível é essencial para
estabelecer limitantes para o valor ótimo da função objetivo e para reduzir o número de
subproblemas a serem resolvidos e consequentemente acelerar a convergência do método.
Essa classe de problemas possui dois pontos específicos de grande dificuldade: as
restrições não lineares e as restrições de integralidade. A heurística Feasibility Pump busca
particionar a região factível de modo a podermos abordar estas restrições separadamente,
resolvendo dois subproblemas de resolução mais simples.
A heurística Feasibility Pump para problemas MINLP, proposta por BONAMI
et al., 2009, é um processo heurístico para localizar uma solução factível para um MINLP
convexo, baseada na heurística Feasibility Pump para o caso linear. Esta heurística é
apresentada em duas versões: básica e aprimorada, onde nesta última foi provado que não
ocorre ciclagem, tendo garantia de convergência se as variáveis inteiras forem limitadas.




s.a. gpxq § b
x • 0
xj inteiro @j P I
(2.8)
onde I é o conjunto de índices das variáveis inteiras, f representa uma função objetivo
convexa, g representa o conjunto das restrições convexas. As funções f e g podem ser
lineares ou não lineares.
Assim como no caso linear, são construídas duas sequências de soluções, onde os
pontos da primeira sequência devem satisfazer as restrições de integralidade e os pontos da
segunda sequência devem satisfazer as restrições não lineares e, a cada iteração, a distância
entre os pontos das duas sequências é minimizada, com a esperança que convirjam para a
mesma solução.
Sendo assim, a cada iteração são resolvidos dois subproblemas: um subproblema
P1 que é um MILP e envolve tanto variáveis inteiras quanto contínuas, e um subproblema
P2 que é um PNL e envolve somente variáveis contínuas com as variáveis inteiras relaxadas.
Estes subproblemas estão detalhados na Seção 2.2.1.
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2.2.1 Subproblema P1 (MILP) – versão básica
Para construir o subproblema P1 as restrições não lineares são relaxadas e
em seu lugar, considera-se um modelo linear construído em torno da solução atual. As
restrições de integralidade são mantidas, construindo assim um MILP.
Considerando que as restrições não lineares são convexas, e x¯ é a solução do
subproblema P2, temos que as desigualdades
gjpx¯q `Ògjpx¯qT px´ x¯q § bj, j “ 1, . . . ,m (2.9)
são desigualdades válidas para o problema MINLP (WOLSEY, 1988), portanto não
eliminam nenhum ponto da região factível. Para as restrições lineares, obviamente as
desigualdades lineares obtidas em torno de x¯, coincidem com as desigualdades lineares
correspondentes em (2.8).
Assim, minimizando a distância à solução do subproblema P2, x¯i´1, na norma-1
para manter o problema linear, e considerando nesse cálculo apenas as variáveis do conjunto
I, sujeito às restrições (2.9), temos o subproblema P1 na versão básica:
pP1q
$’&’%
min }xpIq ´ x¯i´1pIq}1
s.a gpx¯kq ` Jgpx¯kqpx´ x¯kq § b, @k “ 1, . . . , i´ 1
xj inteiro , @j P I
(2.10)
onde Jg representa a matriz Jacobiana das restrições g.
Observe que, a cada iteração, m restrições válidas são adicionadas e como não
eliminam nenhum ponto factível, se P1 é infactível, então o problema MINLP original
também é.
Conforme destacado por BONAMI et al., 2009, a heurística Feasibility Pump
para MINLP utilizando este subproblema P1 tem garantia de convergência se a solução
encontrada satisfizer a condição de qualificação de independência linear, caso contrário,
pode ocorrer ciclagem, e isto foi observado em alguns dos problemas testes que realizamos.
2.2.2 Subproblema P2 (PNL)
Para construir o subproblema P2, as restrições de integralidade são relaxadas e
minimiza–se a distância, na norma–2, em relação à última solução obtida pelo subproblema
P1, construindo assim um PNL. No cálculo desta norma, também são consideradas
apenas as variáveis que pertencem ao conjunto I. Como aproximação inicial da heurística,
considera-se a solução do PNL relaxado, onde a função objetivo e as restrições do problema
MINLP original são mantidas e apenas as restrições de integralidade são relaxadas.
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Portanto, o subproblema P2 pode ser escrito como:
pP2q
$’&’%
min }xpIq ´ xˆipIq}2
s.a gpxq § b
x P Rn.
(2.11)
Observe que, uma solução com valor de função objetivo nula, indica que uma
solução factível para o problema MINLP foi encontrada, uma vez que as restrições não
lineares estão sendo satisfeitas e as variáveis pertencentes ao conjunto I são iguais às da
solução de P1 e portanto são inteiras.
2.2.3 Subproblema P1 – versão aprimorada
A versão aprimorada da heurística Feasibility Pump para MINLP (BONAMI et
al., 2009), cujo objetivo é evitar a ciclagem da heurística, difere da versão básica apenas
pela adição de uma restrição, a cada iteração, ao subproblema P1, utilizando o mesmo P2.
A adição desta restrição é baseada no Teorema 2.1, que é o Teorema do Princípio Mínimo
apresentado em MANGASARIAN, 1994, onde encontra-se também a correspondente
demonstração.
Teorema 2.1. Seja ◊ uma função definida em algum conjunto aberto em Rn contendo o
conjunto convexo ≈ , e seja x¯ P ≈ com ◊ diferenciável em x¯. Então
◊px¯q “ min ◊pxq ñ Ò◊px¯qT px´ x¯q • 0 @x P ≈.
Dem.: Ver capítulo 9, páginas 141–142, MANGASARIAN, 1994.
A desigualdade que acrescentamos à P1 é:
px¯k ´ xˆkqT pxˆ´ x¯kq • 0 (2.12)
A seguir, apresentamos a demonstração de que esta é uma desigualdade válida
para o problema P1 e também a justificativa para empregar esta restrição de modo a evitar
a ciclagem.
Sejam então ◊pxq “ }x´ xˆ}22 “ px´ xˆqT px´ xˆq, função objetivo do subproblema
P2 onde Ò◊pxq “ 2px´ xˆq, e ≈ o conjunto gerado pelas restrições gpxq § b. Como x¯ é a
solução de P2, temos que ◊px¯q “ min ◊pxq, com x¯ P ≈ . Assim, Ò◊px¯qT px´ x¯q • 0 @x P ≈ ,
ou seja, px¯´ xˆqT px´ x¯q • 0, é uma desigualdade válida @x P ≈ , pelo Teorema 2.1, sendo
válida também para o problema MINLP.
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Adicionando esta restrição ao subproblema P1 (2.10), temos o novo subproblema
da versão aprimorada da heurística
pP1Aq
$’’’’&’’’’%
min }xpIq ´ x¯i´1pIq}1
s.a gpx¯kq ` Jgpx¯kqpx´ x¯kq § b, @k “ 1, . . . , i´ 1
px¯k ´ xˆkqT px´ x¯kq • 0, @k “ 1, . . . , i´ 1
xj inteiro , @j P I
(2.13)
onde Jg é a matriz Jacobiana da função g.
Podemos supor, sem perda de generalidade, que x¯ ‰ xˆ, pois se fossem iguais a
heurística teria finalizado com um ponto factível para o problema MINLP. Supondo, por
absurdo, que xˆk, para algum k † i, é solução de (2.13), para a restrição correspondente a
este k, temos:
px¯k ´ xˆkqT pxˆk ´ x¯kq • 0 ñ ´}x¯k ´ xˆk} • 0
o que é um absurdo, pois }x¯k ´ xˆk} • 0 por definição de norma. Portanto, para qualquer
k “ 1, . . . , i´ 1, xˆk não pode ser solução de (2.13).
Como na iteração i, a restrição px¯k ´ xˆkqT pxˆ´ x¯kq • 0 é mantida @ k † i, os
pontos da sequência de soluções de (2.13) não são factíveis. Com isso, temos a garantia
que a heurística não cicla e, se as variáveis inteiras forem limitadas, uma solução ótima
será obtida, ainda que tenha que passar por todos os pontos inteiros.
2.2.4 Qualidade da solução
A dificuldade com a heurística Feasibility Pump é que a solução factível obtida
pode não fornecer um bom valor para a função objetivo do problema original. Isso ocorre
porque a função objetivo é considerada apenas na inicialização do processo, uma vez que a
heurística visa apenas obter uma solução factível.
Como alternativa para melhorar a qualidade da solução encontrada, propomos
neste trabalho, resolver um PNL relaxado após localizar uma solução factível. Resolvemos
então um problema não linear nas variáveis contínuas. Este problema tem função objetivo
e restrições do modelo original. As componentes inteiras de x são fixadas com os valores
obtidos pela heurística Feasibility Pump. Com isso, teremos a melhor solução possível,
em termos da função objetivo, no conjunto de pontos cujo valor das variáveis inteiras
coincidem com os da solução inteira encontrada.
BONAMI et al., 2009 também tiveram a preocupação de buscar melhorar a
qualidade da solução obtida, mas utilizaram uma estratégia diferente, adicionando uma
nova variável – e uma nova restrição, fpxq § –, ao subproblema P2, onde – tem seu valor
alterado a cada iteração.
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2.2.5 Testes Computacionais
Descritos os dois subproblemas que são resolvidos na heurística Feasibility Pump
para MINLPs (FP–MINLP), na versão básica e aprimorada, organizamos no Algoritmo 3
os passos para sua execução, onde já incorporamos a estratégia proposta na Seção 2.2.4
para melhorar a qualidade da solução encontrada.
Na Figura 11 apresentamos um fluxograma da heurística Feasibility Pump para
MINLP, possibilitando uma visão mais abrangente do desenvolvimento da heurística.
Na Figura 10, reproduzimos um exemplo apresentado em (BONAMI et al.,
2009) que ilustra geometricamente as iterações da heurútica Feasibility Pump para MINLP.
O problema em questão possui duas variáveis, sendo x1 inteira e x2 contínua.
Consideramos x¯0 como sendo a solução inicial. Linearizamos a restrição neste
ponto e buscamos na nova região o ponto xˆ1 que satisfaça a restrição de integralidade e
que esteja mais próximo de x¯0, na norma-1. Buscamos então o ponto mais próximo de
xˆ1, na norma-2, que satisfaz a restrição não linear, x¯1. Adicionamos a linearização da
restrição não linear neste ponto e buscamos o ponto mais próximo que satisfaz a restrição
de integralidade, xˆ2. Buscando o ponto mais próximo que satisfaz as restrições não lineares,











Figura 10 – Exemplo da heurística Feasibility Pump para MINLP (BONAMI et al., 2009).
Note que há outros pontos, que também satisfazem as restrições não lineares,
com o mesmo valor para a componente 1 de xˆ2, xˆ21, e a heurística Feasibility Pump toma o
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ponto mais próximo de xˆ2, sem considerar o valor da função objetivo. Isso reforça a validade
da alternativa proposta no início desta seção, de que podemos localizar um ponto factível
com melhor valor de função objetivo através da resolução de mais um PNL, apontando
que a técnica proposta pode apresentar bons resultados.
ALGORITMO 3: FP PARA MINLP (FP–MINLP)
Entrada:
f (função objetivo), g (função de restrições), Á ° 0 (tolerância)
b (vetor do lado direito), MaxIt (número máximo de iterações),
I (conjunto de índices das variáveis inteiras)
Inicialização:
xˆ0 – solução do PNL relaxado do problema (2.8)
x¯0 – valor de xˆ0 com as variáveis inteiras arredondadas para o
inteiro mais próximo, Sucesso – V erdadeiro, k – 0.
Enquanto }xˆkpIq ´ x¯kpIq} ° Á, k †MaxIt e Sucesso = Verdadeiro
Se P1 é viável Então
k – k ` 1
x¯k – solução de P1 (2.10)
xˆk – solução de P2 (2.11)
Caso contrário
Sucesso – Falso
Se k † MaxIt e Sucesso = Verdadeiro





O Algoritmo FP–MINLP, na versão básica, foi programado no MATLAB, versão
R2016a e nos testes selecionamos os problemas da biblioteca MINLPLib (BUSSIECK
et al., 2013). Utilizamos um MacBook Pro com processador de 2.4 GHz Intel Core i5 e
memória de 8GB 1600 MHz DDR3.
Para resolvermos os subproblemas não lineares (PNLs), utilizamos a rotina
interna do MATLAB, fmincon, específica para solução de problemas de programação não
linear com restrições de igualdade e desigualdade, onde temos a opção de utilizar o método
de Programação Quadrática Sequencial (SQP) (NOCEDAL; WRIGHT, 2006; TONE,
1983; SPELLUCCI, 1998) e Pontos Interiores (IP) (BYRD et al., 2000; BYRD et al., 1999;
WALTZ et al., 2006) e utilizamos uma interface com o CPLEX 12.6.1 (IBM ILOG CPLEX
Optimization Studio, 2014) para resolução dos subproblemas MILPs.


















Fixe as variáveis in-
teiras no valor encon-





Figura 11 – Fluxograma do Algoritmo 3.
A rotina fmincon recebe como entrada:
• um ponto inicial;
• função objetivo do problema, que pode ser na forma de função do MATLAB, que
recebe o vetor x como entrada e tem como saída o valor da função no ponto, ou uma
function handle;
• função das restrições não lineares na forma gpxq § 0, deve obrigatoriamente ser
uma função do MATLAB, que recebe o ponto x como entrada e tem como saída
dois vetores, com os valores das restrições de igualdade e desigualdade nesse ponto,
separadamente;
• matriz de coeficientes das restrições de desigualdade;
• matriz de coeficientes das restrições de igualdade;
• vetores do lado direito;
• limitantes superiores e inferiores das variáveis;
• uma struct que contenha as configurações padrão que deseja alterar, como o método
utilizado na resolução do problema.
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Consideramos uma precisão de 10´6, tanto para a violação das restrições de
integralidade das variáveis quanto para o erro relativo nas restrições lineares e não lineares
do problema, e um limite de 50 iterações.
Descrevemos na Tabela 8, no Apêndice, os 196 problemas que utilizamos nos
testes, sendo que 100 deles, em negrito na tabela, são não convexos e 11, destacados com
um asterisco, não temos a informação sobre a convexidade do problema. A biblioteca
MINLPLib (BUSSIECK et al., 2013) é composta de 266 problemas, mas nem todos podem
ser resolvidos pelo MATLAB. Alguns por conterem muitas restrições e outros por terem
restrições com muitas expressões para serem calculadas. Todos os problemas suportados
pelo MATLAB foram utilizados nos testes.
Optamos também por comparar os resultados obtidos quando a opção para reso-
lução dos PNL é através de Programação Quadrática Sequencial (SQP) com a opção através
de Pontos Interiores (IP), aqui denominados por FP–MINLP(SQP) e FP–MINLP(IP)
respectivamente. Por essa razão, a Tabela 4 apresenta os resultados obtidos com estes dois
processos.
Nesta tabela, para cada problema, apresentamos o melhor valor para a função
objetivo conhecido na literatura; para cada versão, FP–MINLP(SQP) e FP–MINLP(IP)
apresentamos os valores obtidos para a função objetivo na versão padrão, e na versão
aqui proposta, introduzindo uma última etapa de resolução de um PNL fixando as
componentes inteiras. Os problemas que não obtiveram solução factível, principalmente
pela não convergência dos subproblemas envolvidos na heurística ou ciclagem nos iterandos,
estão representados por traços. Levando em conta que a convergência é obtida em poucas
iterações, quando não cai em ciclo, 50 é um número razoável para o limite máximo do
número de iterações.
O desempenho das heurísticas com relação ao número de iterações e tempo
de execução estão representados em gráficos de Perfil de Desempenho (DOLAN; MORÉ,
2002) nas Figuras 12 e 13, respectivamente. Esta é uma alternativa amplamente empregada
na análise comparativa de eficiência e robustez de métodos que são aplicados aos mesmos
problemas testes e sob as mesmas condições.
Escolhida a medida de desempenho, que neste caso é o número de iterações
e o tempo de execução, devemos calcular a taxa de desempenho tmp, do método m na
resolução do problema p. Sejam M e P os conjuntos de métodos e problemas utilizados
nos testes, respectivamente, e dmp o desempenho do método m ao resolver o problema p .




mintdmp, @m PMu , se o método m resolveu o problema p
dmax, caso contrário
onde dmax é um parâmetro pré-definido e suficientemente grande.
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Nos gráficos de perfil de desempenho, a função plotada é dada por
flmp·q “ #pp P P | tmp § ·q#pP q
onde flm : R Ñ r0, 1s é não decrescente e constante por partes. Como tmp • 1, a função
não tem sentido para · † 1.
A eficiência do algoritmo é dada por flmp1q, cujos valores maiores indicam que
o método é mais eficiente. Já para análise de robustez, devemos determinar · tal que
flmp·q “ 1 e quanto menor for o valor de · mais robusto é o algoritmo. Vale observar que
se D p P P tal que tmp “ dmax, então flmp·q “ 1 somente se · “ dmax.
Nestes testes, podemos observar que a resolução dos problemas não lineares
através da heurística FP–MINLP(SQP), obteve melhor desempenho tanto do ponto de
vista de eficiência, quanto de robustez. É mais eficiente porque realiza menor ou igual
número de iterações em aproximadamente 65% dos problemas. E é também mais robusto,
pois obtém solução factível para aproximadamente 69% dos problemas contra 46% da
versão FP–MINLP(IP). Com relação ao tempo de execução, a heurística FP–MINLP(SQP)
também foi mais eficiente para problemas de pequeno porte, cujo tempo de execução
necessário para atingir a convergência é menor, e para os problemas maiores o tempo foi
semelhante.
Analisando a Tabela 4 e resumindo os resultados, destacamos que, em geral, a
heurística FP-MINLP(SQP) converge num número menor de iterações, perdendo apenas
em três problemas que convergem para ambas as heurísticas e em quatro problemas que
convergem só quando utilizamos a heurística FP–MINLP(IP). Com relação ao tempo
de execução, a heurística FP–MINLP(SQP) também apresenta um desempenho melhor.
Observamos ainda que a heurística FP–MINLP(IP) apresenta tempos menores de execução
que FP–MINLP(SQP) à medida em que aumenta a dimensão dos problemas. Mas, por
outro lado, nem sempre consegue obter convergência em problemas de grande porte.
Nos testes em que utilizamos a heurística FP–MINLP(SQP) obtivemos conver-
gência para 136 (69%) dos problemas testados, sendo 51 (37%) deles não convexos. Em 79
(58%) destes problemas a estratégia que propomos melhorou o valor da função objetivo, 49
(36%) problemas convergiram com a heurística FP–MINLP(SQP) e não convergiram com
a heurística FP–MINLP(IP) e 23 (17%), destacados em cinza claro na Tabela 4, coincidem
com o valor apresentado na literatura, o que representa um bom resultado, uma vez que
esta heurística busca apenas encontrar uma solução factível.
Já nos testes em que utilizamos a heurística FP–MINLP(IP), a convergência
foi obtida para 91 (46%) problemas, sendo 46 (51%) não convexos. Em 33 (36%) des-
ses problemas nossa estratégia melhorou o valor da função objetivo, 4 (5%) problemas
convergiram com a heurística FP–MINLP(IP) e não convergiram quando utilizamos a
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heurística FP–MINLP(SQP) e 24 (26%) problemas, destacados em cinza claro na Tabela
4, coincidem com o valor encontrado na literatura.
Neste capítulo apresentamos a heurística Feasibility Pump, que é uma heurística
para localizar soluções factíveis para problemas MINLP. A estratégia é totalmente focada
na obtenção de uma solução factível qualquer, sem levar em consideração a qualidade
dessa solução. Incorporamos uma estratégia, que é acionada apenas no final do processo,
de modo a considerar a função objetivo. Esta estratégia apresentou bons resultados.
No entanto, nosso intuito é a resolução do MINLP até a otimalidade e para
atingir este objetivo, elaboramos um processo mais complexo, que a cada iteração, realiza
uma etapa em que trabalha diretamente com a otimalidade. Com isso, esperamos obter
soluções factíveis de melhor qualidade, buscando atingir um ótimo do problema. Esta
estratégia será apresentada no próximo capítulo.
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Figura 12 – Perfil de desempenho do Algoritmo 3 com relação ao número de iterações











Figura 13 – Perfil de desempenho do Algoritmo 3 com relação ao tempo de execução









Tabela 4 – Testes realizados com o Algoritmo 3.
Problema Literatura
FP–MINLP(SQP) FP–MINLP(IP)
iterações tempo FP FPM iterações tempo FP FPM
alan 2.9250e+00 1 1.8930e+00 4.2222e+00 3.1235e+00 1 1.9885e+00 4.2222e+00 3.1235e+00
batch 2.8551e+05 3 6.4093e+00 4.2454e+05 4.1444e+05 – – – –
batchdes 1.6743e+05 2 7.1088e+00 2.0487e+05 2.0460e+05 2 4.4905e+00 2.2857e+05 2.0460e+05
beuster˚ 1.1635e+05 – – – – – – – –
contvar˚ 8.0915e+05 – – – – – – – –
csched1 -3.0639e+04 10 8.4485e+00 -2.9246e+04 -2.9279e+04 – – – –
csched1a˚ -3.0430e+04 1 2.0831e+00 -2.9871e+04 -3.0220e+04 1 2.3724e+00 -2.9871e+04 -3.0220e+04
csched2 -1.6610e+05 – – – – – – – –
csched2a˚ -1.6540e+5 1 3.9325e+00 -1.2105e+05 -1.3972e+05 1 3.4973e+00 -1.0506e+05 -1.2906e+05
du_opt 3.5563e+00 1 3.4342e+00 1.1391e+02 4.4567e+00 1 3.6761e+00 1.1391e+02 4.4567e+00
du_opt5 8.0737e+00 1 2.9816e+00 2.3726e+02 6.6418e+01 1 3.3281e+00 2.3726e+02 6.6418e+01
elf 1.9170e–01 – – – – – – – –
eniplac -1.3212e+05 – – – – – – – –
enpro48 1.8728e+05 – – – – – – – –
enpro48pb 1.8728e+05 – – – – – – – –
enpro56 2.6343e+05 – – – – – – – –
enpro56pb 2.6343e+05 – – – – – – – –
ex3 6.8010e+01 – – – – – – – –
ex3pb 6.8010e+01 – – – – – – – –
ex4 -8.0641e+00 5 3.2641e+00 3.0842e+05 2.1280e+05 4 8.1602e+00 1.9710e+06 2.1280e+05











iterações tempo FP FPM iterações tempo FP FPM
ex1222 1.0765e+00 1 1.7433e+00 1.3500e+00 1.0765e+00 1 1.8581e+00 1.3500e+00 1.0766e+00
ex1223 4.5796e+00 1 1.7180e+00 1.6307e+01 5.5796e+00 1 2.0731e+00 1.6307e+01 5.5796e+00
ex1223a 4.5796e+00 1 1.8525e+00 1.5307e+01 4.5796e+00 1 2.0450e+00 1.5307e+01 4.5796e+00
ex1223b 4.5796e+00 1 1.8378e+00 1.6307e+01 5.5796e+00 1 2.0873e+00 1.6307e+01 5.5796e+00
ex1224 -9.4350e–01 2 2.0656e+00 -7.7408e–01 -7.7503e–01 2 2.5828e+00 -3.3797e–01 -7.7503e–01
ex1225 3.1000e+01 1 1.7424e+00 3.4000e+01 3.4000e+01 1 1.9543e+00 3.1000e+01 3.1000e+01
ex1226 -1.7000e+01 1 1.4412e+00 -1.7000e+01 -1.7000e+01 1 1.7957e+00 -1.7000e+01 -1.7000e+01
ex1233 1.5501e+05 1 2.0412e+00 4.6273e+05 3.3920e+05 1 3.0253e+00 4.6273e+05 3.3920e+05
ex1243 8.3402e+04 1 2.2568e+00 5.5593e+05 1.9301e+05 1 3.0818e+00 5.5593e+05 2.1749e+05
ex1244 8.2042e+04 1 2.3291e+00 8.8355e+05 8.2043e+04 1 3.2854e+00 1.7858e+05 1.3007e+05
ex1252 1.2890e+05 2 2.4230e+00 1.8255e+05 1.8031e+05 6 4.8014e+00 2.0459e+05 2.0432e+05
ex1252a 1.2889e+05 2 2.7622e+00 1.5225e+05 1.5112e+05 6 4.6528e+00 1.5112e+05 1.5111e+05
ex1263 1.9600e+01 – – – – – – – –
ex1263a 1.9600e+01 3 2.2668e+00 3.0100e+01 3.0100e+01 2 2.7128e+00 2.1600e+01 2.1600e+01
ex1264 8.6000e+00 – – – – – – – –
ex1264a 8.6000e+00 – – – – 2 2.9346e+00 1.1300e+01 1.1300e+01
ex1265 1.0300e+01 – – – – – – – –
ex1265a 1.0300e+01 – – – – – – – –
ex1266 1.6300e+01 – – – – – – – –
ex1266a 1.6300e+01 – – – – – – – –
fac1 1.6091e+08 1 1.7535e+00 1.6091e+08 1.6091e+08 1 3.4893e+00 1.6091e+08 1.6091e+08











iterações tempo FP FPM iterações tempo FP FPM
fac3 3.3183e+08 1 1.7569e+00 3.8332e+07 3.8310e+07 1 3.2294e+00 3.8330e+07 3.8404e+07
feedtray -1.3406e+01 1 2.5093e+00 -1.3406e+01 -1.3406e+01 21 2.5942e+01 -1.1553e+01 -1.3085e+01
feedtray2 0.0000e+00 3 4.2532e+01 4.8494e+00 4.6858e+00 – – – –
fo7 2.0730e+01 7 8.7663e+00 5.5716e+01 3.2483e+01 – – – –
fo7_2 1.7749e+01 5 6.0229e+00 6.0255e+01 4.2152e+01 – – – –
fo7_ar2_1 2.4840e+01 17 7.5266e+01 8.0901e+01 4.8402e+01 – – – –
fo7_ar3_1 2.2517e+01 8 1.9868e+01 5.0000e+01 4.3614e+01 – – – –
fo7_ar4_1 2.0730e+01 14 6.7954e+01 3.9000e+01 3.2524e+01 – – – –
fo7_ar5_1 1.7749e+01 8 1.1833e+01 4.8000e+01 4.3756e+01 – – – –
fo7_ar25_ 2.3094e+01 10 2.1714e+01 5.2056e+01 3.4222e+01 – – – –
fo8 2.2382e+01 12 1.3108e+01 7.0000e+01 6.5594e+01 – – – –
fo8_ar2_1 3.0341e+01 36 1.5768e+02 5.2000e+01 4.2537e+01 – – – –
fo8_ar3_1 2.3910e+01 29 2.2586e+02 4.4000e+01 3.7388e+01 – – – –
fo8_ar4_1 2.2382e+01 34 3.4527e+01 1.1791e+02 5.1422e+01 – – – –
fo8_ar5_1 2.2382e+01 11 5.5406e+01 4.9000e+01 4.1721e+01 – – – –
fo8_ar25_1 2.8045e+01 45 2.3170e+02 5.5000e+01 4.7461e+01 – – – –
fo9 2.3464e+01 13 3.3446e+01 6.4000e+01 5.6798e+01 – – – –
fo9_ar2_1 3.2625e+01 45 2.7535e+02 5.7000e+01 4.8965e+01 – – – –
fo9_ar3_1 2.4815e+01 18 2.4342e+02 6.1000e+01 5.2785e+01 – – – –
fo9_ar4_1 2.3464e+01 16 2.2670e+02 7.2000e+01 6.1754e+01 – – – –
fo9_ar5_1 2.3464e+01 30 5.6519e+02 8.0000e+01 6.9676e+01 – – – –











iterações tempo FP FPM iterações tempo FP FPM
fuel 8.5661e+03 2 2.0469e+00 8.5838e+03 8.5661e+03 2 2.9481e+00 1.3610e+04 8.5661e+03
gasnet 6.9994e+06 – – – – – – – –
gastrans 8.9086e+01 – – – – – – – –
gbd 2.2000e+00 1 1.7296e+00 2.2000e+00 2.2000e+00 1 2.1501e+00 2.3125e+00 2.3125e+00
gear 0.0000e+00 – – – – – – – –
gear2 0.0000e+00 1 1.8035e+00 4.5555e+00 4.5555e+00 1 1.9113e+00 4.5555e+00 4.5555e+00
gear3 0.0000e+00 1 1.8245e+00 1.3354e–05 1.3354e–05 1 1.9234e+00 3.6651e–06 3.6651e–06
gear4 1.6434e+00 2 1.9153e+00 3.6543e+03 3.6543e+03 – – – –
ghg_1veh˚ 7.7709e+00 – – – – – – – –
ghg_2veh˚ 7.7709e+00 – – – – – – – –
ghg_3veh˚ 7.7543e+00 – – – – – – – –
gkocis -1.9231e+00 2 1.9921e+00 1.4245e+00 2.7778e–01 – – – –
hmittelman 1.3000e+01 – – – – – – – –
m3 3.7800e+01 2 2.6244e+00 5.8539e+01 5.5800e+01 3 3.7409e+00 2.2884e+09 6.7800e+01
m6 8.2257e+01 5 5.1195e+00 2.2882e+02 1.3709e+02 – – – –
m7 1.0676e+02 12 1.0756e+01 4.3318e+02 2.8660e+02 – – – –
m7_ar2_1 1.9023e+02 4 6.5059e+00 4.1152e+02 2.5483e+02 – – – –
m7_ar3_1 1.4358e+02 7 9.5232e+00 3.4020e+02 1.7629e+02 – – – –
m7_ar4_1 1.0676e+02 8 1.0874e+01 4.5892e+02 3.3488e+02 – – – –
m7_ar5_1 1.0646e+02 8 1.1679e+01 4.0354e+02 2.6886e+02 – – – –
m7_ar25_1 1.4358e+02 5 6.8264e+00 4.2047e+02 2.3597e+02 – – – –











iterações tempo FP FPM iterações tempo FP FPM
minlphix˚ 3.1669e+02 17 8.8001e+00 7.7440e+02 5.8223e+02 – – – –
no7_ar2_1 1.0781e+02 5 7.6658e+00 2.1600e+02 1.9697e+02 – – – –
no7_ar3_1 1.0781e+02 7 1.7321e+01 1.5800e+02 1.3192e+02 – – – –
no7_ar4_1 9.8518e+01 9 1.7595e+01 1.9444e+02 1.3529e+02 – – – –
no7_ar5_1 9.0623e+01 9 2.3514e+01 2.0400e+02 1.7856e+02 – – – –
no7_ar25_1 1.0781e+02 5 2.5883e+01 2.0732e+02 1.4780e+02 – – – –
nous1 1.5671e+00 – – – – – – – –
nous2 6.2600e–01 – – – – – – – –
nuclearva -1.0125e+00 – – – – – – – –
nuclearvb -1.0304e+00 – – – – – – – –
nuclearvc -9.9830e–01 – – – – – – – –
nuclearvd -1.0344e+00 – – – – – – – –
nuclearve -1.0351e+00 – – – – – – – –
nuclearvf -1.0194e+00 – – – – – – – –
nvs01 1.2470e+01 3 2.2975e+00 1.3314e+01 1.3314e+01 3 2.9244e+00 1.3314e+01 1.3314e+01
nvs02 5.9846e+00 – – – – – – – –
nvs03 1.600e+02 – – – – – – – –
nvs04 7.2000e–01 – – – – – – – –
nvs05˚ 5.4709e+00 – – – – – – – –
nvs06 1.7703e+00 – – – – – – – –
nvs07 4.0000e+00 – – – – – – – –











iterações tempo FP FPM iterações tempo FP FPM
nvs09 -4.3134e+01 – – – – – – – –
nvs10 -3.1080e+02 3 2.0424e+00 1.6800e+02 1.6800e+02 3 2.5134e+00 1.6800e+02 1.6800e+02
nvs11 -4.3100e+02 2 1.9904e+00 -4.2660e+02 -4.2660e+02 1 1.8536e+00 -4.3100e+02 -4.3100e+02
nvs12 -4.8120e+02 2 2.0541e+00 -4.8120e+02 -4.8120e+02 1 2.1433e+00 -4.8120e+02 -4.8120e+02
nvs13 -5.8520e+02 2 2.0007e+00 -5.7780e+02 -5.7780e+02 2 2.1902e+00 -5.7780e+02 -5.7780e+02
nvs14 -4.0358e+04 – – – – – – – –
nvs15 1.0000e+00 1 1.6092e+00 1.0000e+00 1.0000e+00 1 2.0497e+00 1.0000e+00 1.0000e+00
nvs16 7.0310e–01 – – – – – – – –
nvs17 -1.1004e+03 2 2.0589e+00 -1.0902e+03 -1.0902e+03 2 2.5768e+00 -1.0902e+03 -1.0902e+03
nvs18 -7.7840e+02 3 2.0466e+00 -7.5260e+02 -7.5260e+02 3 2.5551e+00 -7.5260e+02 -7.5260e+02
nvs19 -1.0984e+03 2 2.0677e+00 -1.0866e+03 -1.0866e+03 2 2.8770e+00 -1.0866e+03 -1.0866e+03
nvs20 2.3092e+02 1 1.7613e+00 2.2627e+10 2.4141e+02 1 2.8128e+00 2.2627e+10 2.4278e+02
nvs21 -5.6848e+00 2 1.8785e+00 -4.8933e+00 -4.9521e+00 2 2.3600e+00 -3.3240e–01 -4.8510e+00
nvs22 6.0582e+00 2 2.6073e+00 1.2651e+01 1.2651e+01 6 7.3534e+00 3.4834e+01 3.4834e+01
nvs23 -1.1252e+03 3 2.5737e+00 -1.0750e+03 -1.0750e+03 3 3.4141e+00 -1.0750e+03 -1.0750e+03
nvs24 -1.0332e+00 4 3.1735e+00 -9.9860e+02 -9.9860e+02 4 4.3087e+00 -9.9860e+02 -9.9860e+02
o7 1.3165e+02 12 1.1390e+01 2.6186e+02 2.1452e+02 – – – –
o7_2 1.1695e+02 5 6.8752e+00 2.0600e+02 1.7271e+02 – – – –
o7_ar2_1 1.4041e+02 9 3.0774e+01 2.0700e+02 1.7904e+02 – – – –
o7_ar3_1 1.3793e+02 7 1.1854e+01 1.9900e+02 1.6932e+02 – – – –
o7_ar4_1 1.3165e+02 9 2.1098e+01 2.3545e+02 1.7371e+02 – – – –











iterações tempo FP FPM iterações tempo FP FPM
o7_ar25_1 1.4041e+02 5 8.4130e+00 2.3300e+02 2.1395e+02 – – – –
o8_ar4_1 2.4307e+02 9 3.7519e+01 3.9100e+02 3.5129e+02 – – – –
09_ar4_1 2.3614e+02 32 5.5746e+02 4.1300e+02 3.7675e+02 – – – –
oaer -1.9231e+00 2 1.9137e+00 5.3319e–02 -1.9231e+00 3 2.7410e+00 5.3613e–01 -1.9231e+00
ortez -9.5320e+03 3 4.6159e+00 -3.1203e+03 -6.0636e+03 – – – –
parallel 9.2430e+02 1 3.3665e+00 1.1004e+06 9.7477e+02 1 3.9938e+00 3.7900e+07 6.2429e+05
prob02 1.1223e+05 1 1.6336e+00 1.1224e+05 1.1224e+05 1 1.7678e+00 1.1224e+05 1.1224e+05
prob03 1.0000e+01 1 1.8544e+00 1.0000e+01 1.0000e+01 1 1.9292e+00 1.0000e+01 1.0000e+01
procsel -1.9231e+00 – – – – – – – –
pump 1.2890e+05 2 2.8047e+00 1.5222e+05 1.5112e+05 – – – –
ravem 2.6960e+05 – – – – – – – –
ravempb 2.6960e+05 – – – – 5 6.1370e+00 1.1957e+06 5.1067e+05
space25 4.8432e+02 – – – – – – – –
space25a 4.8432e+02 – – – – – – – –
spectra2 1.3978e+01 23 1.5280e+01 3.0629e+02 3.0628e+02 42 3.4493e+01 8.7735e+04 2.3046e+04
spring 8.4620e–01 – – – – – – – –
st_e13 2.0000e+00 5 2.1840e+00 2.2000e+00 2.0000e+00 2 3.6268e+00 2.1045e+00 2.0000e+00
st_e14 4.5796e+00 1 1.7675e+00 1.6307e+01 5.5796e+00 1 2.7249e+00 1.6307e+01 5.5796e+00
st_e15 7.6672e+00 – – – – – – – –
st_e27 2.0000e+00 1 1.7098e+00 6.0000e+00 6.0000e+00 1 1.9389e+00 2.0000e+00 2.0000e+00
st_e29 -9.4350e–01 2 2.2385e+00 -6.7820e–01 -6.7915e–01 3 3.6558e+00 -3.8076e–01 -8.2350e–01
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st_e32˚ -1.4304e+00 – – – – – – – –
st_e35˚ 6.4868e+04 1 1.9777e+00 1.6431e+07 7.1468e+04 1 4.2015e+00 1.6528e+07 7.1547e+04
st_e36 -2.4600e+02 1 1.8267e+00 -1.9879e+02 -1.9879e+02 2 2.7848e+00 -2.4600e+02 -2.4600e+02
st_e38 7.1977e+03 – – – – – – – –
st_e40 3.0414e+01 – – – – – – – –
st_miqp1 2.8100e+02 1 1.8745e+00 2.8100e+02 2.8100e+02 1 2.2723e+00 2.8100e+02 2.8100e+02
st_miqp2 2.0000e+00 1 1.7351e+00 2.0000e+00 2.0000e+00 1 3.3053e+00 2.0000e+00 2.0000e+00
st_miqp3 -6.0000e+00 1 1.6337e+00 -6.0000e+00 -6.0000e+00 1 2.4141e+00 0.0000e+00 0.0000e+00
st_miqp4 -4.5740e+03 1 1.6202e+00 6.7100e+02 6.0000e+00 1 3.0052e+00 6.7600e+02 -4.5737e+03
st_miqp5 -3.3389e+02 1 1.6537e+00 -3.3389e+02 -3.3389e+02 1 2.5260e+00 -3.3389e+02 -3.3389e+02
st_test1 0.0000e+00 1 1.6903e+00 0.0000e+00 0.0000e+00 1 2.4464e+00 0.0000e+00 -4.6639e–08
st_test2 -9.2500e+00 1 1.6814e+00 -8.2500e+00 -8.2500e+00 1 5.6433e+00 1.9275e+02 1.9275e+02
st_test3 -7.0000e+00 1 1.7129e+00 1.0000e+00 1.0000e+00 1 3.9660e+00 1.0000e+00 1.0000e+00
st_test4 -7.0000e+00 1 1.6480e+00 -7.0000e+00 -7.0000e+00 1 3.6963e+00 3.9000e+01 3.9000e+01
st_test5 -1.1000e+02 1 1.6640e+00 -1.1000e+02 -1.1000e+02 1 3.1655e+00 -1.1000e+02 -1.1000e+02
st_test6 4.7100e+02 1 1.8400e+00 4.7100e+02 4.7100e+02 1 2.8109e+00 4.7100e+02 4.7100e+02
st_test8 -2.9605e+04 1 1.7281e+00 -2.9605e+04 -2.9605e+04 1 2.2486e+00 -2.9605e+04 -2.9605e+04
st_testgr1 -1.2812e+01 1 1.9233e+00 -1.2786e+01 -1.2786e+01 1 2.1493e+00 -1.2786e+01 -1.2786e+01
st_testgr3 -2.0590e+01 1 1.8728e+00 -2.0491e+01 -2.0491e+01 1 2.2194e+00 -2.0491e+01 -2.0491e+01
st_testph4 -8.0500e+01 1 1.6928e+00 -8.0500e+01 -8.0500e+01 1 1.9656e+00 -8.0500e+01 -8.0500e+01
stockcycle 1.1995e+05 1 4.8917e+00 3.1211e+05 3.1211e+05 1 6.0843e+00 4.2356e+05 4.2356e+05











iterações tempo FP FPM iterações tempo FP FPM
synheat 1.5410e+05 1 2.5910e+00 5.3478e+05 4.1146e+05 1 4.0881e+00 5.4028e+05 1.9799e+05
synthes1 6.0098e+00 – – – – 1 1.9780e+00 1.0000e+01 1.0000e+01
synthes2 7.3035e+01 2 2.6535e+00 1.3368e+02 1.3339e+02 2 2.9313e+00 1.3618e+02 1.3339e+02
synthes3 6.8010e+01 2 2.8912e+00 1.1340e+02 1.1339e+02 2 2.9553e+00 1.1339e+02 1.1339e+02
tln2 5.3000e+00 3 2.1082e+00 1.5300e+01 1.5300e+01 1 2.5513e+00 7.3000e+00 7.3000e+00
tln4 8.3000e+00 2 2.7793e+00 1.1100e+01 1.1100e+01 2 4.0536e+00 1.1300e+01 1.1300e+01
tln5 1.0300e+01 2 2.3831e+00 1.5100e+01 1.5100e+01 1 2.9548e+00 1.2800e+01 1.2800e+01
tln6 1.5300e+01 1 2.0716e+00 2.6600e+01 2.6600e+01 1 3.5586e+00 1.6600e+01 1.6601e+01
tln7 1.5000e+01 2 2.7098e+00 2.8600e+01 2.8600e+01 2 3.8312e+01 1.8600e+01 1.8602e+01
tln12 9.0500e+01 2 1.9886e+03 1.0070e+02 1.0070e+02 1 1.0637e+04 9.9800e+01 9.9800e+01
tloss 1.6300e+01 – – – – – – – –
tls2 5.3000e+00 2 2.2357e+00 1.5300e+01 1.5300e+01 2 2.7861e+00 1.4300e+01 1.4300e+01
tls4 8.3000e+00 3 3.3257e+00 1.5000e+01 1.5000e+01 4 4.5096e+00 1.3600e+01 1.3600e+01
tls5 1.0300e+01 1 2.4577e+00 2.7500e+01 2.7500e+01 9 8.2031e+00 2.2500e+01 2.2500e+01
tls6 1.5300e+01 1 2.9665e+00 4.1100e+01 4.1100e+01 13 1.2890e+01 3.4100e+01 3.4100e+01
tls7 1.5500e+01 2 1.3331e+01 5.6800e+01 5.6800e+01 2 6.6286e+00 4.0800e+01 4.0800e+01
tltr 4.8067e+01 – – – – 2 4.3329e+00 1.0287e+02 1.0287e+02
util 9.9958e+02 10 1.2827e+01 1.0285e+03 1.0154e+03 – – – –
water4 9.0702e+02 – – – – – – – –
waterx 9.0904e+02 – – – – – – – –
waterz 9.0702e+02 – – – – – – – –
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3 Estratégia Híbrida para MINLP
A estratégia descrita na Seção 2.2.4 tem por objetivo obter uma solução factível
através da heurística Feasibility Pump, acrescida de uma etapa com o propósito de melhorar
o valor da função objetivo.
Porém, ainda que tenhamos obtido bons resultados com esta estratégia, ela
não é suficiente para a proposta de resolução de um MINLP. Neste sentido, métodos
mais robustos devem ser elaborados com o objetivo de encontrar uma solução factível que
resulte em valor ótimo (ou de boa qualidade ) para a função objetivo.
O método de Restauração Inexata (IR) descrito em (MARTÍNEZ; PILOTTA,
2000; ANDO-JR.; GOMES, 2006; GOMES-RUGGIERO et al., 2009) foi proposto para
resolução de um Problema Não Linear contínuo. É uma proposta original deste trabalho,
trazer os conceitos de Restauração Inexata para o contexto de otimização com variáveis
inteiras (MINLP).
A proposta do método é enfatizar a factibilidade progressivamente à medida
em que a sequência, gerada pelo processo iterativo, aproxima-se de uma solução ótima. Ao
relaxar a exigência estrita da factibilidade, evitamos passos curtos em regiões muito curvas.
Outra vantagem deste método é que podemos trabalhar com as restrições de desigualdades
sem que seja necessário a utilização de variáveis de folga.
Para descrever o método consideramos o problema de programação não linear




s.a Cpxq § 0,
x P  ,
(3.1)
onde C, representa o vetor com m restrições do problema, f e C são funções contínuas e
diferenciáveis, e   P Rn é fechado e convexo.
No método de Restauração Inexata, assim como nos métodos de programação
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quadrática sequencial, cada iteração é dividida em duas etapas: a primeira, de restauração,
busca melhorar a factibilidade; a segunda, de minimização, melhora a otimalidade em
relação à função objetivo.
3.1 Restauração
A fase de restauração é executada no início de cada iteração do método IR e
tem por objetivo obter um ponto yk, a partir do ponto xk, satisfazendo as condições
}C`pykq} § r}C`pxkq} (3.2)
}yk ´ xk} § —}C`pxkq}, (3.3)
onde r P r0, 1q e — ° 0 são parâmetros pré-fixados e C`j pxq “ maxtCjpxq, 0u, j “ 1 ¨ ¨ ¨m.
As restrições (3.2) e (3.3) garantem que se obtenha um ponto yk, na vizinhança
de xk (garantida pela condição (3.3)) e que seja mais próximo da viabilidade do que xk
(garantido pela condição (3.2)).
3.2 Otimização
A fase de otimização, realizada após a fase de restauração, é executada até que
o iterando xk satisfaça os critérios de aceitação, definidos por uma função de mérito. Nesta
etapa, dada a solução yk obtida na fase da restauração, buscamos reduzir o valor da função
objetivo, exigindo a manutenção da viabilidade para os modelos lineares construídos em
torno de yk.
Para descrever esta etapa do método, definimos fik como uma aproximação
linear do subconjunto das restrições de Cpykq, consideradas ativas dentro de uma tolerância,
medida através de um parâmetro positivo fixo p:
fik “ tx P Rn | Cjpykq `ÒCjpykqT px´ ykq § C`j pykq
quando Cjpykq • ´pu. (3.4)
Com base no parâmetro p, o número de restrições utilizadas no modelo é
reduzido, diminuindo assim, o esforço computacional por iteração.
Definindo também o conjunto Bk:
Bk “ tx P Rn|}x´ yk} §  ku (3.5)
que é a região de confiança centrada no ponto yk e de raio  k. O subproblema (PR) da




s.a x P fik XBk, (3.6)
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cuja solução denotamos por zk.
Para problemas PNLs contínuos, métodos que trabalham com pontos infactíveis
devem ter mecanismos eficientes para analisar, a cada iteração, a qualidade da solução
em termos de viabilidade e otimalidade. Uma maneira de realizar esta análise consiste em
construir uma função de mérito combinando a função objetivo fpxq e as restrições Cpxq.
3.3 Função de mérito
Como o método IR trabalha com pontos infactíveis, é comum utilizarmos as
chamadas funções de mérito para analisar a qualidade do iterando, juntamente com a
viabilidade e a otimalidade do ponto, combinando fpxq e Cpxq. Uma função de mérito
bastante empregada é
Âpx, ◊q “ ◊fpxq ` p1´ ◊q}C`pxq} (3.7)
onde ◊ P p0, 1q é um parâmetro de penalização, empregado para dar pesos diferentes para
a função objetivo e para as restrições. (Mais detalhes em MARTÍNEZ; PILOTTA, 2000).
Para aceitar o ponto zk, queremos que a redução real da função de mérito,
dada pela diferença entre o valor da função de mérito no ponto final zk e no ponto xk,
Ared “ Âpxk, ◊q ´ Âpzk, ◊q, (3.8)
seja maior ou igual a uma porcentagem fixa da redução prevista da função de mérito, dada
por
Pred “ Âpxk, ◊q ´ r◊fpzkq ` p1´ ◊q}C`pykq}s. (3.9)
Sendo assim, dado um parâmetro ÷ P r0, 1q, o ponto zk é aceito se
Ared • ÷Pred. (3.10)
Se a condição (3.10) não é satisfeita, o ponto candidato é recusado, diminuímos
o raio da região de confiança e executamos novamente a fase de minimização.
3.4 Adaptação do método para resolução de problemas MINLP





s.a. gpxq § b
x • 0
xj inteiro @j P I
(3.11)
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onde I é o conjunto de índices das variáveis inteiras, f representa uma função objetivo
convexa, g representa o conjunto das restrições convexas. As funções f e g podem ser
lineares ou não lineares.
A maioria dos conceitos envolvidos em métodos de Restauração Inexata são
próprios da otimização contínua e portanto têm de ser adaptados aos problemas com
formulação MINLP.
No método heurístico que elaboramos, buscamos manter a ideia central do
método de Restauração Inexata, que é dividir o processo em duas etapas: restauração e
minimização. Na fase de restauração aplicamos a heurútica Feasibility Pump, num processo
iterativo interno, para manter a viabilidade dos iterandos e na fase de minimização
buscamos melhorar o valor da função objetivo.
Diferentemente dos métodos tradicionais tipo Restauração Inexata, no método
RI–MINLP (Restauração Inexata para MINLP) temos necessidade de manter a viabilidade
do ponto pois, uma vez que estamos trabalhando com regiões factíveis discretas, o fato de
estarmos perto de atingir a viabilidade, dentro de uma tolerância, não garante que existe
uma solução factível nesta região.
Sendo assim, a aceitação do ponto é feita com base na viabilidade. Contudo,
essa viabilidade pode ser perdida, tanto com relação às restrições não lineares quanto com
relação à integralidade das variáveis, na fase de minimização. Neste caso, buscamos atingir
novamente a viabilidade na fase de restauração, com a execução da heurística Feasibility
Pump.
Ao longo de cada iteração do método RI–MINLP são geradas:
• as sequências tx¯kukPN e txˆkukPN, geradas durante a execução da heurística Feasibility
Pump (fase da restauração);
• y¯ obtida ao final da fase da restauração;
• y˜ e z obtidas na fase de otimização;
• x ponto final, escolhido ao final de cada iteração de RI–MINLP.
Várias estratégias foram testadas e descrevemos a seguir a versão que apresentou
melhores resultados, que chamamos de RI–MINLP. Foi mantida a proposta de dividir
o problema original em subproblemas de resolução mais fácil, buscando sempre atacar
integralidade e não linearidade separadamente.
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3.4.1 Etapa de Restauração - Feasibility Pump
Nesta etapa buscamos restaurar a viabilidade de cada iterando, através da
heurística Feasibility Pump, proposta por BONAMI et al., 2009, como implementada nas
versões FP-MINLP(SQP) e FP-MINLP(IP) descritas no Capítulo 2.
Seguindo a filosofia do método de Restauração Inexata, a primeira estratégia
que testamos foi utilizar uma tolerância para viabilidade, assim poderíamos interromper a
execução da heurística Feasibility Pump, sem que houvesse a necessidade de localizar um
ponto factível. Infelizmente esta estratégia não apresentou bons resultados, pois, conforme
já mencionado anteriormente, estamos trabalhando com um conjunto viável discreto. O
fato de atingirmos uma certa tolerância para a viabilidade das restrições não garante que
estamos próximos de um ponto factível, pois o ponto obtido pode não satisfazer a condição
de integralidade das variáveis.
Sendo assim, a estratégia adotada nesta etapa do processo é procurar sempre
manter a viabilidade do iterando, limitando em 10 iterações da heurística Feasibility Pump,
FP–MINLP, para cada iteração externa do método RI–MINLP, com exceção da primeira
iteração externa, onde FP–MINLP é executado até encontrar um ponto factível ou atingir
um limite de 50 iterações.
Os limites para o número de iterações da heurística Feasibility Pump foram
escolhidos de maneira a favorecer que a viabilidade do ponto seja mantida. Uma vez que a
heurística Feasibility Pump costuma convergir em poucas iterações, atingir o limite de 50
iterações na primeira iteração, onde estamos buscando um ponto viável sem a garantia da
proximidade do mesmo, é um forte indicativo de que a convergência não será obtida. Nas
demais iterações, em caso de perda de viabilidade na fase de minimização, o ponto viável
proveniente da etapa de restauração tende a estar próximo e normalmente conseguimos
retomar a viabilidade do iterando em duas ou três iterações da heurística Feasibility
Pump.
Utilizamos no método proposto a versão básica da heurística Feasibility Pump,
mesmo para os problemas não convexos. Por este motivo, para alguns dos problemas testa-
dos, não conseguimos a convergência da heurística Feasibility Pump, e consequentemente
do método RI–MINLP, cuja convergência está diretamente relacionada à convergência da
heurística Feasibility Pump.
A inicialização de RI–MINLP requer um ponto factível para o PNL obtido
a partir de MINLP, relaxando as restrições de integralidade. Desta forma, no início do
processo, resolvemos um PNL e obtemos a solução denotada por x¯1. Este ponto, será
o ponto inicial para a etapa de Restauração, através da heurística Feasibility Pump,
FP-MINLP.
Nessa etapa de restauração, o objetivo é encontrar um ponto viável y¯ para o
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problema MINLP, para isso, durante a execução da heurística Feasibility Pump, construímos
duas sequências de pontos, txˆkukPN satisfazendo as restrições de integralidade e tx¯kukPN
satisfazendo as restrições não lineares.




min }y¯pIq ´ x¯i´1pIq}1
s.a gpx¯kq ` Jgpx¯kqpy¯ ´ x¯kq § b, @k “ 0, . . . , i´ 1
y¯j inteiro , @j P I,
(3.12)
onde as restrições não lineares são trocadas por aproximações lineares construídas em
torno de x¯k, para k “ 1, ....i´ 1, e a cada iteração interna da heurútica Feasibility Pump
adicionamos m aproximações lineares ao subproblema P1, que são válidas para o problema
MINLP caso ele seja convexo. Considerando que estamos na iteração interna i da heurística
Feasibility Pump, note que utilizamos o índice k para garantir que todas as restrições,
acrescentadas nas iterações da fase de restauração (Feasibility Pump) anteriores, sejam
mantidas. Neste subproblema encontramos o ponto mais próximo de x¯i´1, na norma-1,
considerando apenas as variáveis inteiras no cálculo desta norma.
Obtida a solução xˆi, resolvemos o subproblema P2:
pP2q
$’&’%
min }y¯pIq ´ xˆipIq}2
s.a gpy¯q § b
y¯ P Rn,
(3.13)
onde relaxamos as restrições de integralidade e minimizamos a distância, na norma-2,
ao ponto xˆi. Novamente, como o objetivo é apenas localizar um ponto que satisfaça a
restrição de integralidade e as restrições não lineares simultaneamente, apenas as variáveis
inteiras do problema MINLP são consideradas.
A partir da segunda iteração externa, quando o ponto retorna da etapa de
otimalidade, não resolvemos mais o PNL com variáveis inteiras relaxadas, as componentes
j, para j P I, são arredondadas para o inteiro mais próximo e começamos a etapa de
restauração pela resolução do subproblema P2.
Alternamos entre a resolução dos subproblemas P1 e P2 até que o valor mínimo
de P2 seja nulo, e com isso encontramos um ponto viável para o problema MINLP, aqui
denotado por y¯, ou até atingir o máximo de 10 iterações internas da heurística Feasibility
Pump, sendo que na primeira iteração externa esse limite é de 50 iterações.
3.4.2 Etapa de Minimização - Optimality Pump
Nesta etapa devemos incorporar a função objetivo do problema MINLP original.
Para tanto, estamos seguindo a heurística Feasibility Pump e resolvendo dois subproblemas:
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um MILP onde a função objetivo é uma aproximação linear do objetivo original e um
PNL onde fixamos as entradas inteiras da solução obtida através da heurística Feasibility
Pump e minimizamos a função objetivo do MINLP. Já para as restrições, testamos várias
estratégias diferentes, dentre as quais destacamos:
• utilizar a aproximação linear fi como descrita em (3.4), típica do método de Res-
tauração Inexata onde apenas as restrições “mais ativas” são consideradas, nos dois
subproblemas e adicionar ao subproblema não linear a restrição que considera uma
região de confiança;
• utilizar as mesmas restrições lineares do subproblema MILP da heurística Feasibility
Pump, com isso garantimos que o ponto proveniente da etapa de restauração é viável
para o novo subproblema;
• separar as restrições de igualdade das de desigualdade na linearização das restrições.
A segunda estratégia apresentou melhores resultados e foi a que empregamos na
implementação final do método proposto neste trabalho. Apresentamos detalhadamente os
subproblemas e considerações feitas na etapa de minimização, aqui denominada Optimality
Pump.
Nesta etapa do método estamos com o ponto y¯ obtido na etapa de restauração.





s.a. gpy˜q § b
y˜j “ y¯j, @j P I,
(3.14)
onde retomamos a função objetivo do problema MINLP original, mantemos todas as
restrições e fixamos as variáveis inteiras nos valores determinados na etapa de restauração.
Note que este subproblema segue a estratégia que propomos no Capítulo 2 para melhorar
o valor da solução encontrada pela heurística Feasibility Pump.
Resolvendo este problema, encontramos y˜ a melhor solução, com relação ao valor
da função objetivo, com componentes inteiras iguais às de y¯. Este problema, normalmente,
é de resolução rápida, uma vez que já temos um ponto factível e apenas as variáveis
contínuas são ajustadas de modo a melhorar o valor da função objetivo.
Obtido y˜, uma solução factível para o problema MINLP, buscamos novamente
melhorar o valor da função objetivo, permitindo agora, modificação nas componentes




s.a gpx¯kq ` Jgpx¯kqpz ´ x¯kq § b, @x¯k P tx¯kukPN
zj inteiro , @j P I,
(3.15)
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onde tx¯kukPN é a sequência de soluções do subproblema P2, construída na etapa de
restauração da iteração externa atual, durante a execução da heurística Feasibility Pump.
Note que o gradiente presente na função objetivo é avaliado no ponto y˜, solução do
subproblema P3, enquanto que nas restrições utilizamos a sequência tx¯kukPN de soluções
do subproblema P2.
Assim, resolvemos um problema linear inteiro, sendo que para a função objetivo
usamos o modelo linear construído em torno da solução obtida da resolução de P3 e
para as restrições, tomamos todas as aproximações lineares em torno das soluções de P2,
calculadas durante a execução da heurística Feasibility Pump, de modo a ter um conjunto
de desigualdades válidas, se as restrições forem convexas.
Nesta etapa do método as variáveis inteiras poderão perder a viabilidade do
ponto. Este subproblema também é de resolução rápida, uma vez que já temos um ponto
factível para as restrições, proveniente da execução da heurística Feasibility Pump.
3.4.3 Aceitação do ponto e finalização do método
A aceitação do ponto leva em conta tanto viabilidade quanto otimalidade. Para
poder avaliar a viabilidade de um ponto, construímos o vetor C da seguinte forma:
C “
»—– gdespxq ´ bdes}geqpxq ´ beq}
}xpIq ´ rxpIqs}
fi fl (3.16)
onde gdes são as restrições de desigualdade, geq as de igualdade, cujos vetores do lado
direito são bdes e beq, respectivamente. I é o conjunto de índices das variáveis inteiras.
Em seguida, associamos ao vetor C, o vetor C`, associando a cada linha j de
C, a função:
C`j pxq “ maxt0, Cjpxqu. (3.17)
Temos então o ponto y˜, solução do subproblema P3, e o ponto z, solução do
subproblema P4 e queremos escolher qual deles será o ponto xk que retorna para a etapa
de restauração, iniciando uma nova iteração de RI–MINLP.
Denotamos por xval a melhor solução conhecida em termos de viabilidade e
otimalidade e por fval o correspondente valor da função objetivo. Fixadas as precisões Á1 e
Á2, as seguintes situações podem ocorrer:
• }C`py˜q} § Á1 e }C`pzq} § Á1: xk “ arg mintfpy˜q, fpzqu, se pfpxkq ´ fvalq § Á2,
atualizamos xval e fval;
• }C`py˜q} § Á1 e }C`pzq} • Á1: xk “ y˜, se pfpxkq ´ fvalq § Á2, atualizamos xval e fval;
Capítulo 3. Estratégia Híbrida para MINLP 78
• }C`py˜q} • Á1 e }C`pzq} § Á1: xk “ z, se pfpxkq ´ fvalq § Á2, atualizamos xval e fval;
• }C`py˜q} • Á1 e }C`pzq} • Á1: xk é escolhido aleatoriamente entre y˜ e z.
A partir da primeira iteração teremos a melhor solução obtida até o momento,
xval e o valor correspondente fval. Adicionamos então ao problema original, a restrição
fpxq § 0.999fval, (3.18)
com o objetivo de forçar o método a obter um ponto que melhore o valor da função objetivo
do problema original. Esta restrição é alterada sempre que o valor de fval é atualizado.
Escolhido o iterando final da fase de otimização, retornamos este ponto para
a fase de restauração como aproximação inicial para a heurística Feasibility Pump, que
começa a ser executada pela resolução do subproblema P2, com um limite de 10 iterações.
Continuamos então com o processo iterativo até que um dos critérios de parada seja
satisfeito.
Finalizamos o método quando:
• em 10 iterações externas consecutivas não houver alteração no valor de fval;
• quando o número máximo de 500 iterações for atingido.
Colocamos um limite alto no número de iterações para garantir que o método
continue sendo executado enquanto ainda estiver conseguindo melhorar o valor da função
objetivo. Note que 10 é o número mínimo de iterações que o método RI–MINLP executa
pois, mesmo que encontre a solução ótima na primeira iteração, o processo iterativo só
será finalizado depois de 10 iterações sem atualizar o valor de fval.
O Algoritmo 4 resume os passos realizados a cada iteração de RI–MINLP. Temos
como entrada os dados do problema que será resolvido, a tolerância para factibilidade do
iterando, um limite de iterações e um ponto inicial que pertença ao domínio das restrições.
Como resultados de saída temos a informação se o método foi bem sucedido, o ponto
encontrado e o valor da função objetivo neste ponto.
Na Figura 14 apresentamos o fluxograma do método RI–MINLP para uma
visão mais geral de como o método é estruturado.
3.4.4 Resumo do Método
Para uma visão geral de todos os passos executados pelo método proposto,
apresentamos um resumo de todas as considerações feitas:
• ponto inicial deve apenas pertencer ao domínio das restrições;
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• na primeira iteração é resolvido o PNL relaxado para obtermos um ponto que satisfaz
as restrições não lineares e com valor de função objetivo melhor;
• aplicamos a heurística Feasibility Pump até obter um ponto factível, ou atingir o
limite de 50 iterações;
• resolvemos o subproblema P3;
• resolvemos o subproblema P4;
• verificamos qual obtém uma solução fval melhor (viabilidade e otimalidade);
• adicionamos (alteramos) a restrição fpxq § 0.999fval, às restrições g do problema
MINLP;
• voltamos à heurística Feasibility Pump com limite de 10 iterações: apenas arredon-
damos as variáveis inteiras e começamos pelo subproblema P2;
• alternamos entre as fases de restauração e minimização e atualizamos fval sempre
que um valor melhor é encontrado;
• finalizamos o algoritmo depois de 10 iterações sem alteração no valor de fval ou
quando atingimos um número máximo de 500 iterações.
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ALGORITMO 4: HEURÍSTICA RI PARA MINLP
Entrada:
f (função objetivo), g (função de restrições), Á1 ° 0, Á2 ° 0 (tolerâncias)
b (vetor do lado direito), MaxIt (número máximo de iterações), x0 (ponto inicial),
I (conjunto de índices das variáveis inteiras)
Inicialização:
Sucesso – Verdadeiro, k – 0
kˆ – 0, fval –M , k¯ – 0
Enquanto kˆ † 10, k † MaxIt e Sucesso = Verdadeiro
y¯k – solução do método FP–MINLP a partir de xk
y˜k – Solução de P3 (3.14)
zk – solução de P4 (3.15)
Se }C`pzq} § Á1 e (fpzkq § fpy˜kq ou }C`py˜q} • Á1)
xk – zk





Caso contrário se }C`py˜q} § Á1
xk – y˜k





Se k¯ “ 0
Escolha µ P r0, 1s aleatoriamente




kˆ – kˆ ` 1
k – k ` 1
k¯ – 0
incluir (atualizar) a restrição f § 0.999fval no conjunto de restrições














































Neste capítulo, destacamos os aspectos essenciais da implementação computa-
cional de RI–MINLP e resultados obtidos.
As principais adaptações necessárias para implementação do método RI–MINLP
foram realizadas na implementação da heurística Feasibility Pump para MINLP (FP–
MINLP), concentrando boa parte do nosso trabalho, principalmente no que diz respeito
à adaptação dos problemas testes para satisfazerem todas as exigências dos pacotes
computacionais utilizados na resolução dos subproblemas que compõem o método.
4.1 Heurística Feasibility Pump para MINLP - Implementação
Como a base da heurística Feasibility Pump para MINLP é a resolução dos
subproblemas MILPs e PNLs, toda implementação da heurística foi direcionada pelos
pacotes computacionais aplicados nas resoluções desses subproblemas, sendo necessário
uma grande manipulação nos dados de entrada e saída dos problemas utilizados nos testes.
Os subproblemas MILPs foram resolvidos utilizando uma interface com o
CPLEX 12.6.1 (IBM ILOG CPLEX Optimization Studio, 2014). Essa interface foi imple-
mentada com o auxílio de uma ferramenta do MATLAB denominada funções MEX, que
permite que o MATLAB acesse rotinas externas, programadas em outras linguagens, como
C, C++ ou Fortran. Para que essa interface seja implementada, é necessário um arquivo
MEX que faça essa ponte entre o MATLAB e o pacote computacional e, normalmente, esse
arquivo é fornecido pelo desenvolvedor do pacote computacional. Podemos então utilizar
todas as rotinas do pacote computacional como se fossem internas ao programa.
Para resolução do problema, devemos fornecer ao CPLEX:
• vetor de custos da função objetivo;
• matriz de coeficientes das restrições de igualdade;
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• matriz de coeficientes das restrições de desigualdade, que devem obrigatoriamente
ser da forma “§”;
• vetor do lado direito;
• limitantes superiores e inferiores das variáveis;
• vetor de caracteres indicando o tipo de cada variável: C - contínua, I - inteira ou B -
binária;
• aproximação inicial para a solução.
Todos os dados devem ser fornecidos em forma de matrizes.
Já para os subproblemas PNLs, utilizamos duas estratégias:
• RI–MINLP(IPOPT): emprega uma interface com IPOPT (WÄCHTER et al., 2009),
um pacote computacional, de código aberto, para otimização não linear de grande
porte. Essa interface também é realizada por meio de funções MEX disponibilizadas
pelos desenvolvedores do pacote computacional. Este pacote implementa o método
de Pontos Interiores com filtro de busca linear, cujos detalhes matemáticos podem ser
encontrados em (NOCEDAL et al., 2009; WÄCHTER, 2003; WÄCHTER; BIEGLER,
2006b; WÄCHTER; BIEGLER, 2005b; WÄCHTER; BIEGLER, 2005a), sendo uma
abordagem eficiente para problemas de grande porte, desde que a matriz Jacobiana,
armazenada de forma esparsa, seja fornecida.
• RI–MINLP(SQP) e RI–MINLP(IP): empregam a função fmincon, que é interna do
MATLAB, específica para resolução de problemas de programação não linear com
restrições de igualdade e desigualdade. Esta função inclui vários métodos e optamos,
conforme já detalhamos no Capítulo 2, por escolher os métodos de Programação
Quadrática Sequencial (SQP) e Pontos Interiores (IP).
Como entrada para o IPOPT, devemos fornecer um ponto inicial e duas “struct”
do MATLAB. Uma “struct” agrupa conjunto de dados relacionados nos chamados campos.
Cada campo pode conter qualquer tipo de dado. Os campos da primeira “struct” devem
conter:
• função objetivo do problema;
• as restrições;
• o gradiente da função objetivo;
• a matriz Jacobiana;
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• uma matriz de verificação dos elementos da matriz Jacobiana, que indica quais
elementos são não nulos em todos os pontos.
Todos esses dados devem ser armazenados na forma de “functions handle” que é um tipo
de dado do MATLAB que permite a associação a uma função, dessa forma é possível
invocar a função indiretamete.
A segunda struct deve conter:
• limitantes inferiores e superiores das variáveis;
• limitantes superiores e inferiores das restrições;
• configurações que queira passar para o pacote computacional, caso não queira utilizar
as configurações padrão.
4.1.1 Trabalhando com os dados dos problemas
Como podemos perceber, cada pacote computacional utilizado requer que os
dados sejam apresentados de uma forma diferente. A adaptação dos problemas (funções e
dados) ao formato requerido é, sem dúvida, uma tarefa bastante trabalhosa, pois envolve
diversas manipulações de dados.
A biblioteca MINLPLib, utilizada nos testes, disponibiliza os problemas no
formato gms, padrão para ser utilizado no GAMS, um sistema de modelagem de alto
nível para expressar modelos matemáticos de programação e otimização usando notação
algébrica e não é possível passar esses dados diretamente para o MATLAB. No site da
biblioteca MINLPLib está disponível uma interface online para converter os modelos
GAMS para diversas linguagens, mas, infelizmente o MATLAB não é uma delas.
Porém, existe uma interface disponível para converter arquivos do BARON
(BARON/MATLAB. . . , 2016) para o MATLAB. O BARON é um sistema computacional
para resolver problemas de otimização global. Sendo assim, a alternativa que adotamos foi
converter online os problemas da biblioteca MINLPLib para o BARON e depois utilizar
a interface BARON/MATLAB para converter os problemas para arquivos no formato
padrão do MATLAB.
Nos problemas convertidos a função objetivo e as restrições são functions
handle, formato requerido pelo IPOPT, e as restrições lineares e não lineares encontram-se
misturadas e com limitantes inferiores e superiores. Além disso, é considerado que existe
apenas uma variável vetorial x, o que dificulta um pouco o trabalho de complementar os
dados requeridos pelos pacotes computacionais, apesar de ser a forma utilizada por todos
eles. Outro ponto importante a ser destacado é que as aproximações iniciais fornecidas
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indicam valores para apenas algumas variáveis, o que não é aceito por nenhum dos pacotes
computacionais utilizados.
Escrevemos uma rotina no MATLAB para adaptar todos os dados e completar
os dados requeridos pelo IPOPT. Essa rotina adapta e cria vários dados, tanto que
alguns problemas, com mais variáveis e restrições, chegou a levar dois dias de execução
computacional para ser adaptado, como os problemas com prefixo nuclear e o problema
space25. Dentre os dados gerados e modificados por esta rotina destacamos:
• gerar valores iniciais para os pontos que não foram fornecidos: os pontos são gerados
aleatoriamente, dentro dos limitantes das variáveis, sendo que para as variáveis
inteiras arredondamos o valor gerado para o inteiro mais próximo;
• agrupar os dados requeridos para segunda struct do IPOPT;
• calcular o gradiente e a matriz Jacobiana simbólicos: calculados utilizando as rotinas
internas do MATLAB gradient e jacobian. Essas rotinas exigem que todas as variáveis
do problema sejam fornecidas individualmente, mesmo que armazenadas em um
vetor. Sendo assim, foi necessário criarmos variáveis simbólicas para todas as variá-
veis, avaliarmos as funções nessas variáveis, calcularmos o gradiente e o Jacobiano
simbólicos para depois localizar todas as variáveis e retornar para a notação anterior.
Este é um processo extremamente demorado quando o problema possui muitas
restrições e/ou variáveis;
• gerar a matriz de verificação dos elementos da Jacobiana: neste caso apenas localiza-
mos os elementos constantes que serão sempre não nulos;
• classificar todas as restrições: lineares, não lineares, de desigualdade ou de igualdade;
• agrupar os dados requeridos para a primeira struct do IPOPT;
• repetir todo o processo já descrito para o novo problema que é criado ao final da
primeira iteração externa do método RI-MINLP, ao adicionar a nova restrição ao
problema. Isso foi necessário porque o IPOPT não aceita dados que tenham sido
salvos em duas etapas, ou seja, não aceita que a nova restrição seja adicionada às
restrições já existentes;
• repetir todo o processo já descrito para o subproblema não linear da fase de oti-
malidade do método RI–MINLP, onde as restrições que fixam o valor das variáveis
inteiras são acrescentadas.
Para utilizar a rotina fmincon foi necessário programar individualmente as
funções para a função objetivo e para as restrições não lineares, que tiveram que ser
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selecionadas manualmente. Infelizmente não conhecemos nenhuma rotina do MATLAB
para que esse processo pudesse ser automatizado.
Já para as matrizes de coeficientes das restrições lineares conseguimos utilizar
as informações que obtivemos pela rotina que programamos para adaptar os dados, que
são a classificação das restrições e a matriz Jacobiana, e gerar o restante dos dados durante
a execução do método.
4.1.2 Destaques da implementação do método
Tendo em mãos todos os dados necessários e nos formatos requeridos, devemos
adaptar o Algoritmo 3 do método FP-MINLP, para ser inserido na heurística RI-MINLP,
de forma a ter o melhor desempenho computacional possível.
A rotina fmincon não exige que o gradiente e a matriz Jacobiana sejam forneci-
dos. No método RI–MINLP essa informação é necessária na construção dos subproblemas
MILP, tanto na heurística Feasibility Pump quanto na fase de otimalidade. Uma possibi-
lidade, quando os valores exatos não estão disponíveis, é utilizar o cálculo estimado do
gradiente e da matriz Jacobiana e, neste caso, os valores devem ser estimados em todas as
iterações. Nos nossos testes, como calculamos o gradiente e a matriz Jacobiana simbólicos
requeridos pelo IPOPT, eles foram então utilizados em RI-MINLP(SQP) e RI–MINLP(IP),
para agilizar o processo iterativo e obter resultados mais precisos, sendo necessário apenas
a avaliação das funções no ponto atual.
No início do algoritmo já construímos as matrizes de coeficientes das restrições
lineares e os vetores do lado direito, separando as restrições de igualdade das de desigualdade.
Criamos vetores lógicos para identificar cada uma dessas restrições, dentro do conjunto
completo de restrições, e que são utilizadas durante a construção das restrições dos
subproblemas MILPs.
As restrições dos subproblemas PNLs do método FP–MINLP são sempre as
mesmas, apenas a função objetivo é alterada em todas as iterações e é construída, em
forma de function handle, utilizando o vetor lógico com o índice das variáveis inteiras e a
rotina norm do MATLAB, que, como opção padrão, calcula a norma-2 de um vetor. O
iterando atual sempre é fornecido como aproximação inicial.
Para analisar a factibilidade do ponto em relação às restrições de integralidade
calculamos a norma da diferença das variáveis inteiras e seus valores arredondados. Se o
valor desta norma for menor do que 10´6 consideramos que as restrições de integralidade
estão satisfeitas. Já para a factibilidade das restrições, programamos a função C` dada
em (3.17), onde exigimos que o erro relativo de cada restrição também seja menor do que
10´6.
Um subproblema MILP diferente é gerado a cada iteração do método FP–
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MINLP, modificando a função objetivo e as restrições do problema. Como a função
objetivo envolve a norma-1 da diferença entre variáveis canalizadas, é necessária a adição
de variáveis e restrições ao subproblema MILP, como indicado em (2.4), que são modificadas
a cada iteração e portanto não são mantidas de uma iteração para outra.
Já as desigualdades válidas (2.9), construídas para cada restrição não linear,
são mantidas de uma iteração para a outra, sendo incorporadas sempre à mesma matriz
de restrições. Mesmo as restrições não lineares de igualdade têm aproximações lineares
de desigualdade, uma vez que não faz sentido exigir que uma aproximação seja satisfeita
na igualdade. As restrições lineares são adicionadas ao problema e mantidas em todas as
iterações, assim, as únicas restrições de igualdade que teremos no subproblema MILP são
as restrições lineares de igualdade do problema MINLP original. As matrizes de restrições
do último subproblema MILP resolvido são fornecidas como saída do algoritmo, para
poderem ser utilizadas na fase de otimização do método RI–MINLP.
Caso o CPLEX não consiga localizar uma solução inteira factível para o MILP,
utilizamos como aproximação para a solução do subproblema, a solução do subproblema
não linear com o valor das variáveis inteiras arredondado para o inteiro mais próximo. Por
outro lado, se o subproblema PNL não puder ser resolvido até a otimalidade, o próprio
pacote computacional fornece uma aproximação para a solução, mesmo que infactível.
4.2 Implementação da fase de otimalidade do método RI–MINLP
Na fase de otimalidade do método RI–MINLP são resolvidos apenas um sub-
problema PNL (3.14) e um subproblema MILP (3.15).
No subproblema PNL as variáveis inteiras têm os valores fixados na solução
encontrada pela heurística Feasibility Pump e a função objetivo é a mesma do problema
original. Uma vez que as restrições adicionadas são lineares, correspondentes ao fixarmos
os valores das variáveis inteiras, quando utilizamos a rotina fmincon calculamos novamente
a matriz de coeficientes das restrições lineares de igualdade e adicionamos os valores
das variáveis inteiras ao vetor do lado direito. Já para a versão que utiliza o IPOPT
(RI–MINLP(IPOPT)), apenas adicionamos os valores das variáveis inteiras ao vetor dos
limitantes das restrições, uma vez que os demais dados já foram calculados pela rotina
que implementamos para adaptar os dados do problema.
A solução obtida pela heurística Feasibility Pump é fornecida como ponto
inicial para os pacotes computacionais. Como essa solução satisfaz todas as restrições, o
problema é de rápida resolução, verificando apenas se existe algum ponto, cujas variáveis
contínuas assumam valores diferentes, que melhore o valor da função objetivo. Se a
heurística Feasibility Pump atingiu a viabilidade, ela não é perdida com a resolução desse
subproblema.
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Já para o subproblema MILP (3.15), devemos apenas calcular o vetor de custos,
onde avaliamos o gradiente, que já temos calculado, na solução obtida pelo subproblema
PNL (3.14) da fase de otimalidade, que também é a aproximação inicial fornecida para o
CPLEX. As restrições do problema são as mesmas do último subproblema MILP (3.12)
resolvido pela heurística Feasibility Pump, que são armazenadas e passadas para a fase de
otimalidade.
O ponto inicial também é factível quando a heurística Feasibility Pump converge,
mas como as restrições do problema são relaxadas, a viabilidade pode ser perdida. Com a
resolução deste subproblema esperamos encontrar pontos viáveis com melhor valor para a
função objetivo pelo fato das variáveis inteiras poderem assumir valores diferentes. No caso
em que a convergência não tenha sido obtida na fase da Restauração, este subproblema
MILP da fase de Otimalidade fornecerá uma aproximação inicial diferente para a fase da
Restauração, favorecendo a convergência.
Os critérios para selecionar qual solução será escolhida como iterando final do
método RI–MINLP estão descritos na Seção 3.4.3. Para testar a viabilidade utilizamos
a função C` dada em (3.17), onde é considerado um erro relativo para cada restrição,
exigindo uma precisão de pelo menos 10´4 para a restrição com o maior erro. O valor desse
erro para a solução aceita está destacado nas Tabelas 6 e 7. Note que a função C` atribui
um erro igual a 0 para as restrições de desigualdade que não chegam a atingir a igualdade.
4.3 Testes Computacionais
Os testes foram realizado num MacBook Pro com processador de 2.4 GHz Intel
Core i5 e memória de 8GB 1600 MHz DDR3. Os Algoritmos 3 e 4 descritos nas Seções 2.2.5
e 3.4.3, respectivamente, foram implementados em MATLAB, versão R2016a. Utilizamos
a interface com o CPLEX 12.6.1 (IBM ILOG CPLEX Optimization Studio, 2014) para
a resolução dos subproblemas lineares inteiros. Para a resolução dos subproblemas não
lineares utilizamos a interface com o IPOPT e a rotina interna fmincon do MATLAB,
utilizando dois tipos de algoritmos: Programação Quadrática Sequencial (SQP) e Pontos
Interiores (IP).
Os testes com a heurística RI–MINLP foram realizados utilizando os problemas
da biblioteca MINLPlib (BUSSIECK et al., 2013), descritos na Tabela 8, no Apêndice, com
problemas convexos e não convexos. Todos os problemas suportados pelo MATLAB foram
testados, num total de 196 problemas e, ressaltamos aqui, que são os mesmos problemas
já empregados no Capítulo 2. Problemas MINLP são de difícil solução e, muitas vezes, até
mesmo encontrar uma solução factível é difícil e, em geral, não temos como provar que a
melhor solução conhecida, fornecida na literatura (BUSSIECK et al., 2013), é um ótimo
global do problema. Sendo assim, consideramos que o método convergiu se ele pelo menos
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Tabela 5 – Comparação da qualidade dos resultados obtidos pelo método RI–MINLP com
a melhor solução apresentada na literatura (BUSSIECK et al., 2013).
Versão convergiram igual melhor próximo distante
RI–MINLP(SQP) 159 68 22 67 2
RI–MINLP(IP) 144 47 7 87 3
RI–MINLP(IPOPT) 76 26 8 37 5
localizou uma solução factível, considerando na análise a qualidade desta solução, se foi
obtido valor igual, próximo, ou até melhor que o melhor valor fornecido pela literatura
(BUSSIECK et al., 2013).
Na Tabela 5 apresentamos um resumo da qualidade dos resultados obtidos pelo
método RI–MINLP, para as três versões empregadas. Vale destacar que, no total, foram
testados 196 problemas e consideramos que o método convergiu para um determinado
problema se pelo menos localizou uma solução factível.
Nas Tabelas 6 e 7 apresentamos para cada problema, o melhor valor conhecido,
o número de iterações, o tempo de execução medido em segundos, o valor da função objetivo
encontrado por RI–MINLP utilizando a interface com o IPOPT, RI-MINLP(IPOPT), e os
métodos SQP (RI-MINLP(SQP)) e Pontos Interiores (RI-MINLP(IP)) do MATLAB na
resolução dos PNLs, além do erro, que representa a maior entrada da função C` dada
em (3.17). Os problemas, para os quais RI–MINLP não obteve solução factível, estão
representados por um traço nas tabelas, aqueles em que obteve a mesma solução da
literatura estão destacados em cinza claro e os resultados melhores do que os da literatura
estão destacados em cinza escuro.
As Figuras 15 e 16 correspondem aos gráficos de perfil de desempenho (DOLAN;
MORÉ, 2002), comparando as três versões de RI-MINLP empregando as medidas, iterações
e tempo de execução respectivamente.
A partir das Tabelas 6 e 7 e também das Figuras 15 e 16, podemos constatar
que a versão RI-MINLP(SQP) é a mais robusta, pois obteve solução viável para 159 (81%)
dos 196 problemas, sendo 70 deles não-convexos. Comparando os resultados, dos problemas
que convergiram, com a melhor solução conhecida, fornecida na literatura, encontramos
esta solução em 68 problemas (43%), em 22 problemas (14%) encontramos uma solução
melhor, em 67 problemas (42%) a solução está pior, mas da mesma ordem de grandeza
do valor da solução fornecida na literatura e em apenas 2 problemas (1%) obteve uma
solução factível, porém com valor para a função objetivo bem distante do valor ótimo.
Já na versão RI–MINLP(IP) os resultados foram inferiores. Obtivemos conver-
gência para 144 (73%) problemas, sendo 63 deles não convexos. Dentre os problemas que
convergiram, em 47 problemas (33%) encontramos o ponto indicado na literatura, em 7
problemas (5%) a solução está melhor, em 87 problemas (60%) a solução está pior, mas
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da mesma ordem de grandeza do valor da literatura, e em 3 (2%) problemas a solução
está bem distante da melhor solução conhecida.
E por fim, na versão RI–MINLP(IPOPT), obtivemos convergência para apenas
76 (39%) problemas, sendo 31 deles não convexos. Considerando os problemas que con-
vergiram, em 26 (34%) problemas encontramos a melhor solução conhecida, fornecida na
literatura, em 8 (10%) problemas encontramos uma solução melhor, em 37 (49%) problemas
encontramos soluções factíveis com valores da mesma ordem de grandeza da literatura e
em 5 (7%) problemas, a solução encontrada está longe da fornecida na literatura.
Os tempos de execução não são tão elevados, considerando a complexidade do
problema (problema não linear com variáveis inteiras). Dos 159 problemas para os quais
obtivemos solução factível com o método RI–MINLP(SQP), apenas 20 deles levaram mais
de uma hora para convergir e, com excessão do problema tln12, todos eles possuem mais
de 200 restrições e/ou variáveis. Já com a versão RI–MINLP(IP), apenas 4 problemas
levaram mais de uma hora para convergir, sendo que um deles possui 344 restrições e os
outros três, possuem 436 restrições.
Quando utilizamos o método RI–MINLP(IPOPT) apenas um problema levou
mais de uma hora para convergir. De forma geral, quando empregamos métodos de Pontos
Interiores, tanto RI–MINLP(IP) quanto RI–MINLP(IPOPT), o tempo de execução é
menor, em relação à versão RI–MINLP(SQP), à medida que a dimensão do problema
aumenta. Muito embora, para vários problemas o processo é interrompido por atingir
o limite de 10 iterações do algoritmo sem localizar um ponto factível. Já a versão RI–
MINLP(SQP) requer tempo maior de execução, e realiza mais iterações, porém o processo
localizou uma solução para boa parte dos problemas.
Com relação ao número de iterações, em geral, o método RI–MINLP converge em
poucas iterações. Quando utilizamos a versão RI–MINLP(SQP), 38 problemas convergiram
com o número mínimo de 10 iterações, localizando o melhor valor obtido na literatura
em 27 deles e apenas 22 problemas necessitaram de mais de 30 iterações para finalizar o
processo, encontrando o melhor valor conhecido na literatura em 12 deles.
Com o método RI–MINLP(IP) também foram 38 problemas que convergiram
com 10 iterações, em grande parte os mesmos problemas da versão que utilizamos SQP,
sendo que em 24 deles localizou a solução apresentada na literatura e apenas 17 problemas
convergiram com mais de 30 iterações, localizando o ótimo em 4 casos. Já ao utilizarmos o
método RI–MINLP(IPOPT), 45 problemas convergiram com 10 iterações, localizando a
solução da literatura em 23 problemas, nesta versão nenhum problema necessitou de mais
de 30 iterações para convergir.
Comparando os três métodos com relação ao tempo de execução, podemos
verificar, a partir da Figura 16, que o mais eficiente foi a versão RI-MINLP(SQP). Esta
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versão resolveu 116 (59%) problemas com o menor tempo, sendo que em 20 desses problemas
apenas o método RI–MINLP(SQP) convergiu. A versão RI–MINLP(IP) obteve o menor
tempo de execução em 42 (21%) problemas, sendo a maioria problemas de grande porte
que não convergiram com o método RI–MINLP(IPOPT) e 4 problemas que só convergiram
com este método. Já o método RI–MINLP(IPOPT) obteve o menor tempo de execução
em 7 (4%) problemas, onde 2 deles convergiram só com este método.
Já com relação ao número de iterações, RI–MINLP(SQP) obteve o menor
número de iterações em 94 (48%) problemas, o método RI–MINLP(IP) obteve em 81 (41%)
problemas e o método RI–MINLP(IPOPT) em 58 (30%) problemas. Em vários problemas
mais de um método convergiu com o menor número de iterações. Este desempenho pode
ser visualizado no gráfico de perfil de desempenho (Figura 15) no qual observamos que
RI-MINLP(SQP) foi mais eficiente que os demais.
Entre as versões RI–MINLP(SQP) e RI–MINLP(IP), que requerem as mesmas
informações, vemos que o desempenho da versão RI–MINLP(SQP), tanto com relação ao
tempo de execução quanto com relação ao número de iterações, é melhor para problemas
de pequeno porte e a versão RI–MINLP(IP) leva vantagem, com relação ao tempo de
execução, nos problemas maiores, muito embora tenha convergido para um número menor
de problemas também.
Com base nos testes realizados, pudemos observar que o método RI–MINLP é
sensível à aproximação inicial fornecida, onde um mesmo problema pode convergir para
o ótimo partindo de um determinado ponto e nem mesmo localizar uma solução factível
ao utilizar um ponto inicial diferente. Para os problemas de pequeno porte, em geral, o
método finaliza com poucas iterações, na maioria com bons resultados.
Destacamos aqui o problema gear4, que apesar de possuir apenas 7 variáveis e 2
restrições a solução encontrada pelo método foi ruim, em termos da função objetivo, para a
maioria dos pontos iniciais testados, exceto quando, intencionalmente, fornecemos um ponto
próximo à solução disponível na literatura, neste caso, tanto o método RI–MINLP(SQP)
quanto o método RI–MINLP(IP), convergem para a melhor solução conhecida, fornecida na
literatura. Uma vez que este é um problema não convexo, o método não está conseguindo
se desligar dos minimizadores locais do problema. Além disso, esse foi o problema que levou
o maior número de iterações para convergir, sendo 201 iterações, tanto com o método RI–
MINLP(SQP) quanto com o método RI–MINLP(IP). Com o método RI–MINLP(IPOPT)
não conseguimos a convergência desse problema.
Destacamos também o problema tln12, que apesar de possuir apenas 73 res-
trições, todas lineares, e 169 variáveis, todas inteiras, levou mais de quatro horas para
convergir, mesmo convergindo em apenas 10 iterações, quando utilizamos o método RI–
MINLP(SQP). Interrompemos o processo de resolução, tanto RI–MINLP(IP) quanto
RI–MINLP(IPOPT), por ter atingido 24 horas de execução. Provavelmente esse grande
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tempo de execução deve-se ao fato que todas as variáveis do problema são inteiras, o que
aumenta drasticamente o custo computacional.
Por outro lado, conseguimos a convergência para boa parte dos problemas
não convexos, o que é um resultado muito significativo, tendo em vista que o método é
desenvolvido para resolução de problemas convexos e, neste conjunto de problemas, apenas
o problema nvs03 não convergiu em nenhuma das estratégias adotadas.
Entre os problemas de grande porte, destacamos aqueles que iniciam com o
prefixo fo, que apesar de necessitarem de um número maior de iterações, quando estamos
utilizando o método RI–MMINLP(SQP), o método converge para uma solução de boa
qualidade, coincidindo com a solução disponível na literatura para boa parte dos problemas.
O mesmo não acontece quando estamos utilizando o método de Pontos Interiores pois,
levando em consideração os mesmos problemas, o método não converge para a maioria
dos problemas quando utilizamos a versão RI–MINLP(IPOPT). E quando utilizamos o
método RI–MINLP(IP), apesar de obtermos a convergência, a solução quase sempre é
diferente do valor da literatura, apesar de estar próximo desse valor e convergir com menor
tempo de execução que o método RI–MINLP(SQP), tendo em vista que esses problemas
são os que apresentam mais restrições e variáveis.
Observamos que, utilizando o mesmo ponto inicial, o método RI–MINLP
conseguiu localizar soluções factíveis mesmo para problemas em que o método FP–MINLP,
conforme programado nos testes do Capítulo 2, falhou. Este resultado era de fato esperado,
pois a convergência da heurística Feasibility Pump depende do ponto inicial, e a cada
iteração externa de RI–MINLP, são gerados iterandos em regiões mais próximas da
viabilidade, favorecendo a convergência da heurística Feasibility Pump (FP–MINLP) na
fase de restauração da iteração externa seguinte.
Resumindo os resultados descritos nesta seção, e com o auxílio dos gráficos de
perfil de desempenho das Figuras 15 e 16, podemos finalizar observando que a resolução dos
problemas não lineares através do método RI–MINLP(SQP) obteve melhor desempenho
tanto do ponto de vista de eficiência, quanto de robustez. É mais eficiente porque realiza
menor ou igual número de iterações em aproximadamente 48% dos problemas. E é também
mais robusto, pois obtém solução factível para aproximadamente 81% dos problemas
contra 73% do método RI–MINLP(IP) e 39% do RI–MINLP(IPOPT). Com relação ao
tempo de execução, o método RI–MINLP(SQP) também foi mais eficiente para problemas
de pequeno porte, cujo tempo de execução necessário para atingir a convergência é menor,
e para os problemas maiores o tempo foi semelhante.
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Figura 15 – Perfil de desempenho das versões de RI–MINLP com relação ao número de
iterações comparando os métodos utilizados na resolução dos subproblemas
PNL.











Figura 16 – Perfil de desempenho das versões de RI–MINLP com relação ao tempo de









Tabela 6 – Testes realizados com os métodos RI–MINLP(SQP) e RI–MINLP(IP).
Problema Literatura
RI–MINLP(SQP) RI–MINLP(IP)
iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
alan 2.9250e+00 14 1.9464e+01 2.9250e+00 0.0000e+00 12 3.6703e+01 2.9250e+00 0.0000e+00
batch 2.8551e+05 12 1.7600e+01 2.8551e+05 2.6702e–16 27 2.0439e+02 2.8551e+05 6.3775e–08
batchdes 1.6743e+05 – – – – – – – –
beuster˚ 1.1635e+05 – – – – – – – –
contvar˚ 8.0915e+05 – – – – – – – –
csched1 -3.0639e+04 18 3.7557e+01 -2.9279e+04 4.8850e–15 15 1.6644e+02 -2.7761e+04 4.8743e–04
csched1a˚ -3.0430e+04 23 1.8889e+01 -3.0280e+04 2.6645e–15 21 3.2801e+01 -3.0280e+04 3.8968e–10
csched2 -1.6610e+05 39 1.2419e+04 -1.2067e+05 4.7476e–10 – – – –
csched2a˚ -1.6540e+05 60 6.3189e+02 -1.5902e+05 7.3220e–12 25 2.1040e+02 -1.1778e+05 2.9105e–11
du_opt 3.5563e+00 11 2.6441e+01 4.4243e+00 0.0000e+00 12 7.2017e+01 4.4243e+00 0.0000e+00
du_opt5 8.0737e+00 34 1.0219e+02 8.0737e+00 0.0000e+00 35 2.2523e+02 9.0916e+00 0.0000e+00
elf 1.9170e–01 – – – – – – – –
eniplac -1.3212e+05 – – – – – – – –
enpro48 1.8728e+05 – – – – – – – –
enpro48pb 1.8728e+05 – – – – – – – –
enpro56 2.6343e+05 – – – – – – – –
enpro56pb 2.6343e+05 – – – – – – – –
ex3 6.8010e+01 – – – – 11 5.5810e+01 8.2373e+01 2.1529e–06
ex3pb 6.8010e+01 – – – – 11 6.2172e+01 8.2371e+01 4.2088e–05
ex4 -8.0641e+00 15 1.9499e+01 1.5047e+04 4.5561e–13 17 1.1330e+02 1.9121e+05 1.2484e–06










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
ex1222 1.0765e+00 11 5.8801e+00 1.0755e+00 5.1160e–04 11 1.3163e+01 1.0755e+00 5.1314e–04
ex1223 4.5796e+00 11 9.8559e+00 4.5796e+00 8.0407e–10 11 2.6765e+01 4.5796e+00 4.1073e–06
ex1223a 4.5796e+00 11 6.5040e+00 4.5796e+00 3.2681e–16 10 1.3158e+01 4.5796e+00 6.0693e–15
ex1223b 4.5796e+00 11 1.0390e+01 4.5796e+00 8.0407e–10 11 3.2016e+01 4.5796e+00 2.2222e–06
ex1224 -9.4350e–01 12 3.9168e+00 -8.8445e–01 1.7764e–15 14 2.7940e+01 -9.2209e–01 2.9681e–04
ex1225 3.1000e+01 10 5.3714e+00 3.1000e+01 0.0000e+00 10 1.1135e+01 3.1000e+01 0.0000e+00
ex1226 -1.7000e+01 10 2.9390e+00 -1.7000e+01 0.0000e+00 11 5.1307e+00 -1.7000e+01 0.0000e+00
ex1233 1.5501e+05 12 1.1077e+02 1.5789e+05 0.0000e+00 17 1.6561e+02 1.5552e+05 0.0000e+00
ex1243 8.3402e+04 17 1.2139e+02 8.3322e+04 0.0000e+00 11 1.5861e+02 8.3403e+04 0.0000e+00
ex1244 8.2042e+04 11 7.6061e+01 8.2043e+04 1.0071e–13 17 3.0650e+02 8.3989e+04 2.1476e–13
ex1252 1.2890e+05 10 5.1392e+01 1.8031e+05 3.3880e–09 10 8.7157e+01 2.0432e+05 4.3325e–05
ex1252a 1.2889e+05 14 1.9097e+01 1.4896e+05 7.5848e–04 17 1.1874e+02 1.3525e+05 1.5982e–05
ex1263 1.9600e+01 15 3.7510e+01 2.3000e+01 0.0000e+00 15 1.1613e+02 2.1000e+01 1.5543e–15
ex1263a 1.9600e+01 15 1.6829e+01 2.1000e+01 0.0000e+00 10 3.8365e+01 2.1600e+01 0.0000e+00
ex1264 8.6000e+00 19 3.7886e+01 1.0000e+01 0.0000e+00 19 1.3679e+02 1.0000e+01 1.4850e–04
ex1264a 8.6000e+00 20 1.4927e+01 1.0000e+01 0.0000e+00 11 3.7935e+01 1.0000e+01 0.0000e+00
ex1265 1.0300e+01 23 5.5380e+01 1.1000e+01 0.0000e+00 19 1.1639e+02 1.1000e+01 0.0000e+00
ex1265a 1.0300e+01 18 2.3846e+01 1.1000e+01 0.0000e+00 16 5.3684e+01 1.1000e+01 0.0000e+00
ex1266 1.6300e+01 23 6.9690e+01 1.6300e+01 1.9273e–15 19 1.2696e+02 1.7000e+01 0.0000e+00
ex1266a 1.6300e+01 17 2.8227e+01 1.7500e+01 0.0000e+00 20 1.0542e+02 1.7000e+01 0.0000e+00
fac1 1.6091e+08 10 1.2518e+01 1.6091e+08 0.0000e+00 11 6.0298e+01 1.6091e+08 0.0000e+00










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
fac3 3.3183e+08 13 4.1370e+01 3.1982e+07 0.0000e+00 11 3.4933e+01 3.8310e+07 0.0000e+00
feedtray -1.3406e+01 17 1.6172e+01 -1.3406e+01 2.2371e–13 13 1.9116e+02 -1.3389e+01 5.2519e–04
feedtray2 0.0000e+00 26 6.6538e+02 0.0000e+00 3.2729e–15 – – – –
fo7 2.0730e+01 69 4.1928e+03 2.0695e+01 9.9738e–04 49 6.4667e+02 2.2756e+01 9.9678e–04
fo7_2 1.7749e+01 34 1.2904e+03 1.7744e+01 1.1355e–04 39 5.1527e+02 1.7740e+01 9.6761e–04
fo7_ar2_1 2.4840e+01 19 1.0655e+03 2.4826e+01 5.6918e–04 23 4.1332e+02 2.4848e+01 7.6043e–04
fo7_ar3_1 2.2517e+01 21 1.0362e+03 2.2517e+01 4.3760e–14 24 3.6700e+02 2.5673e+01 2.9661e–04
fo7_ar4_1 2.0730e+01 21 9.5377e+02 2.0730e+01 5.2125e–15 12 2.0427e+02 2.6677e+01 0.0000e+00
fo7_ar5_1 1.7749e+01 24 8.2883e+02 1.7732e+01 7.5405e–04 17 2.0241e+02 1.7738e+01 5.7514e–04
fo7_ar25_1 2.3094e+01 21 9.6680e+02 2.3094e+01 7.5641e–15 25 4.2672e+02 2.3589e+01 6.1202e–05
fo8 2.2382e+01 31 4.4957e+03 2.2362e+01 9.3306e–04 34 7.9950e+02 2.2383e+01 0.0000e+00
fo8_ar2_1 3.0341e+01 18 1.8959e+03 3.2284e+01 1.8471e–14 14 4.9247e+02 3.6069e+01 0.0000e+00
fo8_ar3_1 2.3910e+01 18 1.9324e+03 2.3910e+01 1.3860e–05 35 5.7965e+02 3.5766e+01 9.0765e–04
fo8_ar4_1 2.2382e+01 22 2.1435e+03 2.2382e+01 2.4386e–14 60 1.2045e+03 2.2395e+01 0.0000e+00
fo8_ar5_1 2.2382e+01 15 1.4944e+03 2.9089e+01 1.0556e–14 25 4.2259e+02 3.3586e+01 0.0000e+00
fo8_ar25_1 2.8045e+01 33 5.5547e+03 2.8045e+01 7.8997e–15 40 9.4317e+02 3.4137e+01 0.0000e+00
fo9 2.3464e+01 44 1.4923e+04 2.3441e+01 9.7739e–04 201 7.3509e+03 2.9743e+01 1.2620e–06
fo9_ar2_1 3.2625e+01 16 6.1978e+03 3.2625e+01 5.4942e–14 64 1.0311e+04 3.8959e+01 2.9088e–04
fo9_ar3_1 2.4815e+01 33 6.1381e+03 2.4815e+01 2.7119e–04 48 2.6737e+03 3.6531e+01 6.8330e–04
fo9_ar4_1 2.3464e+01 31 6.1775e+03 2.3464e+01 1.8652e–14 127 5.3146e+03 3.1317e+01 4.8649e–04
fo9_ar5_1 2.3464e+01 42 7.5393e+03 2.3464e+01 1.2671e–14 23 5.3116e+02 4.4207e+01 7.1743e–04










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
fuel 8.5661e+03 10 7.7061e+00 8.5661e+03 2.2507e–06 10 2.4497e+01 8.5661e+03 5.6804e–07
gasnet 6.9994e+06 – – – – – – – –
gastrans 8.9086e+01 – – – – – – – –
gbd 2.2000e+00 10 4.6448e+00 2.2000e+00 0.0000e+00 10 2.2082e+01 2.2000e+00 0.0000e+00
gear 0.0000e+00 11 1.1717e+01 7.7786e–07 0.0000e+00 12 1.0716e+01 7.7786e–07 0.0000e+00
gear2 0.0000e+00 13 1.7042e+01 3.2999e–09 0.0000e+00 13 5.6042e+01 3.2999e–09 6.4152e–09
gear3 0.0000e+00 11 4.9122e+00 7.7786e–07 0.0000e+00 12 1.2594e+01 7.7786e–07 6.9911e–09
gear4 1.6434e+00 201 8.7055e+01 7.5603e+02 8.7288e–04 201 2.4863e+02 7.4794e+02 9.2893e–04
ghg_1veh˚ 7.7709e+00 20 1.3599e+01 -1.9064e+04 1.0391e–14 – – – –
ghg_2veh˚ 7.7709e+00 – – – – 19 2.0968e+02 1.0472e+01 7.0321e–07
ghg_3veh˚ 7.7543e+00 – – – – – – – –
gkocis -1.9231e+00 22 6.3920e+00 -1.7210e+00 6.6613e–16 30 1.3467e+01 -1.7211e+00 3.6642e–05
hmittelman 1.3000e+01 – – – – – – – –
m3 3.7800e+01 12 1.7305e+01 3.7800e+01 0.0000e+00 12 4.4322e+01 3.7800e+01 0.0000e+00
m6 8.2257e+01 15 1.1846e+02 8.2121e+01 8.3481e–04 13 1.1234e+02 1.2551e+02 0.0000e+00
m7 1.0676e+02 24 3.7627e+02 1.0676e+02 8.1510e–05 37 4.5304e+02 1.0676e+02 0.0000e+00
m7_ar2_1 1.9023e+02 14 7.7444e+02 1.9023e+02 5.0998e–04 – – – –
m7_ar3_1 1.4358e+02 17 6.5805e+02 1.4358e+02 1.1635e–14 10 1.1040e+02 2.6412e+02 0.0000e+00
m7_ar4_1 1.0676e+02 10 1.3856e+02 1.0676e+02 1.1429e–05 10 1.8662e+02 1.0676e+02 1.4844e–05
m7_ar5_1 1.0646e+02 10 1.9617e+02 1.0646e+02 5.7732e–15 10 2.7180e+02 1.0646e+02 8.5600e–06
m7_ar25_1 1.4358e+02 11 3.3059e+02 1.7286e+02 9.1168e–05 11 1.1496e+02 3.2231e+02 4.0335e–04










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
minlphix˚ 3.1669e+02 11 6.1453e+01 3.1671e+02 1.3950e–05 – – – –
no7_ar2_1 1.0781e+02 17 1.3384e+03 1.0771e+02 5.5357e–04 – – – –
no7_ar3_1 1.0781e+02 15 2.6377e+03 1.0771e+02 5.4560e–04 12 2.8188e+02 1.2679e+02 0.0000e+00
no7_ar4_1 9.8518e+01 23 1.2927e+03 9.8518e+01 1.6215e–14 44 1.0322e+03 9.8518e+01 0.0000e+00
no7_ar5_1 9.0623e+01 26 2.3621e+03 9.0532e+01 8.7793e–04 – – – –
no7_ar25_1 1.0781e+02 28 2.5596e+03 1.0771e+02 5.4624e–04 15 2.7614e+02 1.1988e+02 0.0000e+00
nous1 1.5671e+00 – – – – – – – –
nous2 6.2600e–01 11 3.1821e+01 1.3843e+00 3.4147e–13 – – – –
nuclearva -1.0125e+00 – – – – – – – –
nuclearvb -1.0304e+00 – – – – – – – –
nuclearvc -9.9830e–01 – – – – – – – –
nuclearvd -1.0344e+00 – – – – – – – –
nuclearve -1.0351e+00 – – – – – – – –
nuclearvf -1.0194e+00 – – – – – – – –
nvs01 1.2470e+01 10 6.7984e+00 1.3314e+01 3.0156e–05 10 1.0609e+01 1.3314e+01 6.8247e–04
nvs02 5.9846e+00 – – – – – – – –
nvs03 1.600e+02 – – – – – – – –
nvs04 7.2000e–01 10 8.1698e+00 2.1200e+00 0.0000e+00 10 9.9666e+00 2.1200e+00 0.0000e+00
nvs05˚ 5.4709e+00 – – – – – – – –
nvs06 1.7703e+00 10 5.6350e+00 1.7703e+00 0.0000e+00 10 8.2851e+00 1.7703e+00 0.0000e+00
nvs07 4.0000e+00 – – – – – – – –










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
nvs09 -4.3134e+01 10 3.1404e+00 -4.3134e+01 0.0000e+00 10 9.3210e+00 -4.3134e+01 0.0000e+00
nvs10 -3.1080e+02 12 2.7514e+00 -2.6760e+02 0.0000e+00 12 7.9158e+00 -2.6760e+02 0.0000e+00
nvs11 -4.3100e+02 11 2.6510e+00 -4.2780e+02 0.0000e+00 10 4.5006e+00 -4.3100e+02 0.0000e+00
nvs12 -4.8120e+02 10 2.7669e+00 -4.8120e+02 0.0000e+00 10 5.1688e+00 -4.8120e+02 0.0000e+00
nvs13 -5.8520e+02 10 5.2683e+00 -5.7780e+02 0.0000e+00 10 1.1076e+01 -5.7780e+02 0.0000e+00
nvs14 -4.0358e+04 – – – – – – – –
nvs15 1.0000e+00 10 7.8521e+00 1.0000e+00 0.0000e+00 10 1.2396e+01 1.0000e+00 0.0000e+00
nvs16 7.0310e–01 11 7.9271e+00 7.0312e–01 0.0000e+00 12 1.1710e+01 7.0312e–01 0.0000e+00
nvs17 -1.1004e+03 12 4.2112e+00 -1.1004e+03 0.0000e+00 12 4.6270e+00 -1.1004e+03 0.0000e+00
nvs18 -7.7840e+02 11 4.9958e+00 -7.5500e+02 0.0000e+00 11 3.9510e+00 -7.5500e+02 0.0000e+00
nvs19 -1.0984e+03 11 5.2788e+00 -1.0920e+03 0.0000e+00 11 4.8673e+00 -1.0920e+03 0.0000e+00
nvs20 2.3092e+02 11 1.5760e+01 2.3092e+02 3.5079e–07 12 3.2767e+01 2.3092e+02 3.9401e–06
nvs21 -5.6848e+00 10 8.1003e+00 -4.9521e+00 3.1833e–10 15 1.2933e+01 -5.0952e+00 2.1570e–09
nvs22 6.0582e+00 17 3.2303e+01 7.5996e+00 7.5868e–05 19 6.0549e+01 1.3456e+01 3.1638e–04
nvs23 -1.1252e+03 14 1.1073e+01 -1.1184e+03 0.0000e+00 14 1.4949e+01 -1.1066e+03 0.0000e+00
nvs24 -1.0332e+03 14 1.1766e+01 -1.0138e+03 0.0000e+00 12 1.2605e+01 -1.0138e+03 0.0000e+00
o7 1.3165e+02 97 2.5326e+04 1.3140e+02 8.6013e–04 29 1.1747e+03 1.3636e+02 0.0000e+00
o7_2 1.1695e+02 88 3.7134e+04 1.1668e+02 7.3517e–04 64 3.3626e+03 1.2704e+02 0.0000e+00
o7_ar2_1 1.4041e+02 22 5.5720e+03 1.4027e+02 6.7599e–04 20 5.3382e+02 1.4714e+02 0.0000e+00
o7_ar3_1 1.3793e+02 32 3.7306e+03 1.3886e+02 1.5903e–14 – – – –
o7_ar4_1 1.3165e+02 25 3.5879e+03 1.3165e+02 7.6239e–15 11 8.4210e+02 1.5559e+02 0.0000e+00










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
o7_ar25_1 1.4041e+02 20 3.5787e+03 1.4041e+02 2.5339e–14 – – – –
o8_ar4_1 2.4307e+02 48 3.5236e+04 2.4307e+02 4.1073e–14 – – – –
09_ar4_1 2.3614e+02 28 1.9962e+04 2.5900e+02 2.0207e–14 – – – –
oaer -1.9231e+00 18 5.1160e+00 -1.9231e+00 2.2204e–16 14 7.2729e+00 -1.9231e+00 2.8667e–09
ortez -9.5320e+03 12 9.1665e+01 -8.3823e+03 2.0135e–07 – – – –
parallel 9.2430e+02 32 3.0331e+02 9.2400e+02 1.6387e–13 13 1.3866e+02 2.7302e+03 1.2634e–12
prob02 1.1223e+05 10 4.5520e+00 1.1224e+05 0.0000e+00 10 9.3544e+00 1.1224e+05 0.0000e+00
prob03 1.0000e+01 10 3.5925e+00 1.0000e+01 0.0000e+00 10 1.1751e+01 1.0000e+01 0.0000e+00
procsel -1.9231e+00 – – – – 17 3.4652e+02 1.3091e+03 3.2182e–05
pump 1.2890e+05 12 1.3399e+01 1.3447e+05 3.5539e–09 – – – –
ravem 2.6960e+05 21 2.4339e+02 2.6961e+05 9.2820e–04 20 1.9739e+02 4.0262e+05 8.8968e–07
ravempb 2.6960e+05 11 1.4540e+02 3.0346e+05 7.3910e–05 18 1.7289e+02 4.8631e+05 6.1858e–07
space25 4.8432e+02 – – – – – – – –
space25a 4.8432e+02 – – – – – – – –
spectra2 1.3978e+01 15 8.5563e+01 6.8755e+01 2.4798e–04 – – – –
spring 8.4620e–01 11 2.3750e+01 9.8757e–01 1.2991e–08 – – – –
st_e13 2.0000e+00 10 3.7623e+00 2.0000e+00 0.0000e+00 10 5.6642e+00 2.0000e+00 0.0000e+00
st_e14 4.5796e+00 11 4.9761e+00 4.5796e+00 5.7998e–10 11 2.4616e+01 4.5796e+00 2.0519e–06
st_e15 7.6672e+00 13 4.7500e+00 5.0000e+00 2.1956e–07 11 9.8292e+00 5.0012e+00 9.5275e–06
st_e27 2.0000e+00 10 3.1496e+00 2.0000e+00 0.0000e+00 10 1.0446e+01 2.0000e+00 0.0000e+00
st_e29 -9.4350e–01 47 1.6544e+01 -6.7915e–01 1.1377e–07 26 3.1655e+01 -9.4349e–01 1.2525e–05










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
st_e32˚ -1.4304e+00 – – – – – – – –
st_e35˚ 6.4868e+04 10 4.9321e+01 7.1468e+04 2.3776e–12 12 1.6945e+02 7.1445e+04 0.0000e+00
st_e36 -2.4600e+02 33 4.3519e+00 -1.9879e+02 3.6764e–13 18 9.3006e+00 -1.9879e+02 9.3960e–14
st_e38 7.1977e+03 – – – – – – – –
st_e40 3.0414e+01 – – – – – – – –
st_miqp1 2.8100e+02 10 4.0426e+00 2.8100e+02 0.0000e+00 10 1.3560e+01 2.8100e+02 0.0000e+00
st_miqp2 2.0000e+00 10 4.2999e+00 2.0000e+00 0.0000e+00 10 1.0382e+01 2.0000e+00 0.0000e+00
st_miqp3 -6.0000e+00 10 2.2764e+00 -6.0000e+00 0.0000e+00 10 2.6723e+00 0.0000e+00 0.0000e+00
st_miqp4 -4.5740e+03 10 2.5459e+00 -4.5740e+03 0.0000e+00 10 4.0500e+00 -4.5740e+03 0.0000e+00
st_miqp5 -3.3389e+02 24 3.0525e+00 -3.3389e+02 1.3878e–16 17 1.9181e+02 -3.3389e+02 2.1887e–10
st_test1 0.0000e+00 10 3.7153e+00 0.0000e+00 0.0000e+00 10 6.9796e+00 0.0000e+00 0.0000e+00
st_test2 -9.2500e+00 10 2.2896e+00 -9.2500e+00 0.0000e+00 10 6.6564e+00 -9.2500e+00 0.0000e+00
st_test3 -7.0000e+00 11 2.3827e+00 -7.0000e+00 0.0000e+00 10 5.5742e+00 -5.0000e+00 0.0000e+00
st_test4 -7.0000e+00 10 2.4138e+00 -7.0000e+00 0.0000e+00 10 4.6355e+00 -7.0000e+00 0.0000e+00
st_test5 -1.1000e+02 10 2.5150e+00 -1.1000e+02 0.0000e+00 10 4.2992e+00 -1.1000e+02 0.0000e+00
st_test6 4.7100e+02 10 6.0844e+00 4.7100e+02 0.0000e+00 10 2.1291e+01 4.7100e+02 0.0000e+00
st_test8 -2.9605e+04 10 4.1728e+00 -2.9605e+04 0.0000e+00 10 1.4702e+01 -2.9605e+04 0.0000e+00
st_testgr1 -1.2812e+01 11 5.0966e+00 -1.2804e+01 0.0000e+00 11 5.5813e+00 -1.2804e+01 0.0000e+00
st_testgr3 -2.0590e+01 11 6.5873e+00 -2.0590e+01 0.0000e+00 11 9.4202e+00 -2.0590e+01 0.0000e+00
st_testph4 -8.0500e+01 10 3.7906e+00 -8.0500e+01 0.0000e+00 10 4.3244e+00 -8.0500e+01 0.0000e+00
stockcycle 1.1995e+05 42 1.0040e+03 1.9131e+05 0.0000e+00 10 1.3492e+02 3.5771e+05 0.0000e+00










iterações tempo Função Objetivo erro ||C`||8 iterações tempo Função Objetivo erro ||C`||8
synthes1 6.0098e+00 14 1.0259e+01 6.0040e+00 5.1518e–04 18 2.5791e+01 6.0081e+00 3.4039e–04
synthes2 7.3035e+01 16 1.0766e+01 7.3035e+01 1.2212e–15 16 3.1971e+01 7.3034e+01 2.8651e–05
synthes3 6.8010e+01 12 1.1688e+01 6.8010e+01 1.5512e–21 12 3.5753e+01 6.8010e+01 7.5686e–09
tln2 5.3000e+00 10 7.1196e+00 1.5300e+01 0.0000e+00 10 2.6979e+01 7.3000e+00 0.0000e+00
tln4 8.3000e+00 10 7.1468e+00 1.1100e+01 0.0000e+00 10 3.6375e+01 1.1300e+01 0.0000e+00
tln5 1.0300e+01 10 9.2280e+00 1.5100e+01 0.0000e+00 10 3.9154e+01 1.2800e+01 0.0000e+00
tln6 1.5300e+01 11 1.9197e+01 2.1800e+01 0.0000e+00 18 1.1252e+02 1.6500e+01 0.0000e+00
tln7 1.5000e+01 13 3.3833e+01 2.0400e+01 0.0000e+00 10 7.7060e+01 1.6600e+01 1.6236e–12
tln12 9.0500e+01 10 1.5031e+04 1.0070e+02 0.0000e+00 – – – –
tloss 1.6300e+01 19 1.6520e+03 1.8100e+01 0.0000e+00 24 1.1328e+02 1.7000e+01 0.0000e+00
tls2 5.3000e+00 11 1.8918e+01 5.3000e+00 0.0000e+00 11 6.4189e+01 5.3000e+00 0.0000e+00
tls4 8.3000e+00 22 1.9846e+02 8.4000e+00 0.0000e+00 23 1.5758e+02 8.4000e+00 2.4186e–05
tls5 1.0300e+01 25 1.7296e+02 1.0900e+01 0.0000e+00 38 2.5846e+02 1.3400e+01 5.0836e–06
tls6 1.5300e+01 28 4.7004e+02 1.5400e+01 0.0000e+00 19 2.1816e+02 3.3100e+01 1.4724e–06
tls7 1.5500e+01 35 1.0254e+03 2.7400e+01 0.0000e+00 33 8.2902e+02 3.6500e+01 2.1895e–05
tltr 4.8067e+01 15 1.9376e+01 7.4404e+01 0.0000e+00 12 6.5021e+01 4.8067e+01 0.0000e+00
util 9.9958e+02 18 6.4547e+02 9.9962e+02 3.0650e–04 – – – –
water4 9.0702e+02 – – – – – – – –
waterx 9.0904e+02 24 2.0610e+02 9.4122e+02 7.7907e–10 – – – –
waterz 9.0702e+02 – – – – – – – –
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Tabela 7 – Testes realizados com o método RI–MINLP(IPOPT).
Problema Literatura
RI–MINLP(IPOPT)
iterações tempo Função Objetivo erro ||C`||8
alan 2.9250e+00 10 3.0742e+01 2.9250e+00 5.0913e–10
batch 2.8551e+05 – – – –
batchdes 1.6743e+05 – – – –
beuster˚ 1.1635e+05 – – – –
contvar˚ 8.0915e+05 – – – –
csched1 -3.0639e+04 – – – –
csched1a˚ -3.0430e+04 10 5.8366e+02 -3.0280e+04 2.8706e–08
csched2 -1.6610e+05 – – – –
csched2a˚ -1.6540e+05 10 1.3470e+03 -1.5994e+05 2.4244e–05
du_opt 3.5563e+00 10 1.3822e+03 3.9441e+00 0.0000e+00
du_opt5 8.0737e+00 10 1.3353e+03 6.1649e+01 0.0000e+00
elf 1.9170e–01 – – – –
eniplac -1.3212e+05 – – – –
enpro48 1.8728e+05 – – – –
enpro48pb 1.8728e+05 – – – –
enpro56 2.6343e+05 – – – –
enpro56pb 2.6343e+05 – – – –
ex3 6.8010e+01 – – – –
ex3pb 6.8010e+01 – – – –
ex4 -8.0641e+00 – – – –
ex1221 7.6672e+00 – – – –
ex1222 1.0765e+00 15 3.6766e+01 1.3037e+00 0.0000e+00
ex1223 4.5796e+00 10 2.2835e+01 6.0869e+00 0.0000e+00
ex1223a 4.5796e+00 12 5.0525e+01 7.1800e+00 0.0000e+00
ex1223b 4.5796e+00 10 1.5897e+01 1.5040e+01 0.0000e+00
ex1224 -9.4350e–01 – – – –
ex1225 3.1000e+01 10 2.9555e+01 3.1000e+01 0.0000e+00
ex1226 -1.7000e+01 – – – –
ex1233 1.5501e+05 15 1.5381e+03 1.5552e+05 0.0000e+00
ex1243 8.3402e+04 11 1.0372e+03 8.3403e+04 2.0470e–12
ex1244 8.2042e+04 10 1.4587e+03 8.2043e+04 1.4545e–07
ex1252 1.2890e+05 – – – –
ex1252a 1.2889e+05 – – – –
ex1263 1.9600e+01 15 4.5994e+02 3.0100e+01 0.0000e+00
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Problema Literatura
RI–MINLP(IPOPT)
iterações tempo Função Objetivo erro ||C`||8
ex1263a 1.9600e+01 11 1.2880e+02 4.6000e+01 0.0000e+00
ex1264 8.6000e+00 – – – –
ex1264a 8.6000e+00 12 1.5952e+02 1.6000e+01 0.0000e+00
ex1265 1.0300e+01 11 2.5287e+02 2.0500e+01 0.0000e+00
ex1265a 1.0300e+01 – – – –
ex1266 1.6300e+01 12 5.2931e+02 2.2500e+01 4.4409e–16
ex1266a 1.6300e+01 – – – –
fac1 1.6091e+08 11 9.9183e+02 1.6091e+08 0.0000e+00
fac2 3.3183e+08 10 2.4666e+03 3.7626e+08 7.5445e–07
fac3 3.3183e+08 10 1.3140e+03 3.8310e+07 5.5476e–08
feedtray -1.3406e+01 – – – –
feedtray2 0.0000e+00 – – – –
fo7 2.0730e+01 – – – –
fo7_2 1.7749e+01 – – – –
fo7_ar2_1 2.4840e+01 – – – –
fo7_ar3_1 2.2517e+01 – – – –
fo7_ar4_1 2.0730e+01 – – – –
fo7_ar5_1 1.7749e+01 10 4.0628e+02 1.7749e+01 6.9364e–05
fo7_ar25_1 2.3094e+01 – – – –
fo8 2.2382e+01 – – – –
fo8_ar2_1 3.0341e+01 – – – –
fo8_ar3_1 2.3910e+01 – – – –
fo8_ar4_1 2.2382e+01 – – – –
fo8_ar5_1 2.2382e+01 – – – –
fo8_ar25_1 2.8045e+01 – – – –
fo9 2.3464e+01 – – – –
fo9_ar2_1 3.2625e+01 – – – –
fo9_ar3_1 2.4815e+01 – – – –
fo9_ar4_1 2.3464e+01 – – – –
fo9_ar5_1 2.3464e+01 – – – –
fo9_ar25_1 3.2186e+01 – – – –
fuel 8.5661e+03 – – – –
gasnet 6.9994e+06 – – – –
gastrans 8.9086e+01 – – – –
gbd 2.2000e+00 10 1.0149e+01 2.2000e+00 0.0000e+00
gear 0.0000e+00 10 1.0345e+01 1.3354e–05 0.0000e+00
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Problema Literatura
RI–MINLP(IPOPT)
iterações tempo Função Objetivo erro ||C`||8
gear2 0.0000e+00 10 8.6837e+00 1.0874e–02 0.0000e+00
gear3 0.0000e+00 10 6.3049e+01 1.3354e–05 0.0000e+00
gear4 1.6434e+00 – – – –
ghg_1veh˚ 7.7709e+00 – – – –
ghg_2veh˚ 7.7709e+00 – – – –
ghg_3veh˚ 7.7543e+00 – – – –
gkocis -1.9231e+00 – – – –
hmittelman 1.3000e+01 – – – –
m3 3.7800e+01 10 1.8837e+02 3.7800e+01 8.0348e–04
m6 8.2257e+01 – – – –
m7 1.0676e+02 – – – –
m7_ar2_1 1.9023e+02 – – – –
m7_ar3_1 1.4358e+02 – – – –
m7_ar4_1 1.0676e+02 10 1.7202e+02 1.0676e+02 1.1724e–05
m7_ar5_1 1.0646e+02 10 2.3714e+02 1.0646e+02 5.9231e–06
m7_ar25_1 1.4358e+02 – – – –
meanvarx 1.4369e+01 10 1.7123e+03 1.4515e+01 2.3592e–15
minlphix˚ 3.1669e+02 – – – –
no7_ar2_1 1.0781e+02 – – – –
no7_ar3_1 1.0781e+02 – – – –
no7_ar4_1 9.8518e+01 – – – –
no7_ar5_1 9.0623e+01 – – – –
no7_ar25_1 1.0781e+02 – – – –
nous1 1.5671e+00 – – – –
nous2 6.2600e–01 – – – –
nuclearva -1.0125e+00 – – – –
nuclearvb -1.0304e+00 – – – –
nuclearvc -9.9830e–01 – – – –
nuclearvd -1.0344e+00 – – – –
nuclearve -1.0351e+00 – – – –
nuclearvf -1.0194e+00 – – – –
nvs01 1.2470e+01 – – – –
nvs02 5.9846e+00 – – – –
nvs03 1.600e+02 – – – –
nvs04 7.2000e–01 12 2.7820e+02 8.2079e–07 0.0000e+00
nvs05˚ 5.4709e+00 – – – –
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Problema Literatura
RI–MINLP(IPOPT)
iterações tempo Função Objetivo erro ||C`||8
nvs06 1.7703e+00 11 1.4944e+01 1.7442e+00 0.0000e+00
nvs07 4.0000e+00 10 3.0470e+01 3.3521e+00 7.4843e–09
nvs08 2.3450e+01 13 2.1445e+02 2.5210e+01 0.0000e+00
nvs09 -4.3134e+01 10 2.6685e+00 -4.3134e+01 0.0000e+00
nvs10 -3.1080e+02 10 1.9430e+01 -3.1309e+02 0.0000e+00
nvs11 -4.3100e+02 12 4.3983e+01 -4.3277e+02 0.0000e+00
nvs12 -4.8120e+02 – – – –
nvs13 -5.8520e+02 – – – –
nvs14 -4.0358e+04 – – – –
nvs15 1.0000e+00 10 1.4446e+01 1.0000e+00 0.0000e+00
nvs16 7.0310e–01 10 2.5935e+02 1.4203e+01 0.0000e+00
nvs17 -1.1004e+03 – – – –
nvs18 -7.7840e+02 – – – –
nvs19 -1.0984e+03 – – – –
nvs20 2.3092e+02 10 9.2869e+01 2.4141e+02 0.0000e+00
nvs21 -5.6848e+00 14 4.5168e+01 0.0000e+00 0.0000e+00
nvs22 6.0582e+00 – – – –
nvs23 -1.1252e+03 – – – –
nvs24 -1.0332e+03 – – – –
o7 1.3165e+02 – – – –
o7_2 1.1695e+02 – – – –
o7_ar2_1 1.4041e+02 – – – –
o7_ar3_1 1.3793e+02 – – – –
o7_ar4_1 1.3165e+02 – – – –
o7_ar5_1 1.1695e+02 – – – –
o7_ar25_1 1.4041e+02 – – – –
o8_ar4_1 2.4307e+02 – – – –
09_ar4_1 2.3614e+02 – – – –
oaer -1.9231e+00 – – – –
ortez -9.5320e+03 – – – –
parallel 9.2430e+02 11 2.3899e+03 6.1313e+06 2.0428e-14
prob02 1.1223e+05 10 7.3618e+01 1.1224e+05 0.0000e+00
prob03 1.0000e+01 10 4.4290e+00 1.1000e+01 0.0000e+00
procsel -1.9231e+00 11 4.9433e+01 2.7778e–01 0.0000e+00
pump 1.2890e+05 – – – –
ravem 2.6960e+05 – – – –
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Problema Literatura
RI–MINLP(IPOPT)
iterações tempo Função Objetivo erro ||C`||8
ravempb 2.6960e+05 – – – –
space25 4.8432e+02 – – – –
space25a 4.8432e+02 – – – –
spectra2 1.3978e+01 – – – –
spring 8.4620e–01 – – – –
st_e13 2.0000e+00 12 7.3099e+00 2.0211e+00 0.0000e+00
st_e14 4.5796e+00 11 2.3845e+01 1.0685e+01 0.0000e+00
st_e15 7.6672e+00 – – – –
st_e27 2.0000e+00 10 2.5819e+01 3.0000e+00 6.6153e–08
st_e29 -9.4350e–01 – – – –
st_e31 -2.0000e+00 – – – –
st_e32˚ -1.4304e+00 – – – –
st_e35˚ 6.4868e+04 11 7.4522e+02 1.1718e+05 0.0000e+00
st_e36 -2.4600e+02 – – – –
st_e38 7.1977e+03 25 1.6586e+02 7.1972e+03 9.9083e–05
st_e40 3.0414e+01 – – – –
st_miqp1 2.8100e+02 10 1.0558e+01 2.8100e+02 0.0000e+00
st_miqp2 2.0000e+00 10 1.5681e+01 2.0000e+00 0.0000e+00
st_miqp3 -6.0000e+00 10 1.0802e+01 -6.0000e+00 0.0000e+00
st_miqp4 -4.5740e+03 10 1.9468e+01 -4.5740e+03 1.7322e–07
st_miqp5 -3.3389e+02 10 4.0176e+02 -3.3389e+02 5.9780e–08
st_test1 0.0000e+00 11 9.8602e+00 -3.1461e+01 0.0000e+00
st_test2 -9.2500e+00 10 1.1567e+01 -9.2500e+00 0.0000e+00
st_test3 -7.0000e+00 11 1.6976e+02 -7.0000e+00 0.0000e+00
st_test4 -7.0000e+00 10 9.1422e+01 -7.0000e+00 0.0000e+00
st_test5 -1.1000e+02 10 8.3083e+00 -1.1000e+02 0.0000e+00
st_test6 4.7100e+02 10 2.8634e+01 4.7100e+02 0.0000e+00
st_test8 -2.9605e+04 10 3.4426e+02 -2.9605e+04 9.4104e–08
st_testgr1 -1.2812e+01 10 2.8435e+02 -1.2786e+01 0.0000e+00
st_testgr3 -2.0590e+01 10 5.1995e+02 -2.0587e+01 0.0000e+00
st_testph4 -8.0500e+01 10 7.2425e+00 -8.0500e+01 0.0000e+00
stockcycle 1.1995e+05 10 4.0218e+01 3.1211e+05 0.0000e+00
synheat 1.5410e+05 12 1.3384e+03 1.8610e+05 0.0000e+00
synthes1 6.0098e+00 – – – –
synthes2 7.3035e+01 12 1.1708e+02 7.4293e+01 3.5094e–05
synthes3 6.8010e+01 – – – –
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RI–MINLP(IPOPT)
iterações tempo Função Objetivo erro ||C`||8
tln2 5.3000e+00 – – – –
tln4 8.3000e+00 – – – –
tln5 1.0300e+01 10 3.5489e+02 1.8500e+01 0.0000e+00
tln6 1.5300e+01 18 1.6654e+03 4.2100e+01 0.0000e+00
tln7 1.5000e+01 – – – –
tln12 9.0500e+01 – – – –
tloss 1.6300e+01 – – – –
tls2 5.3000e+00 11 8.3285e+01 5.3000e+00 2.1316e–14
tls4 8.3000e+00 18 3.0445e+02 8.9000e+00 0.0000e+00
tls5 1.0300e+01 10 3.0577e+02 1.2500e+01 0.0000e+00
tls6 1.5300e+01 24 8.5135e+02 1.6600e+01 0.0000e+00
tls7 1.5500e+01 26 4.5840e+03 1.9200e+01 0.0000e+00
tltr 4.8067e+01 12 3.8465e+02 5.4600e+01 0.0000e+00
util 9.9958e+02 – – – –
water4 9.0702e+02 – – – –
waterx 9.0904e+02 – – – –




Apresentamos nesse trabalho um novo método heurístico para resolução de
problemas MINLP convexos. O método que chamamos de RI–MINLP, Restauração Inexata
para MINLP, apresentou bons resultados, atingindo o objetivo de localizar a melhor solução,
fornecida na literatura, para boa parte dos problemas testados, encontrando inclusive
algumas soluções melhores das que são apresentadas na literatura. Observamos ainda que
o método proposto, apesar de desenvolvido para problemas convexos, apresentou bom
desempenho também para problemas não convexos.
Resumindo, iniciamos com o estudo de problemas lineares inteiros e os principais
métodos de resolução empregados. Em seguida iniciamos o estudo da heurística Feasibility
Pump, começando com a heurística Feasibility Pump aplicada para problemas binários e
depois para problemas com variáveis inteiras gerais, onde neste último estudamos algumas
varições de algoritmos, mas o foco de nossos estudos foi o método dos três estágios.
Em seguida, consideramos a resolução de problemas MINLP, foco principal do
trabalho. Estudamos a extensão da heurística Feasibility Pump para problemas MINLP,
e propusemos pequenas alterações na heurística para melhorar o seu desempenho. Pa-
ralelamente, estudamos diversos métodos do tipo Restauração Inexata, que serviram de
base para desenvolvermos o método principal da tese. Todos os métodos estudados foram
implementados e testados no MATLAB, alguns deles serviram de base e foram incorporados
no método heurístico tipo Restauração Inexata para MINLP que desenvolvemos.
Utilizamos, no método RI–MINLP, três estratégias para a resolução dos subpro-
blemas não lineares, sendo que a versão que emprega o método SQP (RI–MINLP(SQP))
apresentou melhores resultados, muito embora alguns problemas só convergiram com o
uso do método de Pontos Interiores, versões RI-MINLP(IP) e RI-MINLP(IPOPT).
De forma geral, o desempenho do método RI–MINLP foi muito bom, pois do
conjunto de 196 problemas, apenas 31 problemas não convergiram com nenhuma das
estratégias testadas, sendo apenas um desses problemas convexo. A não convergência de
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boa parte destes problemas está associada à resolução do subproblema não linear, pois sem
a convergência dos subproblemas envolvidos no método, dificilmente a convergência do
método como um todo é obtida. Na grande maioria dos problemas que não convergiram,
não foi possível obter nem mesmo uma solução factível para o PNL relaxado do problema
MINLP original.
Como traballhos futuros, destacamos o tratamento específico para problemas
MINLP não convexos, adaptando a heurística Feasibility Pump e os subproblemas da
fase de otimização para abrangerem também os problemas não convexos. Além disso,
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Apêndice





alan 5 0 4 8
batch 23 0 24 74
batchdes 11 0 9 20
beuster˚ 106 0 52 115
contvar˚ 209 0 88 285
csched1 14 0 63 23
csched1a˚ 14 0 15 23
csched2 93 0 308 138
csched2a˚ 93 0 140 138
du_opt 8 13 0 10
du_opt5 8 13 0 10
elf 31 0 24 39
eniplac 118 0 24 190
enpro48 62 0 92 215
enpro48pb 62 0 92 215
enpro56 55 0 73 192
enpro56pb 55 0 73 192
ex3 25 0 8 32
ex3pb 25 0 8 32
ex4 12 0 25 31
ex1221 3 0 3 6






ex1223 8 0 4 14
ex1223a 4 0 4 10
ex1223b 4 0 4 10
ex1224 4 0 8 8
ex1225 3 0 6 11
ex1226 3 0 3 6
ex1233 41 0 12 65
ex1243 53 0 16 97
ex1244 73 0 23 130
ex1252 25 0 15 44
ex1252a 16 6 3 35
ex1263 21 0 72 56
ex1263a 21 0 72 56
ex1264 21 0 68 56
ex1264a 1 20 4 36
ex1265 31 0 100 75
ex1265a 1 30 5 45
ex1266 43 0 138 96
ex1266a 1 42 6 54
fac1 17 0 6 19
fac2 55 0 12 34
fac3 55 0 12 34
feedtray 91 0 7 92
feedtray2 52 0 36 284
fo7 73 0 42 212
fo7_2 73 0 42 212
fo7_ar2_1 71 42 0 270
fo7_ar3_1 71 42 0 270
fo7_ar4_1 71 42 0 270
fo7_ar5_1 71 42 0 270
fo7_ar25_ 71 42 0 270
fo8 91 0 56 274
fo8_ar2_1 89 56 0 348
fo8_ar3_1 89 56 0 348
fo8_ar4_1 89 56 0 348






fo8_ar25_1 89 56 0 348
fo9 111 0 72 344
fo9_ar2_1 109 72 0 436
fo9_ar3_1 109 72 0 436
fo9_ar4_1 109 72 0 436
fo9_ar5_1 109 72 0 436
fo9_ar25_1 109 72 0 436
fuel 13 0 3 16
gasnet 81 0 10 70
gastrans 86 0 21 150
gbd 2 0 3 5
gear 1 4 0 1
gear2 5 0 24 5
gear3 5 4 0 5
gear4 3 4 0 2
ghg_1veh˚ 18 0 12 38
ghg_2veh˚ 40 0 18 63
ghg_3veh˚ 61 0 36 120
gkocis 9 0 3 9
hmittelman 1 0 16 8
m3 21 0 6 44
m6 57 0 30 158
m7 73 0 42 212
m7_ar2_1 71 42 0 270
m7_ar3_1 71 42 0 270
m7_ar4_1 71 42 0 270
m7_ar5_1 71 42 0 270
m7_ar25_1 71 42 0 270
meanvarx 22 0 14 45
minlphix˚ 65 0 20 93
no7_ar2_1 71 42 0 270
no7_ar3_1 71 42 0 270
no7_ar4_1 71 42 0 270
no7_ar5_1 71 42 0 270
no7_ar25_1 71 42 0 270






nous2 49 0 2 44
nuclearva 184 0 168 318
nuclearvb 184 0 168 318
nuclearvc 184 0 168 318
nuclearvd 184 0 168 318
nuclearve 184 0 168 318
nuclearvf 184 0 168 318
nvs01 2 2 0 4
nvs02 4 5 0 4
nvs03 1 2 0 3
nvs04 1 2 0 1
nvs05˚ 7 2 0 10
nvs06 1 2 0 1
nvs07 1 3 0 3
nvs08 2 2 0 4
nvs09 1 10 0 1
nvs10 1 2 0 3
nvs11 1 3 0 4
nvs12 1 4 0 5
nvs13 1 5 0 6
nvs14 4 5 0 4
nvs15 1 3 0 2
nvs16 1 2 0 1
nvs17 1 7 0 8
nvs18 1 6 0 7
nvs19 1 8 0 9
nvs20 12 5 0 9
nvs21 2 2 0 3
nvs22 5 4 0 10
nvs23 1 9 0 10
nvs24 1 10 0 11
o7 73 0 42 212
o7_2 73 0 42 212
o7_ar2_1 71 42 0 270
o7_ar3_1 71 42 0 270






o7_ar5_1 71 42 0 270
o7_ar25_1 71 42 0 270
o8_ar4_1 89 56 0 348
09_ar4_1 109 72 0 436
oaer 7 0 3 8
ortez 70 0 18 75
parallel 181 0 25 116
prob02 1 6 0 9
prob03 1 2 0 2
procsel 8 0 3 8
pump 16 6 3 35
ravem 59 0 54 187
ravempb 59 0 54 187
space25 144 0 750 236
space25a 144 0 240 202
spectra2 40 0 30 73
spring 6 1 11 9
st_e13 2 0 1 3
st_e14 8 0 4 14
st_e15 3 0 3 6
st_e27 3 0 2 7
st_e29 4 0 8 8
st_e31 89 0 24 136
st_e32˚ 17 19 0 19
st_e35˚ 26 0 7 40
st_e36 2 1 0 3
st_e38 3 2 0 4
st_e40 2 3 0 9
st_miqp1 1 5 0 2
st_miqp2 1 4 0 4
st_miqp3 1 2 0 2
st_miqp4 4 3 0 5
st_miqp5 6 2 0 14
st_test1 1 5 0 2
st_test2 1 6 0 3






st_test4 1 6 0 6
st_test5 1 10 0 12
st_test6 1 10 0 12
st_test8 1 24 0 21
st_testgr1 1 10 0 6
st_testgr3 1 20 0 21
st_testph4 1 3 0 11
stockcycle 49 0 432 98
spring 6 1 11 9
synheat 45 0 12 65
synthes1 4 0 3 7
synthes2 7 0 5 15
synthes3 10 0 8 24
tln2 1 6 2 13
tln4 1 20 4 25
tln5 1 30 5 31
tln6 1 42 6 37
tln7 1 56 7 43
tln12 1 156 12 73
tloss 1 42 6 54
tls2 5 2 31 25
tls4 17 4 85 65
tls5 26 5 131 91
tls6 37 6 173 121
tls7 50 7 289 155
tltr 1 36 12 55
util 118 0 28 168
water4 70 0 126 138
waterx 57 0 14 55
waterz 70 0 126 138
