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CRITICAL EXPONENT FOR THE SEMILINEAR WAVE
EQUATION WITH SCALE INVARIANT DAMPING
YUTA WAKASUGI
Abstract. In this paper we consider the critical exponent problem for the
semilinear damped wave equation with time-dependent coefficients. We treat
the scale invariant cases. In this case the asymptotic behavior of the solution is
very delicate and the size of coefficient plays an essential role. We shall prove
that if the power of the nonlinearity is greater than the Fujita exponent, then
there exists a unique global solution with small data, provided that the size of
the coefficient is sufficiently large. We shall also prove some blow-up results
even in the case that the coefficient is sufficiently small.
1. Introduction
We consider the Cauchy problem for the semilinear damped wave equation
(1.1)
{
utt −∆u+
µ
1 + t
ut = |u|
p, (t, x) ∈ (0,∞)×Rn,
(u, ut)(0, x) = (u0, u1)(x), x ∈ R
n,
where µ > 0, (u0, u1) ∈ H
1(Rn) × L2(Rn) have compact support and 1 < p ≤
n
n−2 (n ≥ 3), 1 < p < ∞(n = 1, 2). Our aim is to determine the critical exponent
pc, which is the number defined by the following property:
If pc < p, all small data solutions of (1.1) are global; if 1 < p ≤ pc, the time-local
solution cannot be extended time-globally for some data regardless of smallness.
We note that the linear part of (1.1) is invariant with respect to the hyperbolic
scaling
u˜(t, x) = u(λ(1 + t)− 1, λx).
In this case the asymptotic behavior of solutions is very delicate. It is known that
the size of the damping term µ plays an essential role. The damping term µ/(1+ t)
is known as the borderline between the effective and non-effective dissipation, here
effective means that the solution behaves like that of the corresponding parabolic
equation, and non-effective means that the solution behaves like that of the free
wave equation. Concretely, for linear damped wave equation
(1.2) utt −∆u + (1 + t)
−βut = 0,
if −1 < β < 1, then the solution u has the same Lp-Lq decay rates as those of the
solution of the corresponding heat equation
(1.3) −∆v + (1 + t)−βvt = 0.
Moreover, if −1/3 < β < 1 then the asymptotic profile of u is given by a solution of
(1.3) (see [14]). This is called the diffusion phenomenon. In particular, the constant
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coefficient case β = 0 has been investigated for a long time. We refer the reader to
[8, 9]. On the other hand, if β > 1 then the asymptotic profile of the solution of
(1.2) is given by that of the free wave equation w = 0 (see [13]).
Wirth [12] considered the linear problem
(1.4)
{
utt −∆u+
µ
1 + t
ut = 0,
(u, ut)(0, x) = (u0, u1)(x).
He proved several Lp-Lq estimates for the solutions to (1.4). For example, if µ > 1
it follows that
‖u(t)‖Lq . (1 + t)
max{−n−12 (
1
p
− 1
q )−
µ
2 ,−n(
1
p
− 1
q )}(‖u0‖Hsp + ‖u1‖Hs−1p ),
‖(ut,∇u)(t)‖Lq . (1 + t)
max{−n−12 (
1
p
− 1
q )−
µ
2 ,−n(
1
p
− 1
q )−1}(‖u0‖Hs+1p + ‖u1‖Hsp),
where 1 < p ≤ 2, 1/p + 1/q = 1 and s = n(1/p − 1/q). This shows that if µ
is sufficiently large then the solution behaves like that of the corresponding heat
equation
(1.5)
µ
1 + t
vt −∆v = 0
as t → ∞, and if µ is sufficiently small then the solution behaves like that of the
free wave equation. We mention that for the wave equation with space-dependent
damping u+V0〈x〉
−1ut = 0, a similar asymptotic behavior is obtained by Ikehata,
Todorova and Yordanov [6].
The Gauss kernel of (1.5) is given by
Gµ(t, x) =
(
µ
2pi((1 + t)2 − 1)
)n
2
e
− µ|x|
2
2((1+t)2−1) .
We can obtain the Lp-Lq estimates of the solution of (1.5). In fact, it follows that
‖v(t)‖Lq . (1 + t)
−n( 1p−
1
q )‖v(0)‖Lp
for 1 ≤ p ≤ q ≤ ∞. In particular, taking q = 2 and p = 1, we have
‖v(t)‖L2 . (1 + t)
−n2 ‖v(0)‖L1 .
From the point of view of the diffusion phenomenon, we expect that the same type
estimate holds for the solution of (1.4) when µ is large. To state our results, we
introduce an auxiliary function
ψ(t, x) :=
a|x|2
(1 + t)2
, a =
µ
2(2 + δ)
with a positive parameter δ. We have the following linear estimate:
Theorem 1.1. For any ε > 0, there exist constants δ > 0 and µ0 > 1 such that
for any µ ≥ µ0 the solution of (1.4) satisfies∫
Rn
e2ψu2dx ≤ Cµ,ε(1 + t)
−n+ε(1.6) ∫
Rn
e2ψ(u2t + |∇u|
2)dx ≤ Cµ,ε(1 + t)
−n−2+ε(1.7)
for t ≥ 0, where Cµ,ε is a positive constant depending on µ, ε and ‖(u0, u1)‖H1×L2 .
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Remark 1.1. The constant µ0 depends on ε. The relation is
µ0 ∼ ε
−2.
Therefore, as ε smaller, µ0 must be larger. We can expect that ε can be removed
and the same result holds for much smaller µ. However, we have no idea for the
proof.
We also consider the critical exponent problem for (1.1). For the corresponding
heat equation (1.5) with nonlinear term |u|p, the critical exponent is given by
pF := 1 +
2
n
,
which is well known as the Fujita critical exponent (see [4]). Thus, we can expect
that the critical exponent of (1.1) is also given by pF if µ is sufficiently large.
For the damped wave equation with constant coefficient
utt −∆u+ ut = |u|
p,
Todorova and Yordanov [11] proved the critical exponent is given by pF . Lin, Nishi-
hara and Zhai [7] (see also Nishihara[10]) extended this result to time-dependent
coefficient cases
utt −∆u+ (1 + t)
−βut = |u|
p
with−1 < β < 1. They proved that pF is still critical. Recently, D’abbicco, Lucente
and Reissig [3] extended this result to more general effective b(t) by using the linear
decay estimates, which are established by Wirth [14]. For the scale-invariant case
(1.1), very recently, D’abbicco [1] proved the existence of the global solution with
small data for (1.1) in the case n = 1, 2, µ ≥ n + 2 and pF < p. He also obtained
the decay rates of the solution without any loss ε.
Our main result is following:
Theorem 1.2. Let p > pF and 0 < ε < 2n(p − pF )/(p − 1). Then there exist
constants δ > 0 and µ0 > 1 having the following property: if µ ≥ µ0 and
I20 :=
∫
Rn
e2ψ(0,x)(u20 + |∇u0|
2 + u21)dx
is sufficiently small, then there exists a unique solution u ∈ C([0,∞);H1(Rn)) ∩
C1([0,∞);L2(Rn)) of (1.1) satisfying∫
Rn
e2ψu2dx ≤ Cµ,εI
2
0 (1 + t)
−n+ε(1.8) ∫
Rn
e2ψ(u2t + |∇u|
2)dx ≤ Cµ,εI
2
0 (1 + t)
−n−2+ε(1.9)
for t ≥ 0, where Cµ,ε is a positive constant depending on µ and ε.
Remark 1.2. Similarly as before, we note that µ0 depends on ε. The relation is
µ0 ∼ ε
−2 ∼ (p− pF )
−2.
Therefore, as p is closer to pF , µ0 must be larger. Thus, we can expect that ε can
be removed and the same result holds for much smaller µ. As mentioned above,
D’abbicco [1] obtained an affirmative result for this expectation when n = 1, 2.
However, we have no idea for the higher dimensional cases.
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We prove Theorem 1.2 by a multiplier method which is essentially developed
in [11]. Lin, Nishihara and Zhai [7] refined this method to fit the damping term
b(t) = (1+ t)−β with −1 < β < 1. They used the property β < 1 and so we cannot
apply their method directly to our problem (1.1). Therefore, we need a further
modification. Instead of the property β < 1, we assume that µ is sufficiently large
and modify the parameters used in the calculation.
Remark 1.3. We can also treat other nonlinear terms, for example −|u|p,±|u|p−1u.
We also have a blow-up result when µ > 1 and 1 < p ≤ pF .
Theorem 1.3. Let 1 < p ≤ pF and µ > 1. Moreover, we assume that∫
Rn
(µ− 1)u0 + u1dx > 0.
Then there is no global solution for (1.1).
Remark 1.4. Theorem 1.3 is essentially included in a recent work by D’abbicco
and Lucente [2]. In this paper we shall give a much simpler proof.
One of our novelty is blow-up results for the non-effective damping cases. We
also obtain blow-up results in the case 0 < µ ≤ 1.
Theorem 1.4. Let 0 < µ ≤ 1 and
1 < p ≤ 1 +
2
n+ (µ− 1)
.
We also assume ∫
Rn
u1(x)dx > 0.
Then there is no global solution for (1.1).
Remark 1.5. In Theorem 1.4, we do not put any assumption on the data u0, and
the blow-up results hold even for the case p ≥ pF . We can interpret this phenomena
as that the equation (1.1) loses the parabolic structure and recover the hyperbolic
structure if µ is sufficiently small.
We prove this theorem by a test-function method developed by Qi S. Zhang [15].
In the same way of the proof of Theorem 1.4, we can treat the damping terms
(1 + t)−β with β > 1 (see Remark 3.1).
In the next section, we give a proof of Theorem 1.2. We can prove Theorem 1.1
by the almost same way, and so we omit the proof. In Section 3, we shall prove
Theorem 1.3 and Theorem 1.4.
2. Proof of Theorem 1.2
In this section we prove our main result. First, we prepare some notation and
terminology. We put
‖f‖Lp(Rn) :=
(∫
Rn
|f(x)|pdx
)1/p
.
By H1(Rn) we denote the usual Sobolev space. For an interval I and a Banach
space X , we define Cr(I;X) as the Banach space whose element is an r-times
continuously differentiable mapping from I to X with respect to the topology in
X . The letter C indicates the generic constant, which may change from a line to
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the next line. We also use the symbols . and ∼. The relation f . g means f ≤ Cg
with some constant C > 0 and f ∼ g means f . g and g . f .
We first describe the local existence:
Proposition 2.1. For any p > 1, µ > 0 and δ > 0, there exists Tm ∈ (0,+∞]
depending on I20 such that the Cauchy problem (1.1) has a unique solution u ∈
C([0, Tm);H
1(Rn)) ∩C1([0, Tm);L
2(Rn)), and if Tm < +∞ then we have
lim inf
t→Tm
∫
Rn
eψ(t,x)(u2t + |∇u|
2 + u2)dx = +∞.
We can prove this proposition by standard arguments (see [5]). We prove a priori
estimate for the following functional:
M(t) := sup
0≤τ≤t
{
(1 + τ)n+2−ε
∫
Rn
e2ψ(u2t + |∇u|
2)dx + (1 + τ)n−ε
∫
Rn
e2ψu2dx
}
.
We put b(t) = µ1+t and f(u) = |u|
p. By a simple calculation, we have
−ψt =
2
1 + t
ψ, ∇ψ =
2ax
(1 + t)2
,
|∇ψ|2
−ψt
=
b(t)
2 + δ
and
∆ψ =
n
2 + δ
b(t)
1 + t
=:
(n
2
− δ1
) b(t)
1 + t
.
Here and after, δi(i = 1, 2, . . .) denote a positive constant depending only on δ such
that
δi → 0
+ as δ → 0+.
Multiplying (1.1) by e2ψut, we obtain
∂
∂t
[
e2ψ
2
(u2t + |∇u|
2)
]
−∇ · (e2ψut∇u)(2.1)
+e2ψ
(
b(t)−
|∇ψ|2
−ψt
− ψt
)
u2t +
e2ψ
−ψt
|ψt∇u− ut∇ψ|
2
︸ ︷︷ ︸
T1
=
∂
∂t
[
e2ψF (u)
]
+ 2e2ψ(−ψt)F (u),
where F is the primitive of f satisfying F (0) = 0. Using the Schwarz inequality,
we can calculate
T1 ≥ e
2ψ
(
1
5
(−ψt)|∇u|
2 −
b(t)
4(2 + δ)
u2t
)
.
From this and integrating (2.1), we have
d
dt
∫
Rn
e2ψ
2
(u2t + |∇u|
2)dx+
∫
Rn
e2ψ
{(
b(t)
4
− ψt
)
u2t +
−ψt
5
|∇u|2
}
dx(2.2)
≤
d
dt
∫
Rn
e2ψF (u)dx+ 2e2ψ(−ψt)F (u)dx.
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On the other hand, by multiplying (1.1) by e2ψu, it follows that
∂
∂t
[
e2ψ
(
uut +
b(t)
2
u2
)]
−∇ · (e2ψu∇u)
+e2ψ
{
|∇u|2 +
(
−ψt +
1
2(1 + t)
)
b(t)u2 + 2u∇ψ · ∇u︸ ︷︷ ︸
T2
−2ψtuut − u
2
t
}
= e2ψuf(u).
We calculate
e2ψT2 = 4e
2ψu∇ψ · ∇u− 2e2ψu∇ψ · ∇u
= 4e2ψu∇ψ · ∇u−∇ · (e2ψu2∇ψ) + 2e2ψu2|∇ψ|2 + e2ψ(∆ψ)u2
and have
∂
∂t
[
e2ψ
(
uut +
b(t)
2
u2
)]
−∇ · (e2ψ(u∇u+ u2∇ψ))(2.3)
+e2ψ
{
|∇u|2 + 4u∇u · ∇ψ + ((−ψt)b(t) + 2|∇ψ|
2)u2︸ ︷︷ ︸
T3
+(n+ 1− 2δ1)
b(t)
2(1 + t)
u2 − 2ψtuut − u
2
t
}
= e2ψuf(u).
T3 is estimated as
T3 =
(
1−
4
4 + δ/2
)
|∇u|2 +
δ
2
|∇ψ|2u2 +
∣∣∣∣∣ 2√4 + δ/2∇u+
√
4 + δ/2∇ψ
∣∣∣∣∣
2
≥ δ2(|∇u|
2 + b(t)(−ψt)u
2).
Thus, we can rewrite (2.3) as
∂
∂t
[
e2ψ
(
uut +
b(t)
2
u2
)]
−∇ · (e2ψ(u∇u+ u2∇ψ))
+e2ψ
{
δ2(|∇u|
2 + b(t)(−ψt)u
2) + (n+ 1− 2δ2)
b(t)
2(1 + t)
u2 − 2ψtuut − u
2
t
}
≤ e2ψuf(u).
Integrating the above inequality and then multiplying by a large parameter ν and
adding (1 + t)× (2.2), we obtain
d
dt
[∫
e2ψ
{
1 + t
2
(u2t + |∇u|
2) + νuut +
νb(t)
2
u2
}
dx
]
+
∫
e2ψ
{( µ
4
− ν −
1
2︸ ︷︷ ︸
T4
+(−ψt)(1 + t)
)
u2t +
(
νδ2 −
1
2︸ ︷︷ ︸
T5
+
(−ψt)(1 + t)
5
)
|∇u|2
+νδ2b(t)(−ψt)u
2 + (n+ 1− 2δ1)
νb(t)
2(1 + t)
u2 + 2ν(−ψt)uut︸ ︷︷ ︸
T6
}
dx
≤
d
dt
[
(1 + t)
∫
e2ψF (u)dx
]
+ C
∫
e2ψ(1 + (1 + t)(−ψt))|u|
p+1dx.
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We put the condition for µ and ν as
µ
4
− ν −
1
2
> 0(2.4)
νδ2 −
1
2
> 0.(2.5)
Then the terms T4 and T5 are positive. Using the Schwarz inequality, we can
estimate T6 as
|T6| ≤
1
2
(−ψt)(1 + t)u
2
t +
2ν2
1 + t
(−ψt)u
2.
Now we put an another condition
(2.6) µ ≥
2ν
δ2
.
Then we obtain the following estimate.
d
dt
Eˆ(t) +H(t) + (n+ 1− 2δ1)
νb(t)
2(1 + t)
J(t;u2)(2.7)
≤
d
dt
[(1 + t)J(t;F (u))] + C(J(t; |u|p+1) + (1 + t)Jψ(t; |u|
p+1)),
where
Eˆ(t) :=
∫
e2ψ
{
1 + t
2
(u2t + |∇u|
2) + νuut +
νb(t)
2
u2
}
dx,
H(t) =
∫
e2ψ
{(
µ
4
− ν −
1
2
)
u2t +
(
νδ2 −
1
2
)
|∇u|2
}
dx
J(t;u) =
∫
e2ψudx, Jψ(t;u) =
∫
e2ψ(−ψt)udx.
Multiplying (2.7) by (1 + t)n+1−ε, we have
d
dt
[(1 + t)n+1−εEˆ(t)]− (n+ 1− ε)(1 + t)n−εEˆ(t)︸ ︷︷ ︸
T7
+(1 + t)n+1−εH(t) + (n+ 1− 2δ1)(1 + t)
n+1−ε νb(t)
2(1 + t)
J(t;u2)
≤
d
dt
[(1 + t)n+2−εJ(t;F (u))]
+C((1 + t)n+1−ε(J(t; |u|p+1) + (1 + t)Jψ(t; |u|
p+1)).
Now we estimate the bad term T7. First, by the Schwarz inequality, one can obtain
|νuut| ≤
ν
4δ3b(t)
u2t + δ3νb(t)u
2,
where δ3 determined later. From this, T7 is estimated as
T7 ≤ (n+ 1− ε)(1 + t)
n−ε
×
∫
e2ψ
{(
1 + t
2
+
ν(1 + t)
4δ3µ
)
u2t +
1 + t
2
|∇u|2 +
νb(t)
2
(1 + 2δ3)u
2
}
dx.
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We strengthen the conditions (2.4) and (2.5) as
µ
4
− ν −
1
2
− (n+ 1− ε)
(
1
2
+
ν
4δ3µ
)
> 0,(2.8)
νδ2 −
1
2
(n+ 2− ε) > 0.(2.9)
Moreover, we take ε = 3δ1 and then choose δ3 such that
(n+ 1− 2δ1)− (n+ 1− 3δ1)(1 + 2δ3) > 0.
Under these conditions, we can estimate T7 and obtain
d
dt
[(1 + t)n+1−εEˆ(t)] ≤
d
dt
[(1 + t)n+2−εJ(t;F (u))]
+C(1 + t)n+1−ε(J(t; |u|p+1) + (1 + t)Jψ(t; |u|
p+1)).
By integrating the above inequality, it follows that
(1 + t)n+1−εEˆ(t) ≤ CI20 + (1 + t)
n+2−εJ(t; |u|p+1)
+ C
∫ t
0
(1 + τ)n+1−ε(J(τ ; |u|p+1) + (1 + t)Jψ(τ ; |u|
p+1))dτ.
By a simple calculation, we have
(1 + t)E(t) +
1
1 + t
J(t;u2) ≤ CEˆ(t),
where
E(t) :=
∫
e2ψ(u2t + |∇u|
2)dx.
Thus, we obtain
(1 + t)n+2−εE(t) + (1 + t)n−εJ(t;u2)(2.10)
≤ CI20 + (1 + t)
n+2−εJ(t; |u|p+1)
+C
∫ t
0
(1 + τ)n+1−ε(J(τ ; |u|p+1) + (1 + t)Jψ(τ ; |u|
p+1))dτ.
Now we turn to estimate the nonlinear terms. We need the following lemma:
Lemma 2.2 (Gagliardo-Nirenberg). Let p, q, r ∈ [1,∞] and σ ∈ [0, 1] satisfy
1
p
= σ
(
1
r
−
1
n
)
+ (1− σ)
1
q
except for p =∞ or r = n when n ≥ 2. Then for some constant C = C(p, q, r, n) >
0, the inequality
‖h‖Lp ≤ C‖h‖
1−σ
Lq ‖∇h‖
σ
Lr for any h ∈ C
1
0 (R
n)
holds.
Noting that
J(t; |u|p+1) =
∫ ∣∣∣e 2p+1ψu∣∣∣p+1 dx
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and ∇(e
2
p+1ψu) = 2p+1e
2
p+1ψ(∇ψ)u + e
2
p+1ψ∇u, we apply the above lemma to
J(t; |u|p+1) with σ = n(p−1)2(p+1) and have
J(t; |u|p+1) ≤ C
(∫
e
4
p+1ψu2dx
) 1−σ
2 (p+1)
×
(∫
e
4
p+1ψ |∇ψ|2u2dx+
∫
e
4
p+1ψ|∇u|2dx
) σ
2 (p+1)
.
We note that
e
4
p+1ψ|∇ψ|2 =
4a2|x|2
(1 + t)4
e
4
p+1ψ ≤ C
1
(1 + t)2
e2ψ
and obtain
J(t; |u|p+1) ≤ C
(∫
e2ψu2dx
) 1−σ
2 (p+1)
×
(
1
(1 + t)2
∫
e2ψu2dx +
∫
e2ψ|∇u|2dx
) σ
2 (p+1)
.
Therefore, we can estimate
(1 + t)n+2−εJ(t; |u|p+1) ≤ (1 + t)n+2−ε{(1 + t)−(n−ε)M(t)}
1−σ
2 (p+1)
× {(1 + t)−(n+2−ε)M(t)}
σ
2 (p+1).
By a simple calculation, if
(2.11) ε <
2n
(
p−
(
1 + 2n
))
p− 1
then we have
(1 + t)n+2−εJ(t; |u|p+1) ≤ CM(t)p+1.
We note that the conditions (2.6), (2.8), (2.9), (2.11) are fulfilled by the determi-
nation of the parameters in the order
p→ ε→ δ → ν → µ.
In a similar way, we can estimate the other nonlinear terms. Consequently, we
obtain the a priori estimate
M(t) ≤ CI20 + CM(t)
p+1.
This proves Theorem 1.2.
3. Proof of Theorem 1.3 and Theorem 1.4
In this section we first give a proof of Theorem 1.3. We use a method by Lin,
Nishihara and Zhai [7] to transform (1.1) into divergence form and then a test-
function method by Qi S. Zhang [15].
Let µ > 1. We multiply (1.1) by a positive function g(t) ∈ C2([0,∞)) and obtain
(gu)tt −∆(gu)− (g
′u)t + (−g
′ + gb)ut = g|u|
p.
We now choose g(t) as the solution of the initial value problem for the ordinary
differential equation
(3.1)
{
−g′(t) + g(t)b(t) = 1, t > 0,
g(0) = 1µ−1 .
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The solution g(t) is explicitly given by
g(t) =
1
µ− 1
(1 + t).
Thus, we obtain the equation in divergence form
(3.2) (gu)tt −∆(gu)− (g
′u)t + ut = g|u|
p.
Next, we apply a test function method. We first introduce test functions having
the following properties:
η(t) ∈ C∞0 ([0,∞)), 0 ≤ η(t) ≤ 1, η(t) =
{
1, 0 ≤ t ≤ 12 ,
0, t ≥ 1,
(t1)
φ(x) ∈ C∞0 (R
n), 0 ≤ φ(x) ≤ 1, φ(x) =
{
1, |x| ≤ 12 ,
0, |x| ≥ 1,
(t2)
η′(t)2
η(t)
≤ C
(1
2
≤ t ≤ 1
)
,
|∇φ(x)|2
φ(x)
≤ C
(1
2
≤ |x| ≤ 1
)
.(t3)
Let R be a large parameter in (0,∞). We define the test function
ψR(t, x) := ηR(t)φR(x) := η
(
t
R
)
φ
( x
R
)
,
Let q be the dual of p, that is q = pp−1 . Suppose that u is a global solution with
initial data (u0, u1) satisfying∫
Rn
((µ− 1)u0 + u1)dx > 0.
We define
IR :=
∫
QR
g(t)|u(t, x)|pψR(t, x)
qdxdt,
where QR := [0, R]×BR and BR := {x ∈ R
n; |x| ≤ R}. By the equation (3.2) and
integration by parts one can calculate
IR = −
∫
BR
((µ− 1)u0 + u1)φ
q
Rdx
+
∫
QR
gu∂2t (ψ
q
R)dxdt +
∫
QR
(g′u− u)∂t(ψ
q
R)dxdt−
∫
QR
gu∆(ψqR)dxdt
=: −
∫
BR
((µ− 1)u0 + u1)φ
q
Rdx+ J1 + J2 + J3.
By the assumption on the data (u0, u1) it follows that
IR < J1 + J2 + J3
for large R. We shall estimate J1, J2 and J3, respectively. We use the notation
QˆR := [R/2, R]×BR, Q˜R := [0, R]× (BR \BR/2)
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We first estimate J3. By the conditions (t1)-(t3) and the Ho¨lder inequality we have
the following estimate:
|J3| . R
−2
∫
Q˜R
g(t)|u|ψq−1R dxdt
. R−2
(∫
Q˜R
g(t)|u|pψqR(t, x)dxdt
)1/p(∫
Q˜R
g(t)dxdt
)1/q
. I˜
1/p
R R
n+2
q
−2,
where
I˜R :=
∫
Q˜R
g(t)|u|pψqR(t, x)dxdt.
In a similar way, we can estimate J1 and J2 as
|J1|+ |J2| . Iˆ
1/p
R R
n+2
q
−2, IˆR :=
∫
QˆR
g(t)|u|pψqR(t, x)dxdt.
Hence, we obtain
(3.3) IR . (I˜
1/p
R + Iˆ
1/p
R )R
n+2
q
−2,
in particular I
1−1/p
R . R
n+2
q
−2. If 1 < p < pF , by letting R →∞ we have IR → 0
and hence u = 0, which contradicts the assumption on the data. If p = pF , we have
only IR ≤ C with some constant C independent of R. This implies that g(t)|u|
p is
integrable on (0,∞)×Rn and hence
lim
R→∞
(I˜R + IˆR) = 0.
By (3.3), we obtain limR→∞ IR = 0. Therefore, u must be 0. This also leads a
contradiction.
Proof of Theorem 1.4. The proof is almost same as above. Let 0 < µ ≤ 1. Instead
of (3.1), we consider the ordinary differential equation
(3.4) − g′(t) + g(t)b(t) = 0
with g(0) > 0. We can easily solve this and have
g(t) = g(0)(1 + t)µ.
Then we have
(3.5) (gu)tt −∆(gu)− (g
′u)t = g|u|
p.
Using the same test function ψR(t, x) as above, we can calculate
IR :=
∫
QR
g(t)|u|pψqRdxdt
= −
∫
BR
g(0)u1φ
q
Rdx+
3∑
k=1
Jk,
where
J1 =
∫
QR
gu∂2t (ψ
q
R)dxdt, J2 =
∫
QR
g′u∂t(ψ
q
R)dxdt, J3 = −
∫
QR
gu∆(ψqR)dxdt.
12 YUTA WAKASUGI
We note that the term of u0 vanishes and so we put the assumption only for u1.
We first estimate J2. Noting g
′(t) = µg(0)(1 + t)µ−1, we have
|J2| .
1
R
∫
QˆR
(1 + t)µ−1|u|ψq−1R dxdt.
By noting that (1+ t)µ−1 ∼ g(t)1/p(1+ t)µ/q−1 and the Ho¨lder inequality, it follows
that
|J2| .
1
R
(∫
QˆR
g|u|pψqRdxdt
)1/p(∫ R
R/2
∫
BR
(1 + t)µ−qdxdt
)1/q
. Iˆ
1/p
R R
−1+(n+(µ−q+1))/q,
where IˆR is defined as before. A simple calculation shows
−1 + (n+ (µ− q + 1))/q ≤ 0 ⇔ p ≤ 1 +
2
n+ (µ− 1)
.
In the same way, we can estimate J1 and J3 as
|J1|+ |J3| . (Iˆ
1/p
R + I˜
1/p
R )R
−2+(n+µ+1)/q,
where I˜R is same as before. It is also easy to see that
−2 + (n+ µ+ 1)/q ≤ 0 ⇔ p ≤ 1 +
2
n+ (µ− 1)
.
Finally, we have
IR . I˜
1/p
R + Iˆ
1/p
R
if p ≤ 1 + 2/(n+ (µ− 1)). The rest of the proof is same as before. 
Remark 3.1. We can apply the proof of Theorem 1.4 to the wave equation with
non-effective damping terms{
utt −∆u+ b(t)ut = |u|
p,
(u, ut)(0, x) = (u0, u1)(x),
where
b(t) = (1 + t)−β
with β > 1. We can easily solve (3.4) and have
g(t) = g(0) exp
(
1
−β + 1
((1 + t)−β+1 − 1)
)
.
We note that g(t) ∼ 1. The same argument implies that if
1 < p ≤ 1 +
2
n− 1
,
∫
u1dx > 0,
then there is no global solution. We note that the exponent 1+ 2/(n− 1) is greater
than the Fujita exponent. This shows that when β > 1, the equation loses the
parabolic structure even in the nonlinear cases. One can expect that the critical ex-
ponent is given by the well-known Strauss critical exponent. However, this problem
is completely open as far as the author’s knowledge.
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