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ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF PHYSICS AND ASTRONOMY
Doctor of Philosophy
by James W. Wilson
This thesis is concerned with the deposition, and characterisation, of semiconductor thin
lms and microstructures deposited from a supercritical uid. Thin lms of CdS, GaP,
InP, InAs, and Ge were deposited using supercritical CO2 and CO2-solvent mixtures. Ge
was deposited into macropores etched into crystalline silicon substrates. A variety of re-
actors were designed in order to achieve the successful deposition of the materials. The
surface morphology and crystallinity of the lms were characterised by scanning electron
microscopy and X-ray diraction. The chemical composition of the lms was analysed
by energy or wavelength dispersive X-ray spectroscopy, secondary ion mass spectroscopy,
Auger electron spectroscopy, and X-ray photoelectron spectroscopy. The optoelectronic
quality of the CdS and InP lms was analysed by photoluminescence spectroscopy and
mapping. The CdS lms deposited were conrmed to be of hexagonal phase by X-ray
diraction and exhibited band edge luminescence. The InP and InAs lms were deter-
mined to be of cubic structure and the InP lms were found to exhibit weak band edge
luminescence. The fabrication of macroporous silicon templates by photoelectrochemical
etching is also discussed. Pores with diameters of between 60 nm and 2 m were fabri-
cated, having aspect ratios of up to 100:1. Ge was successfully deposited into macropores
etched into these crystalline silicon templates with near conformal coverage.Contents
Declaration of Authorship xvii
Publications and Presentations xviii
Acknowledgements xix
Nomenclature xx
1 Introduction 1
2 Deposition Techniques 8
2.1 Transport and Kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Precursor Delivery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Stirred Autoclave . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Co-Solvent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Hot Wall Flow Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Warm Wall Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 \Laminar Flow" Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.6 Stop Flow Batch Reactor . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 Elemental Deposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.7.1 Substrate-As-Heater Reactor . . . . . . . . . . . . . . . . . . . . . 25
2.7.2 Silicon Heater Laminar Flow Reactor . . . . . . . . . . . . . . . . 28
3 Analytical Techniques 32
3.1 X-Ray Diraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Scanning Electron Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Secondary Ion Mass Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Auger Emission Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 X-Ray Photoelectron Spectroscopy . . . . . . . . . . . . . . . . . . . . . . 47
3.6 Electron Probe X-ray Microanalysis . . . . . . . . . . . . . . . . . . . . . 49
3.7 Optical Reectivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Photoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 59
4.1 Design 1: Hot Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.1 Morphology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.1.1.1 Visual Appearance . . . . . . . . . . . . . . . . . . . . . . 60
4.1.1.2 SEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.1.1.3 XRD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.2 Photoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1.3 Sulfur Annealing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
iiCONTENTS iii
4.1.4 Auger Emission Spectroscopy . . . . . . . . . . . . . . . . . . . . . 69
4.1.5 Secondary Ion Mass Spectroscopy . . . . . . . . . . . . . . . . . . 70
4.1.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Design 2: Warm Wall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.1 Morphology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.1.1 Visual Appearance . . . . . . . . . . . . . . . . . . . . . . 73
4.2.1.2 Optical Reectivity . . . . . . . . . . . . . . . . . . . . . 75
4.2.1.3 XRD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.1.4 SEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 SIMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.3 Photoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.2.4 AES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.5 XPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.3 Design 3: Laminar Flow Reactor . . . . . . . . . . . . . . . . . . . . . . . 96
4.3.1 Morphology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1.1 Visual Appearance . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1.2 XRD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1.3 SEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.2 Chemical Composition . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.3.2.1 SIMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.3.2.2 AES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.3 Photoluminescence . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 108
5.1 Initial Deposition Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.2 Indium Phosphide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.2.1 Eect of Deposition Temperature . . . . . . . . . . . . . . . . . . . 112
5.2.2 Eect of Reaction Length . . . . . . . . . . . . . . . . . . . . . . . 116
5.2.3 Eect of Co-Solvent . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2.4 Eect of Additives . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.2.5 Eect of Carrier Fluid . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.3 Indium Arsenide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6 Fabrication of Porous Silicon and SCFD of Germanium 129
6.1 Macroporous Silicon Templates . . . . . . . . . . . . . . . . . . . . . . . . 129
6.1.1 Etching Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.1.2 Eect of electrolyte concentration . . . . . . . . . . . . . . . . . . 134
6.1.3 Eect of wetting Agent . . . . . . . . . . . . . . . . . . . . . . . . 138
6.1.4 Eect of current density . . . . . . . . . . . . . . . . . . . . . . . . 141
6.1.5 Eect of Imprint method . . . . . . . . . . . . . . . . . . . . . . . 147
6.1.6 Eect of Silicon Resistivity . . . . . . . . . . . . . . . . . . . . . . 151
6.1.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.2 Elemental Semiconductor Deposition . . . . . . . . . . . . . . . . . . . . . 155
6.2.1 Experimental Techniques . . . . . . . . . . . . . . . . . . . . . . . 155
6.2.2 Temperature Uniformity . . . . . . . . . . . . . . . . . . . . . . . . 156CONTENTS iv
6.2.3 Temperature Dependence . . . . . . . . . . . . . . . . . . . . . . . 158
6.2.4 Flow Rate Dependence . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.2.5 Precursor Injection . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.2.6 Pulsed Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.2.7 Laminar Flow Reactor . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
7 Conclusions and the Future 180
A Failure Calculations 184
B Reactor Drawings 186
C Reaction Conditions 190
D Reagents 193
E Elemental Deposition SEM Images 195
Bibliography 201List of Figures
1.1 Simplied phase diagram illustrating supercritical uid region. . . . . . . 2
2.1 Sequence of CVD deposition process. 1: Diusion of reactant through
boundary layer. 2: Adsorption of molecule onto surface. 3: Pyrolysis of
precursor. 4: Desorption of by-products. 5: Diusion of by-products out
of boundary layer. Adapted from [1] . . . . . . . . . . . . . . . . . . . . . 11
2.2 The dierent boundary layers for A: Velocity, B: Temperature, C: Concen-
tration. Adapted from [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 The dierent temperature regimes of CVD growth. Adapted from [2] . . . 12
2.4 Photograph of the high pressure autoclave. A: Disassembled and B: As-
sembled. Parts in A are: 1, Head with stirrer. 2, O-ring. 3, Base. 4,
Unique key. 5, Helical stirrer blade. 6, Clamp. . . . . . . . . . . . . . . . 14
2.5 Process ow diagram for reactors where solid precursor is dissolved into
liquid CO2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 Process ow diagram for reactors where precursor is injected along with a
co-solvent. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Schematic of hot wall reactor. Yellow section indicates size and placement
of Cu stage. Flow is from left to right. Tube is placed in furnace with
ttings outside but lagged. A larger scale drawing may be found in Figure
B.1 of Appendix B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.8 Schematic of warm wall reactor. Flow is from left, outlet is in 6 o'clock
position on drawing. A larger scale drawing may be found in Figure B.2 of
Appendix B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.9 Schematic of laminar ow reactor. Flow is from right to left. A larger scale
drawing may be found in Figure B.3 of Appendix B. . . . . . . . . . . . . 20
2.10 Schematic of batch reactor. Vessel is pressurised through top valve and
bottom tting connected to BPR. A larger scale drawing may be found in
Figure B.4 of Appendix B. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.11 Process ow diagram for batch reactor. . . . . . . . . . . . . . . . . . . . 23
2.12 Isometric concept drawing for substrate-as-heater reactor. Design shows
blind holes for electrical supply rods, through holes for electrical contacts,
recessed groove for substrate and pocket for thermocouple. . . . . . . . . 26
2.13 Photograph of a silicon heater being tested. A: At lower temperatures the 3
cuts to channel the current through the silicon plate are visible. Hot spots
around the connections are visible. B: At high temperatures the camera
CCD becomes saturated and a temperature gradient around the edges is
visible. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
vLIST OF FIGURES vi
2.14 Isometric drawing of the heater and substrate mount. The thermocouple is
fed through the hole on the central axis to the pocket. The heater section
sits in the main recess with the tantalum rods used for electrical connection
in the groves either side of centre. The substrate is then laid on top in the
large, shallow recess. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1 Illustration showing the interaction volume in which ca. 95% of primary
electrons are stopped. The coloured regions on the diagram show the depths
from which various signals can escape. X-rays may originate from nearly the
entire sampling volume ( 1 m deep) since they are not easily absorbed.
Secondary electrons, having a low energy, may only escape from the top
few nanometres, whilst backscattered electrons with a higher energy may
escape from deeper. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Illustration showing how samples were mounted for cross section SEM. The
sample on its substrate was placed back-side down against the groove in
the stub. A clean piece of wafer was then placed polished side against the
sample surface and the grub screw tightened. . . . . . . . . . . . . . . . . 37
3.3 A: Illustration of the layout of a secondary ion mass spectrometer showing
the duoplasmatron source, sample chamber, electrostatic energy selector,
mass selector and detectors. B: Illustration of sample bombardment and
sputtering. Positive and negative ions are generated in addition to neutral
atoms and molecules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 A: A static SIMS mass spectrum with relative isotope abundances of key
elements overlaid to illustrate identication. B: A dynamic SIMS prole of
CdS on glass. Plots for two isotopes of S were analysed to ensure there is
no contribution from O+
2 . A drop in the S signal can be observed before
the interface is reached after 900 seconds. The sample was determined to
be ca. 520 nm thick by optical reectivity beforehand. . . . . . . . . . . . 41
3.5 Schematic of the KLL Auger process. An electron is scattered from the
core shell (K) by an incident high energy electron beam. To return to
the ground state an outer shell electron (L1) relaxes whilst another (L2;3)
electron is emitted to conserve energy. . . . . . . . . . . . . . . . . . . . . 42
3.6 Plot of equation 3.11 for atomic numbers 3-70 showing the yield of X-ray
photons after ionisation of the K-shell. . . . . . . . . . . . . . . . . . . . . 43
3.7 AES spectra of single crystal CdS. A: Dierential spectrum
dN(E)
dE . B:
Direct spectrum N(E). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.8 Dierential AES spectrum of the surface of sample CdS-2A-60800-7 prior
to Ar ion sputtering. The impurity elements Si, C, and O can be identied
in the spectrum. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.9 Schematic of the XPS process. An electron is emitted from the core shell
(K) after absorption of an incident high energy X-ray photon. This electron
has a kinetic energy related to the energy of the X-ray and the binding
energy of the level from which it originated. . . . . . . . . . . . . . . . . . 47
3.10 Schematic of the Jasco V570 spectrophotometer. Light from a deuterium
or halogen lamp is monochromated by a grating before being split into two
paths. The reference (aluminium mirror) and sample paths are reected in
the vertical direction (see expanded view of beam path) to the sample rest-
ing on an aperture. The reected beams are then combined and analysed
by either a PbS detector or via a photomultiplier tube.[3] . . . . . . . . . 53LIST OF FIGURES vii
3.11 Simplied view of the luminescence process for two cases. A: Intrinsic,
band-to-band luminescence. A high energy photon is absorbed promoting
an electron to the conduction band (CB) and leaving a hole in the valence
band (VB). Non-radiative relaxation occurs bringing the electron and hole
to the bottom of the CB and top of the VB respectively. Radiative recom-
bination occurs emitting a photon equivalent to the energy of the gap. B:
Extrinsic luminescence where impurities have created extra energy levels
in the forbidden gap that electrons and holes may relax into. . . . . . . . 54
3.12 Schematic of the photoluminescence setup. The spectrometer used was
an Ocean Optics HR4000, other bre coupled spectrometers may be used
however. The sample XYZ stage was replaced with a cryostat mounted on
and XYZ stage for low temperature measurements. . . . . . . . . . . . . . 57
4.1 Photograph of Hot Wall sample grown at 673 K, 1 ml.min 1, 18 MPa for 72
hours. The stripe on the left edge is where the sample was lightly brushed
with a cotton swab, entirely removing the lm. . . . . . . . . . . . . . . . 61
4.2 Scanning electron micrographs of two samples grown at 698 K, 1 ml.min 1
and A) 18 MPa, B) 9 MPa. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Particle traces from a 2D projection of the front section of the hot wall
reactor for two reactions at 698 K, 1 ml.min 1 and A) 18 MPa, B) 9 MPa.
Regions 1-5 indicate 1: Fluid entrance, 2: Fluid hits step edge, 3: Back
mixing occurs, 4: Downward ow back into tting, 5: Upward ow meets
back eddy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4 XRD of CdS sample grown on Si/SiO2 (300 nm) at 673 K, 18 MPa for 72
hours. Sample positioned 10 mm from front edge of stage. Data obtained
by Dr Matthew Markham. Bottom box shows three reference les: -CdS
from JCPDS 41-1049, -CdS from Hawleyite,[4] CdO from Monteponite.[4] 65
4.5 PL spectrum from the rst SCFD CdS sample, narrow band edge lumines-
cence is evident at 2.44 eV. Data obtained by Dr D Smith. . . . . . . . . 66
4.6 Three representative PL spectra of the common types observed. . . . . . . 67
4.7 Photoluminescence of a sample annealed in Ar + S atmosphere at 773 K
for 22 hrs. Broad luminescence is evident in the band-gap region, along
with the emergence of the RE band associated with sulfur. . . . . . . . . . 69
4.8 AES depth proles of an annealed sample along with its unannealed coun-
terpart. A prole of a single crystal is presented for reference. . . . . . . . 70
4.9 Static SIMS of CdS on Glass. . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.10 Dynamic SIMS of a hot wall grown CdS sample showing the intensity of
one isotope of signicant elements observed. . . . . . . . . . . . . . . . . . 72
4.11 Two photographs of CdS samples grown in the warm wall reactor. Flow
is from left to right. Large ruler divisions are 1 mm, small divisions are
0.5 mm. A) Sample CdS-2B-59845-2 showing an ideal, symmetric, deposi-
tion. The right hand piece appears dark due to illumination eects opposed
to material properties. B) Sample CdS-2B-61815-4 showing a curved prole
part way along the sample. C) Sample CdS-2B-59815-6 showing a sample
with large inhomogeneities due to ow. The bright yellow region of the
rightmost piece is powdery deposit. D) Chart showing CdS thickness for a
given colour at normal incidence. . . . . . . . . . . . . . . . . . . . . . . . 74
4.12 Optical reectivity spectra of sample CdS-2B-59815-1 showing the observed
spectrum and a model corresponding to 429 nm of CdS on 308 nm of SiO2. 75LIST OF FIGURES viii
4.13 Plot showing CIE X, Y, and Z values as a function of wavelength. . . . . 76
4.14 Diractograms of CdS samples grown in the warm wall reactor. Top)
JCPDS 41-1049. Middle) Sample CdS-2B-59815-6 matching JCPDS 41-
1049. Bottom) Sample CdS-2B-61815-4 matching JCPDS 77-2306. XRD
Measurements made by Dr Jason Hyde. . . . . . . . . . . . . . . . . . . . 77
4.15 Scanning electron micrographs of CdS samples grown in the warm wall
reactor. A) Sample CdS-2B-59815-6. B) Sample CdS-2B-61815-4. . . . . . 79
4.16 Static SIMS of a warm wall grown CdS sample on oxidised silicon . . . . . 80
4.17 Dynamic SIMS of a warm wall grown CdS sample on oxidised silicon show-
ing primary contaminants . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.18 Photoluminescence spectra of points in the vicinity of the AES anaylses
from sample set CdS-2A. Top: Samples with added 1-BuSH. Bottom: Sam-
ples grown without added 1-BuSH. . . . . . . . . . . . . . . . . . . . . . . 82
4.19 Photoluminescence spectra of points before AES anaylsis from sample set
CdS-2B. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.20 Cd:S ratios from AES depth analyses of sample set CdS-2A. . . . . . . . . 87
4.21 Cd:S ratios as a function of deposition conditions from analyses of sam-
ple set CdS-2B. A) as function of temperature. B) as a function of thiol
concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.22 Cd:S ratios as a function of depth from analyses of sample set CdS-2B. . . 89
4.23 Photoluminescence spectra of points before AES anaylsis from sample set
CdS-2B stacked according to Cd:S ratio. Legend details sample identier
and Cd ratio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.24 Statistical Analysis of PL from AES locations of sample set CdS-2B. A)Percentage
of luminescence occuring within 2 of band-gap maximium. B)FWHM of
band-gap maximum. C)Band-gap maximum position. D)Band-gap maxi-
mum intensity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.25 Diractogram of CdS-3-07 showing only reections from -CdS. Inset shows
image from area detector. The presence of uniform intensity rings suggests
no preferential orientation for CdS reections. . . . . . . . . . . . . . . . . 98
4.26 Cross sectional SEM of Sample CdS-3-01. . . . . . . . . . . . . . . . . . . 98
4.27 Static SIMS of sample CdS-3-04. . . . . . . . . . . . . . . . . . . . . . . . 99
4.28 AES depth prole of sample CdS-3-01 showing elemental signals along with
Cd:S ratio (green trace, right axis). Dashed line represents mean Cd:S ratio
in region exhibiting most stable signals. . . . . . . . . . . . . . . . . . . . 100
4.29 PL from sample CdS-3-01 plotted with single crystal. . . . . . . . . . . . . 101
4.30 PL from samples CdS-3-03 and -04. . . . . . . . . . . . . . . . . . . . . . . 102
4.31 Room temperature luminescence map of sample CdS-3-07 showing A: Ratio
of luminescence from band gap compared to total luminescence. B: FWHM
of luminescence in eV. C: Intensity of band gap luminescence. D: Central
position of band gap luminescence peak (tted). E: Optical image of sample.103
4.32 Room temperature luminescence map of sample CdS-3-13 (A-D), and sam-
ple CdS-3-14 (F-I) showing A,F: Ratio of luminescence from band gap
compared to total luminescence. B,G: FWHM of luminescence in eV. C,H:
Intensity of band gap luminescence. D,I: Central position of band gap
luminescence peak (tted). E,J: Optical image of samples. . . . . . . . . . 104LIST OF FIGURES ix
4.33 Temperature dependant measurements of sample CdS-3-01. Top: Band
gap luminescence peak position plotted with ts obtained from Varshni
and Vi~ na expressions. Inset shows low temperature region in greater detail.
Bottom: FWHM plotted as a function of temperature. . . . . . . . . . . . 106
5.1 X-ray diractograms of GaP produced by SCFD. A: Film produced us-
ing AACVD style reactor. GaP reections are visible on a large amor-
phous background with additional reections attributed to Ga2O3 present.
B: Film produced using batch style reactor, showing reduced amorphous
background and the absence of Ga2O3 reections. . . . . . . . . . . . . . . 111
5.2 X-ray diractograms of two InP lms deposited from diering concentra-
tions of precursor. InP-01 and InP-02 with 200 and 100 mg of precursor
respectively. The diractogram for the lower concentration has been mag-
nied 5 times. The plots have been oset and the coloured ticks on axis
indicate the zero line for each plot. The reference diractogram is plotted
in a separate box at the base of the plot. . . . . . . . . . . . . . . . . . . . 113
5.3 X-ray diractograms of three InP lms deposited under dierent temper-
ature conditions. InP-03, InP-04, InP-05 grown at 823, 773, and 723 K
respectively. The plots have been oset and the coloured ticks on axis in-
dicate the zero line for each plot. The reference diractogram is plotted in
a separate box at the base of the plot. . . . . . . . . . . . . . . . . . . . . 114
5.4 PL spectra from three samples grown at dierent temperatures. InP-03,
InP-04, InP-05 grown at 823, 773, and 723 K respectively. . . . . . . . . . 114
5.5 X-ray diractograms of three InP lms deposited over dierent reaction
lengths. InP-04, InP-07, InP-09 grown for 18, 2, and 4 hours respectively.
The plots have been oset and the coloured ticks on axis indicate the zero
line for each plot. The reference diractogram is plotted in a separate box
at the base of the plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.6 PL spectra from three samples grown with dierent reaction durations.
InP-04, InP-07, InP-09 grown over 18, 2, and 4 hours respectively. . . . . 118
5.7 X-ray diractograms of three InP lms deposited using dierent co-solvents.
InP-13, InP-14, InP-15 grown with toluene, hexane, and no co-solvent re-
spectively. The plots have been oset and the coloured ticks on axis indi-
cate the zero line for each plot. The reference diractogram is plotted in a
separate box at the base of the plot. . . . . . . . . . . . . . . . . . . . . . 119
5.8 PL spectra from three samples with dierent co-solvents. InP-13, InP-14,
InP-15 grown with toluene, hexane, and no co-solvent respectively. . . . . 121
5.9 A: X-ray diractograms of two samples grown over 18 hours with (InP-
12) and without (InP-04) additional phosphorous. B: X-ray diractograms
of two samples grown over 4 hours with (InP-09) and without (InP-08)
additional phosphorous. The plots have been oset and the coloured ticks
on axis indicate the zero line for each plot. The reference diractogram is
plotted in a separate box at the base of the plot. . . . . . . . . . . . . . . 122
5.10 PL spectra from three samples with and without additional phosphorous
over dierent reaction lengths. InP-12 and InP-04 grown for 18 hours with
and without additional P respectively, InP-09 grown with additional P for
4 hours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.11 SEM of InAs lm with inset showing central region magnied vefold.
Micrographs show tangled wire nature of deposit. . . . . . . . . . . . . . . 127LIST OF FIGURES x
5.12 X-ray diractograms of two InAs samples grown at 773 and 823 K. The
773 K diractogram has been magnied 5. . . . . . . . . . . . . . . . . . 128
6.1 Schematic of the HF etching process illustrating the generation, separation,
and depletion of carriers. Adapted from [5] . . . . . . . . . . . . . . . . . 130
6.2 The photoelectrochemical apparatus used for the etching of silicon. A: The
assembled mount with cell placed 300mm above halogen lamp. B: Cutaway
projection of the cell illustrating various components. C: Unassembled
cell showing cover with thermocouple and Pt electrode feedthrough (left),
PTFE body and clamping ring (middle) and base with silicon tile (right). 133
6.3 Photographs of the three samples produced in aqueous HF at 3 concentra-
tions. A: 5 wt% HF. B: 2.5 wt% HF. C: 1.25 wt% HF. . . . . . . . . . . . 134
6.4 SEM images of the three samples produced in aqueous HF at 3 concen-
trations at normal incidence (A, C, E) and cross sections (B, D). A & B:
5 wt% HF. B & D: 2.5 wt% HF. C: 1.25 wt% HF. . . . . . . . . . . . . . 135
6.5 Plots of ln

jtotal
jillum

versus time for A 5 wt% HF, B 2.5 wt% HF, and C
1.25 wt% HF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.6 Photographs of the four samples produced in various HF electrolyte solu-
tions. A: 1:1 5 wt% HF:EtOH. B: 1:1 5 wt% HF:MeCN. C: 3:2:1 5 wt%
HF:H2O:EtOH. D: 3:2:1 5 wt% HF:H2O:MeCN. Current density was set at
25% jps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.7 SEM images of the three samples produced in in various HF electrolyte
solutions at normal incidence (A, C, E) and cross sections (B, D). A: 1:1
5 wt% HF:EtOH. B: 1:1 5 wt% HF:MeCN. C: 3:2:1 5 wt% HF:H2O:EtOH.
D: 3:2:1 5 wt% HF:H2O:MeCN. . . . . . . . . . . . . . . . . . . . . . . . . 140
6.8 Plots of ln

jtotal
jillum

versus time for A: 1:1 5 wt% HF:EtOH. B: 1:1 5 wt%
HF:MeCN. C: 3:2:1 5 wt% HF:H2O:EtOH. D: 3:2:1 5 wt% HF:H2O:MeCN. 142
6.9 Photographs of the ve samples produced at various current densities. A:
53% jps. B: 45% jps. C: 36% jps. D: 24% jps. E: 12% jps. . . . . . . . . . 143
6.10 SEM images of the three samples produced at various current densities
shown at normal incidence (A, C, E) and cross sections (B, D, F). A, B:
53% jps. C, D: 45% jps. E, F: 36% jps. . . . . . . . . . . . . . . . . . . . . 143
6.11 SEM images of the three samples produced at various current densities
shown at normal incidence (A, C) and cross sections (B, D). A, B: 24% jps.
C, D: 12% jps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.12 Plots of ln

jtotal
jillum

versus time for A: 53% jps. B: 45% jps. C: 36% jps. D:
24% jps. E: 12% jps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
6.13 Photographs of the six samples produced with dierent defect imprint sizes
and methods, top row are at imprint, bottom row are rubbed in one
direction. A: 3 m at imprint. B: 1 m at imprint. C: 250 nm at
imprint. D: 3 m linear rub. E: 1 m linear rub. F: 250 nm linear rub. . 148
6.14 SEM images of the three samples produced with dierent defect imprint
sizes and methods shown at normal incidence (A, C, E) and cross sections
(B, D, F). A, B: 3 m at imprint. C, D: 1 m at imprint. D, E: 250 nm
at imprint. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149LIST OF FIGURES xi
6.15 SEM images of the three samples produced with dierent defect imprint
sizes and methods shown at normal incidence (A, C, E) and cross sections
(B, D, F). A, B: 3 m linear rub. C, D: 1 m linear rub. E, F: 250 nm
linear rub. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.16 Plots of ln

jtotal
jillum

versus time for A: 3 m at imprint. B: 1 m at
imprint. C: 25 nm at imprint. D: 3 m linear rub. E: 1 m linear rub.
F: 250 nm linear rub. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.17 Photograph of 0.2 - 0.1 
.cm etched sample. . . . . . . . . . . . . . . . . . 153
6.18 A cross sectional SEM of a 0.2 - 0.1 
.cm sample, showing a 6.5 m thick
porous layer with pores ca. 60 nm in diameter. . . . . . . . . . . . . . . . 153
6.19 Photographs of Ge-1-XXX-Y series. Ruler divisions are 1 mm. Fluid ow
is from left to right in all images. A: 748 K, B: 773 K, C: 798 K, D: 823 K,
E: 848 K, F: Colour model showing colour as a function of thickness in nm
at normal incidence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
6.20 SEM images of the samples grown at dierent temperatures. Showing both
top down and cross sectional images. A: Sample grown at 773 K with inset
of 2.5 magnication from central region. B: Cross sectional SEM of 773 K
sample. C: Sample grown at 798 K with inset of 2.5 magnication. D:
Cross section of same sample, cleave meant only centre of pore observable.
E: Sample grown at 823 K with inset of 2.5 magnication from central
region. F: Cross section of 823 K, false colour insets show thickness of Ge
layer at 5 magnication from top and bottom of pore. G: Sample grown
at 848 K with inset of 2.5 magnication, snowake like particulates are
visible on the surface. H: Cross section of same sample. . . . . . . . . . . 160
6.21 A: Porosity as a function of deposition temperature in two sample areas,
one from a substrate area over the thermocouple (red line) and one from a
region close to to the thermocouple (blue line). B: Open pore area for the
same points in the porosity graph. . . . . . . . . . . . . . . . . . . . . . . 161
6.22 SEM images of the samples grown at dierent ow rates. Showing cross
sectional images. A: Sample grown at 0.25 ml.min 1. B: 5 magnication
from top, middle, and bottom of pore. C: Sample grown at 0.50 ml.min 1.
D: 5 magnication from top, middle, and bottom of pore. E: Section of
sample grown at 0.75 ml.min 1. F: 5 magnication from top, middle,
and bottom of pore. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.23 SEM images of the samples grown at dierent ow rates. Showing cross
sectional images. A: Sample grown at 1.00 ml.min 1. B: 10 magnication
from top, middle, and bottom of pore. C: Sample grown at 1.50 ml.min 1.
D: 6.7 magnication from top, middle, and bottom of pore. . . . . . . . 164
6.24 Process ow diagram for the injected precursor reactor. A loop across the
centre of a 6 port injector is loaded from the autoclave. The ow can then
be switched from a route that bypasses the loop, to one which ows through
the loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.25 A: Porosity of substrate as a function of normalised injection units. Traces
are presented for single and double injections separately, along with sepa-
rate traces for two areas. The quadruple injection is presented as points.
B: Open pore area as a function of normalised injection units. Again mul-
tiple traces are presented for single and double injection units. Error bars
represent the standard error of the measurement. . . . . . . . . . . . . . . 167LIST OF FIGURES xii
6.26 Thickness of Ge coating identied in SEM images for dierent injection
volumes/amounts at A: Top, B: Middle, C: Bottom of pore. D: Thickness at
the middle and bottom of pores normalised to the top indicating conformality.169
6.27 A: Porosity as a function of time fraction of time at deposition tempera-
ture  number of cycles at two temperatures (798 and 823 K) and for a
region above the thermocouple (red/pink traces) and near the thermocou-
ple (light/dark blue traces). B: Open pore area for the same points. . . . 171
6.28 Thickness of Ge coating identied in SEM images as a function of fraction
of time at deposition temperature  number of cycles at two temperatures
(798 and 823 K) at A: Top, B: Middle, C: Bottom of pore. D: Thickness at
the middle and bottom of pores normalised to the top indicating conformality.173
6.29 Photograph of samples grown in Si heater laminar ow reactor. Flow is
from left to right. A: 798 K, B: 773 K, C: 748 K, D: 735 K. . . . . . . . . 175
6.30 A: Porosity as a function of deposition temperature for three sample areas.
B: Open Pore area as a function of deposition temperature for the same
three points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.31 Thickness of Ge coating identied in SEM images as a function deposition
temperature at A: Top, B: Middle, C: Bottom of pore. D: Thickness at the
middle and bottom of pores normalised to the top indicating conformality. 178
B.1 Schematic of hot wall reactor. Yellow section indicates size and placement
of Cu stage. Flow is from left to right. Tube is placed in furnace with
ttings outside but lagged. . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
B.2 Schematic of warm wall reactor. Flow is from left, outlet is in 6 o'clock
position on drawing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
B.3 Schematic of laminar ow reactor. Flow is from right to left. . . . . . . . 188
B.4 Schematic of batch reactor. Vessel is pressurised through top valve and
bottom tting connected to BPR. . . . . . . . . . . . . . . . . . . . . . . . 189
E.1 SEM images of the samples grown with dierent precursor injection vol-
umes showing both top down and cross sectional images. A: Top down
image of sample Ge-4-7981x237-1 with 2:5 magnication of central re-
gion. B: Cross section of same sample with false colour insets showing
deposition at middle and bottom of pore magnied 7:5. C: Top down im-
age of sample Ge-4-7982x237-2 with 2:5 magnication of central region.
D: Cross section with insets showing top and middle of pore magnied 5.
E: Top down image of sample Ge-4-7981x473-3 with 2:5 magnication of
central region. F: Cross section with insets showing top and middle of pore
magnied 5. G: Top down image of sample Ge-4-7982x473-4 with 2:5
magnication of central region. H: Cross section with insets showing top
and middle of pore magnied 5. . . . . . . . . . . . . . . . . . . . . . . . 196LIST OF FIGURES xiii
E.2 SEM images of the samples grown with dierent precursor injection vol-
umes showing both top down and cross sectional images. A: Top down
image of sample Ge-4-7981x945-5 with 2:5 magnication of central re-
gion. B: Cross section of same sample with false colour insets showing
deposition at top and bottom of pore magnied 2:5. C: Top down image
of sample Ge-4-7982x945-6 with 2:5 magnication of central region. D:
Cross section of same sample with false colour insets showing deposition
at top and bottom of pore magnied 3:3. E: Top down image of sample
Ge-4-7984x473-7 with 2:5 magnication of central region. F: Cross sec-
tion of same sample with false colour insets showing deposition at top and
bottom of pore magnied 3:3. . . . . . . . . . . . . . . . . . . . . . . . . 197
E.3 SEM images of the samples grown with dierent temperature pulse dura-
tions showing both top down and cross sectional images. A: Top down
image of sample Ge-5-7981545-1 with 2:5 magnication of central region.
B: Cross section of same sample with false colour insets showing deposition
at top and bottom of pore magnied 5. C: Top down image of sample Ge-
5-7981530-2 with 3:3 magnication of central region. D: Cross section of
same sample with false colour insets showing deposition at top and bottom
of pore magnied 5. E: Top down image of sample Ge-5-7983030-3 with
2:5 magnication of central region. F: Cross section of same sample with
false colour insets showing deposition at top and bottom of pore magnied
3:3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
E.4 SEM images of the samples grown with dierent temperature pulse dura-
tions showing both top down and cross sectional images. A: Top down
image of sample Ge-5-8231545-4 with 2:5 magnication of central region.
B: Cross section of same sample with false colour insets showing deposition
at top and bottom of pore magnied 5. C: Top down image of sample Ge-
5-8231530-5 with 3:3 magnication of central region. D: Cross section of
same sample with false colour insets showing deposition at top and bottom
of pore magnied 5. E: Top down image of sample Ge-5-8233030-6 with
2:5 magnication of central region. F: Cross section of same sample with
false colour insets showing deposition at top and bottom of pore magnied
5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
E.5 SEM images of the samples grown at dierent temperatures in the silicon
heater laminar ow reactor showing both top down and cross sectional im-
ages. A: Top down image of sample Ge-6-735-1 with 2:5 magnication
of central region. B: Cross section of same sample with false colour insets
showing deposition at top and middle of pore magnied 5. C: Top down
image of sample Ge-6-748-2 with 2:5 magnication of central region. D:
Cross section with insets showing deposition at top and middle of pore
magnied 5. E: Top down image of sample Ge-6-773-3 with 2:5 magni-
cation of central region. F: Cross section with insets showing deposition
at top and bottom of pore magnied 5. G: Top down image of sample
Ge-6-798-4 with 2:5 magnication of central region. H: Cross with insets
showing deposition at top and bottom of pore magnied 5. . . . . . . . 200List of Tables
1.1 Critical parameters of selected solvents from reference [6]. . . . . . . . . . 3
1.2 Comparison of properties of a typical gas, supercritical uid and liquid.
Adapted from [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
4.1 Luminescence bands observed in defective CdS samples. . . . . . . . . . . 67
4.2 Luminescence bands observed in defective CdS samples from literature. . 68
4.3 Properties of the band gap luminescence peak observed in samples from set
CdS-2A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Statistical analysis of Cd:S ratios in sample set CdS-2A . . . . . . . . . . 86
4.5 Statistical analysis of Cd:S ratios in sample set CdS-2B . . . . . . . . . . 88
4.6 Quantication of elements identied during XPS analysis of sample set
CdS-2B. Corrected for instrument geometry and sensitivity factors. Cd:S
error corrected column accounts for a relative systematic error based upon
a CdS standard. Presented alongside mean Cd:S ratio seen in AES analysis. 93
4.7 Properties of the peaks identied. CS = Chemical Shift, DS = Doublet
separation. All peaks corrected for C 1s = 284.80 eV, where no C 1s seen
after sputter surface energy shift used. . . . . . . . . . . . . . . . . . . . . 95
4.8 Fitting parameters for Varshni and Vi~ na relations in Figure 4.33 . . . . . 105
5.1 EDX measurements presenting the ratio of P, C, and O relative to In for all
measured SCFD samples. Error is presented for illustration and is based
upon the 2% accuracy, 1.6% is quoted for the instrument under optimal
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Peak position and FWHM values for the [111] peak of InP thin lms grown
with varying deposition durations. . . . . . . . . . . . . . . . . . . . . . . 117
5.3 EDX measurements presenting the ratio of P, C, and O relative to In for all
measured SCFD samples. Error is presented for illustration and is based
upon the 2% accuracy, 1.6% is quoted for the instrument under optimal
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.4 Peak position and FWHM values for the [111] peak of InP thin lms grown
over varying deposition lengths. . . . . . . . . . . . . . . . . . . . . . . . . 119
5.5 EDX measurements presenting the ratio of P, C, and O relative to In for all
measured SCFD samples. Error is presented for illustration and is based
upon the 2% accuracy, 1.6% is quoted for the instrument under optimal
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.6 Peak position and FWHM values for the [111] peak of InP thin lms grown
with and without additional phosphorous . . . . . . . . . . . . . . . . . . 123
xivLIST OF TABLES xv
5.7 EDX and WDX measurements presenting the ratio of P, C, and O relative
to In for all measured SCFD samples. Error is presented for illustration and
is based upon the 2% accuracy, 1.6% is quoted for the instrument under
optimal conditions for EDX measurements. Bottom two rows present WDX
measurements of the two 18 hour samples. Cells with - indicate element
was not measured. Quoted error for WDX is based upon 0.1 at.% resolution
accepted in literature for the technique. . . . . . . . . . . . . . . . . . . . 123
5.8 WDX measurements presenting the ratio of P, C, and O relative to In for
a selection of SCFD and LPCVD grown samples. . . . . . . . . . . . . . . 125
6.1 Calculated pore parameters and observed values from SEM images. Spec-
ied depth is based upon initial values, calculated depth is corrected for
temperature variation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.2 Calculated pore parameters and observed values from SEM images. Spec-
ied depth is based upon initial values, calculated depth is corrected for
temperature variation. HF is from a stock 5 wt% aqueous solution. . . . . 141
6.3 Calculated pore parameters and observed values from SEM images. Spec-
ied depth is based upon initial values, calculated depth is corrected for
temperature variation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.4 Calculated pore parameters and observed values from SEM images. Spec-
ied depth is based upon initial values, calculated depth is corrected for
temperature variation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.5 Pore size analysis post deposition. Measurements are for region around
thermocouple, and near thermocouple. Second measurement of Ge-2-823-
3, denoted by *, is after removal of an overlayer. . . . . . . . . . . . . . . 162
6.6 Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were unobtainable, or estimated, due to poor elemental
contrast, or imperfect cleaves. . . . . . . . . . . . . . . . . . . . . . . . . . 162
6.7 Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were unobtainable, or estimated, due to poor elemental
contrast, or imperfect cleaves. . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.8 Pore size analysis post deposition. Measurements are for region around
thermocouple, and near thermocouple. . . . . . . . . . . . . . . . . . . . . 167
6.9 Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were unobtainable, or estimated, due to poor elemen-
tal contrast, or imperfect cleaves. * Denotes measurement made on neigh-
bouring pore. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.10 Pore size analysis post deposition. Measurements are for region around
thermocouple, and near thermocouple. . . . . . . . . . . . . . . . . . . . . 172
6.11 Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were estimated due to poor elemental contrast, or
imperfect cleaves meant measurements are from separate pores (denoted
by *). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.12 Pore size analysis post deposition. Measurements are from two similar
regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.13 Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements from separate pores, denoted by *, due to imperfect
cleaves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176LIST OF TABLES xvi
A.1 Temperature correction factors for tubing used. . . . . . . . . . . . . . . . 184
A.2 Maximum working pressures for tubing used corrected for temperature. . 185
C.1 Conditions for Experiment Set CdS-2A. Sample naming structure indicates
material (CdS), reactor design and sample series (2A), temperature and 1-
BuSH conditions (XXXYY), and set identier (1). All substrates used were
300 nm SiO2 on Si wafers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.2 Conditions for Experiment Set CdS-2B. Sample naming structure indicates
material (CdS), reactor design and sample series (2B), temperature and 1-
BuSH conditions (XXXYY), and set identier (1). All substrates used were
300 nm SiO2 on Si wafers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
C.3 Conditions for Experiment Set CdS-3. All substrates used were 300 nm
SiO2 on Si wafers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
C.4 Conditions for InP depositions. Temperature is the set temperature of the
furnace. Internal temperature is the maximum recorded by the thermocou-
ple probe inside the reactor. Additive was 28 mg t-butylphosphine where
used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
C.5 Conditions for Experiment Set Ge-1. Sample naming structure indicates
material (Ge), sample series (1), temperature (XXX), and set identier (1).
All substrates used were at, native oxide, Si wafers. . . . . . . . . . . . . 191
C.6 Conditions for Experiment Set Ge-2. Sample naming structure indicates
material (Ge), sample series (2), temperature (XXX), and set identier (1).
All substrates used were etched Si wafers. . . . . . . . . . . . . . . . . . . 192
C.7 Conditions for Experiment Set Ge-3. Sample naming structure indicates
material (Ge), sample series (3), temperature and ow rate (XXXYYY),
and set identier (1). All substrates used were etched Si wafers. . . . . . . 192
C.8 Conditions for Experiment Set Ge-4. Sample naming structure indicates
material (Ge), sample series (4), temperature, number of injections, and
volume of injections (XXXYxZZZ), and set identier (1). All substrates
used were etched Si wafers. . . . . . . . . . . . . . . . . . . . . . . . . . . 192
C.9 Conditions for Experiment Set Ge-5. Sample naming structure indicates
material (Ge), sample series (5), high temperature, high hold, and low hold
(XXXYYZZ), and set identier (1). All substrates used were etched Si wafers.192
C.10 Conditions for Experiment Set Ge-6. Sample naming structure indicates
material (Ge), sample series (2), temperature (XXX), and set identier (1).
All substrates used were etched Si wafers. . . . . . . . . . . . . . . . . . . 192
D.1 Precursors used in the synthesis of the semiconductors presented in this
thesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
D.2 Specic reagents used in the deposition of samples. * denotes further drying.194Declaration of Authorship
I, James William Wilson, declare that the thesis entitled `Development and Optimisation
of Supercritical Fluid Deposition of Semiconductor Films' and the work presented in it
are my own. I conrm that:
￿ this work was done wholly or mainly while in candidature for a research degree at
this University;
￿ where any part of this thesis has previously been submitted for a degree or any other
qualication at this University or any other institution, this has been clearly stated;
￿ where I have consulted the published work of others, this is always clearly attributed;
￿ where I have quoted from the work of others, the source is always given. With the
exception of such quotations, this thesis is entirely my own work;
￿ I have acknowledged all main sources of help;
￿ where the thesis is based on work done by myself jointly with others, I have made
clear exactly what was done by others and what I have contributed myself;
￿ parts of this work have been published as listed on the following page.
Signed:
Date: September 26, 2010
xviiPublications and Presentations
Posters
MRS Fall Meeting, Boston, Massachusetts, 01 - 05 December 2008.
Papers
Yang, J., Hyde, J. R., Wilson, J. W., Mallik, K., Sazio, P. J., O'Brien, P., Malik, M. A.,
Afzaal, M., Nguyen, C. Q., George, M. W., Howdle, S. M. and Smith, D. C. Continuous
ow supercritical chemical uid deposition of optoelectronic quality CdS. Adv. Mater.,
21, 4115-4119 (2009)
Ke, J., Su, W., Howdle, S. M., George, M. W., Cook, D., Perdjon-Abel, M., Bartlett,
P. N., Zhang, W., Cheng, F., Levason, W., Reid, G., Hyde, J., Wilson, J., Smith, D. C.,
Mallik, K., Sazio, P. Electrodeposition of metals from supercritical uids. Proc. Natl.
Acad. Sci. USA, 106 (35) 14768-14772 (2009)
Aksomaityte, G., Cheng, F., Hector, A., Hyde, J., Levason, W., Reid, G., Smith, D.,
Wilson, J., Zhang, W. Supercritical chemical uid deposition of InP and InAs., Chem.
Mater. 22 (14) 4246-4253 (2010)
Cook, D., Bartlett, P. N., Zhang, W., Levason, W., Reid, G., Ke, J., Su, W., George,
M. W., Wilson, J. W., Smith, D. C., Mallik, K., Barrett, E., Sazio, P. The electrode-
position of copper from supercritical CO2/acetonitrile mixtures and from supercritical
triuoromethane. Phys. Chem. Chem. Phys., 12 11744-11752 (2010)
xviiiAcknowledgements
The past few years whilst studying for my PhD have been an enjoyable time. Trying
novel experiments has always been fun, and the challenges that supercritical uid reactions
present has exercised the problem solver in me, although this would not have been possible
without the support of my supervisor, colleagues, and friends.
I would rstly like to thank my supervisor, Dr David Smith, for providing me with the
opportunity to do this work. I have learnt a lot during my PhD and none of this would
have been possible without the help, support, advice, and guidance from David.
I would also like to thank Dr Jason Hyde for always being there to help me, whether in the
lab, or whilst writing, and at times push me forwards. Jason's seemingly encyclopaedic
knowledge of chemistry and his attempts at converting me from a physicist to a chemical
engineer have been a great help whilst preparing this work. Also of great help to me has
been Dr Gabriel_ e Aksomaityt_ e in preparing samples and helping me with experiments as
well as providing me with words of encouragement throughout the past year.
I must also thank the other members of this project without whom the work would not
have possible: Dr Jixin Yang for preparing a large number of CdS samples. Dr Pier Sazio
for his help and wacky ideas for reactors, as well as general support throughout the past few
years. Drs Fei Cheng, Wenjian Zhang, Andrew Hector, and Professors William Levason
and Gillian Reid in the chemistry department for the III-V precursors and discussions
regarding the deposition and characterisation. Drs Kanad Malik and Edward Barrett for
their help with characterisation. I should also thank the others members of the project
who I have not had direct contact with and are not named here.
I am indebted to the technical sta in the physics department, without whom many
of the experiments presented would have been possible. Gareth Savage, Phil Connell,
and Mark Bampton have been a great help in fabricating the specialised electronics and
reactor components required. Zondy Weber has also been of great help in training and
maintenance of the cleanroom.
All my friends in the SU and BCTTT triathlon clubs have been a great help in providing a
welcome distraction when the stress has piled up and allowing me to return to `normality'.
Lastly I must thank my family, especially my parents, for all the support over the years,
making this all possible.
xixNomenclature
 Diameter
 Angle Degree
00 Length Inch
 Wavelength nm
 Kinematic Viscosity
 Photon Frequency s 1
 Mass Density kg.m 3

 Resistivity Ohm
1-BuSH 1-Butanethiol
A Current Ampere
 A Length Angstrom
A Arrhenius Constant
AAO Anodic Aluminium Oxide
acac Acetylacetonate
AES Auger Electron Spectroscopy
ALD Atomic Layer Deposition
AMU Atomic Mass Units
at.% Amount Atomic Percent
BET Brunauer, Emmett, and Teller Theory
BG Band gap
BPR Back Pressure Regulator
CAD Computer Aided Design
CB Conduction Band
CBD Chemical Bath Deposition
CCD Charge Coupled Device
CFD Chemical Fluid Deposition
CIE Commission International de l'Eclairage
CVD Chemical Vapour Deposition
d Depth
d Diameter
e Elementary Charge 1.6010 19C
E, E Energy
xxNOMENCLATURE xxi
EA Activation Energy
EB Binding Energy
ED Electrodeposition
EDX Energy Dispersive X-ray Spectroscopy
EPDM Ethylene-Propylene-Diene Monomer
EPMA Electron Probe X-ray Microanalysis
eV Electron volt 1.6010 19J
eV Electron volt 1239.8 nm
FEGSEM Field Emission Gun Scanning Electron Microscope
FWHM Full Width at Half Maximum
g Mass Gram
GE Green Emission Band
[Hex] Dithiocarbamate Ligand With Hexyl Groups
hfac Hexauoroacetylacetonate
HPLC High Performance Liquid Chromatography
hrs Time Hours
HVPE Hydride Vapour Phase Epitaxy
i Complex Number
IR Infrared
j Current Density A.cm 2
jPS Critical Current Density A.cm 2
JCPDS Joint Committee on Powder Diraction Standards
k, k Wavevector
K Temperature Kelvin
K, K Electronic Shell K
L, L#, L#;# Electronic Shell L
lSCR Depth of Space Charge Region
LPCVD Low Pressure Chemical Vapour Deposition
LPE Liquid Phase Epitaxy
m Length metre
M Mass AMU
MBE Molecular Beam Epitaxy
min Time Minute
ml Volume Millilitre
MOCVD Metallo-Organic Chemical Vapour Deposition
mol Amount Moles
MOMBE Metallo-Organic Molecular Beam Epitaxy
MOVPE Metallo-Organic Vapour Phase Epitaxy
n Integer
n+ n-type Doped
N Force NewtonNOMENCLATURE xxii
NPT National Pipe Thread
OD Outside Diameter
p+ p-type Doped
pc Critical Pressure MPa
Pa Pressure Pascal
PFA Peruoroalkoxy
PFD Process Flow Diagram
PID ProportionalIntegralDerivative
PL Photoluminescence
PLD Pulsed Laser Deposition
ppb Parts Per Billion
ppm Parts Per Million
PTFE Polytetrauoroethylene
PVD Physical Vapour Deposition
QD Quantum Dot
QW Quantum Well
r Radius
R Universal Gas Constant 8.31Jmol 1K 1
R Reectivity
Re Reynolds Number dimensionless
RE Red Emission Band
RESOLV Rapid Expansion of Supercritical Solution into a Liquid Solvent
RESS Rapid Expansion of Supercritical Solution
RGB Red Green Blue
s Time Second
sc[...] Supercritical State of Compound [...]
SCF Supercritical Fluid
SCFD Supercritical Chemical Fluid Deposition
SCFED Supercritical Chemical Fluid Electrodeposition
SCR Space Charge Region
SEM Scanning Electron Microscope
SFLS Supercritical Fluid Liquid Solid
SIMS Secondary Ion Mass Spectroscopy
spp- Spark Processed Porous
T Temperature K
Tc Critical Temperature K
TR Thermal Runaway Temperature K
TEG Tetraethylgermane
TEM Transmission Electron Microscope
TES Tetraethylsilane
u Flow DensityNOMENCLATURE xxiii
v Velocity m.s 1
V Voltage V
VB Valence Band
VLS Vapour Liquid Solid
VLSI Very Large Scale Integration
w Width
W Power Watt
WDX Wavelength Dispersive X-ray Spectroscopy
wt% Amount Weight Percent
x x-Cartesian Direction
X-PE X-ray Photoelectron
XPS X-ray Photoelectron Spectroscopy
XRD X-ray Diraction
y y-Cartesian Direction
Z z z-Cartesian Direction
z Charge State of Atom
Z Atomic NumberThe experiments carried out in this thesis involved signicant
hazards. No supercritical uid experiment should be carried out
without high pressure safety training and, where assembling
reactors, suitable training in the making and leak testing of ttings.
A full risk assessment should be made and a Hazard and Operability
(HAZOP) study should be undertaken where regulations require.
Etching experiments involve the use of hydrouoric acid which is
corrosive and highly toxic. Training should be provided before using
this acid and suitable personal protective equipment worn.
xxivChapter 1
Introduction
There is currently great interest in the fabrication of nanostructured materials due to
the dierent properties displayed as a material is conned from the bulk phase onto
the nanometre scale. The realisation of the AlGaAs-GaAs-AlGaAs quantum well (QW)
by Dingle and co workers at Bell laboratories in 1974,[8] and the subsequent demon-
stration of QW lasing a year later,[9] paved the way for signicant developments in the
eld of optoelectronics based upon semiconductor nanostructures. Recently the growth
and integration of quantum dots into devices has revolutionised the eld of semiconductor
devices.[10] As the race for faster, more ecient, semiconductor devices proceeds the need
for high quality electro-optic materials grows. Semiconductor nanowires present an attrac-
tive option in this respect, being conned in two dimensions they can manifest quantum
connement eects whilst leaving the third dimension free for electrical transport.[11]
Nanowires may be grown in a large number of ways. Some of the most studied methods for
nanowire formation are vapour-liquid-solid (VLS) growth,[12, 13] pressure injection,[11]
electrodeposition, and chemical vapour deposition (CVD). The VLS growth method relies
upon a liquid catalyst to seed the growth of a crystalline wire.[12] VLS nanowires are gen-
erally grown in a random arrangement on the growth substrate, although many examples
exist of directed growth by patterning the catalyst surface before growth [14] and even
templated growth.[13] For a liquid technique to be used eectively to ll nanopores the
surface tension generated by the liquid gas interface at the pore top must be overcome.
In the pressure injection technique a relatively low melting point material or precursor
may be forced into the pores of a physically, thermally, and chemically stable template at
high pressure.[11] The Washburn equation for capillary ow may be used to calculate the
pressure required to allow ow of the melt (or precursor solutions in other liquid based
techniques) into thr pore and can require very high pressures to ll even relatively large
pores.[11] Huber et al. have investigated the formation of metallic and semiconducting
nanowires by this technique.[15, 16] Typical values for surface tension of liquid semicon-
ductors and metals are between 100 and 600 mN.m 1 (or dyne.cm 1).[15] In the extreme
case of non-wetting, the contact angle will be 180. For a material of surface tension
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300 mN.m 1 an applied pressure of 400 MPa would be required to ll a 3 nm pore.[15]
Electrodeposition is a templated technique and relies upon the electrodeposition of the
semiconductor or metal into the pores of a template on a conducting substrate.[17] Elec-
trodeposition generally requires an aqueous electrolyte, which precludes the deposition of
moisture sensitive compounds. Another drawback to the use of electrodeposition is that
the wires produced are normally polycrystalline.[11] Examples of electrodeposition from
non-aqueous solvents exists, often using room temperature ionic liquids, but the high cost
of these and the unknown health implications they pose makes them unfavourable.[18]
Vapour deposition techniques, and in particular chemical vapour deposition are capable
of lling small pores (<20nm diameter) like electrodeposition,[11] however the aspect ratio
of the pores they can ll is limited. As the aspect ratio of the pore rst exceeds the limit of
convective transport and then of the reactant mean free path, deposition at the pore top
becomes more probable and the pore blocks due to deposition around the rim.[19, 20, 21]
Figure 1.1: Simplied phase diagram illustrating supercritical uid region.
Supercritical uids provide and ideal route for lling porous media due to their unique,
tunable, properties. A supercritical uid (SCF) is dened as the state of a compound,
mixture, or element above both its critical pressure (pc) and critical temperature (Tc) but
below the pressure required to reform a solid.[22] Figure 1.1 illustrates the region on the
phase diagram that this corresponds to. Table 1.1 presents the points of a selection of
solvents. When comparing a SCF to vapour based techniques the SCF may be considered
as a highly compressed gas with sucient thermal energy to prevent bulk condensation toChapter 1 Introduction 3
a liquid phase. Table 1.2 compares a number of properties of liquids and gases with those
of a supercritical uid. From this it can be seen that SCFs combine favourable properties
of gases and liquids when considering them as a solvent for chemical reactions. They have
a density that is tunable with both temperature and pressure, and can be relatively high
enabling much greater solubility of precursor when compared to gas phase techniques. The
solvent strength of SCFs can therefore be tuned (by temperature and pressure changes)
to allow rapid separation of reaction products, a feature which no conventional solvents
oer.[23] SCFs have a diusivity more like a gas however, this allows more rapid transport
of the precursor, important when trying to access high aspect ratio templates. Perhaps
the most crucial property of SCFs in relation to nanomaterial deposition is the absence
of surface tension. The lack of surface tension means that there are no capillary forces
to damage the structure and there is no limitation to the surface wetting in conned
structures enabling deposition, etching, cleaning, and surface modication.[7]
Fluid pc Tc
(MPa) (K)
CO2 7.38 304.1
n-Pentane 3.37 469.7
n-Hexane 3.03 507.8
Toluene 4.13 591.8
Benzene 4.89 562.1
Triuoromethane (R23) 4.83 299.3
Diuoromethane (R32) 5.78 351.3
Water 22.06 647.1
Table 1.1: Critical parameters of selected solvents from reference [6].
Gas SCF Liquid
Density (kg.m 3) 1 100-1000  1000
Viscosity (Pa.s) 10 5 10 4-10 5 10 3
Diusivity (m2.s 1) 10 5 10 7 10 9
Surface Tension (mN.m 1) 0 0 20-50
Table 1.2: Comparison of properties of a typical gas, supercritical uid and liquid.
Adapted from [7].
Supercritical carbon dioxide (scCO2) has received much interest in the so-called eld of
`green-chemistry'. In the search for alternatives to the often toxic and volatile solvents
used in chemical processing CO2 has been identied as a safer alternative.[24] As the by-
product of numerous industrial processes, such as the fermentation of alcohol, it can be
sourced without harm to the environment, even mitigating environmental damage when
put into a closed loop process. The absence of surface tension and the resulting lack of
harmful residues make it ideally suited to industrial processes, such as the decaeination
of coee, where it replaces the harmful solvent dichloromethane,[25] and in the view of
some coee connoisseurs produces the best avour. When using scCO2 as a `green' solvent
the limiting factor becomes the solubility of the reactants in it. Correct choice of reagent
molecule then becomes key. The use of uorinated compounds is well reported,[26, 24, 27]Chapter 1 Introduction 4
with -diketonates such as hexauoracetylacetonate (hfac) a popular choice. However,
non uorinated compounds still show reasonable solubility in scCO2, with the solubility of
acetylacetonate (acac) only 2-3 times lower than that of the relatively soluble hfac.[26] The
use of co-solvents, themselves soluble in scCO2, can provide the solubility enhancement
required.[28] However, the advantage of using an SCF may be oset by co-solvent addition;
an organic solvent may leave residue behind upon depressurisation where pure CO2 would
not for example.
The rst report of SCFs being used in a CVD-like manner was in the rapid expansion
of supercritical solvent (RESS) process by Sievers et al.[29] In the RESS process CO2 is
saturated with a precursor that is then depressurised through a nozzle into a low pressure
chamber and onto a heated substrate where the precursor reacts. The rapid expansion
generates a ne aerosol of precursor and annealing of the lm produced can give a uniform
lm.[29] This technique has been used to produce lms of Al, Ag, Cr, Cu, In, Ni, Pd, Y,
and Zr.[29] Popov et al. have used a similar process to deposit lms of InP from a variety
of SCF solvents. They used (C6H5)3P and [(C6H4)CH2N(CH3)2]3In as precursors in this
process and produced stoichiometric InP lms.[30] A modication of the RESS process
is the RESOLV (rapid expansion of supercritical solution into a liquid solvent) process.
In this technique nanoparticles can be produced and quenched in the solution.[31] A
number of semiconductor nanoparticles, in addition to metals and other compounds, have
been produced in this manner including 3.3 nm CdS and 2.5-4 nm PbS particles.[31] The
synthesis of CdS nanoparticles has also been performed in a scCO2-H2O microemulsion
by Holmes et al.[32]
Whilst the methods outlined above utilise a supercritical uid the growth either does not
occur in a supercritical uid, or it occurs within liquid droplets in a supercritical uid.
One of the rst reports of semiconductor growth in a supercritical uid phase is that
of GaN grown by the ammonothermal method in 1995.[33] In this method supercritical
ammonia (scNH3) is used as a solvent and sometimes a reagent as well. Ga or GaN are
dissolved in the top of the reactor and transported via convection to the lower portion of
the reactor where the ammonia becomes supersaturated and crystallisation of GaN occurs
on seeds (often grown by hydride vapour phase epitaxy) placed in this zone of the reactor.
Aluminium and boron nitrides have been demonstrated by this method also.[34]
The ammonothermal growth method is limited to the synthesis of nitride semiconductors
and additionally requires a seed for growth to proceed. In 2000 the growth of silicon
nanowires from a supercritical uid was demonstrated by Holmes et al.[35] In this work Si
nanowires were grown from Au seeds by a method analogous to VLS growth using super-
critical hexane as the solvent. By changing the pressure of the reaction the authors found
that the crystallographic orientation of the nanowires could be changed from < 100 > to
< 110 >.[35] The following year the same group demonstrated the rst lling of a meso-
porous material with a semiconductor (silicon) utilising a SCF.[36] Diphenylsilane wasChapter 1 Introduction 5
pyrolysed in supercritical hexane with pore volume analysis (BET) indicating a signi-
cant reduction in surface area with transmission electron microscopy (TEM) and X-ray
diraction supporting the deposition of silicon in the pores. This work was extended to
include Ge.[37, 38, 39] In addition these authors also investigated the deposition of metals,
including Cu [40, 41, 38] and Co [41, 38] from scCO2. In the investigation of copper by
Ziegler et al. the suitability of various Cu precursors was investigated and the deposition
of nanotubes was observed by control of the precursor concentration.[40] They found that
the Cu(hfac)2 2H2O precursor was most suitable as it decomposed to form Cu nanowires
rather than CuO. Another advantage of the Cu(hfac)2 2H2O precursor was that it did
not cause the template to collapse. Subsequently Ge-Co core-shell nanowires were fabri-
cated in a two stage SCF deposition process.[42] In this process Co nanotubes were rst
synthesised in anodic alumina (AAO) templates, the system depressurised and then Ge
nanowires formed inside these in a second process. GexMn1-x alloy nanowires have also
been synthesised inside an AAO template using scCO2.[43, 44]
Around the same time the deposition of conformal lms of metals deposited by a method
termed chemical uid deposition (CFD) was investigated by the group of by Watkins
et al.[45] A wide variety of metal lms, to include Cu, Ni, Pd, Co, Au, Pt, Rh, Ru
[45, 46, 47, 20, 48, 49, 50] were deposited by this method as at lms, into trenches, and
into large pores. The initial report of lling of features with Cu and Ni showed conformal
coating of 8:1 trenches etched into Si wafers. The SEMs of the Ni deposition revealed a
central seam down the feature indicating the deposition closed in from opposing trench
walls.[45] The deposition of Au was then shown into ca. 8:1, 200 nm pores and separation
from the substrate to reveal a regular array of posts.[48] The conformal coating of 15:1,
2 m diameter pores with Ru was later shown.[49] Good step coverage was noted in this
work, however, it was mentioned that the lms showed increased deposition at the pore
top which settled to a uniform thickness after a short depth.
There have been relatively few reports of compound semiconductors synthesised in a true
supercritical uid. The deposition of nanowires of the III-V semiconductors GaAs and
GaP has been demonstrated from supercritical hexane by Korgel et al.[51, 52, 53, 54] The
nanowires were grown from dual source precursors of Ga, As and P and used stabilised Au
nanoparticles to catalyse the growth in the high pressure equivalent of VLS growth, termed
supercritical uid-liquid-solid (SFLS) growth. The nanowires were of high yield and single
crystalline, the nanowires did however exhibit twinning.[51] The twinning was suggested
to be the result of a change in the contact angle between the seed and the nanowire and
were also size dependant; fewer twins should be observed in narrower nanowires.[51]
More recently the synthesis of CdSe quantum dots (QD) has been shown in a supercritical
microow system by Jensen et al.[55] In this work a ow reactor was etched from silicon
and a precursor solution mixed and pumped through the reaction zone in supercritical
hexane. Quantum dots of CdSe with a relatively narrow emission were obtained by this
method. The distribution was narrower for sc-hexane grown dots than for sub-criticalChapter 1 Introduction 6
hexane and squalane. The average particle size could also be controlled by altering the
residence time in the reactor.[55]
The deposition of compound semiconductors from the vapour phase may occur from
separate organometallic complexes each containing one type of constituent atom (termed
dual source for binary compounds) or from a single source. Single source precursors oer
a number of key advantages over multiple source precursors. Originally CVD utilised
halides and hydrides, however these often present problems relating to transport and
toxicity.[1] Additionaly they often decompose at relatively high temperatures creating an
additional safety problem. Metallo-organic precursors are often based upon alkyls, aryls,
and acetylacetonates and oered a number of advantages over the precursors previously
used. Perhaps the principle advantage was the reduced temperature of decomposition.[1]
A large number of the high quality compound semiconductor layers in production today
are still deposited from alkyl based compounds, for example HgxCd1-xTe for IR focal plane
arrays is grown using dimethyl-cadmium (DMCd) and diisopropyl-tellurium (DiPTe).[56]
The use of compounds such as DMCd has a safety implication however, DMCd is toxic,
pyrophoric, and unstable at room temperature.[57] The use of multiple sources also has
an implication on the stoichiometry of the product; signicant research must be made to
balance the ow of each precursor to ensure the product has the desired stoichiometry.
Single source precursors are a potential alternative to these hazardous compounds. They
are often solids at room temperature and pressure, improving the ease of handling. In
general they decompose at lower temperatures than their alkyl counterparts, allowing
reaction temperatures that avoid the formation of defects in the material.[57, 58, 59] By
having a compound that contains a stoichiometric ratio of the products it is also expected
to be easier to achieve a stoichiometric deposit.[59, 60]
The goal of the work in this thesis was to attempt to deposit semiconductor compounds
from a single phase supercritical uid ow system. In addition the lling of nanostructured
templates was to be attempted in a ow system such that heterostructures may ultimately
be deposited without the need to depressurise the system. The semiconductors to be
deposited were of technical importance optoelectronically. There were a number of aims
to achieve this goal:
￿ Demonstrate and optimize the deposition of a II-VI semiconductor thin lm by
SCFD.
￿ Demonstrate and optimize the deposition of a III-V semiconductor thin lm by
SCFD
￿ Fabricate nanostructured templates suitable for lling.
￿ Demonstrate conformal lling of a semiconductor into a nanostructured template in
a SCF 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This thesis will discuss the work achieved within these aims. Chapter 2 discusses the
design of SCF reactors and illustrates the challenges faced when constructing a suitable
reactor system. In addition this chapter provides the reader with an overview of the
operating procedures of these reactors. Chapter 3 describes the analytic techniques used
to investigate the samples produced with these reactors and discusses the merits of the
various techniques. Chapter 4 investigates the deposition of CdS in a ow system and
the optimisation of the conditions through three reactor generations to achieve the best
deposition. Chapter 5 discuses the deposition of III-V semiconductors via SCFD, with
a focus on InP. Chapter 6 begins by discussing the fabrication of macroporous silicon
templates by photoelectrochemical etching, and the optimisation of the etch when using
a random pore nucleation method. The chapter then goes on to investigate the lling of
these templates with Ge and the attempt at conformal lling. This thesis concludes with
a summary of the work presented and brief discussion of future directions the research
could take.Chapter 2
Deposition Techniques
The growth of bulk and thin semiconductor lms is a specialised, but mature, topic.
Current techniques broadly fall into three categories: vapour phase techniques (PVD,
CVD, MBE, ALD),[19, 61, 2] liquid phase techniques (Czochralski, Bridgman, Float
Zone),[2, 62] and solution based techniques (Chemical Bath, Electro- and Electroless-
deposition).[63, 64] These techniques all have their own benets and limitations. Depend-
ing on the material to be deposited, and the required quality of that material, there may
only be one technique capable of meeting the specications. Liquid phase techniques tend
to be used for bulk crystal growth, whilst vapour phase and solution techniques are more
suited for thin lm growth.
In recent years there has been an ever increasing focus on the production of materials
constricted on the nanoscale in two or more dimensions. In these situations, traditional
deposition methods approach, or pass, their range of suitability. The blocking of meso-
and micro-pores in CVD based techniques is well known, the higher deposition rate at
the open face causes a pore to block before signicant deposition can occur at the bottom
of the pore. This creates a void that is far from ideal when attempting to ll vias, or
to fabricate nanowires. The conformality of the deposition becomes an issue when the
lateral dimension of a recessed region becomes smaller than width required for convective
transport to the bottom of it.[19] Penetration of the reactant can only occur by diusion in
this case. As the lateral dimension shrinks beyond the bulk mean free path of the reactant
molecule depletion becomes the controlling factor.[19] Modelling of the deposition in pores
may be made on the microscale.[65, 66, 67] Models consider the sticking coecient of
the precursor (probability that a reactant molecules adsorbs and reacts on the surface
becoming incorporated) and the ux of reactants (and sometimes products) into and out
the pore. Coronell et al. modelled the CVD in vias and pores and examined the eect of
changing the sticking coecient on the step coverage (ratio of thickness at top and bottom
of feature).[65] They concluded that the geometrical shape of the feature and the aspect
ratio are controlling factors whilst intermolecular collisions only have a minor impact.[65]
Examining the output of their models the step coverage shows an exponential type decay
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as the sticking coecient is increased, with the most conformal lms deposited for low
numbers, becoming less conformal rapidly. Similar models from Rodgers and Cale exist
and show the commonly observed necking of the pore.[66, 67] ALD is a technique capable
of conformal deposition within pores due to the self limiting growth mechanism. However,
due to the long diusion time of reagents/reactants often only a few deposition cycles are
investigated.[68] In a theoretical model of ALD in pores, evaluated experimentally, Gordon
et al. found that the time required to achieve complete step coverage of precursor in a
1:43 aspect ratio feature was 3000 times larger than the equivalent at surface.[69]
As discussed in Chapter 1 the unique properties of supercritical uids, in particular their
zero surface tension, high wetability, high diusivities, and tunable solvent properties
make them very attractive for solving this problem of lling nanostructured materials. In
2001 Holmes et al. demonstrated the voidless lling of very high aspect ratio mesoporous
silica with silicon deposited from a supercritical uid.[36] The similarity to CVD of this
technique opened the possibility of a high pressure analogue of CVD.
Supercritical uid reactor design presents many challenges. To pyrolise a typical organic
reagent inside a reactor usually requires temperatures & 500 K. In addition, to ensure
a supercritical state, the pressure inside the vessel must usually be & 4 MPa (benzene,
carbon dioxide, ethanol, hexane, toluene). The selection of suitable construction mate-
rials is not trivial to satisfy just one of these demands, it is even harder when trying to
satisfy both. Stainless steel and Ni based superalloys (e.g. Hastelloy) are both suitable
candidates, making reactions at up to 900 K realistic. Reactors may fall into one of two
categories, batch or ow, depending upon whether they are designed to be loaded and
sealed, or have solvents and reactants owed through them. The method and location
of heat source perhaps provides the greatest challenge. The easiest method of heating is
to place the reactor in a furnace at the desired temperature, however, as will be shown
in Chapter 4 this is not always a suitable method, especially in the deposition of binary
compounds. The alternative is to provide a local heat source inside the reaction vessel,
a common method in modern vapour based techniques. This is however far more com-
plicated. The work involved in this thesis has highlighted that only a limited number of
suitable reactor components are available commercially, whilst there are a large number
of products available for vacuum applications. The techniques and materials available
for vacuum seals are not suitable for high pressure and/or high temperature applications.
The supercritical uid environment may also create compatibility problems with materi-
als. Stainless steel is often used in the construction and tubing of atmospheric and low
pressure reactors due to its strength, temperature resistance, and chemical inert nature.
In the supercritical uid environment however, stainless steel is less suitable. Our results
show metallic impurities due to (stainless) steel, which is an observation also made by
other groups working with supercritical CO2.[70] The eradication of these impurities is
critically important in the deposition of semiconductors, and yet is hard to avoid due to
pressure vessel requirements. The 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consideration. Simple calculations of the uid dynamics in a tubular reactor in a furnace
may suggest good laminar ow, when in reality the ow is highly convective or disordered.
The aim of this section is to explain the design, and limitations of the reactors used in this
work. In addition the method in which the reactors were operated to deposit the lms
analysed in the following chapters is outlined. Supercritical uid reactors can be extremely
dangerous and none of the reactors illustrated should be recreated and operated without
suitable high pressure safety training. The development of the reactors in Sections 2.3
and 2.4 was made by Drs Jason Hyde and Jixin Yang. I had some involvement in the
development of the reactors presented in Sections 2.5 and 2.6 alongside Dr Jason Hyde
and constructed a number of the reactors in Section 2.6 myself. The reactor design and
assembly in Section 2.7 was my own work, utilising elements from the design of the reactor
in Section 2.5.
2.1 Transport and Kinetics
To design a reactor to deposit high quality layers an understanding of the transport
of precursor to the deposition site, and the kinetics that control the reaction is required.
Supercritical uid chemical deposition (SCFD) can be compared to CVD in a high pressure
and density regime. Complex uid dynamics resulting from forced ow through valves,
ttings and tubes before the reactor, along with changes in temperature and density,
make analysis dicult and can only truly be solved via complex computational uid
dynamics models.[71, 72] However, in a simplistic approximation isothermal, plug ow
concepts may still be applied. The SCFD approach used here is the same as metallo-
organic CVD (MOCVD),[45] the process is outlined in Figure 2.1, which highlights a
number of key steps. Firstly the precursor must diuse through a boundary layer1 to the
surface (1) where it adsorbs (2). Then pyrolysis or reaction of the molecule may occur,
where the material is deposited (3) and the reaction by-products must desorb (4) from the
surface and diuse out of the boundary layer (5). This is the process for a heterogeneous
reaction. If the bulk uid is at sucient temperature it is possible for uid-phase reactions
to occur.[2] These are termed homogeneous reactions. Homogeneous reactions will impact
the quality of the deposited lm. Particulates may lead to a powdery or poorly adhered
lm, and can also introduce structural defects into the deposited layer. The yield may
also decrease as reactants are used in unwanted reactions reducing the concentration.
The simplest model to consider is a long circular tube of diameter d. If d is large enough
then the Reynolds number, Re, will be small and the ow will be laminar. As the diameter
is reduced Re increases and the ow becomes turbulent. The reaction vessels used in this
work were of a large enough diameter such that the ow through the reactor will generally
1The boundary layer is the region in which velocity, temperature, and concentration change from the
value in the bulk of the 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Figure 2.1: Sequence of CVD deposition process. 1: Diusion of reactant through
boundary layer. 2: Adsorption of molecule onto surface. 3: Pyrolysis of precursor. 4:
Desorption of by-products. 5: Diusion of by-products out of boundary layer. Adapted
from [1]
be laminar (Re < 2300) and turbulent ow is therefore not considered. In this case the
uid velocity at any surfaces in the reactor will be zero, whilst it travels at a velocity, v in
the bulk. The non linear transitional region between these two is known as the boundary
layer. The thickness, , of which is dependant on the distance from the reactor inlet, x,
and Re:
 =
r
x
Re(x)
(2.1)
Re(x) =
u(x)

(2.2)
where  is the mass density, u(x) is the ow density, and  is the kinematic viscosity.[1]
The ow density is equal to the product of the uid velocity and the hydraulic diameter,
for a circular tube the hydraulic diameter is just the tube diameter, d. By inspection
it can be seen that the thickness of the boundary layer is therefore dependant on the
distance from the inlet and related to the uid velocity via Re. There are in fact three
boundary layers of concern; the velocity, thermal and concentration boundaries. These
boundary layers are depicted in Figure 2.2. The thermal boundary layer is similar to
the velocity boundary; the uid heats up as it ows down the reactor and comes into
contact with the hot (isothermal) reactor surface. There is equally a boundary layer for
the concentration of precursor reagent, usually driven by diusion. As deposition, and
hence depletion of reagent concentration, occurs inside the boundary layer more reagent
must diuse through from the bulk uid, expanding the thickness of the concentration
boundary layer until the uid becomes depleted. These boundaries may coincide, however
this is unlikely and the velocity and temperature boundaries will fully develop rst in slow
reactions.[1]
The rate of growth of the layer will be aected by the temperature and may be aected
by the pressure of the reaction. The growth may be in one of three limiting regimes;Chapter 2 Deposition Techniques 12
Figure 2.2: The dierent boundary layers for A: Velocity, B: Temperature, C: Concen-
tration. Adapted from [1]
Figure 2.3: The dierent temperature regimes of CVD growth. Adapted from [2]
evaporation (sublimation), mass transport (diusion), or kinetic limited. Evaporation
limited reactions take place in the high temperature limit where the the growth may in
fact be negative due to the vapour pressure of the constituent elements in the gas stream
favouring evaporation from the surface.[2] Transport limited growth is the regime that is
predominately used in MOCVD growth. The reduced sensitivity to temperature variationChapter 2 Deposition Techniques 13
in this regime oers increased control compared to other growth regimes.[2] In the mass
transport limited regime the growth rate is controlled by the rate of diusion of precursors
and by-products through the boundary layer. This generally occurs for high temperatures
and pressures when the uid velocity is low and the velocity boundary layer is thicker.
Because the surface temperature is high, when a precursor molecule diuses through the
concentration boundary layer and adsorbs onto the surface it reacts instantly hence the
diusion is the rate limiting step.[1] In the kinetic limited regime the growth rate is limited
by the surface temperature. The velocity boundary layer is thin and the diusion rate
through this boundary layer is relatively high. The reaction rate is limited by the energy
required to break apart the precursor molecule with an activation energy, Ea:
Rate Constant = Ae  Ea
RT (2.3)
where A is the Arrhenius constant, T is the temperature, and R is the molar gas constant.
In a multi-stage reaction Ea may not be attributable to a single step.[2]
The eect of pressure on the boundary layer thicknesses is similar to that of temperature
because the diusivity of a gas is inversely proportional to the pressure, i.e. there is faster
diusion at lower pressure. For rst order reactions, where the overall rate is proportional
to the concentration of one reactant, the rate is proportional to the partial pressure of
precursor gas. Reducing the pressure will therefore reduce the concentration of precursor
and can oset the increased diusivity.[1]
Gas-phase precipitation, or homogeneous, reactions may also occur when the supersatu-
ration of the reactant gas and the temperature is suciently high. This is detrimental
to the quality of the lm as these particulates can become incorporated into the layer as
they `snow' down onto the sample, causing structural non-uniformities, a rough surface,
and the lms can be poorly adhered.[1]
The micro structure of a non epitaxial deposit is generally reected by the regime under
which the deposition occurred. Where kinetics is the rate limiting step (low temperature
or pressure) the structures tend to be ne grained.[1] Conversely, in the mass transport
limited regime, the structure tends to be columnar due to the crystal grain growing
towards a high concentration.[1]
2.2 Precursor Delivery
The method of introducing the precursor into the reactor is one of the initial considerations
in the design of a ow reactor. The precursors used in this thesis were either solids or
liquids. There are a few approaches to introducing the precursor, dissolved directly in the
carrier uid (solids and liquids), pumped directly into the reactor (liquids), or dissolved
into a co-solvent (solids and liquids). These approaches each have there own merits; directChapter 2 Deposition Techniques 14
dissolution/injection avoids the potential for additional sources of contamination, whilst
co-solvent delivery allows more precise control over the concentration.
2.2.1 Stirred Autoclave
A stirred autoclave was used in the initial CdS depositions and elemental semiconductor
depositions (Sections 4.1 and 6.2). This method relies upon the precursor being soluble
in the uid to dissolve and saturate it. The advantages of this approach are rstly that it
avoids the need for additional contamination sources, such as organic solvents that may
introduce carbon following pyrolysis. Secondly, assuming the uid and precursor do not
react, some or all of any unused precursor may be recovered at the end of the deposition.
The disadvantages to this approach are that it requires the precursor to have a reasonable
solubility in the uid. This may be problematic for many compounds. Certain ligands
have been shown to improve the solubility, for example the hexauoroacteylacetonate
(hfac) ligand is quite soluble in scCO2.[27] In addition, the rate of dissolution can cause
problems; an initially saturated uid may show a reduction in concentration if dissolution
is slower than the extraction pump rate. This eect has been observed with ultra-violet
absorption measurements made to determine the relative concentration of CdS[Hex] in a
CO2 ow.
Figure 2.4: Photograph of the high pressure autoclave. A: Disassembled and B: As-
sembled. Parts in A are: 1, Head with stirrer. 2, O-ring. 3, Base. 4, Unique key. 5,
Helical stirrer blade. 6, Clamp.
A custom designed high pressure autoclave was used. The autoclave shown in Figure 2.4
consists of 4 parts; a base, a head with multiple ports, a magnetically coupled stirrer, and
a clamp. The seal is achieved with an ethylene propylene-diene monomer (EPDM) rubber
o-ring. The o-ring limits the temperature range over which the autoclave may be used,
although other o-ring materials may extend this range. For example EPDM may be usedChapter 2 Deposition Techniques 15
up to 420 K, Viton to 475 K and Kalrez to 590 K. The o-ring must also be selected to be
chemically compatible with any reagents, solvents, or products generated in the autoclave.
Viton is a common o-ring material, however uoropolymers are often slightly porous to
scCO2 and Viton should not be used for a long term seal. The clamp is closed with a
unique key that must be screwed into the autoclave head to seal the vessel, ensuring that
it cannot be opened whilst under pressure. The autoclave was stirred with a helical blade
driven via a magnetic coupling (premex reactor ag, mini 100 20 N.cm, 316L steel) that
allows rotation without compromising the pressure integrity.
Figure 2.5: Process ow diagram for reactors where solid precursor is dissolved into
liquid CO2.
The general experimental setup for reactions using this system is presented in Figure
2.5. The CO2 was pumped from the source using a Jasco PU-2080-CO2 Plus, Peltier
chilled, high performance liquid chromatography (HPLC) pump, this cools the CO2 down
to 263 K causing it to be liquied when pressurised above 2.3 MPa at the pump inlet
and hence pumped at a calibrated ow rate. From here the uid was split; one feed goes
directly to the reactor whilst a second feed goes to the autoclave. Into this autoclave a
measured amount of precursor was placed, it was lled to reaction pressure and stirred
overnight for CdS[Hex], and more than 2 hours for TEG, allowing the precursor to dissolve
and saturate the CO2. Direct injection of the liquid TEG precursor was not possible due
to the relatively high minimum pump ow rates available, however it was quite soluble in
liquid CO2. For the CdS[Hex] a 0.5 m lter was then placed in line with this to remove
any undissolved particulates before it was fed into the reactor. By opening and closing
the appropriate needle valves, the ow direction the CO2 took could be changed to select
pure CO2 or precursor saturated CO2. The output from the reactor was then connected
to a Jasco BP-2080 Plus back pressure regulator (BPR) which maintained a constant
pressure within the reactor, or could be programmed to release pressure in a controlled
manner over a set period of time.
2.2.2 Co-Solvent
The poor solubility of some precursors in the selected carrier uids led to the use of co-
solvents as a method to introduce the precursor. This method was used for the deposition
of CdS in Sections 2.4 and 2.5. The III-V depositions also employed the use of a co-solvent,
although the methodology was di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co-solvent method overcomes the shortcomings of stirred autoclave method mentioned; it
allows a constant concentration to be injected, assuming the precursor has been completely
dissolved. This concentration can be easily calculated. By appropriate solvent selection
it can also overcome the low solubility issues seen with some precursors. Additionally it
also allows controllable mixtures to be introduced into the reactor. This was important
for the 1-BuSH experiments in Chapter 4. A problem with using this approach is rstly
that the solvent chosen must not show any decomposition or reaction at the temperatures
it will be exposed to within the reactor, which can be problematic for precursors that
decompose above 700 K. Catalytic decomposition by products or intermediates must also
be considered. The second problem that must be considered is the eect of the solvent
on the critical point of the mixture; adding organic solvents to scCO2 will normally raise
the critical temperature and also eect the critical pressure. If operating near the critical
point this is very important as the uid could be in two or more phases, however with
appropriate calculations this problem may be overcome. Good solvents for scCO2 were
found to be pentane, hexane and toluene.[73, 28]
Figure 2.6: Process ow diagram for reactors where precursor is injected along with a
co-solvent.
The setup for this system is presented in Figure 2.6. A measured amount of precursor
was dissolved in a known volume of a co-solvent that is soluble in CO2 (n-pentane), and
was pumped, using a second HPLC pump (Jasco PU-980), into the reactor alongside the
CO2 ow. To ensure that the CO2 and co-solvent are thoroughly mixed they rst pass
through a steel vessel containing glass beads that acts as a pre-mixer.
2.3 Hot Wall Flow Reactor
The simplest design of ow reactor is a cylindrical tube located inside a furnace. This is
the initial design of reactor used for CdS depositions in Section 4.1. This style of reactor
is easy, quick, and cheap (< £75 material cost) to construct, which makes it somewhat
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constant temperature. This design is good for use when the deposition is to be made onto
the walls of the vessel, or if reactions are to occur in the bulk uid. However, given that
the substrates were at sections of silicon or silica, this resulted in poor heat transfer from
the tube to the substrate as only the edges were in thermal contact. A minor modication
to this was the inclusion of a copper stage on to which the samples could rest, ensuring
much improved heat transfer. The main drawback of this reactor was the volume of
material that was deposited on the substrate from deposition originally on the tube walls,
or precipitated from the uid. The growth period was also long, depositions were made
over a period of 72 hours. Computational uid dynamic modelling of this style of reactor
revealed that the presence of the step edge of this stage created a large circulating eddy
at the front of the reactor (see Section 4.1.1.2).
A CAD drawing of the reactor is presented in Figure 2.7. All the reactions from this
reactor were preformed using solid precursor delivery as outlined in Section 2.5.
Figure 2.7: Schematic of hot wall reactor. Yellow section indicates size and placement
of Cu stage. Flow is from left to right. Tube is placed in furnace with ttings outside
but lagged. A larger scale drawing may be found in Figure B.1 of Appendix B.
The depositions were performed in the following manner. The autoclave was loaded with
a sucient amount of the CdS[Hex] precursor to ensure saturation could be maintained
throughout the deposition period, pressurised and allowed to equilibrate overnight. A
strip of oxidised silicon wafer was cut and place on the copper stage positioned inside
the ￿00 tube before the tting was tightened to make the pressure seal. The reactor
was connected to the CO2 pump/autoclave inlet line and the back pressure regulator.
The reactor is pressurised, and heated, to reaction conditions before the inlet line was
switched from the pure CO2 line to the precursor loaded CO2 line and owed at the
specied rate for the length of the reaction. Once the reaction period had nished the
inlet was switched back to the pure CO2 line and the reactor purged and cooled before a
controlled depressurisation.
2.4 Warm Wall Reactor
A second design of reactor attempted to overcome the problems experienced in the hot
wall design with the quality of the sample morphology. To do this the heat source was
moved from outside the reactor to inside the reactor. For an atmospheric or low pressure
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connectors provides a signicant challenge with a metallic reactor at high pressure. The
solution to this problem was to introduce an internal heated surface as the core of the
reactor. A cartridge heater was set inside a hollowed steel rod along with a thermocouple
and the void lled with aluminium to ensure good heat transfer and no air gaps. The
hollowed rod was then inserted through a tee piece to provide an outlet at the end of the
reactor. Figure 2.8 presents a technical drawing of the reactor. This reactor was used for
the depositions in Section 4.2.
Figure 2.8: Schematic of warm wall reactor. Flow is from left, outlet is in 6 o'clock
position on drawing. A larger scale drawing may be found in Figure B.2 of Appendix B.
This style of reactor is often termed cold wall, whilst the outer wall is not heated it gets
warm (but below precursor decomposition temperature) because heat transfer through the
uid warms the outer wall to temperatures of the order 400 K. The advantage of this style
of reactor is that the thermal boundary layer forms against the substrate only. With only
the substrate heated, the amount of homogeneous deposition and material deposited on
the outer wall is greatly reduced. The high temperature required for decomposition and
good thermal conduction of steel allows the warm walls to heat the uid to a temperature
sucient to become supercritical. An additional eect of this reactor design, which can
be considered both an advantage and a disadvantage, is the increased uid velocity. At
623 K the uid velocity in this reactor is 0.414 ms 1 over the heated rod, whilst the ow
through the hot wall, using the same outer tube diameter, is ca. 0.01 ms 1. The advantage
to this is that the higher uid velocity means homogeneous deposits are unlikely to occur
or to adhere to the surface in the region of interest. In addition, the uid velocity will
increase as it is both constricted and heated, increasing Re, and hence reducing the three
boundary layer thicknesses. The disadvantage is that the residence time in this section of
reactor is small, so a large portion of the precursor will be unreacted and/or the deposit
will be thinner. A utilisation of 1.1% of CdS reagent over the sample area was estimated,
increasing to between 10 and 15% over the whole reactor space. Another disadvantage
of this reactor is related to the geometry; the steel rod is unsupported at the end inside
the reactor, with little over a millimetre clearance between substrate and outer wall any
coaxial misalignment translates into large non-uniformities in uid ow. The eect of this
misalignment is discussed further in Section 4.2.1.1.
The rst deposition using this reactor used the solid precursor delivery method (Section
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delivery method (Section 2.2.2). The depositions were performed in the following manner.
Thin strips of oxidised silicon were cut and axed to the at section of the \hot nger"
using a small bead of molten indium metal. Once cool this assembly was inserted into the
reactor tube and the ￿00 tting sealed. The reactor was then connected to the pre-mixer
and the BPR. The HPLC pump, and associated tubing, was primed with n-pentane and
connected to the pre-mixer. 350 mg of CdS[Hex] was dissolved in 100 ml of n-pentane. If
1-BuSH was required in the deposition this was added at this stage (15 moles 1-BuSH per
mole CdS[Hex] = 1 ml in 100 ml n-pentane, or multiples thereof). A tube from the HPLC
pump inlet was placed in this solution. The reactor was pressurised with CO2 and heated
to reaction temperature. Once a stable temperature and pressure had been reached the
precursor solution was pumped into the uid stream at the required rate for the duration
of the reaction. Once the reaction period had nished the inlet was switched back to the
pure CO2 line and the reactor purged and cooled before a controlled depressurisation.
2.5 \Laminar Flow" Reactor
The third reactor attempted to overcome many of the shortcomings of the other reactor
designs (swirling non laminar ow, homogeneous deposits, metallic contamination, large
thermal mass). Section 4.3 presents the results from this reactor design. This design
specied that the channel that the substrate was exposed to was rectangular in cross
section. One of the principle ideas behind this concept is that it should be easier to
manipulate the ow with inserts inside a rectangular section if required. In CVD ow
systems the susceptor is often angled so that the ow is restricted over the back end of
the substrate. This increases the uid velocity and reduces the velocity boundary layer
thickness (Re increases), and with correct design it is possible to get an even lm thickness
compared to the decreasing thickness often seen.[1] The design also called for the channel
to be made of non-metallic components. In previous designs there was exposed hot metal
that was believed to be a source of contamination in the lms (see Sections 4.1.5 and
4.2.2). To achieve this Macor ceramic was selected initially. Macor is a machinable glass
ceramic that is used in high vacuum, nuclear, and aerospace environments due to its
low thermal conductivity, stability, and zero outgassing.[74] Macor however proved to
be an unsuitable material as the thermal cycling involved in repeated reactions caused
fractures to radiate from machined corners, ultimately leading to the complete failure
of the material. This problem was overcome by replacing the Macor section with one
machined from F300 silica glass. A non-metallic heating element was required and a at
aluminium nitride heater was found that was capable of producing the temperatures of
up to 700 K required (Watlow UltraCeramic-600, 450 W, 50102:5 mm). This heater
has a thermocouple inbuilt so temperature readings are very accurate with little or no
lag. The size of this heater required that a custom pressure vessel were made into which
the the glass/ceramic insert could be placed. This was inserted as two halves and wasChapter 2 Deposition Techniques 20
machined to have a rectangular channel (8  6 mm w  d) running the length of the
bottom section for uid ow, the top section was machined to t the AlN heater and a
section of substrate (50120:55 mm) so that there is no step edge to disturb the uid
ow. The length of the channel before the heated region is selected so that the turbulant
ow from the inlet stabilises and becomes laminar before reaching the deposition region.
The power and thermocouple connections are made using Spectite high pressure NPT
ttings inserted into an NPT cross piece. These connections utilise a Viton disc that can
be drilled to the specication of wire that is to be passed through. Once tightened to a
specic torque they are pressure tight to 44 MPa for the ‰00 NPT ttings used. The bare
wires are then insulated with ceramic beads inside the reactor and PFA insulation outside.
Custom connections were fabricated to allow the main reactor body and the feedthrough
assembly to be disassembled. Figure 2.9 presents a technical drawing of the reactor main
body. All depositions used the co-solvent delivery method (Section 2.2.2)
Figure 2.9: Schematic of laminar ow reactor. Flow is from right to left. A larger scale
drawing may be found in Figure B.3 of Appendix B.
This reactor design achieved most of its stated aims. By inverting the substrate and
heater, so that the sample was at the top of the channel, and by controlling the uid den-
sity (pressure), thermal convections cells may be eliminated. However, CFD simulations
revealed that the traditional thermal convection cell had been replaced by a cell driven
by the expansion of the uid as it heats. In this cell heated uid is pushed down the
wall of the channel as it expands before rising up from the bottom in the centre of the
channel. The eect of this is pronounced when the reactor is tilted by around 7 and dif-
ferent surface morphologies are evident in the samples. The reproducibility in the internal
geometry meant that the system could be modelled, and reaction parameters tweaked to
reduce this eect. The inverted geometry also succeeds in minimising homogeneous de-
posits becoming incorporated into the main lm. By isolating the metal from the heated
regions the amount of metallic contamination was reduced (Section 4.3.2.1). The principle
disadvantage to this style of reactor is in the heater element. Due to the materials used
in the manufacturing process it is not possible to operate them above ca. 700 K, ruling
out deposition from a number of precursors, principally the III-V, Si, and Ge precursors.
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failures. The believed failure mechanism is related to the porosity of the AlN and small
holes around connections from manufacturing; scCO2 was used for its ability to wet small
pores, and it is believed that deposition of CdS occurred within the AlN insulation leading
to short circuiting of the power connections.
Depositions CdS-3-01 to CdS-3-07 (see Table C.3, Appendix C) were performed in the
University of Southampton and did not use a pre-mixer. Subsequent reactions were per-
formed at the University of Nottingham and did use a pre-mixer. The depositions were
performed in the following manner. A silicon substrate was cleaved and checked for t,
with the top section inverted the heater and silicon were inset into their respective recesses
before the bottom section was placed on top. These sections were inserted into the outer
reaction tube (rotated through 180) ensuring the location pin was in its recess. The
rear tting was sealed and the reactor rotated through 180 so the heater/substrate were
on top of the channel. The reactor was position and an alignment tool used to ensure
there was no tilt to the plane of the substrate/heater. The reactor was connected to the
pre-mixer (if appropriate) and BPR and a nal alignment check was made. The HPLC
pump, and associated tubing, was primed with n-pentane (n-hexane for reactions CdS-3-
06 and -07) and connected to the pre-mixer. 350 mg of CdS[Hex] was dissolved in 100 ml
of n-pentane (n-hexane for reactions CdS-3-06 and -07). If 1-BuSH was required in the
deposition this was added at this stage (15 moles 1-BuSH per mole CdS[Hex] = 1 ml in
100 ml n-pentane, or multiples thereof). A tube from the HPLC pump inlet was placed
in this solution. The reactor was pressurised with CO2 and heated to reaction temper-
ature. Once a stable temperature and pressure had been reached the precursor solution
was pumped into the uid stream at the required rate for the duration of the reaction.
Once the reaction period had nished the inlet was switched back to the pure CO2 line
and the reactor purged and cooled before a controlled depressurisation.
2.6 Stop Flow Batch Reactor
The depositions in Chapter 4 were performed in batch mode. Initial experiments using hot
and warm walled reactors showed poor precursor solubility and thermal decomposition.
The experiments were tried in batch mode using a co-solvent to increase the precursor
diusivity. The use of co-solvent created its own problem, the precursors were most soluble
in solvents with high boiling points. This left the samples `wet' after the reaction, and
they required a separate solvent removal stage. This ruled out the use of a simple batch
reactor and required a more complex stop-ow style. By reducing the temperature post
reaction and owing scCO2, at a temperature above the critical point of the mixture, the
solvent can be extracted. The reactions were further complicated by the air sensitivity
of the precursor and high decomposition temperature. The challenge with this approach
was to design a reactor that could be assembled vertically, was able to be sealed before
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could be operated in ow mode to remove the solvent post deposition. To contain the
solvent/precursor mixture Pyrex glass tubes were manufactured that were sealed at one
end, long test tubes in eect, that tted loosely in the steel tube. This prevented the
solvent/precursor solution from escaping the reactor. The glass tube also isolated the
sample from the reactor walls. The glass tube did however create a second problem, the
curved bottom of the tube caused non-uniform thickness patterns on the sample. The
solution to this is to raise the sample up out of this hemispherical region, dried glass wool
was used for this purpose. Due to the nature of batch reactions deposition can occur
on any surface inside the reactor, and in the uid itself. This creates a large amount
of debris when the system is purged at the end, and initially led to blockages in the
thin tubing leading to the BPR. A solution to this issue is to place some glass wool
(vacuum dried) in the outlet tting, which the glass tube can also rest upon. To solve
the pressure and temperature limitations failure calculations were made to determine
the maximum allowable pressures for given temperatures. Appendix A presents these
calculations. These allowed 316L stainless steel to be used up to 823 K at the operating
pressure of 12 MPa. By changing to C276 (hastelloy), a Ni based superalloy that is
approximately 50% harder than 316L steel, this allowed the safe working temperature to
be extended to 922 K, the extent of reliable temperature data for the C276 supplied (see
Appendix A). To do this the large steel tube, attached ￿00 ttings, and …00 inserted tube
were replaced with C276 parts. Other reactor parts would not reach temperatures above
823 K due to heat loss outside the furnace zone. Figure 2.10 presents a technical drawing
of the main reactor section.
The advantage of this style of this reactor is related to the decomposition process of the
precursor. When using a single source precursor to deposit a compound semiconductor
the mechanism by which the material is deposited must be considered. If the precursor
decomposes with a two stage mechanism, rst releasing In and then P for instance, in a
ow system there is the potential for only In to be deposited as the P containing ligand is
extracted by the SCF solvent mixture before it can also react. In a batch reactor if this
should happen then the second atom has not been ushed away and may be deposited
some time later, by keeping the lms at temperature an annealing step may be performed
to allow interdiusion through the lm. Batch reactors are also ideal when dealing with
substrates that are not solid lms; it is possible to load mesoporous silica powders into
this reactor that would otherwise be `blown' away in a ow reactor. Batch reactors are
also ideal when trying to deposit inside porous materials for an additional reason. In a
batch reactor, after a sucient time period, the concentration will be uniform inside and
outside of the mesopores. As the temperature is ramped up the reaction will occur on
the pore walls equally. In a ow system, if the reactor is not operated in a kinetic limited
regime then diusion will not occur down the pore and the walls will not be coated before
the pore is blocked at the surface. Batch reactors also have a number of disadvantages,
principal among them is the overall throughput. When trying to deposit multilayered
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material may be deposited. In a ow system the precursor only need be switched from one
feed to another. When designing a process, particularly at production scale, the stored
energy of the reactor is an important consideration on safety grounds. A batch reactor
generally holds far more stored energy than a ow reactor due to the need for the whole
system to be pressurised and heated.
Figure 2.10: Schematic of batch reactor. Vessel is pressurised through top valve and
bottom tting connected to BPR. A larger scale drawing may be found in Figure B.4 of
Appendix B.
Figure 2.11: Process 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Depositions InP-01 to -15 were performed using this style of reactor. The reactor was
cleaned with a double wash of N-grade acetone then HPLC grade acetone before being
baked for 18 hours at 393 K to remove any adsorbed water. Glass tubes were cleaned
with HPLC grade acetone and baked under the same conditions. Glass wool was dried
under vacuum overnight to prevent brittleness caused by heat. Baked tubes and reactor
sections were transferred to a N2 purged glovebox whilst hot. Glass wool and dry chemicals
were transferred between gloveboxes in sealed Schlenk asks. Oxidised silicon substrates
(900 nm SiO2 on Si) were sonicated in acetone then 2-propanol for 30 mins before baking
at 393 K for 18 hours. In a N2 purged glovebox a measured amount of precursor was
dissolved in a known volume of solvent and transferred to a glass tube containing a
substrate resting on a small amount of dry glass wool. The glass tube was then inserted
into the reaction tube and the top section tted and tightened, the tting was wrapped in
paralm. Valves were sealed to make the reaction vessel airtight and the vessel transferred
out of the glovebox. The reactor was clamped and the main tting was re-tightened to
ensure a pressure seal was made before removal of paralm. The reactor was set in a
furnace and connected to the chilled HPLC pump and BPR. The reactor was lled slowly
to 2 MPa to allow a leak test to be made before pressurisation. The system was heated
to the set reaction temperature and allowed to pressurise to 12 MPa, where it was held
for the length of reaction. Dependant upon the solvent used, at the end of the reaction
the system was allowed to cool to just above the critical point of the mixture, scCO2 was
owed for 4 hours at 1 ml.min 1 to extract the solvent. A controlled depressurisation was
made over a period of 60 minutes before the system was cooled and transferred back to a
glovebox for disassembly.
2.7 Elemental Deposition
A series of reactors were developed for the deposition of the elemental semiconductors Si
and Ge. The precursors for these materials decompose at higher temperatures than any
of the precursors used in previous ow reactor designs, making those designs unsuitable
for depositions. The principle design problem was the temperature required; the onset
of decomposition for the Ge precursor tetraethylgermane (TEG) is around 773 K. An
innovative solution to this problem was to use the silicon substrate as the heater. The
substrates were connected to a power supply and were heated resistively (Joule heating).
The temperatures attainable by this method are limited by the current that can safely be
passed through the heater. The resistance of silicon is initially high (1   10 
.cm) and
only a small current may be passed through for a given voltage. This current will heat
the silicon and reduce the resistance, allowing a greater current to passed causing further
heating. When the temperature reaches a certain level, the number of intrinsic carriers
exceeds those of dopants. These intrinsic carriers then become available and the resistance
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runaway is reached. Positive feedback occurs and the resistance drops further.[75] Bench
top experiments revealed it was possible to attain very high temperatures using the colour
of the silicon as a guide to the temperature (i.e. Red hot  1000 K). A reactor was
constructed that allowed two electrical connections to be passed through and a strip of
silicon clamped between them. This was then inserted into a glass lined ￿00 tube.
The high temperatures generated, voltages and currents involved created a further series of
problems. The rst problem was the temperature and pressure rating of the stainless steel
tube was not high enough for the temperatures generated even though the steel walls were
insulated from the Si heater through solvent and a glass wall. With a small piece of silicon
the power output of the heater was ca. 50-100 W and substrate temperatures in excess of
800 K (based upon signicant deposition from precursors) were reached. The solution to
the heating problem was to surround the steel pressure tube with a second tube through
which cold water could be pumped. The eect of this was signicant enough to keep the
reactor walls cold enough that the pressure rating was not compromised. The problem
with the current and voltages involved was related to the measurement of temperature;
to position the k-type thermocouple probe close enough to get an accurate temperature
reading provided a path for current to short circuit. The best case scenario from this is a
spurious temperature reading as a voltage greater than the junction voltage is measured.
A more problematic outcome is the failure of the temperature measurement circuit as
voltages far greater than specication are passed through it. The problem could not be
resolved in this reactor and required a redesign.
A number of proof of concept experiments were performed with this basic reactor. It
demonstrated that Ge and Si could be deposited from tetraethylgermane, tetraethylsilane,
and diphenylsilane. The design however had a number of failings beside the lack of direct
temperature measurement, the main problem was due to the fragility of the substrates
and the contacts. A thin strip of silicon was clamped between two washers and nuts on
a M1.6 stainless steel bolt. In the process of sliding the glass tube over this the contacts
often broke o, or the silicon snapped. To produce samples where comparisons could be
made and substrates used economically a new reactor was designed.
2.7.1 Substrate-As-Heater Reactor
The aim with this design was to merge some of the design concepts of the laminar ow
reactor (see Section 2.5), which had recently been constructed, with the experimental
design outlined above. A stage was designed and machined from Macor that would t
a section of silicon 10  20 mm in size in a recessed groove to avoid step edges that
could disrupt the ow. The stage had a pocket machined from the back to the centre that
could accommodate a thermocouple. Power connections were made by screwing a nut and
washer down onto the silicon/stage joint to ensure the contact would not be pushed apart.
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made to simplify the machining. Once machined a 0.5 mm  bead welded thermocouple
was laid in the groove machined for the thermocouple and then the groove was backlled
using high temperature and electrical resistant ceramic putty (Omega Engineering, CC
High Temperature Cement). Once hardened this is capable of withstanding 1100 K,
has a resistivity of 106 
.cm at 700 K, and good thermal conductivity. The dimensions
of this design were specied to t inside a 17  1:3 mm glass tube. This glass tube
was designed to provide electrical isolation from the steel walls. The pressure tube was
constructed from 7
8
00 tube tted into a ￿00 NPT tee. A custom ￿00 NPT Spectite tting
was supplied with holes for two 3 mm  copper rods and a pair of 0.5 mm  bare wire
thermocouples. One thermocouple was situated immediately on the reactor side of the
Spectite tting to monitor the gland temperature. The other wires led to thermocouple
connectors which connected to the thermocouple embedded in the stage. A water cooling
jacket was fabricated around the tube from ABS plastic machined and pressed onto the
tube.
Figure 2.12: Isometric concept drawing for substrate-as-heater reactor. Design shows
blind holes for electrical supply rods, through holes for electrical contacts, recessed groove
for substrate and pocket for thermocouple.
This initial design lasted for around 20 thermal cycles before fracturing previously seen
in the Macor of the laminar ow reactor also occurred in this design. The stage was
remade in F300 silica glass, a technically demanding job. This stage has been used for
the majority of experiments in Section 6.2 and shows no sign of degradation.Chapter 2 Deposition Techniques 27
The heating of silicon in this manner, and use at a constant temperature, demanded
control over the power applied to the silicon. A PID control system (Eurotherm 3216)
was connected to a 1.6 kW power supply (Kikusui PWR1600M) and the silicon heated by
controlling the current applied (constant current mode). The heating of the silicon to the
thermal runaway temperature, TR, and control of the temperature at this point proved
problematic. Below runaway the resistance limited the current that would ow to values 
10 times smaller than the PID resolution. The voltage needed to be ramped manually until
runaway was achieved when the resistance and voltage dropped till a constant current was
able to be applied. Typical values of TR for the 1 10 
.cm silicon used were 400 450 K.
In the region 500 600 K numerous substrates were destroyed when trying to achieve PID
control. A plausible explanation is that when the applied power was removed the contact
regions cooled faster than the central region, dipping below TR, when the power was
reapplied the contacts then rapidly heated again and ran away. When this occurred the
large ramp in voltage and current caused the silicon to undergo catasrophic mechanical
failure, on some occasions cracking and fusing back together (Si melting point 1685 K).
This situation is obviously far from ideal. To overcome this, a custom program was written
in LabView that could control the settings of the PID controller. This allowed stepwise
increases in the maximum current applied so that excess current was not applied to the
silicon. The runaway temperature of the silicon used was around 450 K and below this
value the maximum current applied was kept low (the voltage was high at this point) and
the silicon slowly warmed. This is the soft-start stage. An intermediate (`rm') period
was added that allowed more current to be applied (at a lower voltage by this stage), but
not so much damage could occur to the silicon. Above 590 K The PID controller was
able to output the maximum allowable current of the setup (10A). In addition, in this
higher zone, the lower limit of the current could also be specied. This stopped the PID
controller turning o the power when the substrate was hotter than the set temperature;
instead a current large enough to keep the whole substrate above TR, but small enough
to allow cooling, was applied.
There are a number of advantages of using this style of reactor. Perhaps the key advantage
is the possibility to get to high temperatures and avoid the metallic contaminants that
would occur with cartridge heaters or carbon based contamination from insulation on
AlN heaters. These type of heaters are also capable of very fast ramp rates, ramp rates
of 200 K.min 1 were possible, faster ramps were observed during oscillations but not
deliberately attempted. The low thermal mass of the substrate meant that equivalent
cooling rates could be observed. These ramp rates allowed fast pulsing of the temperature
through the sample between two temperatures. This design of reactor had a number
of disadvantages however. The method of contact to the sample results in two pins
protruding into the uid ow. These create two deposition regions behind the leading
pin, and in front of the trailing pin, that show thicker deposition implying a stagnant
region and can often contain homogeneous deposits. The contact method also creates non
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experiences most of the heating, with the pins arranged on the diagonal of the substrate
this creates a line of deposition on the diagonal that shows decreased deposition to the
sides, and often no deposition in the opposite corners. This is not ideal and a solution
was not found for this design of reactor, a modication was however found for the design
presented below (Section 2.7.2). The risk of destroying the substrate when starting the
heating is also another risk. Another disadvantage, applicable to specic conditions, is
the heating of 1   10 
.cm silicon tiles under liquid or supercritical CO2 conditions. If
thermal runaway has not been reached before the reactor is at these pressures then the
substrate cannot be heated past this temperature due to the heat dissipation into the
CO2. Lower resistivity silicon does not experience this drawback.
The operating conditions during the deposition cycle varied in the experiments presented
in Section 6.2, however the startup and shutdown procedure remained the same. Silicon
substrates were cut to t the recessed area, the surface in the corner that was to be
contacted was scratched with a diamond scribe to provide a better contact. The silicon
was mounted on the stage and clamped using a nut and washer. The circuit resistance
was checked to ensure proper contact had been made. PTFE tape was wound around
the outside of a glass tube and pushed into the reactor tube to minimise ow between
the glass and steel walls. Fittings were made and the reactor positioned so that the
stage was face up. The system was pressurised to 2 MPa and heated current passed to
thermal runaway. At 400 K the cold water cooling system was turned on. The reactor
was allowed to heat to 500 K before pressurisation commenced. Once the reactor had
reached 588 K it was heated to 723 K at a rate of 50 K.min 1 and allowed to reach
system pressure. If the PID control showed oscillation the PID settings were tuned to the
heater at this point following the procedure supplied by the PID controller manufacturer
(Eurotherm). The reaction was started at this point. Once the reaction was complete
the power was turned o to the heater, allowing it to cool. The water cooling was turned
o and and the cooling line replaced with a hot water line. This heated the reactor to
ca. 340 K ensuring a supercritical state was maintained. A controlled depressurisation was
performed from reaction to atmospheric pressure over 120 minutes to prevent damage by
rapid decompression in porous structures. Once at atmospheric pressure the water heating
was turned o and the reactor disassembled.
2.7.2 Silicon Heater Laminar Flow Reactor
In parallel with the construction of the substrate-as-heater reactor designs were made to
modify the laminar ow reactor to operate at high temperatures. To achieve this the
Joule heating approach of the substrate-as-heater reactor was scaled up to create a heater
of comparable size to a standard microscope slide. This created a series of problems that
needed to be overcome. The rst signicant problem is in the ow of current through the
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to be channelled around the heater. This can be achieved with good eect by cutting part
way through the silicon plate. Figure 2.13 presents a photograph of a test version of a
heater showing the eect with which the current can be channelled around the silicon to
provide more even heating. The heaters are cut from 400, 2000 m thick wafers of silicon.
The wafers are thick oxidised (200 m) to provide electrical isolation from the substrate.
The cuts are made o crystallographic axes to improve the mechanical strength of the
heaters. The wafers are n-type (Sb) doped with a resistivity of 0.01-0.05 
.cm. Holes are
drilled through the Si wafer heaters to attach to the electrical connections.
Figure 2.13: Photograph of a silicon heater being tested. A: At lower temperatures the
3 cuts to channel the current through the silicon plate are visible. Hot spots around the
connections are visible. B: At high temperatures the camera CCD becomes saturated
and a temperature gradient around the edges is visible.
The next problem that had to be solved was the provision of power to the heater. The
design from the substrate-as-heater reactor was modied for this. The new design replaced
the copper rod and steel screws used previously with tantalum. Tantalum is ideally
suited for this due to its high chemical inertness, high melting point (> 3200 K) and
good electrical conductivity. The tantalum rods were shaped to curve outwards from the
narrow outlet tube to t the plate and threaded to t countersunk screws tightened down
through the silicon plate. A design was made, similar to that of the laminar ow reactor,
to accommodate this heater and a substrate, this was machined out of F300 silica glass,
along with a second bottom section having a rectangular channel of 8  6 mm. Concerns
were raised about the potential for sodium contamination from the ceramic paste used
to embed the thermocouple previously, the solution to this was the isolate the tip of the
thermocouple using a quartz capillary. Figure 2.14 presents a 3D representation of the
machined area for the heater. The reactor body is the same as Figure 2.9. Due to the heat
generated by this reactor a water cooling jacket was fabricated. This consists of copper
tubing braised to a copper plate that ts around the reactor body, this is then tightened
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Figure 2.14: Isometric drawing of the heater and substrate mount. The thermocouple
is fed through the hole on the central axis to the pocket. The heater section sits in the
main recess with the tantalum rods used for electrical connection in the groves either
side of centre. The substrate is then laid on top in the large, shallow recess.
The advantages of this reactor are the same as that of the laminar ow reactor, the
design is essentially the same from the viewpoint of the uid owing through the reaction
zone. The temperature limit of the previous design has now been raised. Reactions
have been carried out at 798 K, comfortably within the voltage and current limitations
of the tantalum rods and within the maximum allowable temperature of various reactor
segments. The reactor also benets from the fast ramp rates of the substrate-as-heater
design. Without the resistivity requirement of the substrate to consider, low resistivity
(high dopant density) silicon could be used. This means that the heater does not achieve
thermal runaway in the temperature window used (TR > 1000 K) and the silicon can
be resistively heated under liquid and scCO2 conditions. The main disadvantage to this
reactor design comes from the use of a fragile crystalline material. Whilst very strong when
cut o axis, when trying to position all elements, or if chipped during manufacture, the
thermal stresses can cause fractures through the heater. The use of tantalum screws also
present a problem when trying to deposit silicon or germanium; deposition readily occurs
around the screws at the tantalum/silicon connection forming a silicide/germanicide and
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This reactor was experimental and assembly was completed whilst preparing this thesis,
limiting the number of reactions possible. The experimental procedure was similar to
that of the substrate-as-heater-reactor, although the ability to control the heating without
runway simplied the startup and shutdown procedures. The heater and substrates were
loaded into the reactor face up (i.e. heated section below at the bottom as illustrated
in Figure 2.14). The channel was then slid over the top to hold the sections in placed
and the inserts fed into the main reactor body. Once the feedthrough assembly had
been tted and tightened the reactor was then rotated through 180 so that the heater
and substrate were now face down. The alignment was checked for level and the inlet
tting sealed. The cooling water system was connected and turned on. The system was
pressurised to cylinder pressure (5.8 MPa) and CO2 owed at 1 ml.min 1 to pressurise.
The system was connected to the computer control software and power turned on. The
voltage was ramped slowly to prevent fast heating until the temperature reached 588 K
whilst pressurising. The voltage limit was then set such that in constant current mode
the voltage limit would not be reached under normal operation. Above 588 K the heater
was ramped at 50 K.min 1 and allowed to reach system pressure if not already there.
At the end of the reaction the applied voltage was reduced until a temperature of 333 K
was reached and a controlled depressurisation commenced. Due to the increased stability
of the heater 333 K could be maintained without the need for a hot water ow. The
voltage was reduced further as the temperature rose due to reduced heat dissipation at
lower pressures. The reactor was disassembled in the reverse process to assembly.Chapter 3
Analytical Techniques
The aim of this section is to provide background information about the analytical tech-
niques used so that a detailed analytical discussion of results obtained can be provided in
this thesis. The techniques can be split into three general areas depending upon the aspect
of the material properties that are being characterised. The structural and morphological
properties of the material may be analysed by X-ray diraction (XRD), or by scanning
electron microscopy (SEM). Chemical information about the lms may be collected using a
number of techniques, including secondary ion mass spectroscopy (SIMS), Auger electron
spectroscopy (AES), or by X-ray photoelectron spectroscopy (XPS). Optical properties
of the lms may be characterised by reection or by emission (photoluminescence, PL).
Due to the high cost of chemical analysis techniques such as SIMS and AES relative to
the gain in sensitivity, these measurements were performed on an as-required basis, whilst
optical and morphological characterisation was performed on most samples on a regular
basis.
3.1 X-Ray Diraction
X-ray diraction (XRD) was used to identify the crystalline phase of the samples that
were produced. XRD was used extensively in the analysis of the III-V semiconductor
depositions. The characteristic reections of the material deposited allow chemical and
phase identication where other techniques proved inconclusive or or too complex. XRD
is a measurement of the diraction of X-rays from the lattice planes in a sample to create
a diractogram from which structural information can be determined based upon the
position and intensity of the reections. The rst proper explanation of XRD came in the
period shortly before the rst world war, specically the contributions of father and son
physicists and mathematicians W.H. and W.L Bragg. They envisaged a crystal as a series
of reecting planes that produces strong reections where the path dierence between
reections from successive planes was equal to an integer number of wavelengths.[76] This
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led to the derivation of Bragg's law:
n = 2d(hkl) sinn (3.1)
where n is an integer identifying the order of the reection,  is the wavelength of the
X-ray, dhkl is the spacing of the adjacent (hkl) lattice planes, and n is the angle of
incidence and reection of the X-ray. The integer n, is normally incorporated into the
plane spacings dnh nk nl, such that a second order reection from the (111) lattice plane
becomes a rst order reection from the (222) lattice plane [76]:
 = 2d(nh nk nl) sinn (3.2)
This law does not consider the location of atoms in the plane, it is only the spacing of the
planes that produces the eect, and these equations only hold in the situation where the
angle of incidence of the X-rays is equal to the angle of reection.
Bragg's law only provides information on the position that reections will occur for a
given lattice spacing. If the relative magnitudes of the reections is to be considered
then an alternative approach is required. The Laue formulation of diraction considers
the radiation from each atom in a crystal plane and the interference eect resulting. A
detailed discussion of this formulation can be found in reference [77]. The formulation
considers the wavevectors of the incident and diracted beams, k and k0, and a scattering
vector is dened as the vector dierence between them:
K = k0   k (3.3)
The scattering vector, K, must be equal to the reciprocal lattice vector, G, for constructive
interference to occur between waves scattered from two atoms. and by rearrangement and
manipulation the Bragg plane may be derived [77]:
k  G
G
=
G
2
(3.4)
The amplitude of the diracted waves from plane (hkl) may therefore be calculated by
summing over all atoms in the unit cell. The scattering amplitude may be written as:
Fhkl =
X
i
fieiGRi (3.5)
where fi is the atomic form factor (radiation dependant).[77]
For an innite crystal the reections will be sharp, with any broadening related to the
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the width of the reection, (2), after accounting for instrument eects with the Debye-
Scherrer formula [19]:
b =
0:9
(2)cos
(3.6)
For thin single crystalline lms, the value of b will be equal to lm thickness in the case of
an unstrained epitaxial layer. As the lm develops a microstructure, and the long range
order of the crystal is lost, the value of b will be equivalent to size of the grains in the
layer.[19]
There are many designs of X-ray diractometers that are optimised for taking dirac-
tograms for dierent analyses. Two styles were used during the course of this work; a
simple powder diractometer tted with a scintillation counter, using Bragg-Brentano ge-
ometry, and an area detection system. In Bragg-Brentano geometry the sample is scanned
through  whilst the detector is scanned through 2. In the area detection system the
sample, along with the incident X-ray beam is in a xed position. The area detector is
then positioned to collect the diracted X-rays from a desired 2 range. A radial range, !
is also collected. This makes the area detection system a very powerful tool for thin lm
analysis. With subsequent analysis of the image it is possible to ascertain whether the
lms have a preferred orientation (or texture), are `polycrystalline' (crystalline but with
no xed axis with respect to the sample), or, in the absence of reections, imply the lm
is amorphous. Any preferred orientation in the lm is apparent by the presence of dis-
crete points in the diraction image. As the lm becomes more polycrystalline (random
orientation) the dots blur in a radial pattern about 0 2 until they become rings. The
presence of amorphous material is identied from a high background signal.
The use of X-ray diraction as a material analysis technique has a number of advantages.
The principle being that it is possible to determine whether the material deposited is
crystalline, and what crystal phase it is in, if appropriate. Additionally, it is possible to
determine whether the lm is polycrystalline or textured. Assuming that all the mate-
rial(s) deposited is/are in a crystalline phase, XRD also has the advantage that it allows
the chemical components of the lm to be determined by comparison of known structures
from published data les (e.g. JCPDS les). Determination of the approximate phase
or composition ratios by addition of multiple data les is also possible. XRD is also a
relatively rapid technique, it is possible to obtain sucient information to make a deter-
mination of phase crystallinity or material within a few minutes (analysis exclusive). For
samples the technique is also non-destructive, and an air-sensitive sample may be handled
in specialised mounts. There are a number of disadvantages to using XRD however, it
cannot identify the components of a sample if it is not crystalline. The sensitivity of the
measurement is dependant on the thickness of the sample, where substrate reections may
obscure sample reections for very thin lms, although by moving to glancing angles of
incidence this may be mitigated (at 6.4 incidence the X-ray path increases nine fold).[78]Chapter 3 Analytical Techniques 35
The CdS samples in Section 4.1 were analysed using a Siemens D5000 with a monochro-
mated Cu K1 beam. The beam was focussed and collimated by an aperture before
incidence upon the sample. Diracted X-rays were passed through further apertures be-
fore detection with a scintillation counter. Subsequent samples were analysed using a
Bruker AXS D8 Discover with GADDS detector, also irradiated with a monochromatic
Cu K1 source. Most diractograms were taken overnight with an exposure of 10 - 15
hours. The output from the D5000 was tabulated values of 2 and intensity. The dirac-
togram obtained from the D8 was integrated within the GADDS software to provide
tabulated values of 2 and intensity. These were compared with known JCPDS les as
routine material identication.
3.2 Scanning Electron Microscopy
Scanning electron microscopy (SEM) was used to observe the structure of the deposited
lms and substrates directly. It was used to investigate either the surface, or cross sectional
prole of samples. Electron microscopes may analyse a variety of electrons after an
interaction with the sample. In SEM it is generally the `secondary' electrons that are
analysed to produce images. These electrons are of low energy, i.e. / 50 eV, and are
normally electrons that have been ejected as the result of an inelastic collision by a
primary (incident) electron (although they may be primary electrons that have lost a
signicant amount of energy and have scattered towards the detector).
SEM is a very standard technique and details of the workings of an SEM can be found in a
reference [79] along with discussion of the resolution limits. One of the key specications
of an SEM is the brightness of the electron source; the brightness is one of the paramters
that controls the ultimate resolution of the instrument.[79] The electrons are normally
generated either by thermionic or eld emission. A thermionic gun traditionally uses a
tungsten lament, bent into a hairpin shape, heated to ca. 2700 K by an electrical current
to generate the electrons that are accelerated towards an anode. The brightness of the
electron source is governed by the temperature of the lament and the work function of
the metal. By changing the tungsten lament to a LaB6 lament the brightness of the
beam can be increased by a factor of 10 as LaB6 has a lower work function. If an even
brighter source is required then a eld emission gun may be used. A eld emission gun
is a piece of tungsten, sharpened to a ne point that is subjected to a very high electric
eld (> 109 V.m 1). This allows tunnelling of the electrons out of the material with an
energy lower than that of the work function. These laments may be 100 times brighter
than a LaB6 lament, and also have the advantage that they have a narrower distribution
of energies (0.5 c.f. 2 eV).[79]
Secondary electrons are used to create the topological images in the SEM, however the
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Elastic and inelastic scattering of the primary electron may occur within the sample. It
is the result of inelastic scattering that is of main interest. As the primary electron is
brought to rest within the sample the energy it imparts may be lost in a number of ways,
most of energy goes into heating the sample, although some may be re-emitted as light,
X-rays, or as electrons. If an atom becomes ionised, then it may relax by a number of
processes. If the vacancy is in an outer shell, the energy will be low and a visible photon
may be emitted, this eect is called cathodoluminescence. If the electron is in a core
shell then the energy will be much greater and there are two possible outcomes. An
electron may be ejected, known as an Auger electron (see Section 3.4) or an X-ray may
be produced. The energy of the X-ray is characteristic of the element relaxing (as is the
electron) thus can be used for chemical analysis. Section 3.6 provides further information
on X-ray analysis. Some electrons may escape the sample, secondary electrons are termed
as those with energies below ca. 50 eV and these could come from either primary electron
escaping the surface after multiple scattering events. Or more commonly, the secondary
electrons result from an electron receiving a small amount of energy during a scattering
process. The yield of these electrons is dependant upon both the atomic number(s) of the
matrix being imaged and the energy of the primary electrons, and can exceed 1 (i.e. more
secondary electrons generated than primary electrons incident). Due to the low energy
of these electrons the depth of the sample in which they are generated is small. A fourth
type of signal is that of backscattered electrons, these are primary electrons that have
undergone scattering events that have brought back to the surface before they have given
up all their energy. Figure 3.1 illustrates the typical interaction and sampling volume of
an incident electron beam. The sampling and interaction volumes are a tear-drop shape,
and it extends to around 1 m depth. The low energy of the secondary electrons means
they are only able to escape from a depth of the order 5 times their mean free path,
(i.e. 5 nm for metals) with an escape probability dropping exponentially with depth.[80]
This tear drop shape eects the resolution of the images produced; secondary electrons
originating in the smallest volume provide the best resolution, whilst X-ray images with
their large sampling volume have the lowest resolution.
Electron micrograph images were taken on both a LEO 1400VP using tungsten (Agar
054) or Kimball LaB6 laments, and on a JEOL JSM-6500F eld emission gun SEM
(FEGSEM) depending on the resolution desired and whether any chemical analysis was
to be performed in the same session. All samples were uncoated. Flat samples were
mounted on carbon tape, if severe charging was observed, carbon tape was placed across
the sample surface on one edge, provided that chemical information was not required.
Cross sectional SEM was performed on samples that had been freshly cleaved. Samples
were mounted in a special stub that has a channel cut in the middle. Samples were placed
back side against the channel and a cleaned piece of blank wafer, shorter than the sample,
was placed against the front surface onto which a grub screw was tightened to hold them
in place. Figure 3.2 illustrates the experimental setup. The blank wafer was required to
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Figure 3.1: Illustration showing the interaction volume in which ca. 95% of primary
electrons are stopped. The coloured regions on the diagram show the depths from which
various signals can escape. X-rays may originate from nearly the entire sampling volume
( 1 m deep) since they are not easily absorbed. Secondary electrons, having a low
energy, may only escape from the top few nanometres, whilst backscattered electrons
with a higher energy may escape from deeper.
FEGSEM were performed with an accelerating voltage of 10 kV at a working distance of
10 mm to meet the requirements for minimum error in any chemical analysis.
Figure 3.2: Illustration showing how samples were mounted for cross section SEM.
The sample on its substrate was placed back-side down against the groove in the stub.
A clean piece of wafer was then placed polished side against the sample surface and the
grub screw tightened.
3.3 Secondary Ion Mass Spectroscopy
Secondary ion mass spectroscopy (SIMS) was performed on bulk CdS on SiO2/Si lms to
determine the contaminants present in the lms and how their relative concentrations vary
throughout the lms. SIMS is a mass spectroscopy technique where the ionised analyte
atoms/molecules are liberated from the surface following bombardment by a primary ion
beam. Figure 3.3A presents an overview of the SIMS spectrometer and shows the key
components. A primary ion beam is red at a sample which results in a sputtering of
the surface (Figure 3.3B). This process yields a number of atoms and molecules, which
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electropositivity of the element to be analysed; oxygen, nitrogen, or argon primaries are
better for electropositive elements (produces positive secondaries), whilst caesium is better
for electronegative elements (produces negative secondaries). Multiple secondaries are
normally produced for each primary, and for electropositive elements oxygen, as O +
2 ,
shows the least variability in sputter yields (number of ions generated) from element to
element compared to nitrogen or argon primary ions.[81]
Figure 3.3: A: Illustration of the layout of a secondary ion mass spectrometer showing
the duoplasmatron source, sample chamber, electrostatic energy selector, mass selector
and detectors. B: Illustration of sample bombardment and sputtering. Positive and
negative ions are generated in addition to neutral atoms and molecules.
An O+
2 primary ion beam is generated in a duoplasmatron by owing O2 gas through a
hollow cathode towards an anode. An extraction electrode provides a second constriction
to the plasma (hence duo) and O+
2 or O{ ions are selected. A surface ionisation source is
used to generated Cs+ ions. This beam is then focussed onto the sample where sputtering
occurs. The sample is held at a xed potential dependant upon the charge of the secondary
ion to be extracted. There is a lens in front of the sample, known as an immersion lens,
commonly held at ground which this potential is referenced to. The purpose of this
potential is to select the secondary ions, and reject any neutral atoms or ions of opposite
charge. The beam then passes through a series of transfer lenses before passing through
an electrostatic analyser. The electrostatic analyser, in conjunction with the energy slit,
is used to select a beam of particles within a narrow energy band to improve resolution.
They work on the principle that a particle moving through a cylindrical capacitor will
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and opposite.[81] Particles without the correct energy will then follow a trajectory that
is stopped by the energy slit. The mass analyser works on a similar principle using a
magnetic eld. Incoming ions will experience a magnetic force perpendicular to their
direction of travel as well as a centripetal force, by changing the strength of the magnetic
eld ions with a set mass/charge ratio may be selected. An ion leaving the surface of the
sample will have gained a kinetic energy, Ek, equal to:
Ek =
mv2
2
= qU (3.7)
where m is the mass, v the velocity, q is the charge on the ion, and U the potential
dierence applied. Upon entering the magnetic sector, of eld strength B, it will feel a
Lorentzian force of FL = qvB, where q is the charge on the ion. As the particles trajectory
becomes curved it will feel a centripetal force, FC, equivalent to FC = mv2
r . The ions will
therefore move on circular trajectories having a radius of:
r =
mv
qB
(3.8)
by substitution of 3.7 into 3.8 it can be seen that the radius is dependant upon the mass
to charge ratio for a given accelerating voltage and magnetic eld. The radius (in cm) is
thus given by:
r =
144
q
M
z U
B
(3.9)
where M is the mass in AMU, z is the charge state of the ion (1;2;:::), U is the applied
voltage in volts, and B is the applied eld in Gauss.[81] After passing through the exit
slit of the mass analyser the ions encounter a second electrostatic sector. The purpose
of this sector is to either deect the beam towards a detector to count the number of
ions, or to allow it to pass through a small hole towards a channel plate if an image of a
given mass/charge ratio across the sample is required. If a count of the number of ions
is required then the electrostatic sector may be turned on to deect the beam towards a
Faraday cup and electron multiplier. A Faraday cup is an electrode shaped to avoid the
loss of secondary electrons and ions created when a high energy particle strikes it.[82]
SIMS can be operated in two modes, either static or dynamic. In static SIMS the primary
ion beam is rastered over an area and the mass analyser is scanned to collect ions of all
mass to charge ratios, M/z, up to a specied ratio. By using relative isotope abundances,
it is possible identify the principle elements (or compounds if the ion does not fragment) in
the material. Static SIMS does not provide depth information. The sample is sputtered
away slowly and only the intensities of ions are noted. In dynamic SIMS, the mass
analyser can be programmed to pass one, or a series of, mass charge ratios as a more
intense primary ion beam is rastered over the sample surface. It is then possible to build
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depth of the crater formed, and assuming a constant sputtering rate, it is then possible
to convert the time axis to a depth scale.
One of the principle advantages of SIMS as a surface analysis technique is a high sensitivity.
The absolute minimum concentration detectable is dependant on the element and matrix
analysed, with the minimum typically between 1 ppm and 1 ppb (1016   1013 cm 3).[81]
Since SIMS is a destructive technique, the minimum detectable concentration is related to
the rate of material consumption. This sensitivity allows, with optimisation, a depth res-
olution of a single monolayer, a sensitivity that is not achievable with any other standard
surface analysis technique.[82] SIMS also has the advantage that all elements, specically
hydrogen and helium can be detected, elements that are often not detectable. In addi-
tion, compounds via unique M/z ngerprints, may be identied, where this may be too
complex by other spectroscopic techniques. SIMS does have a number of disadvantages
however that limit its suitability as a surface analysis tool. Perhaps the most notable is
that SIMS is a truly destructive technique, whilst other techniques only rely upon sputter-
ing to obtain depth information. Quantitative information is harder to gather from SIMS
than other techniques. In order to obtain relative signal intensities a reference standard is
required of the same matrix, due to large variations in sputter yield with small changes in
composition. This matrix must have any impurities homogeneously implanted (by ion im-
plantation) to a known concentration, and typically a number of these must be produced
for dierent contaminants and concentrations. An additional problem arises in SIMS due
to overlapping spectral features that can make positive identication dicult.[83] For ex-
ample, 32S+ and the 16O+
2 primary ion, as they have a nearly identical mass to charge
ratio. A similar issue would occur for 56Fe++ and 27Al+.
The measurements were made a Loughborough Surface Analysis Ltd using a Cameca IMS-
3f with O+
2 primary ion beam. A primary ion energy of 10 keV was used and the primary
ion current was varied between 20 and 200 nA. The primary ion beam was rastered over
250 m and an area of 60 m2 was analysed. Both static and dynamic measurements
were made.
Figures 3.4A and B present static and dynamic mode SIMS spectra of two CdS samples to
illustrate the identication process. In Figure 3.4A relative isotope abundances of various
probable contaminants have been overlaid. The identication process is as follows. The
most intense peaks are examined, their position compared to a list of the mass of the
most abundant isotope of each element, with the assumption they are singly charged.
The isotope abundances are then scaled and overlaid, if they match other peak heights
then the element is assigned. This process is repeated with the next most intense peak
until no more rm assignments can be made. 26 elements cannot be easily identied
as they only have a single stable isotope, these include 19F, 23Na, and 27Al. To assign
these the signal must be clearly above the background level, and must not overlap other
m/z ratios which could be identied. Figure 3.4B presents a dynamic SIMS spectrum of
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Figure 3.4: A: A static SIMS mass spectrum with relative isotope abundances of key
elements overlaid to illustrate identication. B: A dynamic SIMS prole of CdS on glass.
Plots for two isotopes of S were analysed to ensure there is no contribution from O
+
2 . A
drop in the S signal can be observed before the interface is reached after 900 seconds.
The sample was determined to be ca. 520 nm thick by optical reectivity beforehand.
and substrate clearly. The data from three key isotopes expected from the composition
along with an additional isotope, 34S, is presented. This additional isotope was included
to check the validity of the principle S isotope as a function of depth; if the two have
the same prole then there is no additional contribution. However, as happens after
ca. 900 s, if the two deviate then there is an additional component aecting one of the
traces. In this case it is likely a result of O +
2 , either from primary ions, or as secondary
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apparent in this depth prole. Whilst there is a disproportionate increase in the 32S there
is also an increase in the 114Cd signal in the transitional region before falling away. The
diculties in calibration mean absolute quantication in these samples is not possible by
this technique, however a semi-quantitative approach is possible between samples if they
are compared by normalising the signals to 114Cd.
3.4 Auger Emission Spectroscopy
Auger electron spectroscopy, AES, was performed on bulk CdS on SiO2/Si lms with the
aim of quantifying the stoichiometry of the Cd and S in the samples as a function of
depth. AES is a surface analysis technique that analyses core shell electrons emitted as a
result of ionisation from a primary electron beam.
Figure 3.5: Schematic of the KLL Auger process. An electron is scattered from the
core shell (K) by an incident high energy electron beam. To return to the ground state
an outer shell electron (L1) relaxes whilst another (L2;3) electron is emitted to conserve
energy.
Figure 3.5 presents a schematic of the Auger process for the the most basic transition,
KLL, where the letters describe the energy levels of the three electrons involved. The
nomenclature to identify Auger transitions follows that of X-ray spectroscopy; major
quantum levels are designated K, L, M, N, and O, and spin-orbit splitting of these shells
is identied by a numerical subscript (L1, L2, L3).[84] In AES a primary electron beam
causes an electron to be knocked out of a core shell (K level in Figure 3.5) and this
leaves the atom ionized. Once ionized the atom must return to its ground state in one
of two ways. The rst is by the emission of an X-ray (the basis of energy or wavelength
dispersive X-ray analyses (EDX or WDX)). The second is where the core vacancy is lled
by an electron from a higher level (level L1 in Figure 3.5). In order that energy is conserved
in this process an electron is simultaneously emitted with a kinetic energy equal to that of
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and emission came from:
EZ(CV Y ) = EZ(C)   EZ(V )   EZ(Y 0) (3.10)
where EZ(CV Y ) is the kinetic energy of the Auger electron, EZ(C) is the energy level of
the ejected core electron, EZ(V ) is the energy level of the electron that lls the vacancy,
and EZ(Y 0) is the energy appropriate to an atom with a singly ionised inner shell where
Y is the level from which the Auger electron is ejected.[83] The result is a doubly ionised
atom. The energy measured is then modied by the analyser work function, A.
It can be seen from this that 3 electrons are involved in the Auger process, 1 core shell and
2 from the valence shell, therefore Auger electron spectroscopy may detect any elements
with an atomic number of 4 or more.[84] As discussed, the relaxation process can emit
either an X-ray or an electron, the sum probability of emission can be assumed to be
unity. A number of equations exist to describe the yield of X-ray photons, !K, resulting
from an initial vacancy in the K-shell. The best t to experimental data can be described
by: 
!K
!K   1
1=4
= A + BZ + CZ3 (3.11)
where Z is atomic number and A,B,C are constants determined to be 0.015, 0.037, and
 0:64  10 6 respectively.[83] The probability of an Auger electron is therefore 1   !K.
For low atomic numbers (Z 10) there is >98% probability of an Auger electron. As
the atomic number increases and the K shell is no longer the source of the ionisation
the calculation of Auger yields becomes more complex. The spin-orbit splitting of higher
energy levels means that multiple subshells must be treated.
Figure 3.6: Plot of equation 3.11 for atomic numbers 3-70 showing the yield of X-ray
photons after ionisation of the K-shell.Chapter 3 Analytical Techniques 44
One of the principle advantages of AES over SIMS is that AES is a non-destructive
test; SIMS relies upon atoms being sputtered away from the lm for analysis in a mass
spectrometer. Whilst AES has a lower sensitivity (0.1% at.) than SIMS, quantication
of the composition depth proling is easier using a known reference, especially when the
sample matrix diers in composition to the reference matrix. In their text on Auger
electron spectroscopy Thompson et al. list a number of advantages of using AES in
surface analysis:[83]
1. AES is very surface sensitive being controlled by the escape depth of the Auger
electron.
2. Multielement identication is possible. Every element has a unique spectrum and
peaks rarely overlap.
3. High-intensity electron beams for primary excitation are easily achieved and give
high sensitivity.
4. Ionisation cross sections are relatively large and within 3-6 times the threshold
ionisation potential are reasonably independent of energy.
5. The electron beam energy is continuously variable, thus can be tuned to operate at
maximum Auger current conditions.
6. Sensitivity can be enhanced due to ionisation from both the primary and backscat-
tered electrons.
7. High sensitivity can produce results quickly.
8. Chemical information can be obtained from the Auger chemical shift.
9. High spatial resolution can be achieved due to ease of focussing electron beam
compared to X-rays in XPS. Scanning AES is therefore possible.
10. Possible to combine AES with other electron spectroscopy equipment in one instru-
ment.
These features make AES an attractive technique, especially the high spatial resolution
and surface sensitivity when compared with X-ray based techniques. There are however
a number of limitations. Thompson et al. also list some of these:
1. High intensity beams can degrade the surface.
2. Multiple excitation from the primary beam and backscattered electrons cause the
Auger current to be not simply related to the ionisation cross section.
3. Surface eects such as surface desorption can be caused by the electron beam.Chapter 3 Analytical Techniques 45
4. The complexity of the Auger process makes the Auger chemical shift dicult to
analyse.
In addition to these points there are additional limitations when compared with SIMS.
The principle limitation is the identication of impurity elements below the equipment
sensitivity of ca. 0.1 at.% is not possible, this is a signicant level when considering
dopant atoms in semiconductor materials. Highly doped silicon for example (resistivity
< 0:005 
.cm) has 1019 cm3 dopant atoms, or 0.02 at.%.
The measurements were made at Loughborough Surface Analysis Ltd using a JEOL Jamp
10s. An electron beam energy of 10 keV and beam current of 1A were used. The samples
were orientated at 45 to the primary beam giving an analysed area of 100 m2. Depth
proling was achieved by the use of an ion beam to sputter away layers between Auger
measurement cycles. The ion beam species used were Ar+ at an energy of 3 keV and this
was rastered over a 2x2 grid of points.
Figure 3.7: AES spectra of single crystal CdS. A: Dierential spectrum
dN(E)
dE . B:
Direct spectrum N(E).
The Auger spectrum obtained may be presented in one of two ways, direct or dierential
spectra. Traditionally, the dierential spectrum was preferred as the increasing back-
ground signal due to inelastically backscattered, secondary, and scattered Auger electrons
can make identication of features dicult. Since the advent of computer controlled sys-
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spectrum has regained favour as it is possible to gain an understanding of the near surface
layers and it is possible to dierentiate the spectrum post process. Figure 3.7 presents
both the dierential and direct spectra for a CdS single crystal after the surface layer
has been sputtered away to remove contamination. By dierentiating the spectrum the
stepped and increasing background signal has been removed. In addition to this, it is
possible to observe the double peak of the Cd MNN transition far clearer than in the
direct spectrum. When analysing dierential spectra convention dictates that the energy
is based upon the negative peak energy.
Figure 3.8: Dierential AES spectrum of the surface of sample CdS-2A-60800-7 prior to
Ar ion sputtering. The impurity elements Si, C, and O can be identied in the spectrum.
Figure 3.8 presents the spectrum obtained from the surface of a SCFD grown CdS sample.
Additonal peaks can be identied in the spectrum that are not seen in the pure sample
(Figure 3.7A). The rst of these is the weak signal at ca. 85 eV corresponding to Si.
Carbon is evident on the surface of this lm, observed via the strong signal at 272 - 275 eV.
Once the surface (exposed to the atmosphere) has been sputtered away and the large
amounts of adventitious have been removed, low levels are dicult to observe in Cd based
lms as the KLL carbon emission overlaps a Cd satellite peak at a very similar energy.
The nal impurity that can be identied is oxygen at ca. 515 eV. At the 10 keV primary
electron energy used the relative sensitivity for the S LMM and Cd MNN emissions are
0.6 and 0.7 respectively, near the maximum possible for the respective transitions. The
C, Si and O signals however are far lower at 0.09, 0.15, and 0.37 respectively so are much
harder to observe.[85]
Quantication of elements identied is performed using the relative peak heights of sam-
ples with known concentrations of atoms. Software used by the operator calculates the
intensity by taking the dierential of the direct spectrum, then looks for the minimum
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then calculates the dierence and outputs tabulated values. Normalisation of this ratio is
performed by dividing the ratio obtained for the sample by the ratio obtained for a cali-
bration standard. For our samples we used a CdS single crystal, assumed to have a Cd:S
ratio of 1:1, for the calibration. It is possible to quantify impurities by the same method
if standards exist that have been implanted with a know concentration of impurity atoms.
The number of Cd atoms per S atom, R, can then be described by the equation:
R =
(ICd=IS)sam
(ICd=IS)ref
(3.12)
where I denotes the signal intensity whilst the subscripts indicate the element concerned
and the sample or reference.
3.5 X-Ray Photoelectron Spectroscopy
X-ray photoelectron spectroscopy has been used to prole a number of samples with the
aim of identifying the chemical nature (i.e. bonding) of the elements as a function of depth
and also for quantication purposes. XPS is a surface analysis technique that analyses an
electron ejected when an atom becomes ionized after irradiation by X-rays.
Figure 3.9: Schematic of the XPS process. An electron is emitted from the core shell
(K) after absorption of an incident high energy X-ray photon. This electron has a kinetic
energy related to the energy of the X-ray and the binding energy of the level from which
it originated.
Figure 3.9 presents an overview of the XPS process. X-ray photons of a known energy,
h, are incident upon the sample. Their absorption leads to the emission of an electron
due to the photoelectric eect. These electrons are collected and their kinetic energies
are then analysed by an electron spectrometer. The binding energy of the electron may
be determined by:
EB = h   EK    (3.13)
where EK is the kinetic energy of the electron and  is the spectrometer work function.[86]
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incident X-ray may be analysed. The popularity of XPS as a surface analysis technique
stems from its ability to provide information on the chemical environment in which the
atom exists.[86] The ionisation energies of the core electrons vary measurably as the
chemical environment of the atom changes. This chemical shift was rst observed in the
study of sodium thiosulfate, where a doubling of the S 2p peak at a separation of 5.9 eV
occurred. The origin of this structure can be explained if the electron density on the atoms
in the molecule are considered. The thiosulfate anion contains two dierent sulfur atoms,
the central sulfur is bonded to three oxygen atoms and the terminal sulfur. This central
sulfur will therefore see little of the valence electron density, eectively making it +
positively charged , whilst the terminal sulfur will have a large proportion of the valence
electron density, giving it a   negative charge. This charge dierential will subsequently
aect the binding energy of the core electrons, leading the electrons on the central sulfur
to have a higher binding energy than its terminal counterpart.[87] This chemical shift is
due to `initial state eects', however a second type of chemical shift exists known as `nal
state eects'. Final state eects occur proceeding the electron emission and result in the
loss of photoelectron energy by the interaction with the now ionised atom. This can be
due to electron orbital relaxation, polarisation of surrounding ions, or due to screening
of a core hole.[86] Final state eects can manifest themselves as the presence of so called
satellite lines in the photoelectron spectra. These lines always occur on the low kinetic
energy (high binding energy) side of the main peak when photoemission results in a ion
with an excited nal state. The electron will leave the ion with a kinetic energy reduced
by exactly the magnitude of the excitation.[88]
The atom is often left ionised having lost a core shell electron. From Section 3.4 it is
therefore apparent that the ion may relax by the emission of either an X-ray, or an Auger
electron. These Auger electrons appear in the X-ray photoelectron (X-PE) spectrum, nor-
mally as broad, high binding energy peaks. One of the principle experimental dierences
between these Auger lines and those of the photoelectrons is that they are not depen-
dant upon the X-ray energy used. On the binding energy scale used (EB = h   EK) to
present X-PE spectra this means that the Auger lines shift with the wavelength of X-ray
used. The ability to detect and analyse Auger electrons is often exploited in multicom-
ponent systems that perform AES in addition to XPS, the term X-AES is generally used
in this case to signify that an X-ray was used for core shell ionisation. The detection
of Auger electrons in the XPS allows for an additional means of determining chemical
state information. Traditional electron induced AES is not considered sensitive enough
to yield chemical state information because of trade-os between sensitivity and spectral
resolution often used as the magnitude of the shift is not as strong as in the X-PE lines.
The presence of the Auger lines in the X-PE spectrum allows a self-calibrated parameter
to be calculated that denes the chemical shift. This is known as the Auger parameter,
 and is de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kinetic energy of the Auger transition:[86]
 = EB + EK (3.14)
The principle advantage of using XPS over other surface analysis techniques is the ability
to determine the chemical state of atom from which the electron originated. Like AES,
XPS is a non destructive technique, although compositional depth proling may be per-
formed by additional sputtering of the sample. Quantication is easier to perform in an
XPS system without the need for specic standards, although this is generally a factor of
10 less accurate than AES at 1 at.%.[83, 86, 81] XPS also shares a number of the advan-
tages of AES over other techniques. Reduced charging eects make XPS more suited to
analysis of insulators when compared with many other techniques that involve electron
or ion bombardment. XPS can also be used to analyse organic compounds, in contrast to
AES, SIMS, and EDX that are generally accepted to be incapable of doing. There are a
number of disadvantages to using XPS however, these include a lower spatial resolution
(10-100 m), although monochromatic sources may reduce this to a few microns. The
higher detection limit making quantication less accurate make AES, and under certain
conditions SIMS, more attractive techniques for compositional proling. Chemical in-
formation gained may only apply to the surface region. The ion bombardment of the
sputtering process can destroy the chemical nature of the material.
XPS measurements were made at both Cardi an Nottingham Universities. Measurements
were taken on a Kratos Axis Ultra-DLD at both facilities. An Aluminium anode was used
to provide K X-rays, monochromated to h = 1486:6 eV. Measurements were made
by the instrument operators and data supplied for analysis. Analyses were made using
CasaXPS software. Quantication was made using relative sensitivity factors corrected
for the instrument geometry on wide scans performed after specic sputter cycles. Peak
identication was made by tting functions to narrow scans in the window for each ele-
ment. Reference energies were obtained from the NIST X-ray Photoelectron Spectroscopy
Database.[89]
3.6 Electron Probe X-ray Microanalysis
Electron probe X-ray microanalysis (EPMA) was performed via two methodologies; en-
ergy dispersive X-ray analysis (EDX) and wavelength dispersive X-ray analysis (WDX).
EDX was routinely used alongside scanning electron microscopy analyses to obtain basic
elemental quantication of many of the lms studied, especially the III-V semiconductors.
WDX measurements were performed on a number of InP and InAs samples to obtain bet-
ter quantication. EPMA is a technique that relies upon the X-ray emission from an
atom with an ionised core shell, the alternative relaxation mechanism to the Auger pro-
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EDX is one of the most common microanalytic techniques used due to the increasing
number of electron microscopes tted with EDX spectrometers. In EDX a spectrometer is
tted close to the sample, in a position similar to that of the secondary electron detector
(must have line of sight). The most common type of detector is based upon a biased
lithium drifted silicon p-i-n junction. An X-ray incident upon this junction creates a
number of electron-hole pairs following its absorption. The exact number of electron-
holes pairs is proportional to the energy of the X-ray. By biasing the detector these
electron-hole pairs cause a current to ow. The X-ray lasts for a very short period in
the detector (around a microsecond) which is observed as a pulse. Modern detectors are
connected to a computer which is used to determine the energy of the X-ray that caused
the pulse, and stores it in an appropriate energy `bin' (i.e. it acts as a multichannel
analyser). After an appropriate integration time the number of pulses in each bin can be
read out to produce the energy spectrum.[79]
WDX is a more specialised microanalysis technique. In WDX the detector is tted away
from the sample, the requirement for a diraction monochromator to lter the X-rays
necessitates that it is tted out of line of sight. The purpose of this is to allow only X-
rays of a certain wavelength to be incident upon the detector. This wavelength selection
is performed using diraction from a crystal. Bragg's law relates the lattice spacing, d,
and the angle of incidence, , to the wavelength of incoming radiation:
n = 2dsin (3.15)
where n is the order of a reection. Thus for a given angle of incidence, and neglecting
higher order reections, only a single wavelength will satisfy the equation.[90] The X-rays
must be well collimated before reaching the crystal to ensure good resolution. However,
this reduces the number of X-rays leaving the crystal so a focussing geometry is required.
The so called Johann geometry is often used to achieve this. In this type of spectrometer
the sample, crystal, and the detector are all placed so that they lie on a Rowland circle of
radius R, where the crystal is grown with lattice planes curved to a radius of 2R.[90] Since
only a single X-ray wavelength is diracted from the crystal towards the detector a simple
one may be used that only needs to count incoming X-rays, a gas proportional counter is
often used. The crystal and detector are normally mounted on stepper motors to allow
the wavelength to be scanned. The crystal may be scanned in a linear direction (along
a constant take o angle from the sample) whilst rotating to change . The detector is
then scanned along a more complex path to follow the Rowland circle.[90]
The principle advantage, and primary reason, for using EDX is that it allows a rapid mea-
surement and quantication to be made on a sample. The high eciency of the detector
allow rapid measurements to be made.[79] In total the time to load, measure and unload
a sample can be less than 30 minutes. Another advantage of EDX is that it allows for
identication of many elements during the same measurement (subject to sucient reso-
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if Figure 3.1 is recalled, the sampling volume is practically the same as the interaction
volume of the electron due to minimal interaction of the outgoing X-ray with the sample.
The more specic disadvantages of EDX are that it cannot identify light elements as stan-
dard (Z  10) due to the detector window.[82] It has poor energy resolution of typically
150 eV,[79, 82] which in addition to making identication of closely spaced lines dicult,
makes the peak to background ratio poor.[79] By contrast the advantages of WDX are
that it excels where EDX does not. Light element analysis is possible (Z  4),[82] the
energy resolution is far superior at around 20 eV,[82] which improves the peak to back-
ground ratio by up to a factor of 10.[79] The disadvantages to WDX are that since it
only collects a single wavelength at a time it is a slow technique for qualitative analysis.
By employing diraction to monochromate the X-rays there are now several peaks corre-
sponding to a single element in the scan due to high order reections, where there would
have been only one energy. Typical quantitative resolutions of EDX and WDX are 1 and
0.1 at.% respectively.
EDX measurements were performed on a JEOL 6500F FEGSEM tted with an Oxford
Instruments INCA 300 EDX system. To ensure maximum accuracy the sample was po-
sitioned so that the focal plane was at a working distance of 10 mm and an accelerating
voltage of 10 kV was used for the electrons. EDX measurements were made on both
points and areas selected from an SEM image. The supplied system software controlled
the measurement and provided identication and quantication. WDX measurements
were made by the Institute of Archaeology at University College London using a Jeol
8100 microprobe and the quantication results supplied for analysis.
3.7 Optical Reectivity
Optical reectivity measurements were made on a number of the CdS on SiO2/Si samples,
primarily as a means of determining sample thickness however, the band-gap may also be
estimated from these measurements. Optical reectivity is a non destructive technique
that allows the sample thickness to be calculated from the oscillations observed in the
reection spectrum.
The amount of light reected from a thin lm is dependant on a number of parameters.
These parameters are the lm thickness, lm refractive index, and substrate refractive
index. If the simplest case of a thin lm on an innitely thick substrate is considered then
there will be two reections of concern. The reection at the surface and the reection
at the lm/substrate interface. If the path of a ray of light is considered then there will
be a dierence in the path length between the ray reected at the surface, and the ray
reected at the lm/substrate interface. There will subsequently be interference between
these two rays dependant on the magnitude of this path length dierence. One should
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simulate spectra from multilayer lms.[3] This approach uses a matrix to dene the net
electric and magnetic elds at a boundary in terms of the product of the eld at another
boundary with the transfer matrix, M.
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For a multilayer this matrix M can be replaced by the product of the matrix for all layers
in the order in which light interacts with them.
M = M1M2M3 :::MN (3.17)
The reection coecient may then be written in terms of the 4 elements from this transfer
matrix:
M =
 
m11 m12
m21 m22
!
(3.18)
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(m11 + qSm12)q0   (m21 + qSm22)
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(3.19)
q0 =
p
~ 0 cos0
qS =
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~ S cosS
where mij is the i;jth element from M, ~ N is the complex dielectric coecient of the
layer, and N is the incidence angle at the Nth interface, where N = 0 for the surface
and S for the substrate. This is further simplied at normal incidence where cos N = 1.
The reectivity may then be given by:
R = jrj
2 (3.20)
Optical reection measurements were made on a Jasco V570 UV-Vis spectrophotometer.
Figure 3.10 presents the internal layout of this spectrophotometer. This spectrophotome-
ter has a range of 190 to 2500 nm, covered via two illumination sources (deuterium and
halogen lamps for 190-350 and 330-2500 nm), and two detectors. A photomultiplier tube
is used up until the crossover point at 750-900 nm where a Peltier cooled PbS detector
covers the range up to 2500 nm. The spectrophotometer was tted with a SLM-468 spec-
ular reectance rig that has a standard aperture of approximately 5 mm , this can be
reduced by additional apertures placed on top. The angle of incidence with this system
is near the normal to the surface at  85. An aluminium mirror was used for normali-
sation. Initial calibration was performed using a second aluminium mirror in place of the
sample. The spectra were analysed in Igor using the customised routines developed to t
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Figure 3.10: Schematic of the Jasco V570 spectrophotometer. Light from a deuterium
or halogen lamp is monochromated by a grating before being split into two paths. The
reference (aluminium mirror) and sample paths are reected in the vertical direction (see
expanded view of beam path) to the sample resting on an aperture. The reected beams
are then combined and analysed by either a PbS detector or via a photomultiplier tube.[3]
3.8 Photoluminescence
Photoluminescence spectroscopy (PL) was the principle characterisation technique used
during the CdS lm analysis discussed in Chapter 4. The technique was also used for
evaluation of InP lms in Chapter 5. Photoluminescence is a high throughput technique
for screening samples to determine whether they are of optoelectronic quality. Photolu-
minescence is the emission of light from a material that has been excited by irradiation
from a light source of higher energy than the band gap transition. Luminescence may be
categorised into two types, intrinsic and extrinsic. Extrinsic luminescence is caused by
impurities and can be localised (excitation and emission conned to luminescence cen-
tre) or unlocalised (e  and h+ from matrix participate) in nature. Intrinsic luminescence
is of primary interest and may be classied in three types: band-to-band, exciton, and
cross-luminescence1.[91]
Band-to-band luminescence occurs as a result of the recombination of an electron from the
conduction band and a hole in the valence band. This luminescence only occurs in pure
crystals.[91] In impure crystals additional levels within the band gap provide additional
routes for electron-hole recombination quenching this band-to-band luminescence. The
band structure at the band gap may be either direct (CdS, InP, InAs, GaAs) or indirect
(Si, Ge, GaP) depending on whether the conduction band minimum and valence band
maximum occur at the same value in k-space. For an indirect band gap the radiative
recombination rate is far slower than non-radiative transitions due to the need for the
simultaneous absorption or emission of a phonon to conserve crystal momentum. A direct
gap semiconductor in contrast may conserve crystal momentum with the emission of only a
1Cross luminescence occurs as the result of recombination of a valence band electron with a core level
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photon leading to a higher recombination rate.[91] Figure 3.11A depicts the luminescence
process in a pure direct gap semiconductor. An incident photon, of energy greater than
the band gap, is absorbed promoting the electron to the conduction band and leaving a
hole in the valence band. Fast non-radiative relaxation processes occur, which bring the
electron and hole to the conduction band minima and valence band maxima respectively.
This may be due to vibrational relaxation (10 14  10 12 s), internal conversion between
electronic states of like spin multiplicity (10 12 s), and intersystem crossing between states
of dierent spin multiplicity (10 8 s).[82] When the electron and hole are in the minimal
energy state they then recombine radiatively by uorescence or phosphorescence, both of
which contribute to PL, or they may recombine in a non-radiative process. Fluorescence
is the emission of light resulting from a spin-allowed transition and typically has a lifetime
of less than a microsecond. Phosphorescence is the emission of light resulting from a spin-
forbidden transition and have lifetimes from microseconds to seconds and is much less
probable than uorescence.[82]
Figure 3.11: Simplied view of the luminescence process for two cases. A: Intrinsic,
band-to-band luminescence. A high energy photon is absorbed promoting an electron to
the conduction band (CB) and leaving a hole in the valence band (VB). Non-radiative
relaxation occurs bringing the electron and hole to the bottom of the CB and top of the
VB respectively. Radiative recombination occurs emitting a photon equivalent to the
energy of the gap. B: Extrinsic luminescence where impurities have created extra energy
levels in the forbidden gap that electrons and holes may relax into.
If the sample is below a critical temperature, then it is possible for the luminescence to
occur as a result of exciton annihilation. In semiconductors the exciton is normally of the
Wannier type. The Wannier exciton may be modelled as an electron in the conduction
band bound to a hole in the valence band by the Coulomb interaction.[91] To observe
excitonic luminescence the temperature must be lower than the binding energy of the
exciton. Typical excitonic binding energies are ca. 30 meV for the CdS 1S exciton, and <
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peaks, and there may be a number of closely spaced peaks depending on whether the
exciton is free or bound to an impurity.
Figure 3.11B depicts the luminescence process in a direct gap semiconductor that has an
impurity creating additional levels within the band gap. Metallic impurities and lattice
defects may create ecient, localised, luminescence centres in semiconductors. The ground
and excited state energy levels of these impurities may occur anywhere in the host energy
band and is determined by their depth from the vacuum level.[91] In Figure 3.11B the
impurity has captured an electron and hole after band-to-band absorption of a high energy
photon. The electrons and holes in these localised centres then recombine emitting a
photon of lower energy than the band gap. The eect of impurities may be considered
when compared to the radiative recombination cross section, 
 =
R
n2
iv
=
B
v
(3.21)
where R is the number of recombinations per unit volume per unit time, n2
i is the product
of the number of holes and electrons for an intrinsic semiconductor, v is the thermal
velocity of the electrons and holes, and B is the recombination probability. Values are
of the order 10 17 cm2 for direct gap and 10 21 cm2 for indirect gap semiconductors.
The equivalent impurity cross section may be assumed to be of the order of the atomic
size, 10 15 cm2, i.e. 100 times larger than the radiative cross section for a direct gap
semiconductor.[91]
In addition to these radiative recombination processes that result in the emission of light
it is also possible that the photogenerated carriers recombine in a non-radiative process.
The three principle non-radiative recombinations routes are Auger recombination, re-
combination at defects (also known as trap assisted or Shockley-Read-Hall), and surface
recombination. In Auger recombination an electron and hole recombine directly and pass
the energy to another carrier. The type of this second carrier is dependant on the dopant
type (in doped material); it is an electron for n+ material and a hole for p+ material.[93]
Defects caused by imperfections in the crystal lattice such as dislocations, lattice vacan-
cies or interstitials, or foreign elements can provide another recombination route. These
defects provide additional levels within the the forbidden gap that can capture an electron
or a hole.[94] The reduced energy gap means the electron and hole may then recombine
with the emission of a phonon more readily. Whilst Auger and trap assisted recombina-
tion are important non-radiative recombination modes, surface recombination is often the
dominant process.[94] Additionally, in a polycrystaline material the surface area is likely
to much higher due to grain/crystallite boundaries than an equivalent epitaxial layer. Sur-
face recombination rates may be treated in the same way as trap assisted recombination
in the Shockley-Read-Hall expression by modication of volume with areal parameters
since the location of the defects is not dened in this equation.[95] The carrier densities
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The recombination rate at the surface will be greater than the rate inside the crystal.[94]
Under non-equilibrium conditions there is net ow of carriers towards the surface leading
to a denition of the surface recombination velocity.[95] This velocity can be a signicant
fraction of the thermal carrier velocity ( 107 cm.s 1) with recombination dominant in
the bulk for velocities  103 cm.s 1 and surface recombination dominant above, limited
by the thermal carrier velocity.[95] If the morphology of the sample is considered then the
lifetime of the luminescence may be evaluated. If carriers are generated in the centre of
a 200 nm diameter crystallite then the time taken for a carrier travelling at 107 cm.s 1
(thermal velocity at 298 K) to reach the surface will be of the order 1 ps. If the carrier
is travelling much slower (103 cm.s 1, i.e. as a result of scattering events in the crystal
lattice) then the time taken to reach the surface may be 10 ns. A measure of the lu-
minescence decay rate can therefore indicate the dominate recombination process in the
sample.
The principle advantage of using PL as a means of characterisation is that it is a powerful
indicator of material quality. As mentioned above, the presence of impurities will have
a pronounced eect on the intensity of intrinsic luminescence, as well as a structure to
the extrinsic luminescence. In the highest quality material it may be possible to observe
excitonic luminescence, as the quality decreases only band-to-band luminescence will be
seen, as the level of impurities increases further the appearance of low energy defect bands
will occur and the band gap luminescence will disappear. The temperature dependence of
the band gap may be used to determine a number of physical properties of the material,
such as the thermal activation energy. PL can also be a fast characterisation technique.
In highly luminescent samples it is possible to take measurements in milliseconds, full
mapping of large samples is then limited by translation and spectrum processing speeds.
Mapping of the samples allows the homogeneity of the material to be characterised in
a non-destructive, relatively fast manner and may be far more sensitive than any of
the other compositional techniques discussed. As well as identifying the quality of the
material, PL can also be used to support that the correct material has been deposited;
the starting elements are known, and the range of band gap positions for a large number
of materials are available. There are a number of disadvantages however. PL only works
if the material is of good quality. Suppression of intrinsic luminescence will occur in
materials that contain high levels of impurities or are non stoichiometric. The availability
of spectrometers also has an eect, wide band gap semiconductors are easier to characterise
as there are a number of suitable spectrometer technologies, however as the band gap
narrows the availability of suitable detectors becomes problematic.
Photoluminescence measurements were made using a custom system, shown schematically
in Figure 3.12. Parts of the system were changed for dierent applications, however the
basic geometry remained. The samples were pumped using irradiation from a laser source,
this was predominantly the 364 nm line from an Ar-ion laser, although a 325 nm HeCd
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Figure 3.12: Schematic of the photoluminescence setup. The spectrometer used was
an Ocean Optics HR4000, other bre coupled spectrometers may be used however. The
sample XYZ stage was replaced with a cryostat mounted on and XYZ stage for low
temperature measurements.
in Section 4.1. The incoming beam was focussed to an elliptical spot on the sample
determined to be 280 by 180 m in size ( = 364 nm, measurement between points of 1
e2
maximum intensity) giving an average power density of 125 W.cm2 for a 50 mW beam.
This beam is brought into the sample at an angle of around 30 to the normal. This spot
is then imaged at normal incidence by a lens to collimate a portion of the luminescence.
This collimated beam is then passed through a 45 dielectric laser mirror for the pump
wavelength to remove any scattered light. This ltered beam is then focussed onto the
facet of an optical bre, coupled to grating spectrometer (Ocean optics HR4000) tted
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Low temperature measurements were made by replacing the sample stage with an Oxford
Instruments helium cooled, cold nger, cryostat with ITC502 temperature controller. The
sample was mounted on the cold nger and the cryostat evacuated to high vacuum and
liquid helium drawn through the nger. By varying the liquid helium ow rate, the
temperature could be dropped and controlled down to 2.9K.
Photoluminescence mapping was achieved via computer controlled actuators on the trans-
lation stages used to mount the samples. A custom Labview program was written that
controlled the actuators and the spectrometer and took spectra in incremental steps along
a series of lines based upon the sample dimension and resolution required.
Analyses were made using custom routines written in Igor Pro V 5.05A to plot the data
and t Gaussian functions to the spectra. Fits were made using increasing numbers of
components until the residuals were minimised. Customised Igor routines were created
that automatically imported the data from PL map les, attempted to t a Gaussian
function to the band edge luminescence, integrate the area of this function, integrate the
total luminescence (excluding any residual laser light), and plot the FWHM, intensity,
and position of the band edge luminescence based upon the Gaussian function in addition
to a ratio of luminescence from the band edge versus total luminescence.Chapter 4
Supercritical Chemical Fluid
Deposition of Cadmium Sulde
There has been extensive research into the deposition and properties of CdS thin lms.[96]
A large portion of this work stems from the importance of CdS in the fabrication of
CuInSe2 and CdTe photovoltaic cells as a cheaper alternative to silicon solar cells.[96,
97, 98, 99] CdS may be deposited from a wide range of techniques, including chemical
bath deposition (CBD), [100, 98, 99] chemical vapour deposition(CVD),[101, 102] pulsed
laser deposition (PLD), [96, 103] and electrodeposition (ED) [97, 104] to name a few.
The quality of the material varies between the deposition methods. Whilst chemical bath
deposition is favoured due to its scalability and relatively low cost [99] the material is
known to often be S decient [96, 98] although epitaxy is reported on InP and GaP
substrates.[105, 106, 99] Recently CdS has gained interest in the eld of semiconducting
nanostructures. Reported lasing from a CdS nanowire is an interesting example.[107] A
potential application for these is in on-chip optical interconnects; a high refractive index
contrast denes the cavity and losses may be lower than photonic crystal and plasmonic
nanostructures proposed.[108] The nanowires studied were prepared in the bulk phase
and drop cast on a substrate, however to achieve large scale production a directed growth
method would be favourable. Supercritical uid deposition is an ideal candidate due to
its ability to deposit in conned channels and pores.
The work presented in this chapter is one aspect of a collaborative project between the
Universities of Southampton, Nottingham, and Manchester. The University of Manch-
ester was responsible for precursor design and synthesis whilst the majority of the samples
grown in this study were deposited by Dr Jixin Yang at the University of Nottingham.
The University of Southampton contributed the design and modelling of reactors, and the
characterisation of the samples produced. My role in this project has been the character-
isation of the samples produced and the interpretation of the data. I have selected and
performed the characterisation techniques used, with the exception of those at external
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facilities (SIMS, AES, and XPS). The analysis I have made has been used to design further
experiments. I have also assisted in the deposition of lms from reactor designs 2 and 3
whilst they were in the development stage here at the University of Southampton, and
have sucient knowledge of all reactor designs that I could repeat any of the experiments
presented here.
4.1 Design 1: Hot Wall
The rst reactor consisted of a cylindrical tube positioned in a furnace set to the reaction
temperature, with a at stage for the substrate to rest upon (described in more detail
in Section 2.3). This is the simplest style of reactor possible, in addition to being cheap
and disposable. The ability to construct a new, clean, reactor was important in the rst
stages; new precursors were being tested to deposit a variety of II-VI semiconductors
and this approach avoids cross contamination. Whilst, as will be shown in this section,
the quality of the CdS deposited was not high it allowed the viability of deposition of
II-VI semiconductors from a SCF to be tested. The obvious drawback of this approach
is that the reactor is heated all around, which allows the whole reactor to reach sucient
temperature for the thermal decomposition of the precursor to occur. This reactor did
however prove that crystalline CdS could be deposited from some of our precursors. Cad-
mium sulde became the focus and the rst sample produced from this reactor produced
a promising photoluminescence (PL) spectrum. When the deposition conditions were
varied to improve upon this the luminescence disappeared, and was not recoverable even
when the original conditions were revisited. The following section presents the analysis
of the sample morphology, chemical, and optical properties. The CdS lms deposited by
this method were often powdery in nature, exhibiting poor optical properties, and were
not stoichiometric.
4.1.1 Morphology
4.1.1.1 Visual Appearance
Upon initial visual inspection the samples from this generation are characterised by their
matt appearance, and the apparent powdery surface. This powdery material is non ad-
herent; large amounts fell o when the sample was lightly tapped. This suggested that
the lm was covered by a layer of material that grew homogeneously in the uid, or on
the reactor walls and was transported to the substrate. In addition to the powder on
the substrate large amounts of powdery material were present inside the reaction tube.
Figure 4.1 shows a photograph of a typical sample from the hot wall reactor.
The sample appears matt yellow in appearance; CdS was used as the pigment cadmium
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Figure 4.1: Photograph of Hot Wall sample grown at 673 K, 1 ml.min 1, 18 MPa for
72 hours. The stripe on the left edge is where the sample was lightly brushed with a
cotton swab, entirely removing the lm.
of the sample has been lightly brushed with a cotton swab and this has almost entirely
removed the coating indicating poor adherence. There is a lightly coloured region on
the boundary between the swabbed and unswabbed areas, which is most probably the
heterogeneously deposited lm after the homogeneous deposit has been brushed away.
Attempts were made to measure the optical reectivity but due to the roughness of the
powdery material the fringe visibility was poor and model spectra could not be tted. The
powdery surface is not surprising, given the all round heating approach of this reactor
design decomposition is likely to occur on the reactor walls and in the uid in addition
to the substrate surface.
4.1.1.2 SEM
A more detailed examination by SEM revealed that the lms have a multilayer structure;
a thin, compact, layer at the substrate interface with less dense, more particulate based,
layer(s) on top. Figure 4.2 presents two images showing a signicant change in surface
morphology as the reaction pressure is reduced from 18 to 9 MPa. The sample presented in
A, and the inset, show a tightly packed layer on the substrate, approximately 300 nm thick,
on top of which needle like growth of ca. 1 m long, thin wires grow and large particulates
rest. The fact that the needle like structures are on top of a tightly packed layer, and that
the large particulates show a needle like substructure suggests that these occur as a result
of homogeneous reactions, i.e. in the uid rather than at the substrate surface. Figure
4.2B presents a sample grown at 9 MPa, the rst terrace is a cleaving artefact where
the SiO2 has separated from the Si substrate. There are again a series of needle like
crystallites, however they originate from the sample surface and are stubbier in nature
indicating they have been formed via heterogeneous deposition, again homogeneously
deposited particles can been seen on the sample surface, but they are less abundant.
Computational uid dynamic simulations, made by Dr Jason Hyde, can be used to provide
a plausible explanation for this dierence in surface morphology. Figure 4.3 presents two
dimensional projections (from 3D models) of the two conditions above. In Figure 4.3A,Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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Figure 4.2: Scanning electron micrographs of two samples grown at 698 K, 1 ml.min 1
and A) 18 MPa, B) 9 MPa.
a simulation of 18 MPa, it can be seen that a large recirculating eddy is formed in the
region between the inlet and the step edge of the copper stage. This forms when the
cold, denser than average, uid enters the reactor (1) and sinks, when it reaches the
copper stage (2) it heats rapidly, expands, becoming more buoyant, gaining velocity and
rises directly upwards. As the 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reactor, this upward stream divides and a small portion makes it towards the substrate,
whilst the bulk curls back towards the entrance tting (3) into a recirculating eddy (4).
This recirculation prevents the reagent rich scCO2 from reaching the substrate. Fluid
from the hot back eddy starts to cool towards the entrance tting and falls, it is hotter
than the rising uid so heats the this recirculating eddy. The uid within this recirculation
eventually becomes hot enough for homogeneous deposition to occur. The back eddy is
a feature that has been seen in simulations, and conrmed experimentally, in our tubular
reactors. In this case it divides a portion of the uid (5), pushing some down onto the
surface where heterogeneous reactions may occur, and pushing the rest of the uid back
towards the entrance. This back eddy and recirculation provide a means for particles
formed away from the substrate, either homogeneously within the uid or on the reactor
walls, to be transported to the substrate.
Figure 4.3B presents the same reaction performed at a lower pressure of 9 MPa. Many
of the features of the ow are preserved, with a few notable exceptions. The uid enters
and sinks in the same manner (1), however due to a higher velocity (0.01 vs 0.006 ms 1)
there is a shorter contact time with the front step edge and a 35% reduction in density
change (hence buoyancy), leading to a less signicant updraft (2). A smaller proportion
of the uid curls back towards the entrance (3) and the large recirculation is not present
(4). The hot back eddy is still present, although the upwelling of the reagent rich scCO2
helps cool this ow and reagent rich scCO2 is forced down to the substrate where hetero-
geneous reactions may occur. This was supported experimentally by the observation of
less precipitate in the tube before the step edge.
4.1.1.3 XRD
X-ray diraction was used to investigate the crystallinity of the material, and also as
a primitive means of looking for impurities. Figure 4.4 presents a typical diractogram,
showing an extra reection at ca. 33 2. The diractogram is similar to that from a pow-
der, indicating the lms are polycrystalline with little or no preferred orientation. Given
the powdery nature of the surface observed by SEM this was expected. General Structure
Analysis System (GSAS) software [109] with ExpGUI [110] was used to perform Reitveld
analysis of the diractogram. The lattice constants of the material were determined to
be a = b = 4:12613(16)  A, c = 6:6961(6)  A using this method.
Possible sources of the extra reection are from the cubic, , phase of CdS, and also from
CdO. -CdS has unique reections at 30.74 and 64.01 2, there is no evidence of this
second unique reection, and the rst should occur at a lower angle than the extra peak.
It is possible that water was present, adsorbed onto the reactor wall, thus CdO may have
been produced in the reactor. CdO is a good t for the reection at ca. 33 2, however
it also has a second reection (87% intensity) at 38.33that is not observed. The samples
were grown on a crystalline Si/SiO2 substrate, a reference scan of the bare substrateChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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Figure 4.3: Particle traces from a 2D projection of the front section of the hot wall
reactor for two reactions at 698 K, 1 ml.min 1 and A) 18 MPa, B) 9 MPa. Regions 1-5
indicate 1: Fluid entrance, 2: Fluid hits step edge, 3: Back mixing occurs, 4: Downward
ow back into tting, 5: Upward ow meets back eddy.
does not show a peak here however. The diractograms demonstrate that polycrystalline
CdS was deposited, the CdS was of the hexagonal phase with no evidence of cubic CdS,
however there was an unidentied, but crystalline impurity.
4.1.2 Photoluminescence
Luminescence measurements on samples from this generation were made using excita-
tion from a 248 nm, frequency doubled, Ar-Ion laser. Cadmium sulde is a medium gapChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 65
Figure 4.4: XRD of CdS sample grown on Si/SiO2 (300 nm) at 673 K, 18 MPa for 72
hours. Sample positioned 10 mm from front edge of stage. Data obtained by Dr Matthew
Markham. Bottom box shows three reference les: -CdS from JCPDS 41-1049, -CdS
from Hawleyite,[4] CdO from Monteponite.[4]
semiconductor and has a direct transition located around 2.42 eV, giving rise to lumines-
cence normally referred to as the green emission band (GE).[111, 103] This is attributed
to band-band emission and varies slightly in energy according to the growth method.
When a small number of defects are present a second, broader, band is observed around
1.7 eV, termed the red emission band (RE), that is associated with sulfur trap or surface
states.[112] Figure 4.5 presents the photoluminescence (PL) spectrum of the rst CdS
sample produced from the hot wall reactor. The sample exhibits a narrow emission at
2.44 eV characteristic of the band edge emission expected of CdS. Temperature dependant
measurements were made that showed this emission shifted, and narrowed, as would be
expected of band-edge emission.
Subsequent samples did not show this PL, in the majority of cases there was no lumi-
nescence observed from the samples. The experiment was also performed using a HeCd
laser, operating at 325 nm, to ensure that the excitation source was not responsible forChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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Figure 4.5: PL spectrum from the rst SCFD CdS sample, narrow band edge lumines-
cence is evident at 2.44 eV. Data obtained by Dr D Smith.
the anomalous luminescence. There was no change in the result therefore the excitation
was ruled out as a cause. Isolated regions of certain samples did show anomalous PL.
These regions usually numbered no more than 6 per sample and were of the order of the
focussed laser spot in dimension, i.e. 250 m. These spectra could normally be classied
into three forms, presented in Figure 4.6, tentatively labelled types 1, 2, and 3 based on
the frequency of occurrence. These were seen visually as blue (type 3), or white (types 1
and 2) spots, not the green that is expected of CdS.
It is worth noting that type 3 spectra often decayed to type 2 after prolonged irradiation,
indicating some of the features of these spectra are due to chemical, or structural, defects
that change as a result of the irradiation. Multiple peaks were tted to a number of
each of the three types of spectra in order to identify the luminescence bands responsible.
The ts were done using wavelength for the x axis, converting to energy after the t. A
Gaussian function was found to give the lowest residual values. Table 4.1 presents these
results.
Due to the technological importance of CdS a body of literature exists on luminescent
defects within CdS, mainly in material grown by CBD. Table 4.2 presents the energies of
these defects and the origin attributed by the authors. From this it is possible to assign
a probable origin to three bands observed in our samples, bands 3, 6, and 7. A defect
at 2.82 eV, corresponding with band 3 and overlapping band 4 in our samples, has been
attributed to the presence of excess sulfur in samples.[112, 113] Whilst the stoichiometry
of these samples is not known, it is possible given the small size of defects that a sulfur richChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 67
Figure 4.6: Three representative PL spectra of the common types observed.
Band Type 1 Type 2 Type 3
Position (FWHM) Position (FWHM) Position (FWHM)
eV eV eV
1 3.18 (0.52)
2 2.95 (0.28) 3.00 (0.17) 3.01 (0.14)
3 2.80 (0.19) 2.83 (0.18) 2.85 (0.18)
4 2.67 (0.47)
5 2.54 (0.31)
6 2.46 (0.28) 2.46 (0.50)
7 2.38 (0.71)
8 2.30 (0.59)
Table 4.1: Luminescence bands observed in defective CdS samples.
deposit exists within the sample. The decay of this band, along with that of band 4 upon
irradiation makes this a plausible assignment. The luminescence at 2.45 eV (in samples
with a band gap of 2.54 eV), corresponding to band 6, has previously been assigned to
both the presence of both Cd,[104] and S,[96] interstitials. It has been reported that Cd
atoms can be generated photochemically as well as the loss of surface sulfur from heating
of CdS,[114] and also as a result of irradiation.[115] Ramsden et al. have reported a defect
band at 2.37 eV, band 7, due to the presence of interstitial sulfur.
Whilst the CdS deposited was crystalline, generally it was not of good enough quality to
be luminescent. There are a number of reasons this may have been the case. The rstChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 68
Energy (eV) Defect Reference
2.82 Excess sulfur [112, 113]
2.45 Interstitial cadmium [104]
2.45 Interstitial sulfur [96]
2.37 Interstitial sulfur [116]
2.20 Interstitial cadmium [117]
2.14-2.19 Excess cadmium [112, 113]
2.04-2.11 Interstitial cadmium [96, 114]
1.70-1.87 Sulfur vacancy [112, 113, 96, 116, 117]
1.65 Sulfur vacancy [114]
Table 4.2: Luminescence bands observed in defective CdS samples from literature.
hypothesis was that the material was not stoichiometric, and was in fact S decient. Post
growth treatment of lms is not uncommon and tend to focus upon annealing in a sulfur
atmosphere to correct a deciency, or to prevent sulfur loss when attempting to transform
amorphous/cubic material to the hexagonal phase. SEM-EDX analysis suggested the
samples were close to stoichiometry, and possibly S rich, however a strong Si background
signal means the observed at.% is low, given the relatively large error associated with
this technique it is still possible the samples were Cd rich. To test this hypothesis two
approaches were decided upon, rstly an annealing experiment was tried to see if the
luminescence was improved, secondly, better compostional information was obtained using
Auger emission spectroscopy. The second hypothesis was that impurities were quenching
the luminescence. To test this hypothesis better chemical information was required and
secondary ion mass spectroscopy (SIMS) was used to obtain this.
4.1.3 Sulfur Annealing
It is not uncommon for CdS to be annealed in a sulfur rich atmosphere after growth. [117,
118, 119] This is done for one of two purposes; to improve the crystallinity, or to correct a
deciency of sulfur in the lattice. The analysis of the PL presented, suggesting interstitial
Cd as source of some luminescence, led to a trial experiment where samples were annealed
under a sulfur atmosphere. A series of samples were selected, for which the PL spectra had
already been acquired, and placed in a tube furnace. The furnace was heated to 773 K
whilst a ow of sulfur, evaporated in an argon atmosphere at 473 K, passed through.
An initial experiment of 3 hrs duration showed no change in the luminescence spectrum,
a second experiment of 22 hrs duration however did show improvement. A number of
samples from this series showed an increase in the number of luminescent sites, and in
a couple of samples the RE band, due to sulfur defects, appeared in the luminescence
(presented in Figure 4.7). XPS analysis performed by Thermo Fisher Scientic on this
sample showed that the sulfur put into this sample was primarily a mixture of elemental,
and sulfur in a higher oxidation state (SO 2{
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Figure 4.7: Photoluminescence of a sample annealed in Ar + S atmosphere at 773 K for
22 hrs. Broad luminescence is evident in the band-gap region, along with the emergence
of the RE band associated with sulfur.
4.1.4 Auger Emission Spectroscopy
SEM-EDX analysis does not provide a high enough accuracy for good quantitative analysis
(1 at.% under optimal conditions) and has a large sampling volume. Auger emission
spectroscopy was selected as it is possible to routinely get an order of magnitude greater
accuracy in the quantication and is much more surface sensitive. AES analysis was
performed on both an annealed, and an unannealed, piece of a sample. Samples were
sputtered to allow the Cd:S ratio to be analysed as a function of depth. The depth prole
data is presented in Figure 4.8. It can be seen from this that the unannealed sample
is very sulfur decient in the top two thirds of the sample. The sample then becomes
sulfur rich towards the bottom of the layer. The annealed sample however is sulfur rich
throughout the layer. The annealing appears to have over corrected for the sulfur loss in
the top half of the layer. The bottom half of the layer then shows an increase in sulfur
content again. This increase follows the same rate as the unannealled sample so it is likely
the additional sulfur has not diused this far into the lattice.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 70
Figure 4.8: AES depth proles of an annealed sample along with its unannealed coun-
terpart. A prole of a single crystal is presented for reference.
4.1.5 Secondary Ion Mass Spectroscopy
Secondary ion mass spectroscopy was used in order to look for any chemical impurities in
the samples. Both static and dynamic modes were used. Static SIMS (presented in Figure
4.9) was used to look at the mass spectrum of the, as grown, surface of the sample. A
number of metallic impurities were identied in this, namely; C, Na, Fe, Cu, Zn and Pb.
Due to the requirement for ion-implanted calibration standards in SIMS no quantitative
information about the level of impurities was obtainable for our samples. The detection
limit of SIMS is 410 5 % at., so levels presented are at least signicant. The presence
of sodium is small, and most likely related to unclean handling of samples, or substrates,
pre- and post growth. Copper can be explained due to the copper stage, which is used for
improved thermal transfer, in the reactor. Iron is explained due to the steel reactor; this
impurity cannot be removed in this design of reactor. The presence of Zn and Pb in the
mass spectrum is not well understood. Neither of these elements are naturally present in
any of the materials used in the construction of this reactor. It is however possible that
there was some contamination of components common to both the reactor used for this
deposition and the reactors used in the deposition of other chalcogenide materials.
Dynamic SIMS was used to investigate how the relative proportions of Cd and S vary
throughout the layer, in addition the relative concentration of the impurity elements
identied could be measured as a function of depth. Thirteen isotopes of 9 dierent
elements related to the contamination or composition of the sample were selected. The
intensity of their signal as a function of exposure time to the primary ion beam (in eect
the sputter time) was recorded. The result of this for the signicant elements is presented
in Figure 4.10. The Si signal was used to identify when the layer had been sputtered
through, and the point at which substrate eects make the data unreliable. From this dataChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 71
Figure 4.9: Static SIMS of CdS on Glass.
it is seen that the Cd and S signals remain constant in relation to each other throughout
the sample, indicating the stoichiometry of the sample remained constant. The Cu signal
shows a slight increase towards the substrate. If the Cu were to originate from the heating
stage this would be expected; as the deposition proceeds the stage will also become coated
in CdS thereby passivating it. The Fe signal remained constant; this is to be expected if
iron is being leached from the reactor. The use of aluminium cylinders for the storage of
wet or high purity CO2 is standard since even small amounts of water (50 ppm) can cause
signicant damage to steel cylinders from the formation of carbonic acid and rusting
to the extent a safety notice was introduced by the Health and Safety Executive after
numerous cylinder failures.[120] It is therefore possible that Fe, solvated before the hot
zone, is incorporated into the CdS as it is deposited.
4.1.6 Conclusions
The hot wall reactor, proved that crystalline -CdS could be deposited from a SCF phase.
An initial sample proved to be of good optical quality, but subsequent samples were not.
The analysis of samples highlighted a number of failings in this reactor design, the most
predominant being that the whole reactor was at sucient temperature for decomposi-
tion of the reagent. The result was that both homogeneous and heterogeneous reactions
occurred, leading to both thin lm deposition and particulates which ultimately covered
the substrate. A second eect of this approach to sample heating was the formation of
thermal eddies (i.e. convection cells) that lead to non-uniform uid ow across the sam-
ple. Chemical analysis of the samples showed that the CdS was not stoichiometric and
contained a number of metallic impurities, although post treatment in a sulfur atmosphere
could improve the optical properties.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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Figure 4.10: Dynamic SIMS of a hot wall grown CdS sample showing the intensity of
one isotope of signicant elements observed.
4.2 Design 2: Warm Wall
A second design of reactor was made which eliminated a number of these eects. Rather
than heating the reactor body to get the substrate and uid to a temperature at which the
precursor decomposes, a reactor was designed where the substrate sits on a \hot-nger"
projected into the reactor that is at sucient temperature to cause decomposition. This
design of reactor is termed warm wall as the heating of the nger causes the uid and
the outer steel vessel to warm, with sucient care this can be done such that the uid is
supercritical but below the decomposition temperature.
In addition to the modication of the design of the reactor, the conditions under which the
samples were deposited were revised. The results from the sulfur annealing experiments
revealed that the as grown samples were sulfur decient, most probably a result of the
higher partial pressure of sulfur compared to cadmium. The loss of As from GaAs in CVD
growth is well reported due to the same problem.[121] As a rst step conditions were
trialled such that the samples were grown at the lowest possible temperature ensuring
decomposition of the precursor, but with an acceptable growth rate. In addition to this
it was decided to attempt to correct the sulfur deciency at the growth stage since it is
more preferential to grow good quality material from the outset than to \x" it after the
fact. Hydrogen sulde is a good candidate to correct this deciency since it is both a
powerful reducing agent and a sulfur source. However this presents many challenges both
in the safety aspect of using H2S, and the practical manner of introducing a gas into our
design of reactor. Butanethiol, 1-BuSH, was selected to be the source; it decomposes to
form H2S at the reaction temperature,[122] it is a liquid, and it is relatively safe.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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The following section presents an analysis of the samples produced from two sets. The
rst sample set, CdS-2A, examined the eect of temperatures between 588 and 623 K
on the samples both with, and without, additional sulfur from 1-BuSH. A full list of
deposition conditions can be found in Table C.1 of Appendix C. A change in reaction
temperature has not only a direct aect upon the kinetics of precursor decomposition,
it has an eect on a number of the carrier uid properties. When held at a constant
pressure and ow rate (i.e. the mass ow remains constant) the most noticeable eect
is in the uid density and hence velocity. The 35 K increase in temperature reduces the
uid density by over 6 % (83 to 77 kg.m 3) and raises the uid velocity over the hot
nger by 7 % (0.387 to 0.414 ms 1). The second sample set, CdS-2B, examined the aect
of varying the relative concentrations of 1-BuSH to CdS[Hex] (from 0 to 75:1) at two
temperatures. A full list of deposition conditions can be found in Table C.2 of Appendix
C. The principle aim in these experiments was to nd the balance point between the loss
of lattice sulfur due to temperature and the generation of H2S from 1-BuSH. There were
issues with the long term stability of the reactors used for the depositions; the heater
cartridge failed after 10-15 thermal cycles (ca. 300 hours). To ensure that samples within
a set were comparable the sets presented were grown with a new reactor after at least
two \conditoning" experiments to reduce contamination. A freshly synthesised batch of
precursor was also used for each set to ensure consistency also.
4.2.1 Morphology
4.2.1.1 Visual Appearance
The samples from this reactor, unlike samples from the hot wall reactor, appeared shiny,
displaying brightly coloured fringes associated with interference eects in almost all cases.
The exceptions to this are the samples grown at the highest 1-BuSH concentration, which
were powdery in nature. The iridescent fringes indicate that there are thickness inho-
mogeneities within the samples, this is an issue that has aected the samples to varying
degrees. Figure 4.11 presents three photographs of samples displaying diering interfer-
ence eects associated with uid ow. Image A presents an ideal sample, the fringes
are almost symmetrical about the centre of the sample. Computational uid dynamic
modelling of the reactor in this section, which is a bowed rectangle in shape, reveals the
uid velocity to be highest at the sample edges. The thickness prole (observed from
interference fringes) therefore suggests that the deposition is not mass transport limited;
a higher velocity would lead to increased thickness in this case. Figure 4.11D presents
a chart showing the thickness of CdS with respect to the visual colour, illustrating the
reasonable approximation of thickness that can be made from the order of fringe observed,
or indeed specic colour. A more detailed explanation of this technique is given in Section
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Figure 4.11: Two photographs of CdS samples grown in the warm wall reactor. Flow is
from left to right. Large ruler divisions are 1 mm, small divisions are 0.5 mm. A) Sample
CdS-2B-59845-2 showing an ideal, symmetric, deposition. The right hand piece appears
dark due to illumination eects opposed to material properties. B) Sample CdS-2B-
61815-4 showing a curved prole part way along the sample. C) Sample CdS-2B-59815-6
showing a sample with large inhomogeneities due to ow. The bright yellow region of the
rightmost piece is powdery deposit. D) Chart showing CdS thickness for a given colour
at normal incidence.
Images B and C in Figure 4.11 show samples where there is minor, and moderate, coax-
ial misalignment of the hot nger respectively. In the middle image this misalignment
manifests at about 23 mm along the sample where the interference fringes start to bend
towards the bottom of the sample as the uid begins to curl around the nger. This
problem arises due to the steel nger in which the heater is mounted not being located
co-axially within the tube acting as the outer pressure vessel of the reactor. There is only
a little over a millimetre of clearance between this nger and the wall, so any deviation
from this drastically alters the path that the uid will ow along through this region.
When combined with the change in the density of the uid as it is heated in this region
there can be large changes in the uid velocity and a swirling pattern can be set up that
curls around the nger as it ows along the sample. The bottom image presents a sample
with a more serve inhomogeneity, the curl on the sample occurs much earlier and on the
rear (right) sample there is thick layer of yellow, powdery, deposit with a sharp, curved,
transition to a thinner layer of smooth, heterogeneous, deposit.
The visual appearance of the samples allows trends to be observed in the samples that may
otherwise be discounted due to the inhomogeneities mentioned. A number of trends could
be observed within, and between, the sample sets this way. The rst point of note was
that the addition of 1-BuSH increased the thickness considerably (by a factor of 2-3) at all
concentrations. As the concentration of 1-BuSH was increased the samples lose their shiny
appearance and become much more matt and, as the illumination incidence/viewing angle
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the samples appear thinner, observed via the appearance of bluer fringes and the loss of
higher order fringes.
4.2.1.2 Optical Reectivity
Unlike the samples from the hot wall reactor it was possible to obtain good reectivity
data from the samples grown in the warm wall reactor. This is attributed largely to the
absence of homogeneous deposits that previous reduced the fringe visibility and caused
large thickness variations across the sampled area. Figure 4.12 presents an optimal t
of CdS-2B59845-2. The best t was obtained with 429 nm of CdS, and 308 nm of SiO2
on a Si substrate. This agrees well with other measurements made by prolometry of
the CdS layer (420  20 nm) and the manufacturer's specications of the oxide thickness
(300  10 nm). The excellent agreement in observed spectrum and theoretical t at lower
energy/longer wavelengths conrm the visual observation that these samples are highly
reective. A strong absorption associated with the CdS band gap was also observed at
around 2.50 eV. A decreased fringe visibility is seen at high energies. The wavelength of
light at these energies is equivalent to the crystallite size and the surface of the lm is
quite rough at this scale. It was assumed that enhanced scattering is occurring, which
acts to decrease the fringe visibility.
Figure 4.12: Optical reectivity spectra of sample CdS-2B-59815-1 showing the ob-
served spectrum and a model corresponding to 429 nm of CdS on 308 nm of SiO2.
These modelled spectra can be used to determine the colour sample should appear. This
is done by multiplication of an additional function over the wavelength range (one for
each colour of the palette used, i.e. red, green, and blue) and then integration of this
product to give a position in colour space. This additional function is known as a colour
matching function and describes the chromatic response of the human eye. The colour
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colour space (CIE XYZ 1931) colour matching function.[123] Figure 4.13 presents the
value of these functions with respect to wavelength. This was achieved by modelling a
CdS layer on top of a 300 nm SiO2 layer on a Si substrate. The results of many of these
simulations were then multiplied by the colour matching function and integrated before
a transformation into RGB colour space for plotting. Figure 4.11D illustrates this colour
map. Care must been taken when using these maps however as they do not account for
the three dimensional nature of colour space; they present the chromaticity but not the
luminosity. These colour maps have been veried experimentally with spot reectivity
measurements of a CdSe sample.
Figure 4.13: Plot showing CIE X, Y, and Z values as a function of wavelength.
4.2.1.3 XRD
Diractograms were obtained for a number of samples. In all cases they could be matched
to hexagonal, -CdS with no evidence of the unique reections from the cubic phase and
the low baseline implies that the samples are highly crystalline. The inhomogeneities
seen visually in the samples also manifest in the XRD patterns. In some cases the sam-
ples can be matched to JCPDS 41-1049, an accepted pattern of -CdS, other samples
match JCPDS 77-2306 which is also an accepted pattern of -CdS. Figure 4.14 presents
two diractograms matching these two JCPDS reference les. The top diractogram,
matching JCPDS 41-1049 (a = 4:140;c = 6:719  A), is from sample CdS-2B-59815-6 and
taken from the region around spot  presented in the AES/PL results later. The bot-
tom diractogram, matching JCPDS 77-2306 (a = 4:136;c = 6:713  A), is from sample
CdS-2B-61815-4 and again taken from the region around spot . Diractograms were
obtained at a number of incidence angles for sample CdS-2B-06 and there was no change
in the relative magnitudes of the three primary peaks, indicating that there is no preferred
orientation in the sample. In addition to these two patterns, in some areas of the samples
the magnitudes of the reections matched neither of these diractograms.
Polytypism was explored as a possible explanation for the diering intensities of these
peaks. Materials are considered polytypic if they occur in several di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Figure 4.14: Diractograms of CdS samples grown in the warm wall reactor. Top)
JCPDS 41-1049. Middle) Sample CdS-2B-59815-6 matching JCPDS 41-1049. Bottom)
Sample CdS-2B-61815-4 matching JCPDS 77-2306. XRD Measurements made by Dr
Jason Hyde.
modications, which may be regarded as built from stacked layers of nearly identical struc-
tures and compositions, and if the modication diers in the stacking sequence only.[124]
Gibson et al. presented simulations of polytypism in CdS where the cubic (zinc-blende,
face-centred cubic) and hexagonal (wurtzite, hexagonal close packed) modications were
used.[125] They presented specic examples where the cubic, abc, stacking sequence was
introduced into the hexagonal, ab, stacking sequence and more general summations of
a number of simulations of random, more cubic, and more hexagonal character. These
simulations show the introduction of cubic character to the lattice serves to broaden the
linewidths of the reections with the introduction of the cubic reections, often to the
extent that they merge to a single band or as shoulders on main peaks. At the same time
a number of the hexagonal peaks become suppressed, primarily the [102] re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is no evidence of broadening of the peaks, suppression of the [102] peak, or peaks of cu-
bic character. It therefore seems reasonable to exclude polytypism from hexagonal-cubic
mixed phases. A much better t to the diractograms could be obtained by varying the
proportions of the two -CdS phases presented above.
4.2.1.4 SEM
Scanning electron micrographs were obtained for a number of samples from this reactor.
Initially SEM was used as a means of identifying whether the new reactor design had im-
proved the morphology of the sample by favouring heterogeneous deposition. Subsequent
images were made on samples identied as interesting by other characterisation techniques.
Figure 4.15 presents two micrographs from the samples characterised by XRD above. It
can be seen that the morphology of the samples is completely dierent in these two images.
Image A is of sample CdS-2B-59815-6 in the vicinity of the XRD analysis. The sample
is composed of densely packed crystals (as evidenced by cross-sectional images) that are
of a hexagonal pyramidal shape. The most common phase of CdS is hexagonal having a
Wurtzite, or hexagonal-dihexagonal pyramidal structure of space group P63mm. If the
crystals in image A were allowed to grow unimpeded then they would have this shape.
Image B is of sample CdS-2B-61815-4 and reveals the lm to be composed at the surface of
densely packed thin platelets, with the homogeneously grown surface particulates having
an oak-leak appearance. Images taken inside an AES crater on sample CdS-2B-61815-4
show needle like structures, although it is dicult to ascertain whether this is a result of
the sputtering process or if the samples grew this way.
4.2.2 SIMS
Both static and dynamic SIMS was used on a number of samples to identify whether
contaminants were still present and how their concentrations vary throughout the lm.
In the rst samples that were produced from this reactor there was a high level of indium
contamination seen. The cause of this is assumed to be due to molten indium, used as
an adhesive, owing out from underneath the sample and beading up the sides and onto
the surface whilst the substrate is being mounted. Once this was identied a modication
was made to create a small recess in which the indium could sit and expand into. Further
samples showed signicantly less contamination, but it was still present. Dynamic SIMS
reveals the contamination to be most signicant at the lm/substrate interface supporting
the hypothesis that contamination occurs initially rather than doping of the lm during
growth.
Analyses of the static SIMS spectra (presented in Figure 4.16) reveal the samples to
have fewer contaminants than previously seen in the hot wall sample (Figure 4.9). The
identiable contaminants are C, Na, Fe, Cu, and In. Whilst quantitative comparison is notChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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Figure 4.15: Scanning electron micrographs of CdS samples grown in the warm wall
reactor. A) Sample CdS-2B-59815-6. B) Sample CdS-2B-61815-4.
possible given the need for specic calibration standards, if the assumption is made that
there was no signicant change in the matrix, relative signal intensities may be compared.
Using the Cd signal for normalisation it is noted that the C, Fe, and Cu signals are an
order of magnitude lower, the presence of Pb and Zn is no longer seen, whilst the Na signal
remains unchanged. The absence of Pb and Zn suggest that the previous conclusion thatChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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they originated from cross contamination due to common components was correct; the
warm walled reactor had only deposited CdS, so no opportunity for cross contamination
arose. The reduced C and Fe signal is likely a result of the surface area of hot steel being
reduced, in addition to a higher uid velocity, so that the uid does not remain as hot
as long leading to cleaner decomposition. The presence of a Cu signal suggests that the
copper heating stage was not the only source of contamination previously; no cuprous
materials were used in this design.
Figure 4.16: Static SIMS of a warm wall grown CdS sample on oxidised silicon
Dynamic SIMS (presented in Figure 4.17) was again used to determine how the contami-
nants were distributed throughout the layer. The Cu signal remains constant throughout
the layer. The In signal remains consistent with a slight upward trend at the interface, sug-
gesting it was initial contamination. The C signal is high at the surface and lm/substrate
interface suggesting two modes of contamination, surface contamination post-deposition
and possibly a similar surface contamination of the substrate pre-deposition. The Fe
signal is weak, but shows an increasing trend towards the lm/substrate interface.
4.2.3 Photoluminescence
Photoluminescence has been the primary characterisation technique for the samples in
these experiments due to the ease and speed with which measurements can be made in
addition to the sensitivity of the technique to material quality, and the ultimate desire
to deposit optically active material. Unless stated otherwise, all measurements have been
made using 364 nm excitation from an Ar-ion laser with a power density of 125 W.cm 2.
CdS is calculated to have an absorption length of 56.6 nm for photons at this wavelength.
The PL presented here is from the samples in sets CdS-2A and CdS-2B as these samplesChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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Figure 4.17: Dynamic SIMS of a warm wall grown CdS sample on oxidised silicon
showing primary contaminants
have been most fully characterised. Other conditions have been explored, such as higher
temperatures and ow rates, but these conditions produced non-luminescent samples. The
non uniform nature of the samples (explained in Section 4.2.1.1) introduced variations that
made samples produced under nominally identical conditions incomparable (quantiably).
For that reason the sample sets presented here are all from the same reactor and each set
deposited from its own (freshly synthesised) batch of precursor to minimise these causes
of variation.
Sample set CdS-2A was the rst to be investigated, this looked at the aect of dierent
the growth temperatures both with and without the addition of 1-BuSH. Figure 4.18
presents photoluminescence spectra from these samples. The PL presented is from the
location of maximum intensity since this was the selection criteria for the locations to be
analysed by AES. The rst thing that may be observed when inspecting the spectra is
that the magnitude of the band gap luminescence is between one and two orders of mag-
nitude stronger when 1-BuSH is added to the samples. This improvement in PL intensity
is largely attributed to the improved stoichiometry of the samples (see Section 4.2.4),
although the possibility of a contribution from the improved thickness is not excluded.
The position of the peak was shifted towards lower energies in the presence of 1-BuSH
(see Table 4.3). There was a narrowing of the FWHM of the peak in addition to this shift
in position. This narrowing supports the theory of improved material quality as a result
of 1-BuSH addition. The most intense luminescence was obtained from the sample grown
at 598 K, whilst the narrowest linewidth was obtained from the sample grown at 623 K,
although inhomogeneities within the samples make it dicult to conclude that either of
these conditions produces the best sample. As a result of these spectra, in combination
with the improved stoichiometry, it was decided that 598 K and 618 K should be theChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 82
Figure 4.18: Photoluminescence spectra of points in the vicinity of the AES anaylses
from sample set CdS-2A. Top: Samples with added 1-BuSH. Bottom: Samples grown
without added 1-BuSH.
two temperatures used in the further investigation of 1-BuSH concentration (sample set
CdS-2B).
Sample EG / eV FWHM / eV Intensity
CdS-2A-58815-1 2.423 0.117 215787
CdS-2A-59815-2 2.429 0.105 677820
CdS-2A-61815-3 2.443 0.097 410195
CdS-2A-62303-4 2.446 0.093 396033
CdS-2A-58800-5 2.476 0.142 8345
CdS-2A-59800-6 2.466 0.129 1760
CdS-2A-60800-7 2.455 0.144 8142
CdS-2A-61800-8 2.472 0.163 3470
CdS-2A-62300-9 2.450 0.145 17225
Table 4.3: Properties of the band gap luminescence peak observed in samples from set
CdS-2A.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 83
Figure 4.19 presents the PL spectra of the samples from set CdS-2B. From these spectra
the aect of the inhomogeneities in the samples is apparent. The spectra presented are
from locations in the vicinity of the AES analysis, as whilst there was minor change in the
luminescence within a sample, it was generally gradual and not signicant over the length
scale of the AES analysis. Points of maximum PL intensity and spectra with interesting
features (trying to get points from front, middle and back portions of the sample) were
selected for further analysis by AES. The locations have been assigned the Greek letters
 to . The oscillatory structure of the defect band luminescence (1.4 to 2.2 eV) is not
believed to arise due to the chemical nature of the sample, but is in fact believed to be
a modication due to enhanced absorption as a result of the formation of a microcavity
where the sample surface was smooth and shiny. The eect of this is a defect band that
exhibits a number of peaks that vary both in intensity and position, and vary rapidly,
appearing as a travelling wave as the sample is translated across areas that vary in thick-
ness visibly (as observed via iridescent colour changes). A rough calculation of the lm
thickness based upon the method of Manifacier estimates a thickness of approximately
700nm, a more accurate determination of the thickness by optical reectivity found the
sample to be 555nm thick.[126] This discrepancy may be partially explained by thickness
variations within the sample, however the model of Manifacier is based upon the trans-
mission of lms and not interference arising during emission. A more complex model,
such as that of Holm, that considers the distribution of luminescence centres throughout
the layer may be required for a more accurate determination.[127]Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 84
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In all cases the spectrum observed from the front portion of the samples is the weakest in
band edge luminescence, and in all cases the luminescence from the central portion of the
sample is greatest in intensity. In general the samples grown with lower concentrations
of 1-BuSH exhibited a less intense defect band. In the case of the highest concentration
(75 moles 1-BuSH per mole CdS[Hex]) the defect band luminescence was more than 5
times more intense at 598 K and no band edge luminescence could be observed from the
618 K sample (not analysed further as a result). These samples showed large amounts of
powdery deposit, similar in nature to the samples from the hot-walled reactor. A possible
explanation for this is that the much increased concentration of 1-BuSH generates enough
H2S, especially at the higher temperature, to chemically reduce the precursor to CdS
forming particulates in the uid, which allows the formation of homogeneous deposits
containing impurities. The best luminescence was obtained from the repeat sample of
the 598 K/15:1 1-BuSH deposition. The rear portion of this sample exhibited very strong
luminescence with minimal defect band luminescence. The sample grown at 618 K/15:1 1-
BuSH also showed similar characteristics, albeit with lower intensities, suggesting these
to be in a window of optimal deposition conditions.
4.2.4 AES
Auger electron spectroscopy was the primary means of compositional analysis of the sam-
ples from the experimental sets presented Section 4.2. AES has the advantage over SIMS
that it is easier to calibrate quantitatively using a single standard and is non-destructive,
relying upon an electron emission, an explanation of this calibration process is given in
Section 3.4.
The rst sample set analysed was of varying temperature, set CdS-2A (see Table C.1 for
conditions). Nine samples were analysed in addition to a reference. The rst observation
from the results is that the samples grown without the addition of 1-BusH are signicantly
thinner, this aected the depth prole results of the set as the Cd and S signals were seen
to decrease at dierent rates as the Si signal increased. A plausible explanation for
this is that because of the change in matrix from CdS to SiO2 (mean atomic numbers
32 and 10 respectively [128]) there is a change in the inelastic backscattered electron
signal. The Auger electrons may arise due to excitation from the primary beam, or by
backscattered electrons with sucient energy to cause ionization.[83] The correction for
backscattered electrons involves the composition at depths as large as the penetration
depth of the primary electrons, which may be of the order of 100 nm.[129] Ichimura
et al. calculated the backscattering factor for a number of elements and mixtures for
various primary beam energies and incidence angles, based upon their ndings their is
a reduction in backscattered signal by a factor of ca. 1.2 for 10 keV primary electrons
at 45 incidence.[128] This aected three samples, grown at the lowest temperatures,
without 1-BuSH. Table 4.4 presents the statistical analysis of the Cd:S ratio excludingChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 86
Sample Mean Standard Deviation Standard Error
CdS-2A-58815-1 1.0311 0.0071 0.0014
CdS-2A-59815-2 1.0309 0.0114 0.0025
CdS-2A-61815-3 1.0199 0.0043 0.0010
CdS-2A-62303-4 1.0257 0.0116 0.0028
CdS-2A-61800-8 1.0327 0.0092 0.0019
CdS-2A-62300-9 1.0720 0.0172 0.0048
Reference Sample 1.0000 0.0134 0.0035
Table 4.4: Statistical analysis of Cd:S ratios in sample set CdS-2A
these three samples. At the two highest temperatures there was a strong enough signal
in both the samples grown with (CdS-2A-61815-3 & -62303-4) and without (CdS-2A-
61800-8 & -62300-9) 1-BuSH to make comparisons between them. It can be seen that the
introduction of 1-BuSH has reduced the sulfur deciency from 1.6  0.4% to 1.0  0.2%
at 618 K and 3.6  0.9% to 1.3  0.6% at 623 K.
If just the samples grown in the presence of 1-BuSH are considered then it can be seen that
there is a general trend towards stoichiometry as the deposition temperature is increased,
with the notable exception of the sample grown at 623 K, which had 5 times less 1-
BuSH per mole precursor. A study of literature on the decomposition of thiol complexes
revealed that n- thiols, in particular n-butanethiol, have a lower decomposition rate than
that of more branched complexes. The paper by Yang et al. found 10% of 1-BuSH to
have thermally decomposed at 573 K, increasing to 25% at 623 K.[122] This explains
the improved stoichiometry with temperature as there is more H2S available to oset
sulfur loss. A balance therefore needs to be found between the temperature at which the
growth rate is acceptable, there is minimal loss of sulfur from the lattice, and 1-BuSH
decomposition is sucient to oset any loss.
Figure 4.20 presents the Cd:S ratio as a function of sputter time (depth) revealing how
the Cd:S ratio varies. The data after the emergence of Si in the AES spectrum has
been removed so no matrix eects should be present, and the rst three sputter cycles
in most samples show strong variation in absolute signal intensity so ratios should be
discounted here. The two samples grown without 1-BuSH, CdS-2A-61800-8 & -62300-9,
show markedly dierent proles. Whilst they both share a large variation with depth, the
sample grown at 618 K becomes more Cd rich with depth (1.02:1 to 1:04:1) whilst the
sample grown at 623 K shows the opposite trend, becoming less Cd rich with depth (1:09:1
to 1.04:1). This increase or decrease in Cd:S ratio is more likely a result of inhomogeneities
within the samples rather than an eect of the 5 K temperature variation. The strong
variation with depth was however noticed on samples initially analysed from this reactor
that were non-luminescent, so this eect is believed to be real. The samples grown in the
presence of 1-BuSH all have a very similar prole with respect to depth. After surface
eects are excluded they all show only a slight increase in Cd content with depth ca. 1%.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 87
Figure 4.20: Cd:S ratios from AES depth analyses of sample set CdS-2A.
As previously mentioned they also all have a lower Cd excess, which shows a decreasing
trend with temperature of 1:031 at 588 K to 1:020 at 618 K.
The second sample set examined the aect of dierent concentrations of 1-BuSH. These
samples were grown at two dierent temperatures and 3 dierent thiol concentrations,
set CdS-2B (see Table C.2 for conditions). To try and gauge how much variation there
was in an individual sample two or three AES measurements were made on each, where
interesting features were seen in the photoluminescence spectrum, in an attempt to cor-
relate stoichiometry and spectral features. The results from this set are rather mixed as
a result of the inhomogeneities within the samples. There was no analysis of the sample
at 618 K and 75 moles 1-BuSH per mole precursor as this sample showed larger amounts
of homogeneous deposit and was non luminescent.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 88
Sample Mean Standard Deviation Standard Error Location
0 = front edge
CdS-2B-59815-1 1.0533 0.0088 0.0036 0.00
CdS-2B-5-815-1 1.0135 0.0087 0.0023 0.50
CdS-2B-59815-1 1.1068 0.0227 0.0055 0.84
CdS-2B-59845-2 1.0118 0.0424 0.0095 0.17
CdS-2B-59845-2 1.0359 0.0128 0.0029 0.44
CdS-2B-59845-2 1.0537 0.0162 0.0038 0.70
CdS-2B-61845-3 1.0278 0.0103 0.0024 0.14
CdS-2B-61845-3 1.0302 0.0055 0.0014 0.52
CdS-2B-61815-4 1.0475 0.0179 0.0052 0.04
CdS-2B-61815-4 1.0238 0.0080 0.0022 0.48
CdS-2B-61815-4 0.9963 0.0154 0.0077 0.93
CdS-2B-61845-5 1.0186 0.0147 0.0039 0.04
CdS-2B-61845-5 1.0131 0.0111 0.0026 0.47
CdS-2B-61845-5 1.0325 0.0121 0.0029 0.89
CdS-2B-59815-6 1.0915 0.0061 0.0018 0.11
CdS-2B-59815-6 1.0338 0.0098 0.0022 0.37
CdS-2B-59815-6 0.9997 0.0089 0.0027 0.85
CdS-2B-59815-6 1.0186 0.0191 0.0058 0.90
Reference Sample 1.0000 0.0029 0.0006
Table 4.5: Statistical analysis of Cd:S ratios in sample set CdS-2B
Figure 4.21: Cd:S ratios as a function of deposition conditions from analyses of sample
set CdS-2B. A) as function of temperature. B) as a function of thiol concentrationChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 89
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Figure 4.21 displays the Cd:S ratios in Table 4.5. From this there appears to be no clear
trend in the Cd:S ratio as a function of either temperature or 1-BuSH concentration. There
does appear to be a decrease in the variance of the ratio with both increasing temperature
and thiol concentration; however this tends towards a value of 1.03:1. Analysis of AES
with respect to PL is presented in Section 4.2.3. AES depth proles were very similar
to those of set CdS-2A and are presented in Figure 4.22. In general the samples show
proles that tend away from stoichiometry with depth (i.e. more Cd rich nearer the
sample/substrate interface). With one exception, the samples all show a Cd:S prole
that is more Cd rich at the uid inlet end of the sample (red traces in Figure 4.22) than
in the centre. The proles taken from the middle of the samples (blue traces in Figure
4.22) generally show less variation than than those taken at the inlet end. A possible
explanation is that it is an eect of a large change in uid density and velocity that
occurs as the uid heats up and is funnelled between the heater (and substrate) and outer
wall that is responsible for the inhomogeneities in thickness previously mentioned also
aecting the composition of the material as it is deposited.
As mentioned previously in Section 4.2.3 AES measurements were made partially in an
attempt to look for a correlation between stoichiometry and the properties of the PL.
Figures 4.23 and 4.24 present plots of and the features of the spectra with respect to Cd:S
ratio respectively. From Figure 4.23 it is clear that there is no direct correlation between
how stoichiometric the sample was and the quality of the luminescence. There a few
general trends that can be seen that are supported by the spectral properties analysed
in Figure 4.24. The rst noteworthy point is that in the 4 most stoichiometric samples
there was an above average proportion of PL associated with the band gap, and indeed
the sample with the highest amount is the most sulfur rich. The second thing to note
was that the samples with the most intense luminescence generally did not exceed a Cd:S
ratio of 1.04:1. When the properties of the band edge luminescence were analysed there is
no simple link to the stoichiometry apparent. There appeared to be no link between the
FWHM of the band edge emission and the Cd:S ratio other than the 4 most stoichiometric
samples having a below average width, in fact the sample with the narrowest linewidth was
only average in terms of Cd excess. The energy of the peak of the band edge luminescence
also has no dened link to Cd:S ratio, other than to say that a lower Cd excess makes a
lower energy gap more probable. These results suggest that a stoichiometric sample from
this reactor design should produce good band edge luminescence; although a slight Cd
excess is tolerable in terms of luminescent quality.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 91
Figure 4.23: Photoluminescence spectra of points before AES anaylsis from sample set
CdS-2B stacked according to Cd:S ratio. Legend details sample identier and Cd ratio.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 92
Figure 4.24: Statistical Analysis of PL from AES locations of sample set CdS-2B.
A)Percentage of luminescence occuring within 2 of band-gap maximium. B)FWHM of
band-gap maximum. C)Band-gap maximum position. D)Band-gap maximum intensity.
4.2.5 XPS
Table 4.6 presents a quantitative view of the elements identied in a wide energy scan of
the samples, each at three depths (surface, ca. mid layer, near substrate). The samples
all show high levels of carbon and oxygen in the surface layers. The carbon is primarily
attributed to post deposition contamination of the samples due to handling or atmospheric
sources as it generally disappears, or falls to very low levels after a few sputter cycles.
The oxygen in the surface layers is attributed to post-deposition oxidation of the samples.
Table 4.7 presents the energies of the impurities after tting peaks to detailed elemental
scans. In samples CdS-2B-01, -02, -05, and -06 there is an additional sulfur peak in
the region of 169 eV at the surface, this peak is associated with the sulfate state, SO2 
4
(168.80 eV [89]). Additionally, the oxygen is generally seen at a lower energy on the
surface than deeper in the sample conrming this (O 1s energies for SO2 
4 and SiO2 are
531.70 eV and 532.70 eV respectively [89]). The oxygen deeper in the layers is attributedChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 93
to the oxidised substrate, the higher energy falls within the wide range of reported values
for the SiO2 state and is generally in the region of a 2:1 ratio of Si to O. It is not believed
to be due to CdO as the O 1s energy is expected to be lower than that of O in SO2 
4 .
Sample Sputter Cd 3d S 2p Si 2p O 1s C 1s Cd:S Cd:S Error AES Cd:S
(s) (%) (%) (%) (%) (%) Corrected (Mean)
CdS-2B-01- 0 25.20 18.69 0.00 22.78 33.33 1.3483 1.2010 1.0135
CdS-2B-01- 450 49.58 40.02 0.00 10.40 0.00 1.2389 1.1035 1.0135
CdS-2B-01- 1125 55.11 44.63 0.00 0.27 0.00 1.2348 1.0999 1.0135
CdS-2B-02- 0 21.93 16.54 0.00 16.89 44.63 1.3259 1.1810 1.0118
CdS-2B-02- 450 43.84 40.88 0.00 4.36 10.93 1.0724 0.9552 1.0118
CdS-2B-02- 1125 45.11 36.33 0.00 18.56 0.00 1.2417 1.1060 1.0118
CdS-2B-02- 0 31.90 26.29 0.00 27.40 14.41 1.2134 1.0808 1.0359
CdS-2B-02- 450 51.45 46.85 0.00 0.00 1.70 1.0982 0.9782 1.0359
CdS-2B-02- 1125 52.84 46.21 0.00 0.00 0.95 1.1435 1.0185 1.0359
CdS-2B-02- 0 14.44 12.68 4.51 22.44 45.93 1.1388 1.0143 1.0537
CdS-2B-02- 450 42.52 40.15 0.75 3.26 13.32 1.0590 0.9433 1.0537
CdS-2B-02- 1125 50.39 46.16 1.72 0.00 1.73 1.0916 0.9723 1.0537
CdS-2B-04- 0 23.16 16.78 1.14 18.78 40.14 1.3802 1.2294 1.0475
CdS-2B-04- 300 49.59 38.04 1.19 4.19 7.00 1.3036 1.1612 1.0475
CdS-2B-04- 975 53.71 41.50 0.52 1.79 2.48 1.2942 1.1528 1.0475
CdS-2B-04- 0 Instrument Error 1.0238
CdS-2B-04- 360 42.48 40.49 0.00 9.48 7.55 1.0491 0.9345 1.0238
CdS-2B-04- 1035 41.14 36.89 0.00 21.56 0.41 1.1152 0.9933 1.0238
CdS-2B-04- 0 12.15 10.21 8.31 23.44 45.89 1.1900 1.0600 0.9963
CdS-2B-04- 450 26.83 24.22 9.37 22.78 16.81 1.1078 0.9867 0.9963
CdS-2B-04- 1125 12.31 6.29 21.78 44.67 14.96 1.9571 1.7432 0.9963
CdS-2B-05- 0 20.68 14.83 0.00 24.90 39.60 1.3945 1.2421 1.0186
CdS-2B-05- 450 54.06 41.21 0.00 4.34 0.40 1.3118 1.1684 1.0186
CdS-2B-05- 1125 32.59 28.64 0.00 38.77 0.00 1.1379 1.0136 1.0186
CdS-2B-05- 0 26.56 19.70 5.01 23.25 25.47 1.3482 1.2009 1.0131
CdS-2B-05- 450 44.90 40.92 3.09 11.09 0.00 1.0973 0.9773 1.0131
CdS-2B-05- 1125 44.76 39.89 8.67 6.67 0.00 1.1221 0.9995 1.0131
CdS-2B-05- 0 11.38 6.67 10.57 30.14 41.24 1.7061 1.5197 1.0325
CdS-2B-05- 450 26.71 23.52 13.45 30.52 5.80 1.1356 1.0115 1.0325
CdS-2B-05- 1125 25.83 21.25 16.84 28.01 8.07 1.2155 1.0827 1.0325
CdS-2B-06- 0 20.58 15.63 5.49 21.99 36.31 1.3167 1.1728 1.0915
CdS-2B-06- 450 45.31 39.04 4.07 6.56 5.01 1.1606 1.0338 1.0915
CdS-2B-06- 1125 28.15 25.36 6.14 39.59 0.77 1.1100 0.9887 1.0915
CdS-2B-06- 0 15.18 14.53 0.00 16.20 54.09 1.0447 0.9306 0.9997
CdS-2B-06- 450 53.18 46.82 0.00 0.00 0.00 1.1358 1.0117 0.9997
CdS-2B-06- 1125 21.12 19.91 23.95 35.03 0.00 1.0608 0.9448 0.9997
CdS-2B-06- 0 21.23 19.90 0.00 21.77 37.11 1.0668 0.9502 1.0186
CdS-2B-06- 450 41.01 38.01 10.11 10.86 0.00 1.0789 0.9610 1.0186
CdS-2B-06- 1125 23.89 21.60 18.82 35.69 0.00 1.1060 0.9851 1.0186
Table 4.6: Quantication of elements identied during XPS analysis of sample set
CdS-2B. Corrected for instrument geometry and sensitivity factors. Cd:S error corrected
column accounts for a relative systematic error based upon a CdS standard. Presented
alongside mean Cd:S ratio seen in AES analysis.
The Cd and S signals present a more complicated picture. If the relative ratios are exam-
ined then there is a large discrepancy between the value obtained by XPS and the value
obtained from AES. As has been stated previously the samples do show inhomogeneities
and the analyses could not be performed in the same locations, however the dierences
are more signicant than this can account for. A CdS single crystal was analysed, at theChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 94
surface and deeper into the sample. Quantication of the result from this using instru-
ment corrected tables suggests the composition to be out by 6 at.% (+3 % Cd, -3 % S).
This subsequently makes the Cd:S ratio appear as 1.12:1. This is not believed to be the
case; the CdS crystal will have an atomic ratio of 1:1 to well within detection limits. Due
to only one point below the surface being suitable for quantication it is dicult to ascer-
tain whether this is a systematic error, or an error in the specic measurement. The AES
measurements showed an error of 0.5 at.% in the Cd and S signals (0.005 in ratio).
Table 4.6 presents both the as-measured Cd:S ratio and a ratio that has been corrected
assuming the dierence in the reference sample is the result of a systematic error, possibly
as a result of the calibration not accounting for matrix eects. Even after this correction
the values dier from the AES results. The general trend is that the ratio improves to-
wards the centre of the layer, away from surface contamination, before worsening near the
layer/substrate interface. The chemical shift observed in the Cd signal in most samples
correlates well with reported values for CdS, CdO or CdSO4. A chemical shift is observed
in all samples with no evidence of a metallic Cd peak to imply the Cd excess was from an
unbound state. If the oxygen is considered as well then the ratio is closer to the values
observed in AES, as previously mentioned this oxygen is not considered to be CdO, it
is conceivable that moisture present in the precursor solution allowed the formation of
oxides of CdS in the growth stage. The Cd 3d doublet separation also ts with CdS. If
the S signal is considered then a chemical shift is observed that is predominately larger
than that of the majority of reported CdS values, although in range of extreme values.
After the surface layer there is no evidence of a sulfate peak above the background.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 95
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4.2.6 Conclusions
A large improvement in sample morphology was obtained by the progression from a hot
to a warm walled reactor design. The samples were of good crystalline quality, with the
unidentied, extra, peak present in the hot walled samples disappearing. The surfaces
of the samples were also largely free of particulates. The modication to the reaction
conditions have allowed the consistent deposition of material that is of a high enough
quality that it exhibits band gap luminescence, with samples grown at 598 to 618 K and 15
moles 1-BuSH per mole CdS[Hex] precursor producing the strongest, narrowest linewidth,
PL spectra. Auger emission spectroscopy studies revealed that that samples were still not
stoichiometric, however the variation was much less than the previous reactor design.
A number of problems were identied, some still present from the previous technique
and some as a result of the new design. The metallic impurity levels in the samples,
whilst reduced, were still present. The cylindrical design with the inserted hot nger
caused large variations in the sample thickness, luminescence properties, stoichiometry,
and morphology. This is a result of non-coaxial alignment between the tube and the nger
causing the uid to curl around the nger like a screw thread that is unavoidable in a
design with very ne tolerances.
4.3 Design 3: Laminar Flow Reactor
A third design of reactor was produced which reduced the ow related eects of the co-
axial misalignment in the warm walled design. The design consists of a large steel pressure
vessel with a non-metallic liner. The liner was initially made of Macor, a machineable
glass-ceramic capable of resisting temperatures of up to 1200 K. Macor has a very low
thermal conductivity, which makes it ideal for keeping the bulk uid below the deposition
temperature. It also has very little thermal expansion, ideal for a lining material, and
does not outgas signicantly, which reduces contamination. However, the problem Macor
suered was that it could not stand the repeated thermal cycling in the reactor, and
fractures radiated from tooling marks ultimately leading to the fragmentation of the
liner. To overcome this F300 silica glass was chosen, and has worked successfully. The
heater was also changed in this design of reactor to a at aluminium nitride design. This
has a built in thermocouple and with a number of desirable features including a high
rate of heating, a low thermal mass (so cools rapidly), and no exposed metal to cause
contamination.
The ow path was designed in a way so that the substrate sits at, such that there are no
step edges to disturb the ow. The substrate is arranged so that it is heated from above,
the principle design reason behind this was to eliminate thermally driven convection cells.
An additional benet of the inverted geometry is to signicantly reduce, if not eliminate,
the possibility of homogeneous deposits sticking to the sample surface. The depositions allChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 97
cover an identical area, incorporating the entire heated zone, dened by the rectangular
box channel cut into the bottom half-cylinder section, leaving a nearly identical deposition
area making sample to sample comparison easier.
This section provides an analysis of the samples from this new design of reactor.
4.3.1 Morphology
4.3.1.1 Visual Appearance
The lms from this reactor are highly coloured and show areas that are matt or shiny
and iridescent. There was still evidence of inhomogeneities in the samples in the optical
appearance of the samples, which in some cases showed two dierent deposition regions
separated by a clear boundary line (see photographs of samples in Figures 4.31 and 4.32).
Computational uid dynamic modelling of the reactor by Dr Jason Hyde revealed this to
be a result of buoyancy driven convection in the system and was apparent even when the
reactor was only a few degrees o level.
4.3.1.2 XRD
Figure 4.25 presents the diractogram obtained from sample CdS-3-07. Like the samples
from previous reactor designs this diractogram shows only reections from -CdS. The
reections match neither of the previous patterns obtained, corresponding to JCPDS 41-
1049 & 77-2306, and exhibited a signicantly stronger reection in [002] plane than the
[100] and [101] directions which was also seen at the second order reections. This stronger
reection is most probably the result of mixed -CdS phases, as seen in the samples from
reactor design 2. Preferential orientation in the lm is unlikely. The diractogram was
taken using an area detector, which can be used to determine the texture (preferential
orientation) of a thin lm. In a lm with no preferred orientation the reections will
appear as rings having an equal intensity, whilst a completely orientated lm will appear
as discrete points. Figure 4.25 shows only rings at 2 angles assigned to CdS, the points
observed are generally very weak and likely the result of the crystalline silicon substrate.
4.3.1.3 SEM
Figure 4.26 presents a cross sectional SEM of sample CdS-3-01. The morphology of the
sample is clearly dierent to that of the previous samples presented. In previous reactor
designs the lm grew as a layer of densely impacted, but identiable, crystallites, whereas
in the case the lm presented whilst not smooth, the layer does not reveal any boundaries
between crystals. The layer is not smooth at the 10-100 nm scale, but there is no evidence
of particles that would result from homogeneous deposition within the uid.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 98
Figure 4.25: Diractogram of CdS-3-07 showing only reections from -CdS. Inset
shows image from area detector. The presence of uniform intensity rings suggests no
preferential orientation for CdS reections.
Figure 4.26: Cross sectional SEM of Sample CdS-3-01.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 99
4.3.2 Chemical Composition
4.3.2.1 SIMS
Static SIMS was performed on one of the early samples produced in the reactor, CdS-
3-04, and the mass spectrum is presented in Figure 4.27. The spectrum shows that the
impurities Mg, Si, K, Fe, Cu, Zn, and Ga are present in the sample in addition to Cd and
S. Mg and K can be explained by handling impurities; the earlier samples were produced
before more stringent substrate preparation techniques were introduced. Si is likely to be
present either due to the sample being sputtered through, or as a result of particulates
generated when cleaving the sample to a size suitable for mounting for analysis. The Ga
signal is a result of cross contamination from a tap in the system after a GaP deposition
shortly before this experiment. The levels of Fe, Cu, and Zn seen were higher than those
from the most pure sample produced in reactor design 2 (Figure 4.16); however at the
time they were the lowest levels seen in one of our SCFD reactors by nearly 2 orders
of magnitude. It is possible that the levels of these metallic impurities fell subsequently
in all designs as the result of conditioning, whereby the metallic walls become coated
with a thin layer of CdS that passivates them. The levels of Cu and Zn are not easy
to explain. The presence of Cu, and to a lesser extent Zn in all the samples indicates
there was systematic contamination of the samples by these elements in addition to Fe.
The reactor and associated tubing is fabricated from 316L stainless steel, which do not
have a specied Cu or Zn content. The only possible source of this contamination is from
the cylinder head; a brass tting with regulable valve, and thus cannot be eliminated.
These impurities are seen in samples produced at both Nottingham and Southampton
universities further supporting this theory of systematic contamination.
Figure 4.27: Static SIMS of sample CdS-3-04.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 100
4.3.2.2 AES
AES measurements were made on the rst sample produced from this reactor, after it
exhibited very strong, and narrow, luminescence with little red (defect) emission. Unfor-
tunately due to the thin nature of this sample only a few measurements could be made
before substrate eects appear, and a large stable region is not apparent in the spectrum.
Figure 4.28 presents the depth proles for Cd, S, C, O, and Si obtained from the dieren-
tial AES scans at various sputter depths. A mean Cd:S ratio has been calculated for the
region between 30 and 120 seconds of sputtering, which exhibits the least variation. The
mean ratio in this region is 1.071:1 with a standard deviation of 0.014 and standard error
of 0.005. This ratio is quite high when compared to the bulk of the samples grown in sets
CdS-2A and -2B, however this sample was grown without any 1-BuSH which improved
the stoichiometry in the other samples.
Figure 4.28: AES depth prole of sample CdS-3-01 showing elemental signals along
with Cd:S ratio (green trace, right axis). Dashed line represents mean Cd:S ratio in
region exhibiting most stable signals.
4.3.3 Photoluminescence
Photoluminescence was the primary means of characterisation for these samples, initially
the measurements were made over the sample area by manually translating the sample,
later however (sample CdS-3-06 onwards) an automated system was developed that can
make measurements far quicker (therefore higher resolutions are feasible). In addition to
these \PL maps", temperature dependant luminescence measurements were obtained for
sample CdS-3-01 in a location that exhibited strong band edge luminescence.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 101
The rst sample produced from this reactor was a tan colour in appearance and a vari-
ation in thickness across the sample was apparent. In general the sample was either
non-luminescent or exhibited areas of broad, defect, band luminescence that was not sur-
prising given it was grown without the addition of 1-BuSH. There was however a stripe
along the edge of the sample, where the central channel ends, that exhibited high quality
luminescence. Figure 4.29 presents this luminescence alongside luminescence obtained
from a single crystal CdS wafer. This luminescence was the best room-temperature lu-
minescence seen for all samples grown in terms of band gap to defect band luminescence,
with a very weak yet well dened red emission from 1.4 to 1.9 eV accounting for less than
10 % of the integrated luminescence intensity. The FWHM of this peak was found to be
only ca. 80 meV at room temperature, comparable to that of the single crystal reference
used on our system.
Figure 4.29: PL from sample CdS-3-01 plotted with single crystal.
Figure 4.30 presents further PL spectra of samples CdS-3-03 & -04, grown at relatively low
pressures (9 MPa) compared to later samples (30 MPa), but in the presence of 1-BuSH.
Samples CdS-3-03 & -04 were grown in identical conditions however -03 was grown with
the heater and silicon at the bottom of the channel whilst -04 was grown with the heater
and silicon in the roof of the channel. Sample CdS-3-03 exhibits interference fringes
leading into a region of apparent uniform deposition before thinning. Sample CdS-3-04 is
very inhomogeneous and shows stripes along the sample of diering deposition thickness
and quality. The luminescence obtained from the middle, thick deposition area, of sample
CdS-3-03 has a large defect band whereas that obtained near the edge of the sample shows
a much stronger band gap luminescence peak. The luminescence from sample CdS-3-04
was obtained from an area that was shiny in appearance near the back of the heated zone
and about 1
4 of the distance away from the channel edge. It showed a strong band-gap
peak and a defect band with a substructure. This substructure is likely to be a result of
thin lms eects as explained previously.Chapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 102
Figure 4.30: PL from samples CdS-3-03 and -04.
This highly position dependant luminescence led to the development of an automated
system that could collect a large number of spectra from the sample and then extract
spectral properties. The system is explained in Section 3.8. In short the processing of the
data ts a Gaussian peak to the band gap region and the properties of the Gaussian peak
are extracted and the total area is integrated, this approach is not optimal and where a
peak cannot be tted a white point is observed in the output. Figure 4.31 presents an ideal
output from the system. Four key properties (Peak position, FWHM, and intensity along
with the fraction of luminescence from the BG region) are plotted alongside a photograph
of the sample. A lot of the samples exhibit features that can be correlated to dierent
regions of deposition. The feature that correlates closest with the image in Figure 4.31 is
the position of the band gap peak, it approached a maximum value in the region of highly
coloured fringes, whilst tending towards a minimum at the leading and trailing edges of
the heated zone. The FWHM of the peak can also be correlated to the image in a similar
manner. The narrowest linewidth luminescence occurred in a two stripes towards the
edge of the channel, and overlays with the regions of highest band gap energy. The most
intense luminescence occurred towards the end of the heated section of the channel, in
the vicinity of the iridescent fringes on the sample, and in general this area is also the
best in terms of the proportion of the luminescence originating from the CdS band gap.
Figure 4.33 presents two further luminescence maps from samples CdS-3-13 and CdS-3-14,
grown under identical conditions with the exception of 1-BuSH addition to CdS-3-14. The
depositions do not appear visually as good as that of CdS-3-07; the reactor appears to
have been slightly o axis for both. The quality of the ts to the spectra is degraded as a
result and there are a higher proportion of spectra that cannot be tted. There are clear
visual trends between the sample photographs and the ts still however. The increase in
reaction temperature (623 vs. 608 K) appears to have moved the region of high quality
deposition further forward in the reactor, whilst the addition of 1-BuSH has increasedChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 103
Figure 4.31: Room temperature luminescence map of sample CdS-3-07 showing A:
Ratio of luminescence from band gap compared to total luminescence. B: FWHM of
luminescence in eV. C: Intensity of band gap luminescence. D: Central position of band
gap luminescence peak (tted). E: Optical image of sample.
the area over which a luminescent deposit was obtained. The quadrilateral region at
the beginning of the heated zone (from 5 mm in the x direction) presents the opposite
behaviour in the samples with and without 1-BuSH. In the sample without 1-BuSH this
region contains the lowest energy, narrowest linewidth, most intense and least defective
luminescence whilst in the sample with 1-BuSH these observations are reversed. It is the
transition region between this quadrilateral shaped region and the rest of the substrate
that contains the best luminescence in sample CdS-3-14. An explanation for this is due
to the buoyancy driven convection cell that likely formed in the uid in this part of the
channel aecting the deposition mechanism. The sample without added 1-BuSH exhibits
highly iridescent fringes in the transition region implying a reduction in thickness in this
zone whilst being optically at. In contrast the same region in the sample with 1-BuSH
has a matt appearance (hence rough) with a colour changing from amber to greyish-brown
characteristic of non-stoichiometric, impure, material. A crack can be seen in sample CdS-
3-13 in Figure 4.32. Based upon the interference fringe patterns this must have occurred
before deposition commenced and has caused a step edge that has disturbed the ow.
Further measurements were made on the highly luminescent region of sample CdS-3-
01 at a number of temperatures. These measurements allow the perturbation eect of
temperature on the band gap to be determined. Figure 4.33 presents various plots of the
band gap luminescence properties versus temperature.
The rst plot is that of the position of the emission versus the temperature. This plot
clearly shows a narrowing of the energy gap as a function of increasing temperature. ThisChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 104
Figure 4.32: Room temperature luminescence map of sample CdS-3-13 (A-D), and
sample CdS-3-14 (F-I) showing A,F: Ratio of luminescence from band gap compared
to total luminescence. B,G: FWHM of luminescence in eV. C,H: Intensity of band gap
luminescence. D,I: Central position of band gap luminescence peak (tted). E,J: Optical
image of samples.
decrease shows a linear trend above ca. 70 K but is non-linear below this temperature.
In 1967 Varshni proposed an empirical relation that was found to t the behaviour of this
narrowing in a number of group III-V and IV semiconductors:
Eg (T) = E0  
T2
T + 
(4.1)
where Eg is the energy gap, E0 is the energy gap at 0 K,  is a constant in eV.K 1, and  isChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sulde 105
Parameter Value Error
Varshni Model
E0 2.5465 9:53  10 4
 3:2  10 4 1:09  10 5
 36.853 11.4
Vi~ na Model
EB 2.556 1:43  10 3
B 1:0291  10 2 1:97  10 3
B 65.518 11.5
Table 4.8: Fitting parameters for Varshni and Vi~ na relations in Figure 4.33
a constant closely related to the Debye temperature.[130] This shift in the band gap energy
was reported to originate predominantly as a result of temperature dependant shift in the
conduction and valence bands resulting from a temperature dependant electron-lattice
interaction with a small contribution from thermal expansion of the lattice.[130] The
reasoning behind the use of this equation has been described as weak by O'Donnell,[131]
primarily because of the lack of rm correlation between  and the Debye temperature.
A number of alternatives have been proposed including the model of Vi~ na et al.:
Eg (T) = EB   B

1 +
2
eB=T   1

(4.2)
where B is the strength of the electron-phonon interaction and B describes the mean fre-
quency of the phonons involved.[132] This expression takes into account the Bose-Einstein
occupation factor and can be reduced to a form which is comparable with the ndings
of Manoogian.[131] More recently P assler has provided a dispersion related description of
the temperature dependency and concluded that the Varshni model assumes a far larger
degree of phonon dispersion than occurs experimentally.[133]
Figure 4.33 A presents the observed band gap energy versus temperature along with ts
of the data using the expressions of both Varshni and Vi~ na. Our ts agree well with both
forms of the equation at temperatures above 50 K however our ts agree better with the
form of equation by Vi~ na et al. better at low temperatures. Table 4.8 presents the tting
parameters for both these expressions. The E0 and  values agree reasonably with the
data presented by Adachi of similar ts of -CdS using the Varshni formula.[132] The
 value obtained however is considerably smaller. Literature values for the Vi~ na model
have not been found for comparison.
The broadening of the luminescence may be modelled to take into account temperature
dependant scattering of phonons in the lattice. The broadening includes a temperature
independent component,  1, which accounts for elastic scattering and instrument eects
and a temperature dependant component,  0 from the scattering of phonons.[134] The
second plot presented, Figure 4.33 B presents the linewidth as a function of temperature
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Figure 4.33: Temperature dependant measurements of sample CdS-3-01. Top: Band
gap luminescence peak position plotted with ts obtained from Varshni and Vi~ na expres-
sions. Inset shows low temperature region in greater detail. Bottom: FWHM plotted as
a function of temperature.
 (T) =  1 +
 0
e=T   1
(4.3)
where  describes the temperature of the mean frequency of phonons involved.[135]. The
best t gives a value of  1 of 8:59  0:55 meV, a value of  0 of 2:17  1:85 meV, and a 
value of 33:3  27:4 K. This theta value correlates with the equivalent values determined
from the Varshni and Vi~ na expressions.
4.3.4 Conclusions
This reactor design achieved its goal of improving the homogeneity of the samples. The
non-uniformities seen as a result of co-axial misalignment disappeared, however the re-
actor was sensitive to tilt. The design may still be improved upon and it is not clear ifChapter 4 Supercritical Chemical Fluid Deposition of Cadmium Sul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production level homogeneity may be achieved with this design. By inverting the sub-
strate and heating from above the volume of homogeneous deposition on the surface has
been reduced. The use of ceramic or glass liners has also eliminated many of the con-
taminants seen in previous designs. This has enabled the highest quality luminescence to
be obtained. Excitonic luminescence was not observed although the use of a more lattice
matched substrate to achieve epitaxial growth is probably required to observe this.
4.4 Summary
This chapter has demonstrated the rst reported deposition of CdS thin lms from a SCF
using a single source precursor. The use of a hot wall reactor proved that the deposition
of -CdS could be achieved and that the lms produced may be of optoelectronic quality.
The design of the reactor was not optimal, leading to large amounts of uid phase precip-
itates on the lm surface, and hence the quality of the deposition was low. The external
heat source was identied as a major shortcoming of the design and a the use of a warm
walled reactor demonstrated more reproducible growth with respect to the optoelectronic
quality. The localised heating and high uid velocity eliminated uid phase precipitates
under most conditions. The use of an additional sulfur source in this reactor to correct
a sulfur deciency improved the stoichiometry and luminescence of the samples. There
were still a number of inhomogeneities, primarily due to uid ow patterns, and a third
design of reactor was produced. This reactor was designed to have a regular channel cross
section that presented no step edges to disrupt uid ow. In addition the inverted geome-
try of the heating element minimised unwanted deposits originating in the uid adhering
to the lm and produced the highest optoelectronic quality lms (PL linewidth 80 meV
cf. 100 meV for warm walled reactor) with the best uniformity.Chapter 5
Supercritical Chemical Fluid
Deposition of III-V
Semiconductors
The deposition of CdS by supercritical chemical uid deposition (see Chapter 4) illustrated
that it was possible to deposit high quality semiconductor material from a supercritical
uid phase. III-V semiconductor materials, such as InP, InAs, and GaP, are also of great
technological performance. Light emitting diodes and laser diodes are perhaps two of
the most important applications of III-V semiconductor materials. The importance of
these materials has led to a signicant amount of research into their deposition, where
the processes (MBE, MOVPE, LPE, CVD) are highly rened and capable of very high
quality deposition. One of the project aims was to extend to the range of compound
semiconductor materials that could be deposited from a supercritical uid. A number of
single source III-V semiconductor precursors were synthesised in collaboration with the
School of Chemistry at the University of Southampton to deposit InP, InAs, GaP, and
GaAs.
As discussed in Chapter 1 there are two possible routes to the synthesis of compound semi-
conductors; either through a stoichiometric reaction that results in an intimate mixture
of III and V elements, or through the intra-molecular reaction of a single source precursor
that eliminates the III-V compound.1 There has been limited work on the deposition
of III-V semiconductor materials from a supercritical uid. The rst known report on
the synthesis of III-V semiconductors using an inert supercritical uid phase is the work
of Popov et al., who deposited an InP lm using the rapid expansion of supercritical
solution (RESS) process.[30] This process relies upon both dissolving an organometallic
indium precursor and triphenylphosphine in a supercritical uid then pumping it through
1The example of III-V compound semiconductors is used here, the same could be true for any binary
or ternary compound.
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a restricted nozzle onto a hot substrate. The precursors are stable in the supercritical
solution and do not react to form a III-V compound. As the solution expands into the
deposition chamber, which is at low pressure, phase separation occurs and a ne, monodis-
perse, spray of droplets is incident upon the substrate. The process is performed at high
temperature where pyrolysis of the precursor occurs and a thin lm is deposited.[30] The
advantage of dissolving both precursors in an SCF is that the intimate, homogeneous,
mixture of each component is achieved. The rapid expansion and subsequent pyrolysis
facilitates the formation of the III-V compound, whilst excluding the inclusion the sol-
vent that would signicantly reduce the quality of the material deposited. The use of
CO2 as the solvent has the further advantage that even were it to be incorporated into
the lattice structure, it would quickly diuse out leaving pure material behind. Whilst
the RESS process utilises a supercritical uid to transport the precursor, the process does
not strictly occur in a supercritical phase.
The next report of III-V deposition was by the group of Korgel when GaAs nanowires,
seeded from Au nanocrystals, were produced.[53] This work was subsequently extended to
the growth of GaP.[51, 54] The process is analogous to more traditional vapour-liquid-solid
(VLS) growth methods [12, 13] and used dual source precursors in a supercritical hexane
solution. The wires grown by this method are of good crystalline quality; TEM show them
to be < 111 > wires but exhibiting frequent twinning defects.[51] Energy dispersive x-ray
analysis of a GaAs wire shows the wire to be free of Au from the seed crystal, however
there was Si present, presumably from the As precursor.[53] The resistivity of the GaAs
wires was at least 104 times lower than the intrinsic value (107   108 
.cm) and Si as a
dopant is proposed as the origin of this.[53]
Additionally III-V compounds have been produced from an active supercritical uid (i.e.
participates in the reaction). So far this has been limited to group III nitrides deposited
from supercritical ammonia.[136, 34, 33] The rst example of this was the growth of AlN
by Peters[136] and this has been extended to the growth of GaN.[33] The importance of
GaN in LEDs and laser diodes has led to signicant research in this technique for the
production of GaN ingots since they cannot be grown by traditional molten techniques.
Whilst hydride vapour phase epitaxy (HVPE) may be commercially viable its use may
lead to a high number of dislocation defects.[137] GaN wafers (100 dia.) are produced at
a prototype plant scale using ammonothermal growth by the company `Ammono Sp. z
o.o.' of Poland.
Although the use of active SCFs for deposition of III-V's may be a commercially viable
prospect for group III nitrides, it is not an approach that can be extended to produce
phosphides or arsenides. There is not a viable method of producing supercritical com-
pounds of phosphorus or arsenic. The use of passive SCFs such as CO2, hydrocarbons,
or halohydrocarbons seems a much more applicable approach. This section discusses the
deposition methods of III-V's by the intra-molecular reaction or pyrolysis of single source
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5.1 Initial Deposition Tests
Initial trials with a precursor designed to produce GaP were performed in collaboration
with Dr Jason Hyde. This section is provided to give a brief overview as to the choice of
reactor that was used for the bulk of the reactions, which were performed by myself.
Due to the high temperatures required for deposition to occur, initial experiments with
a number of GaP precursors were made using the test design for the substrate-as-heater
reactor (see Section 2.7). Briey, this consisted of a piece of silicon wafer connected to
a power supply. The wafer is Joule heated by the passage of current through it. No
temperature readings were possible with this design, although the silicon was observed to
reach very high temperatures visually. The rst precursor trialled was GaCl3 PPh3, this
proved to be quite insoluble in CO2 and deposition was not observed. A second precursor,
nBu2Ga(-PtBu2)2GanBu2 was tried and this showed much improved solubility; thick
powdery deposits were observed in the reactor. The addition of a small volume of n-
pentane to the autoclave in which the precursor was placed improved this further, and
a powdery yellow lm was obtained. This was found to be repeatable The samples were
initially tested by photoluminescence with a broad (visually white light) spectra obtained.
A modied warm wall reactor was constructed to allow for temperature control of the
reaction. This used a cartridge heater that was capable of reaching higher temperatures,
and larger, thicker walled, tubing that was able to withstand the pressures and temper-
atures required. X-ray diraction of this lm revealed it to be amorphous. SEM and
EDX analysis also revealed the lms to be Ga rich, indicting that the precursor was not
decomposing in the desired manner.
One theory for the poor decomposition was that the relatively slow warming of the precur-
sor was causing the Ga to be released from the precursor before the tBu2PH. Research by
Miller et al. on an analogous GaAs precursor indicated that a -hydride elimination was
responsible with the n-Bu2 being released from the Ga before the t-Bu2 on the As.[58] A
new style of reactor attempted to overcome this by expanding cold precursor into the hot
reactor. The method is analogous to that of aerosol assisted CVD, and owed precursor
dissolved in a co-solvent, through a tube inside a stream of cold CO2 to an inlet located
inside the reactor above a hot substrate. X-ray diraction on a lm produced at 823 K
and thermally annealed for 12 hours exhibited reections characteristic of crystalline GaP,
presented in Figure 5.1A. These reections were however in addition to a large sloping
baseline that suggests an amorphous structure. There were also reections present char-
acteristic of Ga2O3. EDX analysis of the lms suggested that they were still Ga rich.
For this reason it was decided to attempt to deposit the lms in a semi-continuous batch
reactor. Section 2.6 presents the design of the reactor used for these experiments. The
hypothesis behind the use for this style of reactor was that by containing the precursor in
a static environment the Ga is deposited rst by -hydride elimination and then P from
elimination of the tBu2PH afterwards. The 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Figure 5.1: X-ray diractograms of GaP produced by SCFD. A: Film produced using
AACVD style reactor. GaP reections are visible on a large amorphous background with
additional reections attributed to Ga2O3 present. B: Film produced using batch style
reactor, showing reduced amorphous background and the absence of Ga2O3 reections.
running the reaction for a prolonged period to allow interdiusion and thermal annealing
of the lms to occur. The semi-continuous nature of the batch reactor implies that the
system may be ushed with clean solvent afterwards to remove unwanted materials and
solvent mixtures, leaving a clean solvent free material still under pressure. This can be
further annealed by addition of extra materials, in a static manner, if required.
The rst experiments with GaP, analysed by XRD, showed much improved crystallinity.
Figure 5.1B presents the diractogram obtained. The baseline is signicantly reduced,
indicating the presence of less amorphous material. The Ga2O3 reections are not ob-
served in the diractogram and the referenced GaP reections stronger. SEM and EDX
measurements were made on the lm and these suggest the lm was still Ga rich. Due to
the thin lm deposited the predominant elements detected were from the substrate, and
the atomic percentage detected for Ga and P is low (Ga 4.1, P 2.9 at.%), the dierence is
within the error of the measurement. The level of carbon detected is however signicantly
higher at ca. 10 times that of Ga. Comparable data for InP may be found in Table 5.1.Chapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 112
Incomplete decomposition of the precursor was suggested as a possible explanation for the
apparent P deciency. However, the pressure and temperature rating of the reactor avail-
able, constructed from 316L stainless steel, prohibited trying the experiment at a higher
temperature (failure calculations available in Appendix A). At this point the design of
the reactor was xed, as this semi-continuous batch approach showed much more promise
than continuous ow methods. Analogous precursors that had also been synthesised were
tried at this point. The InP based precursor showed much better decomposition and it
was therefore decided to focus on this material until a higher temperature reactor could
be constructed.
After the design had been xed and In based precursors chosen for investigation I took
responsibility for the depositions, performing, and later supervising the setup and running
of the reactor. Difractograms were collected in collaboration with Drs Fei Cheng and
Gabriel_ e Aksomaityt_ e.
5.2 Indium Phosphide
The rst deposition trial with the InP precursor showed much improved crystallinity over
that of the GaP previously deposited. Figure 5.2 presents the diractograms obtained
from the rst and second samples deposited under identical temperature conditions, but
with dierent precursor concentrations. The only signicant dierence between the sam-
ples is the intensity of the reections from the sample grown at the higher concentration.
If this diractogram is compared to that of the SCFD grown GaP sample in Figure 5.1B
then it is apparent that the crystalline quality is improved with the indium analogue under
these reaction conditions. The reduction in concentration did not have a noticeable eect
upon the crystalline quality, and thus it was decided to use this lower concentration for
further measurements. These rst two samples were non luminescent. The depositions
were performed in a glass insert to the reactor, this insert was in eect a test tube, and
it was noted that the samples showed non-uniform deposition on the area that sat in the
hemispherical base. A minor modication was to place a small amount of vacuum dried
glass wool in the base that the silicon substrate could stand on. This greatly improved
uniformity and indications were that it also improved surface quality.
5.2.1 Eect of Deposition Temperature
The next experiments performed investigated the aect of temperature upon the growth of
the InP lms. The work with CdS lms presented in Chapter 4 indicated that temperature
was a key factor in the quality of the deposition, and that by decreasing the temperature to
just above the decomposition temperature (determined by thermogravimetric analysis) the
optical quality of the lm could be increased. Based upon this the deposition temperatureChapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 113
Figure 5.2: X-ray diractograms of two InP lms deposited from diering concentra-
tions of precursor. InP-01 and InP-02 with 200 and 100 mg of precursor respectively.
The diractogram for the lower concentration has been magnied 5 times. The plots
have been oset and the coloured ticks on axis indicate the zero line for each plot. The
reference diractogram is plotted in a separate box at the base of the plot.
was changed between 823, 773, 748 and 723 K. From the readings from the thermocouple
inside the reactor it was noted that the depositions at 748 and 723 had similar internal
temperatures of 642 and 639 K respectively (see Table C.4 in Appendix C).
Figure 5.3 presents the diractograms obtained from the samples. The samples all show
good crystalline reections, with all reections expected from the cubic InP structure.
There is evidence of some amorphous material from the baseline of these diractograms
and the emergence of two broad peaks, at 28 and 36 2. These reections cannot be
indexed to InP, Si, SiO2, oxides of In or InP. Gaussian ts to [111] reection indicate a
small shift in the reection and the FWHM is narrowest for the 773 K sample at 0.39.
The FWHM is 0.40 and 0.43 for the 723 and 823 K samples respectively. SEM images
of the samples reveal the surface to be rough and covered with both wires and spherical
particulates. If these particles are removed then the sloping baseline of the diractogram
disappears. The results of EDX analyses are presented in Table 5.1. Although the errors
are large (quoted gures are for 2 % accuracy, experimental error is not easily quantiable
and may be 2 - 3 times this), these measurements suggest that stoichiometry is closest in
lms deposited at the lowest temperature. There is no evidence of carbon in these lms,
although C was seen in the rst lm grown at 823 K (InP-02). The level of oxygen seen
in InP is greater than would be expected relative to the silicon signal, suggesting that theChapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 114
Figure 5.3: X-ray diractograms of three InP lms deposited under dierent tempera-
ture conditions. InP-03, InP-04, InP-05 grown at 823, 773, and 723 K respectively. The
plots have been oset and the coloured ticks on axis indicate the zero line for each plot.
The reference diractogram is plotted in a separate box at the base of the plot.
lms had become oxidised, either during growth, storage, or most probably whilst being
transferred to the SEM.
Figure 5.4: PL spectra from three samples grown at dierent temperatures. InP-03,
InP-04, InP-05 grown at 823, 773, and 723 K respectively.
Figure 5.4 presents representative PL spectra from the three samples grown at 723, 773,
and 823 K. The spectra are all very dierent. InP has a direct bandgap located at
1.344 eV.[138] Luminescence from a single crystal InP wafer conrmed that only lumines-
cence from this region was observed on our system. The samples all show luminescenceChapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 115
Sample In P O Si C Error
Atomic Ratio 
InP-01 1 1.00 - - - 0.04
InP-02 1 0.67 - 0.36 7.11 0.14
InP-03 1 1.07 4.30 1.34 - 0.16
InP-04 1 1.20 - - - 0.04
InP-05 1 1.02 - - - 0.04
InP-06 1 1.02 2.86 0.09 - 0.10
InP-07 1 0.95 1.57 0.08 - 0.08
InP-08 1 0.94 0.87 0.08 - 0.06
InP-09 1 0.84 2.30 0.24 - 0.08
InP-10 1 0.98 2.00 0.89 - 0.10
InP-12 1 1.03 2.66 - - 0.10
InP-13 1 0.94 2.34 0.27 - 0.10
InP-14 1 0.91 0.65 0.05 - 0.06
InP-15 1 1.03 8.17 0.34 2.94 0.28
Table 5.1: EDX measurements presenting the ratio of P, C, and O relative to In for
all measured SCFD samples. Error is presented for illustration and is based upon the
2% accuracy, 1.6% is quoted for the instrument under optimal conditions.
in this region, although the luminescence from the sample grown at 823 K is very weak
and just discernible above the background. The samples all exhibit varying amounts of
luminescence at higher energies. The origin of this luminescence is not well understood.
There is evidence of luminescence in these region resulting from the presence of oxides.
However, the position of the luminescence, and the oxide it is attributed to varies from
author to author.[139, 140, 141, 142] In the sample with the largest defect band, InP-
05 grown at 723 K, there is a shoulder to the main defect luminescence of 2.2 eV at
approximately 2.1 eV suggesting multiple origins for this luminescence. Lee et al. in-
vestigated oxidised indium lms and observed a broad (0.41 eV FWHM) luminescence
centred on 1.95 eV.[139] XPS studies of their lms showed their lm to be In2O3. Lu-
minescence studies of spark processed porous InP (spp-InP) by Gudi~ no-Mart nez et al.
showed broad luminescence features centred upon 1.85, 2.43, and 3.1 eV.[140] Studies
on material produced in both air and argon indicated that oxidation of the surface was
required to produce this luminescence. They suggest that the luminescence at 2.43 and
3.1 eV may be connected to quantum connement within the oxidised InP nano particles
produced, although warn that P2O3 is know to luminesce, as observed by Van Zee and
Khan, in this region.[141] The sharp lines seen around 2.6 to 2.8 eV are the result of
scattered light from the excitation source that cannot be ltered out. Rojas-L opez et
al. investigated photoluminescent spp-InP using Raman scattering. They concluded that
the luminescence (previously reported at 1.85, 2.4 and 3.1 eV) from this material origi-
nates almost exclusively from the oxides (In2O3, InPO4, P2O3, P2O5) that form around
a central InP core.[142]
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therefore have led to oxidation of the lms before analysis. In addition the localised heat-
ing provided by the focussed laser beam may have contributed to further oxidation of the
surface. Another potential source of oxygen is from residual moisture in the precursor
and solvents used. XPS measurements were attempted on the samples to investigate the
binding state of the indium and phosphorous. The results suggested that the surface of
the sample was composed of indium phosphate (InPO4). Depth proling was attempted
to measure whether they bulk of the lm contained oxidised species. By sputtering the
samples for depth proling however the chemical information was lost. Subsequent discus-
sions with Loughborough Surface Analysis Ltd and a literature search revealed signicant
preferential sputtering of P from InP by Ar+ to be a potential issue and the analysis was
therefore discounted.
From these results it appeared that a furnace temperature of 773 K produced material
that had the best optical properties. The XRD revealed the lms to be cubic InP with
no evidence of oxidised, crystalline, impurities. The structural properties of the lms
appeared relatively independent at these temperatures, as evidenced by XRD.
5.2.2 Eect of Reaction Length
Figure 5.5: X-ray diractograms of three InP lms deposited over dierent reaction
lengths. InP-04, InP-07, InP-09 grown for 18, 2, and 4 hours respectively. The plots
have been oset and the coloured ticks on axis indicate the zero line for each plot. The
reference diractogram is plotted in a separate box at the base of the plot.
Once the optimal temperature had been decided upon the length of deposition was the
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Length Peak Position FWHM
(hours) (2) 
2 27.190 0.446
4 27.224 0.397
18 27.256 0.393
Table 5.2: Peak position and FWHM values for the [111] peak of InP thin lms grown
with varying deposition durations.
Sample Time In P O Si C Error
(hours) Atomic Ratio 
InP-07 2 1 0.95 1.57 0.08 - 0.08
InP-09 4 1 0.84 2.30 0.24 - 0.08
InP-04 18 1 1.20 - - - 0.04
Table 5.3: EDX measurements presenting the ratio of P, C, and O relative to In for
all measured SCFD samples. Error is presented for illustration and is based upon the
2% accuracy, 1.6% is quoted for the instrument under optimal conditions.
that this produced the best quality GaP lms. The hypothesis was that the increased
deposition length allowed the lms to be thermally annealed post deposition. Three
samples were examined, InP-04, InP-07 and InP-09, grown over a period of 18, 2 and
4 hours respectively. Figure 5.5 presents the diractograms obtained from the samples.
The reections from the sample grown over 18 hours are more intense than those of
samples grown over the shorter periods. In addition, the baseline is greater in the sample
grown over 2 hours compared to those of both the 4 and 18 hour depositions. This is
indicative of a greater proportion of amorphous material in the lms. As the length of the
deposition period is increased a shift in the reections and a narrowing is noted. Table 5.2
presents these results. A narrowing of a reection in a diractogram, assuming instrument
and experiment broadening remain constant, occurs when the particle size increases, as
suggested by Scherrer.[143]
EDX analyses of the samples showed diering ratios of In:P with temperature. Table
5.3 contains the EDX results for the samples. The results suggest that to achieve stoi-
chiometry a longer deposition period is required. The samples grown for 2 and 4 hours
both appeared In rich (to error levels) whilst the sample grown for 18 hours appeared
P rich over the analysed volume. In addition to this, relatively high levels of oxygen in
the samples, again above that expected from the thick oxidised silicon substrate were
observed.
The photoluminescence from the samples is presented in Figure 5.6. Sample InP-09 was
non-luminescent so only spectra for 2 and 18 hour depositions is plotted. The samples
both exhibited band edge luminescence, both also had a high energy band, although this
was signicantly smaller for the 18 hour sample. In the sample grown over 2 hours the
defect band is large and has a similar substructure to that of sample InP-05, grown at
723 K. The presence of high levels of oxygen in the EDX analyses lends support to theChapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 118
Figure 5.6: PL spectra from three samples grown with dierent reaction durations.
InP-04, InP-07, InP-09 grown over 18, 2, and 4 hours respectively.
hypothesis that oxides of In and InP are the origin of this luminescence. Sample InP-09,
which did not luminesce, had high levels of O and was P decient. This may explain the
absence of luminescence from this sample.
These experiments have indicated that the duration of the deposition has a key role in
the quality of the material deposited. The best sample, in terms of crystalline quality,
chemical composition, and luminescence was the sample grown for 18 hours. The optimum
deposition therefore occurs for a reaction duration greater than 4 hours, ideally 18 hours.
5.2.3 Eect of Co-Solvent
The co-solvent used was the next factor to be investigated. High temperatures may re-
sult in the decomposition of the co-solvent, either by thermal or catalytic cracking. The
growth of carbon nanotubes from supercritical solutions has been reported by the group of
Korgel.[144, 145] These growths were catalytic and primarily from supercritical toluene,
although they did use hexane as an additive. In their paper they found that there was
no decomposition of toluene at temperatures up to 823 K and pressures of 12.4 MPa
without using ferrocene as a catalyst, slight decomposition occurs at 873 K with signi-
cant decomposition occurring above 923 K. In the presence of ferrocene decomposition of
toluene occurred at 773 K depositing amorphous carbon on Fe particles produced by re-
duction of the catalyst. At 823 K the carbon becomes brous and graphitisation occurred
at 873 K.[144] In further publications on the deposition of multiwall nanotubes, Korgel
investigated the use of ethanol and hexane as additives to the toluene.[145] When pure
hexane was used they found it to be too reactive and produced amorphous carbon.[145]
The deposition of crystalline GaP and GaAs nanowires has however been demonstrated
in supercritical hexane at 773 K by Korgel with apparently no appreciable C in their EDX
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Figure 5.7: X-ray diractograms of three InP lms deposited using dierent co-solvents.
InP-13, InP-14, InP-15 grown with toluene, hexane, and no co-solvent respectively. The
plots have been oset and the coloured ticks on axis indicate the zero line for each plot.
The reference diractogram is plotted in a separate box at the base of the plot.
C-Solvent Peak Position FWHM
(2) 
Hexane 27.168 0.419
Toluene 27.198 0.395
None 27.197 2.512
Table 5.4: Peak position and FWHM values for the [111] peak of InP thin lms grown
over varying deposition lengths.
Figure 5.7 presents the diractograms obtained from the samples. There is little dierence
between the hexane and toluene samples. Table 5.4 presents the results of the t to
the [111] reections and shows a slight shift in position and a small narrowing in the
width by changing the co-solvent from hexane to toluene. By removing the co-solvent
completely, the diractogram changed drastically. The narrow reections from cubic InP
have been lost whilst the sloping baseline, indicative of amorphous material, remains. One
of the principle reasons for the addition of a co-solvent was to enhance the solubility of
the precursor, in removing this co-solvent the quality of the deposition was signicantly
altered. A very thin lm was obtained in this case. The XRD measurement was made
on a region of thick deposit in both cases that exist on this sample, if crystalline material
had existed then there would have been sucient material for diraction to occur. The
EDX analysis (Table 5.5) showed the lm to be close to stoichiometry with a moderate
error indicating that InP may have deposited, albeit in an amorphous form.Chapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 120
Sample Solvent In P O Si C Error
Atomic Ratio 
InP-13 Toluene 1 0.94 2.34 0.27 - 0.10
InP-14 Hexane 1 0.91 0.65 0.05 - 0.06
InP-15 None 1 1.03 8.17 0.34 2.94 0.28
Table 5.5: EDX measurements presenting the ratio of P, C, and O relative to In for
all measured SCFD samples. Error is presented for illustration and is based upon the
2% accuracy, 1.6% is quoted for the instrument under optimal conditions.
EDX analyses on the samples, presented in Table 5.5, showed varying ratios in In, P, O,
Si, and C in the lms. The two lms grown using a co-solvent both appear In rich. The
initial deposition from toluene (InP-11) showed signicant levels of In2O3 (crystalline)
and elemental In. The cause of this was determined to be residual moisture in the toluene
and the solvent was dried a second time by distillation over sodium/benzophenone. The
solubility of water in toluene is approximately 4 times that of hexane at 4.7 g / 100 g
so there is a greater potential for residual moisture.[146] The second deposition (InP-13)
did not show crystalline In2O3 in the diractogram like the rst sample, however there
were still signicant levels of O in the lm. The ratio of Si to O, even accounting for an
error of 4 at.%, does not correspond to the oxidised silicon substrate. The lm grown in
hexane showed lower levels of oxygen, however they also cannot be accounted for purely
by the substrate. The lm grown without a co-solvent showed an In:P ratio much nearer
stoichiometry than the two samples grown in a solvent, although with a much larger error.
The level of O, Si, and C in the lms is also signicantly high. The origin of the oxygen
in the lms is not well known. The reactor was loaded and sealed in an oxygen free
environment and all solvents were dried. The most credible hypothesis is that the oxygen
is the the result of post deposition oxidation. The sample had to be transferred to the
electron microscope chamber through an ambient atmosphere. The oxygen is not believed
to originate from the scCO2, any trapped CO2 should diuse out of the lattice rapidly,
and the reaction of CO2 with the possible In compounds is unlikely.
Photoluminescence measurements from the samples are presented in Figure 5.8. The
sample grown with hexane showed the most intense luminescence with strong band edge
emission and a large high energy. It should be noted that the best quality luminescence (in
terms of InP band edge versus defect emission) was obtained from sample InP-04 grown
under the same nominal CO2-hexane conditions. The sample grown in the toluene-CO2
mixture shows moderate luminescence from the band gap with a small high energy band.
This high energy band has a clear sub structure with peaks apparent at ca. 2.15 and
2.7 eV. The sample grown without a co-solvent did not exhibit band edge luminescence.
It did however show strong, distinct, luminescence at 1.75, 2.15, and 2.75 eV. Given the
high level of oxygen in this lm the previous hypothesis that the origin of this luminescence
may be oxides is given further weight. Zhou et al. have reported luminescence from In2O3
nanoparticles with luminescence bands in these regions.[147]Chapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 121
Figure 5.8: PL spectra from three samples with dierent co-solvents. InP-13, InP-14,
InP-15 grown with toluene, hexane, and no co-solvent respectively.
These experiments have shown that for successful deposition of crystalline, luminescent
quality InP a co-solvent is required. The ideal co-solvent is not apparent from these
results; toluene- and hexane-CO2 mixtures both produce lms of comparable crystalline
quality. The lms produced in hexane-CO2 mixtures do however appear to have a better
luminescent quality.
5.2.4 Eect of Additives
The EDX and PL analyses of the lms to this point suggested that the lms were non
stoichiometric InP, either as a result of a phosphorous deciency or the formation of
oxides. In the previous work on the deposition with CdS it was found that an addi-
tional sulfur source was required to achieve good quality lms (Section 4.2). It has been
reported by Andrews et al. that In droplets formed when InP lms were grown by metal-
organic molecular beam epitaxy (MOMBE) at temperatures of 753 K.[148] In this work
Me2In( PtBu2)2InMe2, a precursor similar in structure, was used as the InP source.
They reported that good quality layers could not be deposited at the optimised temper-
atures without an additional, disassociated, phosphine ux. For this reason additional
phosphorous, in the form of tBu2PH was added to the reaction. A molar ratio of 1:1.43
precursor to phosphorous was used. Depositions were performed over 4 and 18 hours.
Figure 5.9A presents the diractograms obtained from the samples grown over 18 hours
with and without tBu2PH. In these samples the additive has increased the baseline of
the diractogram and hence the level of amorphous material has been increased. If the
properties of the [111] reection, presented in Table 5.6, are compared then a small shift
and narrowing of this reection may be observed. In the case of the 4 hour depositions,
the additive appears to have a positive eect on the diractogram. There is a comparable
baseline with and without added tBu2PH, however the [111] re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Figure 5.9: A: X-ray diractograms of two samples grown over 18 hours with (InP-12)
and without (InP-04) additional phosphorous. B: X-ray diractograms of two samples
grown over 4 hours with (InP-09) and without (InP-08) additional phosphorous. The
plots have been oset and the coloured ticks on axis indicate the zero line for each plot.
The reference diractogram is plotted in a separate box at the base of the plot.
shift and subsequent narrowing. This indicates that larger crystallites have been deposited
and/or there is a dierent amount of strain in the layers.
EDX analyses of the samples, presented in Table 5.7, do not suggest that the added
tBu2PH was eective. In both cases the analysis suggests that the additive has actually
decreased the P content of the lms. In the case of the 18 hour deposition this reduction
in the amount of P has brought the sample nearer to stoichiometry. However, in the case
of the 4 hour deposition the reduction in P has made the lm more In rich. In addition
to reducing the P content of the lms the addition of tBu2PH has signicantly increased
the O content of the lms. The tBu2PH was used as supplied and not dried, thereforeChapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 123
Conditions Peak Position FWHM
(2) 
18 Hours 27.256 0.393
18 Hours, with tBu2PH 27.207 0.386
4 Hours 27.157 0.490
4 Hours, with tBu2PH 27.224 0.397
Table 5.6: Peak position and FWHM values for the [111] peak of InP thin lms grown
with and without additional phosphorous
Sample Conditions In P O Si C Error
Atomic Ratio 
InP-04 18 Hours 1 1.20 - - - 0.04
InP-12 18 Hours, with tBu2PH 1 1.03 2.66 - - 0.10
InP-08 4 Hours 1 0.94 0.87 0.08 - 0.06
InP-09 4 Hours, with tBu2PH 1 0.84 2.30 0.24 - 0.08
InP-04 WDX 1 0.857 3.890 - 1.207 0.007
InP-12 WDX 1 0.991 - - 1.704 0.005
Table 5.7: EDX and WDX measurements presenting the ratio of P, C, and O relative
to In for all measured SCFD samples. Error is presented for illustration and is based
upon the 2% accuracy, 1.6% is quoted for the instrument under optimal conditions for
EDX measurements. Bottom two rows present WDX measurements of the two 18 hour
samples. Cells with - indicate element was not measured. Quoted error for WDX is based
upon 0.1 at.% resolution accepted in literature for the technique.
there is a possibility of residual moisture in the additive. Two lms were analysed by
wavelength dispersive X-ray (WDX) at the Institute of Archaeology, University College
London. The values presented in Table 5.7 are averages of a number of successive points
in a region. Quantication was made using stored library values, the quantication was
checked in WDX using an InP wafer and found to be within a few tenths of a percent with
minor oxidation of the surface. The WDX results contradict those of the EDX analysis of
these two samples. EDX and WDX measurements were taken a number of weeks apart,
whilst the samples were stored in a N2 purged glovebox it is feasible that post deposition
oxidation of the samples, and in particular InP-04 occurred between measurements. They
show that the lms are In rich and also that the addition of tBu2PH had a positive benet
upon the stoichiometry of the sample. The carbon level was measured for both InP-04
and -12 using WDX and indicates a signicant carbon content in the lms. The origin
of this carbon is not known; it may be deposited from the precursor complex, or from
degradation of the supercritical solvent.
Figure 5.10 presents the PL spectra from these samples. The sample grown without
added tBu2PH for 4 hours was not luminescent. The addition of tBu2PH in the 18
hour deposition has had two eects on the luminescence spectrum. It has decreased the
intensity of the band edge luminescence and increased the intensity of the supra band
gap emission. There are very dened bands in this high energy luminescence, again
corresponding to the energies previously observed of ca. 1.85, 2.15, and 2.4 eV. TheChapter 5 Supercritical Chemical Fluid Deposition of III-V Semiconductors 124
Figure 5.10: PL spectra from three samples with and without additional phosphorous
over dierent reaction lengths. InP-12 and InP-04 grown for 18 hours with and without
additional P respectively, InP-09 grown with additional P for 4 hours.
increased amount of oxygen in the lms is the most probable explanation for this. In
the 4 hour depositions the sample grown without tBu2PH was not luminescent. The
sample grown with tBu2PH exhibited weak band edge luminescence, again with strong
high energy emission. The dened substructure exists in this band as well suggesting a
common cause.
The experiments in this section have shown that the addition of tBu2PH, in the quantities
used, did not have the desired eect upon the lms. The lms remained In rich and the
concentration of impurities may have actually increased as a result. This had a detrimental
eect upon the luminescence spectrum.
5.2.5 Eect of Carrier Fluid
In order to increase the quality of the material deposited the focus was returned to
the carrier solvent in a bid to reduce O and C content and increase crystallinity. The
WDX results of the previous section indicated that C contamination of the deposited
lm was a potentially bigger problem than that of O. EDX analysis did not reveal sig-
nicant C contamination of the lm. This may be due to the sensitivity to light el-
ements being low. However, a number of the samples had a matt black, burnt, ap-
pearance suggesting C in the lms. The WDX measurement of InP-04 showed that
there was a signicant amount of C in the lm. The origin of this C is not easily
identiable. It may be the result of deposition from the decomposition products from
the precursor or from degradation of co-solvent. The deposition of GaAs from ana-
logues of this precursor has been studied before in low pressure systems by Cowley
et al. using the precursors Me2Ga( AstBu2)2GaMe2, Et2Ga( AstBu2)2GaEt2, and
Ga(AstBu2)3.[59, 149, 58, 60] In the case of the Me2Ga( AstBu2)2GaMe2 precursor de-
position produced As decient 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Sample In P C O Error 0.1 at.%
Atomic Ratio 
R23 1 0.929 0.267 0.879 0.003
InP-04 1 0.857 1.207 3.890 0.007
LPCVD 673 K 1 0.164 0.215 0.773 0.002
LPCVD 723 K 1 1.03 0.297 0.216 0.003
LPCVD 773 K 1 0.902 1.056 0.992 0.004
LPCVD 823 K 1 0.576 0.003 0.256 0.002
Table 5.8: WDX measurements presenting the ratio of P, C, and O relative to In for a
selection of SCFD and LPCVD grown samples.
The ethyl variant of this precursor was then tried on the basis that carbon incorporation
is reduced when Et3Ga is used in conventional MOCVD.[59] The carbon levels were com-
parable to that of the methyl based precursor at 1018   1019 cm 3. A side eect of this
precursor was low Hall mobilities reportedly due Ga islands as a result of the Ga-Et entity
being more reactive than Ga-Me.[59] The nal precursor to be examined by these authors
was the Ga(AstBu2)3 complex, which contains an excess of As and no Ga-C bonds. This
complex produced the best quality lm, although it still contained 4  1016 cm 3 of
C.[59, 60] The direct GaAs analogue of our InP precursor, nBu2Ga( AstBu2)2GanBu2,
was trialled by researchers at Eastman-Kodak. They attempted to grow onto [100] Si
substrates and discovered that strong interactions between the silicon surface and the
hydrocarbon groups resulted in the accumulation of C when the surface was not covered
with the less reactive Ga and As atoms.[60]
To investigate the role of the carrier uid in the deposition of C in the lms samples
were grown in a number of environments and the carbon content analysed by WDX.
One sample was grown in supercritical triuoromethane (commonly known as refrigerant
R23). The reasoning for the use of this solvent was the relatively stronger C-F bond makes
decomposition of the uid less likely. The lm produced was localised to the bottom of
the sample indicating the precursor was not particularly soluble. A number of samples
were also grown by low pressure CVD (LPCVD) to completely rule out the eect of the
carrier uid as a source of carbon.
Table 5.8 presents the WDX results from the two SCFD samples InP-04 and InP-16 along
with the series of samples grown via. LPCVD. There was a clear reduction in the amount
of C in the lm. There was an equal reduction in the oxygen content of the lm. Addi-
tionally, the sample grown in supercritical R23 was closer to stoichiometry. This suggests
that the origin of some of the carbon may have been the decomposition of the carrier uid,
although there is still some carbon present in the sample. To investigate this further a
series of LPCVD depositions were performed over a range of temperatures. LPCVD de-
positions were performed by Dr Gabriel_ e Aksomaityt_ e. Depositions were performed by
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in a furnace. The tube was then evacuated to 66 Pa and heated to deposition temper-
ature. The WDX results show that InP was deposited, although in non-stoichiometric
ratios. The samples were nearest stoichiometry at approximately 723 K and were In
rich at temperatures above and below this. This correlates with similar observations by
Andrews on the deposition of InP from a similar compound. In this work they found
that stoichiometric InP could only be deposited at 753 K with a simultaneous phosphine
ux.[148] There was an increasing amount of C present in the lms at deposition temper-
atures up to 773 K, where the carbon content drops suddenly. This suggests that some
of the carbon in the SCFD grown lms may have originated from the precursor. The
concentration of Si was not measured by WDX so it is not possible to ascertain whether
the oxygen signal measured was related to the silica substrate or from oxidation of the
lm.
The experiments in this section have demonstrated that the carrier uid is likely to have
accounted for a portion of the carbon in the InP lms. By changing (R23) or eliminating
(LPCVD) the carrier uid the amount of C incorporated into the lms may be reduced,
however not eliminated. The LPCVD depositions show a wide range of In:P ratios with
respect to temperature, if these results are compared to those of the temperature depen-
dant SCFD depositions then it can be seen that lms closer to stoichiometry may be
deposited over a wider temperature range by SCFD.
5.2.6 Conclusions
This work has demonstrated that it is possible to deposit InP of good crystalline quality,
and of a high enough quality to exhibit band edge luminescence. Chemical analysis of
the lms show them to be non-stoichiometric and contaminated with C. The crystalline
quality of the lms was not aected by the reaction temperature over the range explored.
However, the luminescence quality did vary and optimum results were obtained at 773 K.
The length of time over which the deposition was performed had a signicant eect on the
properties of the lm; a deposition of 18 hours duration was required to produce the best
crystallinity, stoichiometry and luminescence. The experiments with dierent co-solvents
illustrated that a co-solvent was required for SCFD, but the ideal co-solvent could not
determined. The addition of tBu2PH to the reactor did not improve the P content of the
lms and had a negative impact upon the luminescence quality of the lms. By changing
the supercritical solvent from a CO2-hydrocarbon mixture to a hydrouorocarbon it was
possible to reduce the carbon contamination although the overall deposition quality was
adversely a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5.3 Indium Arsenide
An arsenido equivalent of the InP precursor was also synthesised for deposition experi-
ments. Two depositions were made with this precursor, at 773 and 823 K, using a CO2-
hexane mixture as the supercritical solvent. Upon removal from the reactor the samples
had a matt grey/silver-like appearance indicating a powdery surface. This powder was
very weakly adhered to the surface and the static charge that accumulates on surfaces
inside the N2 glovebox was sucient to cause removal of the lm when tweezers were
brought near the surface. Tapping part of a substrate on a microscope slide resulted in
the removal of this entire surface coating. Beneath this loose material, a slight change in
the colour of the substrate indicated that a thin, adherent, layer had been deposited. An
SEM of the as grown surface is presented in Figure 5.11. This micrograph shows the sur-
face to be coated with a thick mat of tangled wires, cross sectional images show the mat
to be between 1.5 and 2.0 m thick. The inset to Figure 5.11 shows a 5 magnication
of the image and the ca. 140 nm diameter wires can be seen along with a solid bundle of
particulates. Cross sectional SEM revealed the thin adherent layer to be approximately
40 nm thick.
Figure 5.11: SEM of InAs lm with inset showing central region magnied vefold.
Micrographs show tangled wire nature of deposit.
Figure 5.12 presents the diractograms from the two InAs samples grown at 773 and
823 K. The diractograms show highly crystalline InAs with a minimal baseline. Given
the relative thicknesses of the thin solid layer and thick nanowire this XRD suggests that
the nanowires were crystalline. The broadness of the re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Figure 5.12: X-ray diractograms of two InAs samples grown at 773 and 823 K. The
773 K diractogram has been magnied 5.
diraction was occurring from crystallites of smaller size than the wire diameter observed
via SEM, suggesting the wires are polycrystalline.
WDX analyses of the nanowires from the 773 K sample reveal an In:As ratio of 1 : 0:825
0:006 and In to C and O ratios of 1:3.377 and 1:0.836 respectively. These results compare
favourably to those of similar InP samples. InAs is a narrow band semiconductor with an
energy gap of 0.354 eV.[150] This narrow gap puts the luminescence from InAs outside
the range of the silicon CCD detector normally used from luminescence measurements.
A Fourier transform infrared spectrometer tted with an InSb detector (range 0.235 to
0.485 eV) was adapted for luminescence measurements. The quality of the results obtained
was however not sucient to determine whether the material was of luminescent quality.
5.4 Summary
This chapter has demonstrated the growth and characterisation of a number of dierent
III-V semiconductors from a supercritical uid. A series of reactors were investigated
to nd a design that suited the hypothesised decomposition mechanism of the precursor.
The SCFD growth process has also deposited lms that are of better quality than LPCVD
lms grown from the same precursor. There is an issue with oxidation of the lms in this
process, however the source of this is believed to be the drying of the co-solvents, and
this may be possible to overcome in the future. The deposition of GaP has been shown,
as evidenced by XRD. The deposition of cubic InP and InAs with good crystallinity has
also been demonstrated. The InP is of high enough quality that band edge emission can
be seen by photoluminescence.Chapter 6
Fabrication of Porous Silicon and
SCFD of Germanium
6.1 Macroporous Silicon Templates
Numerous techniques exist to fabricate structured templates of various pore sizes, includ-
ing solution-gel synthesis of micro- and meso- porous oxides such as silica,[151, 152] and
anodic etching of lms such as aluminium,[153, 154] or indeed silicon.[155]
The deep etching of silicon was rst demonstrated by Lehman and F oll in 1990.[155] This
technique employs the photoelectrochemical dissolution of an n-type silicon electrode in
a HF electrolyte to etch long, straight, pores into the substrate. The technique works
utilising the minority carrier nature of holes in n-Si that are photogenerated. Figure 6.1
depicts the process. With the application of an anodic bias across the silicon a depletion
region can be set up at the top surface of the silicon. This depletion region focuses the
holes to defects on the surface of the silicon where anodic dissolution of silicon occurs.
The depletion of free carriers near the surface passivates the sides of these defects as the
pores begin to nucleate at the defect sites. The pores will expand both laterally and
vertically until the walls of the pores become completely depleted of holes. After this
stage the pores will etch to a uniform depth as a result of second order processes, which
reduces the etching rate of a pore growing faster than its neighbours.
A set of equations which govern the properties of the etch exist.[156] These equations
can be used to design the template to varying specications. The primary equation for
specifying the etch conditions is the critical current density for porous silicon formation,
jPS:
jPS = Cc
3
2e

 EA
kT

(6.1)
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Figure 6.1: Schematic of the HF etching process illustrating the generation, separation,
and depletion of carriers. Adapted from [5]
where C is a constant equivalent to 3300 A.cm 2.[wt% HF]  3
2, c is the concentration
of HF in weight percent, EA is an activation energy of 0.345 eV, T is the temperature
in K.[156] This condition denes the transition from charge transport limited etching to
mass transport limited etching; at higher currents holes accumulate at the silicon surface
and the HF is locally depleted resulting in electropolishing of the silicon electrode. At
currents below this value the opposite is true and holes are depleted at the surface locally
and are therefore captured more eciently at the bottom of surface defects. Assuming
stable macropore formation is occurring then the current density at the pore tips, jtip will
be the critical current density jPS. Given this condition the rate of pore growth, v can
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v =
jPS
neNSi
(6.2)
where n is the number of charge carriers required to dissolve one silicon atom, e is the
elementary charge, and NSi is the atomic density of silicon (5  1022 cm 3).[156] The
dissolution valence1 is determined empirically and exhibits a relation to the current den-
sity. It has a value of between 2 and 4 depending on whether divalent (reaction 6.3) or
tetravalent (reaction 6.4) dissolution of silicon is occurring:[157]
Si + 4HF 
2 + h+     ! SiF2 
6 + 2HF + H2 + e  (6.3)
Si + 2H2O + 4h+     ! SiO2 + 4H+
SiO2 + 2HF 
2 + 2HF     ! SiF2 
6 + 2H2O
(6.4)
The dissolution valence has a sigmoid shape when plotted with respect to the current
density, with a sharp increase in the vicinity of jPS. The eect of this is that should one
pore grow faster than its neighbours such that it collects more holes, i.e. having a higher
jtip, then the dissolution valence increases sharply and from equation 6.2 the etch rate
will therefore be reduced.[156]
The third key equation gives the area that is etched. Given the condition that jtip = jPS
then the cross sectional area of etched pores, Ap is given by:
AP = A
j
jPS
(6.5)
where A is the cross sectional area exposed to electrolyte and j is the current density
used.[156] From these equations is possible to design pores of a set diameter based on
pre-patterned substrates with a known density of pores.
By monitoring the etch current and the illumination intensity it is possible to gauge
whether the etch is proceeding successfully. F oll et al. produced the following equation
to describe the fraction of the hole current generated under back side illumination, jphoto,
arriving at the pore tips for etching, jetch, at a depth l:
jphoto
jetch
= e
dw l
Lw (6.6)
where dw is the wafer thickness and Lw is the minority carrier diusion length. [158]
Given the independence of time on the rate of pore growth to rst approximation, and
assuming successful control of the illumination to maintain a constant etch current, a
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logarithmic plot of
jtotal
jphoto, where jtotal = jetch + jleakage and jleakage is due to thermally
generated holes in the pore walls, should be a straight line with a slope equal to l dw
Lw . It
is apparent from this that the illumination intensity must decrease with time to maintain
jetch.
Aside from these equations there are a number of additional factors that control whether
stable etching of pores occurs in n-Si. One of the primary factors is the resistivity of the
sample. In their original paper Lehmann and F oll presented a graph of the resistivity
of the Si versus the trench diameter. From this it is noted that below 0.02 
.cm stable
macropore formation was not seen; conventional, randomly orientated, porous silicon
was formed.[155] In addition, the requirement for depletion of carriers in the pore walls
necessitates that only certain diameters may be formed, dependant upon formation of a
space-charge region (SCR). The maximum wall thickness is double the SCR depth. The
length of the space charge region, lSCR is given by:
lSCR =
r
20SiUSCR
eND
(6.7)
where Si is the dielectric constant of silicon, USCR is the applied voltage, e is the elemen-
tary charge and ND is the doping density.[159] The SCR depth thus has a dependence on
two controllable parameters, the bias voltage and the doping density. Practically there is
little tunability in the bias voltage, it must be large enough to provide a sucient SCR,
however if it is too large then electrical breakdown occurs in the pore walls and mesopores
form that etch the walls back. The doping density of the silicon however is what allows
a wide range of pore diameters to be formed due to the 1 p
ND dependence; low doping
densities (high resistivities) allow the formation of large pores and vice versa.
The use of additives in the etching of silicon is commonplace. These can vary from the
use of non-ionic surfactants such as alcohols to ionic/non-ionic mixtures like Decon 90.
A review of the literature shows ethanol (EtOH) to be the favoured additive to the elec-
trolyte mixtures. The purpose of these additives is to wet the surface and reduce the size
of the hydrogen bubbles that form as a result of the dissolution of Si.[160] The formation
of hydrogen bubbles on the surface, or indeed inside the pores, prevents the diusion of
uoride ions and species to the etch site.[161] The result is a very non-uniform etch and,
in extreme cases, leads to unstable growth and branching of pores. Lin et al. also found
the surface roughness of the lms to be greatly improved upon addition of ethanol to the
etch solution..[161] One of the additional aects of adding EtOH to the etch solution is an
observed increase in the etch rate. Whilst performing cyclic-voltammetry in a HF-EtOH
solution it was observed that the voltammogram was irreversible and electrode fouling
had occurred, even at relatively low potentials. For this reason acetonitrile (MeCN) was
trialled with superior results and a subsequent literature review backed up this observa-
tion. Miranda et al. found that a HF-MeCN produced a more homogeneous and uniform
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as well..[162] They suggested that this may be a result of MeCN passivating the surface,
forming hydride bonds leading to preferential etching at Si-F sites preventing branched
etching into the pore wall.[162]
In order to provide a range of pore sizes for deposition into on a single substrate a ran-
dom nucleation technique was decided upon. This avoids the time consuming and costly
lithographic process that is required to pre-pattern a regular array onto the substrates.
Random nucleation was instigated by imprinting small defects on the substrate surface
using diamond polishing paste with particles of a known diameter. This section presents
a study of ve principle variables (electrolyte concentration, use of a wetting agent, cur-
rent density, imprint size and method, and silicon resistivity) explored to determine the
optimal conditions under which pores may be etched into n-Si. A bias voltage of 2.00 V
was maintained in the experiments as a review of the literature suggests no dependence in
the range of stable values, this was validated experimentally in preliminary experiments
not presented here.
6.1.1 Etching Apparatus
Figure 6.2: The photoelectrochemical apparatus used for the etching of silicon. A: The
assembled mount with cell placed 300mm above halogen lamp. B: Cutaway projection of
the cell illustrating various components. C: Unassembled cell showing cover with ther-
mocouple and Pt electrode feedthrough (left), PTFE body and clamping ring (middle)
and base with silicon tile (right).
A custom etching system was fabricated based upon the apparatus used by Charlton
et al.[163] Figure 6.3 presents photographs and a CAD drawing of the cell used for the
etching. A 20 mm square n-Si tile is mounted on a stainless steel holder with silverChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 134
conducting paint. The holder has a 1 cm2 hole in the base to dene the illumination
area. A PTFE cell is then clamped on top of the silicon tile, with a Viton o-ring dening
a 1 cm2 area directly above the illumination region. The cell is then suspended in a jig
and connected as a working electrode, a 250 W tungsten-halogen lamp is placed beneath
before the cell is lled with the HF containing electrolyte and a Pt counter electrode
inserted. A target current density and bias voltage are set and the power source is turned
on. A bias is set up between the two electrodes to form the depletion region. When the
lamp is turned on photogenerated holes are created and the resulting current measured.
An operational-amplier circuit then controls the intensity of the illumination to maintain
the target current.
6.1.2 Eect of electrolyte concentration
The electrolyte concentration was the rst parameter to be investigated in our system.
The concentration of HF in the electrolyte is one of the fundamental parameters in de-
termining the etch due to the strong dependence of jPS on it (equation 6.1). Three
concentrations were chosen (5, 2.5, and 1.25 wt% HF) based upon the favoured concen-
tration of 2.5 wt% from the literature. The critical current densities were calculated based
upon a temperature of 298 K and the etching current was set to 25% of this value. In
the case of the 5 wt% HF solution this current was not attainable initially and took a
short period of time before the current rose to this value, the analysis of the pore area is
therefore based upon the initial current value.
Figure 6.3: Photographs of the three samples produced in aqueous HF at 3 concentra-
tions. A: 5 wt% HF. B: 2.5 wt% HF. C: 1.25 wt% HF.
Figure 6.3 presents photographs of the three samples produced. The matt grey appearance
of the samples in A and B (5 and 2.5 wt% respectively) indicate that stable etching
was achieved, however the highly coloured and reective appearance of the sample in C
indicates that stable etching was not achieved at the lower concentration, this is conrmed
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nature of the etch is apparent from the images in Figure 6.3. Three large patches are visible
in A whilst a number of smaller, apparently unetched, patches are visible in image B. It
is believed that these regions occur due to hydrogen bubble formation and due to the
geometry of the etching cell these bubble preferentially occur around the edge of the cell.
Figure 6.4: SEM images of the three samples produced in aqueous HF at 3 concentra-
tions at normal incidence (A, C, E) and cross sections (B, D). A & B: 5 wt% HF. B &
D: 2.5 wt% HF. C: 1.25 wt% HF.
Figure 6.4 presents SEM images of the three samples, A, C, and E present top down
views of the samples near to the centre of the sample whilst B an D present cross sections
towards the centre of the samples when cleaved in half. Images A and C show that
stable etching was achieved and the pores nucleated in a random manner. The pores have
an approximately square prole and these are predominately aligned in one direction;
presumably along a crystal plane. Image E indicates that stable etching was not achieved;
the surface has a cracked appearance with no evidence of pore formation. Table 6.1Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 136
presents an analysis of the images compared with theoretical parameters expected from
equations (6.1), (6.2, and (6.5). If the etched area is considered for these images then there
are large discrepancies between the expected and observed areas. Only \black" pores were
considered in the calculations since lighter, grey, pores represent sites that nucleated a
small pore initially but the growth of this could not be sustained due to carrier depletion.
The area calculated for the pore using 5 wt% HF is reduced due to the etching current
initially being lower.
5 wt% HF 2.5 wt% HF 1.25 wt% HF
jinitial 9.6 4.8 1.8
j 13.7 4.8 1.7
Tinitial 295.14 294.95 294.35
Number of Pores 383 321 0
Average Area (m
2) 4.37 2.90 0
Standard Deviation 2.68 1.96 0
AP Calculated (%) 20.01 28.55 31.13
AP Observed (%) 19.7 10.7 0
Specied Depth 35.98 12.61 4.34
Calculated Depth 86.81 22.11 5.82
Observed Depth 83 16 0
Table 6.1: Calculated pore parameters and observed values from SEM images. Specied
depth is based upon initial values, calculated depth is corrected for temperature variation.
It was not possible to maintain the cell at a constant temperature due to the tungsten-
halogen lamp producing a large amount of heat, coupled with the safety requirement to
keep the cell volume relatively small. The eect of this temperature change is a gradual
change in jPS as a function of time. This increase has been calculated as a function of
time for all the plots and varied considerably, a 31
2 fold increase was seen in the 5 wt% HF
etch whilst only a 11
2 increase was seen in the 1.25 wt% HF etch. The etch current was
kept constant so the eect of this jPS rise should have been to 1: reduce the pore diameter
as a function of time, and 2: increase the etch rate as a function of time. The etch rate as
a function of time has been calculated and the area integrated to estimate the depth of
etching that should be observed in the system (calculated depth in Table 6.1), this result
agrees reasonably well with the observed depth. In all cases the etch is shallower than
expected but this can be accounted for if the initial ca. 200 seconds of etch is excluded
from this calculation to allow for the nucleation of pores before deep etching starts. The
cross sectional SEM images in Figure 6.4 B and D show that the pore diameter does not
decrease as would be expected given the increase in jPS, however it should be noted that
in all case the observed pore area, AP, was lower than expected.
Figure 6.5 show plots equivalent to the natural logarithm of the total current divided by
the illumination current. These values were measured using the sensed voltages of cell
current and lamp voltage data logged during the etch after conrming that they had a
linear relationship over the measured range (i.e. lamp voltage / illumination intensity).
As discussed earlier, if stable etching was occurring then this should be linear with respect
to time. All three plots show a decrease in the initial ca. 200 seconds. This is believedChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 137
Figure 6.5: Plots of ln
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versus time for A 5 wt% HF, B 2.5 wt% HF, and C
1.25 wt% HF.
to be due to the initial nucleation of pores as our method relied upon random nucleation.
In the random nucleation process a layer of microporous silicon grows in the rst ca.
30 seconds forming a series of etch pits, which allow the formation of larger mesopores.
These mesopores start to grow, and in a process similar to Ostwald ripening, merge
until a balance is found between pore tip current and depletion of carrier in the pore
wall.[157] The meso-/macropores that failed to grow appear as grey depressions in the
SEM images. After this initial period plots B and C in Figure 6.5 show an increasing
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have occurred. Pores were seen in the sample from etch B however no pores were seen in
the sample in etch C. Plot A is not linear in nature; it shows an increasing trend before
levelling o. This increasing trend can be explained by the total current being lower
than the specied current in the system, showing the same shape as the current rise and
becoming linear at ca. 800 s when the current reached the set value. The sharp peaks in
the traces are the result of the etching current being reset after drift of more than 0.2 mA
in the control electronics. From these experiments it was decided that 2.5 wt% HF was
the most suitable concentration since at this concentration it was possible to:
￿ achieve stable and successful etching
￿ control the current at 1
4jPS
￿ produce pores with an average diameter of 1.7 m at an aspect ratio of 13:1 in 30
minutes
6.1.3 Eect of wetting Agent
The eect of additives to the electrolyte was the second parameter to be investigated.
The additive does not have an immediately obvious eect on the etch; it is not quantied
in any of the equations used to describe the macroporous etching process. As mentioned
previously though, the additive serves to lower the surface tension, wetting the pores
better and reducing the size of hydrogen bubbles formed. The aect of hydrogen bubble
formation is apparent in the photographs in the electrolyte concentration section (Figure
6.3), particularly in image B, where unetched regions can be observed around the edge
of the cell, presumably where bubbles have become attached between the surface and the
cell wall. The pores produced from the 2.5 wt% solution had the smallest diameter and
this concentration was selected for further investigation in this section as the focus of
the etching was the production of small pores for deposition into. Solutions were made
by dilution of 5 wt% HF solution with either pure wetting agent, or water then wetting
agent.
Figure 6.6 presents photographs of the four samples produced in this manner. When these
images are compared with that of Figure 6.3B, an equivalent concentration but no wetting
agent, the aect of the wetting agent is immediately apparent. There is a far more uniform
surface appearance with smaller defects, if at all. The samples produced using MeCN as
the additive appear more uniform (Figures 6.6B and D) than those produced with EtOH.
The sample produced with lower concentration of ethanol appears to have a number (ca.
20) small spots on the surface approximately 500 m in diameter suggesting that bubbles
formed and remained adsorbed to the surface for a period of time long enough to aect
the etch. The sample grown with HF/MeCN (image B) is more brightly coloured than
the others, taking on a pink hue. This is characteristic of samples with smaller pores, an
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Figure 6.6: Photographs of the four samples produced in various HF electrolyte solu-
tions. A: 1:1 5 wt% HF:EtOH. B: 1:1 5 wt% HF:MeCN. C: 3:2:1 5 wt% HF:H2O:EtOH.
D: 3:2:1 5 wt% HF:H2O:MeCN. Current density was set at 25% jps.
Figure 6.7 presents top down and cross sectional SEM images from near the centre of the
samples. The images show that stable etching was achieved in all cases. It is clear in
images C and G that there are a greater number of `dark' pores, and they also appear
smaller. This is supported by the statistical analysis of the images presented in Table
6.2 that show 568 & 428 pores for MeCN based solutions compared to 398 & 304 pores
for equivalent EtOH based solutions. The pore openings at the surface are narrower for
the MeCN based solutions with the narrowest pores (1.161 m2) produced in the 1:1
5 wt% HF/MeCN solution. The pore size distribution is much narrower in the MeCN
based solutions as well, supporting the ndings of Miranda et al.[162] The etched pore
area at the surface is again a factor of three times smaller than that of the equivalent
sample in the pure (aqueous) electrolyte indicating that there is an additional eect here,
the width of the pores midway down the growth is however 1.5 to 2 times greater than
the width measured at the top, which would bring the porosity in line with the gure
that is calculated for the pores. The temperature was once again unstable and depth
calculation was corrected in the same way mentioned previously. In the case of the 1:1
5 wt% HF/EtOH solution the etch was  30% deeper, the equivalent MeCN was only
slightly shallower than expected whilst the solutions with more dilute wetting agent were
shallower still.
Figure 6.8 shows the plots equivalent to the natural logarithm of total current divided by
the etching current. The rst point of note is that the additive appears to have smoothed
the proles; there is far less noise. This is presumably a result of smaller bubbles, which
detach from the surface more regularly, keeping the exposed etching area more uniform
reducing current spiking. All the plots show an initial period of negative slope, however
this is considerably shorter than that observed for the solution with no additive (50-100 s
vs 200 s). In plot D there is a sharp increase at ca. 250 s, this corresponds with a
sharp change in the bias voltage, and then a corresponding increase in the sample current
(along with a decrease in the illumination current). Whilst this bias change was small,
it is plausible that the eect on the space charge region caused pore widening to occurChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 140
Figure 6.7: SEM images of the three samples produced in in various HF electrolyte
solutions at normal incidence (A, C, E) and cross sections (B, D). A: 1:1 5 wt% HF:EtOH.
B: 1:1 5 wt% HF:MeCN. C: 3:2:1 5 wt% HF:H2O:EtOH. D: 3:2:1 5 wt% HF:H2O:MeCN.
before the system became stable again. The plots all have an element of curve to them;
stable etching should give a linear prole at a constant etch rate. If the etching rate as
a function of time is examined (related to the temperature) then this curved prole mayChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 141
1:1 1:1 3:2:1 3:2:1
HF:EtOH HF:MeCN HF:H2O:EtOH HF:H2O:MeCN
jinitial 4.8 4.8 4.8 4.8
j 4.8 4.8 4.8 4.8
Tinitial 296.87 295.52 296.03 296.85
Number of Pores 398 568 304 428
Average Area (m
2) 1.946 1.161 1.955 1.895
Standard Deviation 1.180 0.611 1.43 1.034
AP Calculated (%) 26.15 27.81 27.17 26.17
AP Observed (%) 8.9 7.4 6.7 9.2
Specied Depth 13.77 12.95 13.25 13.75
Calculated Depth 19.90 19.70 21.21 21.59
Observed Depth 26 17 15 16
Table 6.2: Calculated pore parameters and observed values from SEM images. Specied
depth is based upon initial values, calculated depth is corrected for temperature variation.
HF is from a stock 5 wt% aqueous solution.
be explained, the etch rate follows a similar prole to that of the of the ln

jtotal
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
plots
presented. From these experiments it was decided that the 1:1 5 wt% HF/MeCN solution
represented the most suitable electrolyte concentration since it produced:
￿ The most defect free etch
￿ The smallest pore diameter (open pore area 1.161 m2).
￿ The narrowest pore size distribution ( = 0:611m2).
￿ Pores with the greatest aspect ratio.
6.1.4 Eect of current density
Having determined the best electrolyte composition the eect of the current density was
the third parameter to be analysed. The current density is critical parameter when
determining the pore size to be etched, as quantied by equation 6.5. By tuning this
parameter with a xed pore density it is possible to tune the pore diameter since all
the current must be transferred through the pore tips at a current equivalent to jPS.
However, the width of the space charge region must also be considered when selecting the
current to be used; too low and there may not be sucient depletion in the pore walls
to passivate them. One of the additional eects of changing the current density applied
is the change in the heating of the etch solution. The 25% jPS specied in the previous
experiments resulted in a temperature rise of 12-15 K over the 30 minute etch. High
current densities will cause more heating, whilst lower densities will reduce heating. The
aect of the heating is to raise jPS, which increases the etch rate, but more importantly
as the denominator in equation 6.5, it lowers the porosity.
Figure 6.9 presents photographs of the ve samples produced at reducing current densities.
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Figure 6.8: Plots of ln
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versus time for A: 1:1 5 wt% HF:EtOH. B: 1:1 5 wt%
HF:MeCN. C: 3:2:1 5 wt% HF:H2O:EtOH. D: 3:2:1 5 wt% HF:H2O:MeCN.
of point defects, however these are largely conned the the outer perimeter of the etch
close to where the cell wall is in contact with the substrate. There is an obvious change in
colour as the current density is reduced, with the samples becoming much more brightly
coloured at lower current densities. This colour change would be expected due to changesChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 143
Figure 6.9: Photographs of the ve samples produced at various current densities. A:
53% jps. B: 45% jps. C: 36% jps. D: 24% jps. E: 12% jps.
in the pore density, size, and etch depth aecting the scattering and reection of light
from surface.
Figure 6.10: SEM images of the three samples produced at various current densities
shown at normal incidence (A, C, E) and cross sections (B, D, F). A, B: 53% jps. C, D:
45% jps. E, F: 36% jps.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 144
Figure 6.11: SEM images of the three samples produced at various current densities
shown at normal incidence (A, C) and cross sections (B, D). A, B: 24% jps. C, D: 12%
jps.
Figures 6.10 and 6.11 present top down and cross sectional SEM images of the samples
from the central region. The reduction in current density has a clear eect on the pores;
the size of the `black' pores decreases with reducing current density. Image 6.11C is vastly
dierent to the preceding top down images. The previous images all had approximately
the same number of pores and they appeared separate. However the surface of the sample
in image 6.11C appears `chapped' with the pores that successfully etched apparently
connected by channels in the surface. This suggests that the etch is moving away from a
stable regime between 12 and 24% jps. If the open pore area at the surface is examined for
the current densities between 24 and 53% jps then it can be seen that the observed area is
between 0.4 and 0.5 times that of what is expected, with the biggest dierence observed
for the higher current density. The number of pores produced at these current densities is
reasonably consistent, with the variation of  10% between densities comparable to that
of specic areas on the sample. The pore size is therefore almost directly related to the
current density, showing a decrease with current density. The standard deviation of the
pore diameter also shows a decrease, although it remains at ca. 40% of the average area for
all current densities. The pores showed considerable variation in depth, partially due to
the temperature variation, but there is also further variation from the recalculated depths.
The samples at current densities of 53 and 36% jps were 25% deeper than expected, with
the sample at 45% jps being the expected depth. The samples at 24 and 12% jps were
both shallower than expected. A slight reduction in observed etch rate would be expectedChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 145
as a function of time due to both reduced HF concentration with depth, and consumption
of uoride ions in the etching process.
53% jps 45% jps 36% jps 24% jps 12% jps
jinitial 8 7.7 5.8 3.9 1.9
j 9.6 7.7 5.8 3.9 1.9
Tinitial 292.45 295.12 294.29 294.49 294.32
Number of Pores 978 882 1073 966 370
Average Area (m
2) 1.779 1.767 1.325 1.098 0.524
Standard Deviation 1.074 1.040 0.749 0.620 0.297
AP Calculated (%) 53.43 45.44 35.56 23.69 11.63
AP Observed (%) 19.9 17.9 16.1 12.1 2.2
Specied Depth 11.23 12.71 12.23 12.35 12.25
Calculated Depth 26.26 24.14 20.74 19.41 16.21
Observed Depth 33 23 25 14 4
Table 6.3: Calculated pore parameters and observed values from SEM images. Specied
depth is based upon initial values, calculated depth is corrected for temperature variation.
The ln
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plots in Figure 6.12 all present a dierent picture. At the highest current
density (53% jps initially, 64% specied) there is not the drop seen previously during
the nucleation phase. This is a result of the system being unable to deliver the specied
current density. An initial drop in total current, j, is normally observed and cannot be
oset by the increasing illumination current applied whilst nucleation occurs, then there
is a sharp increase in current, matched by an abrupt drop in the illumination current as
stable etching occurs. An example of this can be seen as the V shape between 100 - 200 s
in Figure 6.12D. For the highest current density however, j was 11% lower than specied,
so the illumination current remained unchanged as the current built creating the roll-top
prole. After this initial 300 s period the gradient stabilises, before a second change at
ca. 600 s. These changes in slope do not correspond with changes in the etch rate as
observed in the the previous experimental set, however this second change corresponds
with a slight change in the bias voltage drift rate, a very minor change not seen on the
etcher (0:01 V) but seen in the data logged signal. In the case of Figure 6.12B, the initial
nucleation is rapid, occurring in the rst 50 s of the etch before stabilisation. The plot
exhibits two regions of equal gradient separated by ca. 200 s where the bias voltage was
unstable to a small degree again. A similar eect is seen in Figure 6.12C. A change in bias
voltage should have no eect on the etch rate; the role of bias is to create a depletion region
in the pore walls. The change in bias voltage will however change the depth, and shape,
of the SCR at the pore tip. This may in turn lead to the leakage of current into pore walls
creating a microporous silicon layer.[157] The traces in Figures 6.12C and D are noisier,
presumably a result of the decreased signal to noise ratio at lower current densities. The
initial nucleation phase is still identiable, albeit much longer (ca. 200 s) followed by a
number of features that may be associated with bias voltage changes, however these are
less well dened.
These experiments have demonstrated that by changing the current density the porosity
may be controlled. In summary it was found that:Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 146
Figure 6.12: Plots of ln
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versus time for A: 53% jps. B: 45% jps. C: 36% jps.
D: 24% jps. E: 12% jps.
￿ Porosity does reduce with current density.
￿ The number of randomly nucleated pores remains constant, but the open area de-
creases with current density.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 147
￿ The lower limit of stable etching occurs between 12 and 24% jps for 1-10 
.cm Si
at 2.00 V bias.
6.1.5 Eect of Imprint method
Early experiments revealed the need for a method to encourage nucleation of pores to
occur; the rst sample showed only ca. 15 pores compared to 320 for a sample `rough-
ened' with 1 m diamond particles. The eect of roughening for random nucleation is not
discussed in literature and is not quantied in any of the equations that describe macrop-
orous silicon etching. The eect of pre patterning the sample with a dened periodic array
is however well reported and, assuming the pattern allows a sucient SCR to be formed,
the pore diameter may be controlled by relating the porosity with the centre-centre pore
spacing. The aim in this section was to investigate whether by roughening the surface
of the silicon with various sizes of diamond particles and either simply imprinting, or
rubbing in a single direction, the average pore size could be aected in a similar manner
as pre patterning can. The diamond particles used were 3, 1, and 0.25 m in diameter in
the form of a polishing spray (3 m) or a paste (1 & 0.25 m). Imprinting was done by
either pushing the silicon square down at on a microscope slide with a uniform coating
of the polishing compound and then levering the sample up to avoid rubbing it. Rubbing
was performed by placing the square down on a microscope slide prepared in a similar
manner, and pushing the square the length of the slide and again levering the sample up.
Figure 6.13 presents photographs of the six samples produced. The eect of rubbing the
samples is immediately apparent if the top and bottom rows of images are compared; the
rubbed samples all show lines across the etched region, appearing scratched. In Figure
6.13D there is however a uniform region that suggests true random nucleation occurred.
The samples all exhibit brightly coloured regions, although these are not apparent in the
photographs taken at normal incidence.
Figures 6.14 and 6.15 present surface and cross sectional SEM images of samples made
by imprinting and rubbing respectively. The eect of changing the particle size in the the
at imprint samples is not immediately apparent. The pore sizes do not initially appear
to have changed much and the depth remains consistent at around 17 m, only slightly
shallower than the calculated depth. If the pores are inspected in closer detail, and the
particle analysis presented in Table 6.4 is examined then a trend can be observed. There
was an increase in the number of black pores on the samples indicating a reduction in
average spacing of 3.79 to 3.40 to 2.79 m. Whilst these numbers are larger than the
spacing expected of the particles used to imprint the surface this was not unexpected. If
images 6.14C & E (1 and 0.25 m imprints respectively) are examined in closer detail
then it can be seen that there are a number of grey pores on the surface, where nucleation
occurred but the width of SCR could not support the growth of these pores. The porosity
of the top layer in the 1 m particle sample was much greater than that of either the 3 orChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 148
Figure 6.13: Photographs of the six samples produced with dierent defect imprint
sizes and methods, top row are at imprint, bottom row are rubbed in one direction. A:
3 m at imprint. B: 1 m at imprint. C: 250 nm at imprint. D: 3 m linear rub. E:
1 m linear rub. F: 250 nm linear rub.
the 0.25 m imprinted particles, so it was dicult to compare the average pore area on a
like for like basis. However, it was seen that there is a broadening of the distribution as the
particle size was reduced. The eect of rubbing the sample with particles is immediately
clear in Figures 6.15A, C & E. The pores occur in linear trenches on the sample surface.
Figure 6.15A is from a scratched region towards the outer edge of the sample as the central
region imaged shows random nucleation. It is unclear whether this is real eect, or if it
occurred as a result insucient imprinting. In general these samples show a reduction in
the number of pores etched compared to equivalent imprinted samples, whilst maintaining
the increasing trend with reduced particle size. Along with the reduction in the number
of pores was an increase in pore diameter of between 50 and 100 nm for each particle size.
This widening does not oset the reduction in the number of pores and there is a drop in
porosity. There was an increase in the depth of the etch in these samples, with the 1 and
3 m rubbed samples showing the greatest increase in etch depth. There is a signicantChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 149
Figure 6.14: SEM images of the three samples produced with dierent defect imprint
sizes and methods shown at normal incidence (A, C, E) and cross sections (B, D, F). A,
B: 3 m at imprint. C, D: 1 m at imprint. D, E: 250 nm at imprint.
dierence in the expected depth between the imprinted and rubbed samples. The origin
of this dierence is not understood.
Figure 6.16 presents the ln
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plots from the etching of these samples. The proles
are very similar to those seen in the previous experiments, exhibiting the curved proles
that are likely related to the rise in jPS. The exception to this is the 1 m rubbed sample,
which shows a strongly curved initial 200 seconds followed by a relatively at period.
There was a high lamp current initially that decayed rapidly in the rst ca. 200 seconds
before the slow decay that is normally seen. This suggests that it is the result of a
nucleation phase.
These experiments have demonstrated by changing the conditions under which the surfaceChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 150
Figure 6.15: SEM images of the three samples produced with dierent defect imprint
sizes and methods shown at normal incidence (A, C, E) and cross sections (B, D, F). A,
B: 3 m linear rub. C, D: 1 m linear rub. E, F: 250 nm linear rub.
is roughened the size, distribution, and number of pores of `randomly' nucleated pores
may be altered in a manner similar to that employed by pre patterning the sample. There
is also an etch depth modication, although due to the temperature instability of the etch
this is hard to quantify absolutely. In summary it was found that:
￿ There was a two-fold increase in the number of pores formed by reducing the imprint
particle size from 3 to 0.25 m.
￿ There was a ca. 250 nm reduction in pore diameter by reducing the imprint particle
size from 3 to 0.25 m.
￿ There was a reduction of up to 50% in the number of pores formed when rubbing
the samples compared to at imprinting.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 151
3 m 1 m 250 nm 3 m 1 m 250 nm
imprint imprint imprint " rub " rub " rub
jinitial 4.8 4.8 4.8 4.8 4.8 4.8
j 4.8 4.8 4.8 4.8 4.8 4.8
Tinitial 291.36 293.14 293.35 292.46 294.06 292.91
Number of Pores 636 787 1156 311 575 663
Average Area (m
2) 1.245 1.101 0.713 1.441 1.212 0.928
Standard Deviation 0.634 0.600 0.669 0.888 0.782 0.499
AP Calculated (%) 33.74 31.04 30.74 32.04 29.74 31.37
AP Observed (%) 8.9 9.7 9.3 4.9 7.9 6.9
Specied Depth 10.67 11.60 11.71 11.24 12.10 11.47
Calculated Depth 19.31 18.66 21.27 19.36 22.68 18.13
Observed Depth 15 17 17 26 27 20
Table 6.4: Calculated pore parameters and observed values from SEM images. Specied
depth is based upon initial values, calculated depth is corrected for temperature variation.
￿ There was a 50-100 nm expansion in the pore diameter when rubbing the imprint
particles.
6.1.6 Eect of Silicon Resistivity
From equation 6.7 it can be seen that by increasing the doping density (hence reducing
the resistivity) it should be possible to reduce the width of the space charge region. The
general condition for pore formation is that the pores must be separated by twice this
thickness to ensure depletion, there is however some margin in this in n-type material due
to the presence of donors which may modify the electronic distribution, allowing formation
of pores separated by up to 10  lSCR.[157] The resistivities of the silicon available for
this experiment was limited to 0.002-0.01, 0.02-0.1, 0.2-1 and 1-10 
.cm. The early work
of Lehmann suggested that it was possible to achieve stable macropore formation with
resistivities down to 0.02 
.cm, at which point porous silicon forms due the the heavy
branching resulting from carriers generated by electrical breakdown (a eld strength of
3105 V.cm 1 for silicon).[156] Trial etches with the two lowest resistivities showed that
stable macropore formation did not occur, the current generated by the application of
a small bias voltage was sucient to generate a signicant current without illumination,
and the samples appeared electropolished upon removal.
The 0.2-1 
.cm substrate did however produce stable macropore formation. Figure 6.17
presents a photograph of the sample produced. The sample is a dierent colour compared
to the higher resistivity substrates; the sample appears brown.
Figure 6.18 presents a cross section SEM of the sample produced. The layer has broken
away in the horizontal as well as vertical directions, a problem due to the high porosity
that makes the lms very fragile. The sample suered severe charging eects and so
it was not possible to get a top down image of the sample. However, it is possible to
estimate the pore size based upon the cross section image where these eects were less
troublesome. The pores appear to be about 60 nm in diameter and the etched layerChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 152
Figure 6.16: Plots of ln

jtotal
jillum

versus time for A: 3 m at imprint. B: 1 m at
imprint. C: 25 nm at imprint. D: 3 m linear rub. E: 1 m linear rub. F: 250 nm linear
rub.
appears to be 6.5 m thick. The calculated depth for this experiment is 14 m. There are
however eects which may explain this discrepancy. The aspect ratio of these pores is largeChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 153
Figure 6.17: Photograph of 0.2 - 0.1 
.cm etched sample.
Figure 6.18: A cross sectional SEM of a 0.2 - 0.1 
.cm sample, showing a 6.5 m thick
porous layer with pores ca. 60 nm in diameter.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 154
(>100:1), so a signicant concentration gradient will be present from the bulk solution to
the etching site were the uoride species are being consumed. This will eectively lower
the concentration are the pore tip and thus reduce the etching rate.
These experiments have demonstrated that by changing the resistivity of the silicon it is
possible to reduce the pore size. It has also shown the upper limit of doping density for
standard thickness (525 m, 400 ) silicon wafers. In summary it was found that:
￿ A maximum doping density of 31016 (minimum 0.2 
.cm) wafer should be used.
￿ Pores of 60 nm diameter may be etched in a wafer of 0.2 
.cm resistivity.
￿ Lower bias voltages and lamp voltages are required to avoid breakdown pore forma-
tion.
6.1.7 Summary
The aim of this section was to investigate the parameters which govern the deep etching
of n-type silicon in aqueous HF electrolytes. Whilst a large body of literature exists for
pre-patterned substrates, predominately for photonic crystal applications, there has been
much less work presented on randomly nucleated pores.
Five parameters were investigated to determine the optimum conditions under which small
pores could be etched into a silicon wafer. In the rst experiments the best electrolyte
was investigated and determined to be 1:1 mixture of 5 wt% HF (aqueous) and MeCN.
The eect of the current density on the size of the pores was investigated and showed a
decrease in pore size down to a current density of 24% jPS, below which stable etching was
not observed. The initial condition of the silicon surface was investigated and the need
for roughening discussed. The optimum method for 1-10 
.cm 1 was found to be a linear
rub with 1 m diamond particles. The eect of silicon resistivity was also investigated,
with stable etching only achieved down to 0.2 
.cm 1, producing 60 nm diameter pores.
The following pore structures could be fabricated after these experiments:
1.  60 nm diameter pores, 6 m deep (low resistivity substrate)
2. Pores with mean diameters of 0.844 - 1.200 m and depths up to 27 m in 30
minutes (`standard' etch)
3. Pores with mean diameters ca. 2.09 m and depths of 86 m in 30 minutes (high
concentration HF)Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 155
6.2 Elemental Semiconductor Deposition
Chapters 3 and 4 presented approaches towards depositing compound semiconductors of
interest for optoelectronic applications. One of the niche areas of SCFD is in the lling
of porous materials, one area of possible application for this is in the deposition of vias
in VLSI, where void free lling is critical for device stability. The favoured materials for
this at present are CVD tungsten and polysilicon. Semiconductors such as Si and Ge are
therefore of great interest if they can eectively ll pores of 1 m or less in diameter.
Metallorganic silicon and germanium precursors generally decompose at high tempera-
tures (>773 K) [164] presenting a number of challenges in terms of reactor engineering.
The two most critical design parameters are the temperature suitability of the pressure
vessel (stainless steel is not suitable above 800 K) and the ability to heat to the deposition
temperature. It is also desirable to limit the overburden when lling these vias, thus a
fast shutdown time is desirable. These requirements can be addressed simply if the silicon
substrate itself is used as the heater element. To do this a reactor was designed where
a 10  20 mm sample can be clamped across two electrical terminals in contact with a
thermocouple. Section 2.7 presents an overview of the reactors used for these depositions.
This section examines various methods of SCFD in a ow system with the aim of achieving
void free lling of a porous template.
6.2.1 Experimental Techniques
The general startup and shutdown procedures are outlined in the reactor design Section
(2.7). The substrates used were all based upon the etch procedure used in Section 6.1.
Samples were silicon of 1-10 
.cm resistivity, the electrolyte used was 1:1 5 wt% HF:MeCN
and a current density of 4.5 mA.cm2 was used. The samples were etched for 45 minutes
following a 1 m linear rub. This should produce pores with an opening of around
1.2 m2 and a depth of > 20 m, the linear rub makes pore analysis easier as cleaves
can often follow a scratch revealing a greater number of pores. The individual reaction
temperatures, ow rates, and precursor introduction methods are outlined in each of the
following sections. The autoclave and injection loops were pressurised to 10-11 MPa to
ensure forward ow when the lines were switched between pure CO2 and precursor loaded
CO2. If the precursor was owed directly from the autoclave then at the end of the timed
period the line was switched back to pure CO2 and ow continued for 60 minutes. If
the precursor was injected then subsequent injections were 15 minutes after the previous
injection, 60 minutes was left after the last injection before depressurisation.
The CO2 was saturated with precursor. This concentration of tetraethylgermane (TEG)
was determined experimentally. Four test tubes with caps were weighed. After loading
and pressurising the autoclave and allowing it to equilibrate overnight a large injection
loop (0.945 ml) was lled with precursor to 11 MPa, as per the experiments. This loop wasChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 156
then depressurised into one of the tests tubes placed in a cold trap (chilled to  230 K) to
capture the precursor loaded into it. This was repeated at 15 minute intervals. The tubes
were sealed and reweighed. The rst tube showed a weight gain signicantly less than the
subsequent injections, possibly due to unsaturated CO2 in the tubes to the loop and was
discounted. The weight gain on the three remaining tubes was 42, 42, and 32 mg. Based
upon the mean of these a concentration of 0.22 mmol.ml 1 at saturation was calculated.
Based upon the density of crystalline Ge, 1 ml precursor loaded scCO2 would be expected
to deposit a 30 m layer over 1 cm2.
6.2.2 Temperature Uniformity
To explore the uniformity of temperature across the substrate a at tile was used as a
heater and depositions performed at a variety of temperatures. The uniformity of heating
at these temperatures is examined in terms of the thickness of the deposition. The uid
velocity through the hot zone is sucient such that homogeneous deposition should not
be a signicant problem in this reactor, and the assumption is made that the uid is not
signicantly depleted of reagent along the length of the sample.
A computer model of the colour of Ge on a Si substrate was created. The model uses
colour matching functions to generate RGB values for the theoretical spectrum produced
in the optical reectivity measurements (see Sections 3.7 and 4.2.1.2). Optical images of
the samples are presented in Figure 6.19 along with a colour model.
The rst notable point in the samples is that there is a large variation within, and between,
the samples. The temperature is measured in the centre of the samples. The shape of
washer that contacted the silicon is visible in the bottom left and top right corners of the
samples, if a line is drawn between these points then the thermocouple would be halfway
along this. This line is also the path the current would most probably follow. The two
samples grown at 748 and 773 K (images 6.19A and B) show no deposition in the central
region. This is not unexpected; El Boucham et al. showed that the decomposition of
TEG begins at around 723 K at atmospheric pressure, with signicant decomposition
not occurring until 923 K.[164] The deposition in Ge-1-748-1 is in the vicinity of the two
contact pins. It is possible that these regions were hotter than the measured temperature.
An increased temperature in the vicinity of the contacts is noted when the heaters are
observed in air (see Figure 2.13A for example). The depositions at 798, 823, and 848 K,
(Figures 6.19C, D, & E) whilst all showing dierent thickness, do share some common
features. There is an area of thick deposit, that is matt in appearance behind the leading
power connector (bottom left). There is a corresponding, but larger, region in front of
the trailing power connector. It is plausible that the presence of the pin, nut, and washer
protruding into the ow create a stagnant region of uid in these zones, the uid then heats
to a temperature sucient for homogeneous deposition to occur within the uid leading
to the thick, matt, deposits. These regions are joined by an `S' bend of deposition. TheChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 157
Figure 6.19: Photographs of Ge-1-XXX-Y series. Ruler divisions are 1 mm. Fluid ow
is from left to right in all images. A: 748 K, B: 773 K, C: 798 K, D: 823 K, E: 848 K, F:
Colour model showing colour as a function of thickness in nm at normal incidence.
nature of the deposit at 798 K is dierent to that of the higher temperatures; the deposit
is thick and matt, whilst the others are shiny and thinner. It is believed that this is
an anomaly due to the random order in which depositions were made. The colour map
presented in Figure 6.19F can be used to estimate the thickness of the deposition from the
colour of the interference fringe visible. The sample at 823 K shows the region of thickest
deposit in the upper right quadrant, this is a second order magenta colour, corresponding
to ca. 90 nm thickness. The thickest deposit in the sample grown at 848 K also occurs
in this region and the fourth order green fringe is approximately 200 nm thick. These
both indicate that the thickest deposition occurs in the region before the point where the
thermocouple is located. It is likely that the uid ow dynamics is having an eect on the
sample. The uid velocity through this region is relatively slow, at 748 K the velocity isChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 158
2.54 mm.s 1, increasing to 2.91 mm.s 1 at 848 K. This assumes the region is isothermal,
a situation that is unlikely to occur and the real velocity may be slower.
These experiments have demonstrated that the onset of decomposition is between 773 and
798 K in scCO2 at 9 MPa in this reactor. They have also indicated that the temperature
prole is far from uniform with this style of heating. To ensure the best deposition inside
pores the deposition should ideally proceed in the kinetic limited regime to ensure sucient
diusion of precursor down the pores. These results suggested that a temperature of 798 K
would provide sucient heating to decompose the precursor, but not so much that the
deposition may have proceed in the diusion limited regime. Substrates with half circles
of etched silicon were to be placed in this region and the deposition patterns suggested
that the ideal placement of the silicon would be with the etched section unobscured by
the leading pin.
6.2.3 Temperature Dependence
The four highest temperatures were selected from the uniformity measurements and the
depositions repeated using etched silicon substrates. The depositions were analysed by
means of SEM, both as cross sectional images and as top down images with pore size
calculations, as used in the analysis of the etching in Section 6.1 previously.
The position of the cleave in relation to the pore must be considered when analysing these
cross sectional SEM images. The samples are cleaved along crystal axes, as was shown
in the section above the pores are a rounded square in shape with the ats following the
crystallographic axes. If the cleave occurs at the very front or very back of the pore then
the layer thickness will be reported inaccurately; it is likely to be overestimated. The
measurement must be made on a cleave that runs through the centre of the pore. It
is possible to estimate the position in the pore based upon the contrast, brightness and
shape of the pore. In a good cleave the pore tip will appear rounded, the deposition
surface will not be visible and the contrast and brightness such that detail on the back
wall is not discernible. If the cleave is too far back then the pore tip will appear at, the
deposition surface will be visible, and the contrast and brightness such that the detail
is clearly visible on the back wall of the pore. If the cleave is too far forward then the
pore tip will often appear jagged, there may be a bright, thin, section of deposit from
the front wall visible, the deposition surface will not be visible, and the brightness and
contrast such that the back wall will often be black with no detail. If the etch has not
proceeded stably then it is possible that branched pores will be visible in the corners of
the pore assisting with identifying a bad cleave. It is also common for the cleave to occur
diagonally along the depth of the pore, meaning the whole pore may not be visible due to
the top and/or bottom of the pore being out of the plane of the cleave. The error in the
measurement of pore thickness from cross sectional SEM images is not easily quanti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due to a number of variable parameters, including the resolution of the image and the
elemental contrast observed. A reasonable estimate would be  10 nm
The results are similar to those of the previous section. Deposition did occur at 773 K,
where it wasn't seen on the at substrate. Only minimal deposition is observed at this
temperature, as shown in Figures 6.20A & B by the minimal change to the pore size and
shape. Tables 6.5 and 6.6 present the analyses of these images. These reveal a large pore
opening in the top down images of around 2.5 m2. The cross sectional image reveals a
Ge thickness of around 161 nm at the top of a pore reducing to 104 nm at the bottom,
the pores in this sample, along with those of Ge-2-798-2 and Ge-2-848-4, were of a low
aspect ratio (ca. 4:1). The experiment at 798 K, from a similar substrate, shows increased
deposition at the pore tops. The pores in the top down image appear to have closed
further (Figure 6.20C) with analysis conrming a reduction in area to between 0.9 and
1.5 m2 with the same distribution as the lower temperature. This top down image reveals
a number of large particulates, with a snowake like structure. The inset to Figure 6.20C
shows the central pore at higher magnication and ne particulates may be seen on the
surface. The cross sectional SEM cleaved improperly; the cleave was not perpendicular
to the substrate surface so only parts of pores were visible. This means that a reliable
thickness measurement could only be made in the centre of a pore. The thickness observed
here was 126 nm, although poor contrast between Si and Ge in the images made further
measurements dicult. The sample surface appears to have a much thicker coating and
the pores are lled with debris. Sample Ge-2-823-3, grown at 823 K, has a signicantly
dierent morphology to the other samples. The sample was completely coated across the
hot zone, The overlayer was weakly adhered, and could be peeled away with care. The
images presented in Figures 6.20E & F show the sample after overlayer removal. Pore size
analyses on this sample showed that the average pore area had reduced to 0.363 m2. A
similar substrate (see Section 6.1.5) has an average area of the order 1.2 m2. The aspect
ratio of the pores in this substrate were up to 9:1. If the cross sectional image analysed
(Figure 6.20F) then the layer is clearly visible, false colour has been applied to further
highlight the thickness of the layer. The insets to this Figure show the top and bottom
of the pore at 5 greater magnication. The cleave was not perfect and the main pore
appears blocked at the top. The adjacent pore has cleaved through the centre and shows
no blocking. The layer was thick and shows good conformality, apparently increasing in
thickness from top to bottom (802 to 831 nm). The presence of an overlayer without
pores completely closed suggests that the growth process changed signicantly during
the deposition. This was the rst deposition with the glass reactor stage as opposed to
the Macor stage. The design remained the same and the thermal conductivity of Macor
and synthetic quartz are both around 1.4 W.m 1.K 1, so the stage should present no
dierences. If the simplistic plug ow concept (uid mixes in the radial direction only) of
the precursor owing through the reactor is discounted and mixing in the axial direction
is considered then, given the thickness of growth it is possible that the 800 nm was
deposited in the rst couple of minutes of the the injection. Axial mixing would haveChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 160
Figure 6.20: SEM images of the samples grown at dierent temperatures. Showing
both top down and cross sectional images. A: Sample grown at 773 K with inset of 2.5
magnication from central region. B: Cross sectional SEM of 773 K sample. C: Sample
grown at 798 K with inset of 2.5 magnication. D: Cross section of same sample,
cleave meant only centre of pore observable. E: Sample grown at 823 K with inset of
2.5 magnication from central region. F: Cross section of 823 K, false colour insets
show thickness of Ge layer at 5 magnication from top and bottom of pore. G: Sample
grown at 848 K with inset of 2.5 magnication, snowake like particulates are visible
on the surface. H: Cross section of same sample.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 161
Figure 6.21: A: Porosity as a function of deposition temperature in two sample areas,
one from a substrate area over the thermocouple (red line) and one from a region close
to to the thermocouple (blue line). B: Open pore area for the same points in the porosity
graph.
presented a reduced concentration of precursor initially and the growth rate would have
been relatively small. As the main precursor pulse approached the concentration would
build and signicant gas phase precipitation may have occurred leading to blocking of the
pores and a poorly adhered lm may have formed on top of this. Figures 6.20G and H
present the sample grown at the highest temperature of 848 K. Analyses of the top down
images reveal signicant pore closing, when compared with samples grown on substrates
from the same batch (Ge-2-773-1 and -798-2). The pore area has reduced to between 0.5
and 1.1 m2, compared to the > 2:0 m2 seen in the lowest temperature sample. The
top down image also reveals signicant particulate contamination on the sample surface.
The cross sectional image in Figure 6.20H has poor contrast between the Si substrate and
Ge layer. If the image is enhanced then it is possible to see the approximate interface
between the layers and the thickness presented in Table 6.6 are noted. These are a factor
of 2 smaller than that of the sample grown 25 K lower in temperature. An explanation
for this is in the concentration and total amount of precursor owed through the reactor.
Due to the order that the experiments were performed in, Ge-2-848-4 the last experiment
with one autoclave loading, and Ge-2-823-3 was the rst with a new loading. There was
always precursor left in the autoclave after an experiment, however it is possible that the
CO2 was not saturated for this last sample.
Figure 6.21 plots the porosity (A) and open pore area (B) of the top down SEM image
analysis from Table 6.5. From this the trend towards pore closure as temperature increases
is apparent. The results from Ge-2-848-4 do appear anomalous from this. Whilst the
open pore area of the substrates can show signicant variation depending on the pore
nucleation during the etch, and within the samples themselves, the porosity of the samples
is generally more consistent. The trend in Figure 6.21A, showing a strong linear decreaseChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 162
Sample Temperature Pores Porosity Average Pore Area
(K) (%) (m)
Ge-2-773-1 773 634 15.3 2:458  1:182
593 16.6 2:556  1:308
Ge-2-798-2 798 453 7.8 1:566  1:377
980 9.7 0:906  1:004
Ge-2-823-3 823 0 0 0
785 * 3.1 0:363  0:252
Ge-2-848-4 848 577 7.1 1:131  1:006
861 5.0 0:527  0:607
Table 6.5: Pore size analysis post deposition. Measurements are for region around
thermocouple, and near thermocouple. Second measurement of Ge-2-823-3, denoted by
*, is after removal of an overlayer.
in thickness down to 0% porosity at 823 K, is false. The x intercept should occur at a
lower temperature, the porosity plot takes no account of the presence of the overlayer.
Growth rates in the kinetically limited regime often show Arrhenius type dependencies
(equation (2.3)), so non-linear decrease in the porosity/open pore area towards 0 would
be expected for these experiments.
Sample Temperature Top Middle Bottom
(K) (nm) (nm) (nm)
Ge-2-773-1 773 161 104
86
138
Ge-2-798-2 798 126
Ge-2-823-3 823 802 848 831
164 190 261
183 185 160*
Ge-2-848-4 848 400 350 350
Table 6.6: Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were unobtainable, or estimated, due to poor elemental contrast, or
imperfect cleaves.
These experiments have shown that it is possible to get conformal coatings of pores with
an aspect ratio of up to 9:1. The temperature dependence suggested that it was possible
to deposit inside the pores without blocking up 798 K with this precursor introduction
method, between 798 and 823 K the growth rate increases signicantly and pore blocking
occurs.
6.2.4 Flow Rate Dependence
In addition to changing the temperature of the substrate through the deposition region,
which alters the temperature boundary layer thickness, the ow rate may be changed. The
ow rate will alter the velocity boundary layer thickness. Whilst changing the depositionChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 163
temperature altered the uid velocity, the eect was only a few percent. A doubling of
the volumetric ow rate will also double the uid velocity. Flow rates used were between
0.25 and 1.50 ml.min 1, with the velocity changing from 1.36 to 8.18 mm.s 1. The eect
of this is to reduce the transit time of the uid through the hot zone from ca. 14.7 seconds
to 2.5 s.
Figure 6.22: SEM images of the samples grown at dierent ow rates. Showing cross
sectional images. A: Sample grown at 0.25 ml.min 1. B: 5 magnication from top,
middle, and bottom of pore. C: Sample grown at 0.50 ml.min 1. D: 5 magnication
from top, middle, and bottom of pore. E: Section of sample grown at 0.75 ml.min 1. F:
5 magnication from top, middle, and bottom of pore.
Figures 6.22 and 6.23 present cross sectional images of the samples produced in this series.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 164
Figure 6.23: SEM images of the samples grown at dierent ow rates. Showing cross
sectional images. A: Sample grown at 1.00 ml.min 1. B: 10 magnication from top,
middle, and bottom of pore. C: Sample grown at 1.50 ml.min 1. D: 6.7 magnication
from top, middle, and bottom of pore.
Upon initial visual inspection the samples were characterised by a matt black deposit that
obscured any substrate features, there were also signicant powdery deposits. Top down
SEM images did not reveal any pores and are not presented due to the obvious pore
blocking in the cross sectional images. The pores in samples Ge-3-798025-1, -798075-3,
and -798150-5 (Figures 6.22A, B, E, F, and 6.23C & D) have all blocked by the rapid
growth into the uid of thick needle like structures, having an appearance much like
that of a large polyp coral. The overlayer that grew from this was of uniform thickness,
indicating that it grew heterogeneously. The pores in Ge-3-798100-4 also blocked (Figure
6.23A & B), however the overlayer is not of consistent thickness and contains a number
of large particulates, presumably the result of incorporation of particles from uid phase
precipitation. The pores in Ge-3-798050-2 did not show blocking. This experiment was the
last in the set, and the nal experiment from an autoclave, and the possibility of a reduced
precursor concentration cannot be excluded. The thickness of the overgrowth increases
with ow rate, whilst the ow rate was increased the deposition period was kept the
same (i.e. 15 minutes for all) meaning that an increasing fraction of precursor was passed
through the hot zone whilst the concentration should have remained constant. The are a
number of possible explanations for the increasing deposition thickness. The rst is that
the uid becomes depleted of precursor at low ow rates, limiting the growth of the 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This is unlikely however as 1 ml of saturated CO2 has the potential to deposit 29 m of
Ge on the sample, far more than 1 ml of saturated scCO2 was passed through the region
at all ow rates. If the reaction were rst (or higher) order, i.e. concentration dependant,
and mass transport limited, then the faster replenishment of the precursor at higher ow
rates may have led to a higher growth rate due to a dierent concentration boundary layer
thickness. An additional explanation is that axial mixing was more signicant at higher
ow rates. Whilst the uid velocity is higher, in theory leading to a shorter deposition
period, the precursor pulse experienced more broadening, leading to a longer deposition
period.
Sample Flow Rate Overlayer Top Middle Bottom
(ml.min 1) (nm) (nm) (nm) (nm)
Ge-3-798025-1 0.25 5043 220 220 218
5385 270 340
Ge-3-798050-2 0.50 0 155 165 166
Ge-3-798075-3 0.75 8479 160 132 135
7620 151 167 165
Ge-3-798100-4 1.00 > 8000 378 420 400
> 8000 280 340 420
Ge-3-798150-5 1.50 15740 270 230 293
91 230 293
Table 6.7: Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were unobtainable, or estimated, due to poor elemental contrast, or
imperfect cleaves.
Table 6.7 presents the thickness at the top, middle, and bottom of the pores analysed
by cross sectional SEM. With the exception of Ge-3-798100-4 the pores all blocked after
< 270 nm of deposition in the pores. The gures show good conformality has been
achieved in the pores, with measurements taken on pores with aspect ratios of between 7
and 15. The measurements show < 15% thinning in the pore walls in the most extreme
case, with many pores actually showing thicker deposits further down the pore than at the
surface. If the quality of the pore coating is examined then there is a signicant change
as the uid ow rate is increased. At 0.25 ml.min 1 the pore walls have a wispy texture,
at 0.5 ml.min 1 the surface consists of many domes. As the ow rate is increased further
debris appears in the pores and wire like structures growing o of the domed surface.
The dependence of ow rate has shown that the pores block at ow rates between 0.25 and
1.50 ml.min 1. There was signicant overgrowth at all ow rates. The overlayer thickness
increased with ow rate. The pores showed similar layer thicknesses, conformal to within
15 % down the length of the pore. At ow rates above 0.5 ml.min 1 the quality of the
deposition in the pores decreased, with increasing amounts of wire-like growth present.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 166
6.2.5 Precursor Injection
The experiments with temperature and ow rate dependence indicated that the precursor
introduction method was not suitable for achieving void free lling of pores. Blocking
occurred if the temperature was suciently high for deposition to proceed at a reasonable
rate. If the temperature were lowered blocking may not have been seen, however the lower
utilisation of precursor would make this method uneconomical. The ow rate experiments
showed that blocking occurs over a wide range of ow rates. The columnar crystal growth
in the ow rate experiments indicates that the reaction was in a diusion limited regime
and suggested that precursor concentration was an issue aecting the blocking of the pore.
The ow rate experiments all showed that that a similar thickness layer was deposited
on the walls before blocking occurred, presumably from a lower concentration. There
are a number of ways to resolve this. Pumping precursor directly into the reactor, as
per the co-solvent method (see Section 2.2.2) is one potential solution. This method
would allow precise control over the concentration, however even to achieve comparable
concentrations with the saturated CO2 the ow rate would have needed to be lower than
achievable with the equipment available. Diluting the precursor in an organic solvent was
also not feasible due to the potential for carbon contamination at the high temperature.
To achieve a reduced, but controlled concentration, measured doses of precursor saturated
CO2 were injected into the CO2 stream. Figure 6.24 presents a PFD diagram of the setup
for these experiments. Loops were fabricated of volumes 0.237, 0.473, and 0.945 ml (1, 2,
& 4 normalised units). Axial and radial mixing in the reactor should broaden the pulses
suciently. By spacing subsequent pulses relatively far apart the depositions could occur
with similar initial conditions.
Figure 6.24: Process ow diagram for the injected precursor reactor. A loop across the
centre of a 6 port injector is loaded from the autoclave. The ow can then be switched
from a route that bypasses the loop, to one which ows through the loop.
Figures E.1 and E.2 in Appendix E present top down and cross sectional images of the
samples produced in this series. Total blocking of the pores did not occur in any of theChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 167
Sample Injection Pores Porosity Average Pore Area
(ml) (%) (m)
Ge-4-7981x237-1 1  0:237 469 4.4 0:851  0:649
1306 4.6 0:321  0:511
Ge-4-7982x237-2 2  0:237 439 3.8 0:800  0:610
385 2.8 0:653  0:677
Ge-4-7981x473-3 1  0:473 683 5.8 0:772  0:689
436 5.1 1:062  0:676
Ge-4-7982x473-4 2  0:473 909 3.2 0:302  0:194
652 2.2 0:304  0:172
Ge-4-7981x945-5 1  0:945 1388 10.1 0:662  0:648
473 6.4 1:234  0:647
Ge-4-7982x945-6 2  0:945 514 3.3 0:579  0:457
430 2.9 0:623  0:434
Ge-4-7984x473-7 4  0:473 527 2.8 0:480  0:345
453 3.3 0:669  0:381
Table 6.8: Pore size analysis post deposition. Measurements are for region around
thermocouple, and near thermocouple.
Figure 6.25: A: Porosity of substrate as a function of normalised injection units. Traces
are presented for single and double injections separately, along with separate traces for
two areas. The quadruple injection is presented as points. B: Open pore area as a
function of normalised injection units. Again multiple traces are presented for single and
double injection units. Error bars represent the standard error of the measurement.
experiments, although some samples showed localised blocking of pores in patches. With
the exception of Ge-4-7984x473-7 the samples do not show surface particulate contamina-
tion. Table 6.8 presents pore size analysis of the images obtained. Figure 6.25A presents
the porosity as a function of the amount of precursor injected. The samples produced
using a single injection show an apparent increase in porosity as the number of units of
precursor is increased. This holds for the area over the thermocouple and the area near
the thermocouple. Inspection of the SEM images reveals that the nucleation of poresChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 168
is dierent in the two samples. In Ge-4-7981x237-1 the pores have nucleated along the
scratches in the sample surface, in Ge-4-7981x473-3 and Ge-4-7981x945-5 the nucleation
appears to be more random. This variation was shown previously to have an aect on
the porosity (see Section 6.1.5). The samples produced with a double injection show a
decreased porosity compared to the single injection. The trend with the double injection
appears atter, with little change in porosity between precursor loading amounts. This
may again be due to porosity changes in the substrates. The single to double injections of
sample volumes 0.237 and 0.945 ml may however be directly compared as the substrates
were from either the same piece, or of a comparable batch. In these cases the porosity
dropped signicantly on the second injection. The open pore area analysis, presented in
Figure 6.25B is more mixed. One issue with examining open pore area is that whilst the
pore may not be blocked growth may have occurred in the pore top that cuts across the
pore. The eect of this is to double the number of pores and reduce the open pore area.
The general trend is towards a reduced open pore area at higher total precursor loadings.
Sample Injection Top Middle Bottom
(ml) (nm) (nm) (nm)
Ge-4-7981x237-1 1  0:237 186 153 104
Ge-4-7982x237-2 2  0:237 143 140 151
100 133 115*
Ge-4-7981x473-3 1  0:473 340 160 145
125 139 120*
Ge-4-7982x473-4 2  0:473 106 189 137
122 145 130
Ge-4-7981x945-5 1  0:945 115 126 160
120 149 114
Ge-4-7982x945-6 2  0:945 482 203 185
156 220 172
Ge-4-7984x473-7 4  0:473 230 256 259
347 252 191
226 265 241
Table 6.9: Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were unobtainable, or estimated, due to poor elemental contrast, or
imperfect cleaves. * Denotes measurement made on neighbouring pore.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 169
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Table 6.9 presents a series of measurements of the thickness of Ge deposition on the wall
of the pores as identied by cross sectional SEM in a number of positions. Figures 6.26A
- D present these numbers graphically, with additional points from the samples. Figure
6.26 shows the thicknesses for the middle and bottom of the pore normalised to the top
to indicate the conformality of the deposition. Figure 6.26A presents the thickness at
the top of the pore. If the trends on these graphs are compared to those of the porosity
in Figure 6.25A then the same trend for the single injection may be observed, i.e. a
reduced thickness (increased porosity) with injection volume. This result is not expected
and there may be an addition experimental eect controlling the deposition in these
samples. In the case of the double injection the data suggests an increasing thickness
with injection volume, although there are large variations within the samples. The trends
between samples becomes more dened deeper inside the pores. At the middle of the
pore the trend is for a decreasing/constant thickness as a function of volume for the single
injection unit. For the double injection this changes to an increasing trend with injection
volume, as one would initially expect. The quadruple injection shows more deposition
for the same precursor volume in the middle of the pore. If the data in Table 6.9 (where
measurements were made on pores from the thermocouple region) is examined then this
trend continues through the single and double injections at the pore middle and bottom
in most cases. One possible explanation for this is that the reaction is limited by kinetics.
A second injection would have two aects on this reaction. Firstly, due to the nature
of the deposit, the surface area increases after the rst deposition increasing the number
of sites for adsorption and a heterogeneous reaction to occur. Secondly, by injecting
the precursor twice the period of growth may be prolonged. At the bottom of the pore
the thickness again shows an increasing trend for the double injection, but also for the
single injection. Figure 6.26D presents normalised deposition thicknesses. The thickness
measured has been scaled by the thickness at the top of the respective pore to provide a
measure of conformality, values less than 1 indicate decreased thickness with depth, whilst
values greater than 1 indicate increased thickness. There is no clear trend in the values,
although the majority of pores seem to exhibit increased thickness with depth.
This section has demonstrated that the pores may be coated with a Ge layer thicker than
is possible using a constant stream of precursor and with no pore blocking. The trend for
increased thickness when the number of injections is increased (constant injected volume)
suggests that the deposition is in a more kinetically limited regime at this temperature.
In almost all cases the surface was left free of debris indicative of homogeneous deposition.
6.2.6 Pulsed Heating
To resolve the pore blocking seen in the ow rate dependant experiments an alternative
method to the measured injection method was conceived with the idea of being a pseudo-
batch reaction. The substrate-as-heater design is capable of very high ramp rates, andChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 171
this was utilised to pulse the temperature of the heater. The temperature was varied
between two points, 748 and 798/823 K. At 748 K the precursor was shown not to have
signicant decomposition (if any), this allows diusion of the reactants into the pores to
allow a uniform concentration to be reached. The temperature was then ramped quickly
(200 K.min 1) to an upper limit where the pyrolysis proceeds. After a set period the
temperature is then dropped to the point where the reaction does not proceed to allow
diusion of more precursor into the pore. This process should simulate the uniform
concentration seen in batch reactors whilst keeping the advantages of a continuous ow
reactor. In addition to diusion the heating/cooling cycle will also force uid in and out of
the pore. The uid density at system pressure (9 MPa) and the low temperature (748 K)
is 59.060 kg.m 3, raising the temperature to 798 K reduces the density by 4.21 kg.m 3,
and to 823 K reduces it by 6.098 kg.m 3.[6, 165] As the density changes uid will be
pushed out of, and drawn into, the pore.
Figure 6.27: A: Porosity as a function of time fraction of time at deposition temperature
 number of cycles at two temperatures (798 and 823 K) and for a region above the
thermocouple (red/pink traces) and near the thermocouple (light/dark blue traces). B:
Open pore area for the same points.
Figures E.3 and E.4 in Appendix E present top down and cross sectional SEM images
of the samples. Complete blocking of pores is observed in some areas of the samples
pulsed to 823 K, whilst the pores remain open in the samples pulsed to 798 K. There
are a signicant amount of surface particulates in the samples at the higher deposition
temperature, with some particulates in samples at 798 K. Table 6.10 and Figure 6.27
present the pore size and porosity analysis of the top down SEM images. The scale of
the bottom axis is the fraction of the heating/cooling cycle spent at the high temperature
multiplied by the number of cycles that were performed during the precursor ow time.
This scale allows the dierent cycle durations to be directly compared. This assumes that
there is either negligible, or equal, axial mixing of the precursor injection. The results
from this set are mixed. The plots for 798 K show a strong V shape. This is likely a result
of two extra deposition cycles for the middle sample in this set. The samples pulsed toChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 172
823 K show pore blocking at longer deposition lengths, with particulates present on the
sample surface.
Sample Pulse Pores Porosity Average Pore Area
(%) (m)
Ge-5-7981545-1 15 s 798 K, 45 s 748 K 680 5.6 0:753  0:492
781 5.1 0:600  0:467
Ge-5-7981530-2 15 s 798 K, 30 s 748 K 680 3.4 0:452  0:384
531 3.5 0:610  0:405
Ge-5-7983030-3 30 s 798 K, 30 s 748 K 733 5.2 0:647  0:440
599 3.8 0:578  0:373
Ge-5-8231545-4 15 s 823 K, 45 s 748 K 134 0.8 0:538  0:247
393 1.6 0:383  0:218
Ge-5-8231530-5 15 s 823 K, 30 s 748 K 485 1.3 0:241  0:196
0 0 0  0
Ge-5-8233030-6 30 s 823 K, 30 s 748 K 740 4.7 0  0
183 0.5 0  0
Table 6.10: Pore size analysis post deposition. Measurements are for region around
thermocouple, and near thermocouple.
Sample Pulse Top Middle Bottom
(nm) (nm) (nm)
Ge-5-7981545-1 15 s 798 K, 45 s 748 K 236* 243* 256*
192* 230* 230*
Ge-5-7981530-2 15 s 798 K, 30 s 748 K 405 360 200
156 195 195
137 250 192
Ge-5-7983030-3 30 s 798 K, 30 s 748 K 220 326 295
464 401 312*
Ge-5-8231545-4 15 s 823 K, 45 s 748 K 137 107 137
131 107 107
84 107 115
Ge-5-8231530-5 15 s 823 K, 30 s 748 K 240 181 164
176 161
130 153 138
Ge-5-8233030-6 30 s 823 K, 30 s 748 K 170 232 148
132 170 154
Table 6.11: Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements were estimated due to poor elemental contrast, or imperfect cleaves
meant measurements are from separate pores (denoted by *).Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 173
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Table 6.11 and Figure 6.28 present the thickness of the deposited layer on the pore walls
observed via cross sectional SEM. Large variances are again observed within the data,
although the temperature variation across the analysed region goes some way to explaining
this. The greatest variation is at the pore top, this makes it hard to observe a trend here.
In the measurements at the middle and bottom of the pore the points lie much closer to
a line of increasing thickness. What is not apparent from this plot is the move towards
pore blocking in the samples at 823 K (red circles); the sample deposited using the longest
fraction of time at deposition temperature showed pore blocking. One trend that may be
seen in the result for the bottom and middle of the pore is an increase in the thickness
deposited at a lower temperature. This may be explained by a reduced deposition rate at
the pore top allowing a greater concentration of precursor to diuse down the pore. The
conformality of the deposition shows improvement over the injection method; the points
lie within a narrower distribution. If these thicknesses are compared to those of set Ge-4,
then it appears possible to deposit more material on the pore walls with less pore blocking
at the same deposition temperature.
This section has demonstrated that it is possible to use a constant stream of precursor
to coat the pores, and by applying a attened triangular temperature prole the total
thickness deposited on the walls may be increased over both the multiple small injections
and constant stream at a constant temperature.
6.2.7 Laminar Flow Reactor
The temperature variations across the samples from the substrate as heater reactor pre-
sented many diculties when attempting analysis of the depositions. Principle among
them was comparing layer thicknesses, to maintain consistency in the results the analysis
was performed on a central slice of the sample however there were large variations in
temperature even in this region. The laminar ow reactor used in Section 4.3 presented
an ideal geometry for the macroporous substrates to be used in. However, the maximum
temperature of the heater, along with the relatively short mean time between failures,
meant a redesign of the reactor was required. Shortly before the end of preparing this
work all the components were in place to assemble and test the design. For the test runs
of this reactor design it was decided to revisit the temperature dependence of the lling
of the macroporous templates.
Figure 6.29 presents photographs from the four samples successfully grown in the temper-
ature dependant set. Iridescent fringes are clearly visible in all images, with each order
of fringe corresponding to a 40   50 nm increase in thickness (see colour chart on Figure
6.19F). The white surface deposits seen in the images are believed to be GeO2 formed
as a result of residual oxygen trapped in dead spaces in the reactor. The images show a
decreasing number of fringes as the temperature is reduced from 798 to 735 K. The images
show an increasing thickness towards the centre of the sample then a decrease towards theChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 175
Figure 6.29: Photograph of samples grown in Si heater laminar ow reactor. Flow is
from left to right. A: 798 K, B: 773 K, C: 748 K, D: 735 K.
end. An initial increase/nal decrease in thickness may be expected given the uniformity
of the heat produced over the deposition. It is not believed to be precursor depletion in
the two lowest temperature samples as the lm volume is certainly less than would be
expected from 100% precursor utilisation. Top down and cross section SEM images are
included in Figure E.5 in Appendix E.
Figure 6.30: A: Porosity as a function of deposition temperature for three sample areas.
B: Open Pore area as a function of deposition temperature for the same three points.
The results of pore size analysis from the top down images is presented in Table 6.12 and
Figure 6.30. The results showed that the pores blocked at the two highest temperatures,
with no black pores visible in any images taken. The two samples at lower temperatures
(735 & 748 K) did not block. The samples show a signicantly reduced porosity, however
the majority of pore tops remain open.
Table 6.13 and Figure 6.31 present the thickness of the layer deposited on the pore walls
as observed via cross sectional SEM. The thickness observed at the pore top, middle,
and bottom were similar for all temperatures, with the exception of the deposition at
748 K, which showed a reduced thickness at the top and middle of pore, but a greaterChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 176
Sample Temperature Pores Porosity Average Pore Area
(K) (%) (m)
Ge-6-735-1 735 582 4.9 0:771  0:507
496 3.3 0:607  0:386
564 3.1 0:500  0:401
Ge-6-748-2 748 604 2.4 0:367  0:223
290 0.8 0:263  0:184
716 3.4 0:434  0:116
Ge-6-773-3 773 0 0 0:0  0:0
0 0 0:0  0:0
0 0 0:0  0:0
Ge-6-798-4 798 134 0.8 0:0  0:0
0 0 0:0  0:0
0 0 0:0  0:0
Table 6.12: Pore size analysis post deposition. Measurements are from two similar
regions.
Sample Temperature Top Middle Bottom
(K) (nm) (nm) (nm)
Ge-6-735-1 735 232 253 282*
223 171 278
Ge-6-748-2 748 305 206 215
178 223 237
240 211
Ge-6-773-3 773 250 220 189
315* 198* 171*
234 225 90
Ge-6-798-4 798 254* 277* 169*
197* 218* 236*
145* 245*
Table 6.13: Deposition layer thickness inside pore as analysed by cross sectional SEM.
Some measurements from separate pores, denoted by *, due to imperfect cleaves.
thickness at the pore bottom. The measurement at the middle of the pore showed very
little dierence across the temperature range. The conformality of the depositions was
good, with the majority of measurements falling within 30% of 1 over aspect ratios of
around 10:1. There are a number of possible explanations for the constant thickness.
Given the pore tops had not blocked for the two lower temperatures the rst explanation
is that the reaction was kinetically limited at these temperatures and the growth rate slow
enough that the pores did not block. At the higher temperatures the growth may have
moved more towards a mass transport limit causing greater deposition at the pore top
and blocking. A second, less likely, explanation is that the growth is self limiting in some
manner and that after a given thickness has been deposited the heterogeneous surface
reaction becomes unfavourable. An obvious experiment to test these hypotheses was to
double to growth period at the lowest temperature to determine whether the thickness
remained constant, or if the layer thickness signicantly increased. Unfortunately duringChapter 6 Fabrication of Porous Silicon and SCFD of Germanium 177
this experiment the reactor failed and it was not repairable in the time available. It was
not possible to determine the length of time the hot substrate was exposed to precursor
to provide any result.Chapter 6 Fabrication of Porous Silicon and SCFD of Germanium 178
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This section has demonstrated an improved reactor design that is capable of depositing
Ge with a much improved homogeneity across the sample. Pore blocking occurred at
temperatures of 773 K and above, but not at temperatures of 748 K and below. The lm
deposited showed good morphology (visually) with homogeneously deposited particles
only visible around step edges where turbulent ow may occur.
6.2.8 Summary
The aim of the work in this section was to develop deposition strategies for void free lling
of porous structures in SCFD ow systems. Due to a number of factors void free lling was
not obtainable, although a number of approaches and a reactor have been developed that
may allow this to occur in the future. The decomposition of tetraethylgermane in scCO2
was investigated along with the temperature uniformity of the substrate-as-heater reactor.
The work was then replicated with porous structures. The dependence of uid ow rate
(velocity) was investigated and it was noted that blocking of pores occurred at both
extremes of the ow rates examined (0.25 to 1.50 ml.min 1). Two modied deposition
methods were tried where either small volume (0.237 ml) injections were made, or the
temperature of the heater pulsed between temperatures that showed no decomposition
(748 K) and some decomposition (798 & 823 K). It was found that pulsing the temperature
led to the thickest deposition with pore blocking. A second reactor was designed and the
temperature dependence revisited. The improved temperature uniformity and uid ow
allowed lling of the template without blocking at lower temperatures than was seen in
the previous reactor design (735 K).Chapter 7
Conclusions and the Future
The thesis has investigated approaches towards depositing both elemental and compound
semiconductors from a supercritical uid in an approach similar to MOCVD. The mate-
rials produced have been characterised by a wide range of techniques to investigate their
quality with the goal of producing optoelectronic grade materials. The overall aim of this
project has been to work towards lling of complex nanostructured topologies, an area of
science receiving great interest due to the dierent material properties compared to the
bulk phase.
Chapter 2 described how the materials were grown and the various reactors that were
designed used to achieve this. Due to the relative youth of the SCFD technique reactor
designs generally do not exist, and the highly evolved CVD systems used for commer-
cial materials cannot be operated at the pressures required. A number of reactors were
designed and built in the project, from the relatively simple (externally heated) tubular
ow reactor initially to the more complex (internally heated) `laminar ow' reactors -
nally used and these were reviewed. To decompose the elemental semiconductor source
a new heater had to be developed as few solutions existed, and these were not practical.
Resistive (Joule) heating of a silicon wafer was used to solve this problem and led to the
use of the substrate as the heater. In order to heat these Si wafers in a controlled manner
a custom heating programme was also developed that prevented mechanical failure of the
wafer as thermal runaway occurred.
Chapter 4 investigated the properties of CdS thin lms deposited from a series of reactors,
each designed to improve the quality. In the hot wall tubular ow reactor rst used the
lms were characterised by their matt, powdery, appearance. X-ray diraction showed the
lms to be composed of hexagonal -CdS, but these lms were not of high optical quality
and did not luminesce. Chemical analysis showed these lms to be Cd rich. A second
reactor was constructed that provided more localised heating, which greatly improved
the sample morphology. The reective, iridescent, lms were polycrystalline and again
hexagonal CdS. By modifying the reaction conditions and providing additional sulfur in
180Chapter 7 Conclusions and the Future 181
the reaction, in the form of 1-BuSH, the chemical composition of the lms was improved
and stoichiometry was achieved in a number of samples. This improvement in the lms
led to photoluminescence being observed from the samples. The lms produced from this
reactor suered from metallic contamination, believed to originate from the heated steel
and a third reactor was fabricated the removed contact with hot metal. This reactor also
inverted the the sample and heater in an attempt to completely eliminate homogeneous
deposits settling on the samples. The samples produced from this reactor showed reduced
metallic contamination and also has a good surface quality. The lms were of a high
optical quality and the best luminescence observed was seen in a portion of a sample
from this reactor. This luminescence showed strong band edge luminescence, with only a
weak defect band. The linewidth of this luminescence was 80 meV at room temperature,
comparable to single crystal material also measured on the system. To investigate the
luminescence further an automated system was developed to map the luminescence as a
function of position on the sample. These allowed trends in the PL spectra to be correlated
to uid ow patterns via photographs of the samples.
Chapter 5 extended the deposition of semiconductors by SCFD to III-V compounds. A
single source precursor was used to deposit GaP, InP, and InAs in a scCO2-hydrocarbon
mixture. A series of reactor designs were tried to produce the best lms and a static batch
type reactor was found to be the best design. This was believed to be due to the precursor
decomposition mechanism. The crystallinity of the GaP lms was not good and this
limited its optical quality, with no band gap luminescence seen. The InP depsotions were
more successful with good, crystalline material deposited. The lms were of high enough
quality that band edge luminescence was seen. However, chemical analyses of the lms
showed that the lms contained a large amount of carbon and were non-stoichiometric.
This has been observed by other authors using similar precursors at low pressure. The
carbon content of the lms was reduced by changing the uid to a hydrouorocarbon, but
this came at the expense of the homogeneity of the deposition due to decreased solubility
of the precursor in this uid. The carbon contamination could not be eliminated and
the precursor was believed to be the origin of some of the contamination. The nal III-
V semiconductor to be successfully deposited was InAs. These formed a dense mat of
crystalline nanowires on the silicon substrate.
Chapter 6 demonstrated the fabrication of porous templates etched from silicon wafers
and their subsequent lling with Ge by SCFD. The photoelectrochemical etching of n-Si
in HF was investigated. The pores were nucleated randomly and a number of parameters
were investigated in order to produce the smallest pores for lling. The addition of MeCN
was found to greatly improve the etching of the pores, producing the smallest, deepest
pores with a narrow size distribution. The method of introducing defects to the surface
of the silicon to initiate nucleation was examined and a linear rub with diamond particles
determined to be the most eective method. The resistivity of the silicon was examined,
and the lowest resistivity that could be stably etched determined to be 0.2 
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the smallest pores produced having a diameter of 60 nm. The lling of these templates
with Ge by the pyrolysis of an alkyl source was then demonstrated. In order to achieve
this a number of reactors had to be designed and the rst of these utilised the porous
substrate as the heater. The uniformity of the heat generated was shown and optimal
temperature for lling found to be 798 K. The method of introducing the precursor and
the way that the substrate was heated were considered after it was demonstrated that the
pores blocked under a constant precursor ow over a wide range of uid velocities. By
injecting the precursor in small volumes it was shown that the pores could be coated with
a layer equal, or thicker, than with a constant ow without blocking occurring. By pulsing
the temperature of the sample between a value where there was negligible decomposition
of the precursor, and one where it decompose, it was shown that a thicker coating could be
put on the pore walls without blocking. A nal reactor design with improved temperature
uniformity and less turbulent ow showed lling of the pores without blockage at lower
temperatures.
This project has demonstrated a number of rsts with regard to the deposition of semi-
conductors from a supercritical uid in ow reactor. To do this a wide variety of reactors
have needed to be developed. In a addition a number of new precursor have needed to be
synthesised to accomplish this work. Based upon this there are a wide variety of direc-
tions this project could take. A lot of the work presented could be extended, for instance
the use of lattice matched substrates was not properly investigated. InP was tried as a
substrate for the CdS deposition, but without a mature deposition process and reactor
the material quality was not high enough to achieve epitaxial growth. The morphology
of the lms from the laminar ow reactor was good, a lattice matched substrate used in
this could provide another degree of quality to the lms. Likewise alternative substrates
may make the III-V deposition more successful.
The lling of the nanostructures in this work still demonstrated closure at the pore top.
Even the pores that did not block demonstrated enhanced deposition at the pore top.
This raises questions as to the mechanism responsible for the conformal, complete lling
reported for metals and elemental semiconductors previously in batch reactions. If the
system starts with a uniform concentration then there are not enough product atoms in
the precursor. Therefore to achieve complete lling and transport in and out of the pore
must occur. A simple explanation is that the ramp rate, which was not reported, was slow
enough to allow deposition and sucient transport to achieve lling. Another hypothesis
is that the precursor ligands are responsible for passivating the surface. If the desorption
of the ligand, for example hfac in Cu deposition from Cu(hfac)2, from the surface is slower
than diusion of fresh Cu(hfac)2 into the pore then conformal deposition may be possible.
If conformal lling of pores is to be achieved by SCFD with compound semiconductors in
the future then this question should be investigated further.
One of the principle areas of future work from this project is the extension of the lling of
porous substrates to compound semiconductors alongside a reduction in the pore diameter.Chapter 7 Conclusions and the Future 183
Semiconductors conned in one or more dimensions are presently a very popular area of
research due to the diering electronic and optical properties compared to their bulk
counterparts. If the ability of SCFD deposition to deposit in high aspect ratio structures
can be extended to materials such as CdS then applications in high eciency photovoltaic
cells or semiconductor lasers may be realised. If controllable lling of porous structures
can be achieved then the SCFD could allow eventually nd applications in emerging
technologies such as 3D integration. One of the current challenges faced in this area is
the lling of through silicon vias (TSVs) with materials such as tungsten and polysilicon.
The via dimensions are often limited to around 60:1 due to the strict requirement for void
free lling. Supercritical chemical uid deposition could allow the metallisation of these
vias, and of higher aspect ratio structures.
Another aspect of the research project that work forms part of was the electrodeposition of
materials from a supercritical uid (SCFED).[18] The electrodeposition of Cu, Co, and Ag
has been demonstrated by this method. SCFED allows electrodeposition in non aqueous
media under more cost eective conditions than ionic liquids and molten salts oer. Whilst
SCFD deposits conformally on every surface, SCFED can deposit selectively from the
surface acting as the electrode. By combining SCFD and SCFED in a single reactor the
fabrication of new three dimensionally nanostructured materials may be possible.
An additional avenue of research is a more fundamental understanding of precursor decom-
position in a supercritical uid. The silicon heater laminar ow reactor could potentially
allow a wide range of conditions to be examined in a controlled manner. If void free
lling of mesopores is to be achieved in a ow based supercritical uid reactor then an
understanding of the decomposition kinetics of the precursors will be required. The lam-
inar ow reactor provides an ideal environment for these experiments due to its simple
geometry making computational uid dynamic modelling easier. Deposition into pores
and trenches allow parameters such as the sticking coecient (chemisorption probability)
to be calculated.[19]Appendix A
Failure Calculations
Burst pressure calculations were made for the reactors based upon material data supplied
by the manufacturer. Barlow's formula (equation (A.1)) was used to calculate the burst
pressure of the tube. This formula relates the strength of the material S, the wall thickness
of the tube t, and the outside diameter D. The formula is generally modied to include
a safety factor SF when calculating the maximum allowable working temperature.
P =
2St
D

1
SF
(A.1)
The maximum allowable working temperature for the tube is then calculated by applying
temperature correction factors for the material according to manufacturers specications.
Table A.1 presents the correction factors for 316L stainless steel and C276 Hastelloy. The
temperature correction factors used for the C276 were the same as the 316L factors since
the supplier (FTI Ltd) was not able to provide any specic Hastelloy values.
Table A.2 presents the pressure rating of the two main tube sizes used, ￿ and … diameter.
The strength used in equation (A.1) was the ultimate tensile strength, having values
482.63 MPa for 316L stainless steel and 761.87 MPa for C276 Hastelloy.
Temperature 316L & C276
(K)
366 1
477 0.96
589 0.85
700 0.79
811 0.76
922 0.37
Table A.1: Temperature correction factors for tubing used.
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316L Steel C276 Hastelloy
Temperature ￿ 0:08400 … 0:04900 ￿ 0:08400 … 0:04900
(K) (MPa) (MPa) (MPa) (MPa)
273 26.6 47.3 43.0 74.4
366 26.6 47.3 43.0 74.4
477 25.6 45.4 41.3 71.4
589 22.6 40.2 36.6 63.2
700 21.0 37.4 34.0 58.8
811 20.2 36.0 32.7 56.6
922 9.9 17.5 15.9 27.5
Table A.2: Maximum working pressures for tubing used corrected for temperature.Appendix B
Reactor Drawings
Figure B.1: Schematic of hot wall reactor. Yellow section indicates size and placement
of Cu stage. Flow is from left to right. Tube is placed in furnace with ttings outside
but lagged.
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Figure B.4: Schematic of batch reactor. Vessel is pressurised through top valve and
bottom tting connected to BPR.Appendix C
Reaction Conditions
Sample Temperature Pressure Period Moles 1-BuSH
(K) (MPa) (Hours) per CdS[Hex]
CdS-2A-58815-1 588 9 24 15
CdS-2A-59815-2 598 9 24 15
CdS-2A-61815-3 618 9 24 15
CdS-2A-62303-4 623 9 24 3
CdS-2A-58800-5 588 9 24 0
CdS-2A-59800-6 598 9 24 0
CdS-2A-60800-7 608 9 24 0
CdS-2A-61800-8 618 9 24 0
CdS-2A-62300-9 623 9 24 0
Table C.1: Conditions for Experiment Set CdS-2A. Sample naming structure indicates
material (CdS), reactor design and sample series (2A), temperature and 1-BuSH con-
ditions (XXXYY), and set identier (1). All substrates used were 300 nm SiO2 on Si
wafers.
Sample Temperature Pressure Period Moles 1-BuSH
(K) (MPa) (Hours) per CdS[Hex]
CdS-2B-59815-1 598 9 24 15
CdS-2B-59845-2 598 9 24 45
CdS-2B-59875-3 598 9 24 75
CdS-2B-61815-4 618 9 24 15
CdS-2B-61845-5 618 9 24 45
CdS-2B-59815-6 598 9 24 15
Table C.2: Conditions for Experiment Set CdS-2B. Sample naming structure indicates
material (CdS), reactor design and sample series (2B), temperature and 1-BuSH con-
ditions (XXXYY), and set identier (1). All substrates used were 300 nm SiO2 on Si
wafers.
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Sample Temperature Pressure Period CO2 Flow Solvent Flow Solvent Moles 1-BuSH
(K) (MPa) (Hours) (ml.min
 1) (ml.min
 1) per CdS[Hex]
CdS-3-01 623 90 20 1 0.05 Pentane 0
CdS-3-02 598 90 18 1.52 0.05 Pentane 0
CdS-3-03 598 90 24 1.53 0.05 Pentane 1.5
CdS-3-04 598 90 24 1.53 0.05 Pentane 1.5
CdS-3-05 608 90 24 1.00 0.05 Pentane 1.5
CdS-3-06 608 300 24 1.00 0.08 Hexane 0
CdS-3-07 608 300 22 2.00 0.08 Hexane 0
CdS-3-08 598 300 24 1.53 0.08 Pentane 0
CdS-3-09 598 300 24 1.53 0.08 Pentane 15
CdS-3-10 623 300 24 1.48 0.08 Pentane 15
CdS-3-11 623 300 24 1.48 0.08 Pentane 0
CdS-3-12 623 300 5 1.48 0.08 Pentane 0
CdS-3-13 623 300 24 1.48 0.08 Pentane 0
CdS-3-14 623 300 24 1.48 0.08 Pentane 15
Table C.3: Conditions for Experiment Set CdS-3. All substrates used were 300 nm
SiO2 on Si wafers.
Sample Temp. Internal Pressure Hold Precursor Co-solvent Additive
Temp. Time Weight
(K) (K) (MPa) (hours) (mg)
InP-01 823 Unknown 12 18 200 Hexane
InP-02 823 758 12 18 100 Hexane
InP-03 823 733 12 18 100 Hexane
InP-04 773 691 12 18 100 Hexane
InP-05 723 639 12 18 100 Hexane
InP-06 748 642 12 18 100 Hexane
InP-07 773 672 12 2 100 Hexane
InP-08 773 678 12 4 100 Hexane X
InP-09 773 691 12 4 100 Hexane
InP-10 773 670 12 18 100 Hexane
InP-11 773 669 12 18 100 Toluene
InP-12 773 688 12 18 100 Hexane X
InP-13 773 668 12 18 100 Toluene
InP-14 773 674 12 18 100 Hexane
InP-15 773 706 12 18 100 -
Table C.4: Conditions for InP depositions. Temperature is the set temperature of
the furnace. Internal temperature is the maximum recorded by the thermocouple probe
inside the reactor. Additive was 28 mg t-butylphosphine where used.
Sample Temperature Pressure Flow Rate Precursor Injection
(K) (MPa) (ml.min
 1)
Ge-1-748-1 748 9 0.50 15 min
Ge-1-773-2 773 9 0.50 15 min
Ge-1-798-3 798 9 0.50 15 min
Ge-1-823-4 823 9 0.50 15 min
Ge-1-848-5 848 9 0.50 15 min
Table C.5: Conditions for Experiment Set Ge-1. Sample naming structure indicates
material (Ge), sample series (1), temperature (XXX), and set identier (1). All substrates
used were at, native oxide, Si wafers.Appendix C Reaction Conditions 192
Sample Temperature Pressure Flow Rate Precursor Injection
(K) (MPa) (ml.min
 1)
Ge-2-773-1 773 9 0.50 15 min
Ge-2-798-2 798 9 0.50 15 min
Ge-2-823-3 823 9 0.50 15 min
Ge-2-848-4 848 9 0.50 15 min
Table C.6: Conditions for Experiment Set Ge-2. Sample naming structure indicates
material (Ge), sample series (2), temperature (XXX), and set identier (1). All substrates
used were etched Si wafers.
Sample Temperature Pressure Flow Rate Precursor Injection
(K) (MPa) (ml.min
 1)
Ge-3-798025-1 798 9 0.25 15 min
Ge-3-798050-2 798 9 0.50 15 min
Ge-3-798075-3 798 9 0.75 15 min
Ge-3-798100-4 798 9 1.00 15 min
Ge-3-798150-5 798 9 1.50 15 min
Table C.7: Conditions for Experiment Set Ge-3. Sample naming structure indicates
material (Ge), sample series (3), temperature and ow rate (XXXYYY), and set identier
(1). All substrates used were etched Si wafers.
Sample Temperature Pressure Flow Rate Precursor Injection
(K) (MPa) (ml.min
 1)
Ge-4-7981x237-1 798 9 0.50 1  0:237 ml
Ge-4-7982x237-2 798 9 0.50 2  0:237 ml
Ge-4-7981x473-3 798 9 0.50 1  0:473 ml
Ge-4-7982x473-4 798 9 0.50 2  0:473 ml
Ge-4-7981x945-5 798 9 0.50 1  0:945 ml
Ge-4-7982x945-5 798 9 0.50 2  0:945 ml
Ge-4-7984x473-5 798 9 0.50 4  0:473 ml
Table C.8: Conditions for Experiment Set Ge-4. Sample naming structure indicates
material (Ge), sample series (4), temperature, number of injections, and volume of injec-
tions (XXXYxZZZ), and set identier (1). All substrates used were etched Si wafers.
Sample High Temp. Hold Low Temp. Hold Pressure Flow Rate Precursor
(K) (s) (K) (s) (MPa) (ml.min
 1) Injection
Ge-5-7981545-1 798 15 748 45 9 0.50 15 min
Ge-5-7981530-2 798 15 748 30 9 0.50 15 min
Ge-5-7983030-3 798 30 748 30 9 0.50 15 min
Ge-5-8231545-4 823 15 748 45 9 0.50 15 min
Ge-5-8231530-5 823 15 748 30 9 0.50 15 min
Ge-5-8233030-6 823 30 748 30 9 0.50 15 min
Table C.9: Conditions for Experiment Set Ge-5. Sample naming structure indicates
material (Ge), sample series (5), high temperature, high hold, and low hold (XXXYYZZ),
and set identier (1). All substrates used were etched Si wafers.
Sample Temperature Pressure Flow Rate Precursor Injection
(K) (MPa) (ml.min
 1)
Ge-6-735-1 735 9 0.50 15 min
Ge-6-748-2 748 9 0.50 15 min
Ge-6-773-3 773 9 0.50 15 min
Ge-6-798-4 798 9 0.50 15 min
Table C.10: Conditions for Experiment Set Ge-6. Sample naming structure indicates
material (Ge), sample series (2), temperature (XXX), and set identier (1). All substrates
used were etched Si wafers.Appendix D
Reagents
Single source precursors were the preferred choice in the depositions presented in this
thesis. The use of this type of precursor has a number of benets, predominately that
there are in general far less toxic than the dual source equivalents, which in turn makes
them far easier to handle. An additional benet of using a single source is that it
is possible to control the stoichiometry of the sample far easier since the ow of two
reagent streams is replaced by a single one, and reagent design can tune the ratio of
elements. Supercritical chemical uid deposition (SCFD) can be thought of as a hy-
brid technique, combining both vapour- and liquid-phase techniques; this has a num-
ber of advantages and disadvantages when selecting a suitable precursor. Unlike CVD
the precursor is not volatilised so does not require a low sublimation/evaporation tem-
perature, but is instead solvated. Supercritical uids are generally considered powerful
solvents with solvent strengths that are tuneable with both temperature and pressure,
however some compounds exhibit better solubility than others and for this reason a num-
ber of custom reagents were synthesised by project members in the School of Chem-
istry and at the University of Manchester. Commercial reagents were used in the de-
position of Si and Ge. Table D.1 presents the precursors used in this thesis and the
supplier if appropriate. Table D.2 presents additional reagents used in the depositions.
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Material Reagent Acronym Structure Purity Supplier
CdS CdS[Hex] N/A Custom
InP N/A Custom
InAs N/A Custom
GaP N/A Custom
GaAs N/A Custom
Ge TEG > 98:0% TCI Europe
Table D.1: Precursors used in the synthesis of the semiconductors presented in this
thesis.
Reagent Acronym Purity Supplier
Butane-1-thiol 1-BuSH 99 % Sigma-Aldrich
n-Pentane n-C5H12 99.99% Sigma-Aldrich
n-Hexane* n-C6H14 99.99% Sigma-Aldrich
Toluene* C7H8 99.99% Sigma-Aldrich
Hydrouoric Acid (47%) HF 99.9% Fisher Scientic
Acetonitrile C2H3N 99.9% Sigma-Aldrich
Ethanol C2H6O > 99:5% Sigma-Aldrich
Table D.2: Specic reagents used in the deposition of samples. * denotes further drying.Appendix E
Elemental Deposition SEM Images
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Figure E.1: SEM images of the samples grown with dierent precursor injection vol-
umes showing both top down and cross sectional images. A: Top down image of sample
Ge-4-7981x237-1 with 2:5 magnication of central region. B: Cross section of same
sample with false colour insets showing deposition at middle and bottom of pore mag-
nied 7:5. C: Top down image of sample Ge-4-7982x237-2 with 2:5 magnication of
central region. D: Cross section with insets showing top and middle of pore magnied
5. E: Top down image of sample Ge-4-7981x473-3 with 2:5 magnication of central
region. F: Cross section with insets showing top and middle of pore magnied 5. G:
Top down image of sample Ge-4-7982x473-4 with 2:5 magnication of central region.
H: Cross section with insets showing top and middle of pore magnied 5.Appendix E Elemental Deposition SEM Images 197
Figure E.2: SEM images of the samples grown with dierent precursor injection vol-
umes showing both top down and cross sectional images. A: Top down image of sample
Ge-4-7981x945-5 with 2:5 magnication of central region. B: Cross section of same
sample with false colour insets showing deposition at top and bottom of pore magnied
2:5. C: Top down image of sample Ge-4-7982x945-6 with 2:5 magnication of central
region. D: Cross section of same sample with false colour insets showing deposition at
top and bottom of pore magnied 3:3. E: Top down image of sample Ge-4-7984x473-7
with 2:5 magnication of central region. F: Cross section of same sample with false
colour insets showing deposition at top and bottom of pore magnied 3:3.Appendix E Elemental Deposition SEM Images 198
Figure E.3: SEM images of the samples grown with dierent temperature pulse dura-
tions showing both top down and cross sectional images. A: Top down image of sample
Ge-5-7981545-1 with 2:5 magnication of central region. B: Cross section of same sam-
ple with false colour insets showing deposition at top and bottom of pore magnied 5.
C: Top down image of sample Ge-5-7981530-2 with 3:3 magnication of central region.
D: Cross section of same sample with false colour insets showing deposition at top and
bottom of pore magnied 5. E: Top down image of sample Ge-5-7983030-3 with 2:5
magnication of central region. F: Cross section of same sample with false colour insets
showing deposition at top and bottom of pore magnied 3:3.Appendix E Elemental Deposition SEM Images 199
Figure E.4: SEM images of the samples grown with dierent temperature pulse dura-
tions showing both top down and cross sectional images. A: Top down image of sample
Ge-5-8231545-4 with 2:5 magnication of central region. B: Cross section of same sam-
ple with false colour insets showing deposition at top and bottom of pore magnied 5.
C: Top down image of sample Ge-5-8231530-5 with 3:3 magnication of central region.
D: Cross section of same sample with false colour insets showing deposition at top and
bottom of pore magnied 5. E: Top down image of sample Ge-5-8233030-6 with 2:5
magnication of central region. F: Cross section of same sample with false colour insets
showing deposition at top and bottom of pore magnied 5.Appendix E Elemental Deposition SEM Images 200
Figure E.5: SEM images of the samples grown at dierent temperatures in the silicon
heater laminar ow reactor showing both top down and cross sectional images. A: Top
down image of sample Ge-6-735-1 with 2:5 magnication of central region. B: Cross
section of same sample with false colour insets showing deposition at top and middle of
pore magnied 5. C: Top down image of sample Ge-6-748-2 with 2:5 magnication
of central region. D: Cross section with insets showing deposition at top and middle of
pore magnied 5. E: Top down image of sample Ge-6-773-3 with 2:5 magnication
of central region. F: Cross section with insets showing deposition at top and bottom of
pore magnied 5. G: Top down image of sample Ge-6-798-4 with 2:5 magnication
of central region. H: Cross with insets showing deposition at top and bottom of pore
magni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