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The paper evaluates the 24-month ahead inflation forecasting performance of various indicators of underlying inflation and structural models. The inflation forecast errors resulting from model misspecification are larger than the errors resulting from forecasting of exogenous variables. Also, measures derived using the generalized dynamic factor model (GDFM) overperform other measures over the monetary policy horizon and are leading indicators of headline inflation. Trimmed means, although weaker than GDFM indicators, have good forecasting performance, while indicators by permanent exclusion underperform but provide useful information about short-term dynamics. The forecasting performance of theoretically-founded models that relate monetary aggregates, the output gap, and inflation improves with the time horizon but generally falls short of that of the GDFM. A composite measure of underlying inflation, derived by averaging the statistical indicators and the model-based estimates, improves forecast accuracy by eliminating bias and offers valuable insight about the distribution of risks.
I. INTRODUCTION
Headline and core inflation in the euro area have been sending divergent signals about underlying inflation over the past couple of years. On an annual basis, headline inflation has remained above the European Central Bank's (ECB) "close to but below" 2 percent target since 2000 and is forecast to continue to do so through 2007 (Figure 1 ). Over the past several years various shocks such as increases in energy and administrative prices as well as hikes in indirect taxes have pushed headline inflation above the target. However, various core inflation measures (excluding energy and unprocessed food) have declined since 2004-to around 1½ percent in the spring of 2006-suggesting subdued inflationary pressures. Other indicators such as mild wage and unit labor cost growth also indicate little inflationary pressure in the near future, and, notably, no second-round effects from rising oil prices.
For monetary policy, one key issues is what different indicators suggest about current underlying and future headline inflation. 1 Specifically, how useful are indicators of underlying inflation in forecasting future inflation? Are there gains to be made in forecasting future inflation by utilizing information from a large set of underlying inflation indicators and using different modeling approaches? Finally, where is inflation headed over the medium-term-that is, the ECB's monetary policy horizon?
Answering these questions requires an evaluation of the predictive performance and leading indicator properties of a broad range of underlying inflation measures using various methods. Based on the results, the indicators' relative usefulness in informing monetary policy can be assessed. Furthermore, a composite indicator can be constructed that exploits the information content embedded in the large number of different measures of underlying inflation and modeling approaches. This indicator is used to produce a baseline forecast for headline inflation, using information available as of spring 2006. The paper is organized follows: Section II discusses theoretical foundations and the purpose of various indicators of underlying inflation. Section III discusses the properties of these indicators. Section IV describes the forecasting methodology and discusses forecasting performance of the indicators of underlying inflation; and Section V concludes.
The main findings are:
•
Inflation forecast errors over a 24-month horizon resulting from model misspecification are larger than errors resulting from forecasting of exogenous variables.
• Measures derived using the generalized dynamic factor model (GDFM) overperform other measures over the monetary policy horizon and are leading indicators of headline inflation. Although weaker than GDFM indicators, trimmed means have good forecasting performance over a 24-month horizon. Indicators by permanent exclusion (notably core inflation) underperform but provide useful information about short-term dynamics. The forecasting performance of theoretically-founded models that relate monetary aggregates, the output gap, and inflation improves with the time horizon but generally falls short of that of the GDFM.
• A composite measure of underlying inflation, derived by averaging the statistical indicators and the model-based estimates, improves forecast accuracy by eliminating bias, and offers valuable insight about the distribution of risks.
II. TAXONOMY OF UNDERLYING INFLATION INDICATORS
The rationale behind indicators of underlying inflation is to facilitate disentangling the effects of idiosyncratic/temporary and policy-related/persistent forces that drive the inflation process. Some factors have a more permanent effect, while others have a more temporary one. The permanent component is related to the fundamental driving forces of inflation such as excess demand for goods and services and ultimately the macroeconomic policy mix. The transitory component can be a result of temporary shocks such as one-off indirect tax changes, changes in relative prices, unusual seasonal patterns, or measurement errors. Transitory shocks, however, can have more lasting effects on inflation, if they trigger secondround effects.
Monetary policy is known to affect inflation with long and variable lags, and cannot offset short-term, temporary shocks to inflation. However, it can affect the persistent component of inflation, notably through anchoring inflation expectations, and thus needs to be focused on stabilizing inflation over the medium term. Therefore, separating inflation in a persistent "common" component, driven by fundamental forces, and transient "noise," due to mostly idiosyncratic shocks, is a useful exercise from a monetary policy standpoint. This is what indicators of underlying inflation are trying to achieve with a view to providing reliable information on current and future inflation dynamics.
Measures of underlying inflation can be separated into two main groups-statistical indicators and theoretical/structural measures (Table 1) .
• Statistical indicators are derived using pure econometric methods. They can be further divided into three subcategories-employing time series, cross-section distribution of prices, and panel data. Examples include various univariate filters (time series), indicators by permanent exclusion such as core inflation or variable exclusion such as trimmed means (cross-section), and the generalized dynamic factor model, GDFM, (panel data).
• Theoretical measures are based on economic theory. The two most common theoretical frameworks used to estimate underlying inflation build on the long-run Phillips curve and the quantity theory of money. Vector autoregressive models (SVAR), as in Quah and Vahey (1995) and Blix (1995) , and reduced form Phillips curve equations are the most common examples of the first group; money demand equations and P* models, as in Nicoletti Altimari (2001) , are the most widespread examples of the second group.
III. FEATURES OF THE INDICATORS
All measures of underlying inflation have pros and cons.
• A common advantage of the statistical indicators is that they are less volatile than headline inflation and thus, presumably, capture better fundamental price changes. To achieve this, core inflation excludes presumed idiosyncratic shocks from headline inflation (e.g., energy prices, unprocessed food); trimmed means apply objective statistical criteria to achieve the same (Bryan and Cecchetti, 1994, 1996) ; while GDFM measures do so by filtering idiosyncratic shocks with the help of both the cross-section and time series dimension of the data. 2 A general disadvantage of the statistical indicators is that they are not backed by economic theory.
3

•
The main advantage of the theoretical measures is that they have macroeconomic foundations. Consequently, they allow for an economic interpretation of the results by linking inflation developments to the macroeconomic variables relevant from a policy perspective. The main disadvantage of the theoretical measures is that it is difficult to identify structural shocks and estimate the parameters. Also, they suffer from behavioral invariance in that structural parameters remain constant, despite possible structural changes in the future (Lucas critique).
To gauge uncertainty and provide a comparative perspective, a wide set of statistical indicators and economic models are used to estimate underlying inflation. Representatives of all standard statistical indicators are included here-specifically, a univariate spectral density filter, permanent and variable exclusion indicators, and panel methods. Theoreticallyfounded models are represented by a bivariate SVAR model, a reduced form Phillips curve model that controls for oil prices and the exchange rate, and a P* model. The use of a large number of measures is intended to deal with single forecast uncertainty and provide the basis for risk assessment. At the same time, it allows an evaluation of the relative usefulness of each measure in forecasting future inflation over the medium term.
The analysis of the indicators' statistical properties provides insights into two main features-volatility and bias. Regarding volatility ( Quantitatively, the indicators suggest that underlying inflation has been moving broadly sideways over the past year and is currently in a range of 1½ to 2¼ percent, with most indicators pointing to a figure under 2 percent.
IV. FORECASTING METHODOLOGY AND ASSESSMENT OF FORECASTING PERFORMANCE
A. Forecasting Methodology
Forecasting performance of the statistical indicators is assessed using several methods based on simulated out-of-sample forecasts. 4 , 5 Specifically, for the statistical indicators (core, trimmed means, and GDFM) univariate, bivariate, and multivariate specifications are used to forecast headline inflation. In addition, inflation forecasts are produced with non-price variables (industrial production, monetary aggregates, wages, unit labor cost, unemployment, and interest rates). Simulated out-of-sample 24-month ahead forecasts start in November 2000. The equations are re-estimated each time a new month is added.
The 24-month ahead forecasts are made using two approaches-first, with 1-month lag equations and, second, with 24-month lag equations. Each of the two methods has pros and cons. An advantage of the first is that the estimated equations have better goodness of fit statistics and smaller standard errors compared to the second approach. A disadvantage, however, is that the indicators have to be forecast 24 months ahead in order to forecast inflation over that horizon, thereby adding exogenous variable forecast error to the model forecast error. For the forecast performance of the two approaches it is, therefore, important which forecast error is smaller-the one from model misspecification or the one from exogenous variable forecast. The semi-structural, distributed lag, and gap equations were estimated both with the indicator lagged one month (based on lag selection tests) and 24 months. At the time of the forecast, all right-hand side variables, (including the indicator for the models where the indicator is lagged one month) are assumed to be unknown and are projected using a nonparametric spectral density filter. A brief description of the equations used in the paper follows.
•
Static equation
The static equation is used to forecast headline inflation with both the statistical and theoretically-founded indicators. The equation is defined as
, where t π is headline inflation, x t-h is the indicator of underlying inflation, and ε t is an error term. Headline inflation at time t is simply equal to the value of the indicator of underlying inflation x at time t-h.
Spectral density filter
The spectral density filter is similar in nature to the Box-Jenkins autoregressive moving average model (ARMA). However, there are some key differences. First, this is a nonparametric technique, which does not depend on the lag selection procedure, and, second, the model is estimated in the frequency domain instead of the time domain (see Hamilton, 1994 ).
Semi-structural equation controlling for oil and exchange rate
This equation is an unrestricted version (the coefficient on 1
instead of being restricted to 1) of the static equation extended with oil prices and the exchange rate to control for these shocks. From a practical perspective, the semistructural equation is attractive because forecasts are typically made conditional on certain exchange rate and oil price assumptions. Formally:
), where
oil is oil prices in euros, and 1 − t z is the exchange rate. As noted above, the 24-month ahead simulated out-of-sample forecast with this equation (and all equations described below) is done in two steps: first, the right-hand side variables (x t-1 , oil t-1 , and z t-1 ) are forecast with the spectral density filter, and, second, the equation is solved for the headline inflation t π .
Distributed lag equation
The distributed lag equation has the following form:
and B(L) are lag polynomials (the lag selection is determined by the Akaike and Schwartz information criteria), and x t-1 ( 24 − t x ) stands for the indicator of underlying inflation or the non-price variables (this model is also estimated with the non price variables).
Gap equation
Depending on the indicators, two forms of the gap equation are estimated. For the statistical indicators, it has the following form: ( 24 24 24 ), where t π is headline inflation and x t-1 ( 24 − t x ) is one of the statistical indicators (GDFM, core, or trimmed means). The equation allows to assess whether there is a tendency for headline inflation to converge to the estimate of underlying inflation over the medium term. If underlying inflation is leading the headline number, the coefficient β should be positive. For the non-price variables c t , (wages, monetary aggregates, etc.) the above equation is estimated in deviation from the means, namely:
, where π is headline inflation mean and c stands for the mean of the non-price variables.
The forecast with the theoretically-founded models is done with the estimated equations for each model. A short description of each model follows below.
Reduced form Phillips curve model
This model is a version of the traditional Phillips curve, with inflation depending on the deviation of output from its potential instead of unemployment from its nonaccelerating inflation rate (NAIRU). Similar models have been used to describe inflation dynamics in the forecasting and policy analysis models in several central banks-see, for example, Coletti and others (1996) and Coats (2000) . Inflation dynamics are specified as:
, where gap t-1 is output gap, z t is the change in the exchange rate, and oil t-1 is the change in oil prices. Inflation dynamics are given by the following equation:
, which implies that after the shocks disappear the price level returns to its long-run equilibrium P*.
Bivariate SVAR
In this model, it is assumed that two types of exogenous shocks affect headline inflation-one that has no impact on output beyond the short term, 7 and, the other that might have significant medium-to long-run effects on output (a supply shock that shifts potential output for instance). Underlying inflation is, therefore, defined as the unobserved component of headline inflation that is driven by the first type of shocks. Given the above assumptions, the bivariate SVAR can be written as:
where t y ∆ is the change in industrial production, t π is headline inflation, and 
with underlying inflation defined as:
B. Assessment of Forecasting Performance
Forecasting performance is evaluated by two statistics-root mean square error (RMSE) and bias. These two statistics are estimated for forecast horizons of 6, 12, 18, and 24 months. Given that the simulated out-of-sample forecasts start in November 2000 and the sample ends in November 2005, there are 61 forecast rounds. The number of observations available to estimate the RMSE and the bias are equal to the number of forecast rounds minus the length of the forecast horizon (i.e., there are 37, 43, 49, and 55 observations for the 24-, 18-, 12-, and 6-month horizons, respectively). The RMSE and the bias are calculated as follows:
, and
where T is the number of observations.
The forecasts with a 1-month lag overperform those with a 24-month lag, suggesting that errors due to model specification are larger than exogenous variables forecast errors (Tables 4, 5, and 6) . Exceptions are trimmed means and M2, which perform better with the 24-month lag distributed lag equation, and 5 and 10 percent trimmed means and M3, which perform better with the 24-month lag gap equation. However, the RMSE of the best performing indicators with the 24-month lag equations are larger than the best performing indicators with the 1-month lag equations. This implies that the errors resulting from model misspecification are larger than the forecast errors of exogenous variables with the spectral density filter. Therefore, in what follows, the forecast performance across models and indicators is assessed based on the forecasts with the 1-month lag equations.
The measures can be compared across two dimensions-forecast horizons and models. The benchmark for comparison is the random walk forecast of headline inflation, in which future inflation is simply equal to current inflation. In addition to the random walk forecast, two spectral density forecasts (in levels and first differences) are produced with headline inflation. The GDFM, core, and trimmed mean indicators are used for two types of forecasts-a static one, in which headline inflation is forecast as the current value of the indicator; and a model-based one, in which distributed lag, gap, and semi-structural equations are used (bivariate model-based forecasts are done also with the non-price variables). Finally, structural forecasts are done the SVAR, Phillips curve, and P* models.
GDFM measures outperform other statistical measures, including the random walk forecast, across time and models (Table 4) . 8 GDFM performance is superior according to both assessment statistics-the RMSE and the bias.
9 Trimmed means come second, although they are performing slightly worse than the random walk by the RMSE statistic. The trimmed means, however, are the best indicators for the short run-6 to 12 months. Core indicators have the worst performance. Labor market variables (wages, unit labor cost, and unemployment) perform on average better than the three monetary aggregates (M1-M3) by the RMSE statistics; however, they are somewhat worse than the monetary aggregates by the bias criterion.
The static equation overperforms all other specifications at the 24-month horizon. The gap equation comes second-it has a good performance with labor market variables (and monetary aggregates less M3) over the long run. The RMSE of the gap equation with these variables improves significantly with the forecast horizon. This result is in line with theoretical findings that the forecast performance of labor market variables and monetary aggregates should improve with the length of the forecast horizon. The semi-structural 8 The results in Table 4 are for estimates using year-on-year data. In that case, a central estimate of 2 percent and a RMSE of 0.4 percentage points suggest that with 70 percent probability year-on-year inflation is forecast to be in the range of 1.6 to 2.4 percent. 9 The large amount of disaggregate information used in the GDFM could be behind its superior performance over the sample period used here-as Hendry and Hubrich (2006) show, disaggregate information should, in theory, help forecasting the aggregate. However, they also find that including disaggregate information does not always improve forecasts of the aggregate inflation for the euro area, in particular at longer forecast horizons, as changing collinearity among the components undermines the performance of disaggregated models. equation controlling for oil and exchange rate has a good performance with GDFM and trimmed means. The distributed lag model has acceptable performance over the short run (6 to 12 months); however, its performance deteriorates significantly towards the medium term across all indicators.
The measures derived from the theoretical models, particularly the Phillips curve, provide valuable insights into the driving forces of inflation. The Phillips curve-based models outperform the P* model at the 24-month horizon, ranked by the RMSE criterion. 10 The Phillips curve models have comparable performance to trimmed means and labor market variables, while the P* model performs significantly worse. One explanation for the relatively worse performance of the P* model could be the instability of money velocity over the sample period (see Faruqee, 2005) . From a policy standpoint, the Phillips curve model provides useful information about the contribution of the relevant macroeconomic variables to inflation. As shown in Figure 6 , the pickup of inflation in 1999 was caused by an inflationary impulse from both domestic and external factors-in particular, excess demand captured by the positive output gap, exchange rate depreciation, and a positive oil price shock. Regarding driving forces of inflation over the past couple of years, the pickup of underlying inflation projected by the model is driven mainly by higher energy prices, with a negligible effect of the output gap, compared to the previous period.
11 Looking ahead, the out-of-sample forecast with the Phillips curve equation suggests declining inflation by 2007. This is driven by oil price and exchange rate stabilization as well as remaining excess capacity ( Figure 7 ).
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Combining forecasts improves forecast performance. A simple average of all forecasts results in zero bias and a RMSE similar to the best performing indicators and also has a reasonable in-sample forecasting error for the 24-month ahead forecast (Figure 9 ). In addition to having better accuracy by practically eliminating the bias, there are several other gains from combining the forecasts. As shown in Hall and Mitchell (2004) , the combined forecasts provide a measure of uncertainty surrounding the "central tendency" of the point forecasts. They offer policy makers a fuller picture beyond the uncertainty associated with the individual forecasts, including the distribution of the risks around the central forecast over the forecast horizon. Pooled forecasts, as pointed out in Timmermann (2005) , also improve efficiency and, as shown in Aiolfi and Timmermann (2004) , perform better in the presence of structural breaks than single model forecasts.
The combined forecast results suggest declining inflationary pressures over the next two years; however, the degree and the speed of the decline are less certain. As Figures 10-12 show, a common feature of all forecasts is that inflation declines towards the end of the forecast horizon. The static equation-based measures and the semi-structural equation controlling for oil and exchange rates predict that inflation will decline to around 1¾ percent by the end of 2007. Including inflation inertia, distributed lag specifications show inflation slightly above 2 percent. Among economic model-based estimates, the Phillips curve and the bivariate SVAR models forecast inflation slightly below 2 percent, while the P* model projects declining inflation, but it remains above 2 percent by 2007. Finally a combination of all forecasts projects inflation declining to slightly above 2 percent.
The projected pace of decline of inflation depends critically on whether the forecast equation features lagged inflation. The coefficient for lagged inflation is high. However, it is unclear to what extent this high coefficient is a result of the repeated hikes in oil and administrative prices since 2001 or because of true persistence, i.e., shocks that trigger indirect and second round effects on wages and therefore have lasting effects on inflation.
13 Firm conclusions require deeper analysis. Findings in the literature on inflation persistence have been mixed. For example, O'Reilly and Whelan (2004) find that the inflation persistence parameter (the sum of the coefficients on the lagged dependent variable) has been quite stable over the post-1970 period, although there is evidence about a break in the mean of the inflation process. Altissimo and others (2005) , by contrast, find that at the aggregate level inflation persistence appears to be very high for a long sample period but declines considerably after allowing for time variation in the inflation mean. Also, sectoral inflation is found to be less persistent, mainly due to transitory sector-specific shocks. The empirical models used here do not allow for falling inflation persistence over time.
Assessment of inflation risks over the forecast horizon can be done by analyzing the distribution of the forecasts. Most inflation targeting central banks incorporate judgment in their model-based inflation forecasts to express their assessment of the risks to price stability and the forecasts over the forecast horizon. A common approach for central banks to implement their judgment for the forecast period is to describe the uncertainty and asymmetric risks in the forecast. This is usually done by employing a probability distribution that allows for skewness. 14 The analysis of the distribution of the forecasts suggests roughly balanced inflation risks over the medium term. The risks assessment in this paper differs from the one explained above in that it does not use judgment but, in a sense, relies entirely on the data, as the parameters of the distribution are estimated. Assuming that these parameters are correctly estimated, if the distribution is skewed to the right (the outliers are to the left of the mean) the risks are considered negative, while the risks are viewed positive if the distribution is skewed to the left. As shown in Figures 14-16 , the static equation forecasts lower average inflation but suggests upside risks, while the rest of the models forecast higher average inflation but imply downside risks. Overall, the distribution for all forecasts implies roughly balanced inflation risks, with inflation falling to close to 2 percent in the course of 2007.
V. CONCLUDING REMARKS
The paper has evaluated the 24-month ahead inflation forecasting performance of a large set of underlying inflation measures. The results show that forecasts with 1-month lag overperform those with 24-month lag. This suggests that the errors resulting from model misspecification are larger than the errors due to forecasting of the exogenous variables. Among the static and 1-month lag specifications, the results show that the GDFM indicators overperform all other measures reviewed over the two-year policy horizon and are leading indicators of inflation. Trimmed means rank second, with good predictive power, while standard core indicators underperform.
A simple average of the indicators improves forecasting in two ways. First, it enhances accuracy by eliminating the bias without losing efficiency. Second, the analysis of the distribution of the forecasts allows for a better assessment of inflation risks over the forecast horizon.
Measures derived from theoretically-founded models are valuable assets for policy analysis and forecasting. The reduced form Phillips curve, for example, has a rich theoretical underpinning and good forecasting ability, which is comparable to that of trimmed means according to the RMSE criterion. In general, an important advantage of the theoretical models over the statistical indicators is that they allow a decomposition of driving forces of inflation on domestic demand factors, exogenous supply shocks, and exchange rate effects, offering useful information for monetary policy decision making. 
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