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Stochastic shortest path computations are often performed under very
strict time constraints, so computational efficiency is critical. A major deter-
minant for the CPU time is the number of scenarios used. We demonstrate
that by carefully picking the right scenario generation method for finding sce-
narios, the quality of the computations can be improved substantially over
random sampling for a given number of scenarios. We study a real case from
a California freeway network with 438 road links and 24 5-minute time peri-
ods, implying 10,512 random speed variables, correlated in time and space,
leading to a total of 55,245,816 distinct correlations. We find that (1) the
scenario generation method generates unbiased scenarios and strongly out-
performs random sampling in terms of stability (i.e., relative difference and
variance) whichever origin-destination pair and objective function is used; (2)
to achieve a certain accuracy, the number of scenarios required for scenario
generation is much lower than that for random sampling, typically about 6-
10 times lower for a stability level of 1%; and (3) different origin-destination
pairs and different objective functions could require different numbers of sce-
narios to achieve a specified stability.
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1. Introduction
The shortest path problem, with variants such as the quickest path problem, is a classical
combinatorial optimization problem, which is to find a path in a network (graph) from an
origin node to a destination node with shortest link length or quickest travel time. Due
to its diverse applications like route planning in road networks, timetabling for railways,
or scheduling for airplanes (Delling and Nannicini 2012), the shortest path problem has
been the subject of extensive research for many years (Deo and Pang 1984, Madkour
et al. 2017). Most papers deal with deterministic problems, see reviews (Fu et al. 2006,
Sommer 2014, Bast et al. 2016) and relevant papers in recent years (Zhang 2017, Hu
and Sotirov 2019, Brown and Carlyle 2019).
Real-world shortest path problems are stochastic in nature due to unpredictable factors
such as traffic accidents, traffic control, and weather conditions. Hence, a large variety
of stochastic shortest path (SSP) papers exist (Chen et al. 2013, Wu 2015, Cao et al.
2016, Rambha et al. 2016, Chen et al. 2017). The majority of these assume that speeds
on different road links and across different time periods are uncorrelated (Murthy and
Sarkar 1996, Miller-Hooks and Mahmassani 2000, Nielsen et al. 2014, Prakash 2018).
But in recent years, an increasing number of papers consider spatially correlated speeds
(Xing and Zhou 2013, Zhang et al. 2017, Prakash and Srinivasan 2018), that is, the
speed on one road link is correlated with the speed on certain other links.
It is reasonable to assume that there exist strong spatial and temporal correlation
among speeds in real road networks, largely due to traffic flow propagations over time
and space, or an event, for example dynamic traffic management (Kster et al. 2018),
that affects traffic capacities in a wide area (Rachtan et al. 2013). We demonstrate that
for our data set this is indeed the case. Temporal correlation in speeds means that the
speed in one time period is correlated with the speed in other time periods. The spatial
and temporal correlations have been studied by some researchers (Cheng et al. 2012,
Rachtan et al. 2013, Ermagun et al. 2017), and considered in several travel time- and
route-related decision-making problems (Min and Wynter 2011, Zou et al. 2014, Tulic
et al. 2014). The significance of spatial and temporal correlation of stochastic speeds
in SSP problems has also been demonstrated by Huang and Gao (2012), Zockaie et al.
(2013), and Zockaie et al. (2016). Huang and Gao (2012) and Zockaie et al. (2013) found
that spatial and temporal correlations could affect the optimal path and the impact was
related to the levels of correlation. Zockaie et al. (2016) discovered that the optimal
path travel time distribution in the spatially and temporally correlated case fell between
the uncorrelated case and the spatially correlated case.
However, the SSP research with both spatially and temporally correlated stochastic
speeds (travel times) is still in its infancy, although there are several studies reported in
recent years (Huang and Gao 2012, Zockaie et al. 2013, Yang and Zhou 2014, Zockaie
et al. 2016, Huang and Gao 2018). These studies adopted sampling-based methods to
handle the spatial and temporal correlations of speeds. Zockaie et al. (2013) sampled
1,000 scenarios from a multivariate normal distribution using the Monte Carlo method.
Yang and Zhou (2014) took 10 days of real travel times from the freeways of San Diego
as scenarios. Zockaie et al. (2016) generated 86 scenarios using the traffic simulator,
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DYNASMART-P (Mahmassani and Sbayti 2009), based on 86 days of historical data
on network-wide demand levels, weather conditions, incidents, and routing strategies in
downtown Chicago. Huang and Gao (2012, 2018) sampled 50 scenarios (support points)
for link travel times from an assumed truncated multivariate normal distribution, and
Huang and Gao (2018) demonstrated, using sensitivity analysis, that the number of
scenarios had an impact on the solution quality. These previous studies simply pick
an arbitrary number of scenarios and do not evaluate the effectiveness of the sampled
scenarios. On one hand, it is well-known that sampling-based methods usually need a
large number of samples to reflect the distribution of the random variables well. On
the other hand, given historical data or marginal distributions and correlations of the
random variables, it is still not clear how to generate appropriate scenarios needed for
SSP problems with spatially and temporally correlated speeds, except for using random
sampling. It is also not clear how to evaluate the quality of the generated scenarios for
different SSP problems.
It is thus worthwhile to investigate how many scenarios are needed to establish stable,
trustworthy results based on sampling, and then propose a much more efficient method
based on explicit scenario generation for these SSP problems in real road networks. In
a recent work, Guo, Wallace and Kaut (2019) used a copula-based scenario generation
approach (Kaut 2014) to handle spatially and temporally correlated speeds in vehi-
cle routing problems. For the investigated vehicle routing problem with the expected
overtime minimization objective, they only needed 15 scenarios to achieve an objective-
function evaluation stability of 1% for a case with 142 nodes, 418 road links and 60 time
periods, leading to over 25,000 correlated random speeds. The approach is based on a
simplified map of Beijing, but the stochasticity of travel speeds is assumed.
Following Guo, Wallace and Kaut (2019) and Huang and Gao (2018), this paper in-
vestigates various SSP problems with spatially and temporally correlated speeds based
on real travel speeds from the Caltrans Performance Measurement System (PeMS) at
http://pems.dot.ca.gov/. We establish that there are statistically significant corre-
lations in time and space in this data set. In addition, we point out that whatever the
correlation structure, there is a much better way to find scenarios than by using random
sampling. We demonstrate that whether the goal is to obtain maximal quality for a
given number of scenarios (because there is a limited execution time available), or a
certain quality for a minimal number of scenarios (because accuracy is important), the
copula-based scenario generation method is substantially better. This paper contributes
to the SSP literature by
1. investigating realistic stochasticity of spatially and temporally correlated travel
speeds,
2. presenting an efficient method to generate scenarios for SSP problems in real road
networks, and
3. investigating if and how different origin-destination (O-D) pairs and different objec-
tive functions affect the required number of scenarios to achieve a certain accuracy
in the calculations.
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This paper is organized as follows. In Section 2, realistic stochasticity of spatially and
temporally correlated travel speeds is studied based on a large data set of real travel
speeds from California. The purpose of this section is to demonstrate that there are large
and statistically significant correlations in our data set, thereby demonstrating that dis-
cussing correlations is indeed meaningful. Scenario generation and solution evaluations
are discussed in Section 3, while the test case and experimental setting are presented in
Section 4. Then, Sections 5–6 show the experimental results and analyses with different
O-D pairs and different objective functions, respectively. In Section 7, conclusions are
made and future research directions are discussed.
2. Data-Driven Stochasticity of Spatially and Temporally
Correlated Travel Speeds
The purpose of this section is to analyse our data set from California in light of spa-
tial and temporal correlations. We shall establish that there are large and statistically
significant correlations among the link speeds in the data set, thereby confirming that
handling correlations in SSP calculations is meaningful and potentially important. To
analyse the stochasticity of travel speeds in a road network, it is necessary to collect a
large number of real travel speeds on each link of the network in many time periods as
basic data and then pre-process the data (e.g., data cleaning and imputation) for fur-
ther use. With the development of intelligent transportation systems and information
technology, we can collect the raw real-time data of vehicle travel speeds from a large
number of auxiliary instruments, e.g., inductive-loop detectors, laser radars, GPSs, cel-
lular networks, cameras, and microwave detectors (Zhang et al. 2011). This paper uses
the ready-made data of vehicle travel speeds in PeMS, which are already detected and
imputed using the methods in Chen (2003). The dataset is complete and has no missing
data. The time period of travel speeds is 5 minutes.
Since the real spatial and temporal correlations of stochastic travel speeds have rarely
been reported in the SSP literature, we focus on this issue next. There exist very
complicated spatial and temporal correlation between vehicle travel speeds in real road
networks. Take the Los Angeles spatio-temporal freeway network as an example. Fig-
ure 1 shows the freeway network, which consists of 173 nodes, 438 road links, and 3,417
speed detection stations. For presentation simplicity, we only present node numbers
used in the main text in the figure. The road link distances were derived from a digital
roadmap. Then, to get the real freeway travel speed readings from the PeMS, we down-
loaded all speed readings of the 3,417 speed detection stations over 102 days, from May
1 to September 22 in 2017 excluding weekends and holidays. In general, there is more
than one detection station on each road link. Thus, the speed sample on one link in
one time period is obtained by averaging the speed readings of all detection stations on
this link in this time period. The time period of downloaded travel speeds is 5 minutes,
and the time range used throughout this paper is 2 hours, each therefore having 24 time
periods. In each 2-hour time range, we have 10,512 (438 × 24) random speed variables
and 55,245,816 (10, 512× 10, 511÷ 2) distinct correlations.
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Figure 1: Freeway network around Los Angeles. The numbers refer to nodes that we use
in our O-D pairs.
Figure 2: Frequency histogram of all correlations in Los Angeles freeway network be-
tween 8am and 10am.
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We have the following typical observations based on the real spatial and temporal
correlations obtained.
1. Figure 2 shows the frequency histogram of all correlations between 8am and 10am.
In this figure, the black bars represent the statistically insignificant correlations
while other bars represent the statistically significant with a significance level of
0.05. According to the Student’s t-test at the significance level of 5%, we reject
the null hypothesis that two variables are not correlated (i.e., r=0) at a confidence
level of 95%, if the p value of t-statistic tr is less than or equal to 0.05. We thus
have tr = |r − 0| ×
√
N−2
1−r2 ≥ 1.984, where N denotes the number of samples
(N=102 in the test case). Therefore, two speeds are significantly correlated at a
confidence level of 95% if their correlation r satisfies |r| ≥ 0.1946. Otherwise, two
speeds are insignificantly correlated (i.e., accept the null hypothesis). It can be seen
from Figure 2 that 74.57% of the correlations are statistically insignificant. This
figure also shows that only 0.56% correlations have absolute value larger than 0.6.
We have much more insignificant correlations because we consider all correlations
among 24 time periods and all 438 links in the map. It is reasonable that links
that are far from each other in time and space are not significantly correlated.
2. Figure 3 presents the spatial correlations between a randomly selected link (14, 11)
and all other links in the network shown in Figure 1 in six different time periods. In
this figure, the correlations between the two horizontal lines that are parallel with
the X-axis are statistically insignificant with a significance level of 0.05, and the
red crosses represent the correlations between link (14, 11) and its 11 neighbouring
links (links sharing node 14 or 11). We see that, in a given time period, the travel
speeds on the link (14,11) could be either significantly or insignificantly correlated
with those on its neighbouring links. This finding holds true on all 30 randomly
chosen links we observed. We also found that (1) if two neighbouring links are
in the same direction, the speeds on the links are usually significantly positively
correlated; and (2) if two neighbouring links are in opposite directions, their speeds
are often insignificantly correlated. Taking link (14, 11) in Figure 1 as an example,
the speeds on this link and its neighbour (12, 14) are negatively correlated (-0.22)
in time period 8:00-8:05. The reason is simple. The two links and link (12, 11)
form a triangle. A fair number of vehicles that are headed from node 12 to node
11, tend to choose the detour via node 14 when they observe that link (12,11)
is congested and link (12,14) looks faster. However, these vehicles could slow
down link (14,11) since many vehicles are travelling on this link. Contrariwise,
rather few vehicles going from node 12 to node 11 choose the detour via node 14 if
link (12,14) gets slower, resulting in fewer vehicles and thus higher speeds on link
(14,11). Both cases lead to a negative correlation between (12,14) and (14,11).
Moreover, the speeds on two neighbouring links in opposite directions could be
significantly negatively correlated as well. An example is given by the correlation
(-0.39) of travel speeds on link (14, 11) and link (11, 14) in time period 16:00-16:05.
Similar correlation findings have also been reported in the literature (Cheng et al.
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2012, Rachtan et al. 2013, Ermagun et al. 2017, Guo et al. 2019).
3. Figure 4 exhibits the temporal correlations of link (14, 11) between the first time
period and all following time periods in six different 2-hour time ranges, where
the stars in dashed lines represent the statistically insignificant correlations with a
significance level of 0.05. It is clear that, with an increased time distance between
two time periods, the temporal correlation on one link between these two time
periods decreases on the whole. And the travel speeds on link (14,11) in close
by time periods could have strong positive correlations. We also calculated the
temporal correlations on other 30 randomly chosen links in the same six 2-hour
time ranges. We found only one single (insignificant) negative temporal correlation.
These results are in line with the findings of Cheng et al. (2012) and Rachtan et al.
(2013).
We also studied the marginal distributions. It turned out that fitting parametric
distributions to the data was not possible due to “outliers”. But these outliers (typically
speeds close to zero on roads that normally have more or less free float) are not errors as
they do represent real possible speeds. Hence, when we later in this paper need marginal
distributions, we use the empirical marginal distributions directly without trying to fit
parametric distributions to the data. However, it might be useful to know that when
these “outliers” were removed, the marginal distributions split nicely approximately
50/50 between log-normal and bounded beta distributions.
3. Scenarios Generation and Solution Evaluation
3.1. Scenarios Generation
Having the data, we need to generate scenarios for our calculations. We have chosen
to approach the problem as follows. We take our data set – see Section 4 for details
– and view this empirical distribution as the true distribution of speeds. Obviously,
the set is actually a sample from an underlying unknown distribution (or process), but
it is beyond the goals of this paper to discuss the relationship between this empirical
distribution and the true one. In this way we are in line with the literature (Yang and
Zhou 2014, Zockaie et al. 2016, Gu et al. 2019).
The base case will be sampling from the empirical distribution. So whatever number
of scenarios we need, we shall randomly pick that number of scenarios from the empirical
distribution. We shall refer to this as RS (random sampling).
The alternative, which will turn out to be much better, will be based on explicit sce-
nario generation. We shall denote this SG (scenario generation). We use the method in
Kaut (2014) to generate scenarios. This method is based on Sklar’s theorem (Sklar 1973),
showing that every multivariate distribution function is fully specified by its marginal
distributions and its copula, a multivariate cdf describing the dependence between the
margins. In other words, modelling of the dependence can be fully decoupled from the
marginal distributions. However, since multivariate copulas are difficult to work with,
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Figure 4: The temporal correlations of link (14, 11) in six time ranges. The stars in
dashed lines are not significant at the 5% level, the rest are.
the method approximates them by a set of bi-variate copulas. The scenarios are gener-
ated in two steps: first, the method tries to construct a “scenario copula” as close to the
empirical copula as possible, then the scenarios are transformed to the target marginal
distributions. Both the copula and marginal distributions can be specified using para-
metric families, or taken directly from provided data. In our case, the bi-variate copulas
and marginal distributions are taken directly from the empirical distribution.
Throughout the text, we refer to correlations. This is to find our place in the literature.
But as just mentioned, we are in fact using bi-variate copulas. These are closely related
since the only parameters needed for normal copulas are the correlations. However, we
are not estimating correlations directly, we are using the empirical copula as a starting
point.
The method uses randomness as a tie-breaker if a tie appears in the assignment of this
method. This method thus generates the same or very similar scenarios in two different
runs with the same input. This contrasts it with sampling where this is not the case.
In addition, the means of the scenario set generated by this method are always equal to
the means of the given distribution, since we have full control of the discretization. As a
result, the mean of travel times on each link and each path are correct in these scenarios,
even though they would not reflect all other aspects of the distribution completely.
3.2. Evaluation Measures and Stability
The chosen scenarios can have great impacts on the best solution to the SSP problem
with spatially and temporally correlated stochastic travel times (Huang and Gao 2018).
It is thus critical to assess the quality of a set of scenarios. We shall test the qualities
when scenarios come from both RS and SG.
We use two related measures, denoted RD and VAR, to assess the stability / quality
of the set of scenarios. These two measures come from the in- and out-of-sample stabil-
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ity tests of Kaut and Wallace (2007) and work by generating and comparing multiple
scenario sets. However, since the copula-based scenario generation method generates
the same or similar scenario sets with the same inputs in different runs, the common
in-sample stability test is not applicable here. Thus, we use a variant of the standard
approach; to represent the case with S scenarios, we generate 2m+ 1 scenario sets with
size S−m,S−m+ 1, . . . , S, . . . , S+m− 1, S+m, where m is an integer and set as 4 in
our paper, based on tests in Guo, Wallace and Kaut (2019). For each scenario set, we
take the problem at hand (in our case the SSP problem) and use a solution method from
the literature to find an optimal (or near-optimal) solution. Then, there are 2m+ 1 best
solutions XS+i for i ∈ [−m,m]. For each such solution, calculate the objective value of
XS+i based on each of these 2m+ 1 scenario sets.
Let F+(XS+i), F
−(XS+i) and σS+i be the maximum, the minimum and the variance
of the 2m + 1 objective values corresponding to XS+i. Then we define the relative
difference (RD) and variance (VAR) of the set as follows:
RD = max
i∈[−m,m]
(
F+(XS+i)− F−(XS+i)
F+(XS+i)
× 100%
)
(1)
VAR = max
i∈[−m,m]
(σS+i) (2)
For a given stability requirement, e.g., RD ≤ 1% or RD ≤ 2%, the minimal S satis-
fying the requirement is set as the number of scenarios necessary to achieve the corre-
sponding objective function stability for the investigated problem.
It is important to understand that by seeing the empirical distribution as the true
distribution, we are favouring RS. With a reasonably large number of scenarios, rela-
tive to the number of outcomes in the empirical distribution, sampling scenarios from
the empirical distribution, without replacement, would look much better than had we
sampled from the underlying distribution (or alternatively from the empirical distribu-
tion with replacement). The scenario set from sampling without replacement would be
“perfect” much faster than it would have we sampled from the underlying distribution
(or sampled with replacement), while SG would not principally change. We shall see in
Sections 5–6, that even so, SG is much stronger than RS.
Let Xall be the optimal solution to the investigated SSP problem using all scenarios.
We finally use a measure, ORD, to check for the performance difference between the
optimal solution based on scenarios generated by SG or RS and the optimal solution Xall
based on all available scenarios. This measure makes sense in our case since we are able to
optimally solve our problem with the full empirical distribution, though at considerable
computational costs. So even though this test cannot be performed generally, we use it
here since it helps us understand what is going on. We might have that, for example,
RD and VAR both behave well, but the objective function value converges to the wrong
value. Let F all(Xall) be the optimal objective value when all scenarios are used, and
F all(XS+i) be the objective value of solution XS+i evaluated with all scenarios (that is,
the true value). ORD is calculated by using Equation (3).
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ORD =
1
2m+ 1
m∑
i=−m
(F all(XS+i)− F all(Xall))
F all(Xall)
× 100% ≥ 0 (3)
For SG, this is a genuine issue because the method is not guaranteed to be unbiased.
We shall see, though, that it behaves very well. The lower ORD is, the less S scenar-
ios produce biased results, provided stability is established. For RS, the performance
difference between F all(XS+i) and F
all(Xall) is only caused by sampling errors since
random sampling is unbiased. To reduce the impacts of uncertainty coming from RS
itself, we report the minimum, average and maximal values of RD and VAR in ten runs,
each using 2m + 1 scenario sets (the same number as for SG), as the results for RS in
Sections 5–6.
4. Test Case and Setting
Extensive experiments are conducted to investigate the stability of objective function
evaluations using RS and SG and compare the performances of the two methods for
investigated SSP problems. In these experiments, the SSP problem instances are defined
on the freeway network around Los Angeles as shown in Figure 1, and the same 102-day
real travel speed data described in Section 2 are used. There are 10,512 random speed
variables and 55,245,816 distinct correlations in each 2-hour time range. When using
the copula-based scenario generation method, we obtain the marginal distribution of
each random speed variable and the 55,245,816 distinct bivariate copulas of all random
variables based on the 102-day speed data.
We use the method proposed by Hall (1986) to calculate the shortest paths in stochas-
tic spatially and temporally correlated networks. This method is originally proposed to
find the minimum expected travel time path on a stochastic time-dependent network,
and we modify it to find the optimal paths for SSP problems with different objective
functions. Specifically, this method is an improvement heuristic, which integrates the
branch-and-bound method and the K-shortest path technique to iteratively look for fea-
sible paths until the optimal path is obtained. At each iteration k, the method explores
a new path Pk that has the k
th minimum possible travel time g(Pk) using a K-shortest
path method – Yen’s method (Yen 1971) in this paper, and then calculate the actual ex-
pected travel time f(Pk−1) of path Pk−1. f(Pk−1) is the expected value of Pk−1’s travel
times in all S scenarios. Let τ denote the minimum expected travel time of all paths
evaluated already. We have τ = min{f(P1), . . . , f(Pk−1)}. Through exploring new paths
iteratively, the optimal path with the minimum expected travel time can be found when
meeting τ < g(Pk). The proof is straightforward. For i ≥ 1, we have g(Pk) ≤ g(Pk+i)
and g(Pi) ≤ f(Pi) according to the K-shortest path method as well as the definitions
of g(Pi) and f(Pi). If τ < g(Pk), τ is less than the minimum possible travel times
g(Pk+i) of all paths not evaluated yet, which is thus less than the actual expected travel
time of all these paths. Consequently, τ is the globally minimum expected travel time
and its corresponding path is the optimal path. The method is a general framework
to solve optimally the fast path problem with time-dependent stochastic travel times.
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Table 1: Details of the 12 chosen O-D pairs.
No. O-D pair Locations
1 (65, 35) Busy traffic area to common area with long distance
2 (19, 150) Busy traffic area to common area with long distance
3 (16, 29) Busy traffic area to common area with short distance
4 (16, 26) Busy traffic area to common area with shorter distance
5 (38, 15) Common area to busy traffic area with long distance
6 (37, 66) Common area to busy traffic area with long distance
7 (41, 82) Common area to common area with long distance passing busy traffic area
8 (152, 85) Common area to common area with long distance not passing busy traffic area
9 (22, 42) Common area to common area with long distance not passing busy traffic area
10 (57, 6) Common area to common area with short distance passing busy traffic area
11 (84, 119) Common area to common area with short distance passing busy traffic area
12 (36, 72) Common area to common area with short distance not passing busy traffic area
This framework can be easily modified to solve SSP problems with other objectives by
adapting the method of calculating g(Pk) to different objective functions. Details of the
original and modified methods can be found in Appendix A. Of course, other shortest
path methods can also be used, a survey of which can be found in Gendreau et al. (2015)
and Madkour et al. (2017). However, the shortest path method is not the focus of this
paper.
Sections 5 and 6 will present the stability results for RS and SG from different per-
spectives, such as the effects of different O-D pairs and different objective functions,
respectively, on the stability of function evaluations. The experiments were performed
on a laptop with an Intel Core i7-8550U CPU @2.00GHz and 16 GB RAM. All algorithms
were coded and executed in MATLAB 2016b.
5. Effects of Different Origin-Destination Pairs
We examine and compare the effects of different O-D pairs on the stability and perfor-
mances of RS and SG first, based on 32 different O-D pairs. Here we only present the
results of twelve representative O-D pairs on the basis of different O-D distances and
whether the path passes busy traffic areas. Details of the chosen O-D pairs are presented
in Table 1. The other twenty O-D pairs lead to similar results.
In these experiments, the departure time is set to 8am during the morning rush hours.
The objective function F1 is to minimize a linear combination of mean (µ) and standard
deviation (σ) of path travel times, and this problem is referred as the mean–standard
deviation shortest path problem (Zhang et al. 2017). Let θ (generally larger than zero)
denote a specified weight factor that represents the risk aversion to travel time variability,
T s the travel time (unit: second) of the travel path in the sth scenario, and S the total
number of scenarios. This objective (Objective Function 1) is formulated as follows.
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Table 2: ORD(%) values at different S generated by RS and SG for different O-D pairs.
No. O-D pair
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
1 (65, 35) 0.86/0 0.29/0 0.31/0 0.18/0
2 (19, 150) 0.62/0.50 0.43/0.13 0.35/0 0.35/0
3 (16, 29) 0.23/0.26 0.08/0 0.10/0 0/0
4 (16, 26) 0.11/0 0/0 0/0 0/0
5 (38, 15) 0/0 0/0 0/0 0/0
6 (37, 66) 0.61/0 0.30/0 0.28/0 0.36/0
7 (41, 82) 0.38/0.08 0.22/0.07 0.20/0.09 0.16/0.12
8 (152, 85) 1.34/0 0.58/0 0.15/0 0.13/0
9 (22, 42) 0.07/0 0/0 0/0 0/0
10 (57, 6) 0.23/0 0.26/0 0/0 0/0
11 (84, 119) 0.56/0 0.36/0 0.38/0 0.33/0
12 (36, 72) 0.32/0 0.08/0 0/0 0/0
F1 = µ+ θ ·σ (4)
with µ =
∑S
s=1 T
s
S and σ =
√∑S
s=1(T
s−µ)2
S .
Figure 5 compares RDs and VARs for the twelve O-D pairs when θ is set to a typical
value 1.27 (Noland et al. 1998). For each O-D pair, the four types of hollow (solid)
markers represent the results of SG (RS) at four different values of S. Specifically, the
three markers on each vertical line, from top to bottom, represent the maximum, the
mean, and the minimum of RDs or VARs generated by RS in ten runs at a certain S. The
numerical values of RDs and V ARs in Figure 5 are presented in Table B.1 of Appendix
B. Table 2 presents the ORD results. Figure 6 shows the number of scenarios required
(SRD) for different O-D pairs to achieve the specified RD goals for both methods. For
RS, the number of scenarios needed is calculated based on the mean of RD values in ten
runs (this also favours RS as compared to SG, since in a given setting one could end up
with any of the ten cases without knowing the actual quality of the scenarios used). We
let S start from 10 and increase in steps of 5.
It can be found from Figures 5-6 and Table 2 that:
1. Whichever method is used, the RDs and VARs reduce with the increase of S on the
whole, although small fluctuations exist for some O-D pairs. These fluctuations are
reasonable and acceptable, and are caused by the randomness or heuristic nature
of RS and SG.
2. For all O-D pairs, SG generates much smaller RDs and VARs than RS, even for
its minimal RDs and VARs. Taking O-D pair (37, 66) as an example, when S is
equal to 10, the RD and VAR generated by SG are only about 9.23% and 0.72%
of the minimal RD and VAR generated by RS. That is, with the same S (when
it is not too large), the scenario set generated by SG leads to much more stable
performance than RS for all investigated O-D pairs.
3. We see a few cases of ORD being positive for SG. However, except for (41,82), it
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Figure 6: Number of scenarios required by RS and SG for different O-D pairs and dif-
ferent stability levels.
becomes zero as S increases within Table 2. For the O-D pair (41,82), ORD goes
to zero when S reaches 55 (not shown in the table). Hence, we see that SG does
not produce biased results in our experiments, and the variation is caused by a
not-yet-stable solution. We see throughout that ORD is much larger for RS than
for SG.
4. As shown in Figure 6, to achieve a stability level of 2% on objective F1, RS needs
only 25 scenarios for all O-D pairs while the number of scenarios required by RS
ranges from 45 to 95 (those are very large numbers as their maximum is 102).
6. Effects of Different Objective Functions
6.1. Results of Six Objective Functions
We further examine the effects of different objective functions on the performances of
RS and SG by comparing these two methods based on six commonly used objective
functions for all investigated O-D pairs. The departure time is set at 8am. The first
objective is F1 formulated in Section 5 and the other five are described below. Objective
functions F1 and F6 are travel time reliability criteria adopted in the literature.
Objective 2: Minimize the expected travel time F2.
F2 =
∑S
s=1 T
s
S
(5)
Objective 3: Minimize the expected carbon emission F3. Let es denote the carbon
emission (unit: gram) of the travel path in the sth scenario. The value es is calculated
using the well-known MEET model (Hickman et al. 1999) with parameters for a gross
vehicle weight of 3.5-7.5 tons, i.e., parameters K, a, b, c, d, e, and f are equal to 110, 0,
15
0, 0.000375, 8702, 0 and 0, respectively. N is the number of nodes in the network, and
M is the number of time periods, with vsijt representing the travel speed sample on link
(i, j) in the tth time period in the sth scenario, and dij is the length of link (i, j). If the
vehicle travels from node i to node j directly, xij is equal to 1, otherwise it is 0.
F3 =
∑S
s=1 (e
s/1000)
S
(6)
with
es=
N∑
i=1
N∑
j=1
(
M∑
t=1
(K+a·vsijt+b·vsijt2+c·vsijt3+d/vsijt+e/vsijt2+f/vsijt3))·dijt·xijt,∀i 6= j, s = 1, . . . , S
Objective 4: Minimize the expected tardiness F4. Let Ls represent the tardiness in
the sth scenario, with D the given due time of arriving at the destination node and Dp
the departure time from the origin node.
F4 =
∑S
s=1 L
s
S
(7)
with Ls = max(Dp + T
s −D, 0).
Objective 5: Minimize the expected sum of tardiness and earliness F5. Here W s
represents the earliness in the sth scenario, while E is the given earliest time of arriving
at the destination node.
F5 =
∑S
s=1 (L
s +W s)
S
(8)
with Ls = max(Dp + T
s −D, 0) , and W s = max(E − T s −Dp, 0).
Objective 6: Minimize the travel time budget F6 for a specified on-time arrival proba-
bility α, which is referred as the α-reliable path problem (Chen et al. 2018) or the minimal
percentile travel time path problem (Yang and Zhou 2017). A risk-averse decision-maker
would prefer a larger α for a more reliable path.
F6 = T (9)
s.t.
Pr{T s ≤ T} ≥ α
Specifically, based on discrete scenarios, the calculation of F6 for a path is conducted
as follows. First, the travel time in each scenario (T s) is calculated and ranked in an
increasing sequence as T s
′
1 ≤ T s′2 ≤ · · · ≤ T s′S . Then, the value of F6 is equal to T s′ ,
where s′ = min{s′|∑s′i=1 pi ≥ α} and pi is the possibility of ith scenario. That is, the
value of F6 is equal to the travel time in the s′th scenario (Yang and Zhou 2017).
To compare the results of different objective functions, we take O-D pair (65, 35) and
departure time Dp at 8am as an example. Figure 7 shows the ratios of RD and VAR
generated by RS and SG for different S. The ratio of RD (VAR) is defined as the RDs
(VARs) generated by RS divided by the corresponding RDs or V ARs generated by SG.
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The three markers on each vertical line, from top to bottom, represent the maximum,
the mean, and the minimum of RD or VAR ratios in ten runs at a certain S. The
numerical values of RDs and V ARs in Figure 7 are presented in Table B.2 of Appendix
B. Figure 8 presents the number of scenarios required in each case. We set θ to 1 in
F1, due time D to 8.88 (i.e., 8:52:48 in HH:MM:SS format) in F4, time window (E, D)
to (8.78, 8.87) in F5, and on-time arrival probability α to 90% in F6. We set θ = 1 in
F1 so that the results of F1 here are consistent with the results of different θ shown in
Table C.1, which corresponds to the experiments of studying the effects of different θ
values in Section 6.2. Other O-D pairs produce similar results.
It can be found from Figures 7-8 that:
1. The objective function matters for the ratios for RD and VAR. We see that the
ratios can be substantial for many objective functions, so that SG produces much
more stable results than RS. The observed values across objective functions are not
directly comparable, but still indicates well the dangers of using pure sampling.
2. To achieve specified RD goals, different objective functions require different num-
bers of scenarios. For objective functions F2 and F3 that calculate means, to
achieve RD ≤ 1%, SG needs only 10 scenarios while RS requires more than or
equal to 75 scenarios, and more similar results can be found in Appendix B. For
the objective functions F4 and F5 that consider earliness and / or tardiness, both
SG and RS need many scenarios, however, SG needs fewer scenarios to achieve
RD ≤ 1% than RS needs to achieves RD ≤ 5%.
6.2. Effects of Parameters in Different Objective Functions
Since the objective functions F1, F4, F5 and F6 are directly affected by certain param-
eter values, we now study the effects of these parameters on RD, VAR and ORD values.
We conduct experiments for all O-D pairs. For each O-D pair, we customize the values
of parameters to investigate as many settings as possible, and then obtain some general
observations from the experimental results.
Take O-D pair (65, 35) as an example. The details of the experimental results are
shown in Appendix C. We have the following observations:
1. RD and VAR generated by RS are much larger than those generated by SG
throughout. This can be seen from Table 3, which presents the ranges of the ratio
of RD and VAR under different parameters for O-D pair (65, 35) and S = 10.
In the table, the minimal ratios of RD and VAR of all objective functions are
larger than 1. This indicates that the scenarios generated by SG have more sta-
ble performance than those generated by RS for all these objective functions and
parameters.
2. The values of RD and VAR can vary greatly in cases with different parameters.
The results are not too surprising. When the objective is some kind of expectation,
variation is much smaller than when the objective function depends on extreme
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Figure 8: Number of scenarios required by RS and SG for O-D pair (65, 35), when
different objective functions and different stability levels are considered.
Table 3: Ranges of the ratio of RD and VAR generated by RS and SG with different
parameters for O-D pair (65, 35) and S = 10.
F1 F4 F5 F6
Ratio of RD [8.70, 20.51] [2.25, 11.93] [1.44, 11.72] [1.29, 4.64]
Ratio of VAR [74.90, 393.06] [105.82, 417.60] [24.60, 444.80] [1.36, 27.25]
values of the random variables. When extreme values are important, both methods,
but particularly RS, will be very sensitive to what happens to be the extreme values
in a scenario set. Detailed analyses can be found in Appendix C.
3. In most cases, we have ORD = 0. When it is not the case in the tables, the reason
is that more scenarios are needed for stability. Eventually, all ORDs go to zero in
our tests. In particular, that means that we never observe bias for SG — which
generally is a possibility.
In summary, to examine the stability / quality of objective function evaluations of
RS and SG and compare the performances of these two methods for the investigated
SSP problems, Sections 5 and 6 have presented extensive experimental and comparison
results in terms of different O-D pairs and different objective functions. The above
experimental results show that
1. SG strongly outperforms RS in terms of stability, i.e., in terms of RD and VAR;
2. Different O-D pairs, as well as different objective functions and parameters could
have large effects on the stability of objective function evaluations;
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3. For objective functions F2 and F3, SG needs only 10 scenarios for almost all cases
to achieve an objective-function evaluation stability of 1% while RS usually needs
much more;
4. For the other objective functions, sometimes much more scenarios are required to
achieve a stability level of 1% because different parameter values could have a great
impact on the RD results. However, SG always needs fewer scenarios than RS.
5. The scenarios generated by SG are unbiased (ORD = 0 when S is large enough).
7. Conclusions
This paper addresses SSP problems with spatially and temporally correlated travel
speeds based on real data from a California freeway network. These problems involve
correlated and very high-dimensional random speed variables.
We investigate realistic stochasticity of travel speeds in a freeway network with 10,512
correlated random variables and 55,245,816 distinct correlations (or distinct bi-variate
copulas). We find that the speeds on neighbouring links and in close by time periods
are strongly spatio-temporally correlated.
We then present two methods for generating scenarios for these high-dimensional SSP
problems based on realistic stochasticity of travel speeds, one a copula-based scenario
generation (SG) method and one a random sampling (RS) method. Extensive experi-
ments are conducted to compare the performances of the two methods by examining the
effects of different origin-destination pairs and different objective functions. In terms of
two performance measures (RD and VAR), we show that SG needs much fewer scenarios
than RS to achieve the same stability, typically about 6-10 times less for a stability level
of 1% on objective function evaluations. So, our main conclusion is that it is crucial
how scenarios are generated, and in particular that random sampling is not a good idea
unless the problem is small or execution time is of little importance. The suggested way
of generating scenarios requires offline computations. We typically needed 28 minutes
for 10 scenarios, up to 50 minutes for 25 scenarios when we had 10,512 random variables.
The scenarios can then be reused as long as the map does not change.
This research is conducted based on a freeway network, in which the travel speeds on
many links have relatively low variances. Besides, this paper adopts the Pearson correla-
tions of travel speeds to represent their correlations. Our future research will extend the
scenario generation method to urban street networks with higher speed variances and
more path choices, and further consider partial correlations and partial autocorrelations.
Another interesting direction is to investigate the effects of different correlations on the
solutions to SSP problems.
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Table A.1: Framework of Hall’s method (1986).
Step No. DO
1 Set k = 1, τ =∞
Find the shortest path P1 with the minimum possible objective value g(P1)
2 Set k = k + 1
Calculate the actual objective value f(Pk−1) of Pk−1
3 Find the path Pk with the k
th minimum possible objective value g(Pk)
4 If f(Pk−1) < τ
τ = f(Pk−1)
P ∗ = Pk−1
If τ ≥ g(Pk)
Return to Step 2
If τ < g(Pk)
τ is the optimal objective value
P ∗ is the optimal path
Stop and return τ , P ∗
A. Stochastic Shortest Path Solving Method
We use the method proposed by Hall (1986) to handle the SSP problems with dif-
ferent objective functions in stochastic spatially and temporally correlated networks.
This method is originally proposed to find the minimal expected travel time path on a
stochastic time-dependent network, and we modify it to find the optimal paths for our
SSP problems with different objective functions.
Table A.1 shows the framework of Hall’s method. At each iteration k, a new solution
Pk (i.e., the path with the k
th smallest possible objective value) is found using a K-
shortest path method – Yen’s method (Yen 1971) in this paper, and the actual objective
value (τ) of the best possible path is updated. τ is the minimum of objective values of
all k − 1 paths evaluated already. That is, τ = min{f(P1), . . . , f(Pk−1)}. Note that the
method probably needs to explore and evaluate a large number of solutions to get the
optimal one. However, the efficiency of this method is not the concern of this paper.
Next, we verify the optimality of the framework of Hall’s method. As shown in Ta-
ble A.1, g(Pk) is the minimum possible objective value of path Pk, and f(Pk) is the
actual objective value of path Pk. We have g(Pk) ≤ f(Pk). When τ < g(Pm) at itera-
tion m, we have τ < g(Pm) ≤ f(Pm), that is, τ < f(Pm). Since g(Pk) ≤ g(Pk+i) for all
i ≥ 1, we have τ < g(Pm) ≤ g(Pm+i) ≤ f(Pm+i). That is, τ < f(Pm+i) for all i ≥ 1.
Therefore, τ is not only the minimum objective value of all evaluated paths, but also
less than the objective values of all unevaluated paths Pm+i (i ≥ 0). τ is thus the global
optimal objective value.
In summary, to get the optimal path in this framework, two conditions need to be
satisfied: (1) g(Pk) ≤ g(Pk+1) and (2) g(Pk) ≤ f(Pk). The first condition can be easily
satisfied by using the Yen’s method (Yen 1971) to find the K-shortest paths optimally
in a static and deterministic network. To meet the second condition, the key is to set
the minimum possible objective value on each road link, which has not been illustrated
clearly in Hall’s paper (1986). We set it for our SSP problems with different objective
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functions as follows. Since the method for F2 is the basis for other objective functions,
we introduce it first.
F2: Minimize the expected travel time
We first find the maximum speed vmaxij on each link over all 24 time periods (2-hour
time range) and all S scenarios, and then set the value of dij/v
max
ij as the minimum
possible travel time on each link.
Because vmaxij is the highest possible speed on link (i, j), dij/v
max
ij must be less than
or equal to the travel time on this link in any time periods and any scenarios. Therefore,
the sum g(Pk) of the minimum possible travel time on all links of path Pk must be less
than or equal to the expected travel time f(Pk) according to Equation (5). This is,
condition (2) holds.
F1: Minimize the linear combination of mean (µ) and standard deviation
(σ) of path travel times
According to Equations (4)-(5), for path Pk, its objective value of F1 must be greater
than or equal to the objective value of F2 since θ is generally equal to or bigger than 0.
Therefore, we can directly use the minimum possible travel time for F2 as the minimum
possible objective value for F1, which guarantees condition (2) holds.
F3: Minimize the expected carbon emissions
The minimum carbon emission value eminij over all time periods and all scenarios is
set as the minimum possible carbon emission on the link. According to Equation (6),
the sum g(Pk) of the values of e
min
ij on all links of path Pk must be less than or equal
to the expected carbon emission f(Pk) because e
min
ij is less than or equal to the carbon
emission values on link (i, j) in any time periods and any scenarios. Condition (2) holds.
F4: Minimize the expected tardiness
To get the minimum possible tardiness for path Pk, the vehicle must travel each link
at the maximum speed, which is consistent with objective function F2. Therefore, we
use the same method for F2 to get the minimum possible travel time Tmin(Pk) of path
Pk, and then the minimum possible tardiness g(Pk) is set as max(Dp+T
min(Pk)−D, 0).
According to Equation (7), g(Pk) must be less than or equal to the expected tardiness
f(Pk) because T
min(Pk) is the minimum possible travel time of path Pk, as stated for
F2. Condition (2) holds.
F5: Minimize the expected sum of tardiness and earliness
Here, we need to get the minimum possible tardiness and earliness respectively. The
minimum possible tardiness Lmin(Pk) of path Pk is calculated using the same method
for objective function F4. The minimum possible earliness Wmin(Pk) of path Pk can
always be zero theoretically, as the vehicle could avoid earliness by lowering down the
travel speed or temporary parking. Therefore, we set the Wmin(Pk) of path Pk as zero.
The sum g(Pk) of L
min(Pk) and W
min(Pk) must be less than or equal to the expected
tardiness and earliness f(Pk) according to Equation (8). Condition (2) holds.
F6: Minimize the travel time budget for a specified on-time arrival prob-
ability α
As stated in Section 6.1, the objective value of F6 equals to the vehicle’s travel time
Ts in one of the S scenarios. Here, we use the minimum possible travel time generated
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Table B.1: Numerical values of RD and VAR results shown in Figure 5.
No. O-D pair
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
RD(%)
1 (65, 35) (7.28, 9.95, 15.94)/0.74 (3.64, 6.87, 10.00)/0.78 (3.33, 5.21, 7.42)/0.61 (3.44, 4.21, 5.85)/0.98
2 (19, 150) (3.35, 5.66, 6.59)/1.92 (3.45, 5.54, 6.69)/1.77 (2.84, 3.88, 5.48)/0.96 (1.84, 3.91, 4.94)/0.85
3 (16, 29) (4.26, 7.12, 10.60)/2.46 (3.97, 5.03, 5.63)/2.46 (3.50, 4.50, 5.71)/2.59 (1.48, 3.08, 4.74)/1.79
4 (16, 26) (5.54, 8.38, 15.58)/2.39 (3.37, 5.65, 7.68)/2.45 (3.49, 4.87, 6.54)/2.22 (2.15, 3.73, 5.21)/1.94
5 (38, 15) (11.33, 16.23, 23.35)/1.63 (9.55, 14.66, 17.46)/1.43 (8.18, 10.75, 15.55)/1.17 (5.02, 9.23, 11.48)/1.53
6 (37, 66) (9.58, 14.95, 19.85)/0.88 (7.61, 11.05, 13.35)/1.24 (5.21, 9.59, 11.5)/1.64 (5.58, 8.52, 10.22)/1.70
7 (41, 82) (8.58, 11.42, 14.77)/2.66 (6.91, 9.31, 12.65)/2.38 (5.53, 7.94, 11.99)/1.62 (4.46, 6.79, 8.62)/1.03
8 (152, 85) (6.54, 12.22, 17.55)/1.61 (3.78, 10.40, 15.40)/1.44 (3.84, 8.93, 12.98)/1.28 (2.55, 6.64, 8.38)/1.42
9 (22, 42) (5.61, 8.45, 11.94)/1.23 (3.15, 6.03, 8.74)/2.18 (4.22, 5.72, 8.20)/1.63 (2.21, 4.25, 6.30)/0.89
10 (57, 6) (6.30, 9.67, 18.09)/1.67 (4.02, 8.04, 20.14)/1.73 (3.37, 5.36, 7.64)/1.51 (2.97, 4.08, 5.20)/1.31
11 (84, 119) (9.20, 15.00, 20.70)/2.48 (5.46, 11.67, 15.24)/1.73 (6.43, 9.35, 12.30)/1.89 (4.19, 6.42, 9.98)/2.30
12 (36, 72) (6.36, 10.44, 15.53)/1.61 (6.13, 8.35, 11.69)/1.55 (3.86, 6.55, 11.45)/0.96 (3.20, 6.23, 11.65)/0.82
VAR
1 (65, 35) (6047, 13658, 30847)/70 (1724, 6916, 12871)/91 (1319, 4156, 11125)/49 (1496, 2589, 6572)/122
2 (19, 150) (1464, 5565, 9605)/545 (2222, 4826, 6721)/507 (1426, 2684, 4998)/131 (669, 2425, 3672)/86
3 (16, 29) (566, 1791, 3259)/237 (544, 894, 1278)/214 (322, 612, 866)/244 (73, 348, 770)/90
4 (16, 26) (503, 1445, 4618)/74 (155, 532, 1023)/76 (215, 428, 820)/82 (88, 212, 358)/53
5 (38, 15) (28282, 67444, 120184)/638 (27798, 50188, 65956)/590 (14387, 27499, 47051)/418 (6297, 20887, 35141)/402
6 (37, 66) (23704, 54701, 88716)/170 (13921, 26106, 34894)/340 (6539, 20393, 34486)/524 (4230, 20013, 30885)/428
7 (41, 82) (20006, 49856, 78798)/2421 (17655, 32707, 62801)/1823 (10448, 23981, 44819)/752 (4974, 18188, 30921)/382
8 (152, 85) (11272, 52525, 98880)/717 (4353, 39106, 83156)/686 (4209, 25416, 47481)/404 (1597, 18596, 33372)/468
9 (22, 42) (4262, 12487, 26860)/187 (1933, 7259, 13977)/636 (2471, 5722, 10292)/415 (972, 2866, 4955)/154
10 (57, 6) (4570, 14668, 59985)/403 (2057, 12507, 61605)/373 (1193, 3377, 5210)/287 (1229, 1888, 2677)/174
11 (84, 119) (5180, 12358, 23734)/255 (1402, 6553, 11332)/144 (2195, 4051, 7619)/153 (903, 2184, 4074)/240
12 (36, 72) (5466, 14625, 25113)/357 (4642, 10547, 19070)/322 (1881, 6426, 13282)/123 (1123, 5918, 18681)/83
for objective function F2 as the minimum possible objective value for F6 as well.
According to Equation (9), the sum g(Pk) of the minimum possible travel times on
all links in path Pk must be less than or equal to the travel time in any scenarios f(Pk)
since the minimum possible travel time dij/v
max
ij on link (i, j) is less than or equal to the
travel time on link (i, j) over all time periods and all S scenarios. Condition (2) holds.
B. Supplementary Result
In this section, Tables B.1 and B.2 show the corresponding numerical values of RD and
VAR results shown in Figures 5 and 7, respectively. In these tables, the results generated
by RS and SG for each S are separated by a slash. The three values for RS in each cell
represent the minimum, the mean, and the maximum of RDs and VARs in ten runs
at S. Given different O-D pairs, Tables B.3 and B.4 present the number of scenarios
required to achieve the specified RD goals for both methods under objective functions
F2 and F3, respectively.
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Table B.2: Numerical values of RD and VAR results shown in Figure 7.
Objective S = 10 S = 15 S = 20 S = 25
function RS/SG RS/SG RS/SG RS/SG
RD(%)
F1 (4.52, 7.7, 11.64)/0.60 (2.51, 6.00, 11.11)/0.64 (2.44, 4.30, 5.75)/0.52 (2.26, 3.56, 5.49)/0.81
F2 (4.62, 6.20, 9.73)/0.44 (3.06, 4.25, 5.47)/0.12 (2.44, 3.14, 3.89)/0.23 (1.18, 2.42, 3.42)/0.18
F3 (4.70, 5.93, 7.03)/0.85 (2.66, 4.02, 5.71)/0.40 (1.81, 3.51, 5.10)/0.36 (2.49, 3.19, 3.77)/0.15
F4 (66.33, 82.42, 100)/4.96 (50.18, 68.31, 89.49)/1.40 (49.43, 61.14, 77.11)/2.52 (44.38, 54.41, 64.62)/2.03
F5 (42.61, 53.2, 63.03)/4.45 (24.33, 44.11, 67.52)/1.25 (31.15, 38.53, 43.61)/2.26 (24.58, 29.63, 37.58)/1.82
F6 (7.09, 13.25, 18.62)/4.67 (6.33, 8.88, 14.13)/4.88 (6.02, 7.31, 11.62)/3.87 (4.66, 6.35, 8.43)/4.33
VAR
F1 (2356, 8720, 19638)/46 (953, 6065, 18310)/60 (741, 2258, 3339)/35 (601, 1908, 4068)/81
F2 (2365, 4831, 9820)/16 (1153, 2163, 3662)/2 (791, 1206, 1681)/6 (132, 751, 1204)/4
F3 (0.39, 0.73, 1.11)/0.01 (0.12, 0.38, 0.67)/0 (0.07, 0.25, 0.45)/0 (0.13, 0.22, 0.28)/0
F4 (784, 2252, 4859)/16 (316, 1263, 3017)/2 (282, 759, 1530)/6 (250, 475, 824)/4
F5 (2678, 4448, 7732)/16 (590, 1806, 3897)/2 (703, 1369, 2879)/6 (371, 770, 1371)/4
F6 (6558, 31329, 55924)/3430 (5172, 15713, 41423)/4022 (3622, 8377, 20615)/1562 (2438, 6545, 16439)/2135
Table B.3: Number of scenarios required for different O-D pairs under F2.
No. O-D pair
RD ≤ 1% RD ≤ 2% RD ≤ 5%
RS/SG RS/SG RS/SG
1 (65, 35) 70/10 45/10 15/10
2 (19, 150) 45/10 25/10 10/10
3 (16, 29) 90/10 45/10 10/10
4 (16, 26) 85/10 50/10 20/10
5 (38, 15) 98/10 75/10 45/10
6 (37, 66) 90/10 60/10 25/10
7 (41, 82) 90/15 65/10 25/10
8 (152, 85) 95/10 65/10 20/10
9 (22, 42) 90/10 45/10 10/10
10 (57, 6) 90/15 55/10 25/10
11 (84, 119) 98/15 85/10 45/10
12 (36, 72) 98/10 55/10 15/10
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Table B.4: Number of scenarios required for different O-D pairs under F3.
No. O-D pair
RD ≤ 1% RD ≤ 2% RD ≤ 5%
RS/SG RS/SG RS/SG
1 (65, 35) 80/10 45/10 15/10
2 (19, 150) 65/10 25/10 10/10
3 (16, 29) 70/10 40/10 10/10
4 (16, 26) 75/10 35/10 10/10
5 (38, 15) 98/10 98/10 25/10
6 (37, 66) 98/10 98/10 15/10
7 (41, 82) 80/10 50/10 15/10
8 (152, 85) 75/10 50/10 15/10
9 (22, 42) 98/10 98/10 10/10
10 (57, 6) 98/10 98/10 20/10
11 (84, 119) 85/15 55/10 20/10
12 (36, 72) 70/10 30/10 10/10
C. Detailed Results of O-D Pair (65, 35)
In Section 6.2, we use O-D pair (65, 35) as an example to describe the effects of different
parameters in the objective functions on RD, VAR, and ORD results. The detailed
results of O-D pair (65, 35) under different objective functions are shown in this section.
Tables C.1, C.3, C.5 and C.7 show the RD and VAR results at different S for objective
functions F1, F4, F5 and F6, respectively. The format of these tables is the same
with the format of Tables B.1 and B.2. Tables C.2, C.4, C.6, and C.8 show the ORD
results for objective functions F1, F4, F5 and F6, respectively. In these tables, the
values separated by a slash in each cell represent the results generated by RS and SG,
respectively.
To further clarify Point 2 in Section 6.2, we give some detailed analyses for it as
follows.
1. When the objective is some kind of expectation of travel time (i.e., approximates
the expected travel time F2), the variation represented by RD and VAR is rela-
tively small. As shown in the tables of RD and VAR results, F1 with small θ, F4
with small D, F5 with small time interval D − E, and F6 with a specific α (e.g.,
α = 0.3) could result in relatively small RDs and VARs on the whole. The reason
is simple. Given a path, the expectation of its travel times or carbon emissions in
S scenarios generally have small difference for 2m + 1 scenario sets, especially in
the scenario sets generated by SG, where the means of travel speeds on each link
and each path are controlled to be equal to the means of the given distribution.
2. When the objective function does not approximate the objective F2, both methods,
but particularly the RS method, will be very sensitive to what happens to be the
extreme values in a scenario set. As shown in the tables of RD and VAR results,
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Table C.1: Comparison of RD and VAR as generated by RS and SG for O-D pair (65,
35) and different θ in F1.
θ
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
RD(%)
0 (3.42, 5.60, 7.65)/0.44 (2.6, 4.01, 6.67)/0.12 (2.35, 3.12, 3.79)/0.23 (1.60, 3.21, 5.84)/0.18
0.2 (3.62, 6.28, 9.25)/0.37 (2.74, 4.56, 6.50)/0.23 (2.54, 3.24, 3.92)/0.28 (1.77, 2.52, 4.06)/0.30
0.4 (3.99, 7.18, 10.55)/0.35 (2.68, 4.62, 6.47)/0.33 (2.94, 3.60, 5.06)/0.33 (2.13, 3.14, 4.58)/0.42
0.6 (5.49, 7.49, 9.96)/0.37 (3.16, 4.62, 5.97)/0.44 (2.55, 3.61, 4.98)/0.38 (1.82, 3.38, 6.20)/0.54
0.8 (6.22, 7.64, 10.64)/0.49 (3.93, 5.36, 12.21)/0.54 (2.60, 4.55, 6.85)/0.45 (2.52, 3.61, 6.60)/0.68
1.0 (4.52, 7.70, 11.64)/0.60 (2.51, 6.00, 11.11)/0.64 (2.44, 4.30, 5.75)/0.52 (2.26, 3.56, 5.49)/0.81
1.2 (6.76, 8.96, 14.13)/0.70 (4.35, 6.35, 9.45)/0.74 (2.56, 4.56, 6.61)/0.59 (2.40, 3.70, 4.79)/0.94
1.4 (4.02, 9.60, 14.57)/0.81 (4.45, 6.39, 9.18)/0.85 (4.69, 6.01, 8.02)/0.66 (2.74, 4.40, 6.09)/1.07
1.6 (6.00, 10.47, 15.21)/1.10 (4.92, 7.38, 10.09)/1.12 (4.23, 5.44, 7.42)/0.86 (3.12, 4.75, 6.61)/1.19
1.8 (5.27, 11.20, 16.89)/1.21 (3.77, 6.66, 13.21)/1.23 (4.30, 7.75, 12.00)/0.95 (3.56, 5.37, 7.10)/1.32
2.0 (5.94, 11.49, 17.39)/1.32 (5.29, 8.80, 14.16)/1.34 (5.54, 7.13, 8.19)/1.03 (4.06, 5.05, 6.57)/1.44
VAR
0 (1729, 3945, 8040)/16 (822, 2263, 6260)/2 (775, 1081, 1430)/6 (299, 1412, 4441)/4
0.2 (1629, 4892, 9596)/14 (758, 2744, 5883)/7 (676, 1310, 2288)/9 (350, 809, 1672)/10
0.4 (2045, 6289, 11614)/16 (994, 3131, 5906)/15 (1131, 1590, 3063)/13 (688, 1279, 2294)/20
0.6 (4058, 7606, 11472)/22 (1334, 2870, 4753)/26 (912, 1781, 2561)/19 (309, 1527, 4478)/36
0.8 (5022, 9199, 18491)/32 (1741, 4276, 18287)/42 (967, 3140, 7607)/27 (745, 2382, 10465)/56
1.0 (2356, 8720, 19638)/46 (953, 6065, 18310)/60 (741, 2258, 3339)/35 (601, 1908, 4068)/81
1.2 (4653, 10649, 29516)/63 (2527, 5918, 12948)/82 (924, 3416, 6010)/46 (684, 1915, 3017)/110
1.4 (2607, 14013, 31953)/85 (2695, 6355, 15095)/108 (2842, 4787, 8139)/57 (1172, 2996, 4385)/144
1.6 (4424, 19466, 39131)/200 (3185, 8294, 19264)/161 (2136, 4227, 7570)/82 (1305, 3462, 6783)/183
1.8 (4140, 21958, 43436)/251 (2318, 8249, 31277)/196 (2785, 9215, 19187)/99 (1566, 4692, 8950)/227
2.0 (5939, 23145, 46295)/309 (4783, 13340, 34110)/235 (5807, 7419, 10353)/118 (2376, 4046, 6920)/275
on the whole, large RDs and VARs are produced for F1 with large θ, F4 with
large D, F5 with large time interval D −E, and F6 with relatively small or large
α. Taking F4 with D = 9.00 and S = 10 as an example, the objective value of a
path is equal to the mean of the tardiness max(Dp + T
s − D, 0) in 10 scenarios.
In this case, the tardiness values in most scenarios are 0. These non-zero tardiness
values, especially very large values from some extreme scenarios, have large effects
on the value of F4. Then, even if we use SG to generate scenarios, the optimal
objective values in 2m + 1 scenario sets would vary a lot, which results in large
RDs and VARs as shown in Table C.3. Even so, SG always generates smaller RDs
and VARs than RS does.
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Table C.2: ORD(%) values as generated by RS and SG for O-D pair (65, 35) and different
θ in F1.
θ
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
0 0.25/0 0.07/0 0.02/0 0.07/0
0.2 0.25/0 0.17/0 0.08/0 0.06/0
0.4 0.39/0 0.23/0 0.09/0 0.04/0
0.6 0.42/0 0.13/0 0.11/0 0.15/0
0.8 0.51/0 0.31/0 0.27/0 0.14/0
1.0 0.72/0 0.42/0 0.25/0 0.13/0
1.2 0.69/0 0.36/0 0.28/0 0.15/0
1.4 0.54/0 0.43/0 0.40/0 0.17/0
1.6 0.88/0.02 0.52/0.02 0.24/0.05 0.26/0.05
1.8 0.79/0.04 0.47/0.06 0.58/0.08 0.23/0.08
2.0 0.78/0.04 0.45/0.04 0.46/0.05 0.32/0.05
Table C.3: Comparison of RD and VAR as generated by RS and SG for O-D pair (65,
35) and different D in F4.
D
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
RD(%)
8.86 (28.37, 38.32, 51.23)/4.03 (19.58, 26.75, 36.75)/1.13 (14.96, 22.26, 31.56)/2.05 (15.40, 22.86, 29.92)/1.65
8.88 (22.38, 41.65, 57.92)/4.96 (32.16, 39.06, 45.63)/1.40 (16.96, 31.18, 45.24)/2.52 (17.62, 25.48, 30.48)/2.03
8.90 (48.88, 54.16, 62.50)/4.54 (16.53, 38.84, 60.79)/3.21 (23.85, 34.95, 43.25)/4.44 (16.08, 26.95, 37.95)/3.72
8.92 (58.72, 64.70, 72.90)/7.58 (39.35, 47.69, 56.44)/3.71 (24.84, 37.69, 50.07)/4.56 (27.75, 40.52, 50.22)/5.78
8.94 (58.75, 72.57, 86.25)/9.37 (38.90, 58.85, 74.62)/9.93 (32.67, 48.32, 82.56)/6.03 (32.7, 46.87, 66.27)/7.76
8.96 (66.33, 82.42, 100)/10.05 (50.18, 68.31, 89.49)/14.68 (49.43, 61.14, 77.11)/7.48 (44.38, 54.41, 64.62)/12.67
8.98 (64.16, 92.08, 100)/29.57 (76.93, 83.69, 100)/32.94 (55.95, 77.96, 97.51)/24.26 (50.11, 67.92, 86.36)/23.12
9.00 (94.06, 99.41, 100)/44.18 (77.57, 90.42, 100)/47.88 (68.28, 84.85, 99.61)/47.88 (55.19, 75.86, 95.56)/42.20
VAR
8.86 (1804, 4728, 9161)/16 (808, 1526, 2966)/2 (441, 997, 2237)/6 (337, 959, 1446)/4
8.88 (767, 4505, 10135)/16 (1128, 2376, 3986)/2 (486, 1392, 2411)/6 (332, 802, 1035)/4
8.90 (2764, 4176, 6071)/10 (205, 1742, 4027)/6 (439, 1165, 2023)/10 (217, 595, 983)/6
8.92 (1630, 4762, 7981)/13 (698, 1276, 2120)/5 (374, 817, 1544)/6 (407, 908, 1478)/9
8.94 (1033, 3771, 7302)/11 (247, 1496, 3135)/16 (283, 1278, 6537)/5 (191, 598, 1188)/9
8.96 (784, 2252, 4859)/10 (316, 1263, 3017)/16 (282, 759, 1530)/4 (250, 475, 824)/9
8.98 (290, 3034, 6625)/17 (270, 704, 1284)/30 (153, 558, 1874)/10 (138, 377, 837)/12
9.00 (767, 1799, 4422)/17 (79, 794, 2744)/17 (203, 433, 1305)/16 (63, 251, 1020)/16
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Table C.4: ORD(%) values as generated by RS and SG for O-D pair (65, 35) and different
D in F4.
D
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
8.86 3.67/0 1.24/0 0.07/0 0.10/0
8.88 2.77/0 0.91/0 0.17/0 0.33/0
8.90 3.05/0 1.14/0 0.10/0 0.20/0
8.92 5.26/0 1.41/0 0.58/0 0.69/0
8.94 11.78/0 3.52/0 2.02/0 0.74/0
8.96 13.08/0 7.25/0 4.94/0 1.56/0
8.98 24.12/0 8.40/0 7.17/0 5.37/0
9.00 23.60/1.04 14.68/2.08 11.19/4.15 7.52/4.15
Table C.5: Comparison of RD and VAR as generated by RS and SG for O-D pair (65,
35) and different time windows in F5.
Time S = 10 S = 15 S = 20 S = 25
window RS/SG RS/SG RS/SG RS/SG
RD(%)
(8.90, 8.93) (48.17, 63.28, 82.01)/6.93 (38.22, 49.31, 65.83)/6.93 (31.79, 47.31, 59.09)/5.82 (27.51, 40.09, 49.81)/8.06
(8.87, 8.96) (69.55, 77.71, 95.98)/10.05 (55.18, 71.28, 86.17)/14.68 (52.44, 60.92, 68.19)/7.48 (45.51, 57.32, 75.74)/12.67
(8.84, 8.99) (85.21, 97.69, 100)/31.66 (76.77, 86.73, 100)/38.07 (67.15, 80.45, 96.81)/36.95 (56.55, 74.08, 93.31)/32.26
(8.84, 8.93) (50.23, 65.09, 92.09)/7.13 (26.71, 44.01, 63.85)/5.18 (30.49, 45.69, 52.91)/4.99 (30.97, 39.66, 48.60)/6.48
(8.81, 8.90) (42.61, 53.20, 63.03)/4.54 (24.33, 44.11, 67.52)/3.21 (31.15, 38.53, 43.61)/4.44 (24.58, 29.63, 37.58)/3.72
(8.78, 8.87) (22.64, 40.01, 50.80)/4.45 (24.83, 32.00, 41.12)/1.25 (21.74, 27.33, 30.67)/2.26 (15.52, 24.02, 30.30)/1.82
(8.9, 8.99) (84.19, 94.02, 100)/33.05 (69.94, 83.11, 97.86)/40.25 (70.17, 82.82, 95.02)/39.22 (62.64, 70.51, 83.02)/34.06
(8.93, 9.02) (88.43, 96.38, 100)/57.60 (80.81, 87.27, 95.68)/54.06 (79.64, 84.16, 91.44)/49.03 (57.54, 73.68, 86.1)/44.31
(8.96, 9.05) (96.17, 99.59, 100)/69.02 (84.34, 93.54, 98.87)/41.07 (82.76, 92.66, 99.74)/40.95 (70.27, 82.29, 98.70)/50.47
VAR
(8.90, 8.93) (823, 3035, 9092)/10 (589, 1091, 2089)/15 (333, 1005, 1493)/8 (285, 709, 1124)/11
(8.87, 8.96) (715, 1546, 3218)/10 (435, 1169, 1987)/16 (452, 918, 3604)/4 (220, 464, 1045)/9
(8.84, 8.99) (739, 1545, 3607)/14 (346, 566, 1151)/27 (186, 667, 3046)/20 (136, 275, 477)/15
(8.84, 8.93) (880, 2371, 4783)/9 (218, 1302, 5976)/7 (407, 1037, 2809)/4 (275, 535, 888)/8
(8.81, 8.90) (2678, 4448, 7732)/10 (590, 1806, 3897)/6 (703, 1369, 2879)/10 (371, 770, 1371)/6
(8.78, 8.87) (764, 3554, 6803)/16 (777, 1832, 2694)/2 (611, 1188, 1634)/6 (376, 858, 1334)/4
(8.90, 8.99) (303, 1458, 2814)/20 (209, 696, 1971)/32 (135, 478, 804)/21 (171, 338, 1041)/18
(8.93, 9.02) (652, 1475, 2536)/42 (357, 752, 1424)/33 (195, 631, 1070)/28 (73, 355, 780)/21
(8.96, 9.05) (411, 1402, 4678)/57 (434, 751, 1623)/29 (147, 426, 1053)/25 (177, 296, 845)/48
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Table C.6: ORD(%) values as generated by RS and SG for O-D pair (65, 35) and different
time windows in F5.
Time S = 10 S = 15 S = 20 S = 25
window RS/SG RS/SG RS/SG RS/SG
(8.90, 8.93) 3.95/0 3.31/0 1.57/0 1.87/0
(8.87, 8.96) 6.26/0 6.28/0 3.97/0 1.99/0
(8.84, 8.99) 19.19/1.58 8.85/1.58 9.55/1.58 7.40/1.58
(8.84, 8.93) 4.22/0 2.04/0 1.41/0 1.37/0
(8.81, 8.90) 4.37/0 1.09/0 0.50/0 0.10/0
(8.78, 8.87) 1.59/0 1.26/0 0.52/0 0.15/0
(8.90, 8.99) 18.33/2.94 9.96/1.96 7.58/1.96 8.22/3.92
(8.93, 9.02) 31.92/8.62 22.29/2.87 26.33/2.87 16.5/4.91
(8.96, 9.05) 19.03/4.01 20.48/14.24 16.29/13.17 13.07/11.69
Table C.7: Comparison of RD and VAR as generated by RS and SG for O-D pair (65,
35) and different α in F6.
α
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
RD(%)
0.1 (3.77, 7.93, 11.14)/4.17 (4.84, 6.41, 8.74)/3.26 (2.72, 4.98, 7.14)/3.01 (3.28, 4.26, 5.31)/1.58
0.2 (5.67, 7.29, 10.89)/5.67 (4.81, 5.81, 6.78)/3.25 (4.03, 4.93, 6.84)/3.29 (3.66, 4.48, 5.94)/3.80
0.3 (4.79, 6.87, 8.65)/3.45 (4.27, 5.82, 7.50)/3.80 (3.45, 4.64, 6.54)/3.80 (2.65, 3.90, 5.29)/2.14
0.4 (5.52, 7.14, 10.35)/5.43 (3.70, 5.55, 8.00)/4.29 (3.31, 4.41, 5.33)/3.80 (3.33, 4.21, 5.68)/2.09
0.5 (5.15, 8.28, 10.41)/5.30 (1.89, 5.55, 10.07)/4.62 (3.31, 5.39, 7.55)/1.10 (2.11, 3.56, 5.29)/2.44
0.6 (5.54, 8.74, 11.86)/2.48 (3.61, 5.64, 7.96)/2.47 (2.91, 3.65, 5.12)/2.09 (2.46, 3.68, 5.47)/2.22
0.7 (5.09, 8.85, 14.22)/3.61 (5.32, 6.49, 8.56)/3.14 (2.28, 4.58, 7.30)/2.48 (2.07, 4.23, 6.36)/2.02
0.8 (7.66, 10.51, 14.45)/3.44 (5.28, 7.06, 9.05)/2.40 (3.91, 5.95, 7.73)/2.22 (3.27, 5.01, 7.44)/2.62
0.9 (7.09, 13.25, 18.62)/4.67 (6.33, 8.88, 14.13)/4.88 (6.02, 7.31, 11.62)/3.87 (4.66, 6.35, 8.43)/4.33
1.0 (9.52, 14.51, 18.62)/3.13 (3.71, 9.96, 17.08)/2.65 (8.67, 10.99, 12.86)/4.70 (7.13, 11.07, 15.16)/4.59
VAR
0.1 (2528, 6938, 14311)/1500 (2428, 4616, 8732)/1030 (766, 2801, 5351)/946 (1146, 2164, 3939)/293
0.2 (3785, 6767, 11297)/4967 (2912, 3902, 6002)/989 (1750, 3169, 8657)/1017 (1211, 2380, 3966)/1188
0.3 (2636, 5744, 12385)/1511 (1719, 3871, 6902)/1889 (1359, 2879, 3748)/1968 (1115, 1955, 3241)/377
0.4 (3757, 5915, 9535)/3200 (1044, 3571, 6408)/1803 (1154, 2659, 4464)/1142 (1066, 1999, 4406)/344
0.5 (2381, 7998, 12812)/3475 (315, 3962, 9092)/2071 (1324, 3522, 7207)/128 (582, 1780, 4640)/802
0.6 (5763, 9744, 16466)/797 (1435, 4511, 7469)/766 (855, 1653, 3984)/573 (736, 1663, 3199)/541
0.7 (3171, 10853, 27934)/1548 (3073, 5213, 8311)/1049 (668, 3173, 6593)/646 (469, 2473, 4362)/613
0.8 (10611, 18373, 38065)/1838 (4382, 7845, 12156)/818 (2303, 5802, 9212)/713 (1925, 4068, 8083)/917
0.9 (6558, 31329, 55924)/3430 (5172, 15713, 41423)/4022 (3622, 8377, 20615)/1562 (2438, 6545, 16439)/2135
1.0 (20687, 43022, 61234)/1579 (3652, 17016, 39717)/900 (16007, 26113, 38528)/2910 (11292, 25954, 44208)/2179
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Table C.8: ORD(%) values as generated by RS and SG for O-D pair (65, 35) and different
α in F6.
α
S = 10 S = 15 S = 20 S = 25
RS/SG RS/SG RS/SG RS/SG
0.1 0.55/0.80 0.41/0.80 0.39/0.53 0.39/0.28
0.2 0.50/0.64 0.53/0.31 0.45/0.17 0.37/0.17
0.3 0.32/0.02 0.24/0.21 0.19/0.21 0.20/0.02
0.4 0.59/0.79 0.36/0.46 0.25/0.17 0.45/0.05
0.5 0.50/0.44 0.27/0.29 0.36/0 0.17/0.15
0.6 0.68/0.18 0.35/0.28 0.21/0.18 0.16/0
0.7 0.70/0.66 0.27/0.21 0.24/0.11 0.24/0.05
0.8 0.79/0.31 0.53/0.06 0.31/0.04 0.30/0.02
0.9 0.86/0.53 0.53/0.38 0.44/0.23 0.37/0.25
1.0 3.91/2.45 2.43/0.73 2.12/1.22 2.25/1.90
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