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a b s t r a c t
AnM/G/1 retrial G-queue with preemptive resume and feedback under N-policy vacation
subject to the server breakdowns and repairs, is investigated in this paper. Arrivals of both
positive customers and negative customers are two independent Poisson processes, and
positive customers receive service immediately if the server is free upon their arrivals.
Otherwise, they may enter a retrial orbit and try their luck after a random time interval.
All positive customers must receive preliminary first phase of service and primary second
phase of service. While at the preliminary service, the server may push out the customer
undergoing such service to the orbit, to commence preliminary service of an arriving
positive customer. Negative customers not only remove the customer being in service, but
alsomake the server under repair. The server leaves for an N-policy vacation as soon as the
system empties. By applying the supplementary variables method, we obtain the steady-
state solutions for both queueing measures and reliability quantities. The effects of various
parameters on the system performance are analyzed numerically.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
During the last decade, there has been an increasing interest in queueing systems and networks with negative customers
due to their applications in telecommunication, computer networks and manufacturing systems. Queues with negative
arrivals, called G-queues, were first introduced by Gelenbe [1]. When a negative customer arrives at the queue, it has the
effect of a signal which induces ordinary (positive) customers to leave immediately from the system. Negative arrivals have
been interpreted as viruses, orders of demand, and inhibitors. For a comprehensive analysis of queueing networks with
negative arrivals, the reader may refer to Gelenbe [2–4] and Artalejo [5].
The negative arrivals affect the queue behavior in a variety of ways: for example, (i) arrival of a negative customer which
removes all the customers in the system (RCA); (ii) arrival of a negative customer which removes only a customer from the
head of the system (RCH), including the customer being in service; (iii) arrival of a negative customer which removes only
a customer from the end of the system (RCE). Specifically, an M/G/1 retrial G-queue with catastrophes is investigated in
Artalejo and Gomez-Corral [6] extensively.
A retrial system consists of a primary service facility and an orbit. Customers arrive at the service facility either from
outside the system or from the orbit. Upon the arrival of a customer, if the server is busy or under repair or on vacation,
the arrival will join the retrial group in the orbit and try its luck again at some later time. Retrial queues have been widely
used to model many problems in telephone switching systems, telecommunication networks and computer systems for
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competing to gain service from a central processor unit. For a review of the main results andmethods, the reader is referred
to the survey papers by Falin [7,8], Artalejo [9,10], Artalejo and Falin [11], Yang and Templeton [12].
Recently, Madan [13] investigated an M/G/1 queueing system with a second optional service in which some arrivals
may require a second optional service immediately after completion of the first essential service. Furthermore, in some of
the service stations, an arriving job of higher priority may push out the job of lower priority whose service is ongoing to
the queue or the orbit. Krishna Kumar et al. [14] considered anM/G/1 retrial queueing system with two-phase service and
preemptive resumewhich, in a way, relates to the delay control in the communication networks with a priority component.
Madan and Al-Rawwash [15] considered theMX/G/1 queue with feedback and optional server vacations based on a single
vacation policy. Ke [16] studied anM [X]/G/1 systemwith startup server and J additional options for service. Choudhury [17]
studied a batch arrival queue with an additional service channel under N-policy.
Various authors have analyzed queueing problems of server vacations with several combinations. A literature survey
on queueing systems with server vacations can be found in Doshi [18]. Several authors have analyzed the N-policy on
queueing systemswith vacation. Kella [19] provided detailed discussions concerning N-policy. Chae and Lee [20] studied an
M [X]/G/1 vacation model with N-policy and discussed heuristic interpretation of mean waiting time. Arumuganathan and
Jeyakumar [21] analyzed a bulk queue with multiple vacations, setup times with N-policy and closedown times.
In most of the queueing literature, the server is assumed to be always available. In fact, queueing systems with server
breakdowns are very common in computer, manufacturing systems and communication networks. Retrial queues that
take into account server failures and repairs were introduced by Aissani [22,23] and Kulkarni and Choi [24]. Recently,
Wang et al. [25] studied a repairable M/G/1 retrial queueing model from the viewpoint of reliability for the first time.
Both the queueing indices and reliability characteristics are obtained. Reliability modeling using G-queues is considered
by Harrison et al. [26], where breakdowns of a server are represented by the arrivals of negative customers which cause
some customers to be lost. Wang et al. [27] considered an M/G/1 stochastic clearing system with repeated attempts
and server breakdowns. Aissani and Artalejo [28] deal with a single server retrial queueing system subject to active and
independent breakdowns. Artalejo and Gomez-Corral [29] computed the limiting distribution in queueing systems with
repeated attempts and disasters.
In this paper, we consider an M/G/1 retrial G-queue with two phases of service under N-policy vacation, subject to
the server breakdowns and repairs. Positive customers receive service immediately if the server is free upon their arrivals.
Otherwise, they may enter a retrial orbit and try their luck after a random time interval. All positive customers must receive
preliminary first phase of service and primary second phase of service.While at the preliminary service, the servermay push
out the customer undergoing such service to the orbit, to commence preliminary service of an arriving positive customer.
Negative customers not only remove the customer being in service, but also make the server under repair. The server leaves
for an N-policy vacation as soon as the system empties.
This rest of this paper is organized as follows. The model description is given in Section 2. The stationary differential
equations of the model and their solutions are obtained in Section 3. The queueing measures and reliability quantities are
analyzed in Section 4. Some special cases of interest are discussed in Section 5. Section 6 contains numerical results.
2. Model description
In this section, we consider a single server retrial queueing system with two types of independent arrivals, positive and
negative.
2.1. The arrival process
We assume that both positive and negative customers arrive at a single server system according to two independent
Poisson processes, with rates λ+ and λ−, respectively.
2.2. The retrial rule
If an arriving positive customer finds the server idle, the customer obtains service immediately. Otherwise the server is
found busy or down or on N-policy vacation, and the customer will join a group of unsatisfied customers (i.e. orbit to seek
the service again and again until he finds the server idle). Successive inter-retrial times of customers are independently,
exponentially distributed with parameter δ.
2.3. The removal rule and repair
The arrival of a negative customer not only removes the customer being in service from the system, but also makes the
server under repair. Also, the server is sent for repair immediately. And after repair the server is as good as new. As soon as
the repair of the server is complete, the server is idle if there is one more customer in the retrial orbit. Otherwise, the server
enters the N-policy vacation. At a negative arrival epoch, the system is affected if and only if the server is idle or busy.
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The repair time distribution is given by
R(x) = 1− exp
{
−
∫ x
0
ϕ(t)dt
}
with mean R ∈ (0,+∞).
2.4. The two phases of service
There is a single server which provides a preliminary first phase of service (FPS) denoted by BF and a primary second
phase of service (SPS) denoted by BS to all arriving positive customers. The servermaypush (with probabilityα) the customer
undergoing FPS to the orbit tomake retrials until he receives FPS again, to commence service of an arriving positive customer,
or continue the ongoing service (with probability α¯ = 1 − α) so that the arriving customer leaves the service area to join
the orbit. As soon as the FPS of a customer is completed, the customer may be provided with the SPS with probability θ or
may enter the orbit with probability θ¯ = 1− θ to make retrials until he receive FPS successfully.
All positive customers have i.i.d FPS time distribution given by
B1(x) = 1− exp
{
−
∫ x
0
η(t)dt
}
with mean B1 ∈ (0,+∞), and SPS time distribution given by
B2(x) = 1− exp
{
−
∫ x
0
µ(t)dt
}
with mean B2 ∈ (0,+∞).
2.5. The N-policy vacation
When the server finishes serving a positive customer and finds the orbit empty, the server enters the N-policy vacation
(the dormant period) until N customers accumulate. If the server finds N or more customers in the orbit, it enters the idle
period.
2.6. The independence
We assume that all the random variables defined above are independent.
Throughout the rest of the paper, we denoted by F¯(x) = 1 − F(x) the tail of distribution function F(x). We also denote
λ = λ+ + λ−, F∗(s) = ∫ +∞0 e−sxdF(x), F˜(s) = ∫ +∞0 e−sxF(x)dx = 1−F∗(s)s .
3. The differential equations and the solution
In this section, we first introduce several supplementary variables to construct the differential equations for the model.
Then we solve the equations and derive the probability generating function (PGF)s of the stationary orbit size distribution.
The solution to the differential equations will be used to obtain interesting performance measures of the system in later
sections. Let N(t) be the orbit size (i.e. the number of customers in the retrial group) at time t . We define the states of the
server as
C(t) =

0, if the server is in a dormant period at time t ,
1, if the server is busy with FPS at time t ,
2, if the server is busy with SPS at time t ,
3, if the server is idle at time t ,
4, if the server is under repair at time t .
For t ≥ 0, we define the random variable ξ(t) as follows:
(i) if C(t) = 1, ξ(t) represents the elapsed FPS time up to time t;
(ii) if C(t) = 2, ξ(t) represents the elapsed SPS time up to time t;
(iii) if C(t) = 4, ξ(t) represents the elapsed repair time up to time t .
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Then, {C(t),N(t), ξ(t), t ≥ 0} is a Markov process.
We write:
Vn(t) = P{C(t) = 0,N(t) = n}, t ≥ 0, 0 ≤ n < N,
Fn(x, t)dx = P{C(t) = 1,N(t) = n, x < ξ(t) ≤ x+ dx}, t ≥ 0, x > 0, n ≥ 0,
Sn(x, t)dx = P{C(t) = 2,N(t) = n, x < ξ(t) ≤ x+ dx}, t ≥ 0, x > 0, n ≥ 0,
In(t) = P{C(t) = 3,N(t) = n}, t ≥ 0, n ≥ 1,
Rn(x, t)dx = P{C(t) = 4,N(t) = n, x < ξ(t) ≤ x+ dx}, t ≥ 0, x > 0, n ≥ 0.
If the system is stable, then we define
Vn = lim
t→+∞ Vn(t), In = limt→+∞ In(t),
Sn(x) = lim
t→+∞ Sn(x, t), Fn(x) = limt→+∞ Fn(x, t), Rn(x) = limt→+∞ Rn(x, t).
3.1. The steady state equations
If the system is stable,the system of stationary differential equations of the joint probability density {Vn, Fn(x), Sn(x),
Rn(x), n ≥ 0; In, n ≥ 1} can be written as:
λ+V0 =
∫ +∞
0
S0(x)µ(x)dx+
∫ +∞
0
R0(x)ϕ(x)dx, (3.1)
λ+Vn = λ+Vn−1, 1 ≤ n < N, (3.2)
dFn(x)
dx
= −(λ+ η(x))Fn(x)+ λ+α¯Fn−1(x)(1− δn,0), n ≥ 0, (3.3)
dSn(x)
dx
= −(λ+ µ(x))Sn(x)+ λ+Sn−1(x)(1− δn,0), n ≥ 0, (3.4)
(λ+ nδ)In =
∫ +∞
0
θ¯Fn−1(x)η(x)dx+
∫ +∞
0
Sn(x)µ(x)dx+
∫ +∞
0
Rn(x)ϕ(x)dx+ λ+Vn−1δn,N , n ≥ 1, (3.5)
dRn(x)
dx
= −(λ+ + ϕ(x))Rn(x)+ λ+Rn−1(x)(1− δn,0), n ≥ 0. (3.6)
The joint probability density should satisfy the boundary conditions:
Fn(0) = λ+In(1− δn,0)+ (n+ 1)δIn+1 + (1− δn,0)
∫ +∞
0
λ+αFn−1(x)dx, n ≥ 0, (3.7)
Sn(0) =
∫ +∞
0
θη(x)Fn(x)dx, n ≥ 0, (3.8)
Rn(0) = λ−
[∫ +∞
0
Fn(x)dx+
∫ +∞
0
Sn(x)dx+ In(1− δn,0)
]
, n ≥ 0, (3.9)
where δi,j denotes Kronecker’s delta function, and the normalization condition:
∞∑
n=1
In +
N−1∑
n=0
Vn +
∞∑
n=0
∫ +∞
0
Fn(x)dx+
∞∑
n=0
∫ +∞
0
Sn(x)dx+
∞∑
n=0
∫ +∞
0
Rn(x)dx = 1. (3.10)
In the remainder of this section, we solve Eqs. (3.1)–(3.10).
3.2. The model solution
To solve the system Eqs. (3.1)–(3.6), let us define the following PGFs for |z| ≤ 1:
V (z) =
N−1∑
n=0
Vnzn, I(z) =
∞∑
n=1
Inzn,
F(x, z) =
∞∑
n=0
Fn(x)zn, R(x, z) =
∞∑
n=0
Rn(x)zn, S(x, z) =
∞∑
n=0
Sn(x)zn.
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It follows from (3.2) that:
V (z) = V0
N−1∑
n=0
zn = V0 1− z
N
1− z . (3.11)
It follows from (3.3) that
∂F(x, z)
∂x
= (λ+α¯z − λ− η(x))F(x, z)
which leads to
F(x, z) = F(0, z) exp{(λ+α¯z − λ)x}B1(x). (3.12)
Similarly, it follows from (3.4) and (3.6) that
S(x, z) = S(0, z) exp{(λ+z − λ)x}B2(x), (3.13)
R(x, z) = R(0, z) exp{(λ+z − λ+)x}R(x), (3.14)
where F(0, z), S(0, z), R(0, z) can be obtained from Eqs. (3.7)–(3.9).
Multiplying Eqs. (3.7)–(3.9) by zn and then taking summation over all possible values of n ∈ Z+, we get
F(0, z) = λ+I(z)+ zλ+α
∫ +∞
0
F(x, z)dx+ δI ′(z), (3.15)
S(0, z) = θ
∫ +∞
0
F(x, z)η(x)dx, (3.16)
R(0, z) = λ−
[∫ +∞
0
F(x, z)dx+
∫ +∞
0
S(x, z)dx+ I(z)
]
. (3.17)
Utilizing Eqs. (3.12)–(3.14) in Eqs. (3.15)–(3.17) and simplifying we get
F(0, z) = [λ
+I(z)+ δI ′(z)](λ− λ+α¯z)
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
, (3.18)
S(0, z) = Ξ(z)θB∗1(λ− λ+α¯z), (3.19)
R(0, z) = λ−{Ξ(z)[B˜1(λ− λ+α¯z)+ θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)] + I(z)}, (3.20)
where
Ξ(z) = F(0, z) = [λ
+I(z)+ δI ′(z)](λ− λ+α¯z)
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
.
Now substituting (3.18)–(3.20) into (3.12)–(3.14) respectively gives
F(x, z) = Ξ(z) exp{(λ+α¯z − λ)x}B1(x), (3.21)
S(x, z) = Ξ(z)θB∗1(λ− λ+α¯z) exp{(λ+z − λ)x}B2(x), (3.22)
R(x, z) = λ−{Ξ(z)[B˜1(λ− λ+α¯z)+ θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)] + I(z)} exp{(λ+z − λ+)x}R(x). (3.23)
Clearly, F(x, z), S(x, z), R(x, z) can be expressed by I(z) and I ′(z). V (z) depends on the unknown V0.
Now we need to find V0.
It follows from (3.6) that
R0(x) = R0(0) exp{−λ+x}R(x) = R(0, 0) exp{−λ+x}R(x),
which leads to∫ +∞
0
R0(x)ϕ(x)dx =
∫ +∞
0
R(0, 0) exp{−λ+x}dR(x) = λ
−
λ
δI ′(0)[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+). (3.24)
It follows from (3.4) that
S0(x) = S0(0) exp{−λx}B2(x) = S(0, 0) exp{−λx}B2(x),
which leads to∫ +∞
0
S0(x)µ(x)dx =
∫ +∞
0
S(0, 0) exp{−λx}dB2(x) = δI ′(0)θB∗1(λ)B∗2(λ). (3.25)
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Substituting (3.24) and (3.25) into (3.1) gives
V0 = δI
′(0)
λ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
. (3.26)
Substituting (3.26) into (3.11) gives
V (z) = δI
′(0)
λ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
1− zN
1− z . (3.27)
Now we need to find the expression of I(z).
It follows from (3.1), (3.2) and (3.5) that
(λ+ − λ+z)V (z)+ λI(z)+ δzI ′(z) = zθ¯
∫ +∞
0
F(x, z)η(x)dx+
∫ +∞
0
S(x, z)µ(x)dx
+
∫ +∞
0
R(x, z)ϕ(x)dx. (3.28)
Substituting (3.21)–(3.23) and (3.27) into (3.28) gives
I ′(z) = I(z)D(z)+ E(z), (3.29)
where
D(z) = λ
+A(z)+ λ−R∗(λ+ − λ+z)[λ+B(z)+ 1] − λ
δ[z − A(z)− λ−B(z)R∗(λ+ − λ+z)] , (3.30)
E(z) =
I ′(0)(zN − 1)
{
θB∗1(λ)B
∗
2(λ)+ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+) λ
−
λ
}
z − A(z)− λ−B(z)R∗(λ+ − λ+z) , (3.31)
A(z) = (λ− λ
+α¯z)B∗1(λ− λ+α¯z)[zθ¯ + θB∗2(λ− λ+z)]
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
, (3.32)
B(z) = 1− B
∗
1(λ− λ+α¯z)+ (λ− λ+α¯z)θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
. (3.33)
Note that there exists
lim
z→1−0D(z) =
λ+A′(1)+ λ−λ+B′(1)+ λ−(λ+)2B(1)R+ λ−λ+R
δ − δ[A′(1)+ λ−B′(1)] − δλ−λ+B(1)R <∞.
Similarly, there exists
lim
z→1−0 E(z) =
NI ′(0)
{
θB∗1(λ)B
∗
2(λ)+ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+) λ
−
λ
}
1− [A′(1)+ λ−B′(1)] − λ−λ+B(1)R <∞,
so that (3.29) can be considered for z ∈ [0, 1].
Now solving the first-order differential equation (3.29) we get
I(z) = exp
{∫ z
0
D(t)dt
}∫ z
0
E(u) exp
{
−
∫ u
0
D(t)dt
}
du.
Now we need to find I ′(0).
We let
V (z) = I ′(0)M(z), E(z) = I ′(0)H(z), I(z) = I ′(0)L(z),
where
M(z) = δ
λ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
1− zN
1− z ,
H(z) =
(zN − 1)
{
θB∗1(λ)B
∗
2(λ)+ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+) λ
−
λ
}
z − A(z)− λ−B(z)R∗(λ+ − λ+z) ,
L(z) = exp
{∫ z
0
D(t)dt
}∫ z
0
H(u) exp
{
−
∫ u
0
D(t)dt
}
du.
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Then we get
V (1) = I ′(0)M(1), (3.34)
I(1) = I ′(0)L(1), (3.35)
I ′(1) = I ′(0)[D(1)L(1)+ H(1)],
where
M(1) = Nδ
λ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
,
L(1) = exp
{∫ 1
0
D(t)dt
}∫ 1
0
H(u) exp
{
−
∫ u
0
D(t)dt
}
du,
H(1) =
N
{
θB∗1(λ)B
∗
2(λ)+ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+) λ
−
λ
}
1− A′(1)− λ−B′(1)− λ+λ−B(1)R ,
D(1) = λ
+A′(1)+ λ−λ+B′(1)+ λ−(λ+)2B(1)R+ λ−λ+R
δ − δ[A′(1)+ λ−B′(1)] − δλ−λ+B(1)R ,
A(1) = (λ− λ
+α¯)B∗1(λ− λ+α¯)[θ¯ + θB∗2(λ−)]
λ− + λ+αB∗1(λ− λ+α¯)
,
B(1) = 1− B
∗
1(λ− λ+α¯)+ (λ− λ+α¯)θB∗1(λ− λ+α¯)B˜2(λ−)
λ− + λ+αB∗1(λ− λ+α¯)
.
It follows from (3.21) and (3.23) that∫ +∞
0
F(x, 1)dx = Ξ(1)B˜1(λ− λ+α¯) = [λ
+I(1)+ δI ′(1)][1− B∗1(λ− λ+α¯)]
λ− + λ+αB∗1(λ− λ+α¯)
, (3.36)
∫ +∞
0
S(x, 1)dx = Ξ(1)θB∗1(λ− λ+α¯)B˜2(λ−) =
[λ+I(1)+ δI ′(1)](λ− λ+α¯)θB∗1(λ− λ+α¯)B˜2(λ−)
λ− + λ+αB∗1(λ− λ+α¯)
, (3.37)∫ +∞
0
R(x, 1)dx = λ−R{Ξ(1)[B˜1(λ− λ+α¯)+ θB∗1(λ− λ+α¯)B˜2(λ−)] + I(1)}
= λ−R
{
[λ+I(1)+ δI ′(1)][B˜1(λ− λ+α¯)+ θ(λ− λ+α¯)B∗1(λ− λ+α¯)B˜2(λ−)]
λ− + λ+αB∗1(λ− λ+α¯)
+ I(1)
}
. (3.38)
From the normalization condition (3.10), we obtain
I(1)+ V (1)+
∫ +∞
0
F(x, 1)dx+
∫ +∞
0
S(x, 1)dx+
∫ +∞
0
R(x, 1)dx = 1. (3.39)
Finally, substituting (3.36)–(3.38) and (3.27) into (3.39) gives
I ′(0) = 1
W
,
where
W = M(1)+ (1+ λ−R){L(1)+ B(1)[λ+L(1)+ δD(1)L(1)+ δH(1)]}. (3.40)
Remark 3.1. We conjecture that the inequalityW > 1 is a necessary and sufficient condition for the system to be stable.
Thus we summarize our results in the following Theorem 3.1.
Theorem 3.1. If the system is stable, then the joint distribution of the number in the orbit and the server’s state has the following
PGFs
I(z) = L(z)
W
, (3.41)
F(x, z) = {λ
+L(z)+ δ[L(z)D(z)+ H(z)]}(λ− λ+α¯z) exp{(λ+α¯z − λ)x}B1(x)
W [λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)]
, (3.42)
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S(x, z) = {λ
+I(z)+ δ[L(z)D(z)+ H(z)]}(λ− λ+α¯z)θB∗1(λ− λ+α¯z) exp{(λ+z − λ)x}B2(x)
W [λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)]
, (3.43)
R(x, z) =
{
{λ+L(z)+ δ[L(z)D(z)+ H(z)]}(λ− λ+α¯z)[B˜1(λ− λ+α¯z)+ θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)]
W [λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)]
+ L(z)
W
}
· λ− exp{(λ+z − λ+)x}R(x), (3.44)
V (z) = M(z)
W
, (3.45)
where
H(z) =
(zN − 1)
{
θB∗1(λ)B
∗
2(λ)+ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+) λ
−
λ
}
z − A(z)− λ−B(z)R∗(λ+ − λ+z) ,
L(z) = exp
{∫ z
0
D(t)dt
}∫ z
0
H(u) exp
{
−
∫ u
0
D(t)dt
}
du,
M(z) = δ
λ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
1− zN
1− z ,
D(z) = λ
+A(z)+ λ−R∗(λ+ − λ+z)[λ+B(z)+ 1] − λ
δ[z − A(z)− λ−B(z)R∗(λ+ − λ+z)] ,
A(z) = (λ− λ
+α¯z)B∗1(λ− λ+α¯z)[zθ¯ + θB∗2(λ− λ+z)]
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
,
B(z) = 1− B
∗
1(λ− λ+α¯z)+ (λ− λ+α¯z)θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
,
W = M(1)+ (1+ λ−R){L(1)+ B(1)[λ+L(1)+ δD(1)L(1)+ δH(1)]}.
Next, we are interested in investigating marginal orbit size distributions due to system state of the server.
Theorem 3.2. If the system is stable, the marginal PGFs of the server’s state orbit size distribution are given by
F(z) =
∫ +∞
0
F(x, z)dx = {λ
+L(z)+ δ[L(z)D(z)+ H(z)]}[1− B∗1(λ− λ+α¯z)]
W [λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)]
, (3.46)
S(z) =
∫ +∞
0
S(x, z)dx = {λ
+L(z)+ δ[L(z)D(z)+ H(z)]}θ(λ− λ+α¯z)B∗1(λ− λ+α¯z)B˜2(λ− λ+z)
W [λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)]
, (3.47)
R(z) =
∫ +∞
0
R(x, z)dx
=
{
{λ+L(z)+ δ[L(z)D(z)+ H(z)]}(λ− λ+α¯z)[B˜1(λ− λ+α¯z)+ θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)]
W [λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)]
+ L(z)
W
}
× λ−R˜(λ+ − λ+z) (3.48)
and the expressions of I(z) and V (z) are given in Theorem 3.1.
Next, the system state probabilities are given in Corollary 3.1.
Corollary 3.1. If the system is stable, then
(i) The probability that the server is idle is
PI = lim
z→1 I(z) =
1
W
exp
{∫ 1
0
D(t)dt
}∫ 1
0
H(u) exp
{
−
∫ u
0
D(t)dt
}
du.
(ii) The probability that the server is in dormant period is
PV = lim
z→1 V (z) =
Nδ
Wλ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
.
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(iii) The probability that the server is busy with FPS is
PF = lim
z→1
∫ +∞
0
F(x, z)dx = {λ
+L(1)+ δ[L(1)D(1)+ H(1)]}[1− B∗1(λ− λ+α¯)]
W [λ− + λ+αB∗1(λ− λ+α¯)]
.
(iv) The probability that the server is busy with SPS is
PS = lim
z→1
∫ +∞
0
S(x, z)dx = {λ
+L(1)+ δ[L(1)D(1)+ H(1)]}θ(λ− λ+α¯)B∗1(λ− λ+α¯)B˜2(λ−)
W [λ− + λ+αB∗1(λ− λ+α¯)]
.
(v) The probability that the server is under repair is
PR = lim
z→1
∫ +∞
0
R(x, z)dx
=
{
{λ+L(1)+ δ[L(1)D(1)+ H(1)]}(λ− λ+α¯)[B˜1(λ− λ+α¯)+ θB∗1(λ− λ+α¯)B˜2(λ−)]
λ− + λ+αB∗1(λ− λ+α¯)
+ L(1)
}
λ−R
W
.
Corollary 3.2. Let {Pj, j ≥ 0} be the stationary distribution of the number of customers in the orbit, then its corresponding PGF
— i.e. P(z) =∑∞j=0 z jPj is given by
P(z) = V (z)+ I(z)+ F(z)+ S(z)+ R(z)
=
{
{λ+L(z)+ δ[L(z)D(z)+ H(z)]}(λ− λ+α¯z)
λ− zλ+ + zλ+αB∗1(λ− λ+α¯z)
[B˜1(λ− λ+α¯z)+ θB∗1(λ− λ+α¯z)B˜2(λ− λ+z)] + L(z)
}
× 1+ λ
−R˜(λ+ − λ+z)
W
+ δ
Wλ+
{
θB∗1(λ)B
∗
2(λ)+
λ−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
1− zN
1− z .
Theorem 3.3. If the system is stable, the PGF of the steady state distribution of the number of units in the system at a departure
epoch of this model is given by
Π(z) = Ξ(z)B
∗
1(λ− λ+α¯z)B∗2(λ− λ+z)
Ξ(1)B∗1(λ− λ+α¯)B∗2(λ−)
. (3.49)
Proof. Following the argument of PASTA, we state that a departing customers in the system just after a departure if and
only if there were j customers in the SPS just before the departure. We denote {pij, j ∈ Z+} as the probability that there are
j units in the system at a departure epoch. Then, for j ∈ Z+ we may write
pij = K0
∫ +∞
0
Sj(x)µ(x)dx, (3.50)
where K0 is the normalizing constant.
Then multiplying both sides of Eq. (3.50) by z j and then taking summation over j ∈ Z+, we get, on simplification,
Π(z) = K0Ξ(z)θB∗1(λ− λ+α¯z)B∗2(λ− λ+z). (3.51)
Utilizing normalizing conditionΠ(1) = 1, we get
K0 = 1
Ξ(1)θB∗1(λ− λ+α¯)B∗2(λ−)
, (3.52)
where
Ξ(1) = {λ
+L(1)+ δ[L(1)D(1)+ H(1)]}(λ− λ+α¯)
W [λ− + λ+αB∗1(λ− λ+α¯)]
.
Hence formula (3.49) follows by inserting (3.52) in (3.51). 
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4. Some performance measures
In this section, we consider some important performance measures of the system.
Suppose that the system is initially empty. Let A(t) be the pointwise availability of the server at time t , that is, the
probability that the server is either serving a customer or the server is in a dormant period or the server is available if
the server is free and up, during an idle period, such that the steady state availability of the server will be A = limt→∞ A(t).
Theorem 4.1. The steady state availability of the server is given by
A = 1− PR
= 1−
{
{λ+L(1)+ δ[L(1)D(1)+ H(1)]}(λ− λ+α¯)[B˜1(λ− λ+α¯)+ θB∗1(λ− λ+α¯)B˜2(λ−)]
λ− + λ+αB∗1(λ− λ+α¯)
+ L(1)
}
λ−R
W
.
Theorem 4.2. The steady state failure frequency of the server is given by
Wf = λ−
{
L(1)
W
+ {λ
+L(1)+ δ[L(1)D(1)+ H(1)]}(λ− λ+α¯)[B˜1(λ− λ+α¯)+ θ B˜2(λ−)B∗1(λ− λ+α¯)]
W [λ− + λ+αB∗1(λ− λ+α¯)]
}
. (4.1)
Proof. The result follows directly from Eqs. (3.42) and (3.43) by integrating and adding both the terms. We get
Wf = λ−
[
I(1)+
∫ +∞
0
F(x, 1)dx+
∫ +∞
0
S(x, 1)dx
]
.
Therefore from Eqs. (3.46) and (3.47), we get (4.1). 
Next, we are interested in mean orbit size and the mean system size of this model under steady-state.
Theorem 4.3. Let J and K be the expected number of units in the orbit and system, respectively. Then we have
J = I ′(1)+ F ′(1)+ S ′(1)+ V ′(1)+ R′(1),
K = I ′(1)+ F(1)+ F ′(1)+ S(1)+ S ′(1)+ V ′(1)+ R′(1).
Next, we derive mean busy period and expected length of a busy cycle under the steady-state.
Theorem 4.4. Let B be the length of a generalized busy period (excluding the dormant period). Then, under the steady-state, we
have
E(B) =
λ+W − Nδ
{
θB∗1(λ)B
∗
2(λ)+ λ
−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
λ+δ
{
θB∗1(λ)B
∗
2(λ)+ λ−λ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
} .
Proof. The results follow directly by applying the argument of an alternating renewal process which leads to
PV = E(V )E(V )+ E(B) ,
E(B) = N(1− PV )
λ+PV
=
λ+W − Nδ
{
θB∗1(λ)B
∗
2(λ)+ λ
−
λ
[1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
}
λ+δ
{
θB∗1(λ)B
∗
2(λ)+ λ−λ [1− θ¯B∗1(λ)− θB∗1(λ)B∗2(λ)]R∗(λ+)
} .
This completes the proof. 
Denote by τ the time to the first failure of the server, then the reliability function of the server is
ς(t) = P(τ > t).
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In order to find the reliability of the server, letting the failure states of the server be absorbing states, we obtain a
new system. In the new system, we use the same notations as in Section 3, and then we can get the following differential
equations:
dV0(t)
dt
= −λ+V0(t)+
∫ +∞
0
S0(x, t)µ(x)dx, (4.2)
dVn(t)
dt
= −λ+Vn(t)+ λ+Vn−1(t), 1 ≤ n < N, (4.3)
∂Fn(x, t)
∂x
+ ∂Fn(x, t)
∂t
= −(λ+ η(x))Fn(x, t)+ λ+α¯Fn−1(x, t)(1− δn,0), n ≥ 0, (4.4)
∂Sn(x, t)
∂x
+ ∂Sn(x, t)
∂t
= −(λ+ µ(x))Sn(x, t)+ λ+Sn−1(x, t)(1− δn,0), n ≥ 0, (4.5)
dIn(t)
dt
= −(λ+ nδ)In(t)+ θ¯
∫ +∞
0
Fn−1(x, t)η(x)dx+
∫ +∞
0
Sn(x, t)µ(x)dx, n ≥ 1, (4.6)
the boundary conditions:
Fn(0, t) = λ+In(t)(1− δn,0)+ λ+α(1− δn,0)
∫ +∞
0
Fn−1(x, t)dx+ (n+ 1)δIn+1(t), n ≥ 0, (4.7)
Sn(0, t) = θ
∫ +∞
0
Fn(x, t)η(x)dx, n ≥ 0, (4.8)
and the initial condition:
Vn(0) = δn,0, Fn(x, 0) = 0, Sn(x, 0) = 0, In(0) = 0.
By taking Laplace transforms of these equations, we obtain
sV˜0(s)− 1 = −λ+V˜0(s)+
∫ +∞
0
S˜0(x, s)µ(x)dx, n ≥ 0, (4.9)
sV˜n(s) = −λ+V˜n(s)+ λ+V˜n−1(s), 1 ≤ n ≤ N, (4.10)
sF˜n(x, s)+ ∂ F˜n(x, s)
∂x
= −(λ+ η(x))F˜n(x, s)+ λ+α¯F˜n−1(x, s)(1− δn,0), n ≥ 0, (4.11)
sS˜n(x, s)+ ∂ S˜n(x, s)
∂x
= −(λ+ µ(x))S˜n(x, s)+ λ+S˜n−1(x, s)(1− δn,0), n ≥ 0, (4.12)
sI˜n(s) = −(λ+ nδ)I˜n(s)+ θ¯
∫ +∞
0
F˜n−1(x, s)η(x)dx+
∫ +∞
0
S˜n(x, s)µ(x)dx+ λ+V˜n−1(s)δn,N , n ≥ 1, (4.13)
F˜n(0, s) = λ+ I˜n(s)(1− δn,0)+ λ+α(1− δn,0)
∫ +∞
0
F˜n−1(x, s)dx+ (n+ 1)δ I˜n+1(s), n ≥ 0, (4.14)
S˜n(0, s) = θ
∫ +∞
0
F˜n(x, s)η(x)dx, n ≥ 0. (4.15)
Define the following generating functions
V˜ (z, s) =
N−1∑
n=0
V˜n(s)zn, I˜(z, s) =
∞∑
n=1
I˜n(s)zn, F˜(z, x, s) =
∞∑
n=0
F˜n(x, s)zn, S˜(z, x, s) =
∞∑
n=0
S˜n(x, s)zn.
Then it follows from (4.10) that
V˜n(s) = V˜n−1(s) λ
+
s+ λ+ =
(
λ+
s+ λ+
)n
V˜0(s).
Hence
V˜ (z, s) =
N−1∑
n=0
(
λ+z
s+ λ+
)n
V˜0(s) = (s+ λ
+)N − (λ+z)N
(s+ λ+)N−1(s+ λ+ − λ+z) V˜0(s). (4.16)
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It follows from (4.11) and (4.12) that
F˜(z, x, s) = F˜(z, 0, s) exp{−(s+ λ− λ+α¯z)x}B1(x), (4.17)
S˜(z, x, s) = S˜(z, 0, s) exp{−(s+ λ− λ+z)x}B2(x). (4.18)
It follows from (4.14) that
F˜(z, 0, s) = [λ
+˜I(z, s)+ δ˜I ′(z, s)](s+ λ− λ+α¯z)
s+ λ− zλ+ + zλ+αB∗1(s+ λ− λ+α¯z)
. (4.19)
It follows from (4.15) and (4.17) that
S˜(z, 0, s) = θ
∫ +∞
0
F˜(z, x, s)η(x)dx = Ξ(z, s)θB∗1(s+ λ− λ+α¯z), (4.20)
where
Ξ(z, s) = F˜(z, 0, s).
Substituting (4.19) and (4.20) into (4.17) and (4.18), respectively, leads to
F˜(z, x, s) = Ξ(z, s) exp{−(s+ λ− λ+α¯z)x}B1(x), (4.21)
S˜(z, x, s) = Ξ(z, s)θB∗1(s+ λ− λ+α¯z) exp{−(s+ λ− λ+z)x}B2(x). (4.22)
It follows from (4.9) and (4.22) that
V˜0(s) = 1+ Ξ(0, s)θB
∗
1(s+ λ)B˜2(s+ λ)
s+ λ+ .
Hence
V˜ (z, s) = (s+ λ
+)N − (λ+z)N
(s+ λ+)N−1(s+ λ+ − λ+z) ·
1+ Ξ(0, s)θB∗1(s+ λ)B˜2(s+ λ)
s+ λ+ . (4.23)
It follows from (4.9), (4.10), (4.13) and (4.21)–(4.23) that
∂˜ I(z, s)
∂z
= I˜(z, s)˜D(z, s)+ E˜(z, s), (4.24)
where
D˜(z, s) = s− λ− λ
+h(z, s)
δh(z, s)− δz ,
h(z, s) = (s+ λ− λ
+α¯z)[zθ¯B∗1(s+ λ− λ+α¯z)+ θB∗1(s+ λ− λ+α¯z)B∗2(s+ λ− λ+z)]
s+ λ− zλ+ + zλ+αB∗1(s+ λ− λ+α¯z)
,
E˜(z, s) = f (z, x)
δz − δh(z, s) ,
f (z, x) = 1−
(
s+ λ+ − zλ+
s+ λ+
)
· (s+ λ
+)N − (λ+z)N
(s+ λ+)N−1(s+ λ+ − λ+z) · [1+ Ξ(0, s)θB
∗
1(s+ λ)B˜2(s+ λ)].
Solving the first-order differential equation (4.24), we get
I˜(z, s) = exp
{∫ z
0
D˜(t, s)dt
}∫ z
0
E˜(t, s) exp
{
−
∫ u
0
D˜(t, s)dt
}
du. (4.25)
Hence, we can obtain the following theorem.
Theorem 4.5. The Laplace transform of ς(t) is given by
ς˜ (s) = Ξ(1, s){B˜1(s+ λ− λ+α¯)+ θB∗1(s+ λ− λ+α¯)B˜2(s+ λ−)}
+ [(s+ λ
+)N − (λ+)N ][1+ Ξ(0, s)θB∗1(s+ λ)B˜2(s+ λ)]
s(s+ λ+)N
+ exp
{∫ 1
0
D˜(t, s)dt
}∫ 1
0
E˜(t, s) exp
{
−
∫ u
0
D˜(t, s)dt
}
du. (4.26)
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Proof. From (4.21) and (4.22), we can obtain
F˜(z, s) =
∫ +∞
0
F˜(z, x, s)dx = Ξ(z, s)B˜1(s+ λ− λ+α¯z),
S˜(z, s) =
∫ +∞
0
S˜(z, x, s)dx = Ξ(z, s)θB∗1(s+ λ− λ+α¯z)B˜2(s+ λ− zλ+).
Hence we have
ς˜ (s) = V˜ (1, s)+ I˜(1, s)+ F˜(1, s)+ S˜(1, s).
By direct calculation, we can obtain (4.26). 
From Theorem 4.5, we obtain:
Corollary 4.1. The mean time to the first failure (MTTFF) of the server is given by
MTTFF = Ξ(1, 0){B˜1(λ− λ+α¯)+ θB∗1(λ− λ+α¯)B˜2(λ−)} +
N
λ+
[1+ Ξ(0, 0)θB∗1(λ)B˜2(λ)]
+ exp
{∫ 1
0
D˜(t, 0)dt
}∫ 1
0
E˜(t, 0) exp
{
−
∫ u
0
D˜(t, 0)dt
}
du. (4.27)
Proof. From (4.26) and the following equation
MTTFF =
∫ +∞
0
ς(t)dt = ς˜ (s)|s=0,
we obtain (4.27). 
5. Special cases
Case 1. No preemptive resume, no feedback, no negative customers
In this case, we put α = 0, θ = 1, λ− = 0 in the main results and obtain
D(z) = λ
+
δ
· B
∗
1(λ
+ − λ+z)B∗2(λ+ − λ+z)− 1
z − B∗1(λ+ − λ+z)B∗2(λ+ − λ+z)
,
H(z) = (z
N − 1)[B∗1(λ+)B∗2(λ+)]
z − B∗1(λ+ − λ+z)B∗2(λ+ − λ+z)
,
L(z) = exp
{∫ z
0
D(t)dt
}∫ z
0
H(u) exp
{
−
∫ u
0
D(t)dt
}
du,
M(z) = δB
∗
1(λ
+)B∗2(λ+)
λ+
· 1− z
N
1− z ,
I(z) = L(z)
W
,
V (z) = M(z)
W
,
F(z) = 1
W
{λ+L(z)+ δ[L(z)D(z)+ H(z)]}B˜1(λ+ − λ+z),
S(z) = 1
W
{λ+L(z)+ δ[L(z)D(z)+ H(z)]}B∗1(λ+ − λ+z)B˜2(λ+ − λ+z),
W = M(1)+ L(1)+ (B1 + B2)[λ+L(1)+ δD(1)L(1)+ δH(1)].
In this special case, our model becomes the M/G/1 retrial queue with reliable server and two-phase service under N-
policy.
Case 2. No preemptive resume, no feedback, no vacation
In this case, we assume that α = 0, θ = 1,N = 0 in the main results and obtain
A(z) = B∗1(λ− λ+z)B∗2(λ− λ+z),
B(z) = B˜1(λ− λ+z)+ B∗1(λ− λ+z)B˜2(λ− λ+z),
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Table 1
Performance measures for varying value of N with (λ−, α, θ) = (0.1, 0.3, 0.8).
N PI PV PF PS PR A Wf J
1 0.0258 0.0391 0.3077 0.5516 0.0759 0.9241 0.0885 2.1562
2 0.0248 0.0485 0.3077 0.5516 0.0674 0.9326 0.0884 3.1915
3 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
4 0.0234 0.0631 0.3077 0.5516 0.0542 0.9458 0.0883 5.3156
5 0.0228 0.0692 0.3077 0.5516 0.0487 0.9513 0.0882 6.3981
Table 2
Performance measures for varying value of λ− with (N, α, θ) = (3, 0.3, 0.8).
λ− PI PV PF PS PR A Wf J
0.1 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
0.2 0.0245 0.0602 0.3030 0.4662 0.1460 0.8540 0.1588 3.6291
0.3 0.0250 0.0640 0.2985 0.4005 0.2120 0.7880 0.2172 3.0125
0.4 0.0254 0.0677 0.2941 0.3486 0.2643 0.7357 0.2672 2.3574
0.5 0.0257 0.0712 0.2899 0.3066 0.3066 0.6934 0.3111 1.2851
D(z) = λ
+A(z)+ λ−R∗(λ+ − λ+z)[λ+B(z)+ 1] − λ
δ[z − A(z)− λ−B(z)R∗(λ+ − λ+z)] ,
I(z) = 1
W
exp
{
−
∫ 1
z
D(u)du
}
,
F(z) = {λ+I(z)+ δI(z)D(z)}B˜1(λ− λ+z),
S(z) = {λ+I(z)+ δI(z)D(z)}B∗1(λ− λ+z)B˜2(λ− λ+z),
R(z) = [I(z)+ F(z)+ S(z)]λ−R˜(λ+ − λ+z),
W = (1+ λ−R){1+ [λ+ + δD(1)][B˜1(λ−)+ B∗1(λ−)B˜2(λ−)]}.
In this special case, ourmodel becomes theM/G/1 retrial queuewith two-phase service subject to the server breakdown
and repair. But in this model, it is assumed that a negative customer not only removes a positive customer from the queue
but also causes the server breakdown. So these results are not consistent with known results in [30,25], in which the server
breakdowns were driven by another independent Poisson process, and the customer just being served before server failure
waits for the server to complete his remaining service.
Case 3. No preemptive resume, no feedback, no negative customers, no vacation
In this case, we assume that α = 0, θ = 1, λ− = 0,N = 0 in the main results and obtain
I(z) = [1− λ+(B1 + B2)] exp
{
−λ
+
δ
∫ 1
z
B∗1(λ+ − λ+u)B˜2(λ+ − λ+u)− 1
u− B∗1(λ+ − λ+u)B˜2(λ+ − λ+u)
du
}
,
F(z) =
∫ +∞
0
F(x, z)dx = {λ+I(z)+ δI(z)D(z)}B˜1(λ+ − λ+z),
S(z) =
∫ +∞
0
S(x, z)dx = {λ+I(z)+ δI(z)D(z)}B∗1(λ+ − λ+z)B˜2(λ+ − λ+z),
D(z) = λ
+B∗1(λ+ − λ+z)B˜2(λ+ − λ+z)− λ+
δz − δB∗1(λ+ − λ+z)B˜2(λ+ − λ+z)
.
In this special case, our model becomes the M/G/1 retrial queue with reliable server and two-phase service. So these
results are consistent with known results in [7] if we treat the two-phase service as one-phase service.
6. Numerical examples
In this section, we give some numerical results, as follows. For the purpose of a numerical illustration, we assume that
all distribution function in this paper are exponential, i.e. B1(x), B2(x), R(x) are exponential distribution functions and their
parameters are µ1, µ2, r , respectively. Here we choose the following arbitrary values: µ1 = 8, µ2 = 5, r = 10, λ+ =
2, δ = 3. Also, we vary values of λ−, α and θ such that the system is stable. Numerical inversion results are reported in
Tables 1–4.
The Table 1 shows that the effects of N-policy on the performance measures of the system for the set of parameters
(λ−, α, θ) = (0.1, 0.3, 0.8). We observe that the probability PV increases monotonously and the probability PR decreases
1806 Z. Liu et al. / Computers and Mathematics with Applications 58 (2009) 1792–1807
Table 3
Performance measures for varying value of α with (N, λ−, θ) = (3, 0.1, 0.8).
α PI PV PF PS PR A Wf J
0.3 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
0.4 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
0.5 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
0.6 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
0.7 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
Table 4
Performance measures for varying value of θ with (N, λ−, α) = (3, 0.1, 0.3).
θ PI PV PF PS PR A Wf J
0.6 0.0188 0.0096 0.4082 0.5488 0.0147 0.9853 0.0976 5.9584
0.7 0.0226 0.0286 0.3509 0.5504 0.0475 0.9525 0.0924 5.1462
0.8 0.0241 0.0563 0.3077 0.5516 0.0603 0.9397 0.0883 4.2187
0.9 0.0242 0.0887 0.2740 0.5525 0.0606 0.9394 0.0851 3.5412
1.0 0.0235 0.1224 0.2469 0.5533 0.0539 0.9461 0.0824 2.1532
monotonously as the value N increases. This is because the negative arrivals do not affect the system when the server is on
the N-policy vacation. The effects of the rate of negative arrivals on the performancemeasures of the system are reported in
Table 2, where we set (N, α, θ) = (3, 0.3, 0.8). As is to be expected, the probabilities PF and PS decrease monotonously, and
the PR increases monotonously as the value λ− increases respectively. It is easily explained by taking into account the fact
that the arrival of a negative customer not only removes the customer from being in service to go out of the system, but also
makes the server under repair. The effect of varying push-out probability α on the performance measures of the system is
shown in Table 3 for the set of parameters (N, λ−, θ) = (3, 0.1, 0.8). We observe that the push-out probability α does not
affect the performance measures of the system, which is very interesting. Table 4 reports the effects of the probability θ on
the performance measures of the system for the set of parameters (N, λ−, α) = (3, 0.1, 0.3). We note that the probability
PS increases monotonously as the value θ increases. The trends shown by the tables are as expected.
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