Oscillatory behavior of solutions of coupled hyperbolic partial differential equations is justified and generalized for a large class of problems. To achieve our goal, we use some techniques based essentially on some tools related to ordinary differential inequalities theory.
Introduction
In the past decade research on the oscillation theory has been very active and fruitful, and has attracted the attention of many mathematicians worldwide. The study of the oscillatory behavior of the solutions in hyperbolic differential equations of neutral type has been received a lot of attention and an increasing interest in recent years. To the best of our knowledge, it seems that the first attempt in this direction has been made by Mishev and Bainov [7] . They have obtained sufficient conditions for the oscillation of all solutions of a class of neutral hyperbolic equations with conditions at the boundary of the Neumann type.
Subsequently, Yoshida [17] has obtained sufficient conditions which guarantee the existence of bounded domains in which each solution of a neutral hyperbolic equation with boundary conditions of the Dirichlet, Neumann or Robin type has a zero.
The oscillatory behavior of the solutions in differential equations of neutral type has been studied recently by many authors (see for instance Parhi & Kirane [9] , Mishev & Bainov [8] , Yoshida [16, 17] and references therein).
Mishev and Bainov [8] have obtained a necessary and sufficient condition for oscillation of solutions in hyperbolic equations.
In [9] , Parhi and Kirane have considered a single equation with constant delays of the form u tt (x, t) + βu tt (x, t − ρ) + γu t (x, t − θ) − [δ μ (x, t) + α u (x, t − z)]
+c (x, t, u (x, t, u (x, t) , u (x, t − σ))) = f (x, t),
and studied the oscillatory solutions. More precisely, they showed solutions a zero on any subinterval [a, +∞) of (0, +∞) Furthermore, they generalized the above result to a system of hyperbolic partial differential equations of the form u tt (x, t) + δ 1 u tt (x, t − ρ 1 ) + γ 1 u t (x, t − θ 1 ) − {α 1 Δu(x, t) + α 2 Δu(x, t − z 1 ) + α 3 Δv(x, t) +α 4 Δv(x, t − z 2 )} + c 1 (x, t, u(x, t), u(x, t − σ 1 ), v(x, t), v(x, t − σ 2 )) = f 1 (x, t),
and
The purpose of this work is to generalize the result of Parhi and Kirane [9] . More precisely, our essential contribution is reproduce the result in [9] by allowing the coefficients and the delays in (2) and (3) to be functions depending on the parameter t. Namely, we consider the following coupled problem
where (x, t) ∈ Q = Ω × (0, ∞), Ω is a bounded domain of R n with a sufficiently regular boundary Γ and Δ is the Laplacian in R n . The above problems are subjected to one of the following types of boundary conditions: (B1) Neumann boundary conditions:
(B2) Robin boundary conditions:
(B3) Dirichlet boundary conditions:
where ψ i and ψ i (i = 1, 2) are real valued functions on Γ × (0, ∞) , μ 1 and μ 2 are positive continuous functions on Γ × (0, ∞) and n denotes the unit normal vector to Γ outward to Ω.
Preliminaries
In this section, we present some material that shall be used in order to prove our main result. Also, we make our main assumptions and recall some definitions.
Sometimes, and in order to simplify the notations, we denote
In order to get the oscillation behavior, we assume that:
and for each j : lim 
Let us definê
Now, we make the following definitions: Definition 1. We say that the couple of functions (u, v) is a solution of ( (4), (5)) with a boundary condition B i 0 , i 0 ∈ {1, 2, 3} if the couple of functions (u, v) satisfies the coupled equation (4)- (5) and B i 0 . (4)- (5), with one type of the boundary conditions (B i ) , i = 1, 2, 3 is said to be strongly oscillatory in Q if u, v oscillates at the some time.
Definition 2. A function w(x, t) is said oscillatory in Q if w has a zero (or vanishes) in
We assume that:
which ensures the total hyperbolicity of equations (4) and (5) (see Courant and Hilbert [5] ).
The following notations will be used in the sequel For each
We write:
In addition, for i ∈ {1, 2}, we denote by
The coupled hyperbolic problem
In this section, we introduce our main result. We discuss several cases and to make the paper easy to read, we present each case in a separate theorem. Our theorems read as follows. (4), (5) (4), (5)) with (B 2 ) oscillates in Q. (4)- (5) 
Theorem 3.1. We assume that the conditions (H
1 ) , (H 2 ) , (H 3 ) and (H 5 ) hold. If in addition (A 1 ) ⎧ ⎪ ⎨ ⎪ ⎩ lim inf t→∞ 1 t − t 0 t t 0 (t − s) [F 1 (s) + α 1 Ψ 1 (s) + α 2 Ψ 1 (s − z 1 (s)) + α 3 Ψ 2 (s) + α 4 Ψ 2 (s − z 2 (s))] ds = −∞, and (A 2 ) ⎧ ⎪ ⎨ ⎪ ⎩ lim sup t→∞ lim inf t→∞ 1 t − t 0 t t 0 (t − s) [F 1 (s) + α 1 Ψ 1 (s) + α 2 Ψ 1 (s − z 1 (s)) +α 3 Ψ 2 (s) + α 4 Ψ 2 (s − z 2 (s))] ds = ∞, or if (A 3 ) ⎧ ⎪ ⎨ ⎪ ⎩ lim inf t→∞ 1 t − t 0 t t 0 (t − s) [F 2 (s) + β 1 Ψ 1 (s) + β 2 Ψ 1 (s − z 3 (s)) + β 3 Ψ 2 (s) + β 4 Ψ 2 (s − z 4 (s))] ds = −∞ and (A 4 ) ⎧ ⎪ ⎨ ⎪ ⎩ lim sup t→∞ 1 t − t 0 t t 0 (t − s) [F 2 (s) + β 1 Ψ 1 (s) + β 2 Ψ 1 (s − z 3 (s)) + β 3 Ψ 2 (s) + β 4 Ψ 2 (s − z 4 (s))] ds = ∞ for any t 0 ≥ 0 , then each solution (u, v) of the coupled problem ((4),(5)) with (B 1 ) oscillates in Q.
Theorem 3.2. We assume that the conditions
(H 1 ) , (H 2 ) , (H 5 ) , (A 1 ) − (A 4 ) hold. Then each solution of problem (
Theorem 3.4. We assume that the conditions
(H 1 ) , (H 2 ) , (H 5 ) are satisfied. If lim inf t→∞ 1 t − t 0 t t 0 (t − s) [ F 1 (s) − α 1 Ψ 1 (s) − α 2 Ψ 1 (s − z 1 (s)) − α 3 Ψ 2 (s) − α 4 Ψ 2 (s − z 2 (s))] ds = −∞, lim inf t→∞ 1 t − t 0 t t 0 (t − s) [ F 1 (s) − β 3 Ψ 1 (s) − β 2 Ψ 1 (s − z 3 (s)) − β 3 Ψ 2 (s) − β 4 Ψ 2 (s − z 4 (s))] ds = −∞, lim sup t→∞ 1 t − t 0 t t 0 (t − s) [ F 1 (s) − α 1 Ψ 1 (s) − α 2 Ψ 1 (s − z 1 (s)) − α 3 Ψ 2 (s) − α 4 Ψ 2 (s − z 2 (s))] ds = ∞, and lim sup t→∞ 1 t − t 0 t t 0 (t − s) [ F 2 (s) − β 3 Ψ 1 (s) − β 2 Ψ 1 (s − z 3 (s)) − β 4 Ψ 2 (s − z 4 (s))] ds = ∞, for each t 0 ≥ 0, then each solution of problem
Proof of our main results
Our interest in this section is to prove the Theorems presented in the above section. That is Theorem 3.2-Theorem 3.4. To do so, we need several technical Lemmas: (4) or (5)) (B 1 ) and u (x, t) > 0 in Q t 0 . Then the function U satisfies the following differential inequality of neutral type:
for a sufficiently large t.
Proof. Integrating equation (4) over the domain Ω, we get:
An integration by parts yields:
Assumption (H 2 ) implies that lim t→+∞ σ 1 1 (t) = +∞, and then there exists some A > 0 such that for all t > A, we have
This together with the hypothesis u(x, t) > 0 yields
By the same manner, we justify that
for a sufficiently large t. Inequality (9) together with hypothesis (H 3 )(i) imply that
for a sufficiently large t. Consequently, we have
and therefore
This completes the proof of Lemma 4.1.
Lemma 4.2. We assume that the conditions
satisfies the following neutral ordinary differential inequality:
The proof of this Lemma is similar to the one of Lemma 4.1, so we omit it. 
Lemma 4.3. Let us suppose that the conditions (H
Lemma 4.4. Assume that the conditions (H
1 ) , (H 2 ), (H 3 ) (ii) , (H 4 ) are satisfied, if (u, v) is a
solution of problems ((4),(5)),(B 2 ). If u < 0 and v > 0 on a Q t 0 , then V satisfies the ordinary differential inequality (11) for a sufficiently large t.
If u > 0 and v < 0 on Q t 0 , then −V satisfies inequality:
for sufficiently large t.
The proofs of Lemmata 4.3 and 4.4 are similar to that of Lemma 4.1, so we omit them.
Lemma 4.5. Let us suppose that the conditions (H
1 ) , (H 3 ) (i) , (H 4 ) are satisfied. If (u, v
) is a solution of problem ((4),(5)),(B 3 ) . If u (x, t) > 0 and v (x, t) > 0 on a Q t 0 , then the function U (t) verifies the following differential inequality of neutral type:
for a sufficiently large t. If u (x, t) > 0 and v (x, t) < 0 on a Q t 0 , then the function − U (t) satisfies the following inequality:
Proof. Multiplying both sides of equation (4) by the function ϕ (x), integrating the result over Ω, using (H 2 ) and (H 3 )(ii), to obtain:
for a sufficiently large t. An application of the Green's formula yields, since ϕ = 0 in Γ and Δϕ = −λ 1 ϕ:
and then, thanks to (H 1 ), u > 0, ϕ > 0, and λ 1 > 0:
Hence the first part of the Lemma is proved. The second part of the Lemma can handled as above. (4), (5)),(B 3 ) . If u (x, t) < 0 and v (x, t) > 0 on some Q t 0 , then V (t) verifies the following differential inequality of neutral type:
Lemma 4.6. Assume that the conditions (H
for sufficiently large t. If u(x, t) > 0 and v(x, t) < 0 on some Q t 0 , then the function − V (t) satisfies the following inequality:
The proof of this Lemma is similar to that one of Lemma 4.5, so we omit it. (6) and (12) or the differential inequalities (11) and (13) do not admit positive solutions for a sufficiently large t, then all solutions of problem ( (4), (5)
Proof. Let (u, v) be a solution of problem ( (4), (5)),(B 1 ) which does not oscillates in Q. Then, there exists t 0 > 0 such that u (x, t) = 0 and v (x, t) = 0 in Q t 0 .
Assume that (6) and (12) do not admit positive solutions for sufficiently large t. Since u (x, t) = 0 in Q t 0 , one has u(x, t) > 0 or u(x, t) < 0 in Q t 0 . If u(x, t) > 0 in Q t 0 , then thanks to Lemma 4.1, U is a positive solution of (6) for a sufficently large t, which is a contradiction. If u(x, t) < 0 on Q t 0 , we setû(x, t) = −u(x, t) on Q, and then (û, v) is a solution of the following problem:
Proceeding as in the proof of Lemma 4.1, one may prove thatÛ is a positive solution of (12), whereÛ
Then, we get a contradiction. If the differential inequalities (11) and (13) do not admit positive solutions for large t, then we proceed as above considering v(x, t) = 0 in some Q t 0 to arrive at the necessary contradictions. This completes the proof of the Theorem 4.1. (6) , (11) , (12) and (13) Proof. Assume the contrary, so there exists a solution (u(x, t), v(x, t)) of problem ( (4), (5)) (B 1 ) which does not oscillate strongly in Q. This means that u or v does not oscillate. If u does not oscillate on Q, then there exists some t 0 such that u(x, t) > 0 or u(x, t) < 0 in Q t 0 . If u(x, t) > 0 in Q t 0 , then thanks to Lemma 4.1 it follows that U(t) = Ω u(x, t)dx is a positive solution of inequality (6) . This is a contradiction. If u(x, t) < 0 in Q t 0 , then by settingû(x, t) = −u(x, t) and proceeding as in Lemma 4.1 it may be proven thatÛ = Ωû (x, t) dx is a positive solution of (12) (6) , (11) , (12) and (13) (4), (5)), (B 2 ) oscillates in Q.
The proof of this Theorem is similar to that of the previous Theorem 4.2. We omit it. Similarly we can prove: (6), (11) , (12) and (13) 
do not admit positive solutions for sufficiently large t, then each solution of problem ((4),(5)), (B 3 ) oscillates in Q.
In the previous section, we remarked that the oscillation of problem ( (4), (5)) with one of the boundary conditions (B i ), where i ∈ {1, 2, 3}, depends on the fact if (17) , given below, admit or not positive solutions. For this reason, we will devote the following sections to give some sufficient conditions (see Lemma 4.7 below) in order that inequality (17) does not admit positive solution for large t. Let
where
• ρ is a positive increasing function
• ρ has an inverse ξ such that ξ is an increasing function
• lim t→+∞ ρ(t) = +∞
• the same properties satisfied by ρ should be satisfied by θ. The inverse of θ will be denoted by χ.
In addition, λ 1 and λ 2 are decreasing positive functions and there derivatives are increasing functions.
Lemma 4.7. If the following limit holds
for each t 0 > 0, then inequality (17) does not admit positive solution for large t.
Proof. Assume the contrary, which means that there exists a positive solution y (t) for (17) for some t > t 0 > 0 . Let us condsider t > t 1 > t 0 such that ρ (t 1 ) > t 0 and θ (t 1 ) > t 0 (this is possible since lim t→+∞ ρ(t) = +∞ and lim t→+∞ θ(t) = +∞). Integrating (17) over (t 1 , t) to get
Integrations by parts, the previous inequality yields that
A second integration from t to t 1 , yields:
We have
and then
By the same way, we justify that 
So Ω = (0, π), Ψ 1 (x, t) = 0 and Ψ 2 (x, t) = 0. Therefore Ψ 1 (t) = Ψ 2 (t) = 0 for t > 0 and ϕ (x) = sin x and λ 1 = 1, so: 
Conclusion
The present work is devoted to a generalization of the work of Parhi and Kirane [9] . We considered a coupled system of two hyperbolic equations with delays in which the delays are functions satisfying some properties. We provided some sufficient conditions on the data which yield the oscillation behavior of the problem under consideration with Dirichlet, Neumann or Robin boundary conditions. A path could be followed in the future is the localization of the zeros of the oscillatory solutions. It is also interesting to study other type of equation instead of the hyperbolic one.
