Abstract-This paper investigates the spatial correlation characteristics of multiple antenna arrays deployed in wireless communication systems. First, we derive a general closed-form formula for the spatial correlation function (SCF) of a multiple antenna array with arbitrary array configuration under uniform signal angular energy distribution. Based on this formula, we then explore the characteristics of the SCF for several multiple antenna arrays with different array geometries. It is found that a multiple antenna array with a three-dimensional (3-D) array geometry can reduce the magnitude of its SCF and hence, improve the ergodic channel capacity (ECC) of wireless communication systems. Accordingly, we present a method to find the optimum 3-D antenna array geometry for maximizing the ECC of a wireless communication system. This method develops a novel objective function to incorporate with a particle swarm optimization (PSO) for solving the resulting optimization problem. Simulation results are provided for confirming the validity and the effectiveness of the proposed method.
communication system using multiple antenna arrays at both the transmitter and receiver increases data rate and signal quality without requiring additional bandwidth [3] . However, the diversity reception method of [1, 2] suffers from the degradation of diversity gain due to the spatial correlation of the fading signals between the array elements with limited spacing. It has been shown that spatial correlation is a function of antenna spacing, array geometry, and the angular energy distribution and affects the performance of spatial antenna arrays [4] [5] [6] [7] .
Several reports [7] [8] [9] have presented the results regarding the characteristics of the spatial correlation function (SCF) of uniform linear arrays (ULAs). In [10] , exact expressions of the spatial correlation coefficients were derived for different spatial distributions for ULAs. In contrast, due to that wireless base stations need azimuthally omni-directional antennas with sufficient power and sufficient beam width in the elevation plane so as to cover as wide an area as possible, there has been increased interest in using uniform circular arrays (UCAs). The spatial correlation characteristics of UCAs with a single ring have been reported by several research papers [7, [11] [12] [13] . However, by using a UCA to obtain a frequency invariant characteristic over a large bandwidth, the dynamic range of the compensation filters will be very large and it leads to considerable noise amplification. It was shown in [14] [15] [16] that this problem can be overcome if uniform concentric ring arrays (UCRAs) are used. The closed-form formulas expressing the spatial correlations of UCRAs in the uniform angle distribution and truncated Gaussian angle distribution have been presented in [17] . Although the results in the above papers are important for evaluating the channel capacity of wireless communication systems, they consider only the azimuth of arrival (AOA).
Recent research work shows that the performance of the handset antenna arrays for multiple-input-multiple-output (MIMO) systems is elevation dependent because the handset could be randomly oriented [18] . Moreover, the recent measurement results presented by [19] have shown that about 65% of the energy was incident with elevation angle larger than 10 • . On the other hand, the results of [20] have shown that about 90% of the energy was incident with elevation angle between 0 • and 40 • . Several reports have considered the impact of both AOA and elevation of arrival (EOA) on the characteristics of the SCF for several antenna array configurations like the electromagnetic vector sensor (EVS), ULA, UCA, and uniform rectangular array (URA) [21] [22] [23] [24] 37] . Nevertheless, a closedform expression of SCF for multiple antenna arrays with arbitrary three-dimensional (3-D) geometry is not available in the literature. Moreover, many researchers pay attention to finding the optimum antenna array geometry to reduce the spatial correlation and hence, maximize the channel capacity of wireless communication systems. Although maximizing the channel capacity for wireless communication systems with two-dimensional (2-D) antenna arrays was recently presented in [34] , there are practically no papers concerning the optimum 3-D geometry of a multiple antenna array for maximizing the channel capacity of a wireless communication system. Therefore, there are no simulation results of using other techniques available in the literature for making comparison in the 3-D case.
In this paper, we derive a closed-form expression for the SCF of a 3-D antenna array under a uniform angular distribution for both AOA and EOA. Based on this formula, we then explore the characteristics of the SCF for several multiple antenna arrays with different array geometries. It is found that a multiple antenna array with 3-D array configurations can reduce the magnitude of its SCF and hence, improve the ergodic channel capacity (ECC) of wireless communication systems. A method is developed to find the optimum 3-D geometry of a multiple antenna array for maximizing the ECC of a wireless communication system. This method uses a novel fitness function to incorporate with a particle swarm optimization (PSO) for solving the resulting optimization problem. Simulation results are provided for confirming the validity and the effectiveness of the proposed method. This paper is organized as follows. Section 2 derives the SCF of an antenna array with 3-D array configurations. A method is presented in Section 3 to find the optimum 3-D antenna array geometry for maximizing the ECC of a wireless communication channel. Section 4 shows several simulation examples for illustration and confirmation. We conclude the paper in Section 5.
SPATIAL CORRELATION FUNCTION

Antenna Array with 3-D Array Configurations
Let the mth array element of an antenna array be located at the position (x m , y m , z m ) in the three dimensional (3-D) (X, Y, Z) coordinate system and the associated position vector be denoted by r m = [x m y m z m ] T , where the superscript "T " denotes the transpose operation. Figure 1 shows the 3-D (X, Y, Z) coordinate system with four array elements for illustration. Accordingly, the difference vector between the position vectors of the nth and the mth array elements can be expressed by
where r m,n denotes the distance between the nth and the mth array elements. α m,n represents the angle between d m,n and the X axis, and β m,n represents the angle between d m,n and the Z axis, respectively. Assume that the direction angles of a signal source are designated as the azimuth angle ξ and the elevation angle ϕ, respectively. Hence, the propagation vector of the signal source with the direction angle (ϕ, ξ) in the 3-D system of Figure 1 can be expressed by [35] 
where λ denotes the signal wavelength. The minus sign arises because of the impinging direction of the signal source. Without loss of generality, we set the origin of the 3-D (X, Y, Z) coordinate system as the phase reference point. As a result, the phase delay of a signal source with the direction angle (ϕ, ξ) impinging on the mth array element can be expressed by [35] v m (ϕ,ξ)=exp{−j(r m ·k(ϕ, ξ))} =exp{−j2π(x m sin(ϕ)cos(ξ)+y m sin(ϕ)sin(ξ)+z m cos(ϕ))/λ},(3) where "·" denotes the inner product of two vectors. j = √ −1.
Derivations of Spatial Correlation Function
Based on the expression for the phase delay of the mth array element given by (3), the spatial correlation between the mth array element and the nth array element is given by [21] 
where P (ϕ, ξ) denotes the probability density function (PDF) associated with the angular distribution of the incident signal. It has been shown that the spatial correlation and the statistics of signal angular distribution are closely related. Moreover, signal angular distribution depends on the environment of a wireless communication system with fading phenomenon. We concentrate on the uniform signal angular distribution in this paper. This model has been considered for deriving two-dimensional (2-D) spatial correlations [11] . It is also shown in [36] that the key parameter for the system performance is the standard deviation of the angle spread of the incident signal and not the type of PDF under investigation. For 3-D case, we assume that the PDF P (ϕ, ξ) has the elevation angle ϕ uniformly distributed in [ϕ 0 − ∆ϕ, ϕ 0 + ∆ϕ] and the azimuth angle ξ uniformly distributed in [ξ 0 − ∆ξ, ξ 0 + ∆ξ], where ∆ϕ and ϕ 0 are the elevation spread (ES) and the mean of the elevation angular distribution, respectively, ∆ξ and ξ 0 are the azimuth spread (AS) and the mean of the azimuth angular distribution, respectively. We also assume that ϕ and ξ are independent of each other [22] . Thus, the probability density function (PDF) P (ϕ, ξ) can be decomposed to P (ϕ)P (ξ). Substituting (3) into (4) becomes
where G = 1/(4∆ξ sin(ϕ) sin(∆ϕ)) due to independent and uniform angular distribution [22] . Letξ = ξ − α m,n . (5) can be rewritten as
Following the Jacobi-Anger expansion, we have
Substituting (7) into the second integration of (6) yields
Substituting (8) into (6) provides (9) where sinc(x) denotes the sinc function defined by sinc(x) = sin(x)/x. To obtain a closed-form solution, we present an approximation for computing the integrations of (9) . Consider the well-known Trapezoidal rule for approximation as follows:
Based on (10), we let
. (11) Substituting (10) and (11) into (9) yields the following closed-form approximation of the spatial correlation function (SCF) for an antenna array with 3-D array configurations
For the case of a 2-D antenna array deployed in the 2-D (X, Y) coordinate system, we set the angle β m,n between d m,n and the Z axis to
Consequently, a closed-form approximation of the SCF for 2-D antenna systems can be obtained by substituting (13) into (12) . From the simulation results based on (12), we are able to observe that the SCF of using a 3-D array configuration has a smaller magnitude than that of using a 2-D array configuration under the same signal characteristics.
PROPOSED METHOD FOR ECC MAXIMIZATION
Channel Model of Wireless Communications
Assume that a wireless communication system has a multiple antenna array with N t array elements at the transmitter and a multiple antenna array with N r array elements at the receiver. The signal vector received at the receiver is given by
where s denotes the transmitted signal vector and n the received additive white Gaussian noise (AWGN) vector. The entries of n are independent identically distributed (iid) Gaussian random variables with zero mean and variance equal to one. H denotes the N r × N t coefficient matrix of a Rayleigh fading channel. Under the analytical Kronecker channel model which assumes separability in correlation induced by the transmitter and the receiver arrays, we can express H as follows [25, 26] :
where the superscript "H" denotes the complex conjugate transpose and (A) 1/2 the square root of matrix A. H w is a stochastic N r × N t matrix with iid complex Gaussian entries with zero mean and unit variance. The N r × N r and N t × N t matrices R rx and R tx are the spatial correlations of the multiple antenna arrays at the receiver and the transmitter sides, respectively. The corresponding full channel correlation matrix R is derived as
where ⊗ denotes the Kronecker product. This Kronecker channel model of (15) not only simplifies analytical treatment or simulation of multiple-input-multiple-output (MIMO) wireless communication systems, but also allows for independent array optimization at the transmitter and the receiver.
Ergodic Channel Capacity
For simplicity, we consider the capacity of single-user MIMO channels. The single-user results are still of much interest for the insight they provide. Under the assumption of perfect state information at the receiver and no channel state information at transmitter, we have the MIMO ergodic channel capacity (ECC) for each realization computed by [27] 
where the transmit power is divided equally among all the transmit antennas. Hence, ρ is set to ρ = P Ntσ 2 n , where P denotes the total power transmitted at the transmitter and σ 2 n the noise variance.
ECC Maximization Using Particle Swarm Optimization (PSO)
Here, we present a method to find the optimum configuration of a multiple antenna array at the receiver for maximizing the ECC shown by (17) . Consider that the multiple antenna array at the transmitter is a UCA with radius R equal to λ/2, where λ is the signal wavelength. The angle spreads (AS) and ∆ξ and ∆ϕ of the azimuth and elevation angular distributions are set to 180 • and 90 • , respectively For simplicity, we let N r = N t = N . The N × N spatial correlation matrix R tx = [R tx (m, n)] for the UCA at the transmitter has its entry R tx (m, n) calculated by (12) with f (x) and g k (x) given by (13) for m, n = 1, 2, . . . , N . As to the N × N spatial correlation matrix R rx = [R rx (m, n)] for the multiple antenna array at the receiver has its entry R rx (m, n) calculated by (12) for m, n = 1, 2, . . . , N . The optimum position of the mth array element is to be searched to maximize the ECC of (17) . The space for searching the optimum position (x mo , y mo , z mo ) of the mth array element is set to a sphere with radius equal to D max , where the second subscript "o" in (x mo , y mo , z mo ) denotes the optimum position. The resulting optimization problem is highly nonlinear. We utilize the well-known particle swarm optimization (PSO) algorithm to deal with the highly nonlinear optimization problem.
Particle Swarm Optimization (PSO)
The basic idea of a PSO algorithm introduced by [28] is to utilize a swarm with multiple particles. It has become an efficient algorithm in solving difficult multidimensional optimization problems [32] . Using the information of social interaction between independent agents (called particles) and the concept of an objective function or fitness, a PSO algorithm searches the optimum solution. It estimates each particle at each moment t (t = 0, 1, 2, . . .) by using the value of the objective function at the ith particle's current position
where D denotes the search space. The velocity v i (t) of the ith particle at the moment t depends on the velocity at the moment (t − 1), the position x i (t), the best position p i (t) found up to now, and the best position g(t) found up to now by the swarm. The update formula for v i (t) is given by [29] 
where c 1 ∈ [0, 1] denotes the inertial weight, c 2 and c 3 are selected randomly at the moment by
where U (0, 1) represents a random variable uniformly distributed in [0, 1]. d 2 and d 3 specify the relative weights between the personal best position and the global best position, respectively Accordingly, the position of the particle at the moment (t + 1) is defined by
We summarize the PSO algorithm step-by-step as follows [29] :
Step 1 : Select the size of the swarm n (the number of particles), a threshold E and a time limit T to stop the algorithm when the estimation of any particle e i becomes e i E or the time t becomes t T ; let t = 0; randomly locate n particles in the search space and set an initial velocity to each particle according to the size of the search space.
Step 2 : Get the estimation e i (i = 1, 2, . . . , n) for each particle by the objective function, and update p i and g.
Step 3 : Stop the algorithm and take the output g as its solution if one of the following "stop conditions" is satisfied. Otherwise, go to the next step.
(a) the best estimation e best E, (b) t T .
Step 4 : Let t = t + 1 and update v i and x i by (18) and (20), respectively.
Step 5 : Go to Step 2.
The Objective Function
For the considered problem, the objective function of a PSO is set to an evaluation of the ECC in terms of the optimization parameters. In the literature, a closed-form formula of the expectation of the ECC with N r = N t = N is derived as [33] , Eq. (21)
where Λ(ν) and Λ (1) (ν) are N × N matrices with the (i, j)th entries given by [33, Table 1 ]
and
respectively, where ρ = P N σ 2 n , P is the total power transmitted at the transmitter, and σ 2 n noise variance. λ tx,i and λ rx,i are the ith eigenvalues of the spatial correlation matrix at transmitter end and receiver end, respectively, i = 1, 2, . . . , N . Λ (n) (ν) represents the nth derivative of the square matrix Λ(ν) with respect to ν. Another closedform formula of the expectation of the ECC is derived as [30, Eq. (25)]
where det(X) denotes the determinant of the matrix X. Ψ(k), k = 1, 2, . . . , N , are N × N matrices with the (i, j)th entries given by [30, Eq. (26) ] 
where λ i is the ith eigenvalue of the related spatial correlation matrix. ρ is the transmitting SNR per branch. It is obvious that we face a very complicated computational process to calculate (21) or (24) if any of them is adopted as the objective function for the considered optimization problem. Therefore, we resort to another objective function with a reasonable computational complexity. According to the results derived by [31] , we have the following closed-form upper bound for the expectation of the ECC
where E tx,k and E rx,k are given as follows [31] : (28) respectively, where (21) and (24) . Hence, we adopt the upper bound as the objective function of the PSO for performing the optimization process, i.e., we define
where 
The Optimization Process
Here, we present an optimization process based on the PSO algorithm described in Section 3.4 and the objective function proposed in Section 3.5. The optimization process finds the optimum positions in the 3-D space for the N array elements of the multiple antenna array at the receiver to maximize the objective function f (P) given by (29) . It is summarized step-by-step as follows:
Step 1 : Set the following parameters: the number of array elements N , the mean of azimuth angle ξ 0 , the mean of elevation angle ϕ 0 , AS ∆ξ and ES ∆ϕ, D max , the objective function f (P) of (29), the number of particles n = 16, the time limit T = 500, the velocity limit V max = D max /5, the relative weights d 2 = d 3 = 2, and the inertial weight c 1 ∈ [0, 1] is set according to the following formula:
where c 1 (t) represents the value of c 1 at the moment t. c 1start = 0.9 and c 1end = 0.4 denote two preset values related to c 1 . The proposed timevarying inertial weight (31) leads to that the optimization process finds a satisfactory solution within a reasonable convergence speed according to our experience.
Step 2 : Initialize the following parameters: The initial position x 1 (1) of the 1st particle is set to a UCA on the azimuth plane and the initial position x i (1) of the ith particle is randomly set in the search space, i = 2, 3, . . . , 16. All the initial velocities v i (t), i = 1, 2, 3, . . . , 16, are set to zero. The initial best personal value f i of the objective function f (P) of (29) for the ith particle is set to 0, i = 1, 2, 3, . . . , 16. The initial best global value f g of the objective function f (P) for swarm is set to 0. Set the initial time instant t = 1.
Step 3 : Compute the value f i of the objective function f (P) at the position x i (t), i = 1, 2, 3, . . . , 16, at the time instant t according to the formula of (12) for computing the spatial correlation matrices R tx and R rx derived in Section 2.
Step 4 : Compare f (P) with f i . Set f i to the current f (P) and the best personal position p i (t) to the current position
Step 5 : Compare f i , i = 1, 2, . . . , 16, with f g at the time t. Set f g to f i and the g(t) to p i (t) if f i > f g .
Step 6 : Update the velocity v i (t) according to (18) and the position x i (t) according to (20) .
Step 7 : Set t = t + 1. Go to Step 3 if t < T . Otherwise, terminate the optimization process.
During the optimization process, we set the number of particles n = 16 and the time limit T = 500. It is our experience that setting n = 16 and T = 500 provides satisfactory simulation results within a reasonable computation time. Moreover, our experience shows that setting n > 16 and T > 500 requires much more computation time and cannot produce a significant improvement over that with n = 16 and T = 500. 
SIMULATION RESULTS
Here, we present several simulation examples for illustration and confirmation.
Example 1 : The multiple antenna array system with 4 array elements is shown in Figure 2 for illustration. We use (11) and ( We also present the results of using a multiple antenna array restricted to a 2-D area on the azimuth plane, i.e., x 2 mo + y 2 mo ≤ D max with radius D max = 5λ on the azimuth plane and array element positions optimized by the process presented in Section 3.6. We observe that the proposed method provides the best ECC performance for a multiple antenna array with a 3-D geometry. Although the ECC with a 2-D multiple antenna array can be improved by using the proposed method, the resulting ECC is very close to that with a UCA. Table 1 lists the array element positions after performing the optimization process for this example with MEOA = 20 • . We observe from this table that the obtained optimum 3-D array geometry is almost equal to a sphere with radius equal to D max = 5λ. In contrast, for the 2-D case, we note that the resulting optimum 2-D array geometry is almost the same as a 2-D UCA with radius equal to D max = 5λ This confirms the results shown by Figure 9 for the 2-D case. Figure 9 .
The ECC versus MEOA for Example 2. process presented in Section 3.6. Again, we observe that the proposed method provides the best ECC performance for a multiple antenna array with an optimum 3-D geometry. Moreover, the ECC with a 2-D multiple antenna array can be significantly improved by using the proposed method as compared to that with a UCA. Table 2 lists the array element positions after performing the optimization process for this example with D max = 5λ. We observe from the table that the obtained optimum 3-D array geometry is almost equal to a sphere with radius equal to D max = 5λ. However, we note that the resulting optimum 2-D array geometry is not the same as a 2-D UCA with radius equal to D max = 5λ. This confirms the results shown by Figure 10 for the 2-D case. 
CONCLUSION
This paper has presented the analytical formula for computing the spatial correlation of three-dimensional (3-D) antenna array systems under a uniform angular distribution. Using the theoretical formulas, one can compute the spatial correlation for any two different array elements located in the 3-D coordinate system. It has been observed from the simulation results that the spatial correlation decreases more rapidly as the distance between array elements increases for larger angular spread. Moreover, some spatial correlation may decrease like a sinc vibration as the angular spread increases if the distance between array elements is large enough. Based on the spatial correlation formula, we have further presented a method based on a particle swarm optimization algorithm with a proposed objective function to deploy a multiple antenna array in a wireless communication system for maximizing the ergodic channel capacity. The simulation results have confirmed the validity of the closed-form formulas and the effectiveness of the proposed method.
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