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CONCENTRATION-COMPACTNESS PRINCIPLE FOR NONLOCAL SCALAR
FIELD EQUATIONS WITH CRITICAL GROWTH
JOA˜O MARCOS DO O´ AND DIEGO FERRAZ
Abstract. The aim of this paper is to study a concentration-compactness principle for
homogeneous fractional Sobolev space Ds,2(RN ) for 0 < s < min{1, N/2}. As an application
we establish Palais-Smale compactness for the Lagrangian associated to the fractional scalar field
equation (−∆)su = f(x, u) for 0 < s < 1. Moreover, using an analytic framework based on
Ds,2(RN), we obtain the existence of ground state solutions for a wide class of nonlinearities in
the critical growth range.
1. Introduction
The main goal of the present work is to analyze a concentration-compactness principle for
homogeneous fractional Sobolev spaces. As an application, we address questions on compactness
of the associated energy functional to the following nonlocal scalar field equation
(−∆)su = f(x, u) in RN , (Ps)
where 0 < s < 1, and the nonlinearity f(x, t) is supposed to be a asymptotic self-similar function
(see Sect. 3.1 for the precise definition), which is a variation of the critical nonlinearity. Here
(−∆)s is the fractional Laplacian defined by the relation
F ((−∆)su) (ξ) = |ξ|2s Fu(ξ), ξ ∈ RN ,
where Fu is the Fourier transform of u, i.e.
Fu(x) =
1
(2π)N/2
∫
RN
u(ξ)e−iξ·x dξ, x ∈ RN . (1.1)
Let S be the Schwartz space consisting of rapidly decaying C∞ functions in RN which, together
with all their derivatives, vanish at the infinity faster than any power of |x|. Equivalently, if u ∈ S
the fractional Laplacian of u can be computed by the following singular integral
(−∆)su(x) = C(N, s) lim
ε→0+
∫
RN\Bε(0)
u(x)− u(y)
|x− y|N+2s
dy,
for a suitable positive normalizing constant
C(N, s) =
(∫
RN
1− cos ς1
|ς|N+2s
dς
)−1
.
We refer to [16,25,41] for an introduction to the fractional Laplacian operator.
During the past years there has been a considerable amount of research involving nonlocal
nonlinear stationary Schro¨dinger problems. This equation arises in the study of the fractional
Schro¨dinger equation when looking for standing waves. Indeed, when u is a solution of Eq. (Ps),
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it can be seen as stationary states (corresponding to solitary waves) in nonlinear equations of
Schro¨dinger type
iφt − (−∆)
sφ+ f(x, φ) = 0 in RN .
Fractional Schro¨dinger equations are also of interest in quantum mechanics (see e.g. the appendix
in [15] for details and physical motivations). Moreover, we refer to [2], [3] and [11], where equations
involving the operator (−∆)s arise from several areas of science such as biology, chemistry or
finance.
A lot of work has been devoted to the existence of solutions for nonlinear scalar field equations
like Eq. (Ps), both for local case (s = 1) and nonlocal case 0 < s < 1, since the celebrated works
of H. Berestycki and P.-L. Lions [5, 6]. In these two papers, the authors discuss the existence of
radial solutions of the semi-linear elliptic equation
−∆u = g(u), u ∈ H1(RN )(N ≥ 3), (1.2)
where g : R → R is a continuous odd function with subcritical growth. Under some appropriate
conditions on g(t), they used minimizing arguments to prove (in part I) the existence of a positive
radial ground state for (1.2), that is, a solution having the property of the least action among all
possible solutions. In [45], K. Tintarev has treated the non-autonomous problem −∆u = g(x, u)
in RN (N ≥ 3), u ∈ D1,2(RN ), when the nonlinearity g(x, t) is allowed to have critical growth
with asymptotically self-similar oscillations about the critical power |t|2
∗−2t. Recently, using some
minimax arguments, X. Chang and Z-Q. Wang [13] proved the existence of a positive ground state
for fractional scalar field equations of the form (−∆)su = g(u) in RN (N ≥ 2), s ∈ (0, 1), when g(t)
has subcritical growth and satisfies the Berestycki–Lions type assumptions. In [49], J. M. do O´
et al., established the existence of ground state solutions to the fractional scalar field equation
(−∆)su = g(u) in R3, s ∈ (0, 1), when g(t) has critical growth.
Motivated by the results cited above, another important purpose of this work is to prove
the existence of ground state solutions for the nonlinear scalar field equation (Ps) in the “zero
mass case” with nonlinearities in the critical growth range. It is well known that Eq. (Ps)
admits a variational setting in fractional Sobolev spaces, and the solutions are constructed with
a variational method by a minimax procedure on the associated energy functional. However,
we note that the usual variational techniques cannot be applied straightly because of a lack
of compactness, which roughly speaking, originates from the invariance of RN with respect
to translation and dilation and, analytically, appears because of the non-compactness of the
Sobolev embedding. For instance, it is not possible to apply the minimax type arguments used
by P. Felmer et al. [20] and R. Servadei and E. Valdinoci [38–40] (where some new techniques
of nonlinear analysis have been introduced to solve nonlocal equations) because their approach
rely strongly on the sub-criticality of the nonlinear terms or the boundedness of the domain. To
overcome these difficulties, under appropriate assumptions, we establish a profile decomposition
for bounded sequences of suitable Sobolev spaces, which is based in the profile given in [33],
proving that Palais-Smale sequences of the associated energy functional converges, up to a
subsequence, in a similar way to the global compactness studied in [7, 34].
The idea for proving the existence of ground state solution for Eq. (Ps) in the autonomous
case is based in a constrained minimization argument similar to [5]. We obtain the result by
using the invariance of the problem with respect to action of the translation and dilation group
in RN , thanks to our concentration-compactness principle and a specific Pohozaev identity. Our
argument allow us to avoid the typical assumption that t−1f(x, t) is an increasing function, which
is usually required in the approach of constrained minimization over a Nehari manifold. Moreover,
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to prove the existence for the autonomous case f(x, t) = f(t), we do not require the well known
Ambrosetti-Rabinowitz condition.
The existence for the general case of Eq. (Ps) is obtained from the autonomous case which was
derived from a class of Pohozaev identity for the space Ds,2(RN ). The proof of this identity is
essentially based in the use of the so called s-harmonic extension introduced by L. Caffarelli and
L. Silvestre [12] (see also [31], where a similar procedure was introduced by using probabilistic
methods) and remarks contained in [19] and [24].
Our main results may be seen as the nonlocal counterpart of some theorems of K. Tintarev et
al. [44–46]. In comparison with the local case [45], we also mention some additional difficulties:
the Pohozaev type identities for the fractional framework available in the literature (cf. [13,21,37])
do not match with our settings; an additional hypothesis (assumption (f5)) must be considered
in order to achieve the concentration-compactness for the non-autonomous case. In fact, the
asymptotic additivity (f5) takes the role to describe precisely the behavior of weak convergence
under our settings (Proposition 7.1). At this point a natural question arises: Is hypothesis (f5)
necessary to describe the limit of the profile decomposition terms (see Theorem 2.1)? Indeed, we
believe that without condition (f5) it is possible to find examples for which this description fails.
To the best of our knowledge, this is the first work that shows a Pohozaev type identity for
the homogeneous Sobolev space Ds,2(RN ) and for f(t) in the critical growth range. Our method
is very convenient in the sense that with our arguments we can always derive a Pohozaev type
identity in the fractional framework without relying in global regularization of the solutions. In
the present literature, there are only Pohozev type identities for solutions in the inhomogeneous
fractional Sobolev space Hs(RN ), 0 < s < min{1, N/2}, and for f(t) with subcritical growth
(cf. [13]). Moreover, the argument for the proof relies in obtaining the behavior of solutions in
the whole space RN (cf. [21]).
In addition, we introduce a new class of nonlinearities of the critical growth type for the
fractional framework, that does not satisfies that t−1f(x, t) is an increasing function and include
the power |t|2
∗
s−2t as an example. We believe that this new notion of criticality together with
our concentration-compactness, can lead to a new way to approach elliptic problems involving
nonlinearities with critical growth and the fractional Laplacian, for instance, replacing the well
known nonlinearity f(x, t) = K(x)|t|2
∗
s−2t for a general self-similar function under our settings
(see Sect. 3.1) when dealing with general equations that involves critical growth.
Moreover, as it is well known, one of the main difficulties in leading with nonlinearities with
critical growth condition is proving that the minimax level of the functional associated to Eq. (Ps)
avoids levels of non-compactness, which usually requires additional description of the nonlinearity
growth. We avoid this by considering that f(x, t) has appropriated limits consistent with our
concentration-compactness and comparing the minimax level of functional associated to Eq. (Ps)
with the limit ones.
1.1. Outline. The paper is organized as follows. Sect. 2 is devoted to the description of the
profile decomposition of bounded sequence in the Sobolev space Ds,2(RN ). In Sect. 3, we give
some applications of Theorem 2.1 to study the existence of mountain-pass solutions of Eq. (Ps),
for the autonomous and non-autonomous case. In Sect. 4, we state some basic results (without
prove) on the fractional Sobolev space Ds,2(RN ). We also prove a Pohozaev identity for weak
solutions of Eq. (Ps) and establish the background material to develop the profile decomposition
described in Sect. 2. In Sect. 5, we prove our concentration-compactness result. In Sect. 6, we
study the basic properties for a class of nonlinearities in the critical growth range dealt in this
paper, which is fairly used to establish the results regarding the Eq. (Ps). In Sect. 7, using
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the properties obtained in the Sect. 6, we describe the limit of the profile decomposition of the
Palais-Smale sequence at the mountain pass level of the Lagrangian of Eq. (Ps). In Sect. 8, we
prove the results given in Subsect. 3.2 and describe some properties regarding the minimax levels
associated with the functional energy of Eq. (Ps), for the autonomous case. In Sect. 9, we prove
our result about the existence of non-trivial weak solution of Eq. (Ps) in the non-autonomous
case, and for the sake of discussion, we establish a sufficient condition that ensures one of our
hypothesis, precisely, the assumption (f8).
2. Profile decomposition in Ds,2(RN )
For 0 < s < min{1, N/2}, let us consider the homogeneous fractional Sobolev space Ds,2(RN ),
which is defined as the completion of C∞0 (R
N ) under the norm
‖u‖2 :=
∫
RN
|ξ|2s |Fu|2 dξ.
It is well know that Ds,2(RN ) is continuous embedded in L2
∗
s (RN ), 0 < s < min{1, N/2}, where
2∗s = 2N/(N − 2s). The aforementioned concentration-compactness is made by means of profile
decomposition for bounded sequences in homogeneous fractional Sobolev spaces, which can be
considered as extensions of the Banach-Alaoglu theorem. This kind of profile decomposition has
been widely investigated in various settings, for instance we may cite the ones in [22,23,33,42,43].
It describes how the convergence of a bounded sequence fails in the considered space. In [22] P.
Ge´rard introduced the subject in the fractional framework, and in [33] G. Palatucci and A. Pisante
studied this matter based in the abstract version of profile decomposition in Hilbert spaces due to
K. Schindler and K. Tintarev [46]. Moreover, in [33] the problem of the cocompactness embedding
of Ds,2(RN ) in L2
∗
s (RN ) with respect to the group of dilations and translations in the sense of [14]
(see [33, Proposition 1]) was extensively discussed. Our result stated here is based in the abstract
approach made in [33,46] with some adjustments.
Theorem 2.1. Let (uk) ⊂ D
s,2(RN ) be a bounded sequence, γ > 1 and 0 < s < min{1, N/2}.
Then there exists N∗ ⊂ N, disjoints sets (if non-empty) N0,N−,N+ ⊂ N, with N∗ = N0∪N+∪N−
and sequences (w(n))n∈N∗ ⊂ Ds,2(RN ), (y
(n)
k )k∈N ⊂ Z
N , (j
(n)
k )k∈N ⊂ Z, n ∈ N∗, such that, up to a
subsequence of (uk),
γ−
N−2s
2
j
(n)
k uk
(
γ−j
(n)
k ·+y
(n)
k
)
⇀ w(n) as k →∞, in Ds,2(RN ), (2.1)∣∣j(n)k − j(m)k ∣∣+ ∣∣γj(n)k (y(n)k − y(m)k )∣∣→∞, as k →∞, for m 6= n, (2.2)∑
n∈N∗
∥∥w(n)∥∥2 ≤ lim sup
k
‖uk‖
2, (2.3)
uk −
∑
n∈N∗
γ
N−2s
2
j
(n)
k w(n)
(
γj
(n)
k (· − y
(n)
k )
)
→ 0, as k →∞, in L2
∗
s (RN ), (2.4)
and the series in (2.4) converges uniformly in k. Furthermore, 1 ∈ N0, y
(1)
k = 0; j
(n)
k = 0 whenever
n ∈ N0; j
(n)
k → −∞ whenever n ∈ N−; and j
(n)
k → +∞ whenever n ∈ N+.
This decomposition is unique up to permutation of indices, and up to constant operator
multiples (See [46, Proposition 3.4]). As it can be seen, Theorem 2.1 describes how the
convergence of bounded sequences in Ds,2(RN ) fail to converge in L2
∗
s (RN ). This “error” of
convergence is generated, roughly speaking, by the invariance of action of the group of translation
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and dilation in Ds,2(RN ). Observe that the behavior for the correction term in (2.4) is precisely
described in the assertions (2.1)–(2.3).
Here we point out differences from our Theorem 2.1 and some results on profile decompositions
contained in [22,33]. The decomposition in Theorem 2.1 is based in a discrete group of operators,
that is, the dilations in the following form
δju(x) = γ
N−2s
2
ju(γjx), γ > 1, j ∈ Z. (2.5)
From (2.5), we can decompose (in a similar way as in [46, Theorem 5.1]) the collection of the
“dislocated profiles” w(n) in three: dilation by “enlargement” (N−), dilation by “reducement”
(N+), and no dilation (pure translation N0). This allow us to study scalar field equations involving
nonlinearities with critical growth more general than the pure critical power (see Sect. 6), the
so called asymptotic self-similar functions (assumptions (f5)–(f7), (f9)). On the other hand
in [22,33] was considered continuous dilations of the form
δλu(x) = λ
N−2s
2 u(λx), λ > 0,
and their decomposition holds for all 0 < s < N/2. We should mention that Theorem 2.1
holds for 0 < s ≤ 1 and at this point arise a natural question which is to prove this result for
1 < s < N/2. In [33, Proposition 1] it was proved that DRN –weak convergence is equivalent to
strong convergence in L2
∗
s (RN ), for 0 < s < N/2 (see Section 4.3 below), where for γ > 1 given,
DRN :=
{
dy,j : D
s,2(RN )→ Ds,2(RN ) : dy,ju(x) := γ
N−2s
2
ju(γj(x− y)), y ∈ RN , j ∈ R
}
. (2.6)
From this we can conclude that the answer to that question is analogously to prove that DRN –
weak convergence is equivalent to theDZN –weak convergence in D
s,2(RN ), for 1 < s < N/2, where
DZN :=
{
dy,j : y ∈ Z
N , j ∈ Z
}
. In the affirmative case, Theorem 2.1 can be seen as a corollary of
the decomposition given in Theorem [33, Theorem 4, Theorem 8], with minor changes (provided
also in Section 5). Nevertheless, for the case that 0 < s < 1, we present a proof of this fact (given
in Proposition 5.3), which can also be seen as an alternative proof of Theorem 2.1.
In this work we also develop techniques to obtain non-trivial weak solutions of Eq. (Ps)
extending the results in [45] for the nonlocal case. Also, it seems for us that Theorem 2.1 is
more appropriated to study the existence of non-trivial solutions for scalar field equation (Ps)
than [33, Theorem 4, Theorem 8] and [22, Theorem 1.1]. It is not clear how one can apply [33,
Theorem 4] to obtain such a result for nonlinearities with asymptotically self-similar oscillations
about the fractional critical growth (see Sect. 3.1 for precise definitions).
3. Nonlinear scalar field equations
In this section we state our main results regarding the existence of solutions of Eq. (Ps). In
what follows, we always assume that 0 < s < min{1, N/2}.
3.1. Hypothesis. In order to describe our results on the energy functional of (Ps) in a more
precisely way, we will make the following assumptions:
f : RN × R→ R satisfies the Carathe´odory conditions. (f1)
|f(x, t)| ≤ C|t|2
∗
s−1, ∀ t ∈ R and a.e. x ∈ RN . (f2)
∃µ > 2; µF (x, t) := µ
∫ t
0
f(x, τ) dτ ≤ f(x, t)t, ∀ t ∈ R and a.e. x ∈ RN . (f3)
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∃ (x0, t0) ∈ R
N ×R+ such that
|BR| inf
BR(x0)
F (x, t0) + |BR+1 \BR| inf
(x,t)∈(BR+1(x0)\BR(x0))×[0,t0]
F (x, t) > 0 (f4)
In the study of the autonomous case we consider a weak version of (f4) which we state next.
∃ t0 ∈ R such that F (t0) > 0. (f
′
4)
For any real numbers a1, . . . , aM ,∃C = C(M) > 0 such that∣∣∣∣∣F
(
x,
M∑
n=1
an
)
−
M∑
n=1
F (x, an)
∣∣∣∣∣ ≤ C(M)
∑
m6=n∈{1,...,M}
|an|
2∗s−1|am| a.e. x ∈ RN .
(f5)
∃ γ > 1, 0 < s < min{1, N/2} such that the following limits exists
f0(t) := lim|x|→∞
f(x, t),
f+(t) := lim
j∈Z,j→+∞
γ−
N+2s
2
jf
(
γ−jx, γ
N−2s
2
jt
)
,
f−(t) := lim
j∈Z,j→−∞
γ−
N+2s
2
jf
(
γ−jx, γ
N−2s
2
jt
)
.
uniformly in x and in compact sets for t.
(f6)
f0, f+, f− are continuously differentiable. (f7)
We consider associated with Eq. (Ps), the functional I : D
s,2(RN )→ R given by
I(u) =
1
2
∫
RN
|(−∆)s/2u|2 dx−
∫
RN
F (x, u) dx. (3.1)
Assuming that f(x, t) satisfies (f2) and using the same arguments of [35], I ∈ C
1(Ds,2(RN )) and
I ′(u) · v =
∫
RN
(−∆)s/2u (−∆)s/2v dx−
∫
RN
f(x, u)v dx, u, v ∈ Ds,2(RN ).
Thus critical points of I correspond to weak solutions of Eq. (Ps) and conversely.
Regarding the minimax level, we consider
ΓI =
{
γ ∈ C([0,∞),Ds,2(RN )) : γ(0) = 0, lim
t→∞ I(γ(t)) = −∞
}
,
and
c(I) = inf
γ∈ΓI
sup
t≥0
I(γ(t)). (3.2)
For the nonlinearities f0, f+, f−, we consider the associated energy functionals given by
Iκ(u) =
1
2
∫
RN
∣∣(−∆)s/2u∣∣2 dx− ∫
RN
Fκ(u) dx, Fκ(t) :=
∫ t
0
fκ(τ) dτ
and the respectively minimax levels
cκ = inf
γ∈Γκ
sup
t≥0
Iκ(γ(t))
where
Γκ =
{
γ ∈ C([0,∞),Ds,2(RN )) : γ(0) = 0, lim
t→∞ Iκ(γ(t)) = −∞
}
,
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for κ = 0,+,−. Next, we assume a condition that compares the mountain pass levels defined
above, precisely, for each κ = 0,+,−, there is a real number tκ such that
Fκ(tκ) > 0 and c(I) < c(Iκ). (f8)
We also consider the additional assumption for κ = 0,+,−,
Fκ satisfies (f
′
4), Fκ(t) ≤ F (x, t), a.e. x ∈ R
N , ∀ t ∈ R. (3.3)
Moreover ∃δ > 0 such that Fκ(t) < F (x, t), a.e. x ∈ R
N , ∀ t ∈ (−δ, δ) (f ′8)
We are going to prove in Proposition 9.1 that (f ′8) implies (f8). To obtain our main result, we
first study the autonomous case. For that we assume:
∃ γ > 1, 0 < s < min{1, N/2}, such that G(t) = γ−NjG
(
γ
N−2s
2
jt
)
,∀j ∈ Z, ∀t ∈ R. (f9)
This allows us to derive some basic results concerning the above profile decomposition, which
gives the behavior upon the functional I as we pass the limit over the Palais-Smale sequences.
We refer to the class of functions that satisfies (f9) as self-similar (see Section 6).
In this paper, we often use the notation Φ(u) =
∫
RN
F (x, u) dx and Φκ(u) =
∫
RN
Fκ(u) dx
for κ = 0,+,−, also, we usually refer to the assumptions (f1)–(f8) for the autonomous case
f(x, t) = f(t).
3.2. Statement of main results. Next, we state the main results about the autonomous case
f(x, t) = f(t).
Theorem 3.1. Suppose that f(t) satisfies (f1), (f
′
4) and (f9), and consider
Sl = sup
‖u‖2=l
∫
RN
F (u) dx. (3.4)
Then, for any maximizing sequence (uk) of (3.4) there exists (jk) ⊂ Z and (yk) ⊂ Z
N such
that (γ−
N−2s
2
jkuk(γ
−jk ·+yk)) contains a convergent subsequence in Ds,2(RN ). In particular, the
supremum in (3.4) is attained. Moreover, the same conclusion holds for
Sl,+ = sup
‖u‖2=l
∫
RN
F+(u) dx and Sl,− = sup
‖u‖2=l
∫
RN
F−(u) dx,
provided that f(t) satisfies (f1), (f2) and (f6), with F+, F− fulfilling (f ′4) and S1 >
max{S1,+,S1,−}.
Our next result proves that maximizers of (3.4) are indeed non-trivial solutions of Eq. (Ps).
Moreover, the mountain pass level (3.2) is attained. The main tool to achieve these facts is a
Pohozaev type identity proved in Section 4.2, which holds under the condition 0 < s < 1 and
taking into account the smoothness of the nonlinearity.
Theorem 3.2. Assume that f(t) ∈ C1(R) satisfies (f1), (f2) and (f
′
4).
(i) If v is a nonzero critical point of I, then c(I) ≤ I(v);
(ii) If w is a maximizer of Sl0 for l0 := ((2
∗
s/2)S1)
−N−2s
2s , then w is a critical point of I.
Moreover
0 < max
t≥0
I(w(·/t)) = I(w) = c(I).
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From Theorem 3.2, we conclude that to obtain weak solutions for the autonomous case, only
assumptions (f1), (f
′
4) and (f9) are needed. Moreover, we are able to prove that the minimax
level is attained without the Ambrosetti-Rabinowitz condition (f3).
Another way to approach Eq. (Ps) is by the means of constrained minimization. In fact, due
to Theorem 2.1 we can argue as [46], and thanks to the Pohozaev identity, reasoning as in [5], we
can derive existence of a ground state solution (or least energy) for Eq. (Ps), that is, a solution
u of (Ps) such that I(u) ≤ I(v), for any other solution v.
Theorem 3.3. Suppose that f(t) ∈ C1(RN ) satisfies (f1), (f
′
4) and (f9). Let
G =
{
u ∈ Ds,2(RN ) : Φ(u) = 1
}
and consider
I = inf
u∈G
∫
RN
∣∣(−∆)s/2u(x)∣∣2 dx. (3.5)
Then, for any minimizing sequence (uk) of (3.5) there exists (jk) ⊂ Z and (yk) ⊂ Z
N such that
(γ−
N−2s
2
jkuk(γ
−jk · +yk)) contains a convergent subsequence in Ds,2(RN ). In particular, there
exists a minimizer w for (3.5). Furthermore, u(x) = w(x/β) is a ground state solution for
Eq. (Ps) for some β > 0.
In the following result we prove that Palais-Smale condition at the mountain pass level holds
for the general non-autonomous case.
Theorem 3.4. If f(x, t) satisfies (f1)–(f7) and (3.3), then Eq. (Ps) has a nontrival weak solution
u in Ds,2(RN ) at the mountain pass level, that is, I(u) = c(I). Moreover, if we assume additionally
that (f8) holds true intead of (3.3), then any sequence (uk) in D
s,2(RN ) such that I(uk)→ c(I)
and I ′(uk)→ 0 has a convergent subsequence.
3.2.1. Remark on the hypothesis.
Remark 3.5. Next we give several helpful comments concerning our assumptions.
(i) On assumption (f1), we recall that f : R
N×R→ R satisfies the Carathe´odory conditions,
if for each fixed t ∈ R, f(·, t) is measurable, and for a.e. x ∈ RN , f(x, ·) is continous in
R.
(ii) Condition (f2) includes in particular nonlinearites with critical growth.
(iii) Assumption (f3) is the well-known Ambrosetti-Rabinowitz condition (see [1, 36]).
(iv) In order to prove that the functional associated with Eq. (Ps) has the mountain pass
geometry we consider (f4). Also, since we also deal with constrained minimization, an
autonomous version of (f ′4) is needed (see [5]).
(v) The asymptotic additivity (f5) ensure the convergence of the functional Φ under the weak
profile decomposition for bounded sequences in Ds,2(RN ) described in Theorem 2.1.
(vi) The smoothness condition f(t) ∈ C1(R) is the natural hypothesis used in the literature
to prove that weak solutions of Eq. (Ps) satisfies a Pohozaev type identity.
(vii) Once the limits in (f6) exist, to obtain compactness of Palais-Smale sequences at the
minimax levels we need to require the additional conditions over the minimax levels
c0, c+, c− given in assumption (f8). In fact, we do not believe that it is possible, in
general, to achieve the compactness described in Theorem 3.4 without these conditions.
We mention that this kind of approach was introduced by P.-L. Lions in [27–30].
(viii) Observe also that the approach to obtain concentration-compactness for the autonomous
case f(x, t) = f(t) needs to be different since in this case, f(t) does not satisfies (f8).
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(ix) We also consider the case when (f8) does not hold. Precisely, when it is allowed
c(I) = c(Iκ), for some κ = 0,+,−. In this case, the concentration-compactness argument
at the mountain pass level cannot be used. We apply [26, Theorem 2.3] to overcome this
difficulty and prove existence of solution at the mountain pass level.
(x) The limits F± fulfill (f9). Thus, functions f(x, t) that satisfies (f6) could be seen as being
asymptotically self-similar at ±∞ (see Remark 6.5).
(xi) In Lemma 8.3 we proved that Γκ 6= ∅ is equivalent to: ∃ tκ such that Fκ(tκ) > 0.
Consequently (f ′4) is the most general assumption to ensure that c(I) given in (3.2) is
well defined (possible valuing ±∞).
(xii) One can consider the closed subspace of Ds,2(RN ) consisting of radial functions, that is,
Ds,2rad(R
N ) =
{
u ∈ Ds,2(RN ) : u(x) = u(y), provided that |x| = |y|
}
,
to obtain more compactness. Precisely, we have that w(n) belongs to Ds,2rad(R
N ) with
w(n) = 0, for all n ∈ N0. The proof of this fact follows the same arguments as in [46,
Proposition 5.1]. Consequently our main results hold, replacing Ds,2(RN ) by Ds,2rad(R
N ),
and assuming that f(x, t) = f(|x|, t) is radial in x instead of the existence of the asymptote
f0(t).
Remark 3.6. We have that G 6= ∅ and Sl > 0, provided (f1), (f2) and (f
′
4) holds. In fact,
this follow as in [17, Lemma 2.6 and Remark 2.8]. Indeed, let vR ∈ C
∞
0 (R), R > 0, such that
0 ≤ vR(t) ≤ t0 and
vR(t) =
{
t0, if |t| ≤ R,
0, if |t| > R+ 1.
For all x ∈ RN , taking ϕR(x) := vR(|x|), we have ϕR ∈ D
s,2(RN ). Moreover,∫
RN
F (ϕR) dx =
∫
BR(x0)
F (t0) dx+
∫
BR+1(x0)\BR(x0)
F (ϕR) dx
≥ F (t0)|BR| − |BR+1 \BR|
(
max
t∈[0,t0]
|F (t)|
)
.
Thus there exist two positive constants C1 and C2 such that∫
RN
F (ϕR) dx ≥ C1R
N − C2R
N−1 > 0,
provided that R is taken large enough. Taking a suitable σ > 0, we may conclude that
Φ(ϕR(·/σ)) = 1. The case where t0 < 0 is analogous.
Example 3.7. Typical examples (see Section 6 and the proof of Lemma 6.4) of a function satisfying
(f1)–(f8) are given by
(i) f(x, t) = b(x)|t|2
∗
s−2t, where b(x) ∈ C(RN) with
b(x) > b(0) = inf
x∈RN
b(x) = lim
|x|→∞
b(x), (3.6)
and b(0) > 0.
(ii) f(x, t) = exp{b(x)(sin(ln |t|) + 2)}(b(x) cos(ln |t|) + 2∗s)|t|2
∗
s−2t, with f(x, 0) := 0;
where b(x) ∈ C(R) satisfies (3.6), b(0) = 0 and moreover
sup
x∈RN
b(x) < 2∗s − σ, for some σ ∈ (2, 2
∗
s).
The primitive is given by F (x, t) = exp{b(x)(sin(ln |t|) + 2)}|t|2
∗
s .
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Example 3.8. The function f(t) = (2∗s cos(ln |t|) − sin(ln |t|))|t|2
∗
s−2t, f(0) := 0, satisfies the
assumptions of Theorems 3.1–3.3.
4. Preliminaries
4.1. Fractional Sobolev spaces. Let 0 < s < N/2, by Placherel Theorem, we have
[u]2s =
∫
RN
|(−∆)s/2u|2 dx, ∀u ∈ C∞0 (R
N ).
Thus, the space Ds,2(RN ) is well defined with continuous embedding
Ds,2(RN ) →֒ L2
∗
s (RN ) for 0 < s < N/2, (4.1)
in view of the well know inequality∫
RN
|u|2
∗
s dx ≤ K∗
(∫
RN
|ξ|2s|Fu|2 dξ
)2∗s/2
, ∀u ∈ C∞0 (R
N ),
where
K∗ =
[
2−2s
Γ(N−2s2 )
Γ(N+2s2 )
(
Γ(N)
Γ(N/2)
)2s/N]2∗s/2
and Fu is defined in (1.1). Moreover, Ds,2(RN ) as a separable Hilbert space when endowed with
the inner product
(u, v) =
∫
RN
(−∆)s/2u(−∆)s/2v dx, ∀u, v ∈ Ds,2(RN ),
as well the characterization
Ds,2(RN ) =
{
u ∈ L2
∗
s (RN ) : (−∆)s/2u ∈ L2(RN )
}
=
{
u ∈ L2
∗
s (RN ) : | · |sFu ∈ L2(RN )
}
.
For Ω ⊂ RN open set and 0 < s < 1, the inhomogeneous fractional Sobolev space is defined as
Hs(Ω) =
{
u ∈ L2(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s
dxdy <∞
}
, (4.2)
with the norm
‖u‖2Hs(Ω) :=
∫
Ω
u2 dx+
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s
dxdy.
When 0 < s < 1, by [16, Proposition 3.4],
‖u‖2 =
C(N, s)
2
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy, ∀u ∈ Ds,2(RN ),
for some positive constant C(N, s). Thus, when Ω = RN , we have
Hs(RN ) =
{
u ∈ L2(RN ) : | · |sFu ∈ L2(RN )
}
=
{
u ∈ L2(RN ) : (−∆)s/2u ∈ L2(RN )
}
. (4.3)
Turns out that definition of Hs(RN ) given in (4.3) it is more appropriated for the general case
s ≥ 0, than definition (4.2), because for s ≥ 1, the integral in (4.2) is finite if and only if u is
constant (see [10, Proposition 2]). Moreover, we have the continuous embedding
Hs(Ω) →֒ Lp(Ω), 2 ≤ p ≤ 2∗s, for 0 < s < N/2, (4.4)
and the following compact embedding (see [16, Section 7]),
Hs(RN ) →֒ Lploc(R
N ), 1 ≤ p < 2∗s, for 0 < s < 1. (4.5)
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Consequently, we have that every bounded sequence in Ds,2(RN ) has a subsequence that converges
almost everywhere and weakly in Ds,2(RN ), for 0 < s < min{1, N/2}. Let S0 the subspace of S
consisting in all function u such that Fu ∈ C∞0 (R
N \ {0}). In this case, (−∆)su ∈ S . We finish
this section emphasizing that the Plancherel Theorem also gives the next identity, which it will
be used several times throughout this paper∫
RN
(−∆)s/2u(−∆)s/2v dx =
∫
RN
(−∆)suv dx, ∀u, v ∈ S0. (4.6)
4.2. Local regularity and Pohozaev Identity. We are in the position to prove that weak
solutions of autonomous form of Eq. (Ps) are C
1(RN ) and satisfies the Pohozaev identity∫
RN
∣∣(−∆)s/2u(x)∣∣2 dx = 2N
N − 2s
∫
RN
F (u(x)) dx, (4.7)
under suitable assumptions on f(t) (see Proposition 4.3 for the precise statement). We refer
to [13], where the identity was studied for solutions in Hs(RN ) and when f(t) satisfy a fractional
version of the H. Berestycki and P.-L. Lions assumptions. The main idea for that, it is to
use the so called Caffarelli-Silvestre extension (see [12] for more details) which transform the
autonomous non-local Eq. (Ps) in a local one and use recent regularity results to develop the
resultant expression in a such way to apply the argument of [5, Section 2]. Our approach is in
some way different from the usual one. Although we continue using Caffarelli-Silvestre extension
(also know as harmonic extension), by the results of [19] and [24], we can derive a local regularity
for weak solutions in Ds,2(RN ) in a more suitable way to get the desired identity by applying a
truncation argument.
Next for the readers convenience we introduce the harmonic extension following [24, Section
2] and for that we begin describing a class of weight Sobolev spaces suitable to work with this
harmonic extension. First, observe that, for any 0 < s < 1, the function z = (x, y) 7→ |y|1−2s
belongs to the Muckenhoupt class A2 of weights in R
N+1, that is(
1
|B|
∫
B
|y|1−2s dxdy
)(
1
|B|
∫
B
|y|2s−1 dxdy
)
≤ C, ∀ ball B ⊂ RN+1.
More details can be found in [18]. Let Q be a open set in RN+1, we consider L2(Q, |y|1−2s) as
the Banach space of the Lebesgue measurable functions v defined in Q such that
‖v‖L2(Q,|y|1−2s) =
(∫
Q
|y|1−2sv2 dxdy
)1/2
<∞.
We also consider the space H1(Q, |y|1−2s) of the functions w in L2(Q, |y|1−2s) such that its weak
derivatives wzi exists and belongs to L
2(Q, |y|1−2s) for i = 1, . . . , N + 1. It is easy to see that
H1(Q, |y|1−2s) is a Hilbert space with inner product
(v1, v2)H1(Q,|y|1−2s) =
∫
Q
|y|1−2s (〈∇v1,∇v2〉+ v1v2) dxdy,
and the induced norm
‖v‖H1(Q,|y|1−2s) =
(∫
Q
|y|1−2s
∣∣∇v(x, y)∣∣2 + |y|1−2sv2(x, y) dxdy)1/2 .
We call attention to the fact that the space of smooth functions C∞(Q)∩H1(Q, |y|1−2s) is dense
in the weight Sobolev space H1(Q, |y|1−2s) (see [47] for further details).
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Regarding the space H1(Q, y1−2s) with Q = Ω × (0, R), where Ω ⊂ RN is a domain with
Lipschitz boundary, it is well know the existence of a well-defined trace operator
tr : H
1(Q, y1−2s)→ Hs(Ω)
with
‖tr(v)‖Hs(Ω) ≤ C‖v‖H1(Q,y1−2s), ∀ v ∈ H
1(Q, y1−2s),
where C > 0, depends only on N, s and Ω (see also [32]). Moreover, by the continuous embedding
Hs(Ω) →֒ L2
∗
s (Ω), we have
‖tr(v)‖L2∗s (Ω) ≤ C‖v‖H1(Q,y1−2s), ∀v ∈ H
1(Q, y1−2s). (4.8)
Let
Ps(x, y) = β(N, s)
y2s
(|x|2 + y2)
N+2s
2
,
where β(N, s) is such that
∫
RN
Ps(x, 1) dx = 1 and 0 < s < min{1, N/2}. Considering the standard
notation
R
N+1
+ = {(x, y) ∈ R
N+1 : y > 0},
for u ∈ Ds,2(RN ) let us set the s−harmonic extension of u,
w(x, y) = Es(u)(x, y) :=
∫
RN
Ps(x− ξ, y)u(ξ) dξ, (x, y) ∈ R
N+1
+ .
Then, for any compact subset K of RN+1+ , we have w ∈ L
2(K, y1−2s), ∇w ∈ L2(RN+1+ , y
1−2s) and
w ∈ C∞(RN+1+ ). Moreover, w satisfies

div(y1−2s∇w) = 0, in RN+1+ ,
− lim
y→0+
y1−2swy(x, y) = κs(−∆)su(x) in RN ,
‖∇w‖2
L2(RN+1+ ,y
1−2s) = κs‖u‖
2,
(4.9)
where we understand (4.9) in the distribution sense, where κs = 2
1−2sΓ(1− s)/Γ(s), and Γ is the
gamma function. Precisely,∫
B+
R
y1−2s 〈∇w,∇ϕ〉 dxdy = κs
∫
BN
R
(−∆)s/2u(−∆)s/2(trϕ) dx, ∀ϕ ∈ C
∞
0 (B
+
R ∪B
N
R ),
where for R > 0, 

BR = {z = (x, y) ∈ R
N+1 : |z|2 < R2},
B+R = BR ∩ R
N+1
+ and
BNR = {z = (x, y) ∈ R
N+1
+ : |z|
2 < R2, y = 0}.
More generally, given g(t) ∈ C(R) such that
|g(t)| ≤ C|t|2
∗
s−1, ∀t ∈ R, (4.10)
we say that a function v ∈ H1(B+R , y
1−2s) is a weak solution of the problem

div(y1−2s∇v) =0 in B+R ,
− lim
y→0+
y1−2svy(x, y) =κsg(tr(v)(x))) in BNR ,
(4.11)
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if, for all ϕ ∈ C∞0 (B
+
R ∪B
N
R ), we have∫
B+
R
y1−2s 〈∇v,∇ϕ〉 dxdy = κs
∫
BN
R
g(tr(v))tr(ϕ) dx. (4.12)
Thus w = Es(u) is a weak solution of (4.11) with g(t) = f(t) if, and only if, u is a weak solution
of Eq. (Ps). In the first result of this section we derive, following the regularity results of [24],
sufficient conditions over the harmonic extension which ensures the validity of identity (4.7).
Proposition 4.1. Let v ∈ H1(B+R , y
1−2s) be a weak solution of (4.11). Suppose that g ∈ C1(R)
satisfies (4.10). If tr(v) ∈ L
p
loc(B
N
r ), for some p > 2
∗
s, then for any R > 0 there exists
0 < y0, r < R with B
N
r × [0, y0] ⊂ B
+
R , and α ∈ (0, 1), such that
v, ∇xv, y
1−2svy ∈ C0,α(BNr × [0, y0]), (4.13)
where ∇xv = (vx1 , . . . , vxN ).
Proof. In fact, since
g(trv)
1 + |trv|
∈ Lqloc(R
N ), ∀ N/2s < q < p/(2∗s − 2),
we can see that (4.13) follows taking
g(trv) =
g(trv)
1 + |trv|
sgn(trv)trv +
g(trv)
1 + |trv|
,
and proceeding analogously to the proof of [24, Proposition 2.19], by applying [24, Proposition
2.6. Proposition 2.13, Theorem 2.14 and Lemma 2.18]. 
In order to apply Proposition 4.1 we need to prove a Brezis-Kato type result (see [8]) for
solutions of Eq. (Ps). Although a similar result can be found in [19, Lemma 3.5], the absence of
singularity in Eq. (Ps) allows us to obtain a simpler proof. To achieve that, we strongly rely in
the following lemmas, which enable us to proceed as in [8] (cf. [4, Proposition 5.1] or [48, Theorem
1.2]).
Lemma A. [18, Theorem 1.3] For any R > 0, there exists σ > 1 and CR > 0 depending on R,
such that (∫
BR
|y|1−2s|v|2σ dxdy
)1/σ
≤ CR
∫
BR
|y|1−2s|∇v|2 dxdy, ∀v ∈ C∞0 (BR).
Lemma B. [19, Lemma 2.6] Let ξ ∈ C(RN+1) such that ξ(z) = 0 for all |z| ≥ R. There exist
C > 0 such that(∫
BN
R
|vξ|2
∗
s dxdy
)2/2∗s
≤ C
∫
B+
R
y1−2s|∇(vξ)|2 dxdy, ∀v ∈ H1(B+R , y
1−2s).
Proposition 4.2. Assume that condition (f2) holds. Let u ∈ D
s,2(RN ) be a weak solution of
Eq. (Ps) for the autonomous case, then u ∈ L
p
loc(R
N ), for all p ≥ 1.
Proof. Let w = Es(u) and ξ ∈ C
∞
0 (R
N+1 : [0, 1]) such that
ξ(z) =
{
1, if |z| < R/2
0, if |z| ≥ R
and |∇ξ(z)| ≤ C ∀z ∈ RN+1,
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for some C > 0. Since the map t 7→ tmin{|t|β , L}, β, L > 0, is Lipschitz in R, considering
wβ,L := min{|w|
β , L} we have wwβ,L ∈ H
1(B+R , y
1−2s), consequently using inequality (4.8) in a
density argument one can see that ww2β,Lξ
2 can be taken as a test function in definition (4.12).
The main idea is to get the estimate∫
B+
R
y1−2s|∇(wwβ,Lξ)|2 dxdy ≤ C, (4.14)
for a suitable β and C > 0 which does not depend on L. The next step is to use Fatou Lemma
and Lemma B to obtain ∫
BN
R
|u|(β+1)2
∗
s dx ≤ C.
This leads to a iteration procedure in β which implies in u ∈ Lp(BNR ) for all p > 1. To do so, we
start taking
a(x) :=
|f(u)|
1 + |u|
∈ L
N/2s
loc (R
N ),
which implies ∫
B+
R
y1−2s
〈
∇w,∇(ww2β,Lξ
2)
〉
dxdy ≤ 2κs
∫
BN
R
a(x)(1 + u2)u2β,Lξ
2 dx, (4.15)
where we used that (1 + t)t ≤ 2(1 + t2), t > 0 and tr(ww
2
β,Lξ
2) = uu2β,Lξ(·, 0)
2. We now compute
the left side of the inequality (4.15) and use the following identity
w
〈
∇w,∇(|w|2β)
〉
=
β
2
|w|2(β−1)|∇(w2)|2,
to conclude∫
B+
R
y1−2smin{|w|2β , L2}|∇w|2ξ2 dxdy +
β
2
∫
{|w|2β≤L2}∩B+
R
y1−2s|w|2(β−1)|∇(w2)|2ξ2 dxdy
≤ 2κs
∫
BN
R
a(x)(1 + u2)u2β,Lξ
2 dx− 2
∫
B+
R
y1−2swmin{|w|2β , L2}ξ 〈∇w,∇ξ〉 dxdy. (4.16)
Using the Cauchy inequality (with ε = 1/4) we have
− 2
∫
B+
R
y1−2swmin{|w|2β , L2}ξ 〈∇w,∇ξ〉 dxdy
≤
1
2
∫
B+
R
y1−2smin{|w|2β , L2}|∇w|2ξ2 dxdy + C
∫
B+
R
y1−2sw2min{|w|2β , L2}|∇ξ|2 dxdy, (4.17)
where C > 0 is independent of L. From replacing (4.17) in (4.16), we obtain
1
2
∫
B+
R
y1−2smin{|w|2β , L2}|∇w|2ξ2 dxdy +
β
2
∫
{|w|2β≤L2}∩B+
R
y1−2s|w|2(β−1)|∇(w2)|2ξ2 dxdy
≤ C
∫
B+
R
y1−2sw2min{|w|2β , L2}|∇ξ|2 dxdy + 2κs
∫
BN
R
a(x)(1 + u2)u2β,Lξ
2 dx. (4.18)
Now using
β2|w|2(β−1)
∣∣∇(w2)∣∣2 = 4w2 ∣∣∣∇(|w|β)∣∣∣2 ,
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together with inequality (4.18), we can finally estimate (4.14),∫
B+
R
y1−2s|∇(wwβ,Lξ)|2 dxdy
≤ C
∫
B+
R
y1−2sw2min{|w|2β , L2}|∇ξ|2 dxdy + 2κs
∫
BN
R
a(x)(1 + u2)u2β,Lξ
2 dx. (4.19)
It remains to estimate the last two terms in (4.19). Assuming |u|β+1 ∈ L2(BNR ), we get∫
BN
R
a(x)u2u2β,Lξ
2 dx ≤ L0
∫
BN
R
|u|2(β+1)ξ2 dx+
∫
BN
R
∩{a(x)≥L0}
a(x)u2u2β,Lξ
2 dx
≤ C1L0 + C˜1ε(L0)
(∫
B+
R
y1−2s|∇(wwβ,Lξ)|2 dxdy
)2/2∗s
,
where
ε(L0) :=
(∫
{a(x)≥L0}
aN/2s(x) dx
)2s/N
→ 0, as L0 →∞.
By the same calculation and using min{|t|β , L} ≤ |t|min{|t|β , L}+ 1, L > 1, we obtain∫
BN
R
a(x)u2β,Lξ
2 dx
≤ C2L0 + C˜2ε(L0)


(∫
B+
R
y1−2s|∇(wwβ,Lξ)|2 dxdy
)2/2∗s
+
(∫
BN
R
|ξ|2
∗
s dx
)2/2∗s ,
Thus, we can take L0 large enough such that∫
B+
R
y1−2s|∇(wwβ,Lξ)|2 dxdy ≤ C3
∫
B+
R
y1−2sw2min{|w|2β , L2}|∇ξ|2 dxdy.
Finally, assume that β + 1 ≤ σ, where σ is given in Lemma A. Using the operator extension by
reflection R : H1(B+R , y
1−2s)→ H1(BR, |y|1−2s) given by
R(w)(x, y) =
{
w(x, y), if y > 0,
w(x,−y), if y ≤ 0,
(see for instance [12, Section 4]), we may apply Lemma A for an appropriated sequence of functions
in C∞0 (R
N+1), converging to R(w) in H1(BR, |y|
1−2s) to get∫
B+
R
y1−2sw2min{|w|2β , L2}|∇ξ|2 dxdy ≤ C4
∫
BR
|y|1−2s|∇(R(w))|2 dxdy ≤ C5.
We take β = β1 = min{2
∗
s/2, σ} − 1 and βi+1 = min{2
∗
s/2, σ}(2
∗
s/2)
i − 1, i = 0, 1, . . . , to obtain
that u ∈ L
βi+1
loc (R
N ). 
Summing up all the previous results we can finally conclude the validity of identity (4.7) and
the desired local regularity.
Proposition 4.3. If f(t) ∈ C1(R) and satisfies (f2), then every weak solution of Eq. (Ps) for
the autonomous case belongs to C1(RN ). Moreover, the Pohozaev identity (4.7) holds true.
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Proof. Let u ∈ Ds,2(RN ) be a weak solution of Eq. (Ps) for the autonomous case with f(t)
satisfying (f2). Consider w = Es(u), then by Propositions 4.1, w possess the regularity (4.13).
In particular, ∇u = ∇w(x, 0) ∈ C(BNr ) for any r > 0. Let ξ ∈ C
∞
0 (R : [0, 1]) such that
ξ(t) =
{
1, if t ∈ [−1, 1]
0, if |t| ≥ 2
and |ξ′(t)| ≤ C ∀t ∈ R,
for some C > 0. For each n ∈ N, define ξn : R
N+1 → R by ξn(z) = ξ(|z|
2/n2). Then
ξn ∈ C
∞
0 (R
N+1) and verifies
|∇ξn(z)| ≤ C and |z||∇ξn(z)| ≤ C ∀z ∈ R
N+1, (4.20)
for some C > 0. Now observe that taking w = Es(u),
div(y1−2s∇w) 〈z,∇w〉 ξn =
div
[
y1−2sξn
(
〈z,∇w〉∇w −
|∇w|2
2
z
)]
+
N − 2s
2
y1−2s|∇w|2ξn
+ y1−2s
|∇w|2
2
〈z,∇ξn〉 − y
1−2s 〈∇w, z〉 〈∇w,∇ξn〉 . (4.21)
Given δ > 0 we set 

Bn,δ = {z = (x, y) ∈ R
N+1
+ : |z|
2 < 2n2, y > δ},
F 1n,δ = {z = (x, y) ∈ R
N+1
+ : |z|
2 < 2n2, y = δ},
F 2n,δ = {z = (x, y) ∈ R
N+1
+ : |x|
2 + y2 = 2n2, y > δ}.
Hence ∂Bn,δ = F
1
n,δ ∪ F
2
n,δ. Let η(z) = (0, . . . ,−1) be the unit outward normal vector of Bn,δ on
F 1n,δ, since ξn = 0 on F
2
n,δ, by condition (4.9), identity (4.21) and the Divergence Theorem we get
0 =
∫
Bn,δ
div(y1−2s∇w) 〈z,∇w〉 ξn dxdy
=
∫
F 1
n,δ
y1−2sξn
(
〈z,∇w〉 〈∇w, η〉 −
|∇w|2
2
〈z, η〉
)
dxdy + ϑn,δ
=
∫
F 1
n,δ
ξn 〈x,∇xw〉 (−y
1−2swy) dx−
∫
F 1
n,δ
y1−2sξn|wy|2y dx+
∫
F 1
n,δ
y1−2sξn
|∇w|2
2
y dx+ ϑn,δ
= I1n,δ + I
2
n,δ + I
3
n,δ + ϑn,δ,
where
ϑn,δ =
∫
Bn,δ
N − 2s
2
y1−2s|∇w|2ξn + y1−2s
|∇w|2
2
〈z,∇ξn〉 − y
1−2s 〈∇w, z〉 〈∇w,∇ξn〉 dxdy.
Using the same arguments as in [19, proof of Theorem 3.7] we deduce that there exists a sequence
δk → 0 such that
I2n,δk + I
3
n,δk
→ 0, as k →∞.
Some computations leads to
ξn(x, 0) 〈x,∇u〉 f(u) = div(ξn(x, 0)F (u)x) − F (u) 〈∇ξn(x, 0), x〉 − ξn(x, 0)F (u)N.
Setting
BN√
2n
=
{
(x, y) ∈ RN+1 : |x|2 ≤ R2, y = 0
}
,
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by condition (4.9), the Divergence Theorem and the fact that w satisfy (4.13), we have
lim
k→∞
I1n,δk = κs
∫
BN√
2n
ξn(x, 0) 〈x,∇u〉 f(u) dx
= κs
∫
BN√
2n
div(ξn(x, 0)F (u)x)) − F (u) 〈∇ξn(x, 0), x〉 − ξn(x, 0)F (u)N dx
= −Nκs
∫
BN√
2n
ξn(x, 0)F (u)dx − κs
∫
BN√
2n
F (u) 〈∇ξn(x, 0), x〉 dx.
Summing up, we have
0 = lim
k→∞
(I1n,δk + I
2
n,δk
+ I3n,δk + ϑn,δk)
= −Nκs
∫
BN√
2n
ξnF (u) dx− κs
∫
BN√
2n
F (u) 〈∇ξn, x〉 dx
+
∫
B+√
2n
N − 2s
2
y1−2s|∇w|2ξn + y1−2s
|∇w|2
2
〈z,∇ξn〉 − y
1−2s 〈∇w, z〉 〈∇w,∇ξn〉 dxdy.
Consequently taking n→∞ and using conditions (4.20), we conclude
N − 2s
2
∫
R
N+1
+
y1−2s|∇w|2 dxdy = Nκs
∫
RN
F (u) dx, (4.22)
which together with condition (4.9) implies (4.7), and the proof is complete. 
4.3. D-weak convergence and dislocation spaces. As already mentioned, to achieve the
decomposition described in Theorem 2.1, we follow the abstract approach of D-weak convergence
and dislocation spaces developed in [46]. For the convenience of the reader we state the basic
concepts without proofs, thus making our exposition self-contained. In this subsection H denotes
a separable infinite-dimensional Hilbert space.
Definition C. [46, Definition 3.1] Let D be a set of bounded linear operators such that for every
g ∈ D, infu∈H,‖u‖=1 ‖gu‖ > 0. We will say that the sequence (uk) ⊂ H converges to u D-weakly
in H, which we will denote as
uk
D
⇀ u, in H,
if for any sequence (gk) ⊂ D,
(g∗kgk)
−1g∗k(uk − u)⇀ 0 in H.
Let (gk) be a sequence of bounded linear operators in H. It is commonly used in [46] the
notation gk ⇀ 0 to indicate that gku ⇀ 0 in H for all u ∈ H.
Definition D. [46, Definition 3.2] A set D of bounded linear operators on H is a set of
dislocations if
0 < δ := inf
g∈D,‖u‖=1
‖gu‖2 ≤ sup
g∈D,‖u‖=1
‖gu‖2 <∞,
(uk) ⊂ H, (gk) ⊂ D, uk ⇀ 0 in H ⇒ g
∗
kgkuk ⇀ 0 in H,
and, whenever (uk) ⊂ H and (gk), (hk) ⊂ D,
h∗kgk 6⇀ 0, (g
∗
kgk)
−1g∗kuk ⇀ 0 in H ⇒ (h
∗
khk)
−1h∗kuk ⇀ 0 in H.
The pair (H,D) is called a dislocation space.
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The next result give a sufficient condition to establish if a pair (H,D) is a dislocation space.
Proposition E. [46, Proposition 3.1] Let D be a group (under the operator multiplication) of
unitary operators g : H → H, that is, g∗ = g−1. If
gk 6⇀ 0 in H, gk ∈ D ⇒ gku has a convergent subsequence, for all u ∈ H,
then (H,D) is dislocation space.
The next result provides a profile decomposition for bounded sequence in a suitable abstract
Hilbert space, it is crucial to obtain the decomposition in Theorem (2.1), and it can be seen as a
generalization of the celebrated Banach-Alaoglu-Bourbaki Theorem.
Theorem F. [46, Theorem 3.1] Let (H,D) be a dislocation space. If (uk) ⊂ H is a bounded
sequence, then there exists a set N0 ⊂ N, and sequences (w
(n))n∈N0 ⊂ H, (g
(n)
k )k∈N ⊂ D, g
(1)
k =
id, with n ∈ N0, such that for a subsequence of (uk),(
g
(n)∗
k g
(n)
k
)−1
g
(n)∗
k uk ⇀ w
(n) in H,
g
(n)∗
k g
(m)
k ⇀ 0 for n 6= m.∑
n∈N0
‖w(n)‖2 ≤ δ−1 lim sup
k
‖uk‖
2.
uk −
∑
n∈N0
g
(n)
k w
(n) D⇀ 0,
where the series
∑
n∈N0 g
(n)
k w
(n) converges uniformly in k.
5. Proof of Theorem 2.1
We follow the same arguments used in [33, Section 5]. First, we establish some notation.
Given γ > 1, let
δR :=
{
δj : D
s,2(RN )→ Ds,2(RN ) : δju(x) = γ
N−2s
2
ju(γjx), j ∈ R
}
, (5.1)
and
TRN :=
{
gy : D
s,2(RN )→ Ds,2(RN ) : gyu(x) = u(x− y), y ∈ R
N
}
,
the groups of operators on Ds,2(RN ) induced by dilations and translations on RN , respectively. It
is easy to see that TRN and δR are groups of unitary operators in D
s,2(RN ), by using the following
identities 

(−∆)s/2 (u(· − y)) =
(
(−∆)s/2u
)
(· − y),
(−∆)s/2 (u(τ ·)) = τ s
(
(−∆)s/2u
)
(τ ·),
(5.2)
u ∈ Ds,2(RN ), y ∈ RN and τ > 0. Thus DRN (defined in (2.6)) consists of compositions of the
elements of TRN with δR, i.e., dy,j = δj ◦ gγjy. By checking that dy,j ◦ dz,l = dy+γ−jz,j+l and
(dy,j)
−1 = d−γjy,−j, we see that DRN is a group of unitary operators in Ds,2(RN ).
The following results describe how the elements of DRN acts in D
s,2(RN ). They are similar to
the ones in [33, Section 5] and can be proved using analogous arguments.
Lemma 5.1. Let (yk, jk) ⊂ R
N × R, such that (yk, jk) → (y, j). Then dyk ,jku → dy,ju, for all
u ∈ Ds,2(RN ).
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Lemma 5.2. Let u ∈ Ds,2(RN ) \ {0}. The sequence (dyk ,jku), with (yk, jk) ⊂ R
N × R, converges
weakly to zero if and only if |jk|+ |yk| → ∞.
The idea to prove Theorem 2.1 is to take D = DZN and apply Theorem F. The main reason to
take D = DZN (instead of DRN ) is described in Sect. 2: it gives further properties for the weak
decomposition.
Considering the next cocompactness result we are able to prove Theorem 2.1. As a consequence
of it and [33, Proposition 1], we see that DRN –weak convergence is equivalent to the DZN –weak
convergence in Ds,2(RN ), for 0 < s < 1.
Proposition 5.3. Assume that 0 < s < min{1, N/2}. Let (uk) be a bounded sequence in
Ds,2(RN ). Then uk
D
⇀ 0 if and only if uk → 0 in L
2∗s (RN ).
Proof. Our proof follows the same ideas of [46, Lemma 5.3]. Since C∞0 (R
N ) is a dense subset of
Ds,2(RN ), by the continuous embedding of Ds,2(RN ) in L2
∗
s (RN ), we can assume without loss of
generality that the sequence (uk) belongs to C
∞
0 (R
N ). Let us suppose first that uk
D
⇀ 0. Consider
ξ ∈ C∞0 (R, [0,∞)) such that
ξ(t) =


t, if
1
4
γ
N−2s
2 ≤ t ≤
3
4
γ
N−2s
2 ,
0, if t ≤ 1 or t ≥ γ
N−2s
2 ,
and |ξ′(t)| ≤ C, ∀t,
where we can assume without loss of generality that γ > 4, because we can replace it by γn0 > 4,
for integer n0 large enough, if necessary. Notice that there exists a positive constant C such that{
|ξ(t)|2
∗
s ≤ Ct2,
|ξ(t)|2 ≤ C|t|2
∗
s ,
∀t. (5.3)
Given any sequence (jk) in Z, denote
vk(x) = γ
N−2s
2
jkuk(γ
jkx).
Let Qz = (0, 1)
N + z, with z ∈ ZN . By the Sobolev embedding (4.5), for any z ∈ ZN , we get that∫
Qz
|ξ(|vk|)|
2∗s dx ≤ C‖ξ(|vk|)‖
2
Hs(Qz)
(∫
Qz
v2k dx
)1−2/2∗s
. (5.4)
Moreover, embedding (4.4) and relations (5.3) implies that,∑
z∈Z
‖ξ(|vk|)‖
2
Hs(Qz)
=
∑
z∈Z
∫
Qz
|ξ(|vk|)|
2 dx+
∫
Qz
∫
Qz
|ξ(|vk|)(x)− ξ(|vk|)(y)|
2
|x− y|N+2s
dxdy
≤
∫
RN
|ξ(|vk|)|
2 dx+max
t≥0
ξ′(t)
∑
z∈Z
∫
Qz
∫
Qz
|vk(x)− vk(y)|
2
|x− y|N+2s
dxdy ≤ C‖vk‖
2.
Thus, we can take the sum over z ∈ ZN in (5.4) to obtain∫
RN
|ξ(|vk|)|
2∗s dx ≤ C sup
z∈ZN
(∫
Qz
v2k dx
)1−2/2∗s
. (5.5)
For each k, let zk ∈ Z
N such that
sup
z∈ZN
(∫
Qz
v2k dx
)1−2/2∗s
≤ 2
(∫
Qzk
v2k dx
)1−2/2∗s
. (5.6)
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Since uk
D
⇀ 0, we have that vk(· − zk)⇀ 0 in D
s,2(RN ), which allow us to apply embedding (4.5)
and obtain that ∫
Qzk
v2k dx =
∫
(0,1)N
v2k(· − zk) dx→ 0, as k →∞. (5.7)
Replacing (5.6) and (5.7) in (5.5) we conclude that
lim
k→∞
∫
RN
|ξ(|vk|)|
2∗s dx = 0. (5.8)
Now let
ξj(t) = γ
−N−2s
2
jξ(γ
N−2s
2
jt), j ∈ Z.
From convergence (5.8), we get
lim
k→∞
∫
RN
|ξjk(|uk|)|
2∗s dx = lim
k→∞
∫
RN
|ξ(|vk|)|
2∗s dx = 0, for any sequence (jk) in Z. (5.9)
Now the embedding Ds,2(RN ) →֒ L2
∗
s (RN ) enable us to get the following estimate,∫
RN
|ξj(|uk|)|
2∗s dx ≤ C‖ξj(|uk|)‖
2
(∫
RN
|ξj(|uk|)|
2∗s dx
)1−2/2∗s
. (5.10)
For j ∈ Z, let 

Dj,k =
{
x ∈ RN : γ−
N−2s
2
j ≤ |uk(x)| < γ
−N−2s
2
(j−1)
}
,
Ej,k = (Dj,k × R
N ) ∪ (RN ×Dj,k),
Lj,k =
{
x ∈ RN :
1
4
γ−
N−2s
2
j ≤ |uk(x)| ≤
3
4
γ−
N−2s
2
(j−1)
}
.
Since uk is smooth and has compact support, there exists j0 in Z and l in N such that
supp(uk) ⊂
l⋃
j=0
Lj+j0,k ⊂
l⋃
j=0
Dj+j0,k,
We also have that the sets
Sj,k =
j⋃
m=0
Ej+j0,k ∩ Em+j0,k, j = 1, . . . , l,
are disjunct as well Ej0,k and Ej+j0,k \ Sj,k, for j = 1, . . . , l. Thus we may write
l∑
j=0
∫∫
Ej+j0,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy =
l∑
j=1
∫∫
Sj,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy
+
∫∫
Ej0,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy +
l∑
j=1
∫∫
Ej+j0,k\Sj,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy,
=
∫∫
Al,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy +
∫∫
Bl,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy,
where
Al,k = Ej0,k ∪
l⋃
j=1
Ej+j0,k \ Sj,k and Bl,k =
l⋃
j=1
Sj,k,
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to get that the estimate
l∑
j=0
‖ξj(|uk|)‖
2 =
C(N, s)
2
l∑
j=0
∫∫
Ej,k
|ξj(|uk|)(x)− ξj(|uk|)(y)|
2
|x− y|N+2s
dxdy
≤
C(N, s)
2
max
t≥0
ξ′(t)
l∑
j=0
∫∫
Ej,k
|uk(x)− uk(y)|
2
|x− y|N+2s
dxdy ≤ 2max
t≥0
ξ′(t)‖uk‖2.
Moreover,
∫
RN
|uk|
2∗s dx ≤
l∑
j=0
∫
Lj,k
|uk|
2∗s dx
≤
l∑
j=0
∫
Lj,k
|uk|
2∗s dx+
∫
Dj,k\Lj,k
|ξj(|uk|)|
2∗s dx =
l∑
j=0
∫
RN
|ξj(|uk|)|
2∗s dx.
In view of that, we take the sum over j = 0, . . . , l in (5.10) to conclude that∫
RN
|uk|
2∗s dx ≤ C sup
j∈Z
(∫
RN
|ξj(|uk|)|
2∗s dx
)1−2/2∗s
.
Similarly as before, we choose (jk) such that
sup
j∈Z
(∫
RN
|ξj(|uk|)|
2∗s dx
)1−2/2∗s
≤ 2
(∫
RN
|ξjk(|uk|)|
2∗s dx
)1−2/2∗s
,
which, from (5.9) implies that |uk|2∗s → 0.
Now assume that uk → 0 in L
2∗s (RN ). Let us argue by contradiction and suppose that there
exists (yk) in Z
N and (jk) in Z such that dyk,jkuk ⇀ u 6= 0 in D
s,2(RN ). The invariance of dyk ,jk
with respect to the L2
∗
s norm leads to
|u|2∗s ≤ lim infk
|dyk ,jkuk|2∗s = limk→∞
|uk|2∗s = 0,
which is a contradiction with the fact that u 6= 0. 
Proof of Theorem 2.1 completed. By Theorem F, we first need to prove that (Ds,2(RN ),DZN ,Z)
is a dislocation space. To do so, we use Proposition E. Let (dyk ,jk) ⊂ DZN ,Z, such that dyk,jk 6⇀ 0
in Ds,2(RN ). Hence by Lemma 5.2, yk → y and jk → j, up to a subsequence, and by Lemma
5.1, dyk,jku → dy,ju, for all u ∈ D
s,2(RN ). Therefore Theorem F holds with H = Ds,2(RN ) and
D = DZN ,Z. It follows immediately assertions (2.1) and (2.3). The assertion (2.2) is guaranteed
by Lemma 5.2, and (2.3) follows from Proposition 5.3. Finally, for each n ∈ N∗, if (j
(n)
k ) is
unbounded we can replace it by a subsequence convergent to +∞ or = −∞, by checking either
lim supk j
(n)
k = +∞ or lim supk j
(n)
k = −∞. If (j
(n)
k ) is bounded, we can replace it by a constant
subsequence, say j(n).Moreover, by taking v
(n)
k (x) = γ
−N−2s
2
j(n)uk(γ
−j(n)x+y(n)k ), the convergence
(2.1) implies
uk(·+ y
(n)
k ) = δ−j(n)v
(n)
k ⇀ δ−j(n)w
(n) in Ds,2(RN ),
thus we may set j(n) = 0 and rename δ−j(n)w
(n) as w(n). SinceN∗ is possibly infinite, the conclusion
follows by a standard diagonal argument in the extraction of each successive subsequence. 
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6. Self-similar functions
We now pass to study a class of non-linearity consistent with our profile decomposition. As it
can be seen in the following examples, this class of nonlinearity can been seen as asymptotically
oscillatory about the critical power |t|2
∗
s and not satisfying that t−1f(x, t) is an increasing function.
Definition 6.1. We say that F ∈ C(R) is fractional self-similar if there exist γ > 1 and
0 < s < min{1, N/2} such that
F (t) = γ−NjF (γ
N−2s
2
jt), ∀j ∈ Z, t ∈ R.
In this case we use to say that F is fractional self-similar with factor γ and fraction s.
Example 6.2. Typical examples of self-similar functions are
(i) F (t) = |t|2
∗
s , which is self-similar for every factor γ and fraction 0 < s < min{1, N/2};
(ii) H(t) = cos(ln |t|)|t|2
∗
s , H(0) := 0, which is self-similar with factor e4pi/(N−2s) and every
fraction 0 < s < min{1, N/2}.
Remark 6.3. The function F (t) ∈ C1(R) is self-similar if, and only if
F ′(t) = γ−
N+2s
2
jF ′
(
γ
N−2s
2
jt
)
, ∀j ∈ Z, and t ∈ R.
Consequently, we can say that f(t) ∈ C(R) is self-similar whenever its primitive F (t) =
∫ t
0 f(τ)dτ
satisfies the condition of Definition 6.1. For the local case a class of self-similar function was
introduced in [44–46].
In the next result we derive the basic properties of self-similar functions.
Lemma 6.4. Assume that F (t) is self-similar.
(i) For each u ∈ L2
∗
s (RN ) and j ∈ Z, we have∫
RN
F
(
γ
N−2s
2
ju(γjx)
)
dx =
∫
RN
F (u) dx; (6.1)
(ii) There exists C > 0 such that
|F (t)| ≤ C|t|2
∗
s , ∀t ∈ R. (6.2)
Moreover, if F ∈ C2(R), then there exists C > 0, such that
|F (t)|+ |F ′(t)t|+ |F ′′(t)t2| ≤ C|t|2
∗
s , ∀t ∈ R; (6.3)
(iii) If F (t) is locally Lipschitz then F (t) satisfies (f5).
Proof. (i) The identity (6.1) follows immediately by using the change of variables theorem in the
integral on the left side of the equation.
(ii) Fix the interval L = [γ−
N−2s
2 , γ
N−2s
2 ]. By continuity, there exists C = C(L) such that
|F (t)| ≤ Ct2
∗
s , for all t ∈ L. Now, let 0 < t < γ−
N−2s
2 or t > γ
N−2s
2 , then (in any case) there exists
j ∈ Z such that γ
N−2s
2
jt ∈ L, and consequently,
γNj|F (t)| = |F (γ
N−2s
2
jt)| ≤ γNjCt2
∗
s .
The case where t < 0 is analogous. The proof of (6.3) follow a similar argument.
(iii) The proof is by induction in M. So we just need to prove that there exits C > 0 such that
|F (a1 + a2)− F (a1)− F (a2)| ≤ C
(
|a1||a2|
2∗s−1 + |a1|2
∗
s−1|a2|
)
. (6.4)
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To do so, we first fix the interval I = [−γ
N−2s
2
k, γ
N−2s
2
k], where k ∈ Z is taken such that
γ
N−2s
2
(k−1) > 2, to use the Lipschitz assumption. The proof follows by considering several cases.
Case 1: Suppose that |a1| ≤ 1 ≤ |a2| and a1 + a2 ∈ I. Thus there exists C = C(I) such that
|F (a1 + a2)− F (a1)− F (a2)| ≤ C(|a1|+ |F (a1)|).
By condition (6.2) we can estimate
|a1|+ |F (a1)| ≤ C(|a1||a2|
2∗s−1 + |a1|2
∗
s−1|a2|).
Case 2: Assume that |a1|, |a2| ≥ 1 and a1 + a2 ∈ I. Then, there exists j1 ∈ Z, j1 ≤ 0, such that
|b1| ≤ 1, where b1 := γ
N−2s
2
j1a1. It is easy to see that b1+ a2 ∈ I, hence by the first case, we have
the following estimate
|F (b1 + a2)− F (b1)− F (a2)| ≤ γ
N−2s
2
j1C(|a1|
2∗s−1|a2|+ |a1||a2|2
∗
s−1)
≤ C(|a1|
2∗s−1|a2|+ |a1||a2|2
∗
s−1),
Therefore we can estimate as follows
|F (a1 + a2)− F (a1)− F (a2)| ≤
|F (b1 + a2)− F (b1)− F (a2)|+ |F (a1 + a2)− F (b1 + a2) + F (b1)− F (a1)| ,
with
|F (a1 + a2)− F (a1)− F (b1 + a2) + F (b1)| ≤ 2C|a2| ≤ C|a1|
2∗s |a2|.
Case 3: Suppose that |a1|, |a2| ≤ 1. Since
R =
⋃
j∈Z
I−j ∪ I
+
j ,
where I−j = [−γ
N−2s
2
j ,−γ
N−2s
2
(j−1)] and I+j = [γ
N−2s
2
(j−1), γ
N−2s
2
j] there exists j0 ∈ Z such that
γ
N−2s
2
j0(a1 + a2) ∈
[
−γ
N−2s
2
k,−γ
N−2s
2
(k−1)
]
∪
[
γ
N−2s
2
(k−1), γ
N−2s
2
k
]
Let b1 = γ
N−2s
2
j0a1 and b2 = γ
N−2s
2
j0a2, with the necessity |b1| ≥ 1 or |b2| ≥ 1, because
γ
N−2s
2
(k−1) > 2. Consequently we can use the first or the second case to get that
γNj0 |F (a1 + a2)− F (a1)− F (a2)| = |F (b1 + b2)− F (b1)− F (b2)|
≤ γNj0C(|a1|
2∗s−1|a2|+ |a1||a2|2
∗
s−1).
The general case follows by a similar argument as above, thus we conclude that (6.4) holds. 
Remark 6.5. If f(x, t) satisfies (f6) then

F0(t) = lim|x|→∞
F (x, t).
F+(t) = lim
j∈Z,j→+∞
γ−NjF
(
γ−jx, γ
N−2s
2
jt
)
,
F−(t) = lim
j∈Z,j→−∞
γ−NjF
(
γ−jx, γ
N−2s
2
jt
)
.
uniformly in compact sets. Furthermore, F+(t) and F−(t) are self-similar.
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7. On the behavior of weak decomposition convergence under nonlinearities
Concerning the assumptions (f5), (f6), and (f9), we have the following results, which provides
a way to link the weak convergence decomposition (as also the latter lines of Theorem 2.1) and the
limit over the energy functional I for bounded sequences in Ds,2(RN ). They are mainly used to
prove the existence results stated in Sect. 3. Also, the next result can be seen as a generalization
of the well know Brezis-Lieb Lemma [9] (see Corollary 7.3).
Proposition 7.1. Let 0 < s < min{1, N/2} and assume that f(x, t) satisfies (f1), (f2), (f5) and
(f6). Let (uk) in D
s,2(RN ) be a bounded sequence and (w(n))n∈N∗ in Ds,2(RN ), n ∈ N∗, provided
by Theorem 2.1. Then
lim
k→∞
∫
RN
F (x, uk) dx =
∫
RN
F (x,w(1)) dx
+
∑
n∈N0,n>1
∫
RN
F0(w
(n)) dx+
∑
n∈N+
∫
RN
F+(w
(n)) dx+
∑
n∈N−
∫
RN
F−(w(n)) dx. (7.1)
Proof. Let us first introduce the notation
d
(n)
k u(x) = γ
N−2s
2
j
(n)
k u(γj
(n)
k (x− y
(n)
k )), u ∈ D
s,2(RN ),
where (y
(n)
k )k∈Z ⊂ Z
N , (j
(n)
k )k∈N ⊂ Z. By (f2), the functional
Φ(u) =
∫
RN
F (x, u) dx, u ∈ Ds,2(RN ),
is uniformly continuous in bounded sets of L2
∗
s (RN ), which implies (by (2.3) and (2.4)) that
lim
k→∞
[
Φ(uk)− Φ
(∑
n∈N∗
d
(n)
k w
(n)
)]
= 0.
To prove (7.1) we observe that the uniform convergence of the series in (2.4) allows us to consider
only the case where N∗ = {1, . . . ,M}. Thus,
lim
k→∞

∑
n∈N0
Φ
(
w(n)(· − y
(n)
k )
)
− Φ(w(1))−
∑
n∈N0,n>1
Φ0(w
(n))

 = 0, (7.2)
lim
k→∞

 ∑
n∈N±
Φ(d
(n)
k w
(n))−
∑
n∈N±
Φ±(w(n))

 = 0, (7.3)
follows immediately from the assumption (f6), by change of variables and the use of Lebesgue
Convergence Theorem. Therefore it is sufficient to prove that
lim
k→∞
[
Φ
(∑
n∈N∗
d
(n)
k w
(n)
)
−
∑
n∈N∗
Φ(d
(n)
k w
(n))
]
= 0. (7.4)
Indeed, by (f5) we have for all m 6= n,∣∣∣∣∣Φ
(∑
n∈N∗
d
(n)
k w
(n)
)
−
∑
n∈N∗
Φ(d
(n)
k w
(n))
∣∣∣∣∣ ≤
∑
m6=n∈N∗
∫
RN
|d
(n)
k |
2∗s−1|d(m)k |dx.
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But by a change of variable we can see that∫
RN
|d
(n)
k |
2∗s−1|d(m)k |dx =
∫
RN
|w(n)|2
∗
s−1gk(|w(m)|) dx,
where
gk(|w
(m)|) = γ
N−2s
2
(j
(m)
k
−j(n)
k
)w(m)
(
γj
(m)
k
−j(n)
k (· − γj
(n)
k (y
(m)
k − y
(n)
k ))
)
⇀ 0 in Ds,2(RN ),
due to (2.2) and Lemma 5.2. Since
α(v) =
∫
RN
|w(n)|2
∗
s−1v dx
is a continuous linear functional in Ds,2(RN ) we conclude (7.4). 
Corollary 7.2. Let (uk) be a bounded sequence in D
s,2(RN ) and (w(n))n∈N∗ in Ds,2(RN ), n ∈ N∗,
provided by Theorem 2.1. If F (x, t) = F (t) satisfies (f9) and is locally Lipschitz then, on up to a
subsequence,
lim
k→∞
∫
RN
F (uk) dx =
∑
n∈N∗
∫
RN
F (w(n)) dx. (7.5)
Proof. In this case F (t) satisfies (f5) and (6.2), also F = F+ = F− = F0. 
Corollary 7.3. Let uk ⇀ u in D
s,2(RN ) and F (t) be as in Corollary 7.2 then, up to a subsequence,
lim
k→∞
∫
RN
F (uk)− F (u− uk)− F (u) dx = 0.
Proof. Since w(1) = u, by (2.4) and Corollary 7.2 we have
lim
k→∞
∫
RN
F (uk − u) dx =
∑
n∈N∗,n>1
∫
RN
F (w(n)) dx. (7.6)
Taking the difference between (7.5) and (7.6) we get the desired result. 
8. The autonomous case
The aim of this section is to prove Theorems 3.1, 3.2 and 3.3.
Remark 8.1. By embedding (4.1), we have Sl <∞. Also Sl is attained for some l if and only if it is
attained for all l. Indeed, this can be checked by considering the rescaling v(x) = u1(l
−1/(N−2s)x)
and u(x) = vl(l
1/(N−2s)x), where ‖u1‖ = 1 and ‖vl‖ = l respectively. In particular,
l
N
N−2sS1 = Sl. (8.1)
8.1. Proof of Theorem 3.1.
Proof. Suppose that F (t) is self-similar and satisfies (f ′4). Let (uk) ⊂ D
s,2(RN ) be a maximizing
sequence for (3.4) with l = 1, that is, ‖uk‖
2 = 1 and Φ(uk) → S1. Let (w
(n))n∈N∗ in Ds,2(RN ),
(y
(n)
k )k∈N in Z
N , and (j
(n)
k )k∈N in Z, n ∈ N∗, be the sequences provided by Theorem 2.1. By the
Corollary 7.2,
S1 = lim
k→∞
Φ(uk) =
∑
n∈N∗
Φ(w(n)), (8.2)
and at the same time by assertion (2.3),∑
n∈N∗
‖w(n)‖2 ≤ lim sup
k
‖uk‖
2 ≤ 1. (8.3)
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The identity (8.2) also implies that there exists n ∈ N∗ with w(n) 6= 0. We may write
v(n)(x) = w(n)(τnx) where τn = ‖w
(n)‖2/(N−2s). Consequently ‖v(n)‖2 = 1, Φ(v(n)) ≤ S1 and
S1 =
∑
n∈N∗
τNn Φ(v
(n)) ≤ S1
∑
n∈N∗
τNn .
Moreover,
1 ≤
∑
n∈N∗
τNn . (8.4)
From (8.3) we have ∑
n∈N∗
τN−2sn ≤ 1. (8.5)
Relations (8.4) and (8.5) can hold simultaneous provided that there is a n0 ∈ N∗ such that
τn0 = 1, while τn = 0, whenever n 6= n0. Therefore, by (2.4) we obtain
uk − γ
N−2s
2
j
(n0)
k w(n0)(γj
(n0)
k (· − y
(n0)
k ))→ 0 in L
2∗s (RN ).
Since F (t) is self-similar, the sequence
vk = γ
−N−2s
2
j
(n0)
k uk(γ
−j(n0)
k x+ y
(n0)
k ),
is a maximizing sequence for (3.4) and vk → w
(n0) in L2
∗
s (RN ). Furthermore, the continuity of Φ
in L2
∗
s (RN ) implies Φ(wn0) = S1, and since ‖w
(n0)‖2 = 1, w(n0) is a maximizer.
Consider now the case where S1 > max{S1,+,S1,−}. Let again (uk) be a maximizing sequence for
(3.4) with l = 1. Since f(t) verify (f6) we can apply to Proposition 7.1 to get
S1 = lim
k→∞
Φ(uk) =
∑
n∈N0
Φ(w(n)) +
∑
n∈N−∞
Φ−(w(n)) +
∑
n∈N+∞
Φ+(w
(n)), (8.6)
where (w(n)), (y
(n)
k ), (j
(n)
k ), n ∈ N∗, are given by Theorem 2.1. Considering again v
(n)(x) =
w(n)(τnx), with τn = ‖w(n)‖2/(N−2s), we get
1 ≤
∑
n∈N0
τNn +
S1,−
S1
∑
n∈N−∞
τNn +
S1,+
S1
∑
n∈N+∞
τNn . (8.7)
Since S1,+/S1 < 1 and S1,−/S1 < 1 by assertion (2.3), inequalities (8.3) and (8.7) can hold
simultaneously if and only if there is a n0 ∈ N0 such that τn0 = 1, while τn = 0, whenever n 6= n0.
Therefore, by assertion (2.4) uk − w
(n0)(· − y
(n0)
k )→ 0 in L
2∗s (RN ) and using a similar argument
as in the previous case, we conclude that w(n0) is a maximizer. 
Remark 8.2. One always has S1 ≥ max{S1,+,S1,−}. Indeed, as discussed above, it suffices to prove
this in the case that l = 1, so let u ∈ Ds,2(RN ) with ‖u‖ = 1 and vj := δju, where δj is given
in (5.1), and j ∈ Z. Then ‖vj‖ = 1 implies that Φ(vj) ≤ S1, and by condition (f6) we conclude
Φ(vj) → Φ+(u) as j → +∞. The case for the inequality S1 ≥ S1,− follows by using the same
argument. Moreover, the inequality S1 > max{S1,+,S1,−} holds whenever F ≥ F+ and F ≥ F−
with the strict inequality in a neighborhood of zero. In fact, since F+ and F− are self-similar, we
may consider w+ and w− the maximizers of Sl,+ and Sl,−, respectively, to obtain, by Theorem
3.2, Proposition 4.3 and Remark 8.1, that Sl,+ < Φ(w+) ≤ Sl and Sl,− < Φ(w−) ≤ Sl.
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8.2. Characterization of the minimax level. We pass now to the study of the minimax
level of the Lagrangian associated with Eq. (Ps), proving some useful results. This is made by
considering the class of paths ζ : [0,+∞) → Ds,2(RN ) defined by ζu(t)(x) = u(x/t) for any
u ∈ Ds,2(RN ), because of its homogeneous property with respect to the norm in Ds,2(RN ).
Lemma 8.3. Suppose that F (t) satisfies the growing condition (6.2). If u ∈ Ds,2(RN ) is such
that Φ(u) > 0, then the path ζu belongs to ΓI . Thus ΓI 6= ∅ if and only if (f
′
4) holds.
Proof. Let tn, t0 > 0, n ∈ N, be such that tn → t0 and u ∈ S0. Since
‖ζu(t)‖
2 = tN−2s‖u‖2, ∀t > 0, (8.8)
using (5.2) we have
‖ζu(tn)− ζu(t0)‖
2 =
tN−2sn ‖u‖
2 − 2t−sn t
−s
0
∫
RN
(−∆)s/2u(x/tn)(−∆)
s/2u(x/t0) dx+ t
N−2s
0 ‖u‖
2. (8.9)
Also, up to a set of Lebesgue measure zero, by identity (4.6) we obtain
|(−∆)su(x/t0)u(x/tn)| ≤ ‖u‖L∞(RN ) |(−∆)
su(x/t0)| ,
lim
n→∞(−∆)
su(x/t0)u(x/tn) = (−∆)
su(x/t0)u(x/t0), ∀x ∈ R
N .
Thus by the Dominated Convergence Theorem the left-hand side of the identity (8.9) goes to
zero as n→∞. By identity (8.8) we conclude ζu ∈ C([0,∞),D
s,2(RN )). The general case follows
by a density argument.
Now suppose that (f ′4) holds. Then there exists u ∈ C
∞
0 (R
N ) such that Φ(u) > 0 and consequently
ζu ∈ ΓI , since
I(ζu(t)) =
1
2
tN−2s‖u‖2 − tNΦ(u)→ −∞ as t→∞.
Conversely, assume that ΓI 6= ∅. If (f
′
4) does not hold, then we would have that I(u) ≥ 0, for all
u ∈ Ds,2(RN ). Hence ΓI = ∅, which is impossible. 
Remark 8.4. Let u ∈ Ds,2(RN ) be such that Φ(u) > 0. Then
max
t≥0
I(ζu(t)) =
1
2
(
‖u‖2
2∗sΦ(u)
)N−2s
2s
‖u‖2 −
(
‖u‖2
2∗sΦ(u)
)N/2s
Φ(u). (8.10)
Lemma 8.5. Assume that conditions (f ′4) and (6.2) holds. Consider
c˜(I) := inf
ζ∈Γ˜I
sup
t≥0
I(ζ(t)).
where
Γ˜I := {ζ ∈ ΓI : ζ = ζu for some u ∈ D
s,2(RN ) with Φ(u) > 0}
Then c(I) = c˜(I).
Proof. Since Γ˜I ⊂ ΓI we have c(I) ≤ c˜(I). Suppose the contrary, that c(I) < c˜(I). Then, there
exists ζ ∈ ΓI such that c(I) ≤ supt≥0 I(ζ(t)) < c˜(I). Observe now that, by (4.1) and (f2), the
continuous function
h(t) =
1
2
‖ζ(t)‖2 −
2∗s
2
Φ(ζ(t)), t > 0,
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changes sign. Hence, there exists t0 > 0 such that g(t0) = 0 and ζ(t0) 6= 0, which implies that
‖ζ(t0)‖
2 = 2∗sΦ(ζ(t0)). Now taking u = ζ(t0) in (8.10) we get
sup
t≥0
I(ζu(t)) =
1
2
‖ζ(t0)‖
2 − Φ(ζ(t0)) ≤ sup
t≥0
I(ζ(t)),
which leads to a contradiction with the definition of c˜(I). 
Remark 8.6. In order to prove our nonlocal counterpart of [45, Proposition 2.4], we have to reduce
the class of admissible paths. This is made by noticing that
sup
t≥0
I(ζv(t)) = sup
t≥0
I(ζvσ (t)),
for any rescaling vσ(x) = v(x/σ), σ > 0, and taking account the set
Γ˜1I :=
{
ζ ∈ ΓI : ζ = ζu for some u ∈ D
s,2(RN ) with Φ(u) > 0 and ‖u‖ ≥ 1
}
,
and the associated minimax level
c˜1(I) := inf
ζ∈Γ˜1
I
sup
t≥0
I(ζ(t)),
to obtain that c˜(I) = c˜1(I).
8.3. Proof of Theorem 3.2.
Proof. (i) Let v ∈ Ds,2(RN ) be a non-trivial critical point of I. By Proposition 4.3 we have ζv ∈ ΓI
and t = 1 is a maximum point for the function t 7→ I(ζv(t)) = t
N−2s‖v‖2/2 − tNΦ(v). Hence
c(I) ≤ maxt≥0 I(ζv(t)) = I(v).
(ii) Since w is a maximizer for (3.4) we have∫
RN
f(w)v dx = 2λ
∫
RN
(−∆)s/2w(−∆)s/2v dx, ∀v ∈ Ds,2(RN ), (8.11)
where λ is a Lagrange multiplier. We claim that λ 6= 0. Indeed, on the contrary, we get f(w) = 0
a.e in RN , which leads to a contradiction with Φ(w) > 0. Thus, we can apply Proposition 4.3 to
get
2λ‖w‖2 = 2∗s
∫
RN
F (w) dx,
which together with relation (8.1) implies 2λl0 = 2
∗
sS1l
N/(N−2s)
0 , and the explicit value of l0 gives
λ = 1. In particular,
I(w) =
(
1
2
−
1
2∗s
)
‖w‖2 > 0.
Let us prove now the last statement of (ii). By the part (i), it is sufficient to prove that
I(w) ≤ c(I). Let u ∈ Ds,2(RN ) with Φ(u) > 0, and denote u˜(x) = u(αx) where α = ‖u‖2/(N−2s).
Then ‖u˜‖ = 1 and consequently
Φ(ζu(t)) = Φ(ζu˜(tα)) ≤ ‖ζu(t)‖
2N
N−2sS1, ∀t ≥ 0,
from which we can deduce, by Lemma 8.5 and Remark 8.6, that
c(I) = inf
Φ(u)>0,
‖u‖≥1
sup
t≥0
1
2
‖ζu(t)‖
2 − Φ(ζu(t))
≥ inf
Φ(u)>0,
‖u‖≥1
sup
t≥0
1
2
‖ζu(t)‖
2 − ‖ζu(t)‖
2N
N−2sS1.
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Moreover, we have
sup
t≥0
1
2
‖ζu(t)‖
2 − ‖ζu(t)‖
2N
N−2sS1
=
[
1
2
(2∗sS1)
−N−2s
2s − S1(2
∗
sS1)
−N
2s
]
‖u‖2
∗
s(1−s), ∀u ∈ Ds,2(RN ) with Φ(u) > 0.
Consequently,
inf
Φ(u)>0,
‖u‖≥1
sup
t≥0
1
2
‖ζu(t)‖
2 − ‖ζu(t)‖
2N
N−2sS1 =
1
2
(2∗sS1)
−N−2s
2s − S1(2
∗
sS1)
−N
2s .
On the other hand, by the explicit value of l0 and relation (8.1) we have that
I(w) =
1
2
(2∗sS1)
−N−2s
2s − S1(2
∗
sS1)
−1N
2s .
Thus c(I) = I(w) and by the proof of the statement (i), the path ζw ∈ ΓI is minimal. 
8.4. Proof of Theorem 3.3.
Proof. We start by noting that the embedding (4.1) together with condition (f2) implies I > 0.
Let (uk) be a minimizing sequence, that is, Φ(uk) = 1 and ‖uk‖
2 → I. Since this sequence is
bounded, we may apply Theorem 2.1 to obtain the weak profile described in (2.1)–(2.4). By the
Corollary 7.2, we have
1 =
∑
n∈N∗
∫
RN
F (w(n)) dx,
which implies that there exists n ∈ N∗ with 0 < Φ(w(n)) ≤ 1. If Φ(w(n)) = 1, considering dk as
the element of DZN ,R given by assertion (2.1), we have by the weak lower semi-continuity of the
norm that
I ≤ ‖w(n)‖2 ≤ lim inf
k
‖d∗kuk‖
2 = I and ‖d∗kuk‖
2 = ‖uk‖
2 → ‖w(n)‖2,
which proves the first part of Theorem 3.3. Hence, let us assume that Φ(w(n)) < 1. Set
vk = d
∗
kuk − w, where w = w
(n). By Corollary 7.3 we have
lim
k→∞
[
1−
∫
RN
F (vk) dx
]
=
∫
RN
F (w) dx (8.12)
Denote δ = Φ(w) and set wˆ(x) = w(δ1/Nx). Thus Φ(wˆ) = 1 and consequently
‖w‖2 = δ
N−2s
N ‖wˆ‖2 ≥ δ
N−2s
N I. (8.13)
Now consider
vˆk(x) = vk(|1 − δ|
1/Nβ
1/N
k x), where βk = Φ(bk) and bk(x) = vk(|1− δ|
1/Nx).
Since βk = |1− δ|
−1Φ(vk), by convergence (8.12) we have βk → 1, and we conclude Φ(vˆk) = 1 for
large k. This leads to
‖vk‖
2 = |1− δ|
N−2s
N β
N−2s
N
k ‖vˆk‖
2 ≥ |1− δ|
N−2s
N β
N−2s
N
k I, (8.14)
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for large k. In the other hand, since ‖uk‖
2 = ‖d∗kuk‖
2, by relations (8.13) and (8.14) we may infer
‖uk‖
2 = ‖vk‖
2 + 2(vk, w) + ‖w‖
2
≥
(
δ
N−2s
N + |1− δ|
N−2s
N β
N−2s
N
k
)
I,
and passing to the limit we finally conclude
1 ≥ δ1−
2s
N + |1− δ|1−
2s
N ,
which leads to a contradiction since 0 < δ < 1. Thus w is the minimizer in (3.5) and consequently
we have ∫
RN
(−∆)s/2w(−∆)s/2v dx = λ
∫
RN
f(w)v dx, ∀v ∈ Ds,2(RN ),
where λ ∈ R is a Lagrange multiplier. Taking v = w in the above identity we have λ 6= 0, which
allows us to apply Proposition 4.3 to get λ = I/2∗s, which by an easy computation using identities
(5.2) leads us to conclude that u(x) = w(x/β) is a non-trivial weak solution of Eq. (Ps), where
β = λ1/2s = (I/2∗s)1/2s.
Let us prove now that u(x) = w(x/β) is a ground state solution of Eq. (Ps). We start by applying
Proposition 4.3 again to obtain
I(u) =
(
1
2
−
1
2∗s
)
‖u‖2 =
s
N
(2∗s)
−N−2s
2s ‖w‖N/s. (8.15)
Now let v ∈ Ds,2(RN ) be any non-trivial weak solution of Eq. (Ps). For any σ > 0 denote
vσ(x) = v(x/σ). Choose σ such that Φ(vσ) = 1, that is, σ = (Φ(v))
−1/N . Replacing this value of
Φ(v) in the identity ‖v‖2 = 2∗sΦ(v), we get σ = (2∗s)1/N‖v‖−2/N . Consequently, we obtain
‖vσ‖
2 = (2∗s)
N−2s
N (‖v‖2)2s/N ,
which implies
I(v) =
s
N
‖v‖2 =
s
N
(2∗s)
−N−2s
2s ‖vσ‖
N/s. (8.16)
Comparing identities (8.15) and (8.16), we conclude that I(u) ≤ I(v), i.e, u is a ground state
solution for Eq. (Ps). 
9. The non-autonomous case
For the sake of discussion, we are going to compare the minimax level of the asymptotic
functional Iκ, with the minimax of the Lagrangian associated with Eq. (Ps), for κ = 0,+,−.
Proposition 9.1. Suppose that (f1)–(f7) holds. If F0 is self-similar or (F0)κ(t) ≤ Fκ(t), for all
t, κ = +,−, then c(I) ≤ c(Iκ), for κ = 0,+,−. Moreover, under these assumptions, (f
′
8) implies
(f8).
Proof. Let be Sκl , the associated constrained maximum similar to (3.4) relative to the primitive
Fκ, precisely,
Sκl = sup
‖u‖2=l
∫
RN
Fκ(u) dx for κ = 0,+,−.
For each κ = +,−, the primitive of the nonlinearity Fκ is auto-similar, thus using Theorems 3.1
and 3.2, we conclude that there exists wκ maximizer of S
κ
l0
such that
c(Iκ) = Iκ(wκ) = max
t≥0
Iκ(ζwκ(t)) > 0.
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For each κ = +,−, let us consider the sequence
wκn(x) := γ
N−2s
2
jκnwκ
(
γj
κ
nx
)
,
where the sequence (jκn) ⊂ Z is chosen in such a way that j
+
n → +∞ and j
−
n → −∞. Since for
each κ = +,−,∣∣I(ζwκn(t))− Iκ(ζwκ(t))∣∣ ≤ tN
∫
RN
∣∣∣γ−NjκnF (γ−jκntx, γ N−2s2 jκnwκ(x))− Fκ(wκ(x))∣∣∣ dx, (9.1)
the uniformity assumption on the limits in (f6), guarantees (by a density argument) that
lim
n→∞ I(ζw
κ
n
(t)) = Iκ(ζwκ(t)), uniformly in compact sets of R. (9.2)
We also have that the path ζwκn , κ = +,−, belongs to ΓI , for n large enough. In fact, by the
uniformly convergence in x of (f6) and Proposition 4.3, there exists n0 > 0 such that∫
RN
γ−Nj
κ
nF
(
γ−j
κ
ntx, γ
N−2s
2
jκnwκ(x)
)
dx >
1
2
∫
RN
Fκ(wκ) dx, for all n > n0 and t > 0.
Thus, for each n there exist tn > 0 such that
I(ζwκn(tn)) = maxt≥0
I(ζwκn(t)) > 0.
We claim that the sequence (tn) is bounded. On the contrary, up to a subsequence, we get the
following contradiction
0 < I(ζwκn(tn)) =
1
2
tN−2sn [w]
2
s − t
N
n
∫
RN
γ−NjnF
(
γ−jntnx, γ
N−2s
2
jnwκ(x)
)
dx→ −∞, as n→∞.
Therefore, up to a subsequence, tn → t0, and we have
lim
n→∞maxt≥0
I(ζwκn(tn)) = Iκ(ζwκ(t0)),
because of (9.2). Thus we may conclude
c(I) ≤ lim
n→∞maxt≥0
I(ζwκn(t)) ≤ maxt≥0
Iκ(ζwκ(t)) = c(Iκ).
If there exists maximizer w0 for S
0
l0
, then an similar argument as above leads to c(I) ≤ c(I0). In
fact, for each n, define the path
λn(t) = w0
(
· − yn
t
)
, t ≥ 0,
where (yn) is taken in a such way that |yn| → ∞. As before, we consider the estimate
|I(λn(t))− I0(w0(·/t))| ≤ t
N
∫
RN
|F (tx+ yn, w0)− F0(w0)| dx,
to obtain that
lim
n→∞ I(λn(t)) = I0(w0(·/t)), uniformly in compact sets of R.
We also have that the path λn belongs to ΓI , for n large enough. Indeed, assuming the contrary,
we would obtain n0 and a sequence ln → ∞ such that I(λn0(ln)) > 0, for all n. On the other
hand, we have that
lim
n→∞
∫
RN
F (lnx+ yn0 , w0) dx =
∫
RN
F0(w0) dx,
which, by taking n large enough, leads to the contradiction I(λn0(ln)) < 0. Let tn > 0 such that
I(λn(tn)) = max
t≥0
I(λn(t)) > 0.
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Once again we get that the sequence (tn) is bounded. On the contrary, there is a subsequence
(tkn) that implies in the following contradiction
0 < I(λn(tkn)) =
1
2
tN−2skn [w0]
2
s − t
N
kn
∫
RN
F (tknx+ yn, w0) dx→ −∞, as n→∞.
Thus, up to a subsequence, tn → t0 and we obtain that
lim
n→∞maxt≥0
I(λn(t)) = I0(w0(·/t0)).
As a consequence we conclude that
c(I) ≤ lim
n→∞maxt≥0
I(λn(tn)) ≤ max
t≥0
I0(w0(·/t)) = c(I0),
where we used Proposition 4.3 to induce that t = 1 is the unique critical point of I0(w0(·/t)).
Thus, let us assume that S0l0 is not attained. By the Remarks 8.1 and 8.2; and Theorem 3.1, if
S0l0 is not attained then S
0
l0
= S+l0 or S
0
l0
= S−l0 . Thus, using the definition of S
0
l0
we get
c(Iκ) ≤ I0(u), κ = +,−, ∀u ∈ D
s,2(RN ) with ‖u‖2 = l0.
Let u ∈ Ds,2(RN ), u 6= 0, and denote α = ‖u‖2, then considering the rescaling ul0(x) = u(t0x),
where t0 = (α/l0)
−1/(N−2s), we have ‖ul0‖
2 = l0 and consequently
c(Iκ) ≤ I(ul0) =
1
2
tN−2s0 ‖u‖
2 − tN0 Φ0(u)
≤ max
t≥0
I0(ζu(t)), for κ = +,−.
By Lemma 8.5 we conclude c(Iκ) ≤ c(I0), κ = +,−.
Now suppose that (f ′8) holds. As seen above, ζwκ belongs to ΓI , thus
c(I) ≤ max
t≥0
I(ζwκ(t)) < max
t≥0
Iκ(ζwκ(t)) = c(Iκ), κ = +,−.
We claim that S0l0 is attained, from which we conclude the desired inequality in (f8). Assume the
contrary, by arguing as before, we have S0l0 = S
+
l0
or S0l0 = S
−
l0
. Taking |x| → ∞ in (f ′8) we get
that F0(t) ≥ Fκ(t), κ = +,−, for all t ∈ R. Consequently, in any case,∫
RN
F0(wκ) dx ≤ sup
‖u‖2=l0
∫
RN
F0(u) dx
=
∫
RN
Fκ(wκ) dx ≤
∫
RN
F0(wκ) dx, κ = +,−, (9.3)
a contradiction, because relation (9.3) implies that S0l0 is attained. 
Summarizing all the discussion until now we can finally prove Theorem 3.4.
9.1. Proof of Theorem 3.4. In order to treat the case without compactness condition (f8),
that is not considered in the local counterpart [45], where the case c(Iκ) = c(I), κ = 0,+,−,
may occur, we need the following result, which states that the existence of a critical point of I is
guaranteed whenever the minimax level (3.2) is attained.
Theorem G. [26, Theorem 2.3] Let E be a real Banach space. Suppose that I ∈ C1(E) satisfies
(i) I(0) = 0;
(ii) There exists r, b > 0 such that I(u) ≥ b, whenever ‖u‖ = r;
(iii) There is e ∈ E with ‖e‖ > r and I(e) < 0;
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Let
c(I) = inf
γ∈Γ
sup
t∈[0,1]
I(γ(t)),
where
Γ = {γ ∈ C([0, 1], E) : γ(0) = 0, ‖γ(1)‖ > r, I(γ(1)) < 0} .
If there exists γ0 ∈ Γ such that
c = max
t∈[0,1]
I(γ0(t)),
then I possess a non-trivial critical point u ∈ γ0([0, 1]) such that I(u) = c.
Remark 9.2. We define
c1(I) = inf
γ∈ΓI
sup
t∈[0,1]
I(γ(t)),
where
Γ1I =
{
γ ∈ C([0, 1],Ds,2(RN )) : γ(0) = 0, ‖γ(1)‖ > r, I(γ(1)) < 0
}
,
as the usual minimax level. We have that c1(I) = c(I).
Proof of Theorem 3.4 completed. For the readers convenience, we divide the proof in several steps.
(i) Let us assume first that condition (f8) holds true. We start observing that the assumptions
(f3) and (f4) implies that the functional I has the mountain pass geometry. In particular, ΓI 6= ∅
and 0 < c(I) <∞. In fact, set v = ϕR(x) := vR(|x− x0|), where vR as defined as in Remark 3.6.
Then ϕR ∈ D
s,2(RN ) and we have∫
RN
F (x, v) dx =
∫
BR(x0)
F (x, t0) dx+
∫
BR+1(x0)\BR(x0)
F (x, v) dx
≥ |BR| inf
BR(x0)
F (x, t0) + |BR+1 \BR| inf
(x,t)∈(BR+1(x0)\BR(x0))×[0,t0]
F (x, t) > 0
Since (f3) is equivalent to d/dt(F (x, t)t
−µ) ≥ 0, t > 0, we have for t > 1 that∫
RN
F (x, tv) dx ≥ tµ
∫
RN
F (x, v) dx.
Hence
I(tv) =
t2
2
‖v‖2 −
∫
RN
F (x, tv) dx ≤
t2
2
‖v‖2 − tµ
∫
RN
F (x, v) dx→ −∞, as t→∞.
In the other hand, by the growth condition (f2) and the embedding (4.1),
I(u) ≥ ‖u‖2
(
1
2
− C‖u‖2
∗
s−2
)
, u ∈ Ds,2(RN ),
for some constant C > 0. Thus, choosing ‖u‖ sufficiently small, we have I(u) > 0. The same can
be concluded for the functionals Iκ, since Fκ satisfies (f3) and (f4).
Let (uk) in D
s,2(RN ) be such that I(uk) → c(I) and I
′(uk) → 0, which the existence can be
guaranteed by the Mountain Pass Theorem (see [1]).
(ii) By assumption (f3), this sequence is bounded in D
s,2(RN ), since for large k, we have
c(I) + 1 + ‖uk‖ ≥ I(uk)−
1
µ
I ′(uk) · uk
=
(
1
2
−
1
µ
)
‖uk‖
2 −
∫
RN
F (x, uk)−
1
µ
f(x, uk)uk dx
≥
(
1
2
−
1
µ
)
‖uk‖
2.
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Let (w(n)), (y
(n)
k ) and (j
(n)
k ) be the sequences provided by Theorem 2.1. If w
(n) = 0 for all n ≥ 2,
then by assertion (2.4) and (2.1),
uk → w
(1) in L2
∗
s (RN ) and uk ⇀ w
(1) in Ds,2(RN ).
Therefore we conclude that w(1) is a critical point of I such that, up to a subsequence, uk → w
(1)
in Ds,2(RN ).
(iii) Let us argue by contradiction and assume that there exists n0 ≥ 2, such that w
(n0) 6= 0.
By the estimate (2.3) and Proposition 7.1 we have, up to a subsequence, that
c(I) = lim
k→∞
[
1
2
‖uk‖
2 −
∫
RN
F (x, uk) dx
]
≥ I(w(1)) +
∑
n∈N0,n>1
I0(w
(n)) +
∑
n∈N+
I+(w
(n)) +
∑
n∈N−
I−(w(n)). (9.4)
Let ϕ ∈ C∞0 (R
N ) and n ≥ 1. Since∣∣∣γ−N+2s2 j(n)k f (γ−j(n)k x+ y(n)k , γ N−2s2 j(n)k t)∣∣∣ ≤ C|t|2∗s−1, ∀x ∈ RN and t ∈ R,
by the embedding (4.5), we can take the limit
I ′(uk) ·
(
γ
N−2s
2
j
(n)
k ϕ(γj
(n)
k (· − y
(n)
k ))
)
=
(
γ−
N−2s
2
j
(n)
k uk(γ
−j(n)
k ·+y
(n)
k ), ϕ
)
−
∫
RN
γ−
N+2s
2
j
(n)
k f
(
γ−j
(n)
k x+ y
(n)
k , γ
N−2s
2
j
(n)
k v
(n)
k
)
ϕ dx,
where
v
(n)
k (x) := γ
−N−2s
2
j
(n)
k uk(γ
−j(n)
k x+ y
(n)
k ),
to conclude that w(1) is a critical point of I and w(n) is a critical point of I0, I+ or I−, provided
that n ∈ N0,N+ or N−, respectively. Consequently, using assumption (f3)
Iκ(w
(n)) =
1
2
∫
RN
fκ(w
(n))w(n) dx−
∫
RN
Fκ(w
(n)) dx ≥ 0, ∀n ≥ 2,
and I(w(1)) ≥ 0. On the other hand, the assumption c(I) < c(Iκ) and the estimate (9.4) implies
Iκ(w
(n0)) < c(Iκ), which leads to a contradiction with Theorem 3.2.
(iv) Suppose now that relation (3.3) holds instead of (f8). Condition (3.3) implies that the
path ζw(n0) belongs to ΓI and c(I) ≤ Iκ(w
(n0)), where κ is the corresponding index for which n0
belongs. In view of the above discussion and estimate (9.4), we conclude that
uk → w
(1) in a subsequence or c(I) = max
t≥0
I(w(n0)(·/t)).
If the minimax level c(I) is attained then we can apply Proposition G to obtain the existence of
a critical point u ∈ ζw(n0)([0,∞)) such that I(u) = c(I). 
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