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i 
Abstract 
The vision of pervasive computing promises a shist from information tech-
nology per se to what can be accomplished by using it, thereby fundamentally 
changing the relationship between people and information technology. In 
order to realize this vision, a large number of issues concerning user experi-
ence, contextual change, and technical requirements should be addressed. We 
provide a design rationale for pervasive computing that encompasses these 
issues, in which we argue that a prominent aspect of user experience is to 
provide user control, primarily founded in human values. As one of the more 
significant aspects of the user experience, we provide an extended discussion 
about privacy. With contextual change, we address the fundamental change 
in previously established relationships between the practices of individuals, 
social institutions, and physical environments that pervasive computing en-
tails. Finally, issues of technical requirements refer to technology neutrality 
and openness—factors that we argue are fundamental for realizing pervasive 
computing. 
We describe a number of empirical and technical studies, the results of 
which have helped to verify aspects of the design rationale as well as shaping 
new aspects of it. The empirical studies include an ethnographic-inspired 
study focusing on information technology support for everyday activities, a 
study based on structured interviews concerning relationships between con-
texts of use and everyday planning activities, and a focus group study of lay-
people’s interpretations of the concept of privacy in relation to information 
technology. The first technical study concerns the model of personal service 
environments as a means for addressing a number of challenges concerning 
user experience, contextual change, and technical requirements. Two other 
technical studies relate to a model for device-independent service develop-
ment and the wearable server as a means to address issues of continuous us-
age experience and technology neutrality respectively. 
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Introduction 
Pervasive computing is an inter-disciplinary intellectual endeavor in the 
sense that the vision spans issues of user experience, contextual change, and 
technical requirements. In order to further advance the state-of-the-art of 
pervasive computing, all three classes of issues should be considered.  
We use the term inter-disciplinary to denote research activities in which 
the boundaries of concepts and methodologies of multiple disciplines tran-
scend, integrating knowledge from a number of perspectives. As such, we do 
not limit our activities to the disciplines of natural science and engineering, 
as we also consider social science and humanities. Issues of user experience 
refer to a wide scope of factors that are important for enabling a meaningful 
experience of pervasive computing technologies, of which many are related 
to user control and originally founded in human values. With contextual 
change, we address the fundamental change in previously established rela-
tionships between the practices of individuals, social institutions, and physi-
cal environments that pervasive computing entails. Finally, issues of technical 
requirements refer to technology neutrality and openness—factors that we 
argue are fundamental for realizing pervasive computing. 
As the main thesis of this dissertation, the above claim may seem non-
controversial. However, descriptions of research efforts encompassing all 
three classes of issues in significant depth are surprisingly rare, limiting the 
value of many proposed theories, tools, and applications of the field, as well 
as hindering further progress. This dissertation motivates and justifies the 
thesis by further defining and arguing for important aspects of user experi-
ence, contextual change, and technical requirements of pervasive computing, 
as well as highlighting several ways in which they are interrelated. The argu-
ments put forth are summarized in the form of a design rationale for perva-
sive computing, which is further motivated by descriptions of a number of 
empirical and technical studies. The results of these studies have contributed 
to our understanding of the field and the conclusions made herein. 
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Pervasive and ubiquitous computing 
Mark Weiser describes ubiquitous computing as a vision about future comput-
ing that “will make using a computer as refreshing as taking a walk in the 
woods” (1991 p. 75).1 This metaphor refers to future information technolo-
gies being so intrinsically interwoven into our everyday lives that computers 
will be virtually invisible. Only at this point, when the focus of attention has 
shisted from the very information technologies to what we actually accom-
plish by interacting with them, we can be “freed to use them without think-
ing and so to focus beyond them on new goals” (ibid. p. 66).  
As an illustration of the vision, Weiser draws a parallel to writing as an-
other information technology. In large parts of the world, the use of writing is 
an established ubiquitous technology for communication. Printed material 
such as books and newspapers, signs in the streets and in shops, and even 
graffiti, are used practically everywhere without a conscious thought about 
the underlying technology—all we see is the message that the writing con-
veys. The ultimate goal according to the vision would be to make computing 
just as ubiquitous. 
In this dissertation, and for the purpose of arguing for our thesis, we 
treat pervasive computing in the most general case, describing the shist of 
focus of attention from computers as artifacts to what they can do for us, 
encompassing all classes of computational artifacts. These include (in addi-
tion to traditional desktop, laptop, and server computers) wearable com-
puters, cell phones, and embedded computers; spanning settings of use such 
as home environments, transportation, and work settings in office and indus-
try. As such, parts of the argumentation do not concern all classes of applica-
tions. Games and art installations, for example, are in many cases designed to 
stand out and sometimes even provoke their users. While this may seem con-
tradictory to some of the firmaments of pervasive computing, it does not 
mean that applications of that kind cannot coexist or be integrated with per-
vasive computing in general. Therefore, the thesis of this dissertation should 
be regarded in the light of a collective perspective of pervasive computing 
applications. 
                                                                
1 Since the introduction of the somewhat strenuous term ubiquitous computing, per-
vasive computing has gained acceptance as a synonym (Satyanarayanan, 2002). In the 
remainder of this text, the two terms will be used synonymously. 
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Challenges of pervasive computing 
The vision of pervasive computing poses a number of challenges to a broad 
range of computer science disciplines. Weiser, outlining his original vision, 
lists three areas of work as the most pressing (1991): (i) the need for low-
power computers cheap enough to be produced in great numbers, (ii) the 
need for wireless network technologies for interconnecting large numbers of 
computers in limited spaces, and (iii) sostware systems that allow ubiquitous 
usage of these devices. During the decade that followed the outlining of the 
ubiquitous computing vision, advances in hardware and network technolo-
gies faced the first two challenges to the degree that deployment of ubiqui-
tous computing environments were no longer obstructed by lack of hardware 
and network technologies—at least not in research settings. However, lack of 
progress in system-level sostware development, which would allow integra-
tion of components, is the foremost important reason to why Weiser’s vision 
remains a vision (Davies & Gellersen, 2002; Satyanarayanan, 2001). Indeed, 
some go so far as to state that a whole new application model, challenging all 
main parts of the life-cycle of applications (design-time, load-time, and run-
time), is needed in order to make true progress towards the vision (Banavar 
et al., 2000).  
The challenges in this area are many. In pervasive computing, emphasis 
is placed on invisibility of the technology behind the use of functionality pro-
vided by computers (Saha & Mukherjee, 2003; Satyanarayanan, 2001; Weiser, 
1991, 1993).2 Creating an equally weak relationship between the technology 
and use of computers, as we are used to with for example writing, is however 
far from being realized. Until then, an approximation to this goal would be to 
create “minimal user distraction” (Satyanarayanan, 2001 p. 11). Creating in-
visibility places requirements on a number of issues concerning minimizing 
the effect of uneven conditions in for example network connectivity or 
bandwidth, processing capabilities of devices, and supported modalities and 
user interface capabilities (Banavar et al., 2000; Saha & Mukherjee, 2003; Sat-
yanarayanan, 2001). 
Other challenges are context awareness and intelligence. In order to meet 
the goal of minimal user distraction, a system must be aware of different as-
                                                                
2 In this context, the term invisibility is easily misunderstood. A better term could 
perhaps be close coupling, in which case the use of information technology is closely 
coupled with what one tries to accomplish.  
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pects of the context of the user (Saha & Mukherjee, 2003; Satyanarayanan, 
2001). The first challenge here is to actually create a representation of the 
parts of the user setting that are relevant with respect to some functionality—
be it information already available to the system or information that needs to 
be collected by sensors of some kind. A second challenge with context 
awareness is to act on the collected information by for example inferring the 
intent of the user, minimizing uneven conditions, or proactively suggesting 
functionality or information to the user.  
Large scale deployment of pervasive computing introduces yet another 
challenge—scalability—which is multi-faceted when viewed from a broad 
perspective (Neumann, 1994). How can we deploy hundreds of devices de-
pendent on wireless networking capabilities in a confined space given that 
the bandwidth is limited (Weiser, 1993)? How would we go about charging 
the batteries of hundreds of battery-powered devices (ibid.)? How can we 
scale down to a geographically local perspective in order to discriminate be-
tween relevant information and services in the vicinity and irrelevant infor-
mation and services further away (Satyanarayanan, 2001)? How do we man-
age the development process of services and applications given the myriad of 
different devices and user interfaces available (Banavar et al., 2000; Saha & 
Mukherjee, 2003)? 
With all these and many other outstanding research challenges in the 
way, it seems as if Weiser’s vision is still many years ahead—and perhaps it is. 
However, in at least two limited domains, some degree of pervasiveness has 
been introduced by advances on all three levels of technical challenges (cheap 
hardware, networking capabilities, and sostware systems). The technical 
framework for the World Wide Web (hereaster referred to as the Web) was 
proposed by Tim-Berners Lee et al. (1992) at CERN at about the same time 
as Weiser proposed ubiquitous computing. The Web is far from living up to 
the ideals of pervasive computing—for that the Web is far too technology-
oriented. However, the massive penetration of Internet-connected and Web-
enabled personal computers, foremost in the industrialized part of the world, 
in combination with an overwhelming amount of available information, has 
provided an unmatched ubiquitous access to information and services 
(Davies & Gellersen, 2002). As such, the Web has become if not a pervasive 
then an integrated part of our everyday lives, and can thus be seen as a step 
towards ubiquitous computing (Banavar et al., 2000; Saha & Mukherjee, 
2003). Also, as Davies & Gellersen (2002) point out, the Web has made com-
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puters increasingly similar to, as Banavar et al. phrase it (2000), portals to an 
information and service space, thus reducing the dependency on single com-
puters at fixed locations for accessing some service or information. The Web 
has made it possible to access services and information not only from 
different computers at different places in the world, but also from a variety of 
different kinds of computers each designed for a particular context of use in 
mind (for example desktop computers, laptop computers, palmtop com-
puters, and cell phones). 
The development and deployment of world-wide digital cellular phone 
standards is another example of a socio-technological development during 
the past decade that has had a tremendous impact on people’s information 
technology use. Compared to the ubiquitous computing devices that Weiser 
experimented with (1993), standard handsets have become far more capable 
in terms of processing power, memory capacity, power consumption, interac-
tion substrates, and wireless networking (Davies & Gellersen, 2002). In addi-
tion, people have become used to, and have changed the way they live in ac-
cordance with, ubiquitous access to wireless voice communication and short-
message messaging (Weilenmann, 2003). In a sense, the clever design choice 
of placing the cell phone identity in a removable smart card (SIM card), has 
made cellular phones work like portals to a service and information space 
just like personal computers function as portals to the Web. By moving a SIM 
card from one handset to another, the user can change the hardware with 
which to place and receive phone calls and text messages. This makes it rela-
tively easy to borrow a phone as well as replacing an old phone, and as such, 
it illustrates that some progress has been made towards the goal of making 
the hardware less important than the services that it mediates. 
Related fields 
In addition to pervasive computing, the technical work described herein is 
directly influenced by two related fields of research: wearable computing and 
service-oriented computing. 
Wearable computing 
There is no precise definition of wearable computing, but literature describ-
ing the field to date generally includes descriptions of body-worn (belt worn, 
sewn into, or otherwise integrated with, the fabric of the clothes of the users) 
computer devices, head-up wearable displays, and one-handed or hands-free 
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input devices. This apparatus should be used with as little effort as possible, 
preferably in a completely unobtrusive manner. A number of motives for 
promoting wearable computing have been proposed. Starner (2001) suggests 
that wearable computing for reasons of convenience can replace many of the 
communication and information appliances that we have grown used to 
carry around, for example personal digital assistants, cell phones, laptop 
computers, calculators, and wrist watches. Starner also cites Licklider (1960) 
when arguing for wearable computing as the technology for creating a hu-
man-computer symbiosis. Other examples of application domains of wear-
able computing are augmented reality (Starner et al., 1997), controlling 
equipment and utilities in the vicinity (Kortuem et al., 1998), and personal 
imaging (Mann, 1997).  
In this text, our use of the term wearable computing is somewhat more 
limited in scope. We focus on the fact that users carry with them some kind 
of computing device with three key characteristics. First, it should be unob-
trusive—users must be able to bring it without having to pay attention to it. 
Second, it should be capable of operating continuously even when users are 
mobile, making battery operation a requirement. Third, it should be capable 
of communicating with information and communication appliances in the 
vicinity.  
Service-oriented computing 
Service-oriented computing is an effort, in some ways parallel to pervasive 
computing, to leverage with the increasingly heterogeneous nature of infor-
mation technology. Service-oriented computing can be described as a com-
puting paradigm with services as the most basic building block (Papazoglou, 
2003). Information systems building on this paradigm are typically com-
posed of a number of network-connected services, each providing function-
ality of varying complexity, ranging from simple query-response functions to 
complex control of business and industrial procedures. Key properties of the 
paradigm are (i) technology neutrality, achieved by extensive standardization 
of the middleware that connects services, (ii) loose coupling, provided by the 
abstraction of functionality that the concept of services provides, and (iii) 
location transparency, achieved by having descriptions of services and the 
functionality that they provide stored in central repositories.  
In addition to the system designer’s view of the concept of services, there 
is a user perspective. This interpretation of the concept refers to an abstrac-
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tion of some computer-mediated functionality, and as such it is confusingly 
similar to the more traditional concept of applications. The difference can be 
described as follows: while applications refer to some entity of functionality, 
executing on an information appliance that is controlled by the user, services 
are manifested on an information appliance controlled by the user (Espinoza, 
2003). In this text, we refer to both interpretations depending on what re-
quirement we currently address. 
Philosophical and methodological underpinnings 
The work described herein is founded on a theoretical heritage from disci-
plines as disparate as humanities, social science, and engineering. It is a chal-
lenge to portrait a comprehensive scientific theory that encompasses all our 
efforts. With its roots in natural science, our engineering efforts are certainly 
influenced by positivist theories based on rational and empirical reasoning. 
Likewise, large parts of our efforts are rooted in social science and based on 
phenomenological theories, emphasizing subjective and qualitative reason-
ing. By adding philosophical dimensions from the humanities by viewing 
information technology in the light of human values, we complicate the pic-
ture.  
The struggle with a diversity of scientific theories within the field of 
computer science is by no means new, and attempts have been made to pro-
vide unified theories. Critical realism is an example of a theory that addresses 
some of the conflicts between the philosophies underlying natural and social 
science, and has been suggested as a unifying theory for information systems 
(Dobson, 2002; Mingers, 2004). The strategy for achieving this can be de-
scribed in three steps. First, critical realism advocates the search for explana-
tions to descriptions of things, be they quantitative or qualitative. The overall 
goal is to reveal the structures and mechanisms behind observable events. 
Second, the theory appreciates a variety of sources of knowledge (for example 
conceptual, social, and technological), and stresses an intrinsic interplay be-
tween these. Third, special attention is paid to the imperfection of all obser-
vations, and particular awareness of limitations and (hidden) assumptions is 
emphasized. 
While we do not see critical realism as the final solution to the theoreti-
cal confusion of computer science, in part because it fails to consider social 
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norms and values (Klein, 2004), we appreciate the effort of trying to reach 
beyond traditional positivist and phenomenological theories, just as we sub-
scribe to the three-step methodology described above. 
The open-ended domain of this work makes it even more difficult to 
define a unified research method. The domain is not limited to a particular 
setting of use, such as a work setting. Rather, we seek to encompass everyday 
use of information technology, ranging from leisure to work-related activi-
ties. Furthermore, the domain is not limited to a particular user group. 
Rather, all sorts of users are regarded, including professionals, elderly, and 
youths. Finally, we do not consider a well-defined class of information and 
communication technologies. Rather, we include everything that may fall 
into the broad category of pervasive computing technologies.  
We address the challenge of working in a wide domain of information 
technology by iteratively combining the results from conceptual, empirical, 
and technical studies. We use conceptual studies to shape key aspects of per-
vasive computing, founded in others’ as well as our own analyses. We use 
empirical studies for generating an increased understanding of the relation-
ship between users and pervasive computing technologies, both for the pur-
pose of examining established concepts and for defining new ones. Finally, 
we use technical studies as a means to get hands-on experience of pervasive 
computing technologies, in order to further inform our conceptual work.  
Pervasive computing in the light of human values 
In this dissertation, we make an effort to seek an understanding of pervasive 
computing technologies by examining their relation to human values. Hu-
man values are rarely mentioned as a motivation for the design and develop-
ment of information systems. To the extent that they are, no systematic 
treatment of the role of human values in this domain is given. Rather, undi-
vided attention is given to single values of interest, for example accountability 
(Nissenbaum, 1996), autonomy (Friedman & Nissenbaum, 1997), calmness 
(Weiser & Brown, 1997), freedom from bias (Friedman & Nissenbaum, 
1996), privacy (Bellotti & Sellen, 1993), and universal access (Stephanidis & 
Savidis, 2001).  
At least two exceptions can be found, in which case a more systematic 
treatment of the relationship between human values and information system 
is given: social impact statements (Shneiderman, 1990), and value-sensitive 
design (Friedman, in press, 1997; Friedman et al., in press).  
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Social impact statements 
Acknowledging that information systems are becoming increasingly integral 
to the everyday lives of people, Shneiderman argues that professionals in-
volved in the process of designing, developing, testing, marketing, etc., in-
formation systems, should take responsibility for its impact on the shaping of 
the future (1990). The goal of social impact statements is to provide informa-
tion systems that are scrutinized early in the design process, for the purpose 
of involving potential stakeholders and thereby uncovering concerns before it 
is too late to address them. Shneiderman & Rose describe a framework for 
implementing social impact statements (1996) as a tool for public engage-
ment in the shaping of information systems, including activities for explicit 
identification of stakeholders, identification of concerns and potential barri-
ers, and recommendations for both evaluation and enforcement of the state-
ment. 
Value-sensitive design 
The purpose of value-sensitive design is to provide a framework for the de-
sign of information systems with support for enduring human values, in par-
ticular values with moral import (founded on fairness, justice, human wel-
fare, and virtue) (Friedman et al., in press). Similarly to social impact state-
ments, it places an emphasis on proactivity and the identification of stake-
holders; the latter being further divided into direct and indirect stakeholders 
depending on whether the stakeholder is a user of the information system or 
not. Value-sensitive design is more comprehensive than social impact state-
ments in that it contributes to a design methodology based on iterative and 
integrated conceptual, empirical, and technical investigations. As such, it 
bears many similarities to the methodology employed in order to provide the 
results described herein. Another similarity is the interactional position of 
value-sensitive design. That is, while some features of an information system 
actively support certain values, and possibly hinder others, it is the actual use 
of the system that determines which values that ultimately are promoted. 
Therefore, as the social practices related to some system evolve over time, so 
can the support for values. A challenge then is to design information systems 
so that treasured values are not obstructed as new practices of use evolve. 
While we make an effort of identifying a number of human values with 
impact on the user experience of pervasive computing technologies, we nei-
ther claim to provide a systematic or comprehensive analysis as in the case of 
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social impact statements and value-sensitive design, nor argue that the values 
that we address are universally held. Rather, the values described in this text 
have surfaced as a result of an explicit self-examination during our work with 
user-related issues of information systems in general, and pervasive comput-
ing technologies in particular.  
Experimental user studies 
We have conducted experimental user studies as a tool for informing design 
by generating an increased understanding of the relationship between users 
and pervasive computing technologies. The purpose of the studies has been 
to elaborate on theories identified in conceptual and technical studies. How-
ever, they have also resulted in the generation of new theories that have been 
fed into further conceptual and technical reasoning. 
Our empirical work has focused on users as social beings in response to 
pervasive computing technologies. As pointed out by Hughes et al., “many 
system problems emerge because their design pays insufficient attention to 
the social context” (Hughes et al., 1995 p. 58). Dourish takes this reasoning 
one step further when he, based on phenomenological theories, states that 
“embodiment is the property of our engagement with the world that allows us 
to make it meaningful” (2001b p. 126), referring to embodiment as the idea 
“of allowing users to negotiate and evolve systems of practice and meaning in 
the course of their interaction with information systems” (Dourish, 2004 p. 
28). Nevertheless, we argue that acknowledging the importance of social con-
text and embodiment is not the same as saying that human activity, including 
the use of information technology, is completely objectively unpredictable, 
and therefore impossible to study with formal methods founded in positivist 
theories. The challenge is to strike a balance between the viewpoints and to 
find the right place for each method in the process of defining a design ra-
tionale for pervasive computing. We have therefore employed a range of 
methods with setups on the borders between qualitative and quantitative, 
including ethnography-inspired studies, structured interviews, and focus 
group interviews. 
Iterative design and development of software prototypes 
In an effort to further inform the design of, and also visualize aspects of, per-
vasive computing, we have applied iterative design and development of 
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sostware prototypes. This has been a two-step procedure. First, we have de-
veloped working sostware prototypes reflecting different aspects of pervasive 
computing. Second, we ourselves have used, and have had others using, the 
prototypes in order to scrutinize their feasibility in their intended situations 
of use. 
This methodology brings a number of benefits. First, the prototypes are 
valuable as concrete demonstrations of aspects of pervasive computing. Sec-
ond, building and using the prototypes will inevitably change us, thus gener-
ating new insights about the underpinnings of pervasive computing (Weiser, 
1993). Third, by addressing the challenges of pervasive computing piece by 
piece, though without losing the broad perspective, a systematic progress 
towards a more complete understanding of the vision is achieved (Grudin, 
2001).  
However, iterative design and development of sostware prototypes of this 
kind should not be confused with user-centered design (ibid.). While we 
make systematic and comprehensive efforts of motivating our design choices 
in terms of benefits for end-users, we cannot make any claims with regard to 
how they would work in real-life. This would require development and 
evaluation of real applications in use by representative end-users in real user 
settings. However, given that the domain of our research efforts concerns 
future technologies, used by future people in future settings of use, none of 
these three elements exist.  
Publications and collaboration 
The work described herein originates from the KIMSAC project (1995-1998), 
in which I, supervised by Annika Waern, was responsible for the design and 
implementation of a user interface agent that would adapt real-time assis-
tance to users of a multimedia information kiosk. The challenge in this work 
was that the content of the information kiosk was provided by an open set of 
information agents representing different real-world actors. This work is fur-
ther described in my Master’s thesis (Bylund, 1999). Later on, these results 
were applied to the task of coordinating adaptations in service contract nego-
tiation (Bylund & Waern, 1998). Within the KIMSAC project, Fredrik 
Espinoza, Olle Olsson, and I, also worked with the coordination of user inter-
face components of the information agents, presented in the licentiate thesis 
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of Fredrik Espinoza (1998). This work has mainly contributed to the consid-
erations about technical requirements presented in Chapter 4. 
Based on the results of the KIMSAC project, Annika Waern, Fredrik 
Espinoza, and I, developed the model of personal service environments as a 
useful metaphor in managing multiple services of individual users. The 
model later served as the main building block in the sView system (Bylund & 
Espinoza, 2000). The architectural design and implementation of the sView 
system is my own, presented in my licentiate thesis (Bylund, 2001). However, 
as part of the activities of the SVIEW project (2000-2001), several people 
have contributed substantially to the system as it is manifested today. Ola 
Hamfors, who besides considerable improvements and maintenance of the 
sView system itself, has contributed with content in the form of a great num-
ber of services, most notably the Service Designer (Espinoza & Hamfors, 
2003; Hamfors, 2001). Lucas Hinz provided an implementation of a peer-to-
peer layer in sView (Espinoza & Hinz, 2003; Hinz, 2002). Fredrik Espinoza 
has, by supervising Hamfors and Hinz, as well as managing the SVIEW and 
FEEL projects, governed the initial idea behind the sView system excellently. 
Anna Sandin and Stina Nylander have contributed with utility services of 
different kinds, and Mikael Boman provided an initial set of user interface 
services as well as an early analysis of the utility of sView (Boman, 2000). In 
the TAP project (2001-2004), led by Magnus Boman, we have used sView as 
an underlying model for interaction with agent trade servers (Boman et al., 
2002). This, and all other sView-related work, has greatly contributed to the 
analysis and design rationale presented in Part I—Conceptual Underpinnings 
and the technical considerations of Chapter 9. 
As a side-track to our work with sView, Fredrik Espinoza and I devel-
oped the tool QuakeSim (Bylund & Espinoza, 2001, 2002) based on a discus-
sion with Jan Gabrielsson (Ericsson Radio Systems AB). This tool assists the 
development and evaluation of context-aware services in that it simulates the 
physical and social context of multiple users while testing and demonstrating 
otherwise fully functional context-aware services. This tool has been of great 
assistance in much of the development work underlying this dissertation. 
The dissertation is to a large extent based on the results of the more re-
cent ADAPT, SAITS, and TAP projects. The work in ADAPT was preceded 
by two pre-studies involving Stina Nylander and myself, in collaboration with 
Thomas Living, Martin Skogevall, and Per Lindén from Axalon Joliv Care 
(formerly known as Joliv Kvalitetssystem), and Annika Waern from Game-
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federation. The research issues for ADAPT (2001-2004) were originally for-
mulated by me, and I have led the project and supervised all of its activities 
throughout its whole duration. However, substantial parts of the work within 
the ADAPT project have been carried out by Stina Nylander (see, for exam-
ple Nylander, 2003c). Based on the results of the KIMSAC and SVIEW pro-
jects, the focus on ADAPT has been on how to address the challenges that 
distributed service infrastructures such as the Web pose to user adaptivity 
and context-aware computing. The ADAPT project resulted in a number of 
publications (Nylander & Bylund, 2002; Nylander et al., 2004a; Nylander et 
al., 2004b, in press), all providing a foundation to the results presented in 
Chapter 10. The project was concluded with two technical studies conducted 
by Johan Hesselberg, Per Edlund, and myself, concerning monitoring and 
refinement of factors of the context of use (Hesselberg, forthcoming), and 
context-aware and client-server based services respectively (Edlund, forth-
coming). Parts of this work are described in The aWare Messenger phase II—
access to local resources (p. 153). In total, the results of the ADAPT project 
have directly influenced most of the work described in Part I—Conceptual 
Underpinnings and Part III—Technical Innovation.  
The SAITS project (2002-2005) treated multidisciplinary aspects of pri-
vacy and emerging information technologies. The initiative to start the 
SAITS project was taken by Kristina Höök and myself, and its research 
agenda was set by us together with Anders R Olsson, Olle Olsson, Peter 
Seipel, and Gunnar Sjödin. I have led the project since 2003. The active pro-
ject group, now also including Helena Andersson, has been dwelling upon 
the meaning of the concept of privacy, its relation to emerging information 
technologies, and issues of how good design and instruments of law can con-
tribute to minimizing privacy risks. These activities have been imperative for 
the results on privacy presented in Part I—Conceptual Underpinnings, and to 
some extent, for the results presented in Part II—Fieldwork. As a side-track of 
the SAITS project, Sakari Tamminen and I conducted a study of how end-
users of emerging information technology perceive the concept of privacy 
(Tamminen & Bylund, 2004). The results of this study, as well as the many 
rewarding discussions I have had with Tamminen, have contributed to many 
of the design considerations concerning privacy described in Part I—
Conceptual Underpinnings and Part III—Technical Innovation.  
The TAP project funded my involvement in the ThinkWearable group 
(2002-2003), led by Zary Segall. A number of people contributed to this work 
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(among others Johan Mattsson, Catharina Melian, Ola Hamfors, Li Wei, 
Fredrik Espinoza, Tobias Törnqvist, Nikolaus Frank, and Cecilia Frank), pro-
ducing the first version of the aWare Messenger (Segall et al., 2004) as de-
scribed in The aWare Messenger phase I—deconstructing the phone (p. 151). 
These activities also contributed to the analysis and the approach presented 
in Chapter 11, especially through a close collaboration with Zary Segall 
(Bylund & Segall, 2003, 2004). 
In the AWARE project (2003-2004), Marie Sjölinder, Anna Danestig, 
Anna-Frida Ericsson, and I, in collaboration with Stig Carlsson and Annette 
Wagner from SUN Microsystems, have conducted two studies of information 
technology-supported everyday activities. The overall aim of the studies was 
to elicit information regarding relationships between the context of use and 
user activities. The studies resulted in a Master’s theses (Ericsson, forthcom-
ing), and two technical reports (Bylund et al., 2004a; Bylund et al., 2004b), 
and they have greatly contributed to the results presented in Part—II Field-
work. 
Contribution 
The contributions of this dissertation can be summarized in three points: 
conceptual, empirical, and technical studies. 
Conceptual studies. Our exploration of pervasive computing has resulted in 
the identification of three fundamental pillars of the domain: contextual 
change, user experience, and technical requirements, all adding to a design 
rationale for pervasive computing. 
User experience. User control, originally founded in terms of human 
values, is pivotal to enabling a meaningful user experience. Two applica-
tions of this reasoning have been provided: enabling a continuous usage 
experience and personal information management. In addition, we have 
provided a thorough discussion about the importance of addressing is-
sues of privacy with regard to pervasive computing, stressing the roles of 
informed consent, identity, and temporality. 
Contextual change. To a large extent, many concerns about pervasive 
computing have come to deal with the issue of user mobility. However, a 
more fundamental concern, encompassing many aspects traditionally re-
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ferred to as results of user mobility, is the contextual change introduced 
by pervasive computing. We have identified three complementary ap-
proaches to address these concerns: context-independent design, making 
context information available to others, and context awareness. 
Technical requirements. Of all technical challenges that pervasive com-
puting pose, some of the most important ones are related to providing 
technology neutral and open system-level support. We have stressed the 
importance of enabling network and user interface independence in ad-
dition to the more commonly referred to applications of technology neu-
trality (hardware platform, operating system, and programming lan-
guage). 
Empirical studies. We have highlighted a number of social practices related 
to contextual change and user experience based on three empirical studies.  
A qualitative study of information technology support for everyday 
activities. We have presented an ethnography-inspired study of young 
information technology users in everyday-use settings. The study pro-
vides an increased understanding of the relationship between user set-
tings and what information technology support for everyday activities 
that users apply. The results of the study indicate that relationships can 
be identified between service use and context factors related to social 
context, social place, and physical context. 
Relationships between the context of use and everyday planning ac-
tivities. In order to further explore the relationship between user settings 
and information technology support for everyday activities, we have pre-
sented a study based on structured interviews. The results of the study 
indicate relationships between the service use and for example: the cost 
of using a service, a need for integration of different information tech-
nologies, and users’ preference for privacy as well as efforts not to disturb 
others in non-anonymous situations. 
Privacy in the making. Based on a focus group study, we have presented 
six alternative interpretations of the concept of privacy founded in the 
concepts of personality/identity, personal relationships, physical 
boundaries, physical artifacts, information collection, and rights. The re-
sults of the study indicate a broad awareness of the concept of privacy 
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among laypersons, and it also demonstrates that privacy is a tangible 
concept with a number of context-dependent interpretations.  
Technical studies. We have illustrated a number of factors of pervasive com-
puting with three technical innovations. In addition, these innovations have 
demonstrated how technical studies can feed into and motivate further con-
ceptual and empirical work. 
The model of personal service environments. We have presented a 
model for personal service use that is based on an abstraction for storage 
and handling of personal information and services. The model provides 
users with a continuous usage experience from many different contexts 
of use; enhanced control over service use, service collaboration, and per-
sonalization efforts; and simplified personal information management.  
A model for device-independent service development. We have pre-
sent a model that allows for device- and user interface-independent ser-
vice development, thereby providing support for user control and for a 
continuous usage experience from many different contexts of use. The 
model is based on an abstraction of user/service interaction, allowing 
service providers to develop services independently of user interfaces. 
Full control over the presentation of the service is provided in an ad hoc 
manner to both service providers and end-users.  
The wearable server. By introducing the wearable server, we have ad-
dressed issues of contextual change (locality and scalability) and tech-
nology neutrality with regard to network connectivity and user interface. 
We have also described a taxonomy of hardware support for personal 
service use, essentially based on the distinction between local and re-
mote usage, in which we compare the pros and cons of a number of 
different hardware configurations. Based on the taxonomy, we argue that 
it is preferable to allow for different configurations depending on the 
situation. 
Outline 
The reminder of this text is divided into three parts: Part I—Conceptual Un-
derpinnings, Part II—Fieldwork, and Part III—Technical Innovation.  
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In Part I—Conceptual underpinnings, we provide the motivation and 
justification for a design rationale for pervasive computing. In particular, we 
highlight the importance of user experience (Chapter 1), privacy (Chapter 2), 
contextual change (Chapter 3), and technical requirements (Chapter 4). Part 
I is concluded with a summary of these viewpoints in the form of a design 
rationale for pervasive computing (Chapter 5). The material presented in this 
part is a distillate of the results from the empirical and technical contribu-
tions presented in Part II and Part III, as well as conceptual studies con-
ducted in parallel with the work behind these contributions. 
In Part II—Fieldwork, we describe three empirical studies related to the 
context of use and privacy. At the time they were conducted, the studies were 
all motivated in terms of different research agendas. To some degree, this is 
evident from the descriptions of the studies presented herein. The main use 
of the results of the studies in this dissertation however, has been to generate 
a broad understanding of the relationships between users and pervasive 
computing technologies, thereby adding to the design rationale presented in 
Part I. 
In Part III—Technical Innovation, we describe three technical studies 
serving as demonstrations of pervasive computing technologies based on the 
design rationale presented in Part I. In addition, the technical studies have to 
a large degree helped shape our view of pervasive computing, by emphasizing 
the strengths and weaknesses of certain concepts, as well as highlighting new 
concepts. As such, the technical studies too have contributed substantially to 
the design rationale presented in Part I. 
In Concluding remarks, we summarize the empirical and technical con-
tributions in the light of the design rationale for pervasive computing of Part 
I. We highlight both the parts of the design rationale addressed by the contri-
butions, and those that remain to be further explored.  
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Part I 
Conceptual Underpinnings 
The challenge is to create a new kind of relationship of 
people to computers, one in which the computer would 
have to take the lead in becoming vastly better at get-
ting out of the way, allowing people to just go about 
their lives. 
Mark Weiser, 1993 p. 76 
Despite many advances in the field during the first decade since the introduc-
tion of pervasive computing (Banavar et al., 2000; Davies & Gellersen, 2002; 
Saha & Mukherjee, 2003; Satyanarayanan, 2001), much work remains before 
the vision can be realized. However, we argue that more of the same will not 
suffice unless the design rationale for pervasive computing is widened. Perva-
sive computing certainly poses a number of technical challenges, some of 
which are far from realization. But it also promises to challenge people’s rela-
tionships to information technologies and to fundamentally change the way 
people live their lives; the way they interact with other people; their work 
situation; and their recreation habits. Providing a technical solution that fails 
to address some of these changes will run the risk of ending up useless.  
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We dedicate this part of the dissertation to defining a design rationale 
that better matches the vision of Weiser than what traditionally motivates 
research efforts within the field. This is no mean task, and we make no claims 
of providing a complete analysis. We do argue, however, that our discussion 
highlights the utility of motivating pervasive computing research with a 
broad design rationale—covering aspects ranging from human values to 
technical details. 
In Chapter 1, we discuss user control, in part motivated by human val-
ues, as a central factor for enabling meaningful user experiences. We apply 
this reasoning to two application areas: creating a continuous usage experi-
ence and personal information management and personalization. In Chapter 
2, we further extend the analysis of human values by presenting a thorough 
discussion about privacy in the light of pervasive computing. In Chapter 3, 
we provide a discussion on the domain in which most challenges of Weiser’s 
vision are founded—the context of use. We build on this discussion in order 
to suggest three complimentary paths for handling some of these challenges. 
Chapter 4 addresses requirements on system-level support for ubiquitous 
computing systems. Two basic design principles are central in this discussion: 
providing technology neutral and open systems. Finally, in Chapter 5, we 
summarize the conceptual discussions by presenting a design rationale for 
pervasive computing. 
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User experience 
Central to the vision of pervasive computing is to enable a positive and 
meaningful user experience. Our starting point for this discussion is that user 
experience is not created by the designer of an information and communica-
tion artifact or service. Instead, as argued by Sengers et al., “users actively and 
individually construct meaningful human experiences [...] through a com-
plex process of interpretation, in which users make sense of the system in the 
full context of their everyday experience” (Sengers et al., 2004 p. 1). Note that 
this is not to say that the design of an artifact or service does not matter for 
what user experience it imposes. On the contrary, this plays a crucial role in 
enabling and limiting different user interpretations.  
We argue that in the design of pervasive computing technologies, pro-
viding user control is a key factor for enabling meaningful and positive user 
experiences.3 It should be noted that our interpretation of user control is un-
constrained and not at all limited to issues of for example user interface han-
dling. Nor do we suggest that user control should be forced upon users in the 
sense that users should actively control all aspects of artifacts and services at 
all times—this is an impossible as well as undesired situation given the com-
plexity of information technologies. Rather, our argument is that designers of 
information technologies should not hinder the process of constructing 
meaningful experiences by limiting user control, since this may prevent 
unthought-of experiences of use (see Continuous usage experience, p. 30), as 
                                                                
3 At this point we respectfully acknowledge that user control is not desirable in all 
classes of applications. Rather, applications such as games and art installations are in 
many cases based on not providing user control in order to create engaging and 
sometimes even provoking experiences. Such classes of applications are not consid-
ered in this text. 
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well as making it impossible to handle unwanted effects of use (see Privacy 
and user control, p. 43, for an example). 
Below, we describe user control in the light of pervasive computing, and, 
in order to further explain the need for user control, we investigate how it can 
be justified in terms of human values. We conclude this chapter by addressing 
two specific applications of this reasoning: creating a continuous usage ex-
perience, and personal information management and personalization. 
The role of user control 
The user experience described in the pervasive computing literature osten 
focuses on getting the information technology out of the way of whatever the 
user really wishes to accomplish. However, another way of viewing many of 
the usage scenarios presented in literature is that pervasive computing puts 
the user in control of information technology use. Weiser & Brown state that 
“if computers are everywhere, they had better stay out of the way, and that 
means designing them so that the people being shared by the computers re-
main serene and in control” (1997 p. 79). In a more than 40 years older text 
on automatic machinery, Wiener concludes that “above all we must not fall 
into the childish error of worshiping the new gadgets which are our own 
creation as if they were our masters” (1985 p. 678). In a scenario put forth by 
Banavar et al. (2000), illustrating what current information technologies 
lacks, a user questions why he is not allowed to decide where a particular 
program executes (his personal computer or his personal digital assistant), 
why his personal information is spread across multiple devices, and why 
some services are accessible from some devices, and not from others. In an-
other scenario, this time illustrating a fictive pervasive system, a user is al-
lowed to decide on what computer (both instance and type) a service should 
be manifested as well as select the modality for interaction. In Weiser’s origi-
nal paper on ubiquitous computing (1991), the users are in control over dis-
closure of personal information in both the sense that personal information 
about others is distorted in order not to communicate all details, as well as 
allowing full disclosure of certain information for selected people.  
As seen from these perspectives, a number of issues of user control 
emerge: control over which services to use, control over which device or mo-
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dalities to use for interaction, control over collection, use, and further disclo-
sure of personal information, and control over actions taken by a service. 
Control over which services to use 
According to the vision of pervasive computing, information technology 
should assist users with tasks or information. This assumes that users should 
be able to choose which services to use, either explicitly or implicitly, with as 
few constraints as possible. Every obstacle between the need for a service and 
the actual usage puts the technology in focus to an unwarranted extent, pre-
venting pervasive use of the functionality it provides.4 Current information 
technologies present many such obstacles. For example, the view on com-
puters is very much focused on the capabilities and limitations of the tech-
nology itself. Services and applications are then seen as a means for exploit-
ing the capabilities of the technology, rather than a means for providing some 
functionality (Banavar et al., 2000). This is true for traditional personal com-
puters as well as portable computers such as personal digital assistants and 
cell phones. One reason for this is lack of integration (Davies & Gellersen, 
2002; Satyanarayanan, 2001) where information technology is developed and 
marketed (at its worst) for its own good, or (at its best) as something that 
would provide users with functionality in a limited context. The alternative is 
to provide users with functionality for the integration of all user contexts in 
which usage makes sense, which would be more in line with pervasive com-
puting. 
Control over which modality or device to use for interaction 
There is a whole range of interaction devices on the market, ranging from 
wireless communication devices the size of a badge to wall-sized digital 
shared workspaces (Guimbretière et al., 2001).5 The multitude of devices 
available is there for a good reason; there is no such thing as an interaction 
device that is universally better than others. Different features of contexts of 
use place different requirements on for example the capabilities, size, shape, 
                                                                
4 In some cases, using the technology is a reason in itself, in which case “obstacles” are 
required in order to reach the goal with the technology. In other cases, “obstacles” are 
used when determining the need for a service, in which case it also needs to be visible 
to the user (see Continuous usage experience, p. 30). 
5 For example the The Vocera Communications System, see http://www.vocera.com. 
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and supported modalities, of the interaction devices. For example: noise, per-
ceived privacy, degree of disturbance, spatial limitations, available focus (for 
interaction), and social setting, just to mention a few, influence the designers 
of new devices and services. But for the same reason that users should be able 
to control which services to use, users should also be able to decide what de-
vice (and implicitly also which modalities) to use given the need for a par-
ticular service in a particular context.  
For this to succeed, the view of interaction devices must shist from being 
a “repository of custom sostware managed by the user” to “a portal into an 
application/data space” (Banavar et al., 2000 p. 266). The aim is to get a situa-
tion that is similar to that of television broadcasting. When buying a TV set, 
one assumes that the set will be capable of showing shows from all available 
channels on the air, not only the ones produced by the manufacturer of the 
TV set or its partners. And even more so, if one purchases a small and port-
able TV set, one assumes that the set will be able to show the same shows as 
the larger set, not similar yet different broadcasts of the same show. Note that 
this is not to say that special purpose interaction devices, built for the pur-
pose of serving a single or a limited set of services, should not exist. Nor do 
we suggest that all services are indifferent to what interaction device is used 
for interaction. Games for example, can osten be used with keyboards as well 
as other, more specialized, input devices. In such a case, the difference in user 
experience when for example playing a racing game with a steering wheel 
compared to only having a keyboard is dramatic. Rather, services should not 
be limited to being accessible from only one type, or even worse, instance, of 
an interaction device. 
Control over collection, use, and disclosure of personal information 
Providing the user of a pervasive system with control over the collection, use, 
and further disclosure of personal information is frequently referred to as a 
key issue in the literature (Ackerman et al., 2001; Grudin, 2001; Weiser, 
1993). This is foremost an argument for protecting the privacy of users of 
pervasive systems. Grudin even goes so far as proposing that the whole issue 
of privacy is really an issue of control (see further Privacy and user control, p. 
43). 
Why then the uneasiness, the widespread attention to privacy? It may 
reflect an awareness at some level of something more fundamental than 
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privacy that is being challenged: the steady erosion of clearly situated ac-
tion. We are losing control and knowledge of the consequences of our ac-
tions, because if what we do is represented digitally, it can appear anywhere 
and at any time in the future. We no longer control access to anything we 
disclose (Grudin, 2001 p. 279). 
Control over actions taken by a system 
An important consideration is to make sure that users feel in control over 
what actions a system actually performs (Agre, 2001; Bellotti & Edwards, 
2001). For strictly reactive systems, which simply do what the user instructs 
them to do, this is not a problem. But for a large body of work within perva-
sive computing, systems are perceived in ways that make it more natural to 
talk about proactive, autonomous, or context-aware systems. In these cases, 
the systems are programmed to make inferences based on some input (that is 
usually not provided by the user or sometimes just indirectly), calling for the 
means for users to inspect, interfere, and disable the decision making process 
of the system. 
A value-based perspective on pervasive computing 
How then, can we explain this need for user control? Pervasive computing is 
motivated in a number of ways in literature. Efficiency, especially in the area 
of context awareness, is sometimes said to be a driver (Grudin, 2001). Provid-
ing new kinds of support, for example ubiquity (Banavar et al., 2000; Saha & 
Mukherjee, 2003; Weiser, 1991), proactivity (Tennenhouse, 2000), and self-
tuning (Satyanarayanan, 2001) are other motives put forth. These properties 
can however, at least to a large degree, be achieved without putting users in 
control as described above.  
Instead, we believe that user control is best motivated from a human 
value perspective.6 Information technology has the power of fundamentally 
                                                                
6 User control is also frequently motivated in terms of usability. Note, however, that 
paying attention to human values in design is not the same as, or even a subset of, 
usability (Friedman & Kahn, 2003). A design can promote both usability and human 
values, promote usability at the expense of human values, and promote human values 
at the expense of usability. Sometimes though, usability is required in order to pro-
mote human values. 
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changing people’s lives, and as such, our values dictate how we perceive and 
feel about using these technologies. This is acknowledged by Weiser in a re-
sponse to critique of ubiquitous computing due to its use of positioning tech-
nologies (1995). 
We cannot expect technology alone to solve ethical dilemmas. Technology 
is a tool made by people to meet people’s needs. Like all tools, it can be used 
in ways undreamed of by the inventor. Like all tools, it will change the user 
in unexpected and profound ways (Weiser, 1995 p. 17). 
However, Weiser is not satisfied with simply settling with the fact that 
new technology has the potential of being used in undesired ways and caus-
ing undesired effects in the society. Instead, he stipulates two principles that 
should be followed when designing “socially dangerous technology”: (i) 
“build it as safe as you can, and build into it all the safeguards to personal 
values that you can imagine,” and (ii) “tell the world at large that you are do-
ing something dangerous” (Weiser, 1995 p. 17). Principle one indicates the 
designers’ respect for the dangers.7 Principle two is about acknowledging the 
responsibility of every designer to participate in the discussion about the use 
of newly developed technology.  
Below, we highlight some human values that have an impact on perva-
sive computing in general, and user control in particular. The values de-
scribed below have surfaced as a result of an explicit self-examination during 
our work with user-related issues of information technology. As such, we 
make no claims of having produced a complete or universal discussion of 
which values are relevant in this context.  
Autonomy 
Autonomy can be defined as the quality of being self-governing, thus possess-
ing the capability and moral independence of pursuing goals single–
handedly. Controlling how to reach one’s goals, either implicitly or explicitly, 
is key to human autonomy. Information technology though, has the power of 
both supporting and diminishing the autonomy of its users.  
Friedman & Nissenbaum (1997) explore the concept of autonomy in re-
lation to sostware agents—a highly relevant discussion in relation to perva-
                                                                
7 But not that “you have demonstrated to all concerned that it is possible to construct 
your system with appropriate safeguards” as Weiser (1995 p. 17) claims. 
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sive computing as both design approaches are in part founded on context 
awareness and proactive sostware. Friedman & Nissenbaum identify five ar-
eas that affect user autonomy favorably or unfavorably. First, the capabilities 
of a computer system may work in line with user’s goals or against them. This 
can be done in the sense that systems do or do not provide the functionality 
needed for users to realize their goals and intentions. User autonomy can also 
be diminished by systems that refuse users the option of not disclosing cer-
tain information or commit to some actions. System capabilities are directly 
related to all four aspects of user control mentioned above. The support pro-
vided by for example service infrastructures has an impact on the pervasive-
ness of services as well as how accessible they are from different types of de-
vices. The same goes for users’ control over personal information and actions 
taken by the system—the capabilities of the system largely determine to what 
degree this control can be exercised. To decide what capabilities to support, 
however, is no easy task; there is always a tradeoff between usability on the 
one hand, and the cost of providing capabilities on the other. Therefore, and 
secondly, the complexity of systems can diminish the user autonomy resulting 
from adding system capabilities. More control is not necessarily the cure for 
loss of autonomy—it has to be well implemented. There is a tradeoff between 
usability and cost on the one hand, and control on the other. The question is 
where to draw the line in order to strike a good balance. Third, users must 
have enough knowledge about a system in order to understand how it should 
be used for reaching their goals and intentions. This is not only a question of 
making information available to the user, but also about doing it in a way that 
makes the system intelligible (Bellotti & Edwards, 2001). While this is also 
related to all four aspects of user control mentioned above, its greatest impact 
is on control over personal information. This is because users need not only 
to know what information that systems collect, they must also know how it 
will be used by the system (or some other entity) as well as how that use will 
influence them (see discussion in Privacy and user control, p. 43, about in-
formed consent). Fourth, users can develop misrepresentations of a system if 
provided with false or inaccurate information, which in turn may result in 
loss of autonomy. For example, there have been cases where manufacturers of 
consumer products have equipped the packaging of their products with radio 
frequency identification (RFID) tags, allegedly for the purpose of tracking 
inventory. It has later been revealed that the systems have also been used for 
the purpose of triggering covert photographing of the customers who picked 
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up the products (Shabi, 2003). Misrepresentations of systems are also a factor 
with a great impact on the conditions for exercising control over personal 
information and what actions that systems take. If users are unaware of, or 
otherwise misled about, the collection of personal information, it is impossi-
ble to control these events. Fisth, the goals and intentions of people are not 
stable over time—some change rapidly (like the need for buying movie tick-
ets five minutes aster the show started) and some evolve more slowly (like 
preferences or interests in hobbies). As these changes occur it is important 
that systems can cope with this fluidity without effecting the possibility for 
the user to achieve the desired goal. 
Freedom from bias 
According to Friedman & Nissenbaum (1996), bias in the context of com-
puter systems is defined as follows. 
Accordingly, we use the term bias to refer to computer systems that sys-
tematically and unfairly discriminate against individuals or groups of indi-
viduals in favor of others. A system discriminates unfairly if it denies an 
opportunity or a good or if it assigns an undesirable outcome to an indi-
vidual or group of individuals on grounds that are unreasonable or inap-
propriate (Friedman & Nissenbaum, 1996 p. 332). 
The definition stresses that in order for bias to occur, discrimination 
should be both systematic and unfair. From this follows that in order to de-
termine whether a system is biased or not, one has to address the open-ended 
issue of what constitutes unfairness. Friedman & Nissenbaum also points out 
that “the presence of bias is not so much a feature inherent in the system in-
dependent of the context of use, but an aspect of a system in use” (1996 p. 
343). As such, bias can (in addition to technical constraints) occur as a result 
of policies and decisions made prior to system design time, but also as a re-
sult of changes in knowledge and values of the users aster system deployment.  
In relation to user control, bias can be introduced in the sense that selec-
tion of services and devices for interacting with services is coerced. In some 
cases, this is due to limitations in supporting infrastructures that make it ex-
pensive to design pervasive access and use of services. While this is certainly 
systematic, it is far from always unfair. However, in other cases players with 
dominating positions on a market use their supremacy in order to ruin com-
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petition in other markets (for example the Microsost® antitrust case regarding 
the use of Internet Explorer and Windows Media® Player). 
Universal access 
Related to freedom from bias is the value of universal access, which proposes 
that design of information technology should address the needs of all poten-
tial users (Stephanidis & Savidis, 2001). This is seen as an increasingly impor-
tant design goal as the penetration of information technologies increases, 
making the use of such technologies a necessity rather than a means for 
merely providing efficiency enhancements and entertainment. For example, a 
trend in society today is that companies and government agencies reduce 
manual customer service in favor of customer service via the Web or email. 
People that, for one reason or another, cannot use Internet-based services 
may find it difficult or even impossible to get support.  
Shneiderman presents a research agenda for the field containing three 
technical challenges: (i) technological variety, (ii) user diversity, and (iii) gaps 
in user knowledge (Shneiderman, 2000). The first two should be put in con-
trast to each other. That is, how we cope with the increasingly broad range of 
services, interactions devices, network technologies, etc., given the (in terms 
of interests, knowledge, age, gender, disabilities, etc.) heterogeneous group of 
users that all potential users constitute. These two challenges are related to 
control of which services and interaction devices to use in the sense that in-
formation technology should, for every potential user, support a mapping 
from user characteristics to available services and interaction devices. The 
challenges of universal access are also related to control of personal informa-
tion and actions taken by a system in that such a large and heterogeneous 
user group opens up for a potentially equally large set of opinions on how the 
system should be allowed to collect and process personal information, as well 
as what actions the system should be allowed to perform. 
Calmness 
The value of being allowed to experience calmness in our lives is pervasive 
enough to influence law makers to for example regulate maximum distur-
bance from traffic in our homes. In our social lives, we are quite concerned 
with not disturbing other people by calling them in the middle of the night or 
at other times that may be experienced as inappropriate (see Relating user 
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setting to service use, p. 81). Central to the ideas of ubiquitous computing is to 
allow users to remain serene and in control—or in other words—designing 
for calmness. Weiser & Brown argue that one of the most important factors 
of this is the ability of controlling if information technologies engage at the 
center or in the periphery of our attention (1997). In the periphery, we can 
stay attuned to many sources of information without being overwhelmed. By 
bringing something from our periphery into the center of our attention, we 
are placing ourselves in the position of controlling it. However, the user must 
remain in control of this balance, not the technology nor the environment, in 
order for a situation to appear as calm. Note that, as such, calmness is intrin-
sically dependent on the autonomy of individual users, in that less autonomy 
potentially reduces the ability of users to achieve calmness. 
Privacy 
As part of a comprehensive discussion about issues of ethics and human val-
ues related to the field of human-computer interaction, Friedman & Kahn 
(2003) present privacy as one of a number of human values with ethical im-
port. They identify three approaches to handling privacy, of which at least the 
first two are directly related to user control, as described above: (i) inform 
users of what information is collected and who gets it, (ii) allow the user to 
stipulate what information should be made available to whom, and (iii) pro-
tect users with privacy enhancing technologies. With strong support in litera-
ture, we argue that privacy is central to the whole concept of pervasive com-
puting. We have therefore dedicated a separate chapter to a more thorough 
discussion on the topic; see further Chapter 2. 
Continuous usage experience 
Moving from the theoretical perspectives of the user experience as described 
above, we now turn our attention to an application of this reasoning of a 
more technical nature—the enabling of a continuous usage experience. 
If one recognizes that a service is a means for a user to achieve a task or 
reach a goal (Banavar et al., 2000), users should be allowed to make use of 
services in a continuous manner, despite changes in the context such as when 
switching between interaction devices—at least in situations where the act of 
achieving a task is not limited in the same way as using interaction devices. 
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For example, users should be allowed to start working with a task on one 
device, continue the execution of the task using another device, and finally 
finishing the task on a third device (Abowd et al., 2002; Esler et al., 1999; 
Weiser, 1993). 
From a user interface point of view, this kind of continuity can take two 
different shapes: continuity as in the remote access case, and continuity with 
adapted user interfaces.8 In the first case, interaction devices can be seen as 
remote controls to services executing on remote hosts. The user interface is 
identical in all cases, but the device on which the user interface is manifested 
is subject to change. The services of the user execute on one and the same 
computer, and as the user switches interaction devices the stream of screen, 
keyboard, and mouse events switch destination. The execution state and data 
of the service are kept in the same place over time, since they are never 
moved between the devices. Applications such as the Virtual Network Com-
puting client (Richardson et al., 1998) and Microsost® Remote Desktop Con-
nection can provide exactly this.9 Thin client sostware small enough to exe-
cute on personal digital assistants and cell phones (in addition to desktop and 
laptop computers) mirror the screen, keyboard, and mouse of the remote 
host. In these cases, the capabilities of the user interface are determined by 
the capabilities of the host. When interacting with services using other de-
vices, a means for bridging the differences in capabilities must be provided. 
This is not easy if the interaction device is a cell phone. The alternative is to 
settle for a user interface that most devices can easily handle (for example a 
Web interface). However, as pointed out by Chalmers & MacColl, this choice 
of reducing functionality to the “lowest common denominator” of the func-
tionality of all supported systems “could mean sacrificing the richness of each 
tool in order to obtain bland compatibility” (2003 p. 2).  
The second case, adapting the user interface to a heterogeneous set of in-
teraction devices, is more complex. In this case, services execute either on a 
server or on the device currently in use, but the user interface of the service is 
adapted to the capabilities and constraints of the device. A laptop for exam-
ple, may provide a wide overview of all functionality of services, including 
full access to input features, while a much smaller interaction device such as a 
                                                                
8 Kindberg & Fox (2002) provide a discussion with four different levels. For the pur-
poses of this discussion however, two levels will suffice. 
9 See http://www.microsoft.com/windowsxp/using/mobility/default.mspx. 
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cell phone may offer a simplified user interface. Output can be filtered (cer-
tain kinds of media may, for example, not be possible to present) and the 
means for input may be reduced because of the limited keyboard. On some 
devices, the adaptation may go so far as to abandon the prevailing desktop 
and Windows metaphor in favor of something more suitable, for example 
purely voice-based interaction.  
From the user perspective, both alternatives offer advantages and disad-
vantages. The remote access alternative is simple and cheap to implement. 
The user interface always stays the same and there is no learning time that 
needs to be accounted for; users that are familiar with a service on one device 
immediately recognize the service when using it on a new device. However, 
since no adaptation of the user interface is done, usability may suffer. Con-
sider for example using Adobe® Photoshop® image-editing sostware on a cell 
phone. The small screen of the phone would provide an unacceptably poor 
overview of all functionality provided by the service, and input would be ex-
tremely awkward. The remote access alternative also requires a network con-
nection between the interaction device and the remote host. Despite the de-
velopment in wireless networking technologies during the last decade, the 
ubiquity of network connectivity is not even close to what is required in or-
der to realize ubiquitous usage of services over a network. Also, no matter 
how far development in network technologies goes, limitations in terms of 
bandwidth and latency will always create a disadvantage for remote com-
pared to local user interfaces (see further Being dependent on network connec-
tivity, p 63). 
The adapted user interface alternative is powerful since it allows services 
to take full advantage of the unique features of each device, thereby building 
on the knowledge and design expertise that was put into the development of 
each device. For example, this means that special features such as hard but-
tons and scroll wheels can be assigned functionality that ties closely to the 
intentions of the designer of the device. Since the same service will appear 
differently on different devices, some learning time will be required for each 
new device being used. However, recognizing the heterogeneity of the con-
text of use, it may be better to allow some learning time in order to reach a 
situation in which the path toward achieving a task differs between different 
contexts of use, while at the same time achieving Weiser’s ideal of making 
tools “literally visible, effectively invisible” (Weiser 1994, referenced by 
Chalmers & Galani, 2004 p. 244). This alternative for providing continuity is 
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expensive and complicated to realize, mainly since with the introduction of 
every new device, a new version of the service needs to be implemented. This 
requires implementation and maintenance efforts that grow rapidly with the 
number of devices that should be supported. These problems are further ad-
dressed in Chapter 10. 
In the context of designing for a continuous usage experience, seamless-
ness is osten held out as an outstanding goal. The idea is that users, while 
continuously interacting with a service, switch for example network connec-
tions, network service providers, hosts for executing services, and interaction 
devices, all without noticing the changes. At a first glance, this seems to be 
well in line with Weiser’s vision of invisibility. However, as pointed out to by 
Chalmers and MacColl, seamlessness should not be held out as a universal 
good—”making everything the same is easy; letting everything be itself, with 
other things, is hard” (2003, p. 2). Seams are in some cases vital to the ac-
commodation and appropriation of new information technologies. There-
fore, letting pervasive information technology be itself, sometimes includes 
allowing characterizing differences between different contexts of use to be 
visible—be they weaknesses or strengths. In case of technical imperfection 
for example, information normally hidden from the user in order to create a 
seamless experience, exemplified by Chalmers & MacColl with the ID of a 
cell phone base station, may be valuable in order to create a more enjoyable 
user experience.  
It should be noted that the two views of seamlessness and seamfulness 
are not as contradictory as they may seem, at least if user control is imple-
mented as suggested in The role of user control (p. 22). The key is to design 
information technologies in such a way that seamlessness can be achieved, 
but without removing the possibility of uncovering the seams in case this is 
desirable. 
Personal information management and personalization 
During the decade that have lapsed since Weiser coined the term ubiquitous 
computing, we have seen significant improvements in hardware development 
with the emergence of a whole range of new information appliances (Davies 
& Gellersen, 2002; Saha & Mukherjee, 2003; Satyanarayanan, 2001). Besides 
personal computers, there is now a wide spread use of for example cell 
Chapter 1 
34 
phones and personal digital assistants for pervasive access to communication 
services such as instant messaging and push email, digital calendars and ad-
dress books for managing personal information, and Web-based information, 
banking, and retail services. It is not difficult to find individuals that make 
use of at least a handful of information appliances during the course of a 
normal day (see for example Chapter 6). There are today few signs that con-
tradict the envisioned reality of even greater numbers of computers in the 
immediate vicinity of individual users. To a varying degree, these appliances 
carry personal information of different kinds. Note that the use of the term 
personal information does not imply that information necessarily is of a per-
sonal nature. Rather, by personal information we mean information that in 
one way or the other has been created and stored as a result of the actions of 
some individual, and that this information somehow later can be related to 
this individual. 
Personal computers for example, obviously store personal information. 
However, appliances such as cell phones also carry an increasingly large 
amount of personal information. In addition to providing the core services of 
communication (voice calls, SMS, MMS, etc.), a cell phone today typically 
carries dozens of applications such as calendar, address book, navigation util-
ity, camera, media player, Web/WAP browser, and games. Together, these 
services and applications create, download, and store large amounts of per-
sonal information. 
In parallel, for the purposes of usability and marketing, electronic ser-
vices and information appliances are getting increasingly personalized. From 
a usability perspective, this is about the population of users in a mass-market 
society being so large, heterogeneous, and diverse that it is difficult to design 
information appliances in a way that suits most targeted users. This is true 
even in cases where the design of information appliances targets only parts of 
a market (for example cell phones designed specifically for teenagers or busi-
ness users). Some aspects of personalization allows for the users to make a 
statement by making visible how they have chosen to set the appearance of 
their appliance (Takeishi & Lee, 2003). Personalization is also, from a more 
pure marketing perspective, a way for service providers to establish long-
lasting relationships with customers by making the experience of using ser-
vices as personal as possible, much in the same way as traditional customer 
relationship management in more established markets.  
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Taken together, these developments add to a situation in which personal 
information of individuals is spread across dozens, and for some users even 
hundreds, of information appliances and service providers. There are several 
challenges associated with this distribution of personal information. First, 
reoccurring information such as name and email address must be entered 
manually over and over again. This must be done for every new information 
appliance a user experiences, as well as for every new service a user sub-
scribes to. In addition, this type of manually entered information, as well as 
personalization information, must be reentered every time an information 
appliance is restored to factory settings since this information is typically 
difficult or impossible to backup and restore. This is known to be required 
regularly for personal computers as well as for personal digital assistants and 
cell phones. Second, in cases where information is updated or removed, such 
as is the case with the information stored in address books for example, users 
must manually make sure to propagate the updates to all information appli-
ances and services where the information is stored. There are examples of 
tools that allow users to synchronize information stored in different appli-
ances or services. They are however always limited in domain (for example 
calendar and address book information only), and they only work with a lim-
ited set of appliances and services. Furthermore, in the cases where these 
tools do work with the appliances, services, and type of information that 
needs to be updated, they do not relieve the user from making sure to propa-
gate the updates; they only make the process of actually doing so easier. 
Third, in cases where users actually manage to propagate personal informa-
tion between different information appliances and services, chances are that 
incompatibilities make it cumbersome, and in some cases even impossible, to 
use this information everywhere. 
The by far most common way of facing these challenges is to not handle 
them at all. This is problematic since it adds an unnecessary burden of in-
formation administration on the users, and possibly also an extra cost for 
service providers of collecting the same information over and over again. In 
the worst case, this may lead to users not using services or functionality of 
their appliances only because they view it as too cumbersome (see further 
Observed activities, p. 77). An alternative way is to provide utilities for propa-
gating and converting information between applications and services, but 
this is only a semi-solution because it does not remove the burden of orches-
trating the propagation of personal information. The best solution is to pro-
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vide an abstraction that hides the intricacies of managing personal informa-
tion. This is the most attractive from a user perspective since it provides a 
uniform view of personal information; the name and address of a user is 
typically the same regardless of which appliance or service she uses, and so is 
a large body of personal information. Therefore it should be treated as a unity 
rather than multiple instances spread across a large number of heterogeneous 
nodes (Grimm et al., 2004). This solution calls for two remarks though. First, 
the solution can very well in part build on solutions of the second kind 
(propagation and synchronization of information). Second, individuals must 
for a number of reasons, ranging from mere practical reasons to those of pri-
vacy, be allowed to act in the name of any number of personas and roles de-
pending on the use situation. Thus, a solution that builds on an abstraction 
must include some level of transparency that allows for fine-grained control 
of the users’ personal information on different appliances and services. 
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2  
Privacy 
In our western society, everybody has something private—thus a need for 
privacy. Or so the argument goes. The concept has been studied in many 
fields, with different foci. The roots of research on privacy within computer 
science are founded in the earliest debates on the impact of computers on 
society. For example, the main concern in the early survey article on privacy 
and computers by Hoffman (1969) is on technical issues related to informa-
tion handling, but it also discusses legal and administrative sides of privacy. 
What was a hot topic then seems to have remained one throughout the dec-
ades: the (technical) control of the access to information mediated by the 
machine. For obvious reasons, the discussions about privacy in computer 
science have focused mainly on data protection and defining the proper han-
dling of information exchange between governments and individuals. How-
ever, a closer look at the issue reveals that privacy is used in a number of 
different meanings in different application areas—privacy as a concept has 
been used at least as: a value, a normative description, a goal of design (pri-
vacy-enhancing technologies), a human right, and an operationalized con-
cept (Tuerkheimer, 1993; Walters, 2001).10  
A closer focus on the area of pervasive computing reveals many concerns 
regarding privacy protection (Ackerman et al., 2001; Davies & Gellersen, 
2002; Dey et al., 2001; Grudin, 2001; Hong & Landay, 2001; Jiang & Landay, 
2002; Weiser, 1991, 1995), not least because a central part of the vision is that 
electronic services will be aware of the context of their users, typically regis-
tered by sensors of all sorts. Bellotti & Sellen (1993) were pioneers of explor-
ing these issues in their work on support for distributed collaborative work 
based on audio, video, and computer networking. They argue that privacy 
                                                                
10 For a treatment on privacy-enhancing technologies, see for example Burkert 
(1997). 
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issues must be considered early when designing the user interfaces of such 
systems. They present a framework for supporting this process that empha-
sizes potential privacy issues as well as how social norms and user habits in-
fluence the issues. The framework is essentially constructed to uncover what 
a design provides in terms of feedback about, and control over, personal in-
formation.  
In the following, we examine privacy from several perspectives related to 
information technology in general, and pervasive computing in particular. 
Violations of privacy on the Internet and the Web 
A first attempt to understand privacy in the context of information technol-
ogy could be to examine how violations of privacy on the Internet and the 
Web are typically described. In an article in BusinessWeek, Sager et al. (2002) 
report several grave unethical uses in what they call “the dark side of the 
Internet,” some of which undoubtedly can be classified as privacy violations. 
The Web publication of the autopsy photos of the deceased race driver Neil 
Bonnet is one such example, violating the privacy of his family. Other exam-
ples include Web postings of private information by non-profit organizations 
(Hoy & Phelps, 2003), and court records by government agencies (Hoofnagle, 
2001). 
One can argue that privacy violations of this kind have little to do with 
the Internet and the Web—unethical, and in most countries illegal, publica-
tion of photographs were known to happen long before the introduction of 
recent information technologies. The same can be said about identity thest 
and many other privacy violations in the context of the Internet and the Web. 
In these cases new technologies have merely made them easier to commit, 
and in some cases the consequences of the acts more grave.  
There are also examples of violations that are more uniquely related to 
the Internet and the Web. Invasive Sostware (Lawton, 2002) is a collection of 
techniques encompassing spyware, scumware, Web beacons, and improper 
use of cookies, as means to spy on individuals.11 These methods can be used 
                                                                
11 Spyware and scumware are umbrella terms referring to a collection of techniques 
for covertly collecting personal information of personal computer users via their 
Internet connections. Web beacons and improper use of cookies are specifically re-
lated to Web usage and email reading. 
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to collect information ranging from complete indexes of the content of the 
hard disks of individuals’ computers, to reports about which Web sites indi-
viduals visit, to even more subtle information such as how osten individuals 
move or click the mouse.  
An informal taxonomy over privacy issues on the Internet is given in a 
report by Olsson (2000), in which the concept of little brother fear is intro-
duced. For many years, and especially in the USA, privacy concerns have 
been associated with surveillance and intelligence gathering by government 
organizations and in some cases large corporations. This is sometimes re-
ferred to as privacy concerns due to big brother fears.12 However, as the pene-
tration of personal computers and Internet use continues to increase, the 
technologies needed to commit privacy violations are also available to every-
one. In this case, privacy concerns due to little brother fear refer to civil and 
non-commercial privacy violating activities. 
The use of personal information 
To a large degree, privacy has come to refer to the collection and storage of 
personal information for various purposes. For example, the Internet has 
become increasingly important for marketing purposes, which in turn raises 
the interest of business professionals in Internet related privacy concerns of 
consumers. Wang et al. (1998) have defined a taxonomy for privacy concerns 
in the Internet marketing arena that serves well to illustrate a number of con-
cerns people may have with regard to personal information on the Internet. 
They categorize privacy violations in seven distinct classes: (i) unwanted so-
licitation followed by improper (ii) access, (iii) collection, (iv) monitoring, (v) 
analysis, (vi) transfer, and (vii) storage of personal information. The term 
improper in this case typically refers to committing an act without sending 
notice to, or receiving acknowledgement from, the consumer. 
Recommender systems (Resnick & Varian, 1997) represent a special case 
of personalization sostware. Based on personal information, they make rec-
ommendations about for example which products individuals are likely to be 
interested in purchasing. More specifically, the recommendations are made 
by comparing the user to other users, trying to figure out which products that 
                                                                
12 See for example the thought-provoking sociological forecast “The Transparent 
Society” by David Brin (1998). 
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similar users have liked before. The information is osten as simple as a list of 
products the users supposedly like (implied by the act of buying some prod-
ucts). Such systems are already widespread on the Web. In one of the most 
well-known book stores on the Web, Amazon.com, Riedl (2001) found no 
less than 23 independent recommendation applications, the most obvious 
being the “other users who bought this book also bought...”. From a privacy 
perspective, recommender systems represent a particularly interesting appli-
cation of personalization since it illustrates how much information can be 
inferred about individuals from limited and apparently trivial personal in-
formation. Claypool et al. (2001) managed to infer users’ interest (or disinter-
est) in Web pages simply by analyzing their mouse activity and use of Web 
browser scroll bars. This privacy concern is particularly serious, since users 
generally do not expect high-level information to be disclosed from such 
subtle actions. Ramakrishnan et al. (2001) have studied recommender sys-
tems from a privacy perspective, trying to find ways to diminish users’ pri-
vacy concerns about them. They conclude that this is possible if elaborating 
with informed consent in general (see Privacy and user control, p. 43), and if 
providing the means for end-users to adjust their level of involvement in or-
der to reduce the risk of coerced consent in particular. 
Volokh (2000) has paid attention to this challenge and suggests the use 
of contracts to put users in a stronger position against potentially privacy 
violating service providers. One advantage with this model is that the law in 
most countries is effective in offering remedies for violations of contracts. 
However, a disadvantage is that contracts are only binding to its original par-
ties (the individual user and the service provider). If personal information 
reaches a third party, either by negligence or deceit by the service provider, 
the contract does not apply to this new party. Laudon (1996) goes even fur-
ther and suggests that individuals should own their personal information. 
This ownership would give users the legal right to decide who should be al-
lowed to possess what personal information, and for which purposes. There-
fore, the model does not suffer from the same limitation as the contract 
model. It would even create a whole new market (based on personal informa-
tion) on which users could make money by allowing businesses to collect and 
process personal information for various uses.  
There are many objections to models like the personal information con-
tract and ownership models, some presented by Laudon himself (1996). 
However, all these objections disregarded, the models lack one important 
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component in order to work—ease of use. Both models require constant ne-
gotiations between users and service providers about who should get what 
information, and for which purpose. The W3C initiated Platform for Privacy 
Preferences Project (P3P) has addressed this issue by providing a framework 
with which privacy policies can be formalized (Reagle & Cranor, 1999). Ser-
vice providers can specify their privacy policies as privacy proposals, includ-
ing both a natural language and a machine readable version of the policy, 
which can be both manually and automatically compared to the preferences 
of potential users.  
However, technologies such as P3P have received poor acceptance, mak-
ing it clear that technical solutions in isolation cannot solve the problem with 
privacy with regard to personalization.13 Ackerman et al. (2001) for example, 
argue that a solution must be based on social, legal, and technical con-
siderations in combination in order to be effective.  
Back to basics—defining privacy 
Why then, do we face these increased concerns about privacy today? In many 
ways, the question about privacy boils down to the question about the social 
acceptability of new computational products and innovations. While it is 
difficult to find evidence for the claim that information technology has 
brought fundamentally new functionality that make us more sensitive to pri-
vacy violations, a number of changes in scale are easily recognized. Grudin 
(2001) for example, argues that information technology has brought a major 
change in immediacy. 
If people had less privacy in pre-history than most of us do today, they ex-
perienced something that we do not: immediacy. Almost every action was a 
response to a threat or opportunity directly before them […] Our emotions 
and urges—anger, empathy, fear, desire, establishment of social status, and 
so on—evolved to function well in situations in which people reacted to 
events in front of them (Grudin, 2001 p. 280). 
                                                                
13 See for example the EPIC report “Pretty Poor Privacy: An Assessment of P3P and 
Internet Privacy” (available online at http://www.epic.org/reports/ 
prettypoorprivacy.html). 
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If immediacy was a characteristic of our lives long ago, information 
technology has brought the separation of action from time and space in that 
information can now be collected about others without physical presence. 
Sensor technologies and our constant use of information technology make it 
possible to read the traces of people at great distances, osten completely with-
out the knowledge or awareness of the stalked people. As if this was not 
enough, the persistence of digitally recorded information makes it possible to 
replay or re-experience the captured information in perpetuity. These 
changes, as well as the ease by which information technology allows us to 
combine pieces of information, make what historically could be referred to as 
the practical obscurity (Brin, 1998) of collecting information about others a 
mere opportunity.  
In an effort to understand the dynamic and multi-dimensional nature of 
privacy issues in the context of information technology, Palen & Dourish 
(Palen & Dourish, 2003) have turned to theories about privacy by the social 
psychologist Irwin Altman. According to Altman, managing privacy is nei-
ther a static nor a rule-based process, but rather dynamic and dialectic. Thus, 
privacy regulation can be modeled as a boundary regulation process with 
which people adjust their level of openness, or closeness, depending on con-
text. This can be seen in stark contrast to the more common view of privacy 
as an activity of social withdrawal. Palen & Dourish apply these theories to 
information technology by describing what they believe are three central 
boundaries. At the disclosure boundary, decisions are made about what in-
formation (if any) should be disclosed under which circumstances. Along the 
identity boundary, individuals decide whether to act as oneself or as some 
other agent, for example as a unique individual or as an anonymous repre-
sentative of an organization. The third boundary is temporality, which is as-
sociated with interpretations of past, present, or future disclosure of informa-
tion. Ackerman et al. use a similar line of argument when suggesting that 
context-aware systems should support the negotiation of privacy agreements 
(2001). 
An alternative to defining privacy in the context of information technol-
ogy is to describe the issue from an ethical standpoint. However, as Laudon 
(1995) points out, there is no systematic treatment of ethics in relation to 
information technology in literature as in the case of medical or business 
ethics. Loudon suggests that ethical discussions of this kind should be ar-
ranged along the two orthogonal dimensions: rules vs. consequences and 
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collective vs. individual. Applying this kind of reasoning to privacy issues is 
particularly compelling, since these matters seldom can be classified as uni-
versally right or wrong. Walters provides a comprehensive ethical analysis of 
privacy and security in the information age (2001). He evaluates privacy “in 
accordance with basic, nonsubtractive, and additive goods of well being and 
the criterion of degrees of needfulness for action” (ibid. p. 19) in order to dis-
criminate between privacy breaches that temporarily interfere with minor 
freedoms (for example caller ID or phone solicitation) and those that inter-
fere with highly valued freedoms (for example the privacy of medical and 
genetic information).  
Privacy and user control  
In numerous cases in literature, both in the fields of ethics and computer sci-
ence, privacy is described in terms of user control (Ackerman et al., 2001; 
Grudin, 2001; Hong & Landay, 2001; Schoeman, 1984; Walters, 2001; Weiser, 
1993). Ackerman et al. for example, state that “privacy is intrinsically bound 
up with control—who controls what information as well as the applications 
and systems that construct and disseminate that information” (2001 p. 169). 
In his ethical analysis of privacy in relation to information technology, Wal-
ters describes privacy as osten being “defined in relation to ‘control’ over ac-
cess to information about oneself, over the intimacies of personal identity, or 
over who has sensory access to a given individual” (Walters, 2001 p. 10). 
Grudin even suggests that the discourse is somewhat off course when stating 
that it “is not privacy as much as control of the circumstances of disclosure 
that is at issue” (2001 p. 279).14 
But what does user control really mean in the context of privacy and in-
formation technology? To a large degree, the well established concept of in-
formed consent provides some answers to what user control amounts to when 
                                                                
14 However, as pointed out by for example Walters (2001) and Schoeman (1984), 
regardless of the usefulness of viewing privacy as user control, there are other impor-
tant (and sometimes orthogonal) views of the concept. For example, when looking at 
the concept from a legal rights perspective, privacy stands out in its own right, re-
gardless of whether the individual in question is in control or not. 
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dealing with disclosure and handling of personal information.15 Friedman et 
al. (2000) provide a discussion about the concept in a networked information 
technology domain, in which five conceptual components are identified: (i) 
disclosure, (ii) comprehension, (iii) voluntariness, (iv) competence, and (v) 
agreement. The first two components amount from the informed part of the 
concept. Not only should the necessary information about the involved 
benefits and risks with a particular act (of disclosing personal information) 
be made available, it should be made available in such a way that it is reason-
able to believe that the individual understands the consequences. Further-
more, what is being disclosed about the information handling should include 
who will have access to the information, for how long it will be stored, why it 
is collected, and what measures of protection the individual can expect the 
collector to take in order to protect the identity of the individual. The re-
maining three components amount from the consent part of the concept. 
Voluntariness refers to the individual being able to refuse to commit an act 
that would lead to disclosure of personal information. This is however not as 
simple as stating that no individual should be forced to disclose personal in-
formation. If, for example, an individual can choose only between subscrib-
ing to a service and in doing so disclosing personal information, and not sub-
scribing to a service at all, consent is forced if the service is important for the 
individual. For example, a person who is dependent on a cell phone for her 
job may not like the fact that it reveals her position, even though this is a 
necessary side effect of the functionality of the phone. If the service provider 
uses the information in ways that cannot be motivated in terms of providing 
the service (for example storing the information indefinitely or disclosing it 
to a third party), the situation can be considered as coerced. The individual 
must also posses the capabilities (mental, emotional, and physical) to give an 
informed consent, which is the meaning of competence. Children, lacking 
technical competence and experience, or individuals with a mental medical 
disorder, are examples of people that could lack the ability of balancing the 
advantages and disadvantages of disclosing personal information. Finally, 
agreement refers to making clearly visible the option of choosing whether to 
commit to an act and disclose personal information or to decline. This can be 
                                                                
15 The concept of informed consent is probably best recognized in the context of 
medicine, in which case it is known as the consent by a patient to a medical proce-
dure after gaining an understanding of the relevant medical facts and risks involved. 
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done by actively asking the individual for permission to collect personal in-
formation (opt-in agreement). Alternatively, the individual must ask for the 
termination of the collection of personal information explicitly (opt-out 
agreement). 
From a usage perspective, one can also argue that user control in this 
context is about appropriation—designing information technology in a way 
that allows users to gradually take possession of it (Dourish, 2001b p. 204-
205), thus controlling both what information the technology handles as well 
as what actions it commits to. Chalmers & MacColl (2003) argue that much 
more information must be disclosed to the individual for this process to be 
effective than what is typically assumed. Informed consent can be seen as a 
basic requirement for enabling appropriation. This can be exemplified with 
cookies, which are text strings stored in Web browsers. The strings are set 
and retrieved by the Web servers that host the pages shown in the browsers. 
Cookies can be used for perfectly legitimate purposes of for example person-
alizing Web sites or providing online store functionality. They can however 
also be used for tracking individuals browsing habits and covertly collecting 
demographic information about Web site visitors. Unfortunately, the protocol 
for storing cookies in the Web browsers does not actively support informed 
consent.16 In early versions of Netscape® Navigator, individuals were forcedly 
unaware that Web sites stored tracking information in their Web browsers.  
During the years that followed the introduction of cookies, new releases 
of Web browsers were equipped with increasingly advanced support for in-
formed consent—mostly targeting disclosure, comprehension, and agree-
ment (Millett et al., 2001). Today, most Web browsers provide some basic 
support for appropriation. As a basic requirement, cookies are stored in a 
place that users at least have a chance of controlling locally—cookies are not 
stored on a server out of reach for the users. Browsers are also capable of no-
tifying users of Web servers attempting to store cookies in the browser, and 
can present information about the cookie to the user (for example informa-
tion about its origin, purpose, and life time). Finally, when notifying the user 
about the cookie, the user can choose to accept or block the cookie.  
So far a basic support for informed consent is provided. In order for us-
ers to gradually take possession of the browser technology, recent Web 
browsers allow users to operate at different levels of user involvement. On the 
                                                                
16 See RFC-2109 on http://www.ietf.org/rfc/rfc2109.txt. 
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first level, users need not know about cookies at all and nor do they have to 
care about making choices whenever Web servers try to set them. In this 
case, the Web browser (exemplified with Microsost® Internet Explorer v. 6) 
handles cookies with default settings that block the most obvious privacy-
invasive use of cookies, but accepts the rest. On the second level, for users 
with some more interest in cookies and a further wish to exert control over 
how they are handled, the browser provides six predefined strategies for 
cookie handling, ranging from accept all to block all cookies. On the third 
level, users can override the predefined strategies and manually control how 
cookies should be handled. This type of multi-level support for managing 
cookie-related privacy issues allows novice users or privacy unconcerneds 
(Cranor et al., 2000) to use browsers without having to care about settings. As 
users learn more about cookies, or pay more interest in privacy issues, they 
can gradually increase the level of involvement and start exerting control 
over how cookies are handled.  
The cookie example above is limited in domain and the support pro-
vided by the most recent Web browsers is far from leaving the wish list for 
privacy support empty. However, it serves well to illustrate what is needed in 
terms of providing information and support for controlling functionality in 
order to afford information technology appropriation. 
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The context of use—how much and of what kind? 
In his paper introducing the term, Weiser states that “ubiquitous computing 
will produce nothing fundamentally new” (1991 p. 75). While this is perhaps 
true from a theoretical perspective, the shist towards a pervasive use of in-
formation technologies has already had dramatic effects on in which contexts 
people perform a whole range of activities. For example, around the time the 
vision of ubiquitous computing was formed, the chance that one would know 
where a person would answer the phone when calling her was quite high, 
simply because most phones at that time were wired and each phone number 
was uniquely tied to a physical place. A decade later, in many cases the only 
way to know where a phone will be answered is by knowing the habits or 
whereabouts of the person one is calling; because from a technical perspec-
tive, the person could answer the phone a block away equally well as on the 
other side of the globe (Weilenmann, 2003). Or when making bank transac-
tions, the chance that one was in a bank facility was high simply because that 
was required in order to do so. A decade later most bank transactions can be 
carried out on any one of hundreds of millions of Internet connected com-
puters around the world, as well as any one of an even greater number of 
phones. 
In this chapter, we further examine the context of use and the conse-
quences of the introduction of pervasive information technology, and we 
conclude by outlining three paths for designing such technologies given the 
challenges it poses on the context of use: context independence, making con-
text information available, and context awareness. It should be noted, how-
ever, that the paths are not mutually exclusive, nor are they in conflict since 
they address different challenges (see The aWare Messenger phase II—access 
to local resources, p. 153, for an example of how all three design paths can be 
combined in a single service). 
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Defining user context 
But what constitutes context with respect to the use of information technolo-
gies? Based on a thorough review of the literature of the field, Dey & Abowd 
(2000) conclude that definitions of context in literature can be categorized as 
either enumerations of examples of context information or categorizations. 
They build on this body of work in order to provide a definition of their own. 
Any information that can be used to characterize the situation of entities 
(i.e., whether a person, place, or object) that are considered relevant to the 
interaction between a user and an application, including the user and the 
application themselves. Context is typically the location, identity, and state 
of people, groups, and computational and physical objects (Dey et al., 2001 
p. 106). 
While the utility of this definition has been acknowledged for the pur-
pose it was developed, a number of shortcomings have also been identified.17 
Greenberg (2001) for example, brings up the dynamic properties of context. 
Viewed over a period of time, context is created by a number of factors, of 
which some are stable and some are not. The result of this is that contexts 
that appear to be similar by looking at some factors may differ dramatically 
when looking at others. This makes it difficult to determine beforehand: the 
set of contexts, what information can be used to accurately classify contexts, 
and what action to take given a particular context.  
McCullough suggests a typological approach to situated interaction de-
sign (2001) as a means for design of information technology for recurrent 
situations in everyday life. He argues that instead of designing universally for 
the anytime and everywhere scenario, it would be possible to identify a rela-
tively small number of typical and frequently recurring situations, allowing 
designs to target single or classes of types individually.  
In contrast to the taxonomy of Dey & Abowd (2001) with places, people, 
and things at the top-most level, Lucas (2001) proposes the physical, the de-
vice, and the information realms of context. For the purpose of analyzing 
context in relation to information technology, this latter taxonomy brings the 
benefit of distinguishing between physical objects that are information sys-
                                                                
17 The definition was put forth to motivate the design and implementation of a toolkit 
for the capturing, interpretation, aggregation, and dissemination of context informa-
tion (Dey et al., 2001). 
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tems and other physical objects, as well as information systems and informa-
tion per se. 
Winograd (2001) argues that the definition of Dey & Abowd contains 
too many open-ended phrases, rendering it too broad for practical use. In-
stead, Winograd introduces the “use of ‘context’ in a more specific way, to 
characterize its role in communication. Context is an operationalized term: 
something is context because of the way it is used in interpretation, not due 
to its inherent properties” (ibid. p. 405). Thus, what constitutes context of 
some act of communication are the details of the situation that bring meaning 
to the act. Winograd draws on the differences between the definition of Dey 
& Abowd and his own use of the term, when highlighting the difference be-
tween setting and context. The setting of some interaction is everything that 
can be used to characterize the interaction, while the context is created by the 
parts of the setting that can be used when interpreting the interaction. We 
will adopt this use of the terms setting and context in order to denote the 
details of some information technology use situation that characterize the 
situation, and the details that bring meaning to it, respectively. 
The impact of information technology 
Since the introduction of pervasive computing, large parts of the design and 
development of new information technology have come to deal with mobile 
computing (La Porta, 2002). However, as a base for understanding the conse-
quences of deploying these new information technologies, mobile computing 
as a concept provides poor support. Few consequences stem from the fact 
that information technology can be moved. Rather, some of the challenges 
can be understood by analyzing changes in the relationships between fairly 
static physical and social structures in our society, or, as Agre puts it, that the 
“mapping between activities and places will dissolve, and everyplace will be 
for everything all the time” (2001 p. 181). Agre illustrates this with architec-
tures (built structures and related physical objects) and institutions (the col-
lection of widely used long-term social norms that constitute human rela-
tionships), which have historically been clamped together. 
Nearly every building is designed with an institution in mind: the family 
home, for example, with its distinction between the master bedroom and 
the other bedrooms; or the hospital with its specialized places for patients, 
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nurses, staff meetings, visitors, administrators, and maintenance workers. 
Buildings thus posit identities—roles that we live out both subjectively and 
through bodily engagement with the people and things of particular archi-
tected places. Hospitals make us into patients, courtrooms into jurors, res-
taurants into diners, and so on. Having been defined in this way, we cer-
tainly retain a broad freedom of action. But we conceptualize and strategize 
our action upon a terrain that the institution has created (ibid. p. 182). 
Note that the connection between architecture and institution is some-
times valid also in cases where the institution is formed by existing architec-
tures, for example street life, as well as in non-designed environments. This is 
for example true for many outdoors institutions, such as beach bathing for 
example. New information technologies then, blur these mappings between 
institutions and architecture (or environments). In many cases, we can now 
commit to activities in environments with little or no support for the institu-
tion that structures the activity. Using a cellular phone for example, one can 
participate in formal meetings remotely while riding a public bus, in which 
case one must adhere to the social rules and norms of being a bus rider and a 
meeting participant simultaneously.  
At this point it is worth noting that the evolution of the design of archi-
tecture and social rules and norms is nothing new. For the most part though, 
this is a slow process with few surprises. There is however examples through-
out history where changes have been dramatic—for example the advances in 
control of organizations and systems that led to the industrial revolution dur-
ing the 19th century—and new information technologies seem to have that 
effect today (Beniger, 1995). 
This analysis can only provide partial explanation of the effects of new 
information technology—the classification of architectures and institutions 
is, as pointed out by Agre himself (Agre, 2001), simply too coarse. For one 
thing, architectures are not entirely static, and they have never been. They 
evolve over time, sometimes slowly and sometimes rapidly. In some cases, 
architectures are linked to different institutions during day and night, week-
days and weekends, etc., while in others, architectures are temporarily used 
for something different, thus hosting completely different institutions (for 
example an office space during a release party). Another limitation with this 
analysis is that it does not cover all aspects of context as defined above. Ar-
chitecture and institution only determine body metrics, mood, social context, 
etc., to a limited extent, if they do so at all. A large part of the factors that 
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bring meaning to an information technology use situation, are actually com-
pletely emergent as “they are things that unfold in the world and the funda-
mental nature of which depends on their properties as features of the world 
rather than as abstractions” (Dourish, 2001a p. 235).  
There are a number of ways of handling the type of context-related 
conflicts that new information technologies can create. First, in the simplest 
case the conflict may be resolved simply by an evolution in social rules and 
norms. It may be that aster some time and experience with people participat-
ing in meetings while riding public buses, this is not considered as a violation 
of the social rules and norms of that environment. Second, one can acknowl-
edge the dynamic nature of the mapping between architecture and institution 
by either making the design independent of contextual features, or by making 
the design flexible enough to cope with the changes. Kozlov describes a blog-
ging service (2004) that constantly develops new tools and introduces new 
features for helping their members to cope with privacy as new practices 
emerge. Third, in cases when new technology allow for remote participation 
in activities that originally required physical presence, the technology may 
filter contextual features of importance for the activity. In such cases it is 
sometimes useful to have the technology making these features explicit in 
order to compensate for the loss of information. For example, one well-
known problem with phone conferences is that it is difficult for the partici-
pants to notice the coming and going of conference participants, which they 
would have had they all been in the same room. A relief to this problem is to 
have the phone conference system to automatically announce the participants 
as they enter and leave the conference. Fourth, since disturbance may be 
caused by the introduction of information technologies, and thus new activi-
ties, in already established environments and institutional settings, it could be 
useful to aim for technical solutions that automatically adapt their behavior 
so as to minimize disturbance. For safety reasons, for example, cell phones 
could automatically be turned off in areas where the radio transmitter may 
cause potentially dangerous disturbance, such as in some areas of hospitals 
and on airplanes. Note that such an adaptation should be possible to override 
(see further Context awareness, p. 54), as in the cases of the successfully de-
ployed active accelerator pedal (Varhelyi et al., 2004) and the adaptive light 
switch (Cooperstock et al., 1997). 
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Context-independent design 
Designing technology so that it works in many different contexts is one way 
of solving the context-related challenges introduced by new information 
technologies. In some cases this is trivial, as for example when the technology 
depends on either, but not both, architecture or institution (Agre, 2001). A 
wearable monitor for medical purposes is an example of an application that is 
independent of the context of use. 
Other situations are not as simple, in which case the independence must 
be actively supported by the design of the technology. The Web is a good 
example of such a design. When developing the infrastructure behind the 
Web, one of the design criteria of Tim Berners-Lee et al. was to allow for a 
heterogeneous set of clients with respect to presentation capabilities (1992). 
This would allow service providers to create content independently of the 
capabilities and limitations of individual clients, handing over the responsi-
bility of generating a presentation suited to each specific client to the client 
itself. 
It is interesting to note that use of the Web, by the introduction of perva-
sive access to a huge amount of massively distributed information, is context-
independent with regard to factors of the use situation such as location and 
social context (Davies & Gellersen, 2002). The good thing about this is that 
information can be accessed regardless of where one is. For example, the act 
of searching for books and browsing for book titles is not restricted to librar-
ies anymore; this can be done practically everywhere. The bad thing is that it 
is difficult for users to get assistance in finding information from their cur-
rent context (Banavar et al., 2000). In the physical world information is osten 
tied directly to the physical context one is in. This is for example true for 
road signs that are placed in settings where they make immediate sense, mak-
ing it unnecessary for drivers to search for them when they need them. 
Making context information available to others 
In the past, the activities of people were performed in a local and situated 
context. In a local setting, we use social information about the people sur-
rounding us (for example their social status and mood), as well as informa-
tion about the objects present in the vicinity, osten with no further effort than 
glancing around us. As illustrated above however, with the introduction of 
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information technologies this is no longer true—but we osten act as if it was 
(Grudin, 2001). By having information technologies representing context 
information from remote locations we can increase the richness of an inter-
action making it for example more efficient, enjoyable, and understandable.  
Erickson & Kellogg point out the importance of visibility, awareness, and 
accountability in interaction with information technologies just as in social 
interaction, and introduce social translucence as a concept for mediating so-
cial context information between collaborating people that are separated in 
time and space (2000). This concept is illustrated with the Babble system, 
which incorporates a social proxy and a social timeline (Erickson et al., 
2002). The proxy provides information about the current presence and activ-
ity of other people in a chat, all represented by an abstract graph with a circle 
representing the chat room and dots representing participants. The timeline 
illustrates historical data about people’s presence (as logged on to the chat 
system) and active or passive participation in a specific chat. Having de-
ployed the system to some 20 groups, Ericsson et al. report that not only have 
users responded to the system in positive terms (for example finding it en-
gaging and informative), they have also talked about the system as if they had 
been interacting with other chat participants in face-to-face conversations. 
They referred to other people in spatial terms (for example as being in the 
room) as well as to the behavior of groups of people (for example as in the 
gathering or dispersing of groups). Users even commented on other partici-
pants as paying attention. In this way, the system managed to create both 
visibility and awareness of other (remote) people. However, the presence of 
some means for introducing accountability could also be inferred from the 
studies in that users reported that they could read the (very abstract) timeline 
to see whether some other participant had read a particular posting. 
Another example of a system that adds channels for conveying social 
context information to a text messaging system is eMoto (Fagerberg et al., 
2004). This system allows users of mobile terminals (Sony Ericsson 
P800/P900 cell phones) to author emotionally annotated text messages. Just 
as with the Babble system described above, eMoto represents social context 
information in an abstract form. Instead of expressing emotions as labels (for 
example happy and sad), Fagerberg et al. represent emotions as illustrations 
where color and abstract shapes reveal the valence and effort of an emotion. 
Also, while the text message itself is entered in a traditional fashion using a 
stylus, the affective input is conveyed using gestures by having the user vary-
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ing the pressure of the grip of the stylus and the intensity of swinging the 
stylus back and forth. In this way the user can control valence and effort in 
order to create an abstract representation of the experience of an emotion, 
which in turn can be sent to, and re-experienced by, the recipient. 
But what context information should be represented and mediated? Just 
as adding channels for mediating context information between remote peers 
can help bridge the gap introduced by being physically apart, adding chan-
nels can also convey information that would not be available in a shared 
physical setting. In a physical setting for example, people can osten close their 
door or walk aside in order to get some increased privacy (Rudström, 2003). 
Such acts are however not necessarily reflected in systems that mediate con-
text information to remote peers, possibly resulting in privacy violations. 
Ericsson & Kellogg (2000) bring up this tension between visibility and pri-
vacy as one reason for talking about translucence instead of transparency. 
However, they also acknowledge that the trade-offs between on the one hand 
adding channels for context information for the purpose of creating visibility, 
awareness, and accountability, and on the other hand an increased risk for 
privacy violations, is poorly understood. Also Grudin (2001) points out 
difficulties with knowing when to capture what context information. One 
difficulty lies in the very act of capturing context at all, since in a sense, this 
alters the context in fundamental ways. By capturing context information in a 
setting, that information is removed from its context, allowing a wider range 
of interpretations of the information. Another difficulty lies in the fact that 
not all context information can be captured and represented for distribution. 
The most salient information in a context may for example be technically 
difficult or expensive to capture (the face expressions of the participants in a 
meeting for example). By capturing less salient but more accessible informa-
tion (for example the currently active meeting participant), this less impor-
tant information may be overrated. 
 Context awareness 
Based on his distinction between user setting and context (see Chapter 3, p. 
79), Winograd defines context-aware computing as “the design of computing 
mechanisms that can use characterizations of some standard aspects of the 
user’s setting as context for interaction” (2001 p. 405). Dey & Abowd (2000) 
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provide a categorization, along with numerous examples of use from litera-
ture, of what types of functionality that take context information as input. 
First, context information can be presented directly to the user (for example 
the user’s position on a map) or trigger the presentation of some other infor-
mation or functionality (presenting available information technology re-
sources in the vicinity or recommending a timetable service when approach-
ing a bus stop, for example). Making context information available to others 
in order to create awareness would also fall into this category. Second, if the 
relationship is strong enough the context information can also be used to 
automatically trigger the functionality. Entering a library could for example 
trigger the cell phones of visitors to turn off the ring volume. Third, context 
information can simply be stored in a structured way for retrieval at a later 
time (Starner et al., 1997). A possible use scenario of this kind of context 
awareness is a tourist log application that automatically annotates a map with 
detailed information about sites that a visitor has taken interest in. A special 
case of this, with a particular bearing on pervasive computing, is proposed by 
Satyanarayanan (2001). In situations when resources such as network band-
width, processing power, energy, and memory are scarce (or otherwise 
costly), context information can be vital in planning how resource are to be 
used. 
Designing context-aware information technology 
Dey & Abowd (2001) have developed a sostware toolkit for the capturing, 
interpretation, aggregation, and dissemination of context information. The 
toolkit is designed to meet a number of requirements that would allow for 
simplified design and development of context-aware applications from a 
sostware engineering perspective. The toolkit also contains components that 
implement features that are more specific for context-aware computing (for 
example the maintaining of historical information and resource discovery). 
Hong & Landay (2001) build on this work when proposing a service infra-
structure approach. Their goal is to provide technology neutrality and sup-
port for maintenance and evolution by reshaping the toolkit as a middleware, 
and cross-application reuse of components by introducing openness (see 
further Chapter 4 for a more elaborate discussion on these issues). 
While these approaches provide features for handling context informa-
tion, mainly from a sostware engineering perspective, a number of concerns 
remain. The dynamic properties of context probably constitute the most pro-
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found challenge to the efforts of making information technology context-
aware. If we cannot say for sure what constitutes the context of use (i.e., what 
factors bring meaning to a use situation), what information is needed in or-
der to determine the context, or what we can infer from knowing the context, 
what can really be accomplished? One way to handle this uncertainty is to 
treat context-aware systems with sound skepticism, giving the results from 
such systems low credibility (Greenberg, 2001). Following the same line of 
reasoning, another way is to implement context awareness for domains in 
which failure does not matter, or is easily corrected by the user without caus-
ing too much annoyance.  
Scalability is another issue. While the toolkit of Dey & Abowd provides 
valuable support for designing and developing single context-aware applica-
tions for physically limited environments, it is hard to see how such applica-
tions could be extended to the kind of wide-spread and permeating usage 
envisioned by Weiser (1991). With a vastly heterogeneous computing envi-
ronment, containing thousands of computing devices in the same physical 
setting, the type of support that a toolkit can provide is limited (Hong & 
Landay, 2001; Winograd, 2001). Some of the issues that come with large-scale 
applications are addressed by the infrastructure approach of Hong & Landay 
(2001). However, their approach also introduces new scalability issues. Since 
the functionality in a typical service infrastructure is distributed between 
servers, managing the vast number of sensors remotely is a major challenge. 
This is especially true for applications where the physical sensors, as well as 
the usage of the context-aware application, are local to the user, but the func-
tionality is distributed among servers elsewhere. 
Coping with context-aware information technology 
Other challenges of context-aware computing are better referred to as social 
threats than mere technical challenges. One such threat is the potential per-
sistence of digitally captured information (Grudin, 2001). For example, a 
statement made by an individual in a given physical setting (for example a 
pub), social setting (for example friends), using a particular facial expression 
(for example indicating irony), can, if it is digitally captured, potentially be 
replayed everywhere in the world at any time ranging from moments aster 
the statement was expressed to perpetuity. While the recording of such a 
statement may be regarded as context for some application, the loss of con-
text for the statement itself may cause misinterpretations. Bellotti & Edwards 
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(2001) identify persistent context information as a potential privacy risk for 
individuals, suggesting that it may be necessary to inform users of the persis-
tence of collected information.  
On the whole, privacy of individuals in the discourse about context 
awareness is a major concern (Ackerman et al., 2001; Dey et al., 2001; Hong 
& Landay, 2001; Weiser, 1993). In order to face these and other challenges 
with regard to social aspects of context awareness, Bellotti & Edwards (2001) 
present a framework for promoting intelligibility and accountability in con-
text-aware systems. They advocate four design principles, with varying de-
grees of support from elsewhere in literature (Agre, 2001; Dourish, 1997; 
Greenberg, 2001). First, users of context-aware systems should be informed 
about the capabilities of the system and the system’s current understanding of 
the situation. As argued by Greenberg (2001), context-aware systems will to 
varying degrees have the wrong idea of the current situation and in these 
cases users should be aware of this risk. Second, context-aware systems 
should provide feedback about what personal information is acquired, for 
what purpose is it collected, how it is interpreted and represented, and to 
whom it is made available. Third, the identity of the actors responsible for the 
actions of the system, as well as what these actions are, should be disclosed. 
Fourth, users should be allowed to control actions that the system take based 
on context information. In particular, and depending on how certain the sys-
tem is about the outcome of an action, the system should provide users with 
the means of choosing among a set of alternative actions, confirming a sug-
gested action, or correcting the action if it is inappropriate. 
While the framework of design principles of Bellotti & Edwards is ori-
ented towards context-aware systems, we argue that it is valid for pervasive 
computing technologies in general. Note, for example, the close relationship 
between these design principles and control over actions taken by a system 
,and control over collection, use, and disclosure of personal information, as 
advocated in Chapter 1. 
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System-level support for pervasive computing 
As argued in Challenges of pervasive computing (p. 3), lack of progress in sys-
tem-level sostware development is the most important reason to why perva-
sive computing so far has been limited to small-scale prototype systems or 
systems with limited scope, such as the Web and cellular telephony (Davies & 
Gellersen, 2002 pp. 12-13; Satyanarayanan, 2001 p. 27).  
Computer operating systems and window-based systems display sostware 
will have to change substantially. The design of current operating systems, 
such as DOS and Unix, is based on the assumption that a computer’s hard-
ware and sostware configuration will not change substantially while it is 
running. This assumption is reasonable for conventional mainframes and 
personal computers, but it makes no sense in terms of ubiquitous comput-
ing (Weiser, 1991 p. 73). 
Unfortunately, despite progress in many areas of pervasive computing, 
what was a challenge then remains a challenge today. We see this in practi-
cally all information appliances designed for ubiquitous use such as personal 
digital assistants and cell phones. Banavar et al. state that “it will remain this 
way as long as people continue to view mobile computing devices as mini-
desktops, applications as programs that run on these devices, and the envi-
ronment as a virtual space that a user enters to perform a task and leaves 
when the task is finished” (2000 p. 266). In literature on system-level support 
for pervasive computing, a number of sub-challenges are highlighted, includ-
ing interoperation, adaptation of content and user interface, scalability, inte-
gration of heterogeneous hardware and sostware components, configurability, 
efficiency, robustness, and simplicity of pervasive systems (Davies & Gel-
lersen, 2002; Kindberg & Fox, 2002; Saha & Mukherjee, 2003; Winograd, 
2001). A number of design suggestions follow these challenges. Kindberg and 
Fox for example, formulate what they refer to as the volatility principle.  
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You should design ubicomp systems on the assumption that the set of par-
ticipating users, hardware, and sostware is highly dynamic and unpredict-
able. Clear invariants that govern the entire system’s execution should exist 
(Kindberg & Fox, 2002 p. 71). 
Saha et al. (2003) call for a middleware for handling the heterogeneity of 
applications and pervasive networking, devices, and user interfaces, which 
should support the execution of services in both peer-to-peer and client-
server mode.18 Banavar et al. (2000) argue for a new application model, tar-
geting issues of design-time (for example the programming model), load-
time (for example dynamic discovery of applications and services), and run-
time (for example handling of disconnected operation), in order to bring the 
vision of pervasive computing to reality. 
Below we categorize these issues into two perspectives: technology neu-
trality and openness. Already at this point, it is worth noting that these issues 
are not completely compatible, which calls for a need to strike a balance 
when settling for a technical solution. 
Technology neutrality 
Given the heterogeneity of envisioned pervasive computing environments, a 
natural goal of design is to aim for a situation in which services can be de-
ployed and used with as few constraints regarding technology as possible. 
The Web is an example of an information system that is comparatively neu-
tral with respect to a number of aspects of the underlying technologies. First, 
the services themselves, as well as the servers and clients for mediating the 
services, can be implemented using just about any programming language 
imaginable. Second, service providers can provide their services, just as users 
can consume them, regardless of what operating systems their computers are 
running. Third, the hardware on which Web servers and Web browsers exe-
cute can differ substantially. For example, Web servers can execute on main-
frame servers serving thousands of users simultaneously, on personal com-
puters, as well as on small dedicated “computers” such as networked cameras 
with built-in Web servers. Web browsers can execute on personal computers, 
                                                                
18 For the purpose of this text, the definition of middleware “as services provided by a 
layer in between the operating system and the application” by Kindberg & Fox (2002 
p. 71) suffices. 
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personal digital assistants, and cell phones. However, while the success of the 
Web to a large degree can be attributed to the neutrality of the system with 
regard to operating system, programming language, and hardware, it has 
introduced a near-absolute dependency on network technologies. Without 
network connection between client and server, users are completely without 
service. For special cases, there are solutions for reducing the negative effects 
of this dependency. For information services that seldom or never change 
their content for example, Web browsers can cache information locally for 
later and disconnected use. However, this solution does not work with inter-
active services and with information services whose content changes osten.  
Factors for achieving technology neutrality 
A crucial step towards achieving technology neutrality is standardization of 
data formats and protocols (Hong & Landay, 2001). These act as the layer 
that both glues the different pieces of the system together, and abstracts away 
the differences in aspects of the underlying technologies. The main challenge 
with the process of standardization is to find the right balance between sim-
plicity and expressiveness. The protocols and formats must be simple enough 
to work with for a great and diverse number of parties (for example develop-
ers and designers in industry, research, and education), yet expressive enough 
to accommodate the functionality aimed for.  
At this point, standardization may seem contradictory to enabling user 
control as advocated in Chapter 1, since by requiring services and informa-
tion appliances to adhere to some set of standards, the users’ degrees of free-
dom is reduced. However, this may be a necessary step towards enabling the 
very provisioning of services at all, as well as towards increasing usability 
(Friedman & Kahn, 2003). Thus, the issue of finding a balance between user 
control and standardization becomes crucial. 
Another factor for achieving technology neutrality is apportioning of 
functionality throughout the whole system (Hong & Landay, 2001). The Web 
for example, based on a typical client-server model, handles neutrality with 
regard to operating system, programming language, and hardware excel-
lently. As noted above however, the distribution of functionality makes the 
system dependent on network connectivity between server and client. The 
direct opposite, to host all information and functionality locally (as in the 
case with a standalone personal computer), would mitigate this disadvantage 
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at the possible expense of introducing dependencies on programming lan-
guage, operating system, and hardware.  
This factor of determining how functionality should be distributed 
throughout the system has a direct effect on how well the system scales with 
regard to for example the number of services and users (Neumann, 1994). A 
strict client-server solution has the advantage of being cost-effective to ad-
minister and maintain, even for a large number of users and services. How-
ever, serving a large number of users may be expensive in terms of require-
ments on network capacity and processing capabilities (Hong & Landay, 
2001; Saha & Mukherjee, 2003; Satyanarayanan, 2001). Most notable how-
ever, is the effect of locality. Pervasive services are to a varying degree tied to 
the user context, and hence, they require some degree of control over local 
sensors, actuators, and information technology resources such as printers, 
user interfaces, and data. A model that requires remote service of hundreds 
of thousands of users will be difficult to implement considering the sheer 
number of computing artifacts that would have to be administered. The op-
posite solution, with standalone and self-contained clients, scales very well 
with the number of users and services. This of course requires that the client 
is powerful enough to host the services in the first place, a requirement that 
cannot be taken for granted. A fully distributed solution is also expensive to 
maintain and administer, as well as vulnerable to failures and data-losses. 
These conflicting factors of technology neutrality make it challenging to 
find the best possible middle-ground. However, we argue that this must be 
the goal for efforts in pervasive computing, since none of the extreme solu-
tions will suffice in isolation. Thus, we must aim for solutions that are flexible 
and capable of accommodating several models simultaneously. 
The case of many user interfaces 
Central to the original vision of pervasive computing is that rather than hav-
ing one computer for fulfilling all our computational needs, we should have 
as many different computers for different tasks as make sense (Weiser, 1991, 
1993). This because no single device or user interface is flexible enough to 
handle the diversity of input-output needs in all imaginable settings. In order 
to fully support this diversity in both use situations and available devices, a 
large number of modalities as well as a large number of different devices 
should be supported (Nylander et al., in press; Ponnekanti et al., 2001). Pro-
viding this support is not only an issue for a user interface toolkit, but rather 
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something that should permeate the design of the system at all levels (Davies 
et al., 1996).  
As is customary in the design of graphical user interfaces for personal 
computers, the baseline for achieving this support is to separate user inter-
faces from their applications (Kindberg & Fox, 2002). A number of require-
ments can be placed on a solution for creating user interface and device 
flexibility (Nylander et al., in press; Ponnekanti et al., 2001). First, as argued 
more generally above, a solution should allow for the use of any language, 
operating system, and user interface toolkit for creating user interfaces. This 
enables support for a large number of modalities, and the possibility to de-
ploy user interfaces on the diversity of available devices. Second, it must be 
possible to add services without having to manually design user interfaces for 
all available modalities and devices. Third, it should be possible to add sup-
port for new modalities and devices without having to modify the already 
available services. The latter two requirements stem from the sheer cost and 
impracticality of explicitly supporting all available modalities and devices for 
each service. Finally, it must be possible for service providers to customize 
user interfaces for individual modalities and devices. This requirement stems 
from the desire of service providers to exercise precise control over the “look 
and feel” of their services (Esler et al., 1999), as well as the practical failure of 
user interface management systems, which partially can be attributed to lack 
of such control (Myers et al., 2000) 
Being dependent on network connectivity 
Many discussions of mobility in the context of pervasive computing have so 
far concerned network issues, ranging from how to provide support for mo-
bility in fixed networks (for example Perkins, 1997) to discussions about the 
performance of wireless ad hoc network protocols (for example Broch et al., 
1998). The main reason for this is that different technical constraints largely 
influence what can be done in mobile settings. Bandwidth, for example, can 
easily vary by a factor of 1000 depending on network connection (from 
GPRS with less than 100 kb/s to wired networks with 100 Mb/s or more). 
Variations in latency are almost as dramatic: a factor of 100 can easily be 
found (from several seconds with GPRS down to milliseconds with wired 
networks). For quite a few classes of applications, the performance of 2.5G 
and 3G networks is too low—for example, highly interactive applications 
such as games, where the latency is a major limiting factor. This is also the 
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case for applications as simple as Web browsers since a Web page is typically 
made out of several dozens of data entities that all need to be fetched with 
HTTP requests. By introducing a proxy close to the wired—wireless border 
however, the performance of GPRS can be improved (Chakravorty & Pratt, 
2002), but the gap to WiFi technologies and wired networks is still very large.  
The performance of network connections is but one of several factors 
that influence mobility. Roaming between different types of networks and 
service providers is another factor. One could argue that, on the one hand, 
this is a technical matter and that there exist solutions (Hansen et al., 1998; 
Perkins, 1997). On the other hand, it is a matter of more practical nature. For 
users to get uninterrupted access to network connectivity from every possible 
place all service providers need to agree on automatic roaming or users need 
to subscribe to all service providers. Given the diversity and large number of 
service providers, neither solution is likely to work well enough in order to 
make mobile network access ubiquitous (Almgren, 2003). 
Pricing of network connectivity is yet another factor that influences how 
users make connections in mobile settings (see chapters 6-7 for examples). 
For example, in the case of GPRS, the cost of service is osten a combination 
of a flat and a traffic-based rate, while the cost of most wired connections (for 
example cable and ADSL) is based on a flat rate only. This means that users 
who for example access both GPRS and ADSL connections have reasons to 
plan their usage of bandwidth-intensive services for times and places where 
ADSL is available. This opens for the possibility of some users rejecting 
GPRS only because of the variable cost associated with its usage.  
In the light of all these factors, we argue that adequate network connec-
tivity will not be ubiquitous in the foreseeable future (Esler et al., 1999). Con-
sidering this, we further argue that we must decide how to enable users to 
operate services independently of network connectivity. This would partially 
relieve users from issues such as low bandwidth, high latency, roaming, and 
high traffic costs (Satyanarayanan, 2001; Weiser, 1993). We recognize that 
some services require a real-time connection, but many services include parts 
that could work without such network connection (see further Personal ser-
vice environments, p.110).  
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Openness 
In this section, we examine pervasive systems with regard to the property of 
openness. In this text, we use the term in three complementary ways: (i) al-
low everyone to access services, independently of service provider and device 
used for access, (ii) allow anyone to provide services to everyone, and (iii) 
allow anyone to build on functionality provided by others. Note the 
difference between making freely available, making available at (some) cost, 
and not making available at all. That is, requiring that pervasive systems 
should be open for usage, provision, and sharing of services is not the same 
as saying that it should be free. 
The property of openness can be motivated in terms of human values 
such as autonomy: “why should I not be allowed to use service X just because 
I have my network access from service provider Y?” (see further A value-
based perspective on pervasive computing, p. 25), and fairness: “why should we 
not be allowed to provide services to X, simply because she happens to access 
the network through telecom operator Y?” (Bylund & Segall, 2004). 
Seen this way, openness can also be motivated by a need to simplify 
maintenance and to promote dynamic evolution systems. Three requirements 
on system-level sostware for achieving this have been proposed (Banavar et 
al., 2000; Hong & Landay, 2001; Winograd, 2001). First, the expected hetero-
geneity of pervasive systems and dynamic properties of pervasive use envi-
ronments call for a large degree of independence between different services, 
striving for as high degree of decoupling between components as possible. 
Second, heterogeneity in combination with large scale systems and a high 
degree of locality calls for the possibility of dynamically adding and updating 
components. Third, there is a need to share data and functionality between 
different components of the overall system. In analogy with the previous dis-
cussion about personal information management and personalization (p. 33), 
but from a service provider perspective, being able to share commonly used 
data as well as commonly needed functionality has the potential of saving 
processing power and memory. Likewise, it is as impractical for users to enter 
the same information to different service providers as it is expensive for ser-
vice providers to collect the information. In some cases sharing of informa-
tion is not only saving resources, it may even be a necessity. This is for exam-
ple true for services that require some usage history or experience with their 
users in order to function (for example recommender systems). In such cases, 
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the service cannot function until either the user has provided the informa-
tion manually (which is inconvenient for the user if at all possible), or the 
service has had enough interaction time with the user in order to collect the 
usage data (which may never happen). In such a case, a service with previous 
experience with the user could (with the consent of the user) share the in-
formation, making the service operational immediately. 
A motivation for openness can also be found in the vision of pervasive 
computing itself. If pervasive computing is to work at all, the user and user 
context must determine which services should be used. Otherwise service 
use is not pervasive. 
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A design rationale for pervasive computing 
We have examined a number of aspects of pervasive computing from four 
main perspectives: user experience, privacy, contextual change, and system-
level sostware support. While this analysis is by no means complete, we argue 
that the width of the scope is unparalleled in literature. The most notable 
advantage with such a broad scope is to regard issues of importance early in a 
design process—issues that otherwise would have been noticed far later in 
the process or perhaps completely overlooked. 
Below we summarize our discussion by outlining a design rationale for 
pervasive computing, with each factor briefly motivated in terms of issues 
highlighted above.  
User experience. We argue that in order to enable the creation of meaningful 
user experiences, providing user control is a key factor. This is because hin-
dering user control may prevent unthought-of experiences of use, as well as 
making it impossible to handle unwanted effects of use.  
User control. We highlight four areas of user control. 
Services to use. Users should be able to control which services to 
use as well as which services not to use, to the greatest possible ex-
tent regardless of context of use and artifact used for interaction. 
User interface and modality. Users should be able to control which 
user interface and modality to use when interacting with services. 
Collection, use, and further disclosure of personal information. 
Users should be in control of the collection, use and further dis-
semination of personal information. 
Actions taken. Users should be in control of actions with direct and 
indirect effects that services take. 
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Continuous usage experience. As a first concrete application of user 
control, we argue that it is crucial to allow for continuous usage experi-
ences in which users move locus of control between devices and artifacts 
in different contexts of use. A key issue of providing a continuous usage 
experience is to create a smooth and unobtrusive experience while not 
hiding seams that are essential for appropriation. From a user interface 
perspective, this can be done in two different ways. 
Remote access user interfaces. Remote access user interfaces pro-
vide the same user interface on all devices from which a service is 
accessible. 
Adapted user interfaces. Adapted user interfaces provide user in-
terfaces that are adapted to the capabilities and limitations of each 
individual device. 
Personal information management and personalization. For many 
purposes, personal information is spread across numerous information 
and communication appliances, personal computers, and networked 
services. We argue that this situation is untenable in the long run, and 
that the best solution would be to provide a single entry point for man-
aging personal information. This would bring benefits not only to indi-
viduals, but also to service providers that wish to access the information.  
Privacy. Privacy is a multi-faceted concept, both in general and in the con-
text of pervasive computing. As a base we argue that the model of informed 
consent with its five components (disclosure, comprehension, voluntariness, 
competence, and agreement) provides good support for design. However, it is 
equally important to acknowledge the significance of identity and temporal-
ity. Two further remarks are in place. 
Appropriation. Privacy is a domain that serves well to illustrate that 
user control is a two-edged sword. In order to seek privacy, users need 
control over a number of issues of disclosure, identity, and temporality. 
However, if done manually, this would require efforts of the users to the 
degree of making usage completely impractical. Therefore, systems must 
be designed to allow for different levels of user involvement.  
Social and legal frameworks. Privacy constitutes such a grand challenge 
to pervasive computing that technical solutions in isolation will not 
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suffice. Rather, technical approaches of different kinds will have to be 
combined with advances of social and legal frameworks. 
Context of use. With pervasive computing technology we do new things. We 
also do old things in new contexts, possibly with little support for what we 
do. Finally, we do old things in new ways, possibly with less support from the 
context of use than we are used to. We describe three paths for designing 
pervasive computing technologies that address different aspects of these chal-
lenges. 
Context independence. This design path focuses on reducing the rela-
tionships between factors of the context of use and pervasive computing 
artifacts and services, thus allowing unconstrained use in many different 
contexts. 
Making context information available. In cases where information 
technology filters out useful context information that is otherwise avail-
able, adding explicit channels for this information may be of use. 
Context awareness. In cases where the context of use changes, artifacts 
and services may support interaction by making use of standard aspects 
of the context. This can be done in order to create awareness (about the 
context of use), suggest functionality and information, or store context 
information for later reference. 
System-level support for pervasive computing. Lack of progress in system-
level sostware development is the foremost important reason to why perva-
sive computing so far has been limited to small-scale prototype systems or 
systems with limited scope. Pervasive computing systems must address issues 
such as technical heterogeneity and dynamic evolution. We argue that two 
basic design principles are central for achieving this. 
Technology Neutrality. Technology neutrality refers to the principle of 
designing decoupled systems on many different levels. A number of 
efforts to achieving this with regard to hardware platform, operating sys-
tem, and programming language have been proposed. We argue how-
ever, that user interfaces and network connectivity deserve the same at-
tention. 
User interfaces. In order to allow use of pervasive services in many 
different contexts, a wide range of devices, user interfaces, and mo-
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dalities must be supported. This cannot be done unless user inter-
face handling is thoroughly decoupled from service logic. 
Network connectivity. Adequate network connectivity will never be 
ubiquitous. In addition, situations in which users do not wish to op-
erate via network connections will also occur. Therefore, we argue 
that pervasive computing systems should be capable of operating 
without network connectivity, at least in part. 
Openness. We argue that there are three degrees of openness that perva-
sive computing systems should implement in order to enable meaningful 
user experiences: (i) allow everyone to access services, independently of 
service provider and device used for access, (ii) allow anyone to provide 
services to everyone, and (iii) allow anyone to build on functionality 
provided by others. 
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Part II 
Fieldwork 
Pooh’s first idea was that they would dig a Very Deep 
Pit, and then the Heffalump would come along and fall 
into the Pit and— 
“Why?” said Piglet. 
“Why what?” said Pooh. 
“Why would he fall in?” 
A. A. Milne, Winnie-the-Pooh 
In this part, we highlight a number of social practices related to contextual 
change and user experience based on three empirical studies. We have used 
these studies to inform design: to generate an increased understanding of the 
relationship between users and pervasive computing technologies. The over-
all aim has been to increase the awareness of issues that have implications on 
the applicability, acceptability, and usability of emerging pervasive computing 
technologies. 
This goal is challenging, for two reasons. First, while a number of infor-
mation and communication technologies today display pervasive properties, 
neither the full range of technologies, nor their users, exist as we describe the 
vision of pervasive computing herein. Second, the domain of study is not 
limited to a particular setting. Rather, we seek to encompass everyday use of 
information and communication technologies, ranging from leisure to work-
related activities. We address these challenges by using the results from three 
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studies of different level of specificity, with the intention of revealing founda-
tional relationships beyond the detailed results of each individual study. In 
particular, we combine the results from studies based on ethnography-
inspired methods, structured interviews, and focus group interviews, using 
them as input into the conceptual work described in the previous part. 
The first study (Bylund et al., 2004a) applied an ethnographic method 
inspired by “quick and dirty” ethnography (Hughes et al., 1995), rapid eth-
nography (Millen, 2000), and cognitive ethnography (Ball & Ormerod, 2000). 
The prime characteristics of these methods are (i) small scale with selected 
representative time slices of observation, (ii) limited focus, (iii) interactive 
observations, and (iv) collaborative data analysis. A similar approach of ap-
plying ethnography when studying a large domain has been described by 
Tamminen et al. (2004). 
Apart from using the results from the ethnography-inspired study di-
rectly for informing the conceptual work described in the previous part, the 
results were used as a foundation for a study based on structured interviews 
(Bylund et al., 2004b). The results from the ethnography-inspired study were 
used to limit the domain of the structured interviews in order to increase the 
possibility of generating interesting results, as well as for creating vivid sce-
nario descriptions that the interviews were centered around. The use of sce-
narios for this purpose is common within the field of human-computer inter-
action (Kuutti, 1995), and it has also been used for the study of pervasive 
settings (Iacucci & Kuutti, 2002). 
The third study (Tamminen & Bylund, 2004) was based on focus group 
interviews (Gibbs, 1997) and its results concern laypeople’s interpretations of 
privacy with regard to information technology. While the concern of privacy 
of users of information technology has been described elsewhere, in some 
cases as a result of studying privacy concerns directly (for example by Cranor 
et al., 2000), and in other cases as a side-effect of studying other aspects of an 
information system (for example by Svensson et al., 2001), the range of inter-
pretations of privacy is rarely studied beyond the level of conceptual argu-
mentation. 
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A qualitative study of information technology 
support for everyday activities 
This chapter describes the method, setup, and results of a study of informa-
tion technology-supported everyday activities (Bylund et al., 2004a). The 
purpose of the study was to increase our understanding of the relationship 
between user settings and information technology support for everyday ac-
tivities. As such, the study would generate results that could be used as inspi-
ration for the design of information technologies directly, but more impor-
tantly, as input for the design of further studies of the domain.  
Method and study setup 
The method and study setup were chosen to meet the goals of the study in a 
constrained amount of time and with few participants. The study, inspired by 
ethnography though limited in time and small in scale (Hughes et al., 1995; 
Millen, 2000), was based on participant observations. That is, for the purpose 
of reducing the bias introduced by the presence of the observer, she tries to 
participate as a natural member of what she observes, rather than spending a 
considerable amount of time with the participants in order to become unno-
ticed. 
Each participant was observed during two sessions lasting half a day 
each, aster which an interview was held. The first session typically lasted from 
when the participant departed for work at home until lunch time. During 
this time the observer was mostly passive only asking the participants brief 
and clarifying questions and noting issues to follow up during the second 
session and the interview. The second session typically lasted from lunch 
time until the hours aster work, during which the observer became more ac-
tive and started to ask more detailed questions regarding the issues of inter-
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est. These issues were further developed during the concluding semi-
structured interview. This way of allowing the issues of interest to develop as 
the study progresses was inspired by grounded theory as applied to informa-
tion systems research (Jones & Hughes, 2003), and it was well in line with the 
goal of the study to draw a map of the domain.  
Ten participants, all between 20 and 30 years old, were observed and in-
terviewed. All of the participants worked in office environments and lived 
active lives. They all used information technologies regularly, both for work 
and private activities. None of the participants had children but some of them 
lived with a spouse. 
The study resulted in field notes, photographs from the observations, 
and transcripts of the interviews. This material was read by three researchers 
(including the observer) and analyzed using open coding. These three analy-
ses were compared and discussed in a group session and compiled into the 
results presented below. 
Results 
The chosen method allowed the observer to shape what was being studied as 
the study progressed. This is reflected in the analysis of the material from the 
study as descriptions of observed settings and activities (see below). The 
analysis further resulted in a discussion about possible relationships between 
the settings and activities. Note that neither the two descriptions nor the dis-
cussion about relationships between the two are intended to be complete in 
the general case, but rather to reflect the data from the observations and in-
terviews made in the study.  
Observed settings 
The set of observed settings is highly influenced by the fact that all observa-
tions took place on the way to the workplaces of the participants, at their 
workplaces, and on the way home or to some evening activity.  
A majority of the observations were made in the workplaces of the par-
ticipants, of which all were office environments. Being in a work place how-
ever, did not restrict the participants to attend only to work-related matters—
private matters were conducted as well. Most of the participants had their 
work place in open-plan offices. The overall attitude towards this type of 
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work place was positive since it allowed for easy communication with col-
leagues. However, some concerns regarding private phone calls in such envi-
ronment were put forth. This was expressed with respect to the participants’ 
own privacy as well as exposing sensitive matters concerning the communi-
cation partner to people in the immediate vicinity. Observations made in 
private offices covered use of desktop and laptop computers, and communi-
cation via phone, email, and instant messaging services. Many observations 
in these settings concerned planning of private and work related activities for 
later during the same day.  
Observations were made during travels between the homes and work-
places of the participants, as well as to and from work related events and 
places for leisure activities. The participants showed a surprisingly high de-
gree of activity during these travels. Observations of travels were primarily 
concentrated to the hours around morning, lunch, and evening. Most obser-
vations of travel settings described busy environments with high noise levels 
from for example surrounding traffic and crowds of other travelers. However, 
public transportation allowed the participants to sit down and thus focus on 
other activities to a higher degree than walking and driving. 
A number of observations were made while the participants were eating. 
Some observations described eating situations in combination with work 
activities, such as having work-related meetings during lunch. However, eat-
ing was most osten combined with social activities in places like cafés, bars, 
and in the homes of the participants. 
Observed activities 
The observations were focused on personal everyday activities and not so 
much on work-related activities. However, the two kinds are sometimes 
difficult to separate since personal activities at work are interwoven with 
work-related activities. Below, we further describe the most commonly ob-
served activities: planning, searching for information, socializing, spending 
time, communicating, and coordinating information and communication 
appliances. 
One of the most common activities observed during the study was plan-
ning of different kinds. The participants planned where to eat lunch with 
their colleagues and when to have a smoke break. They planned activities 
with friends weeks ahead as well as hours before. They even planned activi-
ties as they were on the way to the same. We describe this as three types of 
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planning: long-term, short-term, and ad hoc planning. Long-term planning 
concerns the details of an activity that will take place the day aster the 
planned event or even longer ahead. Most of the observed long-term plan-
ning activities were about work-related events. Short-term planning concerns 
the details of an activity that will take place later during the same day. The 
participants planned lunch dates with friends during the early morning hours 
and activities for the evening during the asternoon hours. This type of plan-
ning typically involved communication devices such as cell phones (for ex-
ample voice calls and SMS) and personal computers (for example email and 
instant messaging) as well as sources of information such as calendars of 
different kind, osten in combination. A substantial part of the observed short-
term planning activities was about confirming or making changes to activi-
ties that were planned beforehand. Ad hoc planning takes place immediately 
before, on the way to, or while pursuing the activity being planned. All the 
participants used mobile information and communication appliances (per-
sonal computers and cell phones) as a support in managing their daily activi-
ties. The participants called their friends on the way to dates with the same to 
decide where to meet, and they communicated last minute changes in plans. 
We osten, like last Friday, call to decide to get together later. We then get in 
touch again when we leave our offices or if something gets in the way (par-
ticipant 12 p. 3).19 
Many of the observed activities were about searching for information of 
different kinds. The participants used the Web in order to search for public 
transportation timetables and tips of where to dine or what movie to watch. 
One participant used his cell phone to search for dinner recipes while riding 
the bus on his way home. Another participant used a social search strategy by 
calling a friend that could provide some needed information. As a special 
case of this activity, people were looking for other people. This was done by 
walking the office corridors, calling the receptionist of the company, or by 
using instant messenger services with availability sharing. 
I WAP when I get some time lest over [...] on the bus on the way home. If 
my girlfriend and I haven’t decided what to eat, and if I for example have 
fish in the fridge, I search for fish recipes (participant 17 p. 3). 
                                                                
19 All quotes are taken from transcripts of post-observation interviews in which ques-
tions related to observations were asked. They are all translations from Swedish. 
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Some of the observed activities were exclusively about socializing. The 
participants contacted their friends and family just to let them know that 
they were thinking about them and to ask how they were and what they were 
doing. Some participants appreciated the context of public transportation for 
these activities, in which cases they communicated via voice calls or SMS on 
cell phones. Others preferred to keep in touch with friends and family via 
email (sent from home or the office) in order not to get caught in lengthy 
conversations.  
Email is very good for maintaining relationships to a lot of friends by 
quickly sending an email. If you call instead, you osten get stuck for quite 
some time (participant 16, p. 3). 
The participants also experienced situations when they had some time to 
spare, and thus felt a need to spend some time. In these situations, typically 
during transportation or when for example waiting for a friend to arrive at a 
bar, the participants played games on their cell phones, called friends (for the 
sole purpose of spending time), listened to the radio, or were just fidgeting 
with their cell phone. 
Communication was a frequently observed activity in our study—mostly 
as a sub-activity of other activities (for example planning, socializing, and 
information search), but also for plain information sharing. Another fre-
quently occurring sub-activity was coordination of information and commu-
nication appliances. A common observation in office settings was partici-
pants that used the address book in one device (typically a cell phone) in or-
der to look up a telephone number, just to place a call on a landline phone. 
The rationale behind such acts was in most cases that calling on a cell phone 
was more expensive than calling on a regular phone. Another observation of 
manual coordination of information and functionality on different appliances 
was manual synchronization of calendar information.  
Information technology support for activities 
The study revealed a number of issues concerning the current use, as well as 
lack of use, of information technologies for conducting everyday activities. 
All participants were asked what they use their cell phones for, as well as what 
planning aids they use. They all stated that they used their cell phones for 
voice calls and to read and write SMS messages. In addition, they used the 
calendars in their cell phones for setting up reminders of things that they did 
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not want to forget. One participant used the calendar of his cell phone for its 
intended use as a planning aid. Similarly to the reminders, some participants 
regularly used the alarm clock of the cell phone for triggering reminders of 
things that should not be forgotten. A few participants also used their cell 
phones for entertainment (games and FM radio), information search (via 
WAP), and messaging (email). 
When asked about the use of calendars as traditional planning aids (to 
sort events by hours or days) the participants turned out to be more conser-
vative. Nine out of ten participants mainly used traditional paper calendars 
(of which one used the calendar in his cell phone as well). The tenth partici-
pant only used a calendar (in his cell phone) for remembering the birthday of 
his spouse. Two participants used a shared electronic calendar issued by their 
work place in addition to their paper calendars. 
While most participants seemed comfortable with using information 
and communication appliances for assistance with a whole range of tasks, 
usability appeared to be critical for achieving user acceptance. Almost all 
participants had in their possession appliances with functionality that poten-
tially could be of assistance, which they actively chose not to use for usability 
or practical reasons. Several participants stated that they had personal digital 
assistants that they no longer used (at all) simply because they experienced 
them as impractical. The participants mentioned difficulties with having data 
in multiple places, as would be the case of using for example cell phone cal-
endars in combination with corporate calendars and paper calendars. 
Difficulties with moving personal data from one artifact to another when for 
example buying a new or borrowing someone else’s cell phone was also men-
tioned. Another issue related to practicalities regarding the use of informa-
tion and communication artifacts was the ability of accessing personal in-
formation from different devices. For example, one participant wanted to 
access SMS messages stored in his cell phone from a computer (in part for 
the purpose of backup), which was seemingly impossible to accomplish. 
I’d like to save the SMS messages somewhere. To not just store them on the 
SIM card but also being able to move them somewhere, print them, or send 
them home (participant 17 p. 7). 
However, the observations also revealed that our participants accepted 
quite some hassle with information appliances if they had the correct incen-
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tive, as in the case of participants that used their cell phones to look up a 
phone number just to place the call on a landline phone. 
Relating user setting to service use 
A number of factors in the observed settings apparently affected what activi-
ties the participants committed to and how they did it. Below we highlight 
some factors with apparently high importance for the choice of services. 
Place 
A place is more than just a physical or virtual area, it is a setting with which a 
group of people in general, or a more limited group, associate a shared un-
derstanding of how to behave and what to do (Harrison & Dourish, 1996). 
Thus, the place influences what actions people take. In our study, a place is 
confined by geographical (for example New York or Times Square) or cate-
gorical (for example a place for driving a car or having a meeting) terms. A 
place can also be described as for example private or public and work-related 
or not. The description of observed settings lists a number of observed rela-
tionships between place and activity (see Observed settings, p. 76). 
Social setting 
The social setting refers to the people surrounding someone. It can encour-
age activity, for example because the company is stimulating, or limit what 
actions people take because the company makes them shy. The social setting 
can be described as private or public, formal or informal, or by relating it to 
some more or less well-established category of people (family, friends, or col-
leagues). The effect of the social setting can be illustrated by observations of 
changed behavior in order to respect meeting participants. Participants 
turned off the volume of their cell phones in order to avoid disturbing ring 
signals, and they waited until aster meetings to answer calls and SMS mes-
sages. However, the level of formality seemed to affect how strict the partici-
pants were in respecting these norms of behavior, and busy or high-ranking 
people could get away with disturbing a meeting to a greater extent than oth-
ers without annoying other meeting participants. 
Physical setting 
In the study, we observed how physical constraints played an important role 
in determining what activities the participants committed to. For example, 
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voice over cell phone was the most common channel and artifact combina-
tion for communication in the observations, and it was used in almost all of 
the observed settings. However, in situations where the noise level was too 
high for voice communication SMS replaced some of the voice communica-
tion. Other factors were limitations in how to move around, for example 
whether it was possible to sit down or not. 
Available information technologies 
We found that the set of currently available information appliances were sali-
ent for what activities the participants committed to. Were phones available 
(cell phone or landline phone)? What other means for communication was 
available? What means for searching for information was available? While 
availability was clearly an important factor in this respect, we also found the 
quality of the services to be of importance. With a disruptive network con-
nection or an inadequate user interface, some of the participants chose not to 
use the information appliances despite the fact that they offered the services 
that they needed. 
Communication topic and partner 
In activities that included remote communication with others, some of the 
participants chose communication channel and artifact based on the prefer-
ences and equipment (as well as proficiency in using it) of the receiver. Some 
participants stated that they have friends that do not like or know how to 
read and write SMS messages.  
I’ve two friends that just hate SMS and email, so I have to call them instead 
(participant 18 p. 4). 
Other participants mentioned friends with whom they prefer to com-
municate via email. Whether the receiver was a professional contact or not 
also seemed to matter when choosing between email, SMS, and voice calls, 
though exactly how differed among the participants. 
SMS is so much more private. Or, one doesn’t use SMS professionally, 
really, only with colleagues. One doesn’t send SMS messages to clients or 
suppliers (participant 17 p. 4). 
The communication topic also mattered for the choice of communica-
tion channel and artifact. SMS on cell phones was the dominant combination 
for ad hoc planning, but voice calls and email were used for this purpose. If a 
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matter was urgent, some participants stated that they preferred SMS while 
others preferred voice calls. Asynchronous messaging (for example SMS and 
instant messaging) was preferred for communicating brief statements and 
comments (for example “I’ll be 5 min late!”). 
Privacy 
Several participants stated that they felt uncomfortable with having private 
phone conversations if they could be overheard by people that they knew. 
The same participants however, were observed having private phone conver-
sations on buses and subways where unknown people easily could overhear 
their conversations.  
It is easier to talk about sensitive matters among strangers than one’s best 
friends, because they get so inquisitive… (participant 11 p. 4). 
However, not all participants did so. One participant turned off his cell 
phone while on public transportation because he felt that his private matters 
did not concern unknown people, but he felt completely comfortable with 
having friends overhearing his conversations. Another participant made no 
difference between known and unknown people and stated that it is equally 
sensitive regardless of who could overhear her conversations.  
I usually turn off my cell phone when I ride a bus or the subway, since I 
don’t want to talk about private issues among strangers (participant 15 p. 
5). 
In office settings, participants were observed to seek privacy in meeting 
rooms or elsewhere when having private phone conversations. In the work-
place of one of the participants there was a separate room in which employ-
ees could seek privacy while having phone conversations. 
It is difficult get some privacy in this office. I try to go to a meeting room or 
the coffee room [to place private calls], but even in there it can be difficult 
(participant 16 p. 5). 
The general concern of other people overhearing conversations was 
quite common. When asked about what it is that determines the desire for 
privacy the most common answer was that the sensitivity and the nature of 
the call was the most important factor, followed by the setting (including 
social setting) in which the conversation is held. Some observations indicate 
that information stored in information and communication appliances, as 
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well as the actions of answering and using the appliances, is perceived as pri-
vate.  
I don’t want others to mess with my phone behind my back. If someone 
would take my phone and place a call I would be really mad. But my wife 
can use it (participant 16 p. 4). 
This was particularly clear with the cell phones of the participants 
(which for example store call lists, sent and received SMS messages, and cal-
endar and contact information). Most participants perceived their cell 
phones as private, especially the collections of sent and received SMS mes-
sages. The participants explicitly referred to the act of reading the SMS mes-
sages of someone else as an absolute wrong. In addition, the act of answering 
the phone of someone else seems to be sensitive. Some participants felt that 
this is too private while others were more nuanced in their opinions. One 
participant made a difference between private phones and phones that are 
used strictly professionally, stating that it is tolerable to answer the business 
phones of colleagues. Another participant felt similarly about the cell phones 
of close friends. A third participant felt that it is acceptable to answer the 
phone of a colleague if the caller is someone important—like their manager.  
It depends on whether it is someone I know well or not. I always answer the 
phone of my best friend (participant 11 p. 5). 
Discussion 
This study enabled us to identify context factors that mattered for choice of 
activity and technology. However, we also learned that there are large varia-
tions in how these factors affect activities and use of information technolo-
gies, and thus, no absolute truth regarding this connection can be inferred 
from observing context factors. There seems to be identifiable factors of the 
user setting that allow for educated guesses about the need for support. An 
illustrative parallel to this is that of street signs. A street sign is put up be-
cause there are reasons to believe that it may help people to navigate. It may 
not be of assistance to everyone. People who pass the sign every day for ex-
ample, are likely to know their way around without the assistance of the sign. 
But once in a while someone, who does not know her way around, passes by 
and finds the sign helpful. Thus, the educated guess of the one who put up 
  Information technology support for everyday activities 
85 
the sign that someone would be helped by directions at that very place, 
turned out to be correct. 
The study also demonstrates that the use of information and communi-
cation technology is not only about availability: technology must be practical 
as well. This partly refers to technology being properly adapted to the current 
context of use. In some settings, a number of technologies require too much 
attention of their users to be accepted. In other settings, certain technologies 
are too obtrusive. A technology that is intended to be used in any kind of 
setting and situation must either be extensively adaptable or otherwise 
flexible in use. Being practical also refers to proper integration of the tech-
nology with other technologies of the user. It is simply not practical to have 
stores of personal information in appliances that cannot be transferred to 
other appliances or be properly backed up.  
Finally, the study reveals that apart from information concerning what 
people say and do, the personal information stored in information and com-
munication appliances is sensitive to some people, and that this is true even 
for information that from an objective perspective is not sensitive at all (such 
as the contents of an address book of a cell phone). This deserves to be ac-
knowledged by service providers and manufacturers of information and 
communication appliances to a far greater extent than we are used to.  
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Relationships between the context of use and 
everyday planning activities 
Building on the results of the study described in the previous chapter, we 
conducted a study with the goal of exploring whether it is possible to rank 
the relevance of information technology use based on factors of the user set-
ting (Bylund et al., 2004b). As a continuation of the study described above, 
we wanted to keep the emphasis on a broad understanding of user settings 
and information technology use. However, in order to get data that could be 
quantifiable we decided to limit the domain. In the preceding study we, fre-
quently observed participants planning activities for later during the same 
day (short-term planning) as well as on-going activities (ad hoc planning). 
The overall impression from that study was that our target user group spent 
quite some time conducting such planning. Based on this we delimited the 
studied activity to short-term and ad hoc planning. Another limitation was to 
investigate the effect of a finite number of context factors on the use of a finite 
number of information technologies, rather than an open-ended space of 
factors and technologies. The factors and technologies were extracted from 
observations in the preceding study, and from the results of a related study 
concerning the classification of mobile services (Andersson et al., 2004).  
Method and study setup 
The study was conducted as a structured interview centered around a num-
ber of scenarios relating to the possible use of electronic services. 
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Scenarios and context factors 
The scenarios of the study described everyday situations in which some 
short-term or ad hoc planning activity had to be performed. The scenarios 
were intended to be such that the participants could easily relate to them. In 
this way, the participants were able to provide natural answers to interview 
questions. Both the scenarios and the questionnaire were developed in a pilot 
study and evaluated prior to the main study. The results from the pilot study 
were used to enrich the scenarios with details that would make them vivid 
and close to real-life situations, while keeping them general enough for a 
large number of participants to relate to. The six scenarios used in the study 
(translated from Swedish) are presented below. 
1. Quick lunch. It is just before lunch and you are walking in the street 
on your way from a meeting when you realize that you have forgotten to 
bring lunch with you. Even though you have to hurry to another meeting 
aster lunch you feel like having lunch with a friend who works in a 
nearby office. 
2. Evening activity. It is getting late and you are the only one lest at the 
office. You need to finish some work before you leave, and you feel 
somewhat stressed out because you have made plans for the evening 
with a friend. You have agreed to get together somewhere downtown, but 
nothing further is planned so far. In order to get downtown you need to 
take a bus, which you rarely do. 
3. Catch a movie. You are at work shortly before lunch. You work in an 
open office environment which means that some of your colleagues, in-
cluding your boss who is close to your desk, can hear and see what you 
do. There is a lot of noise and commotion around you today but you do 
not have that much to do. You feel like doing something fun with your 
friends tonight and you remember that a downtown movie theater is 
showing a movie that you would like to watch. 
4. Sold out movie. You and three friends have agreed to watch “Gone 
with the wind” at the Orion movie theater at 9 PM. You should be at the 
theater in time to buy tickets, while your friends will arrive shortly be-
fore the movie begins. While you are standing in the crowded movie 
theater 45 minutes before the movie begins you realize that the movie 
that you have decided to watch has sold out. 
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5. Lost directions. You have just entered the bus on your way to a friend 
who recently moved. You find an unoccupied seat quickly because there 
are few people on the bus. You search for your note where you have writ-
ten down the friend’s address, the bus stop, and the instructions of how 
to go from the bus stop. Unfortunately, it turns out you have forgotten 
the note at home. 
6. Changed plans. You and your friends are in a city that you have never 
visited before. A colleague who has lived in the city has recommended a 
nice pub and you decide to go there. When you arrive it turns out it that 
it has a lively atmosphere and that the music is bad. You do not feel like 
staying there and you would rather move on to a better and a quieter 
place. 
All scenarios were categorized in five dimensions of context factors (see 
below). These dimensions were all selected from the results of the study de-
scribed in the previous chapter and evaluated with regard to their applicabil-
ity in the pilot study. For each scenario, each factor was rated as low, medium, 
or high.  
Disturbance. The level of which the participant may disturb people or 
activities in the immediate vicinity. 
Urgency. The urgency with which the participant needs to attend the is-
sue described in the scenario. 
Sound level. The sound level of the vicinity. 
Privacy. The degree of privacy of the participant while attending the is-
sue described by the scenario. 
Attention. The degree of focus that the participant can place on solving 
the task while attending the issue described by the scenario. 
For the purpose of the analysis, it turned out to be useful to further cate-
gorize the scenarios according to whether they describe mobile settings or 
not, and whether they describe a situation in which the participants could 
feel anonymous or not.  
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Services and service parameters 
The participants were offered to make use of a number of services when an-
swering the questions of the interview—each represented by a card with the 
name of the service along with an illustration printed on the front, and a brief 
description printed on the back. The participants were also encouraged to 
refer to existing services not in the list or to come up with non-existing ser-
vices. The selection of services that the participants were asked to refer to 
when describing how to act in each of the scenarios is listed below.  
Address book. Look up or write down contact information in an address 
book, for example a paper calendar, cell phone, computer, or personal 
digital assistant. 
Alarm. Set a reminder on for example a cell phone, computer, personal 
digital assistant, or an ordinary alarm clock. 
Your position. Find out where you are. You can do this for example with 
your cell phone, a computer, a personal digital assistant, or an ordinary 
map. 
Email. Send or read an email from for example a computer, a personal 
digital assistant, or a cell phone. 
Fax. Send or receive a fax via for example a fax, a computer, or a cell 
phone. 
Friend finder. Get the position of someone you know. You can do that 
with for example a cell phone, a computer, or a personal digital assistant. 
Information search. Search for information such as places to eat or 
shop. The search can be done via the Internet, a phone, or in a number 
of other ways. 
Calendar. Look up or make a note in a calendar. The note can be done 
for example in a paper calendar, on the cell phone, or on a computer. 
Camera. Take a photo with for example a cell phone or a digital camera. 
Watch. Check the time on your ordinary watch, the cell phone, or by 
asking someone. 
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MMS. Send or read an MMS message for example on your cell phone or 
on a computer. 
Cell phone. Place or receive a phone call on a cell phone. 
SMS. Send or read an SMS message for example on your cell phone. 
Instant messenger. Send or read an instant message (ICQ®, Yahoo!® 
Messenger, or MSN® Messenger) on for example a computer, a personal 
digital assistant, or a cell phone. 
Games. Play a game on for example a cell phone, a computer, or a per-
sonal digital assistant. 
Telephone. Place or receive a phone call on an ordinary telephone. 
Video call. Place or receive a video call on for example a 3G-phone, a 
computer, or a personal digital assistant. 
The services were further described by a number of service parameters. 
The aim was to capture the intent and need behind using a service rather 
than identifying the service itself. For example, the parameterization makes it 
possible to describe cell phone voice calls as a voice-based synchronous 
communication service that requires hearing. The service is further associ-
ated with a cost per use, it is mobile, and it sounds as it is used. In compari-
son, an SMS service can be described as a text-based asynchronous commu-
nication service that requires vision and dexterity. It is also mobile and asso-
ciated with a cost per use, but its usage does not sound. The parameterization 
is presented in below.  
Service type. The services used in the study were identified as belonging 
to one of five types: communication, information, entertainment, plan-
ning, or geographic information systems. 
Modality. Each service was categorized by its primary modality (or mo-
dalities): picture, voice, text, and video. Some services support several 
modalities (for example MMS that supports picture, voice, and text). It is 
important to note that we have only selected the primary modalities. For 
example, in our categorization email supports text only despite the fact 
that pictures, voice messages, and video clips can be attached to an email. 
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Requirements. A number of requirements that services can place on a 
setting constitute the third category: hearing, vision, dexterity, cost per 
use for the user, mobility, and usage sounds. Dexterity refers to a re-
quired skill and ease in using the hands throughout service use. In this 
case cell phone is not considered since it mostly requires its user to hold 
the phone to the ear, while SMS is considered to require dexterity since 
typing an SMS message requires focus and active use of at least one 
hand. Cost per use for the user is a coarse estimation since cell phones, 
SMS, and MMS are considered; the use of some of the participants’ cell 
phones was paid by their employers. 
Communication type. Each communication service is further catego-
rized as being either synchronous or asynchronous, as well as supporting 
multi-party communication or not. 
Information search type. The information search services or actions are 
further divided into different groups depending on the information 
source: the Internet, signs, printed material, or through social interac-
tion. Social interaction can take place with official persons (for example 
movie theatre staff and bus driver), known person (for example friends 
and colleagues), or unknown persons (for example a person on the 
street). 
Procedure 
The structured interview was based on the following procedure. For each 
scenario, the scenario description was read aloud by the experimental leader 
aster which the participants were asked to read it for themselves. The partici-
pants were then asked to describe how to act, should they experience the 
situation described in the scenario. The participants were offered to make use 
of a number of services as assistance in this activity, each represented by a 
service card (see above). They were also offered to ‘invent’ and make use of 
services of their own, in which case they had blank cards at their disposal. 
The participants were asked to think aloud while planning and describing 
their activities. Having completed their descriptions of how to act, the par-
ticipants were asked to rate (on a scale ranging from one to five) the impor-
tance of each of the context factors (described in Scenarios and context fac-
tors, p. 88) for deciding how to act. Finally, the participants were asked to rate 
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(on a scale ranging from one to five) how easy or difficult it was to identify 
with each scenario.  
A total of 41 participants, all between 20 and 45 years old (mean=28), 
were interviewed. 16 of the participants were men and 25 women. All but five 
participants, almost identically distributed between men and women, had 
university training of some kind. Almost two thirds of the participants were 
living with a spouse at the time of the study. 
The participants were recruited with the use of ads on public bulletin 
boards on university campuses, in office buildings, and in restaurants. 
Results 
 
The results of the structured interviews are presented in Table 1 through 3. 
One-way analyses of variance were used to examine gender differences re-
garding rated importance of context factors. Furthermore, correlations be-
tween the different context factors within each scenario were calculated (us-
 1 2 3 4 5 6 Mean 
Address book 5 6 7 8 8 3 6 
Alarm 1 3 1 0 0 0 1 
Your position 2 1 0 1 2 2 1 
Email 0 3 24 0 0 1 5 
Fax 0 0 0 0 0 0 0 
Friend finder 3 1 1 3 3 0 2 
Information search 6 36 23 21 19 26 22 
Calendar 2 0 3 0 1 0 1 
Camera 0 0 0 0 0 0 0 
Watch 7 11 3 3 2 3 5 
MMS 0 0 1 0 0 0 0 
Cell phone 38 3 5 34 37 9 21 
SMS 1 8 13 2 3 2 5 
Instant messenger 0 5 7 0 1 2 3 
Game 0 0 1 1 1 0 1 
Phone 0 30 12 0 0 0 7 
Video call 0 0 0 0 0 1 0 
No aid 2 0 0 3 1 12 3 
Table 1. Frequency of service use for each of the six scenarios. The study comprised 
41 participants. The mean is rounded off to the nearest integer number. 
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ing Pearson’s correlation coefficient). These analyses were made to investigate 
to what extent the importance of different context factors interplayed with 
each other. Age was included in all analyses to examine correlations between 
age and the rated importance of different context factors. In this large mate-
rial, only one correlation was significant at the 0.01-level, and no weaker 
significant levels were considered due to the large number of comparisons 
made.20 For these reasons, these results are not treated further.  
 
The three categories of service properties are presented in Table 3 (type, 
modality, and other requirements). Communication and information are 
further categorized in sub-types (in italics). Note that the subcategories may 
sum up to more than their parent category (for example communication in 
scenario 1) if one or more participants have used different types of commu-
nication or information services. In the case of the information category, the 
sum of the sub categories may not sum up to the parent category (for exam-
ple information in scenario 1), since not all uses of information services 
could be subcategorized. 
Context factors vs. service properties 
It has been suggested that a large number of factors contribute to the need for 
services in a given situation, of which many are difficult or even impossible to 
determine objectively beforehand (Dourish, 2004; Greenberg, 2001). How-
                                                                
20 There was a significant correlation between the ratings of the importance of high 
privacy and low disturbance in scenario 2. In scenario 1 there was a correlation, 
within the statistical margin of error, between high urgency and low privacy (r=-0.38, 
p=0.014). There was also a correlation, within the statistical margin of error, between 
high sound level and age (r=0.38, p=0.015) in scenario 6. 
 1 2 3 4 5 6 Mean 
Disturbance 1.1m 1.7l 2.8h 1.0m 1.5m 1.3m 1.6 
Urgency 4.3h 3.0h 3.7l 3.9h 3.4h 2.8l 3.5 
Sound level 1.3m 1.1l 1.3m 1.7h 1.1m 2.4h 1.5 
Privacy 1.1m 2.0h 4.0l 1.1m 1.5m 1.4m 1.8 
Attention 1.8l 2.3h 2.6h 1.9h 2.0h 2.1h 2.1 
Table 2. The averages of the rated importance of the six context factors for deter-
mining how to act with regard to the six scenarios. The pre-rated level of each factor 
with regard to each scenario is presented in subscript (l=low, m=medium, h=high). 
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ever, with this analysis, we begin the work of systematically identifying indi-
vidual factors that may have high impact in certain settings. The long-term 
goal is to get a data set, rich enough for identifying which factors can assist in 
predicting relevant services for a given context despite the dynamic and un-
predictable nature of actions as complex as selecting services. 
 
By comparing the frequencies of service properties for each scenario 
(based on the services that the participants made use of) with the ratings of 
the context factors (without regard to their perceived importance of the par-
ticipants), we can in some cases anticipate correlations between the two (see 
below). In this comparison, we have compared for each context factor the 
frequencies of services properties for each scenario with the average of the 
 1 2 3 4 5 6 Mean 
Communication 38 41 41 35 38 13 34 
Synchronous 38 32 17 34 37 10 28 
Asynchronous 1 15 37 2 4 3 10 
Multi-party 0 3 24 0 0 1 5 
Information 16 36 23 23 12 27 23 
Internet 5 33 23 2 6 3 12 
Signs 0 0 0 15 3 0 3 
Printed material 0 4 0 0 0 2 1 
Social interaction (official) 1 0 0 4 8 0 2 
Social interaction (known) 0 0 1 0 1 0 0 
Social interaction (unknown) 0 0 0 0 3 21 4 
Entertainment 0 0 1 1 1 0 1 
Planning 3 3 4 0 1 0 2 
Geographical info. sys. 5 2 1 4 4 2 3 
Picture 5 2 3 5 5 2 4 
Voice 38 32 10 34 37 10 27 
Text 18 26 38 14 16 7 20 
Video 0 0 0 0 0 1 0 
Hearing 38 33 18 30 37 8 27 
Vision 18 26 38 15 16 8 20 
Dexterity 1 15 37 3 4 3 11 
Cost per use 38 10 19 36 38 12 26 
Mobile 39 22 26 38 40 16 30 
Usage sounds 38 33 8 33 35 10 26 
Table 3. Service property frequencies for each of the six scenarios. The mean is 
rounded off to the nearest integer number. 
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frequencies for all scenarios. Possible correlations have been reported in the 
cases where for all scenarios with the same rating of a specific context factor, 
the frequencies of a particular service property have differed substantially 
from the average of all scenarios. No measure of confidence is given in this 
analysis since the sample space is too small for such a measure to be given. 
1. High disturbance vs. usage sounds (well below). In the only scenario 
with high disturbance (scenario 3), the frequency of use of sound-based 
services was well below the overall average. 
2. High disturbance vs. text (well above). In the only scenario with high 
disturbance (scenario 3), the frequency of text-based services was well 
above the overall average. 
3. High urgency vs. cost (well above). In three out of four scenarios 
with high urgency (scenarios 1, 4, and 5), the frequency of service-
associated cost was well above the overall average, in the fourth (scenario 
2) it was well below average. In the latter case the participants had easy 
access to a free alternative. 
4. Low urgency vs. cost (below). In the two scenarios with low urgency 
(scenarios 3 and 6), the frequency of service-associated cost was lower 
than the overall average, in scenario 6 it was even well below average. 
5. High urgency vs. synchronous communication (well above). In 
three out of four scenarios with high urgency (scenarios 1, 4, and 5), the 
use of synchronous communication was well above the overall average. 
However, in scenario 2 it was close to average. 
6. High urgency vs. asynchronous communication (well below). In 
three out of four scenarios with high urgency (scenarios 1, 4, and 5), the 
use of asynchronous communication was well below the overall average. 
However, in scenario 2 it was higher than average. 
7. Low privacy vs. voice (well below). In the only scenario with low pri-
vacy (scenario 3), the frequency of voice-based services was well below 
the overall average. 
8. Stationary setting vs. dexterity (above). In the two scenarios with 
stationary settings (scenarios 2 and 3), the frequency of services that re-
quired dexterity was above the overall average. 
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9. Stationary setting vs. mobile (below). In the two scenarios with sta-
tionary settings (scenarios 2 and 3), the frequency of mobile services was 
below the overall average. 
10. Stationary setting vs. the Internet (above). In the two scenarios 
with stationary settings (scenarios 2 and 3), the frequency of Internet-
based information search services was well above average. 
In cases 5 and 6 above, a difference in type of urgency can be noted. In 
scenarios 1, 4, and 5, there is a need to resolve the situation quickly, while in 
scenario 2 there is a need to spend little time on resolving the situation. This 
may explain why the frequencies of scenario 2 differ substantially from those 
of scenarios 1, 4, and 5. 
Some natural hypotheses have no support at all in the results. One such 
hypothesis is that high sound level would influence the use of services that 
require hearing (such as cell phones). However in one out of two scenarios 
(scenario 4) with high sound level, the frequency of services that required 
hearing was even above the overall average. This is not in line with our re-
sults from the preceding study, in which several participants preferred to use 
for example SMS instead of voice communication when in noisy environ-
ments. A suggested explanation to this is that many participants felt a need 
for synchronous communication due to other reasons (for example high ur-
gency in scenario 4) in combination with a lack of synchronous alternatives 
not relying on hearing. Most users resolved this situation by avoiding the 
high sound level, for example by leaving the theater lobby or night club tem-
porarily. It should also be noted that while the previous study to a large extent 
was based on real-life observations, this study was scenario-based and par-
ticipants did not actually hear the disturbing noise from activity in the vicin-
ity. 
In this analysis, we examined a relatively large number of factors with 
the use of an even larger number of services and service properties. This 
means that it is difficult to separate the impact of one factor from another. 
For example, in all mobile scenarios the participants are also anonymous 
(scenarios 1, 4, 5, and 6), and in all stationary scenarios the participants are 
not anonymous (scenarios 2 and 3). These results must therefore not be in-
terpreted as statistically significant, but rather as output that is intended to 
sensitize designers of further studies to issues of possible interest. 
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Qualitative results 
The structured interviews with talk aloud sessions have also provided some 
qualitative results, some of which are discussed below. 
Factors added by participants 
Having rated the pre-set context factors for each scenario, the participants 
were asked if they could come up with other factors that influenced how they 
would act in the described situations. The factor of cost was brought up in 
scenarios 2, 3, 4 and 5. Well in line with our results from the preceding study, 
many participants stated that their choice of services depended on the access 
to, and experience with, different services of their intended communication 
partner. This was in particular stated in situations in which the participants 
wanted to use services such as instant messengers, email, and SMS. 
A need for a certain type of information was mentioned as a contribut-
ing factor by a number of participants. For example, in scenario 5 many par-
ticipants placed requirements on how information was represented (for ex-
ample as a map rather than instructions via cell phone). In scenario 6, a large 
number of participants expressed a need for relevant and reliable information 
about a better pub or night club. About half of all participants decided that 
their best alternative for getting this information was through social interac-
tion (asking someone). 
Change in behavior 
In several cases, and in concordance with the results of the preceding study, 
the participants preferred to change their behavior rather than choosing 
other services. For example, in some cases the participants chose not to use 
services that did not require hearing (for example SMS on a cell phone), but 
instead sought less noisy places in which they could place voice calls on their 
cell phones. In another case, participants claimed that they would rather stop 
walking while typing an SMS message than placing a voice phone call (during 
which they could have continued their walk). The same participants also pre-
ferred to lower their voices in the movie theatre and on the bus (where they 
potentially could disturb other people) rather than using a quiet service. 
Social aspects 
The results also suggest a number of social aspects of selecting services. For 
instance, some participants stated that it was easier to persuade a friend to 
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join some activity using synchronous than asynchronous communication. 
The participants also claimed that it was easier to turn down an offer to do 
something using asynchronous communication than synchronous. However, 
one participant claimed that it was cowardly and inappropriate to make an 
apology for failing to purchase movie tickets using SMS messaging. 
Privacy and disturbance 
The need for privacy seemed to differ in anonymous and non-anonymous 
situations. Few participants rated privacy as a decisive factor for their selec-
tion of services when they imagined to be walking in the streets (scenario 1), 
standing in the lobby of a movie theatre (scenario 4), sitting on a bus (sce-
nario 5), or being in a pub (scenario 6). While imagining being in an open 
plan office setting however, quite a number of the participants stated that 
their choice of service were affected by a need for privacy. These results are 
repeated for disturbing people in the vicinity. In scenario 3 for example, some 
participants waited with calling friends about seeing a movie until lunch in 
order to avoid disturbing colleagues, and in scenario 2 several participants 
claimed that the risk of disturbing colleagues influenced their choice of ser-
vice. In the anonymous scenarios however, this was rarely the case. 
Limitations 
While the setup of this study holds the potential of providing some insight 
into how a set of context factors affects the choice of services, it is also subject 
to a number of restrictions that limit the generality of the results. For exam-
ple, as the participants were asked to describe how they would act given the 
presented scenarios, some participants expressed that they were unable to 
select among all services due to limited experience or knowledge about some 
of them. 
Another problem with the method used in this study was the apparent 
difficulty of imagining the situations from the brief scenario descriptions. 
Some of the situational facts seemed to be more difficult to consider than 
others, such as the experience of being in a crowd or a noisy place. Another 
implication related to the identification with the scenario descriptions was 
participants that made plans based on other things than what was asserted in 
the scenarios. For example, one participant cancelled the lunch date with a 
friend in scenario 1 since it was unlikely that the participant would enjoy 
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lunch while in a stressful situation, instead of planning how to find a suitable 
restaurant and to get in contact with the friend. 
Discussion 
Based on this study, we can anticipate correlations between a number of fac-
tors of user settings and users’ need for services with some specific proper-
ties. The chosen setup makes the results unsuitable for generalizations, but 
together with the results of previous study (see Chapter 6), we argue that the 
study provides valuable inspiration for the design of information and com-
munication services and appliances. Examples include the impact of cost, the 
need for integration of different information technologies, and the effects of 
users’ preference for privacy as well as efforts of not disturbing others in non-
anonymous situations. 
Apart from the factors originally chosen for investigation, a number of 
additional factors were suggested by the participants, including cost, task-
related factors (such as need for a specific kind of information or a commu-
nication channel that suits specific social norms), and privacy issues. Most of 
these factors are not trivial to use as input for estimating the need and prefer-
ence of services of users. However, our hope is that it is possible to identify 
more concrete factors that may act as cues for identifying for example high or 
low urgency. 
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Interpretations of privacy 
Studies have shown that users of novel information technologies are con-
cerned about their privacy with regard to their technology use (for example, 
Cranor et al., 2000; Svensson et al., 2001). But exactly what are these users 
concerned about? As discussed in the previous part of the dissertation, there 
are many facets to the concept of privacy, at least in academic literature. This 
is however of little help when trying to understand what laypersons are con-
cerned about when using information technologies. How do end-users of cell 
phones, instant messenger services, and the Web actually interpret privacy? 
In the following chapter we describe the results of a small-scale study 
(Tamminen & Bylund, 2004) that indicate a broad awareness of the concept 
of privacy among laypersons, as well as a number of context-dependent in-
terpretations of the concept.  
Method and study setup  
We performed a focus group study (Gibbs, 1997) with participants from 
Sweden and Finland. The reasons for conducting the study in two countries 
were mostly practical. Initially, we were curious about possible differences 
between the similar, yet different, cultures and social practices of the two 
countries. However, the study was too small to display differences of that 
kind.  
Each group session consisted of two parts. The first part was an intro-
ductory association exercise with the purpose of eliciting cues to possible 
interpretations of the concept of privacy with regard to information tech-
nologies in general. The second part focused on the aWare Messenger (see 
The aWare Messenger phase I—deconstructing the phone, p. 151), which for 
the purpose of the study was described as a fictive communication and 
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awareness service. The purpose of the second part was to get inspiration for 
how to address privacy concerns with particular regard to group awareness 
services. Only the details concerning the first part of the study are described 
herein. 
The participants (a total of 16, of which ten were residents of Sweden 
and six residents of Finland) were interviewed in groups of two to five. Each 
participant was given a sheet of paper only containing the printed label “Pri-
vacy” (“Personlig integritet” in Swedish and “Yksityisyys” in Finish), aster 
which they were asked to write down words that they associated with the 
label. The participants were given 15 minutes to individually complete the 
task. The exercise was concluded with a group discussion about each word 
that the participants in the group had written down. The discussions were 
recorded for reference for the purpose of the analysis. 
Our aim of analyzing the data was to indicate plausible interpretations of 
the concept of privacy, thus creating a broad understanding of the domain for 
the purpose of increasing the awareness of privacy issues otherwise over-
looked.  
Results 
In total the participants produced 152 associations. These were categorized 
based on the recurrent concepts and themes in which privacy was contextu-
alized in the discussions (see below, the numbers denote the percentages of 
all associations belonging to each category). 
Personality/identity (24 %). The items in the personality/identity cate-
gory point to the fact that some information regarding who we are 
should be kept undisclosed to a larger public. The associations belonging 
to this category include: attitudes, religious orientation, and other per-
sonal information that help shaping our identity. In this category, privacy 
is interpreted by the negative effect of information leaks. 
Personal relationships (24 %). Privacy was to a great extent discussed in 
the context of personal relationships. Relationships of different kinds 
place different requirements on the disclosure of sensitive information. 
Associations that belong to this category include for example gossip, de-
fame, and insult. Personal relationships follow what appear to be strict 
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norms of conduct, and failure to obey these may be considered as pri-
vacy violations.  
Physical boundaries (23 %). Physical boundaries constitute a clear cate-
gory including associations such as home, physical safety, and body. 
People seem to have a well-formed sense of physical boundaries, in part 
in the form of a personal space. We need space to accomplish various 
things, and since some of these things are considered private, people as-
sociate these places (for example toilets) with privacy. 
Physical artifacts (15 %). The category of physical artifacts contained 
associations with communication and information appliances such as 
cell phones, cameras, and computers. This is an enumerative category 
containing references to everyday artifacts that the participants referred 
to as containers for sensitive information (for example a cell phone con-
taining call lists and message histories) or tools that could be used for 
violating the privacy of others (for example a camera). 
Information collection (8 %). Privacy was also associated with system-
atic collection of personal information, for example in the context of 
commercial use of various services, and what this information can tell 
others about us and our doings. Associations like “surveillance,” “visibil-
ity,” and “databases,” constitute the core of this category.  
Rights (6 %). The participants also associated privacy to rights of 
different kinds, expressed as for example “basic right,” “hard to control,” 
“law,” and “freedom of choice”. Privacy is difficult to define as a right, but 
in the discussions it was unanimously considered as a profound right of 
modern people. 
Some of the above categories are admittedly fuzzy with no clear borders. 
It can for example be argued that the category of personality/identity to a 
large degree overlaps with that of personal relationships; aster all, personal 
relationships constitute a great deal of the shaping of people’s identities. Due 
to the associations made in the study, we found it relevant to make two dis-
tinct categories—the first targeting people’s relationship to the greater public 
and the latter targeting closer relationships with for example family and 
friends.  
Even within each category it is difficult to generalize. The category of 
physical boundaries can serve as an example, in which case for example toi-
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lets represent a space with unquestionable references to privacy. A kitchen is 
more problematic, since it can easily be referred to as a place that merits a 
great deal of privacy (for example while having a quiet Sunday morning 
breakfast) as well as a far more open place (for example while throwing an 
open-house party).  
Discussion 
The results of this small study suggest that laypersons spontaneously associ-
ate privacy with a number of different contexts, and conversely that people’s 
view of the concept varies with the context in which it is used. In accordance 
with how the concept traditionally is described in literature, laypersons seem 
to have a clear understanding of the relationship between control over per-
sonal information and privacy, the privacy implications caused by informa-
tion and communication appliances, as well as the challenges to the privacy 
of individuals that systematic collection of personal information poses. How-
ever, the strong associations to the personality/identity and personal relation-
ships of individuals, as suggested by our results, are rarely treated in literature 
or acknowledged by service providers and manufacturers of information and 
communication appliances. We therefore argue for the need for a broader 
interpretation of privacy in both further studies of the concept and in the 
design of information technology. 
The group discussions also led us to suggest two claims about the inter-
pretation of privacy of laypersons. First (relating to the personality/identity 
category), people sometimes find it comfortable to be anonymous or to hide 
behind a pseudonym. This is sometimes a conscious action in order to pro-
tect oneself or one’s personal identity from misuse, but it also seems to be an 
unconscious action for just feeling comfortable in some social context. 
Second (relating to the personality/identity, personal relationships, and 
information collection categories), people seem to have a need to regulate the 
release of personal information differently to different receivers. Some infor-
mation, which may not appear as sensitive, not even to the participant her-
self, should simply not be divulged to certain individuals (or organizations). 
This claim is also supported by studies of for example the use of instant mes-
saging applications and communication via SMS (Grinter & Palen, 2002). 
Control over the release of personal information however, is nothing that 
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people seem to pay much attention to actively. On the contrary, several par-
ticipants expressed fears of being burdened by having to maintain access con-
trol lists and the like in order to sustain this control in computer systems.  
Thus, when designing information technology that will be used ubiqui-
tously and in many different social contexts, we argue that it is important to 
acknowledge people’s desire to be anonymous from time to time, as well as 
the need to (somehow) control the release of personal information both to 
other individuals and to service providers and manufacturers of artifacts.  
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Part III 
Technical Innovation 
As I began to glimpse what such an information appli-
ance might look like, I saw that it would be so different 
from today’s computer that I could not begin to under-
stand or build it. So I set out, instead, to build some 
things that my colleagues and I could put in use, things 
as different as we could imagine from today’s com-
puters, yet using technology that could be made solid 
today. Using these things would then change us. From 
that new perspective, I would then again try to glimpse 
our new kind of computer and try again. 
Mark Weiser, 1995 p. 17  
 
We illustrate a number of factors of pervasive computing with three technical 
innovations. From the perspective of this dissertation, the innovations can be 
regarded as tools for the interpretation of the vision of pervasive computing. 
In addition, these innovations demonstrate how technical studies can feed 
into and motivate further conceptual and empirical work within the field. 
The purpose with the descriptions of the following contributions is not to 
provide a complete understanding of their technical accounts. Rather, they 
should be read in the light of what they have contributed with in terms of 
input to the design rationale of pervasive computing, put forth in Chapter 5. 
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The three innovations described in this part all build on general models 
for addressing issues of user experience, contextual change, and technical 
requirements, described in Part I—Conceptual Underpinnings. The first inno-
vation is based on a model for personal service use, describing an abstraction 
for storage and handling of personal information and services. The model 
provides users with a continuous usage experience from many different con-
texts of use, enhanced control over service use, service collaboration, and 
personalization efforts, as well as simplified personal information manage-
ment.  
The second innovation is based on a model that allows for device and 
user interface independent service development, thereby providing support 
for user control and for a continuous usage experience from many different 
contexts of use. The model is based on an abstraction of user/service interac-
tion, allowing service providers to develop services independently of user 
interfaces.  
The third innovation is based on a particular hardware configuration, 
the wearable server, which addresses issues of contextual change (locality and 
scalability) and technology neutrality with regard to network connectivity 
and user interface. In this chapter, we also describe a taxonomy of hardware 
support for personal service use, essentially based on the distinction between 
local and remote usage, in which we compare the pros and cons of a number 
of different hardware configurations. Based on the taxonomy, we argue that it 
is preferable to allow for different configurations, depending on the situation. 
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The model of personal service environments 
A large part of the design rationale put forth in Chapter 5 can be addressed 
by introducing general infrastructure support. In this chapter, we demon-
strate this in two steps; first by introducing a model for service use (personal 
service environments), and second by describing a prototype system (sView) 
based on the model. However, we begin by describing a computing paradigm 
that in many ways has influenced the definition of the model: service-
oriented computing. 
Service-oriented computing 
Service-oriented computing provides an attractive model for addressing 
some of the challenges of pervasive computing. The focus on technology 
neutrality is well in line with the use of the myriad of different hardware arti-
facts of a typical pervasive computing scenario. The distributed nature of 
service-oriented computing is also compatible with the ideas of having pieces 
of functionality woven into the fabric of our everyday lives (both literally and 
figuratively). Winograd (2001) argues for networked services as one out of 
three models for achieving context awareness (the others being widgets and 
blackboards), emphasizing the qualities of configurability and robustness. 
Hong and Landay further argue (2001) that a service infrastructure approach 
provides benefits in terms of maintenance and evolution, as well as ease of 
sharing sensors, data, and services in highly distributed settings.  
However, while service-oriented computing provides a model that ad-
dresses many of the challenges of pervasive computing, the model leaves a 
number of issues unaddressed. While it is technology neutral with regard to 
hardware, operating system, and programming language, it requires network 
connectivity both between collaborating services as well as between services 
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and user clients. Users also lack control over personal information, as it is 
propagated and multiplied over a number of service providers as a side-effect 
of the users’ interaction with services. This opens for privacy concerns and 
makes personal information management challenging. Users’ means of con-
trolling how services collaborate are also very limited. Finally, scope and scal-
ability are two major challenges when applying service-oriented concepts to 
pervasive computing systems. In a pervasive system, much functionality and 
many resources are likely to be local to the user, both in terms of sensors, 
actuators, and other resources. In such an environment, it is a major chal-
lenge to determine the most relevant scope of resources for a user, since the 
scope of individual services typically is much larger, potentially world-wide. 
Likewise, it is a major challenge to scale service-oriented systems to handle 
sensors, actuators, and resources for millions of users world-wide. 
Personal service environments 
We propose the model of a personal service environment (Bylund, 2001) as a 
means to address the issues described above. This is a model for pervasive 
information and communication technology use that addresses many of the 
issues discussed in the above parts. While the model is inspired by service-
oriented computing for addressing the challenges of for example technology 
neutrality, configurability, and dynamic evolution, it is modified and com-
plemented so as to address the challenges of user control and technology 
neutrality with regard to network connectivity. The model is not intended to 
replace service-oriented computing or any other paradigm, but rather to 
complement existing models by adding support that we claim is of impor-
tance for pervasive end-user services. 
On a conceptual level, a personal service environment is a storage space 
for representations of services and personal information of an individual. 
Service representations may either be self-contained in terms of functionality 
and resources, or depend on networked functionality or resources. Service 
representations may also build upon functionality or data provided by other 
services within the environment. Irrespectively of implementation, from the 
user perspective all services are manifested locally within the personal service 
environment.  
The model of personal service environments 
111 
The user decides which service representations should be stored in the 
environment—the user is free to add any service representation that adheres 
to an open and well-defined standard format. The service standard format 
also describes a model for service collaboration within the realms of the per-
sonal service environment. Taken together, this provides a standardized way 
to allow any service provider to offer services to any user, as well as to any 
other service. Since the environment is owned and controlled by the user, the 
user is also in control of service use and collaboration, as well as of personal 
information. In the case of personal information management, the model 
provides end-users with a coherent entry point for providing, inspecting, and 
modifying personal information. 
The personal service environment, as seen as a storage space for repre-
sentations of services and personal information, can migrate in its entirety 
from one computer to another. This allows for the use of services stored in 
the environment taking advantage of the computer that best suits the current 
setting or situation. During migration the execution state of the services is 
maintained, allowing users to suspend their interaction with the services re-
siding in the environment while it migrates to some other computer, and 
then resume the interaction from the point of suspension. These mobile and 
persistent properties of personal service environments allow for a continuous 
usage experience regardless of user setting. Since the environment with all its 
services and data can execute on a computer in the user’s immediate vicinity, 
the model is technology neutral with regard to network connectivity, at least 
to the degree that individual services can manage without network connec-
tivity to remote functionality and resources. 
In order to allow for dynamically evolving systems building on the 
model, the details of for example service discovery and loading, user interface 
handling, and personal information management, are not covered by the 
model. These details are instead delegated to the layer of functionality pro-
vided by service representations. 
sView—a sample implementation 
sView is a system for pervasive service use that implements the model of per-
sonal service environments (Bylund, 2001; Bylund & Espinoza, 2000). The 
system is complete in that it provides (i) an open and well-defined standard 
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format for all components required to develop, deploy, and use services, (ii) a 
reference implementation of all components described in the standard for-
mat, and (iii) a number of services providing basic functionality for commu-
nication, service discovery and loading, and user interface handling.  
Overview 
In order to face the challenges of technology neutrality, as well as need for 
code mobility and persistence, sView is implemented in Java™ 2, providing 
neutrality to hardware and operating system to some degree.21 Furthermore, 
in order to face the challenges of openness, the sView system is divided into 
two parts. The core specification constitutes a well-defined standard that ser-
vices, as well as for example servers for handling personal service environ-
ments and implementations of protocols for migrating environments be-
tween servers, must adhere to. The reference implementation provides a num-
ber of implementations of the components that the core specification defines. 
This division between specification and implementation is key for a system 
that is claimed to support dynamic evolution and loose coupling. However, 
the most important aspect of this design choice is that it provides openness; 
this allows anyone to develop services as well as infrastructure components 
for the system while maintaining interoperability. In order to emphasize dy-
namic system properties and heterogeneity, the sView system delegates most 
functionality to services, providing only a thin layer of infrastructure sup-
port. In the guise of services, we have for example implemented support for 
managing the personal service environment as well as individual services, 
user interface handling of different kinds (for example graphical user inter-
faces, HTML, and WML), and peer-to-peer communication between services 
of different users. 
At the top-most level, sView is based on three components: service com-
ponent, service briefcase, and service briefcase server. 
Service component 
Service components represent the encapsulation of functionality and re-
sources that end-users place in their personal service environments. Service 
providers that wish to make functionality or resources available to end-users 
                                                                
21 See http://java.sun.com/. 
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or other service components bundle the functionality as a service compo-
nent. 
Service briefcase 
Service briefcases represent manifestations of personal service environments. 
They store service components and data, and provide a basic support for 
adding, removing, starting, stopping, suspending, and resuming service 
components. On a conceptual level, a service briefcase is a single entity that is 
brought along from computer to computer following the user. In order to 
minimize network traffic however, service briefcases are represented as local 
copies. When the briefcase (conceptually) migrates from one computer to 
another, only the changes are transferred.  
Service briefcase server 
Service briefcase servers provide a run-time environment for service brief-
cases. As such they can load and launch, as well as stop and save, briefcases. 
Service briefcase servers may handle one briefcase at a time, or several. Cop-
ies of one and the same briefcase can be stored on two or more servers at the 
same time. Service briefcase servers are responsible for synchronizing the 
content of briefcases as described above. The synchronization process im-
plements the conceptual process of migration of service briefcases, but with-
out having to send the whole briefcase every time.  
Fluidity 
The sView system supports the mobile and persistent properties of the per-
sonal service environment model, which makes for a fluid usage experience. 
This includes incorporating continuity, the possibility of choosing interaction 
artifact based on user setting (or other preferences), as well as technology 
neutrality with regard to network connectivity. In cases when users do not 
have direct access to computers that are capable of hosting an sView service 
briefcase server, briefcases can execute on remote servers, in which case ser-
vices have to be accessed remotely. 
An example configuration based on currently available information 
technology can be seen in Figure 1, in which eight service briefcases and six 
service briefcase servers (the computers with briefcases next to them) are 
shown. sView users at the office access their services on their desktop com-
puters, each with a service briefcase server installed. These servers are 
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configured to manage one service briefcase at a time. When leaving the office, 
the briefcases migrate to the corporate server. This server is capable of simul-
taneously managing multiple user briefcases. While briefcases are being 
managed by this server, their owners can access services remotely from for 
example Web kiosks or cell phones. Users can access their briefcases from 
their homes or any other place using laptop or home computers. In this case 
the briefcases migrate from the corporate server to the home computer when 
the latter is started and connected to the Internet. Alternatively, the briefcase 
could have migrated the office desktop directly to the home computer if it 
was connected to the Internet at the time of migration. If a laptop was 
brought from the office to the home, it could have migrated directly to the 
laptop before leaving the office.  
During migration the states of the service components are saved, making 
it possible to for example start working with a service on the desktop com-
puter at the office, leave the office in order to catch a bus home while con-
 
Figure 1. An illustration of a typical sView configuration containing service brief-
case servers running on a laptop computer at home, and desktop computers and a
mainframe server at the office. Two appliances executing sView services remotely are 
illustrated as a WAP cell phone and a Web kiosk running a Web browser. 
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tinuing to work with the service from a cell phone, just to finish working with 
the service on the home computer—all without having to restart the work 
aster each interruption. The sView core specification defines two basic meth-
ods for saving the state of the service components: serialization and proper-
ties. Serialization represents an implicit method in which case the service 
briefcase server serializes the object trees of the service components in order 
to create representations of the services which can be sent to other servers or 
written to persistent media as backups. Properties represent an explicit key-
value based method for storing text strings during migration and backup.  
The schema for synchronizing the contents of service briefcases between 
service briefcase servers is defined in the core specification, and it allows for 
synchronization between two or more servers simultaneously. For every syn-
chronization session, the initiating part controls the whole process and man-
ages communication with all other synchronization participants. The core 
specification does not assume any specific communication protocol, but in-
stead defines how to implement and load support for communication proto-
cols. We have implemented support for communication over a proprietary 
socket-based protocol, Java™ RMI, and SOAP.22 Our implementation enables 
a synchronization process involving three servers, during which the initiator 
communicates with one server using Java™ RMI and with the other using 
SOAP. 
Service components 
Service components are representations of functionality that service provid-
ers make available to end-users. When developing sView services, service 
providers have the choice of making the service components self-contained 
in terms of executable code and resources, thus making them completely 
independent of other services or networked functionality. They can also 
make use of the functionality of other services within the same personal ser-
vice environment, possibly from other service providers, or rely on net-
worked services of some kind. In the most extreme case the service compo-
nent only provides the functionality of a transparent proxy to networked ser-
vice functionality, making the service completely dependent on a network 
connection. However, for most services it makes sense to place at least parts 
of the functionality in service components, making some functionality avail-
                                                                
22 See http://java.sun.com/products/jdk/rmi/ and http://www.w3.org/TR/soap/.  
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able to the user as well as other services when no network access is available. 
A multi-user calendar with a central store of appointments for example, 
could store private appointments in the service briefcase and cache appoint-
ments involving other users in the same place. When using the calendar in 
connected mode, the user would have access to the full range of functionality 
of the calendar. While disconnected however, the user could still browse pri-
vate and cached appointments and possibly also suggest new appointments 
that would be submitted to the server when connecting again. 
Packaging and distribution 
Service components are packaged and distributed to end-users as Java™ JAR 
files. A service component JAR file contains Java™ class files representing the 
executable part of the service as well as resources such as images, sounds, and 
third party Java™ libraries (as class files or as nested JAR files). In particular, 
the JAR file must contain a class file defining the activator class that the ser-
vice briefcase service uses when activating the service component. The ser-
vice component JAR file must also contain a manifest that among other 
things specifies the name of the activator class file of the service, a symbolic 
name, and a class path (internal to the service component JAR file). See List-
ing 1 for an example of a manifest file of a service component. 
There are three basic means of loading service components into a service 
briefcase. The core specification defines methods that let service components 
load other service components by specifying a URI.23 We have implemented 
services that provide user interfaces allowing users to load service compo-
nents from for example Web directories. Apart from implementing the core 
specification, the reference implementation of the service briefcase server 
allows for two alternative ways to load service components. First, the server 
provides the means for creating new service briefcases that are pre-loaded 
with a set of service components. This represents a simple way to provide 
new users with service briefcases equipped with basic functionality for han-
dling of the service briefcase, user interfaces, and communication. Second, 
the server allows its administrator to push service components to briefcases 
that execute on the server. These service components are not actually stored 
in the service briefcases, but the service components are allowed to execute in 
the briefcases for as long as they remain on the server. This represents a sim-
                                                                
23 Universal Resource Identifier, see http://www.w3.org/Addressing/. 
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ple way to make available functionality that is related to a particular site or 
server (for example proprietary user interface components, connections with 
printers, and local directories). 
Life cycle 
Once a service component is loaded into a briefcase, its life cycle is well-
defined. On a most basic level, the life of a service component is concerned 
with five activities: initialization, starting, suspending, resuming, and stop-
ping. The server and the service component take turns in the process of navi-
gating between these activities. The server begins by signaling to the service 
component that it is time to initialize (see Figure 2), moving the service com-
ponent to state Initializing. This only happens once in the life cycle of a 
service component and it provides service components that depend on ex-
ternal resources with the opportunity to register with these. Once the service 
component is done, it signals INITIALIZED, thus handing over the initiative 
Manifest-Version: 1.0 
 
# Symbolic name of the service component 
ServiceComponentName: Html Manager 
 
# Class name of the activator  
ServiceComponentActivator: HtmlManager 
 
# JAR class path 
ServiceComponentClasspath: . 
 
# List of classes that should be exported  
ServiceComponentExport: HtmlManagerInterface 
 
# List of required permissions. In this case all permissions 
# except permission handling are required 
ServiceComponentPermission:  
 se.sics.sview.core.permission.ServiceComponentHandling,  
 se.sics.sview.core.permission.ServiceEnvironmentHandling 
 
# List of dependencies. This service component depends on 
# functionality named ServletHandling (any version),  
# which interface is ServletManagerInterface (version 1.0). 
# The service component should not start without the  
# existence of this functionality. 
ServiceComponentDepend:  
 (ServletHandling, *, ServletManagerInterface, 1.0, true) 
Listing 1. An example of a manifest file of a service component named “Html 
Manager”. 
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to the server again. In a similar manner, the server and service component 
take turns in starting, suspending, resuming, and stopping the service com-
ponent. The starting phase is repeated every time a service briefcase is 
started, allowing the service component to prepare for each service session. 
The starting phase ends in the ACTIVE state, which is the only state in which 
service components are allowed to actually provide service to the user and 
other service components. Prior to saving or migrating the service briefcase, 
each service component is suspended. Once the service components are sus-
pended the services that save their state using serialization are offered to re-
arrange data structures and otherwise prepare for serialization (via the signal 
freeze). The service briefcase is then ready for storage and migration.  
Similarly, before each service component is resumed, it is offered to rear-
range its data structures (via the signal thaw), aster which it is resumed and 
restarted. Finally, the life cycle of a service component ends by stopping the 
service. This happens when a service component is removed from its service 
briefcase or reset to factory settings.  
Mobility and persistence 
Service providers control whether service components follow a service brief-
case during migration or not, as well as whether the state of a service compo-
nent is saved during serialization or not. This control can only be exerted at 
Figure 2. A state diagram describing the life cycle of an sView service component. 
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design time of the service component. The mobile and persistent properties 
of service components are independent, thus providing four different types of 
basic service components (see Table 4).  
While mobile service components follow the briefcase wherever it mi-
grates, stationary service components remain in a local copy of the briefcase 
on the server to which it was loaded. The latter type can be made persistent 
just as mobile components, they are just not available in copies of service 
briefcases running on other servers. 
Service collaboration 
 
The sView core specification defines a standardized way for service compo-
nents to collaborate within the realms of a service briefcase by offering func-
tionality to each other. It relies on a precise way of describing the functional-
ity that each service component shares to others. This is done in a simplistic 
manner based on a symbolic name of the functionality offered and the class 
name of the Java™ interface through which the functionality is provided (both 
annotated with version numbers). Service components that seek functionality 
register their interest by providing a full or partial description of the func-
Mobile 
Persistent 
Yes No 
Yes 
The service component fol-
lows the service briefcase dur-
ing migration, and preserves 
its state using serialization. 
This would for example be 
suitable for a calendar. 
The service component does 
not follow the service brief-
case, but it preserves its state 
using serialization. This would 
for example be suitable for a 
directory over local resources. 
No 
The service component fol-
lows the service briefcase, but 
it does not preserve its state 
using serialization. This would 
for example be the case for a 
service component that acts as 
a proxy to networked func-
tionality. 
The service component does 
not follow the service brief-
case, nor does it preserve its 
state using serialization. This 
would for example be suitable 
for a proxy to a local sensor. 
Table 4. The four different types of service components generated by varying the 
mobile and persistent properties of the components.  
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tionality, aster which they will be offered functionality from all service com-
ponents that provide functionality that matches the description. 
Service components may optionally describe dependencies on function-
ality of other service components in their manifest files (see Listing 1, Ser-
viceComponentDepend). All service components are offered notifications of 
dependencies allowing the development of services that automatically at-
tempt to find and load missing service components. The dependencies may 
be described as mandatory, in which case the service component will not 
start until at least one service component with functionality that matches the 
dependencies offers its services. 
Security 
Some security features have been implemented in sView to illustrate possible 
paths for preventing unauthorized use of sView users’ services as well as pro-
tection against malicious services. First, the implementation of the service 
briefcase includes basic password protection based on MD5 hashing (Rivest, 
1992). Second, service components need permissions to access system func-
tionality. Permissions are arranged in a hierarchy (see Figure 3) and providers 
of service components specify which permissions their services need in order 
to operate in the manifest file of the service (see Listing 1, ServiceCompo-
nentPermission). Thus, users can reject services if they do not trust service 
components with the requested permissions. Third, to make it difficult for 
service components to compromise the functionality and integrity of other 
services, all service components are loaded with their own Java™ class loaders. 
This makes it difficult for the services to make use of objects of other services 
should they somehow get a reference to them. In case service components 
need to share objects, service components may explicitly share their class 
definitions to other services (defined in the manifest file, see Listing 1, Ser-
viceComponentExport) 
In addition, since both protocols for server-to-server communication 
and server implementations are not part of the core specification, it is possi-
ble to add support for encrypted communication and storage of service brief-
cases. This protects service briefcases during migration and storage. How-
ever, during execution, service briefcases and components cannot be en-
crypted. This makes it necessary for users to ensure that the computers on 
which they run their service briefcase servers (for example desktop and lap-
top computers) are secure. If they in addition make use of third party provid-
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ers of service briefcase servers, they need to trust them to have secure serv-
ers. These last two considerations are however not unique to the sView sys-
tem, but are equally important to all personal computer and networked ser-
vice use. 
Examples of use 
In addition to work described in the reminder of this part of the dissertation 
(see chapters 10-11), a number of research activities have been based on the 
 
Figure 3. The hierarchy of permissions used to grant service components the rights
to access system functionality. 
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sView system. Espinoza built on the system in his work towards achieving 
individual service provisioning (2003). Easy-to-master tools for creating ser-
vices, as well as effective means for distributing these to peers, would in com-
bination with an open service infrastructure such as the sView system allow 
any user to become a service provider. In order to demonstrate the power 
behind these ideas, Hamfors & Espinoza developed the ServiceDesigner, 
which is an sView service component for generating new service components 
based on Web services (Espinoza & Hamfors, 2003; Hamfors, 2001). This 
tool automatically generates user interfaces to WSDL compliant Web ser-
vices, lets the user combine the functionality of the services and rearrange the 
user interface, in order to finally compile and package the result as a new 
service component. As a second step, Hinz & Espinoza developed the service 
component Briefcase Connectivity, which offers peer-to-peer support to 
sView services (Espinoza & Hinz, 2003; Hinz, 2002). Briefcase Connectivity 
provides sView services with the functionality of finding and communicating 
with services in other users’ briefcases. This way, users that have developed 
service components using ServiceDesigner can make them available to other 
users. By attaching keywords to the new service components, other users can 
easily search for new service components and download them for personal 
use.  
The sView system was also used as a consolidating platform in the FEEL 
project (Espinoza et al., in preparation).24 The aim of the project was to im-
prove the handling of intrusive mobile technologies in order to support col-
laborative activities in disappearing computing environments. Throughout 
the project, mechanisms for filtering, routing, and creating notifications 
about incoming communications have been implemented as sView service 
components. These mechanisms were coordinated by the Sentinel, a service 
component that was responsible for maintaining the level of intrusiveness 
that was collectively negotiated among collaborating users. In doing so, the 
Sentinel negotiated with user agents representing individual users’ prefer-
ences with regard to notification of incoming communication. For example, 
the Sentinel could block incoming communication such as an SMS message 
                                                                
24 FEEL is short for Focused, Efficient and Enjoyable Local activities. The project was 
part of the EU-funded Disappearing Computer (DC) initiative of the Future and 
Emerging Technologies (FET) activity of the Information Society Technologies (IST) 
research program, see http://www.disappearing-computer.net/. 
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or a cell phone call in order to maintain a low level of intrusion. Instead, the 
receiver would be notified in a way that was adapted to the situation and to 
individual preferences, for example by being published on a public display. In 
order to further enhance the collaboration in disappearing computer envi-
ronments, service components for file sharing and user positioning, the latter 
based on wireless LAN base station lookup (Espinoza et al., 2001), were also 
developed. In total, close to a dozen service components were implemented 
during the course of the FEEL project. These services were used in a real-
world setting, intercepting real cell phone, SMS, and instant messaging 
traffic, with the purpose of studying the effect of the services on group col-
laboration.25 
Related approaches 
A number of related approaches have been suggested—all with varying de-
grees of similarity with the model of personal service environments and the 
sView system. In general, the related approaches share some aspects of our 
service model in order to address technology neutrality and to some degree 
openness.  
 Beck et al. describe the adaptable service framework MOCA (Beck et 
al., 1999). They present a service model, and suggest support for discon-
nected operation, similar to that of sView. However, their primary focus is to 
create a model for implementing applications that can be dynamically ex-
tended and adapted to changes in information technology infrastructure.  
The Open Service Gateway initiative (Gong, 2001) has defined an open 
standard for residential gateways.26 The standard defines a service model that 
is similar to that of personal service environments and sView. However, their 
original focus on applications for the home resulted in a solution with no 
support for mobility, persistence, or personal ownership of service environ-
ments. The OSGi standard is the only related approach that is commercially 
available. Since the introduction of the open standard, the focus has shisted 
from residential gateways to in-car service environments. 
With the Aura framework, Sousa et al. (2002) seek to provide support for 
dynamic environments in terms of computing resources, thus allowing for 
                                                                
25 See the final report of IST project No. IST-2000-26135, http://www.cordis.lu/ist/. 
26 See http://www.osgi.org/. 
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user mobility. While their efforts are motivated with a research agenda partly 
similar to personal service environments and sView, especially with regard to 
user experience, their solution is not to provide access to the same set of ser-
vice components from a variety of computers and artifacts. Instead, they 
break down services into abstract pieces of functionality, describing concrete 
applications as coalitions of such abstract pieces. By allowing different im-
plementations of these pieces of functionality on different machines, applica-
tions can be manifested similarly on a heterogeneous set of computers. For 
example, the abstract service of text editing may be implemented by a 
Microsost® Word application while executing on a computer with a 
Microsost® Windows® operating system, and GNU emacs while executing on 
a UNIX server. While this approach may provide a continuous usage experi-
ence from a functionality perspective, it is bound to create a fragmented and 
heterogeneous user experience. 
The goal of the Things That Think project at MIT Media Lab is to em-
power everyday objects with computing power, motivated by a pervasive 
computing research agenda.27 For this purpose, Minar et al. developed Hive, 
a sostware system implementing an ecology of distributed agents (Minar et 
al., 1999). While sharing some of the goals with the model of personal service 
environments and sView (for example addressing heterogeneity), Hive is 
based on mobile agents rather than a service model. The agents of the Hive 
system execute in cells, similar to service components executing in personal 
service environments in sView. However, these are not mobile as in the case 
of personal service environments. Rather, agents are capable of moving be-
tween cells on different computers individually. Thus, the Hive system lacks 
the focus of space for services and data of individuals presented herein.  
The one.world system (Grimm et al., 2004) is in many respects similar to 
the sView system. It builds on a model that allows services to adapt to con-
textual changes, provides support for ad hoc composition of functionality, 
and provides support for sharing of applications and data between devices. 
Just as service components in sView can be implemented as stand-alone ap-
plications, client-server applications relying on networked services, or peer-
to-peer applications, one.world remains neutral to such issues. While the 
one.world system provides support for migration and persistence of applica-
                                                                
27 See http://ttt.media.mit.edu/. 
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tions and data, it is centered on application environments rather than user 
environments as in sView. 
Based on this overview of related approaches, it is evident that a number 
of efforts have been made to provide infrastructure support for pervasive 
computing technologies. Some of these approaches are similar to the model 
of personal service environments and sView in that they build on similar 
service models. However, they are almost exclusively designed to address the 
issues of technical heterogeneity and dynamically evolving systems. While 
some approaches are motivated in similar terms, they rarely share our con-
cern of providing a personal, and individually controllable, environment. Few 
related approaches address issues concerning the user experience to any 
depth at all, and none of them address the issue of striking a balance between 
issues of user control, technology neutrality, and openness.  
Discussion 
The model of personal service environments, as demonstrated by the sView 
system, addresses a large part of the design rationale for pervasive computing 
put forth in Chapter 5. The model is context-independent since usage of ser-
vices in a personal service environment is independent from issues that nor-
mally relate closely to the user context. For example, while users are on the 
move, services can be accessed from information and communication appli-
ances designed for use in mobile settings, such as cell phones. In an office 
setting, users can access the services from their desktop computers using 
powerful graphical user interfaces that are designed for that particular set-
ting.  
The model also provides support for context awareness by providing 
easy access to local sensors and actuators. This is the case when the service 
environments execute on servers in the immediate vicinity of the user (for 
example a desktop computer) or on a server that in other ways extends the 
user setting (for example a server with the scope of a whole work place). 
However, if the service environments execute on remote servers (for example 
a server of an Internet service provider or a server of an employer while be-
ing at home), sView services experience the same scalability problem of 
finding a suitable scope as traditional service-oriented computing has to face. 
This issue will be further addressed in Chapter 11. 
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The model provides support for a whole range of user control issues. 
First, users have primary control over which services to use. Neither cell 
phone operators nor hardware manufacturers can lock customers in by con-
trolling the available collection of services. Instead, users are free to subscribe 
to whatever service is available and use the service from whichever appliance 
that suits them. Second, since service collaboration is manifested locally 
within the service environment, the user is in control over how services col-
laborate. As an extreme, users have the ultimate control over services by for 
example unplugging the network connection or stopping them.  
The model gives users control over where and when to use services by 
introducing continuity through persistent service briefcase migration. The 
implementation of these features is not optimal in the sView system. While 
we argue that the implementation is powerful enough to illustrate the con-
cept of continuity, there is room for improvements. For example, the current 
implementation, which builds on serialization of Java™ objects, does not ac-
tually save the execution state—it merely stores the state of the object hierar-
chy. This makes it necessary for service providers to make the execution state 
explicit so that it is reflected by the state of an object. A more attractive model 
would provide continuous and transparent synchronization. This would fur-
ther free users from having to keep in mind details of using services, thus 
being able to focus more on the functionality that the services provide.  
The user-centered focus that underlines the model of personal service 
environments provides simplified personal information management, from 
the perspective of individual users as well as service providers. For individual 
users the model provides a single entry point for the communication of per-
sonal information to services. Since service collaboration is manifested lo-
cally within the environment, it makes for a natural place to install services 
that manage personal information. Such a service would mediate personal 
information between the user and other services, thus keeping track of which 
services are allowed to access what information. This not only provides users 
with a record of personal information use, it also simplifies the process of 
updating personal information used by more than one service provider—the 
service in charge of personal information handling can propagate the changes 
to all service components that carry outdated information. This provides a 
great advantage to the service providers as well, since it increases the chance 
that the information is correctly updated. Of even greater importance to ser-
vice providers is the opportunity of having a single entry point for sharing 
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personal information not explicitly entered by users with other services. This 
would be useful to services that provide personalization based on usage his-
tory, that base their functionality on information about the user setting (and 
history of settings), etc., since this type of information is costly to collect. In 
some cases it is costly because the data collection requires an infrastructure 
of some kind (for example a sensor network). In other cases it is costly be-
cause it must be collected over an extended period of time. Thus, services 
that need longitudinal information, which otherwise would require a lengthy 
relationship with the user before providing full functionality, can make use of 
information collected by other services in order to be of use instantly. Again, 
this centralized handling of personal information is of advantage to the user 
as well since the user can inspect what information services actually have 
collected, modify incorrect information, and delete sensitive information.  
We argue that while the model of personal service environments does 
not provide direct support for enhancing privacy, it provides important 
mechanisms for achieving control over personal information, which in turn 
will help protect individual privacy. This is of great importance since current 
information technologies, and in particular traditional service-oriented com-
puting, work in the opposite direction by distributing and even dispersing 
personal information, thus making it unavailable to the user. 
In terms of technology neutrality, the sView system is neutral with re-
gard to hardware and operating system by being implemented in Java™ 2. 
Unfortunately, the number of hardware platforms and operating systems with 
support for Java™ 2 is less than one would wish from a pervasive computing 
perspective. Also, while some hardware platforms run Java™ 2, they may not 
be powerful enough to host a complete briefcase of services simultaneously. It 
is therefore desirable to enable service briefcases to be distributed between 
for example a thin information appliance and a server. This kind of support is 
currently not implemented in the sView system, and, it would be a major 
effort to achieve. By defining and implementing the system in Java™ 2, service 
representations also need to be implemented in Java™ 2, therefore leaving the 
challenge of neutrality with regard to programming language unaddressed. 
The Microsost® .NET Framework, which was released aster the development 
of sView, represents an alternative that in addition to the benefits of Java™ 2 
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would make it possible to code services in other languages as well (for exam-
ple C#, C++, and Visual Basic®).28  
The model of personal service environments is completely neutral with 
regard to which devices and modalities should be used for service-user inter-
action (in order to promote use in as many settings as possible). While this is 
supported by the sView system, the move from a model to implementation 
implies some restrictions. In our work with the sView system, we have ex-
perimented with service components that provide functionality for simplify-
ing interaction via a number of user interfaces (for example graphical user 
interfaces, HTML, WML, SMS, and email). However, for every new user in-
terface that every single service should support, content expressed in a 
specific format must be provided, making implementation and maintenance 
of services cumbersome and expensive. In addition, for every new user inter-
face or modality that is added to the complete system, new code needs to be 
developed and integrated with every service that sets out to support the user 
interface. In retrospect, this makes for a very limiting factor of the personal 
service environment model, which we will address specifically in the next 
chapter.  
In Chapter 4, we stated that technology should be neutral with regard to 
network connectivity. The model of personal service environments and the 
sView system support this by allowing services to reside locally on the client 
used for user/service interaction, at least as much of the functionality of the 
service that the service provider decides to place in the service component. 
This provides a powerful way to address concerns such as low bandwidth, 
high latency, intermittent connectivity, high traffic costs, and privacy. It also 
provides support for local peer-to-peer connectivity between different users. 
Just as with the support for neutrality with regard to hardware and operating 
system, the implementation of the sView system leaves some issues of neu-
trality with regard to network connectivity unaddressed. For example, just as 
it is desirable to have services distributed between user clients and servers 
due to limitations in hardware capabilities, the same type of distribution is 
desirable due to different needs in network connectivity. While some services 
place high demands on local presence (for example games or services that 
communicate extensively with local resources), other services require high 
quality connections with remote resources, thus being better supported on a 
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server with a high-speed wired connection. An additional step in this direc-
tion of technology neutrality would therefore be to allow service briefcases to 
span client and server simultaneously, allowing individual service compo-
nents to place themselves where they find the best network conditions. An-
other consideration is related to completely disconnected operation. While 
this introduces freedom in use, it introduces vulnerability in terms of loss of 
data.  
In conclusion, we argue that the sView system shows that it is possible to 
design innovative pervasive information technologies that address a broad 
range of requirements. Four years of using the sView system in a number of 
research activities, both with ourselves as users and others in more real-
world-like settings, have furthermore convinced us that the design rationale 
for pervasive computing put forth in Chapter 5 was well framed and that the 
model of personal service environments is a step towards realizing it. 
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A model for device-independent service 
development 
As noted in the previous chapter, designing services for a large variety of user 
interfaces and interaction modalities is challenging in terms of development 
and maintenance efforts. Designers of mobile technologies have thus become 
used to choosing between multiplying the development and maintenance 
efforts with the number of devices supported by a service, adding some addi-
tional effort for covering the increased complexity of such a solution, and 
reducing the expressiveness of user interfaces to the standard of the least ca-
pable device supported. In the latter case, an immediate downside is that user 
interfaces cannot be adapted to the specifics of individual devices, such as 
hard buttons for navigation. It is possible to overcome some of these 
difficulties, without hindering the expressiveness of the designer in terms of 
customizing the user interface for individual devices, by specifying the 
user/service interaction independently from user interface and modality. In 
the following chapter, we illustrate this by introducing a model for device-
independent development of services. We also describe a prototype system 
(the Ubiquitous Interactor), implemented as a set of sView service compo-
nents, which builds on the proposed model. 
Requirements on device-independent solutions 
The goal of designing applications and services for interaction appliances 
with diverse capabilities is not new. In fact, this was a major concern during 
the late seventies and early eighties when a diversity of input and output de-
vices, hardware components, operating systems, etc., made most large-scale 
development and maintenance of sostware costly. However, the de facto stan-
dardization of hardware like the Macintosh and the IBM PC, as well as the 
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broad acceptance of graphical user interface standards such as the Mac OS 
and Microsost® Windows, brought major advantages. From the perspective of 
user interfaces, standardized graphical user interface components (widgets) 
introduced a clear separation between application and user interface, allow-
ing for extensive reuse of code (Myers et al., 2000).29 In turn, this cut the 
efforts required for both development and maintenance.  
The situation introduced with pervasive computing is fundamentally 
different. While the challenges mentioned above were possible to meet by 
standardizing hardware and user interface components, pervasive computing 
offers such a width in settings of use that standardization in isolation cannot 
be the solution. Different settings offer different opportunities and place 
different limitations on user/service interaction. Thus, in order to reach us-
ability, a diversity of solutions must be allowed. Some settings are suitable for 
voice interaction, others are not. Some settings allow for use of large screens 
making graphical user interfaces convenient, while others only allow for very 
small screens making text-based user interfaces more convenient. Some set-
tings are suitable for interaction in part based on audio, while others are ei-
ther too noisy or too quiet for this modality to be used. Some settings allow 
the user to give her full attention to the interaction using both hands, while 
others may be such that only partial attention can be provided using no 
hands at all. All in all, if we envision usage of information technologies in a 
large number of diverse settings, solutions for user/service interaction must 
be equally diverse.  
A second important requirement on a solution for device-independent 
development is to allow developers to control the appearance of the user in-
terface on each targeted device (Esler et al., 1999; Myers et al., 2000). The 
lesson from a decade of experience with the Web and HTML has made it 
clear that while it is convenient to specify presentations independently of the 
characteristics of individual clients, content providers invent all kinds of 
tricks for controlling the look and feel of their creations, thus threatening to 
ruin the independence.30 An example of the latter is the use of tables with 
invisible borders and transparent images for controlling the layout of Web 
                                                                
29 In addition, the introduction of graphical user interface widgets also brought major 
usability improvements because the standardization made it straightforward to im-
plement and adhere to design guidelines. 
30 HyperText Markup Language, see http://www.w3.org/MarkUp/. 
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pages. In the case of the Web this stimulated the development of Cascading 
Style Sheets, which is a mechanism for controlling the style of Web docu-
ments.31 
A model for device-independent service development 
In order to meet the requirements put forth above, we propose a model in 
two parts (Nylander et al., in press), to some degree inspired by the more 
limited device independence of the Web provided by HTML in combination 
with Cascaded Style Sheets. The first part concerns the establishment of a 
channel for user/service interaction that is independent of the device on 
which the user interface of the service is manifested. The core challenge of 
this part is to identify abstract interaction elements that can capture the in-
tent behind user/service interaction, rather than specific device mechanisms 
(Banavar et al., 2000). This would allow service providers to develop services 
that, instead of generating user interfaces, interact with users using abstract 
interaction elements, thus targeting all possible devices using all possible 
modalities simultaneously. 
The second part concerns the interpretation of these abstract interaction 
elements for the purpose of generating user interfaces for specific devices. 
Likewise, user actions must be interpreted in order to be delivered to services 
in the form of abstract interaction elements. In order to meet the second re-
quirement put forth above, service providers must be allowed to control this 
process somehow, or else it is difficult to control the look and feel of the gen-
erated user interface. Our model therefore allows services to specify direc-
tives of how to interpret the abstract interaction elements, given specific de-
vices or classes of devices.  
Figure 4 illustrates the model in which a service interacts with a user by 
communicating abstract interaction elements only. An interpreter, specific to 
a certain type of device or interaction modality, generates a user interface 
based on a stream of interaction elements. This user interface constitutes the 
entity with which the user interacts. The interpreter, possibly with the assis-
tance of the generated user interface, interprets user actions and communi-
cates these to the service in the form of abstract interaction elements. The 
service can (optionally) control the details of the user interface generation by 
                                                                
31 See http://www.w3.org/Style/CSS/. 
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sending customization directives, specific to a certain type of device or inter-
action modality, to the interpreter. 
The Ubiquitous Interactor—a sample implementation 
The Ubiquitous Interactor is a system for providing support for device-
independent development and use of services (Nylander et al., in press). The 
system builds on three basic components, all mapping directly to entities of 
the above-described model (see Figure 4. First, the interaction specification 
language is a language for describing interaction elements. Second, the cus-
tomization specification language is a language for describing customization 
directives. Third, interaction engines are components for generating user in-
terfaces based on interaction elements and customization directives. 
Interaction specification language 
The most basic building blocks of the interaction specification language are a 
number of interaction acts, which can be used to describe the interaction be-
tween user and server independently of the user interfaces or modalities in-
volved. The interaction specification language is specified in XML (Extensible 
Markup Language).32 The language currently specifies eight interaction acts. 
In, out, and select concern user-to-service information exchange, while 
create, modify, and destroy concern object handling. Start and stop are 
related to session handling. Services can expect return values (that is user 
actions encoded as interaction acts) from all interaction acts except out. The 
                                                                
32 See http://www.w3c.org/XML/. Document type definitions for the interaction 
specification language are available at http://www.sics.se/UBI/DTDs/. 
 
Figure 4. A data flow diagram describing the model for device-independent service 
development. 
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eight basic interaction acts specified by the interaction specification language 
are listed below. 
In. This interaction act encodes the opportunity for the user to pass in-
formation to the service. This could for example be a request such as 
‘help’ or data such as a search string. When sending the interaction act to 
the user, the service provides a default description of the input as a text 
string.  
Out. This interaction act encodes output from the service to the user. 
This could for example be a help text or data such as the content of an 
article of a news service. When sending the interaction act to the user, 
the service provides a default representation of the output as a text 
string.  
Select. This interaction act allows a service to prompt the user to make a 
selection from a set of alternatives. This could for example represent a 
selection of keywords or a menu choice. When sending the interaction 
act to the user, the service provides a default description of the selection, 
as well as a default representation of each alternative, all represented by 
text strings. 
Create. This interaction act allows a service to prompt the user to create 
a new object of some kind. The object may be described by any number 
of parameters. This could for example be a calendar entry with parame-
ters describing the date, time, and title of an event.  
Modify. This interaction act allows a service to prompt the user to mod-
ify an object of some kind. The object may be described by any number 
of parameters. This could for example be a calendar entry with parame-
ters describing the date, time, and title of an event. 
Destroy. This interaction act allows a service to prompt the user to de-
stroy an object of some kind, possibly one that has been created with the 
create interaction act. This interaction act can also be sent as a reply to a 
modify interaction act.  
Start. This interaction act denotes the beginning of an interaction ses-
sion. 
Stop. This interaction act denotes the end of an interaction session. 
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Interaction acts can be grouped to form complex interaction elements, 
and groups can be nested. Each interaction act is identified by a unique 
identifier and they can be assigned both a symbolic name and a symbolic 
group identifier. All interaction acts can further be associated with directives 
indicating the duration of the act (life, specified as temporary, confirmed, 
or persistent), whether the presentation based on the act should be modal 
or not (modal, specified as true or false), and metadata (meta). The meta-
data field can for example be used to specify the expected input format of an 
in interaction act. However, the interaction specification language does not 
specify this further and all details concerning the use of metadata is lest to the 
service developers. Listing 2 shows the encoding of a simplified example of 
two interaction acts grouped using the isl tag. 
Customization specification language 
The customization specification language is used to encode directives on how 
to generate user interfaces based on a stream of interaction elements, and just 
as the interaction specification language, it is specified in XML. The collec-
tion of customization directives for a service is referred to as a customization 
form. While the stream of interaction elements is independent of user inter-
face and modality, a customization form is always specific to a certain user 
<isl> 
  <id>980796</id> 
  <life>persistent</life> 
  <modal>false</modal> 
  <string>SICS info</string> 
  <output> 
    <id>235690</id> 
    <life>persistent</life> 
    <modal>false</modal> 
    <string>SICS AB</string> 
  </output> 
  <output> 
    <id>342564</id> 
    <life>persistent</life> 
    <modal>false</modal> 
    <string>http://www.sics.se</string> 
  </output> 
</isl> 
Listing 2. The interaction specification language encoding of two output interac-
tion acts grouped using the isl tag. 
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interface. However, it is optional to provide customization forms since user 
interfaces can be generated from interaction elements using default rules for 
interpretation. 
Customization forms include two basic constructions. First, a customiza-
tion form may contain mappings between interaction elements and directives 
of how they should be presented. In these mappings interaction elements are 
specified by symbolic name, symbolic group name, or interaction act type, as 
well as any combination of the three. For example, an interaction act named 
file_chooser may be mapped to a particular file chooser widget in a graphi-
cal user interface or a file chooser HTML template in a Web user interface. 
Or, an interaction act of type out that belongs to the group control_view 
may be mapped to a label widget in a graphical user interface or a label 
HTML template in a Web user interface. Second, a customization form may 
contain references to resources (files, URLs, or inline data). For example, an 
interaction act specifying information about the service provider may con-
tain a reference to a company logo in a graphical user interface or a recording 
of a voice saying the name of the company in a voice-based user interface.  
User interface generation 
The interaction engine is the component in the Ubiquitous Interactor that is 
responsible for generating user interfaces based on interaction elements and 
customization directives. The interaction engines generate user interfaces of a 
particular kind (or for a particular device or user interface) based a stream of 
interaction elements. Services are allowed to control the details of the genera-
tion of user interfaces for specific services by sending customization direc-
tives. Interaction engines are also responsible for generating and returning 
interaction elements to services based on user actions. 
We have implemented a number of different interaction engines for the 
handling of different devices and user interfaces (see Figure 5). For example, 
we have two different interaction engines for Java™-based graphical user in-
terfaces. The Swing interaction engine generates user interfaces based on the 
Java™ 2 Swing widget libraries, and the AWT interaction engine generates 
user interfaces based on the more basic Java™ AWT libraries. The reason for 
having two Java™ graphical user interface interaction engines is that while the 
Swing interaction engine is capable of generating more powerful and custom-
izable interfaces, the AWT interaction engine is thin enough to execute on 
more limited devices such as cell phones and personal digital assistants. Both 
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the Swing and the AWT interaction engines typically execute on the same 
computer as the user interface is manifested.  
A fundamentally different interaction engine generates HTML-based 
user interfaces. The HTML interaction engine typically does not execute on 
the same computer as the user interface is manifested on. Instead, it generates 
HTML pages that are dynamically published on a Web server from which 
users can access the user interface using Web browsers.  
A fourth type of interaction engine builds on the scripting language 
Tcl/Tk.33 Similarly to the HTML interaction engine this does not execute on 
the same computer as the user interface; instead of generating presentation 
descriptions for remote use (as in the case of the HTML interaction engine), 
                                                                
33 See http://www.tcl.tk/. 
 
Figure 5. An overview of four interaction engines. Note that the illustration is neu-
tral with regard to where the service executes; it could be on a networked server just as
well as the same computers that hosts the interaction engines (that is the cell phone, the
personal computer, and the two servers). 
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the Tcl/Tk interaction engine generates Tcl/Tk scripts that, when executed by 
a TclTk interpreter on the end-user appliance, generate a graphical user inter-
face. 
The Ubiquitous Interactor in the sView system 
The Ubiquitous Intertactor is designed to complement the sView system (see 
sView—a sample implementation, p. 111) with support for device-
independent service development. As such, the Ubiquitous Interactor is im-
plemented as a number of sView service components: one main service com-
ponent serving as entry point for device-independent services (Ubi Manager, 
see Figure 6), and one additional service component implementing an inter-
action engine for each supported device (or user interface type). The system 
currently supports four different kinds of devices: desktop and laptop com-
puters, Java™-enabled cell phones, devices with Web browser support, and 
Tcl/Tk enabled devices. However, support for devices can be added or re-
moved dynamically by adding or removing interaction engine service com-
ponents.  
Figure 6 illustrates how the service components of the Ubiquitous Inter-
actor are interconnected and interface to other service components in order 
to provide device-independent user/service interaction to services within the 
service briefcase. The components titled “Service 1” through “Service 3” rep-
resent end-user service components that interact with the user with assis-
tance from the Ubiquitous Interactor. They connect to the Ubi Manager and 
interact with the user by means of interaction elements. The Ubi Manager 
notifies the service components of which interaction engines are currently 
available, allowing the service components to provide customization forms 
for the interaction engines in use. 
The Swing interaction engine (Swing Ubi Manager) generates Java™ 
Swing widgets and makes use of the Swing Manager in order to present the 
widgets in windows on an sView desktop. The AWT Ubi Manager merely 
functions as a proxy to the AWT interaction engine, which resides on for 
example a cell phone. The connection between the AWT Ubi Manager and its 
interaction engine is socket-based. The HTML interaction engine (HTML 
Ubi Manager) generates Java™ Servlets, which in turn generate HTML pres-
entations based on interaction elements and customization directives. The 
interaction engine makes use of another sView service component, the 
HTML Manager, in order to place the HTML presentations in an easily ac-
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cessible context, which inturn makes use of the Servlet Manager in order to 
publish the HTML presentations on a Web server. The Tcl/Tk interaction 
Figure 6. An illustration of how the Ubiquitous Interactor is implemented in
sView. All ovals represent sView service components executing in the same service brief-
case. The components enclosed by the dashed line represent the boundaries of the Ubiq-
uitous Interactor. The HTML/Servlet Manager is really two service components; the 
first being the HTML Manager handling HTML user interfaces and the second the 
Servlet Manager handling the publishing of content on a Web server via Java™ Servlets. 
In the illustration, customization forms are abbreviated by CF. 
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engine (Tcl/Tk Ubi Man-ager) generates Tcl/Tk scripts and sends them via a 
socket connection to a Tcl/Tk interpreter on the user access device. The in-
terpreter generates a user interface and encodes user actions to interaction 
elements that are sent back to the interaction engine. 
Examples of use 
Both the model for device-independent service development and the Ubiqui-
tous Interactor have been tested and evaluated in a number of activities. 
Throughout the whole development of the Ubiquitous Interactor, we have 
used a sample service as a reference for testing different aspects of the system, 
implementing a simple calendar with the functionality of adding, modifying, 
removing, and viewing entries in a calendar (Nylander et al., in press). The 
choice of using a calendar service was made primarily because it represents 
functionality that is likely to be of use from many different devices and user 
interfaces. In our user studies (see Part II—Fieldwork) we observed how par-
ticipants used electronic calendars on desktop and laptop computers (both 
local applications and shared client/server based services) and cell phones as 
well as paper calendars of varying sizes. This use of calendar functionality 
was observed in a wide range of user contexts.  
The calendar service comes with two customization forms for Swing 
graphical user interfaces (representing different types of widget layout), for 
HTML user interfaces (targeting desktop and laptop computers), and for 
Tcl/Tk graphical user interfaces (targeting personal digital assistants), see 
Figure 7. 
Figure 7. Two user interfaces to the calendar service generated from the same in-
teraction acts. The one to the lest is generated by the Swing interaction engine and the
one to the right is generated by the Tcl/Tk interaction engine. 
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The TapBroker service (Nylander et al., 2004a) provides stock brokers 
with feedback from autonomous trading agents running on an agent trade 
server (ATS). An ATS (Boman & Sandin, in press; Lybäck & Boman, 2004) is 
an on-site exchange floor to which stock brokers can send trading agents that 
have been coded with the trading preferences of their owners. Since the trad-
ing agents of all stock brokers act on the same server, no special arrange-
Figure 8. Three user interfaces to the TapBroker service generated from the same 
interaction acts. The one to the lest is generated by the HTML interaction engine, the 
one in the top right corner is generated by the AWT interaction engine running on a 
SonyEricsson P800 cell phone, and the one in the lower right corner is generated by the 
Swing interaction engine. 
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ments for making sure that the trade data are disseminated fairly have to be 
made—all agents can be guaranteed to receive trade data simultaneously. For 
this reason, agent owners are not allowed to interfere with the agents once 
they have been launched since fairness in accessing the agents cannot be 
guaranteed. Thus, the only thing that the TapBroker is allowed to do is to 
provide feedback from the ATS, notifying the brokers of the status of their 
trading agents. However, it is important that this information can reach bro-
kers in many different contexts using many types of devices and user inter-
faces. The TapBroker has been equipped with customization forms for Swing 
graphical user interfaces (targeting desktop and laptop computers), AWT 
graphical user interfaces (targeting Java™ enabled cell phones and personal 
digital assistants), and for HTML user interfaces (targeting desktop and lap-
top computers), see Figure 8. 
The Ubiquitous Interactor was also used as a component in the cross-
language information retrieval system for text and audio documents devel-
oped by the Clarity project.34 The Ubiquitous Interactor was used to pass 
abstract representations of dialogs regarding filtering of search results be-
tween different subsystems (of which one concerned user interface genera-
tion and another natural language text processing). 
In order to reach some insight in how the concepts that the Ubiquitous 
Interactor builds on would be received by developers unfamiliar with the 
system, Nylander conducted a small pilot study including four senior under-
graduate computer science students (2003b). The results of the study revealed 
that the participants had no problems in understanding the model for device-
independent service development with interaction elements and customiza-
tion directives. However, the study also revealed that the ease with which 
developers produce customization forms is dependent on their knowledge 
about the user interface that the customization form targets. This makes it 
evident that the system needs to be complemented with tools for simple gen-
eration of customization forms, much in the same way as tools for generation 
of widget-based graphical user interfaces. 
                                                                
34 See the final report of IST project No. IST-2000-25310, http://www.cordis.lu/ist/. 
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Related approaches 
Much of the inspiration for the Ubiquitous Interactor comes from early at-
tempts to achieve device independence, or in other ways simplify user inter-
face development work by working on a higher level than user interface 
components. We have already mentioned that the lack of hardware standards 
created a need for device-independent applications during the late seventies 
and early eighties. User interface management systems like Mike (Olsen, 
1987) and UofA* (Singh & Greene, 1989) addressed this problem, together 
with model-based approaches like Humanoid (Szekely et al., 1993). Others 
proposed more partial solutions to shield developers from the differences in 
input devices (Myers, 1990), or guide them in the selection of input devices 
and interaction techniques (Foley et al., 1984). 
In more recent efforts, device independence has been addressed in two 
different research fields; that of ubiquitous and mobile computing, and that of 
universal access. The Ubiquitous Interactor has its origins in ubiquitous and 
mobile computing research, but provides solutions that can be of use for uni-
versal access as well. Some approaches representing these two fields are re-
ferred to below, however, Nylander (2003a) provides a more thorough over-
view over different approaches to achieving device independence. 
XWeb (Olsen Jr. et al., 2000) and PUC (Nichols et al., 2002) encodes the 
data sent between application and client in a device-independent format us-
ing a small set of predefined data types, and leaves the generation of user in-
terfaces to the client. Unlike the Ubiquitous Interactor, they do not provide 
any means for service providers to control the presentation of the user inter-
faces—it is completely up to the client how a service will be presented to end-
users. 
User Interface Markup Language (UIML) is an XML-compliant markup 
language for the specification of user interfaces (Abrams et al., 1999). This 
description is converted to another language, for example, Java™ or HTML. 
UIML differs from the Ubiquitous Interactor in that its descriptions cannot 
take advantage of device-specific features, and it only supports user-driven 
interaction. 
Unified User Interfaces (UUI) (Stephanidis, 2001) is a design and engi-
neering framework for adaptive user interfaces. In UUI, user interfaces are 
described in a device-independent way using categories defined by designers. 
The designers then map the description categories to different user interface 
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elements. This means that designers have control over how the user interface 
will be presented to the end user, but, since different designers can use their 
own set of description categories, the system cannot provide any default 
mappings. In our work with the Ubiquitous Interactor, we have chosen to 
work with a predefined set of description categories, along with the possibil-
ity for designers to create mappings. This makes it possible for the system to 
provide default mappings while, at the same time, designers can control the 
presentation of the user interface. 
Discussion 
Neither the model nor the Ubiquitous Interactor should be seen as an at-
tempt to provide a final solution to the challenges of developing services for a 
variety of user interfaces and devices. Rather, our efforts should be seen as a 
first step in exploring a design space that borrows from a number of related 
approaches. As such, the results described in this chapter are subject to some 
limitations. For example, exactly what can be expressed with interaction ele-
ments, in particular as they are defined in the Ubiquitous Interactor, remains 
to be demonstrated. The applicability of the current set of interaction acts 
must be evaluated with regard to broader classes of applications and services, 
possibly calling for modifications or additions of the set. More complex ap-
plications and services would for example require a more advanced object 
model. With the current model object types must be described explicitly for 
every use (no type system is included in the interaction specification lan-
guage), and object instances cannot be referred to by reference. Also, services 
implicitly impose a structure on the interaction in the order in which interac-
tion elements are passed to the user, potentially making it difficult to generate 
certain classes of user interfaces. In current work with applying the model to 
voice-based interaction, Nylander et al. investigate several of these out-
standing issues (forthcoming). 
Still, the model for achieving device independence proposed above, as 
demonstrated by the Ubiquitous Interactor, meets a large part of the design 
rationale for pervasive systems put forth in Chapter 5. End-users gain three 
advantages. First, the model introduces a degree of context independence by 
making services available on many different types of devices. Second, the 
model brings increased user control in that users have greater freedom in 
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choosing device and user interface. Third, by allowing use from different 
contexts the model supports a continuous usage experience.  
For service-providers the model introduces technology neutrality with 
regard to device and user interface type. This allows service providers to de-
velop and deploy functionality independently of which devices and user in-
terfaces the functionality will be manifested on. The application of the model 
can be seen as a development methodology in which the focus of the process 
is shisted from the interaction between the user and the user interface, to the 
interaction between the user and the service. This implies working closer 
with issues such as what the user wants to accomplish, what functionality the 
service provides, and what is needed in order to realize this. 
  
147 
11  
The wearable server 
The model of personal service environments described in Chapter 9, ad-
dressed a large part of the design rationale put forth in Chapter 5. In this 
chapter, we describe how a wearable server further addresses issues of tech-
nology neutrality with regard to network connectivity and user interface, 
thereby advancing the support for a continuous usage experience. The intro-
duction of a wearable server makes it possible to compare local vs. remote 
server hardware configurations. We do this by describing a taxonomy of 
hardware configurations, arguing that it is preferable to allow different 
configurations to coexist, making use of the one that provides the best sup-
port for each particular user setting. 
Wearable and pervasive computing in combination 
Traditionally, pervasive computing and wearable computing have developed 
as two parallel research fields. However, there is a considerable cross-over 
between the fields, especially in the area of context awareness (see for exam-
ple the proceedings of the IEEE Symposium on Wearable Computers). Rhodes 
et al. (1999) explicitly discuss potential advantages of combining the two ap-
proaches. Pervasive computing struggles with challenges of privacy and per-
sonalization (see Part I—Conceptual Underpinnings), while wearable comput-
ing struggles with localized information and control as well as resource man-
agement. These challenges, according to Rhodes et al., can be overcome by 
combining pervasive and wearable computing. The potential of combining 
the two approaches is also demonstrated by applications such as the Confer-
ence Assistant (Dey et al., 1999) and a prototype tool for supporting ecology 
fieldwork (Pascoe, 1998). With special regard to the design rationale for per-
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vasive computing put forth in Chapter 5, we would like to highlight a number 
of positive effects of such coordination.  
In pervasive computing, with the projected very large number of com-
puters distributed more or less everywhere, scalability is a major challenge. 
However, this is only true in cases where many computers are dependent on a 
few other computers or resources, as is the case in traditional service-
oriented computing, and in cases where a few computers are dependent on a 
large number of other computers or resources. A server that must keep track 
of a large number of sensors distributed over a large geographic area is an 
example of the latter. While the use of some services is intrinsically depend-
ent on interaction with resources at large geographical distances, many others 
will display a pattern of relevance that is inversely proportional to the dis-
tance to external computers and resources (Satyanarayanan, 2001). For ex-
ample, this is the case for services that depend on local resources such as 
printers or sensors, and services that build on many users sharing the same 
physical space (Rudström et al., 2004). In such cases, wearable computing 
offers a simple solution to the challenge of scalability since the usage provides 
an intuitive local geographical scope. For example, services that build on in-
put from sensors registering factors of the user context (sound level, body 
metrics, and in some cases position) can either assume that the user carries 
sensors connected directly to the wearable computer, or employ simple 
strategies for the discovery of local resources. 
With regard to user control, wearable computers intuitively provide the 
same advantage to client-server based solutions as does the model of per-
sonal service environments (see Personal service environments, p. 110). This is 
of particular interest with regard to personal information management and 
personalization since wearable computers provide an easy-to-control access 
point for entering and managing personal information, as well as a central 
access point for personal information used by services for personalization 
purposes. Wearable computers also bring advantages in terms of privacy 
management much in the same way as personal service environments do.  
In addition, wearable computers minimize the need to communicate 
personal information over network connections, when and if the information 
need not leave the wearable computers. This achieves technology neutrality 
with regard to network connectivity. While the model of personal service 
environments provides support for network independence to some degree, it 
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provides no such support in situations where users are mobile unless they 
carry computing power with them.  
The wearable server 
The advantages of combining the two approaches of pervasive and wearable 
computing make it straightforward to suggest a wearable hardware platform 
for personal computing—a wearable server (Bylund & Segall, 2004). Among 
others, Satyanarayanan touches upon this when outlining some visions and 
challenges of pervasive computing (2001). 
In this discussion we assume each user is immersed in a personal comput-
ing space that accompanies him/her everywhere and mediates all interac-
tions with the pervasive computing elements in his/her surrounding. This 
personal computing space is likely to be implemented on a body-worn or 
handheld computer (or collection of these acting as a single entity) 
(Satyanarayanan, 2001 p. 13). 
In relation to the well-established notions of wearable computing (see 
Related fields, p. 5), our scope is more limited. We focus on the fact that the 
user carries with her some kind of computing device with three key charac-
teristics. First, it should be unobtrusive; users must be able to bring it without 
having to pay attention to it. In practice, this makes wireless network connec-
tivity a necessity. Second, it should be capable of operating continuously even 
when users are mobile, making battery operation a requirement. Third, it 
should be capable of communicating with information and communication 
appliances in the vicinity.  
Note that this scope explicitly leaves out issues such as unobtrusive 
hands free input and output user interface capabilities. The main purpose for 
this is to promote the wearability of the system (small in size, extended bat-
tery time) while leaving the issue of what user interface to interact with open, 
thus allowing the user to choose the interaction device that best suits the cur-
rent user setting. With proper support for device-independent services (see 
for example The Ubiquitous Interactor—a sample implementation, p. 134), this 
would allow for the use of cell phones equipped with short-range wireless 
network capabilities when being on the move, wall-size displays when inter-
acting with services together with other people, or desktop computers when 
at the office.  
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Compared to the more traditional interpretation of wearable computing, 
context awareness is also outside our scope of wearable computing. However, 
by requiring the wearable computer to be able to communicate with com-
puters and resources in the vicinity, the most basic pre-requisite for achieving 
context awareness is met. This makes it possible to leave higher-order func-
tionality for context awareness to the application layer executing on the wear-
able computer. 
A concrete implementation of a wearable server is the Intel Personal 
Server described by Want et al. (2002). Their proposed system is a small 
computer about the size of a deck of cards, weighing 135g. The system in-
cludes a low-power CPU, on-chip memory for operating system bootstrap 
purposes, a compact flash external storage interface, and a Bluetooth short-
range wireless network interface. The only input and output user interface 
features of the system are two buttons and a jog dial. On top of this hardware 
platform, Want et al. have implemented sostware support that allows users to 
access files and Web pages on the wearable server using a standard personal 
computer with proprietary sostware components, as well as sostware that 
turns the wearable server into a remote control for manipulating sostware 
running on the personal computer. While this hardware platform meets our 
description of a wearable server, its sostware does not support device inde-
pendence, thus severely limiting its use in varying usage settings.  
While waiting for commercially available hardware platforms that meet 
our description of a wearable server, we have used laptop computers, per-
sonal digital assistants, CharmIT Pro wearable computers, and lately, an 
OQO ultra personal computer to experiment with the concept.35 The latter is 
the hardware platform that so far most closely resembles our description of a 
wearable server. It is about twice the size of the Intel Personal Server, and it 
weighs about three times as much. However, the system is more capable of 
hosting sostware support as described above due to far better performance in 
terms of CPU, internal memory, and hard disk capacity. It also includes an 
802.11 wireless network interface (in addition to Bluetooth support), a me-
dium-sized touch-sensitive screen, a small keyboard, and a mouse. While 
such user interface capabilities are not part of our description of a wearable 
server, they have proved useful for debugging purposes in a research setting.  
                                                                
35 See http://www.charmed.com/ and http://www.oqo.com. 
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Examples of use 
We have applied the concept of a wearable server to a communication and 
awareness service named the aWare Messenger (Segall et al., 2004). The ser-
vice provides mobile instant messaging functionality by allowing users to 
exchange simple asynchronous messages between mobile (and stationary) 
clients of different kinds. In order to increase the awareness of users of the 
whereabouts of other users, the service mediates the availability (for commu-
nication) and current mood between the users. The purpose of developing 
the aWare Messenger has not been to investigate how to enhance the experi-
ence of working or spending time with others remotely. Descriptions of such 
work however, can be found elsewhere (Bradner et al., 1999; Nardi et al., 
2000), sometimes resulting in services similar to the aWare Messenger 
(Horvitz et al., 2002; Tang et al., 2001). 
The aWare Messenger phase I—deconstructing the phone 
During the first phase of development, the aWare Messenger was set out to 
serve as a platform for exploring the hardware configuration of a wearable 
server. As such, the first step of development was a design exercise in which 
design sketches of numerous hardware artifacts, including a wearable server 
(see Figure 9), were developed based on a number of usage scenarios of the 
service. A starting point for this design exercise was a cell phone with func-
tionality such as high speed Internet access, short-range wireless network 
capabilities, a pressure sensitive color display, a loudspeaker, and a micro-
phone. In order to create a platform that would suit many different users and 
user settings however, the device was split up into a number of devices of two 
basic kinds: one including the processing and networking capabilities of the 
phone and one including its user interface capabilities. The former maps di-
rectly to a wearable server, while the latter maps to user access devices. 
Figure 9 presents four illustrations of aWare Messenger hardware arti-
facts. The top-lest illustration describes the aWare card mounted on a wrist 
holder. The aWare card provides a pressure sensitive screen the size of a 
credit card. The user interface of the aWare Messenger can be seen on the 
right-hand card, while a virtual keyboard for use with the stylus (integrated 
with the wrist holder) is seen on the lest-hand card. The top-right illustration 
presents the aWare mobiWear, which is a clip-on object that can be worn 
attached to for example clothes, a necklace, or a belt. Two of the clips can be 
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seen with miniature versions of the aWare Messenger user interface. The 
lower-lest illustration presents a headset to be used as a replacement for the 
loudspeaker and microphone of the deconstructed cell phone. Finally, the 
wearable server, designed to be worn hanging in a string around the neck, is 
seen in the lower-right illustration. All artifacts are intended to communicate 
via short-range wireless connectivity.  
A second step was to develop a first version of a working prototype of 
the service. This prototype was developed as an sView service (see sView—a 
sample implementation, p. 111), making use of the Briefcase Connectivity 
service for establishing peer-to-peer connections between different users (see 
Examples of use, p. 121). With this prototype, users were able to communicate 
asynchronously by text messages, and they could manually set their mood 
(illustrated by smileys) for other users to see. The service was programmed to 
make a naive estimation of the availability of the users (illustrated by the 
color of the smileys) based on their positions. The service was accessible 
 
Figure 9. Illustrations of aWare Messenger hardware artifacts. 
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from desktop and laptop computers, personal digital assistants, and Java™ 
enabled cell phones. 
A secondary purpose of the aWare Messenger was to describe a sample 
service that could be used in a study of interpretations of privacy in the light 
of of pervasive computing (the study from which the results presented in 
Chapter 8 were taken). As such, no measure for reducing negative effects of 
the service on the privacy of its users was taken. To the contrary, the service 
was to some degree designed in order to provoke feelings of privacy intru-
sion. 
The aWare Messenger phase II—access to local resources 
During the second phase of development of the aWare Messenger, the focus 
was placed on how factors of contextual change affected the implementation 
of the service. The service is clearly handling user context in an explicit way 
since one of the prime motivations for the service is to mediate context in-
formation between users. As such, the service meets some of the challenges 
introduced by contextual change by making context information available to 
other users. The service also holds the potential of addressing some of these 
challenges by introducing context awareness, at least to the degree that the 
service could estimate the availability or mood using sensory information. 
Finally, the service is designed to be context independent by allowing a wide 
range of user access devices, thus allowing use of the service from many 
different user contexts. The aWare Messenger therefore makes use of all three 
paths for addressing the challenges of contextual change related to pervasive 
information technologies presented in Chapter 3. 
The second prototype is just like the first implemented as an sView ser-
vice (Edlund, forthcoming). In order to reach a larger number of users, the 
service was based on the Open Mobile Alliance specification of Wireless Vil-
lage, a mobile instant messaging and presence service initiative.36 By adhering 
to this standard, it was possible to rely on a commercially available cli-
ent/server infrastructure for asynchronous communication and awareness 
mediation. Also, instant messages and awareness information could be ex-
changed with users equipped with commercially available clients for personal 
computers and a range of cell phones from a number of different manufac-
tures. 
                                                                
36 See http://www.openmobilealliance.org/tech/affiliates/wv/wvindex.html. 
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By building on an existing instant messaging and presence service stan-
dard, the issue of mediation of awareness became trivial. So did the issue of 
allowing different kinds of clients adapted for different user contexts—in part 
due to the availability of existing clients of different kinds, but also due to our 
use of sView, which leaves the issue of user interface open. The remaining 
challenge was how to allow access to local resources for determining mood 
and availability despite the client/server model being used in Wireless Vil-
lage. The solution was to implement the service as a Wireless Village proxy, 
executing as an sView service on a wearable server. The proxy mediated 
traffic between Wireless Village servers and clients of different kinds (sView-
based as well as standalone clients). The proxy also allowed local resources to 
assist in determining the mood and availability of the user. As such, a whole 
range of methods for making awareness information available to the system 
was enabled, for example based on sensory information, social strategies, or 
connections to databases such as calendars. Support was implemented for 
two sensor-based methods: one explicit method for determining the mood, 
and one implicit method for determining availability. 
The method for determining mood was based on the eMoto stylus 
(Fagerberg et al., 2003), which allows users to express their mood by pressing 
and shaking a stylus. The movement required to express a certain mood with 
the eMoto stylus is designed to relate to the shape and effort of the emotion.  
The method for determining the availability was based on a model that 
was developed with the use of the Context Explorer (Hesselberg, forthcom-
ing). The model was adapted and evaluated based on two weeks of observing 
for example sound level, position, place, email usage, and body metrics of 
different kinds (including body movement). A number of machine learning 
algorithms were evaluated and the best for this purpose, the C4.5 decision-
tree algorithm (Quinlan, 1993), provided higher than 90% accuracy in its 
estimation. The final model was based on a subset, determined by the algo-
rithm during training, of the collected context information: hour of the day, 
day of the week, place, altitude, sound level average, and number of sound 
level peaks. It should be noted that the main objective with this work was not 
to develop a model for availability, but to develop a method and a tool (the 
Context Explorer) for the gathering of context information for the elicitation 
of possible relationships to user activity. The model of availability was devel-
oped as an informal verification of the functionality of the tool. The issue of 
estimating the availability of people using sensory information is described 
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by for example Begole et al. (2004), Horvitz et al. (2002), and Horvitz & 
Apacible (2003). 
A taxonomy of hardware support for personal service use 
The hardware platform of the wearable server adds to the server 
configurations for personal service use described in Fluidity (p. 113). With a 
more general perspective, the different kinds of configurations can be divided 
into two major categories: remote and mobile (Bylund & Segall, 2004), see 
Figure 10. Remote servers host services and data that are accessed by indi-
viduals remotely. Mobile servers host services and data that can be brought 
along and thus accessed locally. An example of the former is the corporate 
server in Figure 1, which is accessed from Web kiosks and cell phones. An 
example of the latter is the laptop (same illustration) in the case where the 
user brings it along when going home. 
Remote server 
The advantage of having a remote server is that services get access to a wired, 
and possibly high quality, network connection at all times. Services can exe-
cute continuously assisting the user, even when the user is not in contact with 
the remote server (for example in the case of a broker service buying and 
 
Figure 10. An overview of different server configurations for personal service use. 
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selling stocks on behalf of its user). The remote server is also in a better posi-
tion to make use of networked resources such as positioning technologies 
based on cell phone network cell information. However, being remote implies 
the need of a network connection between server and user access device in 
order for the user to interact with the services. The latter violates the desire to 
gain independence of network connection as described in Being dependent on 
network connectivity (p. 63), but depending on user needs this may be bal-
anced by the possibility to have personal services executing continuously, 
regardless of the user’s whereabouts. Moreover, by having constant access to a 
network connection, remote servers can utilize distributed algorithms to in-
crease reliability through replication (Tel, 2000).  
The remote server can be further divided into two subcategories, de-
pending on whether it is shared or personal. A shared server would typically 
be owned and maintained by a service provider or a corporation that would 
host services for individual users, while the personal server could be an indi-
vidual user’s desktop computer at home or at work. The two subcategories do 
not really differ from a technical perspective. However, they differ in re-
quirements on administration and maintenance, and user control. Users with 
limited technical knowledge and interest could benefit from using profes-
sionally administered shared servers by being assisted with backup of data 
and updating of service logic. However, this requires that users trust the 
owner of the shared server with their personal information. A personal 
server on the contrary, must be administered and maintained by the end-
user. However, it provides the user with the technical means for achieving 
total control over service use and personal information. 
Mobile server 
The advantage of the mobile server is that it can be brought along. This al-
lows users to access services, even when there is no network connection 
available at all. Parts of the functionality of some services require a network 
connection in order to work, but most services can at least offer some func-
tionality in a completely disconnected mode. A chat service, for example, 
inherently requires a network connection to other chat peers in order to 
function. But the service could at least offer history-browsing and the editing 
of preferences when no network connection is available. The user might even 
prefer a local off-line mode even if a network connection is available, in order 
to minimize the cost of network traffic or due to privacy concerns. In such a 
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case, services can be programmed to minimize network traffic by only send-
ing and receiving a minimum of information. An email client, for example, 
could be set to download only the headers of new emails, and the email bod-
ies only on explicit user request. Another network-related advantage of the 
mobile server is reduced latency. Highly interactive services such as games 
benefit from local execution, especially if the only available network connec-
tion is a wireless connection with latency in the range of seconds (Bylund & 
Segall, 2004).  
In contrast to remote servers, mobile servers must be considered as 
stand-alone systems, at least when no network connection is available or oth-
erwise not desirable. This makes these configurations more vulnerable to 
system failure since this affects the whole system with slim chances of con-
tinued operation and the possible effect of loss of data (Tel, 2000). 
As argued in Wearable and pervasive computing in combination (p. 147), 
mobile servers have the advantage of easy access to local resources, such as 
sensors and actuators. Furthermore, for services with a scope of resources 
that map to the geographic location of the user, the scope is trivially deter-
mined.  
Mobile servers can be further divided into the two subcategories portable 
or wearable depending on how mobile they are. A portable server is typically 
a laptop computer that can be brought along by the user, large enough to in-
clude full-size user I/O peripherals such as screen, keyboard, and mouse. 
While its size and form factor make it convenient to move the computer be-
tween different locations, it is not easily accessible while on the move—
portable servers are simply not designed for continuous mobile use. In con-
trast, the wearable server is small enough to actually be worn by the user at 
all times and operating continuously. This implies that there is little room for 
I/O peripherals, in which case all user interaction needs to be maintained via 
user access devices. For convenience and unobtrusiveness, this requires 
short-range wireless network connectivity (for example Bluetooth or peer-to-
peer WiFi) between the wearable server and the user access device. In some 
cases, special purpose devices can provide dedicated user interfaces to certain 
services running on the wearable server as in the case with the aWare Mes-
senger (see Figure 9). In addition to the advantage of a mobile server to scale 
well with the number of local sensors and actuators, the wearable server 
brings the advantage of being capable of interacting with these continuously 
even as the user is mobile.  
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The advantages and disadvantages of the two main categories of server 
configurations for personal service use, with regard to some applications of 
the design rationale of pervasive computing put forth in Chapter 5, are sum-
marized in Table 5 and Table 6. Table 5 addresses how well the solutions sup-
port continuity as in the remote control case and adaptive user interface re-
spectively. Table 6 addresses different aspects of network connectivity be-
tween user access devices, servers, and local and networked resources. 
Discussion 
The wearable server adds support for addressing a large part of the design 
rationale of pervasive computing put forth in Chapter 5. First, the use of 
wearable servers advances technology neutrality with regard to network con-
nectivity compared to the use of personal service environments. The wear-
able server accomplishes this intuitively by supporting continuous use of ser-
vices, even in an offline mode and while the user is on the move. 
 
 Remote server Mobile server 
Remote ac-
cess user 
interfaces 
Good opportunities if a net-
work connection between 
access device and remote 
server exists. With connec-
tions between server and user 
access device with high la-
tency or bandwidth, the per-
formance may suffer. 
Great opportunities due to 
high bandwidth and low la-
tency of local wireless network 
connections.  
Adaptive 
user interface 
Good opportunities for both. However, services with modest or 
no need for networked data that output large amounts of data to 
the user (for example single-user games) benefit from mobile 
server configurations. On the other hand, services that require 
large amounts of networked data but only output limited 
amounts of data to the user (for example a personal stock bro-
ker service), benefit from remote server configurations.  
Table 5. The advantages and disadvantages of the two main categories of hard-
ware configurations for personal service use, as seen from a user interface perspective. 
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The wearable server also provides an easy way to make use of local re-
sources such as sensors, actuators, and directories—simply by allowing ser-
vices to execute on appliances that accompany the user wherever she goes. 
This fact also makes the solution advantageous from a scalability point of 
view, since no service needs to manage resources over a large geographic 
area, as well as for determining an appropriate geographical scope. 
 
 Remote server Mobile server 
User access to 
services 
Limited opportunities since a 
network connection between 
user access device and server 
is required. Off-line execution 
is not possible. 
Great opportunities since 
services can execute locally. 
Autonomous 
service execu-
tion 
Great opportunities since 
services can execute continu-
ously and rely on a continu-
ous high-speed network con-
nection to networked re-
sources. 
Good opportunities for wear-
able servers, but services re-
quiring a continuous network 
connection to remote re-
sources may suffer. 
Service fault 
tolerance 
Good opportunities since a 
constant network connection 
allows for increased reliability 
through backup and replica-
tion. 
Limited opportunities in cases 
of no or limited network con-
nectivity. 
Service access 
to local re-
sources 
Limited access since these 
resources need to be discov-
ered and managed by the re-
mote server. Services on re-
mote servers that require ac-
cess to local resources have 
problem with scope and scale. 
Excellent opportunities for 
wearable servers since they 
have continuous direct or easy 
access to local resources. Port-
able servers have the same 
ease of accessing these re-
sources, but cannot offer con-
tinuity while on the move. 
Service access 
to networked 
resources 
Excellent opportunities since 
constant network access is 
required. 
Just as with fault tolerance, the 
opportunities are dependent 
on whether a network connec-
tion exists or not. 
Table 6. The advantages and disadvantages of the two main categories of hard-
ware configurations for personal service use, as seen from a network connectivity per-
spective. 
Chapter 11 
160 
Just as we justified the model of personal service environments in terms 
of user control for the purpose of enhancing personal information manage-
ment, personalization, and privacy, the wearable server natively brings the 
same advantages. 
While the wearable server adds to the more traditional configurations of 
personal and service oriented (client/server based) computing, it is clear that 
none of these suffices as a single solution (see Table 5 and Table 6). Rather, 
the most compelling situation would be that of having the possibility of 
choosing configuration based on situation and goals of using the services. By 
applying the model of personal service environments to all kinds of server 
configurations, we get a flexible solution that can benefit from the advantages 
of the different configurations depending on user context. 
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Concluding remarks 
The main thesis of this dissertation states that pervasive computing spans 
issues of user experience, contextual change, and technical requirements. 
Failing to acknowledge this, we argue, precludes further progress to advance 
the state-of-the-art of pervasive computing.  
In Part I—Conceptual Underpinnings, we described these issues further, 
and justified them in terms of the work of others as well as our own reason-
ing. This discussion was concluded in Chapter 5 with the outlining of a de-
sign rationale for pervasive computing. In Part II—Fieldwork and Part III—
Technical Innovation, we described a number of studies which have been cru-
cial both for developing our understanding of pervasive computing, and for 
shaping and motivating the main thesis. In the following chapter, we summa-
rize the contributions of these studies to the conceptual discussion in Part I. 
In Conclusions, we conclude the dissertation with some reflections on the 
potential impact of this work on the efforts towards realizing the vision of 
pervasive computing. 
Summary 
The empirical and technical studies described in Part II—Fieldwork and Part 
III—Technical Innovation have served to demonstrate different aspects of the 
design rationale for pervasive computing put forth in Chapter 5. These stud-
ies have also to a large degree contributed to the shaping of the design ration-
ale, by providing an increased understanding of the concept of pervasive 
computing and many of the underpinnings of the rationale. Below we sum-
marize the studies with respect to the main categories of the rationale. 
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User experience 
The empirical studies revealed that while people make daily use of informa-
tion and communication services and artifacts, there is a threshold of practi-
cality and usability below which services and appliances are not used. How-
ever, this threshold seems to be both individual and dependent on factors of 
the settings in which the services and artifacts are used. Thus, just as infor-
mation and communication technologies should be designed in a way that 
allows use in many different settings, the design must acknowledge that users 
perceive this variability differently and allow them to handle it differently. 
Likewise, the lack of wide-spread integration of services and artifacts, as well 
as cumbersome personal information management, stand out as barriers for 
achieving acceptance for much of the functionality already provided by ser-
vices and artifacts. 
The technical studies have experimented with providing a foundation for 
a high degree of user control as a means to address these shortcomings. The 
model of personal service environments allows users to control which ser-
vices to use, and it also gives users the authority of controlling whether ser-
vices are allowed to collaborate or not. By providing a single entry point for 
personal information management, the model makes it possible to reduce 
some of the difficulties associated with controlling the collection, use, and 
further disclosure of personal information. In addition, this greatly simplifies 
handling of personal information. Having a single entry point for personal 
information management is not only advantageous to end-users—service 
providers also benefit by sharing the costs associated with the collection of 
personal and longitudinal information.  
The model of personal service environments is neutral with regard to 
what user interface and what artifact is used to mediate user/service interac-
tion, allowing users to make use of artifacts that suit their current setting. 
Together with the mobile and persistent properties of personal service envi-
ronments, this provides basic support for a continuous usage experience. The 
wearable server adds further support for this by allowing continuous usage of 
services while on the move and without a network connection to server func-
tionality. 
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Privacy 
The empirical studies also revealed that users of information and communi-
cation technologies are very much aware of privacy issues related to these 
technologies. While this is well in line with literature on the topic, our results 
also indicate a width in interpreting privacy that is rarely acknowledged in 
the current discourse. Therefore, instead of being limited to relating to pri-
vacy in terms of economical and physical harms, we argue that the effects of 
privacy for shaping the identity of individuals, as well as an ever-present con-
cern in the context of personal relationships, should be acknowledged to a 
much greater extent than we have seen so far. This is true both in research 
settings and in currently on-going service provisioning and manufacturing of 
information and communication artifacts. 
Related to these added views of the concept are the results that concern 
anonymity and privacy. While the views on this seem to be highly individual, 
our results indicate that users are more concerned about privacy in non-
anonymous settings. Regardless of whether anonymous or non-anonymous 
settings are experienced as most sensitive, users seem to have a far-reaching 
need for controlling the disclosure of personal information. How this is ex-
pressed though, is both highly individual and very much dependent on the 
setting and situation. We therefore argue for services and artifacts that sup-
port flexible and dynamic control of the disclosure of personal information—
preferably solutions that are capable of evolving together with individual us-
ers and social norms.  
By affording far-reaching control over a whole range of issues related to 
personal service use, the model of personal service environments provides 
mechanisms that we argue are important for achieving privacy. 
The context of use—how much and of what kind? 
Results from the ethnography-inspired study in combination with the study 
based on structured interviews clearly showed that there are identifiable fac-
tors that have effects on the use of information and communication services 
and artifacts, thus qualifying them as context factors according to the 
definition provided in Chapter 3 (p. 49). Different settings provide different 
opportunities for the use of information and communication technology, but 
also different requirements and limitations. The magnitude of these effects 
makes it clear that if the vision of pervasive computing is to become a reality, 
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a number of strategies must be applied. This includes making services and 
appliances usable in a number of different settings, promoting the sharing of 
user context information, and adapting services and artifacts to changes in 
user settings. 
The technical studies have explored all three strategies for addressing 
these challenges outlined in the design rationale for pervasive computing. 
The model for personal service environments, in combination with the 
model for device-independent service development and the wearable server, 
provide a number of mechanisms for context–independence in the sense that 
users can interact with the same set of services in many different settings by 
using artifacts and server hardware configurations that suit each particular 
setting. The strongest contribution of the technical innovations with respect 
to context awareness has been to allow for a service model that enables sim-
ple access to local resources such as sensors and actuators. In addition, due to 
local service representation, the service model simplifies scoping of geo-
graphically relevant resources. With the two versions of the aWare Messen-
ger, we have also explored the strategy of making context information of us-
ers available to other users, as a means to address the fact that pervasive 
technologies potentially block information of importance for social interac-
tion. 
System-level support for pervasive computing 
The technical studies have addressed different aspects of system-level support 
for pervasive computing discussed in Chapter 4. The model of personal ser-
vice environments is completely neutral with respect to hardware platform, 
operating system, programming language, network connectivity, and user 
interface. However, it is not straightforward to reflect this level of technology 
neutrality in an implementation of the model. By being implemented in Java™ 
2, the sView system is neutral with regard to hardware platform and operat-
ing system. However, this design choice introduces an undesirable depend-
ency on programming language. The sView system also implements the neu-
trality of the model of personal service environments with regard to what 
user interface is used to mediate user/service interaction. The model for de-
vice-independent service development adds to this by making it possible for 
service providers to remain just as neutral. The Ubiquitous Interactor dem-
onstrates how this can be realized while allowing service providers to control 
every detail of the presentation of their services on individual user interfaces 
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and artifacts. This is achieved by introducing customization forms as a means 
to specify the details of the presentation of a service for different types of user 
interfaces and artifacts. The sView system is also neutral with regard to net-
work connectivity, at least to the degree that users have access to local server 
capabilities and individual service components can manage without remote 
server-based functionality. With the server hardware configuration of the 
wearable server, we demonstrate how wearable computing further contribute 
to increasing the independence by providing users with local server capabili-
ties in a large number of different settings. 
Finally, both the model of personal service environments and the sView 
system promotes openness by allowing users to make use of services offered 
by any service provider. Service providers enjoy the same level of openness by 
being allowed to offer services to all potential users, as well as making use of 
the functionality of every other service. 
Conclusions 
This dissertation makes a number of claims with regard to a vision about 
future use of information and communication technologies. To do this with 
accuracy is challenging: history has over and over again proven that making 
claims about future technology use is risky. There are several reasons for this, 
the primary one perhaps being that technical innovations have a profound 
way of changing people and the society in which they are introduced in un-
expected ways. However, shaping society and therefore making a difference 
in the world can also be regarded as the essence of technical innovation, and 
therefore considered as a prime motivation. 
The vision of pervasive computing is no exception. It promises new 
kinds of relationships between people and computers, thus inevitably 
affecting they way that we go about our lives, the way that we interact with 
other people, the way that we solve problems, and the way that we entertain 
ourselves. Pervasive computing has many more facets than purely technical: 
it involves social relationships, habits, interests, and even human values. 
Therefore, in order to make predictions about the vision, not only technical 
aspects must be considered, or else chances are that our predictions will ap-
pear as completely out of the blue. In this dissertation, we have argued for the 
inclusion of a number of issues concerning the user experience, contextual 
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change, and technical requirements, when designing pervasive computing 
technologies. This analysis is by no means complete. It is, however, more am-
bitious with regard to covering the width of issues of importance than what is 
generally presented within the field. Our hope is therefore that this work will 
lead to a widening of the scope of issues being considered when motivating 
pervasive computing efforts, thus contributing to further advancing the state-
of-the-art of future computing.  
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