ABSTRACT A procedure ts discussed for interval estimation of the mean O of a correlated binary (0, 1) sequence The proposed method can be applied to sunulation data that are not intrinsically bmary m nature The method assumes that the sequence ts strictly stauonary and that a particular stnng of m bmary digits is a recurrent event m the sequence, where m _> 1 is unknown Of the 2 m choices for the possible recurrent events, the strmgs of all zeros and of all ones are exammed For each m = l, 2,. the sequence is demarcated by entrance to the recurrent event. The subsequences between the demarcation points thus form mdependent epochs by assumption Classical techniques then yield variance estimates for the number of ones and zeros m the epoch as well as an estimate of the covanance of the ones and zeros. A quadratic equation m O is solved to obtain an mterval estimate.
Introduction
Suppose that a simulaUon may be classified as either in or not in a given state E at each time of observation and that we wish to estimate O, the probability that the simulation is in state E. Let X be a random variable taking on the values 1 if the simulation is in state E and 0 otherwise. Then O is the mean of X. Each observation of the simulation yields an observation of X. Thus our problem, in its most general form, becomes the estimation of the mean of a random binary (0, 1) sequence whose elements may be correlated. The purpose of this paper is to describe a method of interval estimation for O in this general form. Although the method is illustrated for the specific problem of estimation of percentiles of a distribution that arises in a simulation, the method is not limited to the analysis of simulation output.
The proposed method relies on the theory of recurrent events, as described in Feller [9] . Although application of these methods to simulation output analysis is not new, the approach taken here is. Crane and Iglehart [7, 8] and Fishman [11] exploit the regenerattve properties of certain simulation models to analyze output The theory of regenerative processes generalizes the theory of recurrent events to include continuous as well as discrete time. See Smith [13] for details. What is new here is the application of the theory of recurrent events without reference to parucular simulation models. Specifically, the proposed method enables one to identify empirically a state that appears to have the propemes of a recurrent state and then to use that state to cut up the sample path into approximately independent identically dlstnbuted segments that can then be used with relatively elementary statistical methods to compute an interval estimate Moreover, the binary nature of the data offers considerable computational conveniences that make this method of reference attractive.
Whenever one deals with discrete fimte state data, the lnchnatton to approximate the sequence by a Markov chain is hard to resist. Once the order of the chain is determined, the subsequent reference is well known [1] . Moreover, every state of the given order is a recurrent state. To determine the order of the chain one can apply chi-square or likelihood ratio methods, the theories for which are also known m principle [1] . Although our study began in this way, we qmckly learned that the computational problems that arose in estimating the order were considerably greater m complexity than those of the less restrictive recurrent-event approach. An mth-order Markov chain reqmres the assumption of 2 m recurrent states and the subsequent estlmat~on of 2 m transition probabilities. On the other hand, an mth-order recurrent-event model assumes only one recurrent event and reqmres the estimation of only five parameters. The performance of the Markov chain approach is thus limited by the small number of feasible orders. Therefore we present the results for the recurrent-event approach, even though the statistical inference for this theory is not as complete m the statistical literature as for Markov chains.
Section 2 introduces the reader to the problem as it is formulated in the theory of recurrent events. Section 3 describes how one can obtain shorter interval estimates by using results based on analyses for different recurrent states. Section 4 indicates which among the many potential states deserve consideration. Sectmn 5 descnbes estimators that need to be substituted for population parameters, and Section 6 gwes a computing scheme that faclhtates efficient computaUon. Section 7 presents the results of a Monte Carlo experiment that demonstrates the performance of the recurrent-event approach for estimating the known 0.1, 0.5, and 0.9 cumulative probabilities of the wamng time distribution in an M/M/1 queuemg model with activity level 0.9. Finally, Section 8 contains recommendations for interpretation and utdxzatlon of Interval estimates produced by the recurrentevent approach. 
The RecurrentModel
One can then apply the theory of recurrent processes [13] to the analysis of (X,), provided Y, = y* infinitely often, almost surely as n --) oo. In particular, let 
t-1
is an unbiased estimator of O. Since one can show that O = ILs/#c (see Smith [13] ), and in order to avoid ratio estimators of the form SffCj, it is instructwe to study the linearized observations
and the sum
for which
By Smith [13, Theorem 9] and the fact that the almost sure hmlt of (N~ -l)/n is l/#c as n ~ oo, the distribution of Z/~/(var(Z)) approaches X(0, 1) as n ~ 00. This hmiting distribution provides a method for constructing an interval estimate for O when n is large. Let
where
J~l J--I Q being the 1 -a/2 quantlle of the unit normal distribution. Then for large n, Pr[flO) _< 0] .~-1 -a. Solutions to the probability argument yield the seven cases given in 
Many Recurrent States
In practice many stochastic processes with a discrete state space have more than one recurrent state. In particular, if the sequence of states (yj = j -1, j = 1 .... 2 m) were all recurrent then (X,} would be an mth-order Markov chain. Although an analyst is free to choose any of the set of recurrent states for the computaUon of an interval estimate, each state produces an interval of different width. Moreover, the n for whmh the aforementioned asymptotic properties usually hold differs with each selected state. Suppose that for a given {XA one computes a set of h interval esumates for O. For expository convenience assume that all the intervals correspond to case 1 in Table I 
If these intervals intersect then the intersection provides an interval estimate for O wtth probability exceeding 1 -ha.
Consider the case h = 2 for which a~(l) _< al(2) _< a2(l) _< a2 (2) . Then [a1(2), aN(l)] includes O with probability of at least 1 -2a Here a question arises as to whether a shorter interval would be obtained by computing a 1 -2a interval estimate for t = 1 or = 2 separately. Sectmn 8 examines this issue with regard to a specific example.
States to Constder
As the Introduction mdmates, our intention is to describe a procedure for computing interval estimates for O by approximating {Xj) by a recurrent process. Since the state vector as defined in eq. In the remainder of this paper we restrict our attention to the potential regenerative states y* = 2 km-1, k = 0 or 1. Doing so reheves us of the burden of considering the remaining 2 m -3 states for each value of m considered but leaves us open to the possibility of excessive computation if m turns out to be large. Happily the binary character of the data makes this possibihty remote as the computing scheme in Section 6 shows.
Sample Variances
In practice one does not know E(N), occ, oss, or acs. To solve this problem we consider the sample quantities 
Nn-1
S2(s) = E (S~ --S)~,
one can use the well-known results of renewal theory [5, 13] E(Nn) ~ n/#c,
m a series expansion to show that
Similarly,
(14a)
05)
These results reveal that s2(C), s2(S), and s(C, S) are asymptotically unbiased esnmanons of E(N. -l)acc, E(N. -1)ass, and E(N. -l)ocs, respectively. Moreover, one can subsntute these quantmes into eq. (9b) and, as discussed in [7] , show that the resulting &stribunon on Z/x/(var Z) again approaches the standard normal law as n --~ oo The computing scheme presented here uses the recurrent states y* = 2 km-l for k = 0 or l and m = l, 2 .... , n. In the remainder of this secUon we assume k and m gwen and suppress reference to them except where clarity calls for explicit mention by use of the superscnpt (m, k). Let C=B~+ X O~,
where eqs. (1 l) and (3) define S, C, and N~. One can also show
where eq. (13) 
defines s2(C), s2(S), and s(C, S).
The formulas for computing these quantmes apply for k = 0 and 1. Also notice that the number of calculations J is always less than n and usually considerably smaller. An addmonal convenience arises for m < L2~+k-~ forj = l ..... jIm,k~. Then for scheme m + 1 and k one has k --0 usually differs from the m for k = 1, a criterion is needed to determine a satisfactory m for each case. Consider the lmeanzed form (7) with variance (9b). Since C (re'k) ) (25) provides an estimate of (9b) a conservative rule for k = 0 or 1 is m~ = mm(m ~ ,Sf~:S2(Z (re'k)) >_ S2(Z<"k)); i~ .Sf~}.
This rule reqmres total enumeratxon of all possible orders Z~ to determine m~'. Moreover, the rule (26) picks the most conservative result that empmcal evidence will support. A somewhat less conservative rule for k = 0 or 1 is
This rule is based only on S~*, the empirical runs of the k's in the sample, a subset of
Regardless of which rule is selected to estimate m, a possib~hty remains that the sample sequence (L} does not contain runs of sufficient length to estimate m with accuracy. One way to check adequacy is to plot sZ(Z (~'k)) versus z and observe whether the sample variance achieves an approximate plateau in the vicinity of its maximum. If ~t does, then one can place confidence in the esumated m as providing suitable accuracy for the approximating scheme.
A Monte Carlo Experiment
To illustrate the proposed esumatlon procedure we use a stmulation of the M/M/1 queueing problem with arrival rate h = 1 and service rate o~ = 1/0 9 (see Cox and Smith [6] ). This yields an activity level p = 0.9, which implies a high level of congesaon. In particular, the mean number of jobs m queue is 9/(1 -p) = 9 and the mean waiting time 
so that one can compute the large sample variance of O for comparison wRh empirical results.
For each value of O the samphng expenment consisted of n = 8192 observauons on 100 independent replications collected from a simulation that was operating m the steady state. Application of the procedures descnbed in Sectlons 5, 6, and 7 produced the results given 89 in Table II . In particular, the theoretical mean is known a pnon The sample mean denotes the average values of O over the 100 rephcattons. The theoretical variance follows from eq.
(29) divided by n, whereas the sample variance is the average value ofs2(Z(m'"k))/(N~ m'''k) -l)n over the 100 rephcauons. The coverage rates indicate the proportion of intervals based on Table I that include the theoretical O.
Notice that the coverage rates for O = 0.1 and 0.5 are conservative whereas those for O = 0.9 need more careful scrutiny. Although the sample variances usually underesUmate the corresponding theoretical variance, the widths of the intervals appear larger than theoreucally expected. The confusion disappears when we look at how the theoretical interval widths were computed. Asymptotically one can show that on a gwen run O has the normal distribuUon with mean O and variance var(0), given in eq. (29). Therefore Q x/(var(())), which is the basis of the theoretical intervals m Table II , provides centered intervals which have the shortest possible widths. Since the confidence intervals based on the sample data rely heavily on the procedure in Section 2, there is no reason to expect them to be the shortest possible. Nevertheless the mean width of 0.9299 for k = 0 and O = 0.9 indicates that, at least in this case, a scheme with k = 0 has little focusing power. We examine this ~ssue in greater detad shortly.
Notice that m**# 1 for O = 0.1 and k = 1. This agrees with theory since every time a job enters service immedmtely upon arrival, a renewal occurs. In particular, the mean number of renewals for O = 0.1 and w = 0 is [5] n(l -p) = 819.2, which does not differ substantially from the reported 991.0.
In Section 3 we discussed a procedure for combining results for k = 0 and k = 1 to obtain shorter interval estimates. Table III lists the results based on eq. (12) and compares them with the theoretically shortest achievable interval for 1 -a = 0.9, the smallest achievable theoretical probability. The dramatic reduction in widths compared to those in Table II is apparent. Notice that the rates for O = 0.1 and 0.5 remain comparable to those in Table II . The poor performance for O = 0.9 is to be expected since Table II We next discuss the poorer than expected performance for O ffi 0.9. Table IV shows the frequency of intervals corresponding to the seven cases enumerated in Table I . Notice that for O I 0.1 and 0.5 for k ffi 0, 1 the intervals occur principally among cases 1, 2, and 3. For O ffi 0.9 and k = 1 case 3 occurs exclusively. However, for 0 ffi 0.9 and k ffi 0 the less desirable cases 4, 5, and 6 occur in 98 replications. In particular, the 91 of case 5 offers insight into why the interval width for this case is so large in Table II . Here C 2 -Q2(Nn -1)$2(C) is negative andf(O) in eq. (10) is inverted. This indicates that C is much smaller than would be expected. The procedure has picked an order m which appears to be too small.
Before passing final judgment ~t is instructive to investigate the effect of increased sample size on coverage rate and interval width for O ffi 0.9. Table V compares results for n ffi 8192 and n ffi 16384. Notice the substantial improvement in coverage rate for n --16384 and k = 0. Regrettably no similar improvement occurs for the interval width. Moreover, the use of intersecting intervals offers little improvement over k ffi 1. A check of the interval case frequencies in Table VI shows that while case 5 occurs less frequently for the larger n, it is still dominant for k = 0.
Recommendations
The results discussed in Section 8 offer an encouraging picture for distribution estimation and provide evidence on how to judge computed interval estimates for their usefulness. Based on these results one can recommend the following steps:
(1) Use the computing schemes in Section 6 and the criterion (27) in Section 7. Intersecting intervals n -8192 Theoretical 0.9000 n a _~ 90 0.1788 n a n.a. Sample 0.9000 n a 0.74 0.1666 n a n a.
n -16384 Theoretical 0 9000 n a. ~..0 90 0.1264 n.a n a Sample 0 8996 n.a. 0 89 0 1518 n.a n a " y * f f i 2 m ' ' k -1 
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