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Abstract
We introduce new and simple algorithms for the calculation of
the number of perfect matchings of complex weighted, undi-
rected graphs with and without loops. Our compact formulas
for the hafnian and loop hafnian of n × n complex matrices
run in O(n32n/2) time, are embarrassingly parallelizable and,
to the best of our knowledge, are the fastest exact algorithms
to compute these quantities. Despite our highly optimized al-
gorithm, numerical benchmarks on the Titan supercomputer
with matrices up to size 56 × 56 indicate that one would re-
quire the 288000 CPUs of this machine for about a month
and a half to compute the hafnian of a 100× 100 matrix.
1 Introduction
Counting perfect matchings in a graph is an important
problem in graph theory[1] and has diverse applications
[2, 3]. For a bipartite graph the number of perfect match-
ings is given by the permanent of the associated adja-
cency matrix, which has been shown to be #P-complete
to compute exactly [4]. Various algorithms have been de-
veloped for the fast computation of permanents [5, 6, 7]
(see Ref. [8] for a recent and detailed benchmarking of
different algorithms for the computation of permanents
using supercomputers). For a more general graph (one
that is not bipartite), the number of perfect matchings is
given by the hafnian of the associated adjacency matrix
of the graph [9]. The hafnian can be thought of as a gen-
eralization of the permanent. Whereas the permanent
counts the number of perfect matchings in a bipartite
graph, the hafnian counts the number of perfect match-
ings in an undirected graph. For the related problem
of approximating the hafnian several methods have been
developed for restricted sets of matrices [10, 11, 12, 13].
In this manuscript we develop a new algorithm to
compute hafnians of general complex matrices that runs
in O(n32n/2) time where n is the size of the matrix.
Our algorithm builds on the hafnian algorithm of Cygan
and Pilipczuk [14], here adapted to the field of complex
numbers using elementary tools from linear algebra.
Compared to the general ring hafnian algorithm of Cygan
and Pilipczuk, our algorithm is a factor n faster. This
factor of n is gained by replacing a dynamic programming
tabulation running in O(n4) operations in a ring by a
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Schur decomposition of real or complex matrices which
can be done in O(n3) operations. The new algorithm is,
to the best of our knowledge, the fastest exact algorithm
to compute the hafnian of a complex matrix.
A second motivation for studying fast computation
of hafnians stems from quantum computing. Recent de-
velopments in quantum complexity theory have provided
renewed impetus for the study of combinatorial sampling
problems. The most prominent of these developments is
perhaps Aaronson and Arkhipov’s Boson Sampling prob-
lem [15]. In Boson Sampling n photons are sent through
a (linear) lossless optical device that has n2 inputs and
outputs. The probability that a certain arrangement of
detectors click is proportional to |per(US)|2, where US is
a submatrix of a unitary matrix U representing the op-
tical device and ‘per’ stands for permanent [5]. Aaron-
son and Arkhipov argue that for large enough n it will
be impossible for a classical computer to generate sam-
ples in polynomial time from the event distribution (of
click detections) of the optical circuit just described. Of
course, the number of photons n and interferometer size
n2 after which classical methods and hardware cannot
keep up with quantum hardware will depend not only on
the quantum hardware, but also on how far classical al-
gorithms can be pushed[8, 16, 17]. It is well understood
that these classical algorithms should scale exponentially
in n[15, 17], yet to delineate the boundary of quantum
supremacy it is necessary to limit as much as possible
the polynomial prefactors that accompany these expo-
nentials. For instance in the work of Neville et al.[16]
Ryser’s formula[5] with Gray code ordering is used to
calculate permanents that are fed into a Metropolis inde-
pendent sampling Markov Chain Montecarlo to generate
boson samples.
Recently Hamilton et al. [18, 19] introduced a
related problem called Gaussian Boson Sampling. Their
problem is almost identical to Boson Sampling except
that now the light sent into the optical device is not
single photons but squeezed light [20]. Hamilton et al.
show that this “small” change can significantly simplify
the experimental challenges in constructing a Boson
Sampler. In Gaussian Boson Sampling the probability
of the detectors clicking is now proportional to the
modulus squared of the hafnian [1] of a complex full-
rank submatrix constructed from the unitary matrix
representing the circuit and the values of the intensities
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of the squeezed light going into the device (In appendix
C we study in detail the dependence on the rank for
low rank matrices using methods developed by Barvinok
[21]). Finally, note that the approximate methods
developed for counting perfect matchings are aimed at
(weighted-)graphs with real or positive entries [10, 11, 13]
making them unsuitable for GBS.
With the development of new quantum sampling
problems that are less complex to implement experimen-
tally it becomes important to understand where the lim-
its of classical computers with the best possible algo-
rithms lie [22]. Thus, the results presented here should
be of relevance for any claim of quantum supremacy us-
ing Gaussian Boson Sampling. Moreover, for the case of
boson sampling, the polynomial prefactors appearing in
the complexity of the hafnian calculation will play an im-
portant role in determining where quantum supremacy
lies for Gaussian Boson Sampling[23, 24].
1.1 Earlier Work The exact calculation of the num-
ber of perfect matchings for general graphs has been in-
vestigated by several authors in recent years. An algo-
rithm running in O(n22n) time was given by Bjo¨rklund
and Husfeldt [25] in 2008. In the same paper an algo-
rithm running in O(1.733n) time was presented using
fast matrix multiplication. In the same year Kan[26]
presented an algorithm, for positive definite real matri-
ces, running in time O(n2n) by representing the hafnian
as a moment of the multinormal distribution. Koivisto
[27] gave an O∗(φn) time and space algorithm, where
φ = (1 +
√
5)/2 ≈ 1.618 is the Golden ratio and the
notation O∗ is used to indicate that polylogarithmic cor-
rections have been suppressed in the scaling. Nederlof
[28] provided a polynomial space algorithm running in
O(1.942n) time.
Finally, Bjo¨rklund [29] and later Cygan and
Pilipczuk [14] provided O(poly(n)2n/2) time and poly-
nomial space algorithms for the calculation of the gen-
eral ring hafnian. These algorithms are believed to be
close to optimal unless there are surprisingly efficient al-
gorithms for the Permanent. This is because these two
algorithms can also be used to count (up to polynomial
corrections) the number of perfect matchings for bipar-
tite graphs with the same exponential growth as Ryser’s
algorithm for the permanent [5]. Equivalently, if one
could construct an algorithm that calculates hafnians in
time O(αn/2) with α < 2 one could calculate perma-
nents faster than Ryser’s algorithm (which is the fastest
known algorithm to calculate the permanent [30]). This
is because of the identity
haf
([
0 W
W T 0
])
= per(W ),(1.1)
which states that a bipartite graph with two parts having
n/2 elements can always be thought as a simple graph
with n vertices. It should be noted that improving
over Ryser’s algorithm is a well-known open problem:
e.g. Knuth [31] asks for an arithmetic circuit for the
permanent with less than 2n operations. Also note that
since the exact calculation of the permanent of (0,1)
matrices is in the #P complete class [4] the above identity
shows that deciding if the hafnian of a complex matrix
is larger than a given value is also in the #P complete
class.
1.2 Our Contribution In this paper we improve
upon recently developed algorithms for counting the
number of perfect matchings of undirected graphs [29, 14]
and the calculation of hafnians. Furthermore these
algorithms are generalized to allow for the inclusion
of graphs that contain loops which have been recently
shown to be linked to the calculation of spectral lines
of molecules[3]. Finally, we provide benchmarks of the
algorithms developed using the Titan supercomputer
of the Oak Ridge National Laboratory. The results
presented here should provide a stepping stone for our
understanding of how fast can Hafnians be calculated in
classical computers and delimit the realm of quantum
supremacy for (Gaussian) Boson Samplers.
2 Hafnians and Perfect Matchings
The hafnian of an n × n symmetric matrix A = AT is
defined as
haf(A) =
∑
M∈PMP(n)
∏
(i,j)∈M
Ai,j ,(2.2)
where PMP(n) stands for the set of perfect matching
permutations of n (even) objects (see C for more details
on the set PMP(n)). For n = 4 the set of perfect
matchings is
PMP(4) =
{
(0, 1)(2, 3), (0, 2)(1, 3), (0, 3)(1, 2)
}
,(2.3)
and the hafnian of a 4× 4 matrix B is
haf(B) = B0,1B2,3 +B0,2B1,3 +B0,3B1,2.(2.4)
More generally, the set PMP(n) contains
|PMP(n)| = (n− 1)!! = 1× 3× 5× . . .× (n− 1),(2.5)
elements and thus as defined it takes (n− 1)!! additions
of products of n/2 numbers to calculate the hafnian of
A. Note that the diagonal elements of the matrix A
do not appear in the calculation of the hafnian and are
(conventionally) taken to be zero.
The hafnian function has an interesting connection
with graph theory: if A is the adjacency matrix of a
loopless, unweighted, undirected graph (i.e., A is a (0,1)
matrix with zeros along the diagonal) then haf(A) is
precisely the number of perfect matchings of the graph
represented by A. A matching is a subset of the edges of
a graph in which no two edges share a vertex. A perfect
matching is a matching which matches all the vertices of
the graph.
Figure 1: Single-pair matchings for a complete 4
vertex graph. The first three partitions in the top row
correspond to the set PMP(4).
Each element of the set of perfect matchings asserts
whether the partition of the graph leaves no edge un-
matched. For the set PMP(4) in Eq. (2.3) one can easily
visualize the corresponding matchings of a graph with
four vertices as the first three partitions in the top row
of Fig. 1. The notion of perfect matching is easily gen-
eralized from (0,1) adjacency matrices to matrices over
any field. The hafnian of a (symmetric) matrix A will be
then the sum of weighted perfect matchings of an undi-
rected graph with adjacency matrix A.
In this manuscript we will also study a generalization
of the hafnian function where we will consider graphs
that have loops, henceforth referred to as ‘lhaf’ (loop
hafnian). The weight associated with said loops will
be allocated in the diagonal elements of the adjacency
matrixA (which were previously ignored in the definition
of the hafnian in Eqs. (2.2) and (2.4)). To account
for the possibility of loops we generalize the set of
perfect matching permutations PMP to the single-pair
matchings (SPM). This is simply the set of perfect
matchings of a complete graph with loops. Thus we
define
lhaf(A) =
∑
M∈SPM(n)
∏
(i,j)∈M
Ai,j .(2.6)
Considering again a graph with 4 vertices we get a total
of 10 SPMs:
SPM(4) =
{
(0, 1)(2, 3), (0, 2)(1, 3), (0, 3)(1, 2),
(2.7)
(0, 0)(1, 1)(2, 3), (0, 1)(2, 2)(3, 3), (0, 2)(1, 1)(3, 3),
(0, 0)(2, 2)(1, 3), (0, 0)(3, 3)(1, 2), (0, 3)(1, 1)(2, 2),
(0, 0)(1, 1)(2, 2)(3, 3)
}
.
and the lhaf of a 4× 4 matrix B is
lhaf(B) =B0,1B2,3 +B0,2B1,3 +B0,3B1,2
(2.8)
+B0,0B1,1B2,3 +B0,1B2,2B3,3 +B0,2B1,1B3,3
+B0,0B2,2B1,3 +B0,0B3,3B1,2 +B0,3B1,1B2,2
+B0,0B1,1B2,2B3,3.
More generally for a graph with n vertices (n even) the
number of SPMs is
|SPM(n)| = T
(
n,− 12 , 1√2
)
= T (n)(2.9)
where T (a, b, r) is the Toronto function (cf. page 509 of
Ref. [32]) and where T (n) is the nth telephone number.
A derivation of this formula and some comments on the
asymptotic super polynomial scaling of the ratio between
the number of perfect matching and the number of single-
pair matchings are presented in Appendix A. Note that
asymptotically
|SPM(n)|
|PMP(n)| =
T (n)
(n− 1)!! ∼ exp(
√
n)(2.10)
Finally, let us comment on the scaling properties of
the haf and lhaf. Unlike the hafnian the loop hafnian
function is not homogeneous in its matrix entries, i.e.
haf(µA) = µn/2haf(A) but,(2.11)
lhaf(µA) 6= µn/2lhaf(A).(2.12)
where n is the size of the matrix A and µ ≥ 0. However
if we split the matrix A in terms of its diagonal Adiag
part and its offdiagonal part Aoff-diag
A = Adiag +Aoff-diag,(2.13)
then it holds that
lhaf(
√
µAdiag + µAoff-diag) = µ
n/2lhaf(Adiag +Aoff-diag)
= µn/2lhaf(A).(2.14)
Later we will show that the new formulas we derive here
for the hafnian and loop hafnian explicitly respect these
scaling relations. Finally, note that when all the diagonal
elements of the matrix A are set to 1, the loop hafnian
function can be used to count the number of matchings
of a loopless graph with adjacency matrix A.
3 The Algorithm
As mentioned in the previous section, the hafnian and
loop hafnian functions count the number of perfect
matchings in a graph. The topology of the graph is
encoded in the adjacency matrix that is input into
either function. In the following sections we present
an algorithm that allows us to count the number of
perfect matchings of a graph with n vertices in time
O(n32n/2) for (unweighted) graphs with and without
loops, and then generalize it to weighted graphs. Our
algorithm and its analysis largely follows that of Cygan
and Pilipczuk [14] with one crucial exception. Whereas
the terms in their formula are computed by an O(n4)
dynamic programming tabulation, we reduce the terms
to efficiently computable functions of the traces of the
first n/2 powers of a matrix. This enables us to gain
a factor of n in the running time by first computing the
Figure 2: Left: The input graph G. Middle: The
input graph and the edge set A([n/2]) marked dashed
red. Note that any pairing of the vertices will do in the
definition of the set. Right: A perfect matching E′ in the
graph G marked dotted blue. Note that the blue dotted
and the red dashed edges together describe a A([n/2])-
tangle that traverses all of A([n/2]).
eigenvalue spectrum with a known O(n3) time algorithm.
We can then use standard trace identities to compute
all traces of the matrix powers more efficiently than by
explicitly constructing the matrix powers.
3.1 Notation and Terminology Let G = (V,E) be
an undirected graph with loops, and let n = |V | be even.
A perfect matching in G is a subset E′ ⊂ E of edges
such that every vertex in V is part of exactly one edge
e ∈ E′. Note again that e may be a loop from a vertex v
to itself. We consider here the problem of enumerating
all possible perfect matchings of G, a quantity we will
denote by M(G).
We write [m] for a positive integer m as the set
[m] = {0, 1, . . . ,m− 1}.(3.15)
The vertices V of the graph will be associated with
the set [n]. A walk is a sequence of vertices wˆ =
(w0, w1, . . . , w`) where ∀i < ` : (wi, wi+1) ∈ E. The
length of the walk is `.
For a subset A ⊆ E, we say a walk wˆ =
(w0, w1, . . . , w`) is A-alternating, if and only if
• ∀i < `, i is odd : (wi, wi+1) ∈ A,
• ∀i < `, i is even : (wi, wi+1) 6∈ A, and
• either ` is even and wˆ is closed (w0 = w`), or `
is odd and the endpoints are loops (w0 = w1 and
w`−1 = w`).
An A-tangle is a set of A-alternating walks passing
through edges in A exactly n/2 times in total, possibly
by traversing some edges several times.
3.2 Perfect matchings in exponential time For a
subset Z ⊆ [n/2], define the edge set of the tangle
A(Z) = {(w2i, w2i+1) : i ∈ Z}.(3.16)
Let GZ be the input graph G with the edges A(Z)
added to it. The algorithm uses the following inclusion–
exclusion formula for the perfect matchings M(G):
M(G) =
∑
Z∈P ([n/2])
(−1)n/2−|Z|fG(Z),(3.17a)
fG(Z) = #{a : a is an A(Z)− tangle in GZ}.(3.17b)
In Eq. (3.17a) P ([n/2]) denotes the set of all the subsets
of [n/2] = {1, 2, 3, . . . , n/2} and #{x : Q(x)} indicates
the number of xs that satisfy the clause Q(x). Note that
for a set of cardinality n/2 there are 2n/2 subsets. We
will show in the next section that the function fG(Z) is
polynomial time computable.
Let us argue now the correctness of Eq. (3.17).
First consider a perfect matching M in G. Note that
M∪A([n/2]) is exactly the edge set of an A([n/2])-tangle
in G[n/2], cf. Fig. 2. That is, the matchings together
with the added alternating edges form even length cycles
and paths with loops at both ends. This A([n/2])-tangle
will only be counted once in Eq. (3.17), namely for
Z = [n/2]. It will not be counted for any other Z as
it traverses every edge in A([n/2]) and at least one of
them is missing in GZ for Z ⊂ [n/2].
Second, any A([n/2])-tangle that traverses all of
A([n/2]) in G[n/2] represents a unique perfect matching.
This is because if one removes the edges in A([n/2])
one is again left with a perfect matching in G. So the
equation at least counts perfect matchings, but we also
must convince ourselves that it does not overcount.
To this end, consider a A([n/2])-tangle τ that does
not traverse all edges in A([n/2]), say it only traverses
A(Y ) for some Y ⊂ [n/2]. Then τ will be counted once in
GZ for all Z, Y ⊆ Z ⊆ [n/2], but with sign (−1)n/2−|Z|.
We have ∑
Y⊆Z⊆[n/2]
(−1)n/2−|Z| =
∑
W⊆[n/2]\Y
(−1)|W | = 0,(3.18)
since there are as many odd as even sized subsets of a
finite non-empty set. Hence, such a τ will not be counted
in Eq. (3.17). 
3.3 Calculating fG(Z) in cubic time In the last
section we showed that the calculation of the hafnian
boils down to the calculation of the function fG(Z) with
Z ∈ P ([n/2]). Before showing how this is done let us
introduce some additional notation. For every adjacency
matrix A we introduce its column-swapped version
A˜ = XA, where(3.19)
X =
n/2⊕
i=1
σX , σX =
[
0 1
1 0
]
.(3.20)
where we use the notation
⊕
to indicate the direct sum
of matrices. We label the submatrices of A˜ by the
set Z = {i0, . . . , im−1} ⊆ [n/2] by using the notation
A˜(Z) to denote the 2m × 2m square matrix obtained
from A˜ by keeping only rows and columns {2i0, 2i0 +
1 . . . , 2im−1, 2im−1 + 1} from the original matrix A˜.
To calculate fG(Z) we argue as follows. First count
A(Z)-alternating walks by length, by looking at entries
of matrix powers of a matrix obtained from the adjacency
matrix A of G, keeping only the rows and columns
representing the vertices spanned by A(Z), and swapping
every pair of columns that are connected in A(Z); this
matrix is precisely A˜(Z). To show this note that the (i, j)
entry of A˜(Z) carries the weight of walking from vertex i
to vertex j using one original edge, and one “red-dashed”
edge (cf. Fig. 2) i.e., an edge added by the edge set A(Z).
The trace of (A˜(Z))k counts closed alternating walks of
length 2k (k original edges and k red ones), but it counts
each walk 2k times. The generating function
p(λ,B) =
n/2∑
j=1
1
j!
n/2∑
k=1
tr(Bk)λk
(2k)
j .(3.21)
counts in the monomial λn/2 the number of ways to
combine several walks to a total of n visited edges
(n/2 original ones and n/2 red ones). Some edges
may be counted multiple times here. Finally using
an inclusion-exclusion argument [33] it is seen that
only combinations of walks that do not use the same
edge twice survive in the summation (and there is
precisely one such combination of closed alternating
walks associated to each perfect matching in the original
graph).
One can calculate all the traces appearing in Eq.
(3.21) in cubic time by noting that if one uses the Schur
decomposition
B = QΛQ−1,(3.22)
with Λ upper triangular, then
tr(Bk) =
∑
i
Λki,i.(3.23)
We use this decomposition because, in general, the
matrix B is not diagonalizable (it is certainly not normal
and thus the spectral theorem does not apply)[34],
however the Schur decomposition is guaranteed to exist
for any square matrix and is sufficient to calculate the
power traces in Eq. (3.23) in cubic time in the size of
the matrix using standard linear algebra routines [35].
Note that the Schur decomposition can be performed
to very high accuracy but it is not rigorously exact
since there is no analytical form for the roots of a
polynomial of degree 5 or higher. In Appendix B we
show that, in principle, the complexity of calculating the
power traces can be reduced to nω, without requiring
any matrix diagonalization and requiring only additions
and multiplications in the complex or real numbers.
The quantity 2 ≤ ω ≤ 3 determines the number of
operations required to do matrix multiplication of two
square matrices of size n.
All the quantities appearing in Eq. (3.21) are well
defined not only for (0,1) matrices but for matrices over
any field. This allows us to write the following formula
for the hafnian of an arbitrary matrix A by plugging Eq.
(3.21) into Eq. (3.17)
haf(A) =
∑
Z∈P ([n/2])
(−1)n/2−|Z|×(3.24)
1
(n/2)!
dn/2
dλn/2
p
(
λ, A˜(Z)
)∣∣∣∣
λ=0
,
and also for the loop hafnian
lhaf(A) =
∑
Z∈P ([n/2])
(−1)n/2−|Z|
(3.25)
1
(n/2)!
dn/2
dλn/2
q
(
λ, A˜(Z),diag(A(Z))
)∣∣∣∣
λ=0
,
where now we have
q(λ,B,v) =
n/2∑
j=1
1
j!
×
(3.26)
n/2∑
k=1
(
tr(Bk)
(2k)
+
v(XB)k−1vT
2
)
λk
j .
The function diag(B) returns the diagonal components
of the matrix B as a row vector. If v = 0 then
q(λ,B, 0) = p(λ,B) and thus the lhaf reduces to the
hafnian when the diagonal entries of the input matrix
are zero. Also note that
q(λ, µB,
√
µv) = q(µλ,B,v),(3.27)
for any constant µ ≥ 0. This last equation shows
explicitly that our loop hafnian formula conforms to the
scaling relation in Eq. (2.14). Moreover, this formula
shows interesting connections to generating functions for
the permanent, determinant and the α−permanents via
the MacMahon Master Theorem [23, 36, 37]
4 Numerical implementation and benchmarking
We now discuss the results of our numerical implementa-
tion of the algorithms discussed in the previous section.
For increased efficiency, we developed a C-programming-
language–CPU-based version of the algorithm for bench-
marking together with Python wrappers and also a sam-
ple implementation using Octave/Matlab[38]. This li-
brary will also be integrated in a future release of the
Strawberry Fields platform [39] for ease of use when
studying Gaussian Boson Sampling.
We will consider three different types of graphs to
benchmark the accuracy and the speed of the numerical
computations:
1. Complete graphs with n vertices: the hafnian of a
complete graph, where all vertices are connected to
one another with weight 1, without and with loops
are known analytically and given by Eqs. (2.5) and
(2.9) respectively.
2. Complete bipartite graphs with n/2 vertices: If we
set the matrix W to have matrix elements Wi,j = 1
in Eq. (1.1), the hafnian of the matrix on the left
side is simply per(W ) = (n/2)!.
3. In order to test the speed of computations and
go beyond the analytically known results, we will
consider random symmetric matrices of size n× n.
For the first two sets of matrices the value of the
hafnian is known, hence we used them to not only
benchmark the speed of our implementation but also the
numerical accuracy of the algorithm.
4.1 Numerical implementation of the algorithm
Numerical computations are performed using the Ti-
tan supercomputer which allows us to take advantage
of hybrid CPU parallelism by combining distributed and
shared memory methods using MPI and OpenMP proto-
cols. The Titan supercomputer based at Oak Ridge Na-
tional Laboratory has a theoretical peak performance of
27 petaFLOPS.1 It has a Cray architecture and currently
ranks among the top 5 supercomputers in the world. Fur-
ther enhancements to our implementation can be made
by using GPUs; this will require new implementations
of batched, fast GPU based linear algebra routines for
small matrices and will be the subject of a future study.
As discussed in the previous section, computing
the hafnian boils down to the following two steps: (i)
evaluating the function fG(Z) for each Z in the power
set P ([n/2]), and (ii) performing the outer summation in
Eq. (3.17a).
The strength of the algorithm presented lies in the
first step i.e. evaluating fG(Z) in cubic time. As
described in the previous section, using Eq. (3.21)
fG(Z) can be written in terms of the eigenvalues of the
submatrices of the matrix A˜ in Eq. (3.19). This relation
is exact (without any approximations involved) and is
responsible for the n3 contribution to the complexity of
the algorithm as opposed to the n4 factor in previous
Hafnian algorithms. We employ LAPACK in order to
compute the eigenvalues of the submatrices. Since these
submatrices are often small in size, we evaluate fG(Z) for
a given Z in serial. While the algorithm itself is exact,
numerical errors arise from the fact that LAPACK is
available with at most complex double precision. This is
one of the sources of numerical errors.
Note that in the second step i.e. evaluating the outer
sum, for a matrix of size n there are 2n/2 summands
1https://www.olcf.ornl.gov/olcf-resources/compute-
systems/titan/
which is responsible for the exponential contribution to
the complexity. However, since each of the summands
can be evaluated independently of one another, we
can utilize both distributed and shared memory CPU
parallelism using MPI and OpenMP. The summation is
distributed over multiple MPI nodes each having local
OpenMP threads. First, partial sums are performed at
each MPI node using multithreading and then at the
end these partial sums are collected to the head node
using MPI sum reduction. Thus, there is essentially
no interprocess communication during the computation
with reduction required only at the end. Due to this
observation the Hafnian computation is embarrassingly
parallel and scales very well with number of processors.
4.2 Results Let us now discuss the results of the
numerical implementation of the algorithm. Fig. 3 shows
the performance benchmarks for complete and bipartite
graphs by varying the size of the matrix (i.e., the number
of vertices in the associated graph), using a single MPI
process and 16 OpenMP threads for shared memory
parallelism. The left panel shows the total computation
time in seconds and the right panel shows the scaling of
the percentage error defined as
%Error =
hafnumerical(M)− hafexact(M)
hafexact(M)
× 100,
(4.28)
where hafnumerical and hafexact refer to numerical and
analytical results respectively.
The computation time scales exponentially with
matrix size n (the plots have logscale on the vertical axis)
for all types of graphs including complete and bipartite
graphs. As shown in the inset, for a complete graph
without loops of size n = 54 it takes approximately
1000 sec. For a graph with loops and a bipartite graph
of the same size, the computation times are 2000 sec
and 3000 sec respectively. Note that the exponential
behaviour is only apparent for n > 20. For small n the
program spends more time in preprocessing and setting
up the computation which is responsible for a knee-like
behaviour around n = 16. By fitting the time scaling
with the function a nb2cn for n > 20, we obtain b ≈ 3
and c ≈ 1/2 which is the expected scaling behaviour.
The overall prefactor a ≈ 3.1× 10−8 sec.
Note that to compute the Hafnian function we need
to perform ∼ n32n/2 floating point operations and each
operation is associated with a small numerical error. We
use the standard LAPACK linear algebra package for
the computation of the eigenvalues of the submatrices
appearing in Eq. (3.24), which is limited to at most
double precision. As n grows, the number of operations
scales exponentially and so does the numerical error in
the computation. The right panel of Fig. 3 shows
the scaling of the percentage error in the computation
(defined as in Eq. 4.28). For n = 54, the number of
operations is ∼ 4.2× 1012, which comes with an error as
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Figure 3: Hafnian computation time in seconds (left panel) and percentage error (right panel) plotted for various
matrix sizes using single Message Passing Interface (MPI) process and 16 OpenMP threads for loop parallelism.
It is evident that the computation time scales exponentially with n and so does the fractional error defined
(hafnumerical(M) − hafexact(M))/hafexact(M). For these benchmarks we used three different types of graphs for
which the number of perfect matchings (haf or lhaf) is known as a function of the matrix size n, complete graphs
((n− 1)!!), complete graphs with loops (T (n,− 12 , 1√2 ) and complete bipartite graphs (n!).
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Figure 4: Comparison of Hafnian computation error due
to using single precision for LAPACK and performing
the summation. Clearly, the error due to low precision
LAPACK dominates over the summation error. This
indicates that the errors can further be controlled by
employing quad precision LAPACK and summation.
large as ∼ 50% for a complete graph without loops, 10%
for a graph with loops and 5% for bipartite graphs.
There are two main sources of numerical errors: (i)
limited precision of LAPACK, (ii) loss of precision in
the numerical sum of an exponentially large number of
elements. We distinguish these sources in Fig. 4, by
comparing the errors in the Hafnian calculation for a
complete graph in the following three settings: (i) Using
single precision LAPACK followed by casting the results
to double precision and performing the sum in double
precision (blue dashed curve), (ii) Using LAPACK in
double precision followed by casting the results to single
precision and performing the sum in single precision
(orange dotted curve), and (iii) Using double precision
for both LAPACK and the sum (green solid curve).
Clearly, the error due to low precision in LAPACK
dominates the low precision summation error. When
both tasks are performed in double precision (in the
third setting), errors are the lowest. This indicates that
the computation errors can be controlled much better if
quadruple precision is used for both tasks.
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Figure 5: Hafnian computation time in seconds plotted
for random symmetric matrices of various sizes using
single MPI process and 16 OpenMP threads for loop
parallelism. It is evident that similarly to Fig. 3
computation time scales exponentially with n.
To test the scaling of the computation time, we also
consider complex symmetric random matrices of various
sizes in Fig. 5. The real and imaginary parts of each
element of the matrix are randomly chosen from a uni-
form distribution and then the resulting matrix is sym-
metrized. We find that similarly to the case of complete
graphs (with matrix elements all being 1), the compu-
tation time scales exponentially with n. Moreover, since
the loop hafnian function requires additional computa-
tions associated with the diagonal elements, the com-
putation for those is larger as compared to the hafnian
function. For a random matrix with n = 54, the compu-
tation time is ∼ 4500 sec and 1600 sec for loop hafnian
and hafnian respectively with 16 OpenMP threads. For
a fixed size n the computation times of random matrices
are larger than those for matrices corresponding to com-
plete graphs. This is because of the high symmetry of
complete graphs which maps to a very simple structure
of the eigenvalues of their adjacency matrices.
So far, we have only used shared memory paral-
lelism on a single node computer using OpenMP multi-
threading. We will now consider a hybrid CPU paral-
lelism: distributing the computation over multiple nodes
with OpenMP threads of their own. The time scaling
using this hybrid approach for a matrix of size n = 50
is shown in the left panel of Fig. 6. We consider a
range of MPI processes each with varying number of
OpenMP threads. The computation turns out to per-
form extremely well with increasing number of MPI pro-
cesses. The scaling is almost perfect, i.e. increasing MPI
processes by a factor of 2 cuts down the computation
time almost by a factor of half. Further enhancement
in the computation time can be obtained by harness-
ing the power of GPU computing, which is beyond the
scope of this implementation and is left for future work.
Note that numerical summation over multiple processors
is a non-commutative process. Therefore, it is expected
that when distributing the summation over multiple MPI
and OpenMP processors can result in slightly different
results. In order to test that, we compute the associ-
ated percentage error in computation which is shown in
the right panel of Fig. 6. It turns out that choosing
different combinations of MPI and OpenMP processes
have negligible effect on the accuracy of the results. Us-
ing GPUs or other vectorized computing techniques, one
may be able to reduce the overall prefactor in the com-
putation time scaling, but that leaves the exponential
scaling shown in left panel of Fig. 3 unaffected. Fig.
7 shows the weak scaling test performed by doubling
the number of MPI processes while increasing the size
of the matrix by 2 each time. We consider matrix sizes
n = [32, 34, 36, 38, 40, 42] which corresponds to problem
size s = 2n/2 and the number of MPI processes consid-
ered p = [8, 16, 32, 64, 128, 256] each having 16 OpenMP
threads. Hence, the ratio of the problem size to the num-
ber of processors is fixed to s/p = 8192. The total com-
putation time plateaus as the processor count increases.
This indicates a good weak scaling of the algorithm for
larger processor count.
5 Summary
From the discussion above, it is clear that evaluating
hafnians of large matrices is limited by two factors:
(i) speed and (ii) accuracy. For instance a hafnian
computation would take ∼ 14000 sec = 3.8 hours for
n = 60 and∼ 6.8×1010 sec = 2155 years for n = 100 with
16 processors running in parallel. Utilizing all the 18000
CPU nodes (where each node has 16 CPUs, for a total of
288000 CPUs) of the Titan supercomputer and assuming
perfect scaling over distributed nodes, computation of a
single n = 100 hafnian would take at least 1.5 months.
This severely constrains the size of the problems where
one needs to exactly compute many hafnians of large
matrix sizes. For example, generating an (exact) sample
for Gaussian Boson Sampling would likely require the
evaluation of at least one hafnian of the size of the
number of events that are sampled (i.e., the number of
detectors that click). The above estimation shows that
this problem becomes computationally intractable as the
number of inputs on the linear interferometer is increased
beyond a few tens. One can hope that for a problem of
such extent, an ideal quantum device for Gaussian Boson
Sampling may generate a sample in a much smaller time
scale hence outperforming classical supercomputers.
As future work, it would be interesting to use GPUs
as a way to speed up the calculation of hafnians. Progress
in the bulk evaluation of the decompositions of real non-
symmetric matrices has been presented by Tokura et al.
in Ref. [40]. However, for our purpose significant care is
needed in sorting out the sizes of the different elements
of the powerset sum required to evaluate the hafnian;
moreover one would also need to extend the results of
Tokura et al. to complex non-hermitian matrices.
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A Number of elements in SPM(n)
For n even one can obtain a closed form expression for the
number of elements in SPM(n). Consider first PMP(n)
the set of perfect matchings in a graph with n vertices.
One can start breaking pairs, i.e., taking a matching
such as (0, 1) and turn into two loops (0, 0)(1, 1). If
one “breaks” j pairs there are
(
n/2
j
)
ways of doing this
for each perfect matching. However this will overcount
the number of partitions. For example if one breaks
every matching of the following three perfect matchings
(0, 1), (2, 3) , (0, 2), (1, 3) and (0, 3), (1, 2) one will always
get the same set of loops (0, 0), (1, 1), (2, 2), (3, 3) thus
one needs to account for multiple counting by dividing
by the factor (j − 1)!!. We conclude that if one breaks j
pairs from the set of perfect matching of n objects one
gets (n−1)!!(j−1)!!
(
n/2
j
)
, partitions. We now need to sum over
all possible j to obtain the total number of partitions
|SPM(n)| =
n/2∑
j=0
(n− 1)!!
(j − 1)!!
(
n/2
j
)
= T
(
n,− 12 , 1√2
)
= (n− 1)!! M (−n2 , 12 ,− 12)
= (n− 1)!! e−1/2 M (n+12 , 12 , 12) ,(A.1)
where T (a, b, r) is the Toronto function and M (a, b, z) is
the Kummer confluent hypergeometric function [32]. We
also have the following asymptotic limit and bound:
lim
n→∞
M
(−n2 , 12 ,− 12)
exp(
√
n− 14 )/2
= 1,(A.2)
M
(−n2 , 12 ,− 12) > exp(√n− 14 )/2.(A.3)
B Fast calculation of power traces
For the calculation of the hafnian of an n × n matrix it
is required to know the quantities
tr
(
Bk
)
, 1 ≤ k ≤ n.(B.4)
This can be done by first obtaining the minimal polyno-
mial of the matrix B ∈ Cm×m, which is the monic poly-
nomial p(x) of least degree such that p(B) = 0. Note that
for an m×m matrix the minimal polynomial is at most
of degree m by the Cayley-Hamilton theorem. Assuming
that k ≤ m is the degree of the minimal polynomial we
write it as
p(x) = xk +
k−1∑
j=0
cjx
j ,(B.5)
and using the fact that p is the minimal polynomial of
B we write
Bk = −
k−1∑
j=0
cjB
j −→(B.6)
Bk+l = −
k−1∑
j=0
cjB
j+l −→(B.7)
tr
(
Bk+l
)
= −
k−1∑
j=0
cjtr
(
Bj+l
)
(B.8)
Thus, once the minimal polynomial is known, one can
easily calculate any power trace of degree n = k + l of a
matrix. The minimal polynomial calculation can be done
in time O(kω) where 2 ≤ ω ≤ 3 quantifies the complexity
of matrix-matrix multiplication [41, 42, 43, 44]. Note
that these algorithms only require operations within the
field in which the matrix is expressed and are exact
in infinite precision arithmetic. Yet, when used in
finite precision arithmetic (i.e. in real hardware with
finite RAM) these algorithms do not perform better
in terms accuracy than a Schur factorization of the
matrix followed by exponentiation and summation of
the eigenvalues for calculating power traces. The same
conclusion holds for the calculation of fG(Z) in Sec. 3.3
and thus we prefer to use the Schur decomposition for
the calculation of the power traces.
C Hafnians of low rank matrices
We argue how the hafnian of a matrix A ∈ K2n×2n that
has rank r over the field K, can be computed in time(
2n+r−1
r−1
)
poly(n). This generalizes a result of Barvinok
for the permanent [21].
Let PMP(2n) be the set of perfect matching permu-
tations on 2n elements, i.e., permutations σ : [2n]→ [2n]
such that ∀i : σ(2i − 1) < σ(2i) and ∀i : σ(2i − 1) <
σ(2i+ 1).
Given a matrix A ∈ K2n×2n, its hafnian is
(C.9) haf(A) =
∑
σ∈PMP(2n)
n∏
i=1
Aσ(2i−1),σ(2i).
Note that for any lower triangular matrix L ∈K2n×2n,
(C.10) haf(A) = haf(A+L),
since the hafnian, as defined above, does only depend on
elements above the diagonal.
If we can find a 2n × r matrix G for any lower
triangular L such that
(C.11) GGT = A+L,
for a small enough r, there is a relatively efficient algo-
rithm to compute the hafnian following the permanent
algorithm by Barvinok [21], as follows: Introduce r in-
determinates x1, . . . , xr, and consider the multivariate
polynomial
(C.12) q(x1, . . . , xr) =
2n∏
i=1
r∑
j=1
gi,jxj .
Let P2n,r be the set of integer r-partitions of 2n, i.e.,
tuples (p1, p2, . . . , pr) such that
1. ∀i : pi ≥ 0,
2.
∑
i pi = 2n.
Let E2n,r be the subset of P2n,r of even partitions, i.e.,
tuples (p1, p2, . . . , pr) ∈ P2n,r such that also pi is even
for all i. Note that
(C.13)
|P2n,r| =
(
2n+ r − 1
r − 1
)
and |E2n,r| =
(
n+ r − 1
r − 1
)
.
Expand (C.12) to identify the non-zero coefficients
λp in
(C.14) q(x1, . . . , xr) =
∑
p=(p1,...,pr)∈P2n,r
λp
r∏
i=1
xpii .
This can be done in |P2n,r|poly(n) time.
Let a!! denote the double factorial of a, i.e.,∏da/2e−1
k=0 (a − 2k). We use the convention that a!! for
a ≤ 0 is 1. The hafnian can now be expressed in the
coefficients of q(x1, . . . , xr) as
(C.15) haf(A) =
∑
e∈E2n,r
λe
r∏
i=1
(ei − 1)!!.
Given the coefficients λe, this can be evaluated in
|E2n,r|poly(n) time. Note that since we only need the
coefficients λe for e ∈ E2n,r, it is interesting to investigate
if there are faster ways to obtain these than computing
all of (C.14) explicitly.
