We propose a TAR(3,1)-GARCH(1,1) model able to describe two different types of extreme events: a first type generated by large uncertainty regimes and a second type where extremes come from isolated dread/joy events. The novelty of this model resides on the definition of the regimes, motivated by the occurrence of extreme values, and of the threshold variable, defined by the shock affecting the process one period lagged. The model is able to uncover dependence and clustering of extremes in high and low volatility periods. A Wald type test to detect nonlinearities on the conditional mean process defined by an unobservable threshold variable is introduced. In the empirical application, we find evidence of predictability for extreme returns on SPDR S&P500 fund during the recent crisis period, July 2008 to March 2011. This finding seems to support the presence of some persistence and mean reversion in the dynamics of returns after the occurrence of extreme shocks.
Introduction
Financial time series show some common features as occurrence of extreme events, clustering of observations, asymmetry of the unconditional distribution of returns, or leverage effects. The stationary version of these series is usually modeled by stationary location-scale models. ARCH/GARCH processes are the most popular family within this class, see Engle (1982) or Bollerslev (1986) . The multiplicative structure of these processes implies that extreme observations in these series can be generated either by the volatility process or by the error distribution function. These models are also capable of generating clustering of observations, and further refinements, see E-GARCH of Nelson (1991) , T-GARCH of Glosten et al. (1993) and Zakoian (1994) , are also capable of reflecting more complex stylized facts as the leverage effect, given by asymmetries in the volatility process that depend on the occurrence of positive or negative observations. None of these models is capable, however, of producing runs of extremes of positive or negative sign. In particular, if the error distribution is symmetric these processes are such that
with y t the time series of financial returns, v some positive value and ℑ t−1 the σ−algebra generated by the set of available information up to time t-1. Other related models with similar characteristics are stochastic volatility processes of Taylor (1994) and Harvey et al. (1994) , among others. A straightforward extension of these processes are ARMA-GARCH models. These processes model the conditional mean and make allowance then for mean values different from zero that tilt the conditional distribution of the time series in one or other direction making more likely extreme values of the same sign of the conditional mean. A positive mean implies, in principle, a higher likelihood of extreme values in the positive tail. This fact, however, makes difficult for the model to describe periods of runs of extremes of opposite sign than the mean. In this case one should consider asymmetric distributions or those with tails heavier than the Gaussian distribution. A widely explored alternative to describe nonlinear dynamics of financial time series is given by threshold models. These models assume the existence of different regimes or states of the world and have enjoyed a great popularity since the early work of Tong and Lim (1980) , Tong (1983 Tong ( , 1990 ), Tsay (1989) or the general survey of Granger and Teräsvista (1993) . For alternatives contemplating the presence of unit roots for certain regimes see Gonzalez and Gonzalo (1998) and for methods for estimating and testing for the presence of threshold effects see Chan (1990) , Hansen (1996 Hansen ( , 2000 or Gonzalo and Pitarakis (2002) . Another family of nonlinear models is Smooth Transition Models (STAR) characterized by an infinite number of regimes and where the variable under study changes smoothly from one state to the other, see Chan and Tong (1986) and Teräsvirta (1994) among others. All these models can be further classified depending on the observability of the threshold variable. Examples of models with an observed threshold variable are the initial Threshold Autoregressive (TAR) model of Tong (1978) or self-exciting processes (SETAR) where the threshold variable is a lagged value of the time series itself. The models in the class of unobserved threshold variables assume that the regime cannot be observed and is determined by an unobservable stochastic process. In this class, it lies the widely studied Markov Switching Models, see Hamilton (1989) , the threshold moving average of Wecker (1981) , the STOPBREAK model of Engle and Smith (1999) , or TIMA models of Gonzalo and Martinez (2006) among others. In the last three cases the threshold variable is the shock that is unobservable although estimable.
Our main aim in this paper is to propose a model that captures nonlinearities in the structure of serial dependence due to the effect of the shock to the series. In particular, we are interested in studying the impact of extreme shocks on the conditional mean of financial time series and see whether the occurrence of these events can explain some of the above stylized facts, with special emphasis on describing runs of extremes of either sign. In order to do this we introduce a discontinuous TAR model determined by a threshold variable given by one lag of the shock term. This process lies in the group of models discussed by Wecker (1981) and Gonzalo and Martinez (2006) . The model builds on the idea that the magnitude and sign of the perturbation affect future dynamics of the time series not only on the volatility but also on the mean process. This new model also acknowledges the presence of conditional heteroscedasticity in the data and for that, it distinguishes between the innovation and shock series. Whereas the former is heteroscedastic the latter consists of independent and identically distributed (iid) observations and serves as threshold variable. This choice of threshold variable is due to our interest in detecting extreme shocks in low as well as high volatility periods. In order to make the econometric model as general as possible we first introduce the following TAR specification, TAR(p, (q 1 , . . . , q p )), defined as
with ε t denoting the shock term, u j , with j = 1, . . . , p − 1, the sequence of threshold values defining the TAR (p, (q 1 , . . . , q p )) model, u 0 = −∞, u p = ∞ and I(A) the indicator function that takes a value of one if A is true and zero otherwise. The process h t describes the volatility dynamics of a possibly heteroscedastic process driving the error term. In this general model the index q j denotes the number of lags of the autoregressive process for regime j, and p the number of regimes. In practice, the optimal number of regimes and model parameters are obtained using standard information criteria. For the number of regimes, for example, we propose to follow the methods suggested in Gonzalo and Pitarakis (2002) . The study of the impact of extreme shocks on the conditional mean of financial time series offers a different perspective on the occurrence of clustering patterns of extreme events. In order to formalize this idea we restrict ourselves to studying a TAR model with three regimes determined by two thresholds u 1 and u 2 that characterize the tails of the distribution of the error term. The first regime defines negative extreme shocks (those less than u 1 ). The third regime defines positive extreme shocks (those bigger than u 2 ), and the second regime accommodates the remaining shocks. For simplicity in the exposition and in analyzing the properties of the statistical model we consider for modeling the conditional mean different piece-wise AR(1) processes with a common intercept. It is an stylized fact that these parsimonious models seem to be sufficient for modeling the dynamics of the conditional mean in financial time series. Similar arguments, and given that our main interest is in modeling the conditional mean, lead us to avoid models that contemplate complex dynamics in the conditional volatility process and to choose a GARCH(1,1) model. The flexibility of our TAR specification implies that stylized facts as the leverage and feedback effects usually described by making allowance for asymmetries on the conditional volatility process can be now described by the magnitude of the shock and its impact on the structure of linear dependence. We elaborate more on this in the next section. For these reasons, hereafter, the model under study will be denoted TAR(3,1)-GARCH (1, 1) . This process makes allowance for serial dependence in the time series due to dependence in the second moments, and also to different dependence structures in the mean process due to the occurrence of extreme shocks. While for economic and financial time series the first class of dependence is identified with changes in uncertainty the second one could well describe, for example, effects of financial turmoil, terrorist attacks, natural catastrophes, political instability and so on.
The paper is structured as follows. In Section 2 the model, statistical properties and conditions to ensure stationarity and geometric ergodicity are introduced. Forecasting properties in the short and long run are also studied. Section 3 derives the asymptotic theory of the proposed model. In particular we develop a new nonlinearity hypothesis test to see the statistical significance of the threshold effect, and discuss the consistency and inference for the quasimaximum likelihood (QML) estimators of the model parameters. Section 4 presents different Monte-Carlo studies to gauge the finite-sample performance of size and power of the nonlinearity tests, and of the bootstrap version of the ttests corresponding to the TAR(3,1)-GARCH(1,1) model parameters. Section 5 introduces an application of the methodology to measure the suitability of the nonlinear threshold model to describe the dynamics of the US equity market, in particular the SPDR S&P 500 (SPY) fund, during the period July 2008 to March 2011. Finally, Section 6 concludes. All proofs are gathered into a mathematical appendix.
A TAR(3,1)-GARCH(1,1) model
We consider a version of the threshold autoregressive model in (2) simplified to three regimes, where we make allowance for conditional heteroscedasticity. As discussed above, the main feature of this model is that the threshold variable is the term describing the shock one period lagged. The model is as follows:
with u 1 and u 2 threshold values defining the TAR (3,1) model, and h t > 0 a process describing the volatility dynamics of an error term a t := h 1/2 t ε t driven by a GARCH(1,1) process,
and ε t is a sequence of random shocks with zero mean and variance one. This process can be expressed as a particular case of a random coefficient autoregressive model, see Nicholls and Quinn (1982) , given by y t = α+ρ
The following figure illustrates different dynamics that process (3), (4) can generate. The upper left panel shows positive correlation after a shock exceeding the value -0.50 and negative correlation after a shock exceeding 0.50. The serial correlation in the upper right graph is less evident as the outer regimes in the shock variable become more extreme. To ensure the stationarity and ergodicity of the process defined by (3) and (4) we need to impose the following assumptions:
A.1 ε t is an independent and identically distributed (iid ) sequence with mean zero and variance one.
A.2 β 0 > 0 and β i ≥ 0 for i = 1, 2.
A.3 β 1 + β 2 < 1.
Assumptions A.1 to A.3 are sufficient conditions for the strict stationarity and ergodicity of the GARCH process a t . Assumption A.4 is a standard condition to show the strict stationarity and ergodicity of threshold models. The stationarity of process (3), (4) can also be shown using Nelson (1990) or the theory on bilinear models developed by Kristensen (2009) , see also Granger and Andersen (1978a) for an introduction of these models. In this case the variance of the error term could be different from one and assumptions A.2 and A.3 are replaced by E [max (0, log(ε The following proposition sets the conditions to ensure that the first k statistical moments of the process defined by (3) and (4) 
Proposition 1.-Under the assumptions in Theorem 1 and the following conditions
If we further assume that the process has zero unconditional mean, and A.5 and A.6 hold for k = 2, the unconditional variance is
and the unconditional correlation of order one is
1 Note that for k ≤ 2 A.6 follows from assumptions A.1-A.3. Furthermore, if β 1 > 0 assumption A.6 reduces to E [ (
The randomness of the autoregressive parameter adds one extra term to the corresponding standard AR(1) process:
in the unconditional mean,
in the unconditional variance and
Cov(ρt,y 2 t−1 ) V ar (yt) in the autocorrelation function of order one. The expression for the optimal forecast l -periods ahead for the TAR(3,1)-GARCH(1,1) model is also an extension of the AR(1)-GARCH(1,1) case. The following proposition derives the l-periods ahead forecast for the TAR(3,1) process. For the conditional variance the forecast l−periods ahead corresponds to the formula for the standard GARCH(1,1) case. 
(8) Furthermore, as l → ∞ the optimal conditional forecast converges to the unconditional mean,
with L 2 standing for convergence in square norm.
A related issue is the invertibility of the TAR-GARCH process. Although in principle this process only involves an AR component, the invertibility of the process can be compromised by the fact that the threshold variable is the unobservable shock variable one period lagged. However, it can be proved that the TAR-GARCH process is invertible, in the sense of Granger and Andersen (1978b) definition, within a certain parameter space.
The main advantage of model (3), (4) is its flexibility to describe the dynamics in the mean process. In contrast to standard TAR models the regimes in our specification depend on the lagged shock variable and can therefore accommodate asymmetries in the likelihood of positive and negative extremes and in the occurrence of runs of extremes produced by the sign and magnitude of the shock ε t−1 . This process also permits to detect serial correlation on y t produced by the occurrence of extreme regimes in high and low volatility periods. In this sense, this new TAR process is more flexible than standard SETAR characterizations. Further, the conditional asymmetry offered by the TAR model also allows more flexibility than the commonly used AR(1)-GARCH(1,1) and GARCH (1, 1) specifications. This is formalized in the following proposition. (3), (4) with E[y t ] = 0 and assuming that ε t is iid and has a symmetric distribution, there exist parameters ρ 1,1 , ρ 1,2 and ρ 1, 3 such that
Proposition 4.-Under model
for all h > β 0 and v,u > 0 large enough. For the standard AR(1)-GARCH (1, 1) and GARCH (1, 1) specifications with E[y t ] = 0 (corresponding to a zero intercept in these cases) we have
for all ρ and u, v, h > 0.
The choice of the conditioning event in this proposition shows that unlike for standard volatility models the tails of the conditional distribution, defined by v and u sufficiently large, can respond differently depending on the magnitude and sign of the shock ε t−1 . For the general case of E [y t ] ̸ = 0 the same result can be obtained for the extremes of the process y *
The above result can also be seen as a refinement of E-GARCH and T-GARCH processes in which the likelihood of extreme events increases after the occurrence of a negative shock. These models, however, cannot reflect asymmetries between the left and right tail of the conditional distribution of y t . The TAR(3,1)-GARCH(1,1) process provides the framework for modeling this type of asymmetries.
Estimation and Inference for TAR-GARCH processes
The section is structured as follows. First, we discuss nonlinearity tests in Hansen's (1996) spirit to determine statistically the presence of TAR effects of the type described above; and second, the section describes estimation and related asymptotic properties for the nonlinear TAR(3,1)-GARCH(1,1) model.
Nonlinearity tests
Following the literature on threshold models we will distinguish two cases. One, in which the threshold vector u = (u 1 , u 2 ) is known, and a second case, in which u is not identified under the null hypothesis. In both scenarios the null hypothesis corresponds to the case ρ 1,1 = ρ 1,2 = ρ 1,3 , or alternatively to H 0 : γ 2 = γ 3 = 0, in the following model,
and h t in model (4). The null hypothesis implies no different correlation regimes determined by the magnitude of the standardized lagged shocks. In this way, we entertain a process that under the null hypothesis is an AR(1)-GARCH(1,1) model:
with h t a GARCH(1,1) defined in (4) . Let ϕ 0,H 0 denote the vector of true parameters (γ 0 , γ 1 , β 0 , β 1 , β 2 ) of this model under the null hypothesis. For u known and an observable threshold variable, this composite test is standard in the literature and appropriate test statistics are heteroscedasticity-robust F −tests and Wald tests. The special feature of the model under the alternative, an unobserved threshold variable, implies that to implement the test we need to do a preliminary estimation. Here, we estimate the model under the null hypothesis by quasi-maximum likelihood (QM L) and store the residuals. Then, in a second stage we estimate model (12) using as proxy for the threshold variables the residual process from the null AR(1)-GARCH(1,1) model. The rationale for doing this is that under the null hypothesis the residual sequence converges in probability to the error sequence in (12) . It is clear in this case that the regressors involving threshold variables are not statistically significant.
Further, in order to implement a heteroscedasticity-robust Wald type test as proposed in Hansen (1996) we use the ordinary least squares (OLS) method. The corresponding OLS vector of estimators
The vector γ(u) is, however, an unfeasible estimator of γ that depends on the unobservable vector of regressors y t−1 (u). Let ϕ n,H 0 be the QM L estimator vector of ϕ 0,H 0 and ε n,t−1 the corresponding residual sequence obtained from estimating the null AR(1)-GARCH(1,1) process. Now, we use these residuals to construct the feasible OLS estimator of γ defined by γ n (u) = (
′ . The following result shows that γ n (u) also converges to the same asymptotic distribution as γ(u), making possible to construct a Wald type test.
Proposition 5.-Assume the following conditions:
A.8 ε t has a distribution function F ε with Lebesgue density f ε , uniformly continuous and such that max e f ε (e) ≤ f < ∞.
Under H 0 , conditions A.7-A.8 and assumptions in Proposition 1 for
Assumption A.7 holds under mild regularity conditions on the process under the null hypothesis. Also, Ling and McAleer (2003, Theorem 5.1) give sufficient conditions for the asymptotic normality of the QM L estimator in AR(1)-GARCH(1,1) processes. Using these results in Proposition 5 and further algebra we are ready to derive the nonlinearity test for u known. The hypothesis of interest can be written as H 0 : Rγ = 0 with R = [0 2 I 2 ] a block diagonal matrix where 0 2 and I 2 are the 2 × 2 null and identity matrices, respectively. The heteroscedasticity-robust Wald test in this case is
with 
with χ 2 2 a chi-square distribution with two degrees of freedom.
For the most interesting cases, such as testing for nonlinearity when the values of the threshold vector u are not known, u 1 and u 2 are nuisance parameters that cannot be identified under the null hypothesis. In this case Hansen (1996) shows that the composite nonlinearity test is nonstandard. As proposed by this author, see also Davies (1977 Davies ( , 1987 or Andrews and Ploberger (1994) , hypothesis tests for nonlinearity can be based on the supremum and average of the relevant Wald test statistic computed over the domain of the nuisance parameter, in our case defined by
with F ε (u 1 ) and F ε (u 2 ) the cumulative distribution functions of the shock variable ε t evaluated at u 1 and u 2 , respectively. The relevant test statistics are sup u∈U T n (u) and Ave u∈U T n (u) with sup and Ave standing for the supremum and average functionals, respectively. Define now the score function S n (u) :
, and the asymptotic covariance function
For the results below we need the following two assumptions:
A. 10 The empirical estimators M n (u, u) and V n (u, u * ) converge uniformly to M (u, u) and V (u, u * ), respectively, over u, u * ∈ U .
Assumption A.9 guarantees that the covariance function is well defined, and A.10 with Proposition 5 ensure that under the null hypothesis,
, uniformly on u. For u fixed, expression (13) guarantees the weak convergence of S n (u) to a normal distribution. Now, the tightness of this process on u ∈ U , shown in Hansen (1996) , guarantees the weak convergence of S n (u) to a Gaussian process S(u) with covariance function Σ(u, u * ), with u, u * ∈ U . Under the hypothesis Rγ = 0 we have that √ nR γ n (u) converges weakly to RS(u), which is a zero mean Gaussian process with covariance function 
with ⇒ denoting weak convergence of T n (u) to the chi-square process,
The distribution of the above asymptotic process T O and related functionals depend, in general, on the covariance function Σ; hence its critical values cannot be tabulated except in special cases. To approximate the p−values of the supremum and average asymptotic tests we propose two different methods developed by Hansen (1996 Hansen ( , 1997 : the p − value transformation and a Wild bootstrap approximation, respectively. In Section 4 we explore the finite-sample accuracy of these approximations for different data generating processes and for both supremum and average tests. First, we discuss in the following subsection the asymptotic properties of the estimation procedure under the alternative hypothesis of nonlinearity.
Asymptotic Properties of the Parameter Estimators
Once the hypothesis of linearity of the data is rejected we proceed to estimate jointly the parameters of the whole model by QM L. Define u = (u 1 , u 2 ), ϕ = (ρ, β), where ρ = (α, ρ 1,1 , ρ 1,2 , ρ 1,3 ) and β = (β 0 , β 1 , β 2 ) ; let (ϕ 0 , u 0 ) denote the true values of the model parameters. Following Engle and Smith (1999) high level assumptions we assume that these true parameters exist and are unique. In this framework, the QML estimator is the solution of maximizing the following function:
where, abusing of notation,
. For a given u = (u 1 , u 2 ) ∈ U , the solution is ϕ(u), then in order to find the optimal threshold vector u n we maximize L n ( ϕ(u), u) with respect to u. Thus, the QML estimator of (ϕ, u) is ( ϕ( u n ), u n ). In the remainder of the paper, and given that our motivation is based on modeling the dependence in extreme regimes, we assume that the number of regimes is three. In more general cases the optimal number of regimes of the TAR model can be determined following the techniques developed in Gonzalo 
The nonstandard nature of the problem implies that asymptotic theory for general threshold models has not been widely explored yet. Some few examples are Chan (1993), Hansen (2000) or Gonzalo and Pitarakis (2002) . In our model this is even more relevant because under the alternative hypothesis of threshold effect the objective function l t (ϕ, u) is neither differentiable nor continuous with respect to the parameter vector. This discontinuity implies that standard asymptotic results on consistency and asymptotic normality for the parameter estimators cannot be obtained. Fortunately, for the TAR(3,1)-GARCH(1,1) model introduced in this paper it can be shown that the QML parameter estimators are consistent. The proof of the consistency for this model is even more challenging than for the standard TAR model, see Chan (1993) , due to the non-observable character of the threshold variable. In order to preserve space we do not report that proof in this version and refer the interested reader to the working paper version of the article found in the authors' homepages. The conditions for the consistency of the QML estimators and for the identifiability of the true model parameters are also found there.
The asymptotic distribution of the parameter estimators is also very difficult to obtain. The seminal papers discussed above show that the distribution of the parameter estimators, and in particular of the estimator of the threshold value u, usually depend on the continuity of the threshold model. In principle, in the standard SETAR environment the inference problem can be considered solved when the model is continuous, in this case u n and the rest of parameter estimators in the model converge asymptotically to a normal distribution at a √ n−rate. In the discontinuous case Chan (1993) shows that n( u n −u) converges weakly to a non-degenerate distribution that depends on a very complicated manner on a compound Poisson process and that apparently cannot be consistently estimated. Under more restrictive assumptions such as threshold effect vanishing asymptotically, the method of Hansen (2000) can be employed. Alternatively, Gonzalo and Wolf (2005) solve this problem by using subsampling techniques to estimate the convergence rate of the threshold estimator and to approximate the distribution of the parameter estimators in situations where the discontinuity of the model is not known and the inference for the regression parameters of the model becomes very difficult.
The discontinuity of our TAR(3,1)-GARCH(1,1) process implies that the estimators of the threshold parameters converge at a rate n. Unlike in standard TAR models our threshold variable is not observable and needs to be estimated from the data. Consequently, all the parameters of the model, mean and variance parameters, enter into the indicator function defining the threshold, and therefore, exhibit the same type of discontinuity as the threshold parameters. Hence, the whole vector of parameter estimators ϕ( u n ) must be consistent at a rate n. The formal proof of this result is very tedious and is beyond the scope of this paper. The interested reader is referred to Chan (1993) for the standard discontinuous TAR model and to Gonzalo and Martinez (2007) for the case of non-observable but estimable threshold variables. In order to approximate the distribution of n| ϕ( u n )−ϕ(u)| we propose time series bootstrap methods. 2 The following algorithm shows the implementation of bootstrap in this context. Section 4 studies via a Monte-Carlo simulation experiment the performance of this approximation in finite-samples.
Consider a sequence {y t } n t=1 generated by a TAR(3,1)-GARCH(1,1) process.
Algorithm:
1. Estimate by QM L the model parameters:
2. Obtain the demeaned and standardized residuals of the estimated TAR(3,1)-GARCH(1,1) process. 2 Subsampling techniques have also been implemented. Unfortunately, this method does not work well in our complex framework given by unobserved threshold variables. Nonreported simulations studying the finite-sample performance of subsampling methods to approximate the nominal size of the corresponding t-statistics are quite unsatisfactory for small and moderate sample sizes. The simulations also show that the empirical size relies heavily on the choice of the subsample size. 
6. Construct the empirical distribution that approximates the true bootstrap distribution:
,
• Inference for the threshold values is carried out in a similar fashion. In this case
The results from the next section show that this type of bootstrap can be a valid solution to the complex inference problem.
Simulation Experiment
The Monte-Carlo simulation experiment discussed in this section examines the finite-sample performance of size and power of the preceding tests. First, we explore the bootstrap and p-value transformation methods for approximating the finite-sample distribution of the supremum and average nonlinearity tests. We commence studying the empirical size of the test for three linear processes in the mean. These are an iid process, a pure GARCH(1,1) process and an AR(1)-GARCH(1,1) process:
1. y t = ε t with ε t iid (0,1), 2. y t = a t = h 1/2 t ε t , and h t = β 0 +β 1 a 2 t−1 +β 2 h t−1 with parameters β 0 = 0.05, β 1 = 0.10 and β 2 = 0.85, and ε t defined as in the previous case.
3. y t = ρy t−1 + a t with ρ = 0.20, and a t defined as in the previous case.
The error term is assumed standard Gaussian although other simulation experiments could be developed to see the robustness of the test to departures from Gaussianity. In all of the experiments the threshold regime is defined by the following space:
Whereas we use n = 250, 500 for the Wild bootstrap approximation we consider n = 250, 500 and 1000 for the p-value transformation. This is due to the poor results obtained from the second method for small sample sizes. The number of Monte-Carlo simulations for all the experiments is M = 2000. The following table 4.1 reports empirical estimates of the size at 5% and 10% significance level for the statistic defined by the supremum of T n (u) over the set of possible threshold values. The Hansen p − value transformation is too "liberal" for the supremum case. This can be produced by the definition of the U space. Hansen (1996) observes that the pointwise test statistics are ill-behaved for extreme values of u, that is, with F ε (u) close to 0 or 1, and proposes a [0.2, 0.8] region for searching potential thresholds. Our model, however, focuses on threshold effects on the extremes of the time series, hence our interest in giving more freedom to the threshold region in order to capture this effect. Nevertheless, the empirical size seems to converge to the nominal size for the three processes and two test statistics. This phenomenon, on the other hand, is less important for the Wild bootstrap approximation for which we report simulations for n = 250, 500 and M=2000 in tables 4.3 and 4.4. Finally, we present power results for the test when we use the Wild bootstrap approximation. For that, we consider two different models. In both cases the conditional mean is given by
In the first case, a t = ε t , in the second one a t = h Note that in both examples and for both test statistics the power grows with the sample size, however the average test statistic seems to be more powerful. Regarding the structure of the volatility process we observe more power of the nonlinearity test against homoscedastic alternative processes. To obtain a better insight about the power of both test statistics for the Wild bootstrap approximation method we carry out two more Monte Carlo experiments where different values of (ρ 1,1 , ρ 1,2 , ρ 1,3 ) and (u 1 , u 2 ) are considered. The family of models under the alternative (−1.50, 1.50 ). For consistency with previous simulations we show the results for n = 250 and n = 500. The results of this simulation are very encouraging in showing the validity of nonparametric time series bootstrap techniques to approximate the finite-sample distribution of the different test statistics in the model. The results for the threshold parameters are not as good as for the rest of TAR parameters due to the choice of grid employed to find the optimal thresholds in this experiment. To save computational time in this very intensive simulation exercise the grid only considers the 5%, 10%, 15%, and the 85%, 90%, 95% observation of the ordered sample as candidates for the left and right thresholds, respectively. Table 4 .7 shows that for n = 500 the empirical sizes approximate accurately the correct nominal 0.10 and 0.05 sizes.
The following section explores the suitability of these nonlinear processes for modeling financial returns during the period 2008-2011.
Empirical application: Predicting Ability in the Extremes
This application focuses on the modeling of financial returns using our proposed threshold model. The period under study is July 2008 to March 2011, that corresponds to a distressed period where worldwide financial markets have observed the plummeting of not only stock prices but also the rest of financial markets. The sample set covers, for example, the collapse of Lehman Brothers and Bear Stearns and the bailout of many other financial institutions. Our interest is in detecting whether extreme asset market fluctuations occurring during this period are correlated in mean, and whether this correlation is similar for positive and negative returns. Further, the occurrence of unexpected extreme shocks to the market not captured by standard econometric models makes this period ideal to assess the validity of our model. The TAR-GARCH methodology introduced before is capable of exploiting the occurrence of these shocks to predict piece-wise linear dependence on the return process.
To illustrate the presence of these nonlinearities in the US equity market we study the SPDR S&P 500 (SPY) fund. The SP Y fund, before expenses, corresponds to the price and yield performance of the S&P 500 Index. It is designed to have low portfolio turnover, accurate tracking, and lower costs. More information on the fund can be found in the following web address https://www.spdrs.com/product/fund.seam?ticker=spy. The performance of this fund is observed in Figure 5 .1. The sequence of log-returns is constructed as r t = 100 (lnP t − lnP t−1 ). A statistically significant TAR(3,1) structure implies that the occurrence of unexpected extreme events of either sign entails a different structure of correlation in the conditional mean process than after the occurrence of small shocks. Table 5 .1 reports the estimates of the different models above studied. The parameter space used for the analysis is F ε (u 1 ) ∈ [0.03, 0.20] and F ε (u 2 ) ∈ [0.80, 0.97]; and the grid covers every observation entertained in each parameter space.
Both the supremum and average Hansen tests are statistically significant at 10%; in particular the supremum test is significant at 5%; the test statistics are sup u∈U T n (u) = 12.084 and ave u∈U T n (u) = 2.608, respectively. These tests reject the linearity of the conditional mean process against the nonlinear TAR(3,1)-GARCH(1,1) alternative. By looking at the log-likelihood function we also obtain the same result. There is a small but statistically significant gain from the nonlinear model compared to the linear methods. The estimates of the TAR process reflect the existence of three different regimes in the dynamics of the log-return sequence and characterized by the threshold values u 1 = −0.743 and u 2 = 0.731 of the shock variable ε t−1 . The estimates of the model parameters are also significantly different across regimes. In particular, we find three autoregressive processes of order one; the extreme regimes show a mean reverting character since the autoregressive parameters are negative. Interestingly, the unconditional expected value of the autoregressive random variable ρ t is 0.013 pointing out an apparent lack of economically meaningful serial dependence of the process if evaluated at time t − 1, without considering the TAR component.
The standardized residuals ε t of the TAR-GARCH process are very similar to those of the AR-GARCH process. The diagnosis of the model reveals that both models are well specified. To illustrate this, Figure 5 .2 reports for the TAR-GARCH process estimated above the unstandardized ( a t ) and standardized ( ε t ) residual series, and the corresponding autocorrelation functions.
More formally, the Breusch-Godfrey F-test for two lags yields a p-value of 0.730, and the ARCH heteroscedasticity F-test for two lags yields a p-value of 0.520. Normality of the standardized residuals is however rejected with skewness and kurtosis statistics given by −0.439 and 3.710, respectively. 
Conclusions
This paper introduces a new class of nonlinear threshold models. Its novelty resides on two features of the model that make it different from previous TAR methodologies. First, the threshold variable determining the regimes is the shock variable, that is unobservable; and second, the regimes are motivated by the occurrence of extreme shocks. In this way this process is able to describe two types of dependence, linear dependence derived from the occurrence of extreme shocks and clustering of large observations derived from the occurrence of high volatility periods.
The model is flexible in what is able to describe a variety of dependence structures; in particular asymmetries in the probabilities in the tails and in the sequences of runs of extremes. This is particularly interesting for modeling financial time series for this model is able to replicate in a parsimonious way the stylized facts commonly encountered in these series, including the absence of overall linear correlation but accommodating at the same time the possibility of linear correlation in the extremes.
The empirical application studies the suitability of the nonlinear TAR(3,1)-GARCH(1,1) process to describe the dynamics of the log-returns on the SPY fund, a mutual fund that tracks very closely the performance of the US equity market (S&P 500 index) during the period July 2008 to March 2011. The estimation methods and tests developed in this paper provide statistical evidence to reject the null linearity hypothesis against our TAR-GARCH specification. The empirical evidence seems to support the presence of some persistence and mean reversion in the dynamics of log-returns after the occurrence of extreme shocks. Further, the results suggest that when the shock is in the extreme regimes the following return tends to be of opposite sign.
Mathematical Appendix
Proof of Theorem 1: The strict stationarity and ergodicity of a t and ρ t together with assumption A.4 are sufficient conditions to obtain a unique strictly stationary and ergodic solution of (3). This is shown in Brandt (1986) 
Proof of Proposition 1:
Using the random coefficient autoregressive representation of (3), (4), and theorem 1 it follows that
Then, from the Minkowsky inequality, independence of ε t and strict stationarity of a t :
with λ 1 < 1 by assumption A.5. Then, it is sufficient to show that ∥a t ∥ k < ∞, to prove Proposition 1. For that,
Proof of Proposition 2:
Now we derive the first moment of the process y t = α + ρ t y t−1 + a t , with a t = h 1/2 t ε t , when the assumptions in Proposition 1 hold for k = 1.
Replacing y t−1 in the above expression we obtain
Now, using the stationarity of the process ρ t y t−1 and the independence of ρ t from ρ t−1 y t−2 it is simple to see that
In order to obtain E[y t ] = 0 the intercept must be α = −E[ρ t a t−1 ]. For that case and assuming k = 2 now, the unconditional variance is
and by stationarity (V ar (y t ) = E [y
.
Finally, for the first order autocorrelation we compute first the autocovariance of order one that yields,
. Hence the first order autocorrelation is
Proof of Proposition 3:
Under assumptions in Proposition 2 the optimal l -periods ahead forecast, with l ≥ 1, of the process (3) and (4) are
This expression can be simplified using the facts that the shock sequence ε t and in turn ρ t are iid, ρ t and ρ t a t−1 are stationary sequences and a t is a martingale difference sequence. More specifically, these properties imply
. Therefore, the preceding expression reads as
Thus,
As l → ∞ the optimal conditional forecast converges to the unconditional mean in L 2 .
This is equivalent to show that E[y t+l
→ 0. Note that it is sufficient to prove that
. To prove this result we use asymptotic theory for L 2 − mixingales, defined as follows: a zero mean process Davidson (1994) or McLeish (1975) . Using A.6 for k = 2 it can be proved that Hansen (1991) , which implies that h
t ] is L 2 -Near Epoch Dependent on ε t of size −∞. Further, from Theorem 17.5 of Davidson (1994) , the process h (20) has the following upper bound that satisfies
with λ 4 = max {λ 3 , E(ρ t )}. By A.3 and A.5, 0 ≤ λ 4 < 1. Then, the upper bound goes to 0 and (19) immediately follows.
Proof of Proposition 4:
Let ζ t := {y t−1 = u, h t = h} and ζ t := {y t−1 = −u, h t = h} with h > 0 define the relevant conditioning sets. Under model (3), (4) and the assumption that ε t is iid we have
This expression can be simplified to
Using similar algebra we know that
Further, given the symmetry of ε t , it follows that P {
} and taking, for example, ρ 1,1 ∈ (0, 1) and
there exists u large enough such that P {ε
The inequality in expression (10) is obtained from observing that
To obtain the last inequality we use that
. The last inequality,
In the other case, using previous arguments
which proves that lim
and lim u→∞ P
. The last statement proves that for u large
} . Similar calculations show that the symmetry of the density function of ε t implies that the AR(1)-GARCH(1,1) processes with α = 0 (given that E (y t ) = 0) have the same conditional probability in both tails. Expression (11) follows from the following calculations:
with ρ 1 the autoregressive parameter of the AR(1) component. For ρ 1 = 0 we have the GARCH(1,1) case.
Proof of Proposition 5:
To obtain the result in Proposition 5 it is sufficient to study the convergence in probability to zero of
In particular we concentrate on showing this for one element of the vector, namely,
for the remaining terms the result is analogous. This process, using further notation in Koul and Ling (2006) , can be expressed as
, 
and sup δ∈(0,1)∩Q
with
then it follows that K n (ς) =⇒ K ∞ (ς), with K ∞ (ς) a Gaussian process with zero mean and covariance function given by C (ς 1 , ς 2 ) .
Proof of Lemma A1. It follows from Theorem A1 in Delgado and Escanciano (2007).
A consequence of the asymptotic tightness of K n (ς)(= K n (u, x)) is that if x converges in distribution to x 0 , then We also introduce the conditional distribution function
) . Without loss of generality suppose that u k ≥ 0 (for the opposite case the expression can be bounded in a similar way). Using the monotonicity of the indicator function we obtain
Now the first term of the last inequality is the sum of a martingale difference sequence and can be easily proved to be o p (1) . The second term, using that max e f ε (e) ≤ f < ∞, by A.8, and the mean value theorem, can be upper bounded as
where the last inequality follows from assuming that and therefore (23) is satisfied.
