Abstract The present work addresses the question how sampling algorithms for commonly applied copula models can be adapted to account for quasi-random numbers. Besides sampling methods such as the conditional distribution method (based on a one-to-one transformation), it is also shown that typically faster sampling methods (based on stochastic representations) can be used to improve upon classical Monte Carlo methods when pseudo-random number generators are replaced by quasi-random number generators. This opens the door to quasi-random numbers for models well beyond independent margins or the multivariate normal distribution. Detailed examples (in the context of finance and insurance), illustrations and simulations are given and software has been developed and provided in the R packages copula and qrng.
the fact that these methods are more sensitive to certain properties of the function Ψ . Thus the choice of the construction method of a stochastic representation for C can have complex effects on the performance of QMC methods, a feature that does not show up when using Monte Carlo methods. The present work includes a careful analysis of these effects, as they must be thoroughly understood in order to successfully replace pseudorandom numbers by quasi-random numbers into different copula sampling algorithms.
Let us briefly summarize the idea behind QMC methods and how they can be used for copula models; more precise definitions on some of the concepts used here will be given later. The idea is to start with a so-called low-discrepancy point set P n = {v v v 1 , . . . , v v v n } ⊆ [0, 1) k , with k ≥ d, which is designed so that its empirical distribution over [0, 1) k is closer (in a sense to be defined later) to the uniform distribution U[0, 1) k than a set of independent and identically (i.i.d.) random points is. Assuming that for U U U ∼ U[0, 1] k we have a transformation φ C such that φ C (U U U ) ∼ C, we can then construct the approximation
(2) Figure 1 shows the points φ C (v v v i ) obtained using either pseudorandom or quasi-random numbers, for a transformation φ C designed for the Clayton copula. QMC methods are typically used to approximate integrals of functions over the unit cube via
A widely used upper bound for the integration error |I( f ) − Q n | is the Koksma-Hlawka inequality (see, e.g., Niederreiter (1992) ), which is of the form V ( f )D * (P n ), where V ( f ) measures the variation of f in the sense of Hardy and Krause, while D * (P n ) measures the discrepancy of P n , i.e., how far P n is from U[0, 1) k .
To analyze the properties of the QMC approximation (2) for E[Ψ (U U U)], there are two possible approaches. The first one is to define f = Ψ • φ C and work within the traditional framework given by (3), the Koksma-Hlawka inequality with this composed function and the low-discrepancy point set P n . The second one is to think of (2) as approximating (u u u) and work with generalizations of the Koskma-Hlawka inequality that apply to measures other than the Lebesgue measure; see Hlawka and Mück (1972) or Aistleitner and Dick (2015) . In the latter case, we work with the function Ψ and view the transformation φ C as one that is applied to the lowdiscrepancy point set P n rather than to Ψ . That is, here we work with the transformed point setP n = {φ C (v v v 1 ), . . . , φ C (v v v n )} and analyze its quality via measures of discrepancy that quantify its distance to C rather than comparing P n to U[0, 1) k .
QMC methods have been used in a variety of applications, but so far most of the problems considered have been such that the stochastic models used can be formulated using independent random variables (e.g., a vector of dependent normal variates can be written as a linear transformation of independent normal variates). In such cases, the transformation of the uniform vector v v v into observations from the desired stochastic model can be easily obtained by transforming each component v j of v v v using the inverse transform method, which is deemed to work well with QMC in part because of its monotonicity, and also because it corresponds to an overall one-to-one transformation from [0, 1) d to R d .
In the more general copula setting considered in this paper, at first sight the so-called conditional distribution method (CDM) (which is the inverse of the copula-based version of the Rosenblatt transform) appears to be a good choice to use with quasi-random numbers, as it is the direct multivariate extension of the inverse transform mentioned in the previous paragraph. Namely, it is a one-to-one transformation that maps [0, 1) d to [0, 1) d and it is monotone in each variable. A transformation with k = d is certainly desirable (and preferable to a many-to-one transformation with k > d) when used in conjunction with QMC methods, since these methods do better on problems of lower dimension. Also, intuitively the monotonicity should be helpful to preserve the smoothness of Ψ (for the first approach) and the low-discrepancy of P n (for the second approach). An additional advantage of the CDM is that it is applicable to any copula C (and the only known algorithm such general). However, the involved (inverses of the) conditional copulas are often challenging to evaluate which has led to other sampling algorithms being more frequently used. An example is the Marshall-Olkin algorithm for sampling Archimedean copulas, which we also address in this work.
The paper is organized as follows. Section 2 provides a short introduction to quasi-random numbers. Section 3 shows how quasi-random samples from various copulas (and thus multivariate models with these dependence structures) can be obtained using different sampling algorithms. Detailed examples are given. In Section 4 we discuss the theoretical background supporting each of the two approaches mentioned earlier to analyze the use of low-discrepancy sequences for copula sampling. Numerical results are provided in Section 5. Finally, Section 6 includes concluding remarks and a discussion of future work. Note that most results and figures presented in this paper (as well as additional experiments conducted) can be found in the R packages copula (see the vignette qrng) and qrng (see demo(basket_options) and demo(test_functions)).
Quasi-random numbers
Here we assume that a random sample {U U U i : i = 1, . . . , n} from a copula C can be generated by transforming a random sample {U U U i : i = 1, . . . , n} from U[0, 1] k with k ≥ d; several algorithms for copula models fall under this setup. Due to the independence of the vectors U U U i , realizations of the sample {U U U i : i = 1, . . . , n} (obtained by so-called pseudo-random number generators (PRNGs)) will inevitably show regions of [0, 1] k which are lacking points and other areas of [0, 1] k which contain more samples than expected by the uniform distribution. To reduce this problem of an inhomogeneous concentration of samples, quasi-random number generators (QRNGs) do not aim at mimicking i.i.d. samples but instead at producing a homogeneous coverage of [0, 1] k .
The homogeneity of a sequence of points over the unit hypercube can be measured by its discrepancy, which relates to the error incurred by representing the (Lebesgue-)measure of subsets of the unit hypercube by the fraction of points in these subsets. Quasi-random sequences aim at achieving smaller discrepancy than pseudo-random number sequences and are thus also called low-discrepancy sequences. The rest of this section reviews concepts related to QRNG that are used in this paper. The reader is referred to Niederreiter (1992) , Morokoff (1998) , (Glasserman 2004, Chapter 5) , and Dick and Pillichshammer (2010) for more details.
Discrepancy
The notion of discrepancy applies to sequences of points
where
The star discrepancy D * of P n is defined by
An infinite sequence X satisfying D * (P n ) ∈ O(n −1 log k n) is said to be a low-discrepancy sequence.
For a function Ψ : [0, 1) k → R, we have the well-known Koksma-Hlawka error bound given by
where U U U ∼ U[0, 1] k and V (Ψ ) denotes the variation of the function Ψ in the sense of Hardy and Krause. See Owen (2005) for a detailed account of the notion of variation and its applicability in practice. We also refer the interested reader to Hartinger et al (2004) and Sobol' (1973) for results handling unbounded functions (and thus of unbounded variation).
Low-discrepancy sequences
There are two main approaches for constructing low-discrepancy sequences: integration lattices and digital sequences.
Only the latter are used in this paper, so our discussion will focus on those. Digital sequences contain the well-known constructions of Sobol' (1967) , Faure (1982) , and Niederreiter (1987) , and are also closely related to the sequence proposed in Halton (1960) . The basic building block for this construction is the van der Corput sequence in base b ≥ 2, defined as
where a r (i) is the rth digit of the b-adic expansion of i − 1 = ∑ ∞ r=0 a r (i) b r . To construct a sequence of points in [0, 1) k from this one-dimensional sequence, one approach is the one proposed by Halton (1960) , which consists of choosing k pairwise relatively prime integers b 1 , . . . , b k and defining the ith point of the sequence as
Another possibility is to fix the base b, and choose k linear transformations that are then applied to the digits a r (i) from the expansion of i − 1 before being used in (5) to define a real number between 0 and 1. More precisely, let M 1 , . . . , M k be (unbounded) "∞ × ∞" matrices with entries in Z b and let
where m r,l is the element in the rth row and lth column of M j . Here we assume for simplicity that b is prime and all operations in (6) are performed in the finite field F b . One can then define a sequence of points in [0, 1) k by taking
as its ith point. Sobol' was the first to propose such a construction, working in base 2 and defining the matrices M 1 , . . . , M k so that he was able to prove that the obtained sequence has D * (P n ) ∈ O(n −1 log k n); see Sobol' (1967) . We also point out that Halton sequences can be generalized using the same idea as in (7). That is, one can choose matrices M 1 , . . . , M k with the elements of M j in Z b j , and "scramble" the digits of the expansion of i − 1 before reverting them via (5) to produce a number between 0 and 1. A very simple way to achieve this is via diagonal matrices M j , each containing a well-chosen element (or factor) of Z b j . In our numerical experiments, we use such an approach, with the factors provided in Faure and Lemieux (2009) ; see the R package qrng for an implementation.
Randomized quasi-Monte Carlo
In contrast to the error rate O(n −1/2 ) for Monte Carlo methods based on PRNGs, approximations based on QRNGs have the advantage of having an error in O(n −1 log k n) when the function of interest Ψ is of bounded variation. However, in practice it is also important to be able to estimate the corresponding error. While bounds such as the Koksma-Hlawka inequality are useful to understand the behaviour of approximations based on quasi-random sequences, they do not provide a practical way to estimate the error. To circumvent this problem, an approach that is often used is to randomize a low-discrepancy point set in such a way that its high uniformity (or low discrepancy) is preserved, but at the same time unbiased estimators can be constructed (and sampled) from it. Another advantage of this approach is that variance expressions can be derived and compared with Monte Carlo sampling for wider classes of functions, i.e., not necessarily of bounded variation (see Owen (1997a) , Lemieux (2009) and the references therein). This approach gives rise to randomized quasi-Monte Carlo (RQMC) methods.
To apply this approach, we need a randomization function
Hence the individual RQMC samples have the same properties as those from a random sample; the difference lies in the fact that the RQMC samples are dependent.
An early randomization scheme originally proposed by Cranley and Patterson (1976) is to take
A randomized point set is then obtained by generating a uniform vector U U U and lettingP
Hence the same shift U U U is applied to all points in P n . If we let U U U 1 , . . . ,U U U B be independent U[0, 1] s vectors, we can construct B i.i.d. unbiased estimatorŝ
, whose variances can be estimated via the sample variance ofμ 1 n , . . . ,μ B n . In addition to the simple random shift described in (8), several other randomization schemes have been proposed and studied. A popular randomization method for digital nets is to "scramble" them, an idea originally proposed by Owen (1995) and subsequently studied by Owen (1997a) , Owen (1997b) , Owen (2003) , Matousěk (1998) and Hong and Hickernell (2003) , among others.
A simpler randomization for digital nets is to use the digital counterpart of (8), where instead of adding two real numbers modulo 1, we add (in Z b ) the digits of their base b expansion. That is, for u = ∑ 3 Quasi-random copula samples Sampling procedures for a d-dimensional copula C can be viewed as transformations φ C :
The case k = d is mostly known and applied as conditional distribution method (CDM) and involves the inversion method for sampling univariate conditional copulas (although, for example, for Archimedean copulas another transformations φ C with k = d is known; see Wu et al (2006) ). This approach thus naturally uses d independent U[0, 1] random variables as input. The case k ≥ d (often: k > d) is typically known as stochastic representation and is usually based on sampling k univariate random variables from elementary probability distributions, as we will see in Section 3.2.
In what follows we consider the above two approaches and show how they can be adapted to quasi-random number generation.
3.1 Conditional distribution method and other one-to-one transformations (k = d)
Theoretical background
The only known general sampling approach which works for any copula is the CDM. For j ∈ {2, . . . , d}, let
denote the conditional copula of U j at u j given U 1 = u 1 , . . . , U j−1 = u j−1 . If C − (u j | u 1 , . . . , u j−1 ) denotes the corresponding quantile function, the CDM is given as follows; see Embrechts et al (2003) or (Hofert 2010, p. 45) .
. . .
To find the conditional copulas C(u j | u 1 , . . . , u j−1 ), for j ∈ {2, . . . , d}, for a specific copula C, the following result (which holds under mild assumptions) is often applied. A rigorous proof can be found in (Schmitz 2003, p. 20) , an implementation is provided by the function rtrafo() in the R package copula. The corollary that follows is an immediate consequence of Sklar's theorem, for example.
Theorem 2 (Computing conditional copulas) Let C be a d-dimensional copula, which, for d ≥ 3, admits continuous partial derivatives with respect to the first d − 1 arguments. For j ∈ {2, . . . , d} and u l ∈ [0, 1], l ∈ {1, . . . , j},
where D j−1...1 denotes the derivative with respect to the first j − 1 arguments, C(u 1 , . . . , u j ) denotes the marginal copula corresponding to the first j components and c(u 1 , . . . , u j−1 ) denotes the density of C(u 1 , . . . , u j−1 ). If C admits a density, then (9) equals
Corollary 1 (Conditional copulas for general multivariate distributions) Let H be a d-dimensional absolutely continuous distribution function with margins F 1 , . . . , F d and copula C. For j ∈ {2, . . . , d} and u l ∈ [0, 1], l ∈ {1, . . . , j},
Examples
We now present several copula families and show how the corresponding conditional copulas and their inverses can be computed. To the best of our knowledge, several of these results have not appeared in the literature before.
Elliptical copulas
An elliptical copula describes the dependence structure of an elliptical distribution; for the latter, see Cambanis et al (1981) , Embrechts et al (2002) , Embrechts et al (2003 ), or (McNeil et al 2005 . The most prominent two families in the class of elliptical copulas are the Gauss and the t copulas.
Gauss copulas. Gauss copulas are given by
where Φ P denotes the d-variate normal distribution function with location vector 0 0 0 and scale matrix P (a correlation matrix) and Φ −1 is the standard normal quantile function. Consider the dimension to be j and let X X X ∼ Φ P with X X X = (X X X 1:( j−1) , X j ). Furthermore, assume P = P 1:( j−1),1:( j−1) P 1:( j−1), j P j,1:( j−1) P j, j to be positive definite. It follows from (Fang et al 1990, p. 45 and 78 ) that
where µ j|1:( j−1) (x x x 1:( j−1) ) = P j,1:( j−1) P 1:( j−1),1:( j−1) −1 x x x 1:( j−1) ,
and thus that
An implementation of this inverse is provided via rtrafo(, inverse=TRUE) in the R package copula.
t copulas. t copulas are given by
where t ν,P denotes the d-variate t ν distribution function with location vector 0 0 0 and scale matrix P (a correlation matrix) and t −1 ν is the standard t ν quantile function. The following proposition guarantees stability of the t copula upon conditioning; see the appendix for its proof and rtrafo() for an implementation. We are not aware that this result has appeared before. Given the importance of t copulas in practice, this is rather remarkable.
Proposition 1 (Conditional t copulas and inverses) With the notation as in the Gauss case, the conditional t copula at u j , given u 1 , . . . , u j−1 , and its inverse are given by
for s 1 , s 2 as given in the proof.
Figure 2 displays 1000 samples from a t copula with three degrees of freedom and correlation parameter ρ = P 1,2 = 1/ √ 2 (Kendall's tau equals 0.5), once drawn with a PRNG (top) and once with a QRNG (bottom). We can visually confirm in this case that the low discrepancy of the latter is preserved. How this seemingly good feature translates into better estimators of the form (2) will be studied further through the theoretical results of Section 4 and the numerical experiments of Section 5.
Archimedean copulas
An (Archimedean) generator is a continuous, decreasing function ψ : [0, ∞] → [0, 1] which satisfies ψ(0) = 1, ψ(∞) = lim t→∞ ψ(t) = 0, and which is strictly decreasing on [0, inf{t :
where u u u = (u 1 , . . . , u d ) ∈ [0, 1] d , and for some generator ψ with inverse ψ −1 :
, where ψ −1 (0) = inf{t : ψ(t) = 0}. For applications and the importance of Archimedean copulas in the realm of finance and insurance, see, e.g., Hofert et al (2013) . McNeil and Nešlehová (2009) show that a generator defines an Archimedean copula if and only if ψ is d-monotone, meaning that ψ is continuous on [0, ∞], admits derivatives
is decreasing and convex on (0, ∞).
Assuming ψ to be sufficiently often differentiable, conditional Archimedean copulas follow from Theorem 2 and are given by
where u l ∈ [0, 1], l ∈ {1, . . . , j}, and thus 0.8
Figure 2 1000 realizations of a t copula with three degrees of freedom and correlation parameter ρ = 1/ √ 2 (Kendall's tau equals 0.5), generated by a PRNG (top) and by a QRNG (bottom).
The generator derivatives ψ ( j−1) and their inverses ψ ( j−1) −1 can be challenging to compute. The former are known explicitly for several Archimedean families and certain generator transformations; see Hofert et al (2012) for more details. To compute the inverses, one can use numerical root-finding on [0, 1]; see rtrafo(..., inverse=TRUE) in the R package copula. This can be applied, e.g., in the case of Gumbel copulas.
The following example shows the case of a Clayton copula family, for which (14) can be given explicitly and thus where the CDM is tractable; this explicit formula is also utilized by rtrafo(, inverse=TRUE).
and (14) equals
Figure 1 displays 1000 samples from a Clayton copula with θ = 2 (Kendall's tau equals 0.5), once drawn with a PRNG (top) and once with a QRNG (bottom).
Marshall-Olkin copulas
A class of bivariate copulas for which
, where one can show that
Figure 3 shows 1000 samples, once drawn from a PRNG (top) and once from a QRNG (bottom). Here again we can visually confirm the low discrepancy. Another class of copulas not discussed in this section which is naturally sampled with the CDM and thus can easily be adapted to construct corresponding quasi-random numbers is the class of pair copula constructions; see, e.g., Kurowicka and Cooke (2007) . For this purpose, we modified the function RVineSim() in the R package VineCopula (version ≥ 1.3). It now allows to pass a matrix of quasi-random numbers to be transformed to the corresponding samples from a pair copula construction; see the vignette qrng in the R package copula for examples. Note that if sampling of the R-vine involves numerical root-finding (required for certain copula families), the corresponding numerical inaccuracy may have an effect on the low discrepancy of the generated samples.
Stochastic representations (k
≥ d, typically k > d)
Theoretical background
As mentioned above, pair-copula constructions are one of the rare copula classes for which the CDM is applied in practice. For most other copula classes and families, faster sampling algorithms derived from stochastic representations of U U U ∼ C are known, especially for d 2. They are mostly class-and family-specific, as can be seen in the examples below.
Examples Elliptical copulas
Gauss and t copulas are typically sampled via their stochastic representations.
Gauss copulas. A random vector X X X ∼ Φ P admits the stochastic representation X X X = AZ Z Z where A denotes the lower triangular matrix from the Cholesky decomposition P = AA and Z Z Z is a vector of d independent standard normal random variables. A random vector U U U ∼ C Ga P thus admits the stochas-
here Φ is assumed to act on AZ Z Z component-wise. Note that for Gauss copulas, this sampling approach is equivalent to the CDM. t copulas. A random vector X X X ∼ t ν,P admits the stochastic representation X X X = √ W AZ Z Z where A and Z Z Z are as above and W = 1/Γ for Γ following a Gamma distribution with shape and rate equal to ν/2. A random vector U U U ∼ C t ν,P thus admits the stochastic representation t ν (X X X) = t ν ( √ W AZ Z Z); as before, t ν is assumed to act on √ W AZ Z Z component-wise. Note that for t copulas with finite ν, this sampling approach is different from the CDM.
Archimedean copulas
The conditional independence approach behind the MarshallOlkin algorithm for sampling Archimedean copulas is one example for transformations φ C for k > d; see Marshall and Olkin (1988) . For this algorithm, k = d + 1 and one uses the fact that for an Archimedean copula C with completely monotone generator ψ,
denotes the inverse Laplace-Stieltjes transform). To give an explicit expression for the transformation φ C = φ MO C in this case, we assume that v 1 is used to generate V via the inversion method, and v j+1 is used to generate E j , for j ∈ {1, . . . , d}.
Then we have that
We can use a low-discrepancy sequence in k = d + 1 dimensions to produce a sample based on this method. Having k = d + 1 instead of k = d is a slight disadvantage, since it is well known that the performance of QMC methods tends to deteriorate with increasing dimensions.
To explore the effect of the transformation φ C on P n , we generated 1000 realizations of a three-dimensional Halton sequence; see the top of Figure 4 where we colored points falling in two non-overlapping regions in [0, 1) 2 . The first two of the three dimensions are then mapped via φ CDM C (see the bottom of Figure 4 ) to a Clayton copula with parameter θ = 2 (such that Kendall's tau equals 0.5). As we can see, the non-overlapping colored regions remain non-overlapping after the one-to-one transformations have been applied. To study the effect of the Marshall-Olkin algorithm, we look at when the first dimension of the Halton sequence is mapped to a Gamma Γ (1/θ , 1) distribution by inversion of v 1 (the distribution of V in (15) for a Clayton copula) and the last two to unit exponential distributions (by inversion of 1 − v j for j = 2, 3, so that the obtained u j is increasing in each of v 1 and v j+1 for j = 1, 2). The top of Figure 5 shows the second and third coordinates of the Halton sequence, and colors the points belonging to two different three-dimensional intervals (this is why not all two-dimensional points are coloured in the two-dimensional projected regions). We see on the bottom of Figure 5 that here again, the colored regions remain non-overlapping. However, it should also be clear that two points in a given interval defined over the second and third dimension could end up in very different locations after this transform, if the corresponding first coordinates are far apart. Hence, the fact that the Marshall-Olkin transform uses k = d +1 uniforms (and thus is not one-to-one) makes it more challenging to understand its effect when used with quasirandom numbers. On the other hand, because it is designed so that the first uniform v 1 is very important, it may work quite well with QMC since these methods are known to perform better when a small number of variables are important (i.e., see Dick and Pillichshammer (2010) ; Lemieux (2009) ). This combination (QRNG with the Marshall-Olkin approach) is studied further in Section 4, with numerical results provided in Section 5.
Marshall-Olkin copulas
Bivariate (d = 2) Marshall-Olkin copulas C also allow for a stochastic representation in our framework φ C for k > d. For example, it is easy to check that for
This construction can be generalized to d > 2 (but we omit further details about Marshall-Olkin copulas in the remaining part of this paper).
Words of caution
The plots showing copula samples obtained from QRNGs that we have seen so far have been promising, in that the additional uniformity (or low discrepancy) compared to pseudosampling was visible. Here we want to add a word of caution to the effect that it is crucial to work with high quality quasi-random numbers, as defects that exist with respect to their uniformity on the unit cube will translate into poor copula samples. sequence (top) and a similar sample obtained from a generalized Halton sequence (bottom), which was designed to address defects of this type in the Halton sequence. More precisely, here the problem is that this particular projection is based on the twin prime numbers 71 and 73 for the base. Defects of this type are discussed further, e.g., in Morokoff and Caflisch (1994) . 
Analyzing the performance of copula sampling with quasi-random numbers
In this section, we discuss the two approaches outlined in the introduction to analyze the validity of sampling algorithms for copulas that are based on low-discrepancy sequences.
Composing the sampling method with the function of interest Ψ
Our goal here is to assess the quality of a quasi-random sampling method for copula models by viewing the transformation φ C as being composed with the function Ψ of interest, so that we can work in the usual Koksma-Hlawka setting based on uniform discrepancy measures. Given that a copula transform φ C = (φ C,1 , . . . , φ C,d ) is regular enough, denote its Jacobian by
and write
In the case of φ C = φ CDM C , one can easily show that
While the properties of the CDM approach allow one to directly show (17) in its integral form as done above, this equality holds more generally for any transformation φ C : Caflisch (1998) ; Pillards and Cools (2006) .
In the case where (17) holds, one can apply the KoksmaHlawka error bound (4) to transformed samples.
Proposition 2 (Koksma-Hlawka bound for a change of variables) Let U U U ∼ C, φ C such that (17) holds, and u u u
To get further insight into the conditions required to have a finite bound on the integration error, we work with a slight variation of the above bound that is given in (Niederreiter 1992, pp. 19-20) (see also (Hlawka and Mück 1972, (4') ) and (Hlawka 1961 , (4))), where the term V (Ψ • φ C ) is replaced by an expression given in terms of the partial derivatives of Ψ • φ C assuming the latter exist and are continuous. It is given by
and the second sum is taken over all nonempty subsets α α α = {α 1 , . . . , α l } ⊆ {1, . . . , d}. Furthermore, the notation 1 1 1 in Ψ • φ C (v α 1 , . . . , v α l , 1 1 1) means that each variable v j with j / ∈ {α 1 , . . . , α l } is set to 1.
The following proposition provides sufficient conditions on the functional Ψ and on the copula C to ensure that
Proposition 3 (Conditions to have bounded variation with variable change in the CDM) Assume that Ψ has continuous mixed partial derivatives up to total order d and there exist m, M, K > 0 such that for all u u u ∈ (0, 1) d , c(u u u) ≥ m > 0 and
Then there exists a constant C (d) (independent of n but dependent on Ψ ) such that for the choice φ C = φ CDM C , we have
Proof See (Hlawka and Mück 1972, (11) and the remark thereafter).
Remark 1 1) As we will see in the discussion preceding the next proposition, in general, to ensure that Ψ • φ C d,1 < ∞ holds, a possible approach is to bound the mixed partial derivatives involving Ψ and then to verify that the mixed partial derivatives involving φ C are integrable. As explained in Hlawka and Mück (1972) , Condition (18) ensures that the latter condition is verified in the case of the CDM (or Rosenblatt) transform, and avoids having to deal with the function φ C and its partial derivatives. Unfortunately (and while it may seem easier to work with the conditional copulas C(u j | u 1 , . . . , u j−1 ) than with φ C ), in many cases the copulas involved do not have bounded mixed partial derivatives everywhere, with singularities appearing near the boundaries when one or more arguments are 0 or 1. A non-trivial case where we were able to verify (18) is for the Eyraud-Farlie-Gumbel-Morgenstern copula (see Jaworski et al (2010) ), assuming the parameters are chosen so that the density c(u u u) and thus the denominator of C(u j |u 1 , . . . , u j−1 ) is bounded away from 0 for all u u u ∈ [0, 1) d . 2) We note that the conditions given in (19) are not the same as those required to prove that
is bounded; in the latter case, we only need to consider mixed partial derivatives of order at most one in each variable (since the α j 's are distinct). However, in (19), the β j 's are not necessarily distinct. In particular, this means that we need to consider the partial derivative of Ψ of order d with respect to each variable and make sure it is bounded.
Let us now move away from the CDM method and consider a general transformation φ C . In order to study Ψ • φ C d,1 , we first need to decompose mixed partial derivatives of the form
in terms of Ψ and φ C separately. To do so, we follow Hlawka and Mück (1972) , as well as (Constantine and Savits 1996, Theorem 2.1), and obtain an expression for the mixed partial derivative of a composition of functions via the representation
where β β β ∈ N d 0 and |β
Here we do not specify over which values of γ j and k j the inner sum in the above expression is taken: details can be found in the proof of Proposition 4. But let us point out that in the product over j, each index α 1 , . . . , α l appears exactly once. On the other hand -and as noted in item 2) of Remark 1 above -in the mixed partial derivative of Ψ , a given variable can appear with order larger than 1.
From (20), we see that a sufficient condition to show that Ψ • Φ C d,1 < ∞ is to establish that all products of the form
are in L 1 . We note that for the MO algorithm (assuming as we did in (16) that v 1 is used to generate V and v j+1 is used to generate E j ), φ C, j is a function of v 1 and v j+1 only, for j ∈ {1, . . . , d}. Hence the only partial derivatives of φ C, j that are nonzero are those with respect to variables in {v 1 , v j+1 }. This observation is helpful to prove the following result, which shows that the error bound obtained when using the MO algorithm has the desired behavior induced by the low-discrepancy point set used to generate the copula samples; note that it does not show that Ψ • Φ C has bounded variation. Its proof can be found in the appendix.
Proposition 4 (Error behaviour for MO for continuous V ) Let φ MO C be the transformation associated with the Marshall-Olkin algorithm, as given in (16), and that V ∼ F is continuously distributed. Let P n = {v v v i , i = 1, . . . , n} be the point set in [0, 1) d+1 used to produce copula samples via the transformation φ MO C and let u u u i = φ MO C (v v v i ). If 1) the point set P n excludes the origin and there exists some p ≥ 1 such that min 1≤i≤n v i,1 ≥ 1/pn;
2) the function Ψ satisfies |Ψ (u u u)| < ∞ for all u u u ∈ [0, 1) d+1 and
with β l ∈ {0, . . . , d} and |β β β | ≤ d; 3) and the generator ψ(·) of the Archimedean copula C is such that a) ψ (t) + tψ (t) has at most one zero t * in (0, ∞) and it satisfies −t * ψ (t * ) < ∞; and b) F −1 (1 − 1/pn) is in O(n a ) for some constant a > 0; then there exists a constant C (d) (independent of n but dependent of Ψ and φ MO C ) such that
Remark 2 We note that if E[V ] < ∞, as is the case for Clayton's copula family, Condition 3) b) can be easily checked via Markov's inequality. In the case of the Gumbel copula, V has an α-stable distribution and it can be shown that P(V > x) ≤ cx −α for x ≥ x 0 and for some constant c, where c and x 0 depend both on the parameters of the distribution; see (Nolan 2014 , Theorem 1.12). Therefore F −1 (1 − 1/pn) can be bounded by a constant time n a in this case (namely by max{x 0 , (cpn) 1/α }). As for Condition 3) a), one can show that t * = θ and t * = 1 are the only zeros for the Clayton and Gumbel copulas, respectively.
When F is discrete, we can split the problem into subproblems based on the value taken by V . Then, in each case, the bounded variation condition is much easier to verify, because the transformation φ C given V is essentially onedimensional as it is mapping each v j to an exponential E j−1 for j ∈ {2, . . . , d + 1}. Its proof can be found in the appendix.
Proposition 5 (Error behaviour for the Marshall-Olkin algorithm for discrete V ) Let φ MO C be the transformation associated with the Marshall-Olkin algorithm, as given in (16) and assume C is an Archimedean copula whose distribution function F of V is discrete. Let P n = {v v v i , i = 1, . . . , n} be the point set in [0, 1) d+1 used to produce copula samples via the transformation φ MO C and let u u u i = φ MO C (v v v i ). If (22) holds and 1) there exists some p ≥ 1 such that the point set P n satisfies max 1≤i≤n v i,1 ≤ 1 − 1/pn; 2) there exist constants c > 0 and q ∈ (0, 1) such that 1 − F(l) ≤ cq l for l ≥ 1;
then there exists a constant C (d) (independent of n but dependent of Ψ and φ MO C ) such that
Remark 3 We note that the Frank, Joe and Ali-Mikhail-Haq copulas are such that F is discrete. The condition on the tail of F stated in the proposition can be shown to hold for the Frank and Ali-Mikhail-Haq copulas, but not for the Joe copula (the distribution of V in this case has a Sibuya distribution, for which no moments exists, i.e., it has a very fat tail).
Let us now move on to RQMC methods. We already mentioned that an advantage they have over their deterministic counterparts is that much weaker conditions are required to provide variance expressions for their corresponding estimators. The following result shows that this also holds after composing Ψ with φ C .
Proposition 6 (Variance expression with a change of variables) IfP n = { v v v 1 , . . . , v v v n } is a randomly digitally shifted net with corresponding RQMC estimator
where L * d is the dual net of the deterministic net that has been shifted to getP n , andf (h h h) is the Walsh coefficient of f at h h h, while
Proof It is clear from Theorem 3 in the appendix and using Representation (17) that (23) holds and the condition Var(Ψ (U U U)) < ∞ with U U U ∼ C ensures it is finite. So what remains to be shown is the expression for the Walsh coefficient of the composed function Ψ • φ C . It is obtained as follows:
where the third equality holds thanks to Fubini's theorem.
By adding assumptions on the smoothness of Ψ and thus on the behavior of its Walsh coefficients, one could obtain improved convergence rates for the variance given in (23) compared to the O(1/n) we get with MC, something we plan to study in future work.
Transforming the low-discrepancy samples
As mentioned in the introduction, we can think of φ C as transforming the point set P n instead of being composed with Ψ . The integration error can then be analyzed via a generalized version of the Koksma-Hlawka inequality such as the one studied in Aistleitner and Dick (2015) , which we now explain.
Similarly to the Lebesgue case we define the copuladiscrepancy function with respect to a copula-induced measure P C on an interval B (i.e., P C (B) = P(U U U ∈ B) for U U U ∼ C) as
The copula-discrepancy D C of P n is then defined as
and similarly for D * C (P n ), the star-copula-discrepancy function when the sup in (24) is taken over J * instead.
The generalization of the Koksma-Hlawka inequality studied in (Aistleitner and Dick 2015 , Theorem 1) then provides
where we assume u u u i = φ C (v v v i ), i ∈ {1, . . . , n}. To get some insight on this upper bound, we need to know how D * C (u u u 1 , . . . , u u u n ) behaves as a function of n. Unfortunately, in general we cannot prove that
Here are a few things we can say, though.
First, an obvious case for which discrepancy is preserved is when φ C maps rectangles to rectangles, because then φ C (B) ∈ J for all B ∈ J , and thus
where P n = {u u u 1 , . . . , u u u n }. However, this only happens when C is the independence copula, and in this case the equality holds. This is not a very interesting case since our focus here is on dependence modelling. For the more realistic setting where φ C does not map rectangles to rectangles, the following result from Hlawka and Mück (1972) holds and gives a much slower convergence rate for D * C ( P n ).
Proposition 7 Let C be such that the Rosenblatt transform φ 
for some function c(d), constant in n.
Note that the above results fully depend on the properties of φ C . The aim would then be to choose φ C such that a lowdiscrepancy sequence {φ C (v v v i )} w.r.t. the copula measure P C results whenever applied to a low-(Lebesgue-)discrepancy sequence {v v v i }. A more fundamental approach would be to directly produce a low-discrepancy sequence {u u u i } where the discrepancy is measured w.r.t. the copula measure C. This is something we intend to study in future work. Now, computing D C or D * C is usually not feasible in practice. If we replace the sup-norm by the L 2 -norm, we obtain L 2 -discrepancies which are usually more practical to compute. Let L 2 -discrepancies T C (u u u 1 , . . . , u u u n ) and T * C (u u u 1 , . . . , u u u n ) be defined by
, respectively. Proceeding similarly to Morokoff and Caflisch (1994) , T * C can be computed as
If we consider a convex combination C(u 1 , . . . , , 1) , of the independence copula and the upper Fréchet-Hoeffding bound, then one can compute T * C explicitly via
Numerical results
Through typical examples from the realm of finance and insurance and a few test functions, we now illustrate in this section the efficiency of QRNG in comparison to standard (P)RNG for copula sampling. More precisely, we compare Monte Carlo sampling approaches with two types of QRNGs based on randomized low-discrepancy sequences: The Sobol' sequence and the generalized Halton sequence, both randomized with a digital shift. Variance/error estimates are obtained by using B = 25 i.i.d. copies of the randomized sequence and comparisons are made with MC sampling based on the same total number of replications. Each plot includes lines showing n −0.5 , n −1 and/or n 1.5 convergence rates. In addition, on top of each plot and for each QRNG method, we provide the regression estimate of α such that the variance/error is in O(n −α ). For PRNG, we only show the results with the CDM sampling algorithm, since the choice of method does not affect the error or variance very much. On the other hand, for QRNG we show the results both with CDM and MO (when applicable), as this seems to sometimes make a difference. Understanding better why it is so and under what circumstances a sampling algorithm perform better when used in conjunction with QRNG will be a subject of further research.
While the examples given in the next section illustrates the use of our proposed method in typical contexts where they might be used, the test functions results in the section that follows are meant to focus on assessing the performance of QRNG compared to PRNG on the sole basis of generating copula samples U U U -without including the effect of the marginal distributions -and also to see if the sampling algorithm (CDM or MO) has an effect on the performance of QRNG.
Finally, we note that QRNG based on Sobol' point sets is typically slightly faster than PRNG, while the generalized Halton sequence runs slower than PRNG.
Examples from the realm of finance and insurance
Consider a random vector X X X = (X 1 , . . . , X d ) modeling d risks in a portfolio of stocks or insurance losses. We assume that the jth marginal distribution is either log-normal with X j ∼ LN(log(100) + µ − σ 2 /2, σ 2 ), j ∈ {1, . . . , d}, where µ = 0.0001 and σ = 0.2, or Pareto distributed with the same mean and variance as in the log-normal case. The copula C of X X X throughout this numerical study is either a Clayton or an exchangeable t copula with three degrees of freedom. To allow a comparable degree of dependence, we will use the same Kendall's tau for both models. This easily translates to the parameter θ of a Clayton copula via the relationship θ = 2τ(1 − τ) −1 and to the correlation parameter ρ of an exchangeable t copula via ρ = sin(πτ/2). We denote 
the contribution of the first and middle margin to ES 0.99 of the sum under the Euler principle, see Tasche (2008) ,
These two functionals are referred to as Allocation First and Allocation Middle, respectively.
Figures 7, 8, 9, and 10 (as well as Figures 13 and 14 in the online supplement) display selected variance estimates for Clayton and t copulas with Kendall's tau parameter equal to 0.2 and 0.5, using either lognormal or Pareto margins, in dimensions d = 5, 10, 20 (displayed in different rows) and sample sizes n ∈ {10 000, 15 000, . . . , 200 000}. In the Clayton case, the experiment uses both the MO and CDM sampling methods. For the t copulas, while there is a sampling approach based on a stochastic representation (as seen in Section 3.2.2), there is no version of the MO algorithm available, so we only use the CDM method. In addition, both the Sobol' and generalized Halton QRNGs are used. In all cases, we see that the variances associated with the Sobol' and generalized Halton quasi-random sequences are smaller and converge faster than the Monte Carlo variance. It is not clearly determined whether one sampling method is performing considerably better than the other. But we note that in some cases, such as the estimate of the Basket Call with τ = 0.2 in d = 20 dimensions (Figure 7 , bottom) the MO sampling seems to perform better than CDM.
Test functions
We now consider integration results on two different test functions. The results are shown in Figures 11, 12 , 15, and 16 (the latter is in the online supplement), which are based on a Clayton (or t) copula with τ = 0.2 and τ = 0.5, respectively. The first test function is given by
where the vector u u u is obtained after transforming the uniform points v v v using either the CDM transform or the MO algorithm. Recall that the former requires d-dimensional points (using either a PRNG or a QRNG), whereas the latter requires (d + 
which is often used as a test function in the QMC literature; see, e.g., Faure and Lemieux (2009) and the references therein. So here we first apply the inverse of the CDM transform to the copula-transformed points obtained either using the CDM approach or MO, and then apply the d-dimensional function g 1 . While this has the effect of simply applying the standard test function g 1 to the original sample points v v v i in the case of the CDM, in the case of the MO algorithm, we are not falling back on the original points v v v i . The hope is that if MO does not preserve so well the low discrepancy of the original points, this function would be able to detect this problem.
While the second test function is mostly interesting for Archimedean copulas, the first one can be used more generally. This is why in the results reported in Figures 11 and 12 , we also consider an exchangeable t copula with three degrees of freedom and Kendall's τ equal to 0.2.
For both test functions, we see that the Sobol' and generalized Halton sequences always clearly outperform Monte Carlo, with an error often converging in O(n −1 ) rather than the O(n −0.5 ) corresponding to Monte Carlo. For the first function Ψ 1 , both the CDM and MO methods perform about the same. We believe this might be due to the simplicity of Ψ 1 -a sum of univariate powers of the u j 's-and the fact that both methods perform equally well in the univariate case when combined with RQMC. Looking at the results for Ψ 2 , we see that with RQMC the CDM method performs better than MO, as there is no copula transformation performed in the case of CDM. However, RQMC with MO is still better than Monte Carlo, which suggests that the MO algorithm manages to preserve the low discrepancy of the original point set.
Conclusion and discussion
The main goal of this paper was to show how copula samples can be generated using quasi-random numbers. This is of interest when replacing PRNGs by QRNGs in applications involving dependent samples, possibly in higher dimensions. 
, and Ψ 3 (u u u) = g 1 ((φ CDM ) −1 (u u u)) (bottom) for a Clayton copula with parameter such that Kendall's tau equals 0.2 based on B = 25 repetitions for d = 15; the middle plot shows results for Ψ 1 (u u u) and an exchangeable t copula with 3 degrees of freedom and Kendall's tau of 0.2.
We have seen that different sampling approaches can be used, with a focus on the CDM approach and, additionally for Archimedean copulas, on the Marshall-Olkin algorithm. We have studied the error behaviour for both methods and have seen that in order to prove that the composed function Ψ • φ C is smooth enough to satisfy the Koksma-Hlawka bound for the error, sufficient conditions on the function Ψ are that it must have smooth higher order mixed partial derivatives. For the Marshall-Olkin algorithm, we have shown that for several Archimedean copula families, the corresponding transformation φ C is smooth enough to guarantee the good behaviour of the error bound. The superiority of QRNG over PRNG for copula sampling was illustrated on several examples, including a simulation addressing an application in the realm of finance and insurance. Most of the results in this paper are reproducible using the R packages copula and qrng.
Some ideas for future work would be to follow-up on Proposition 6 and to analyze the speed of decay of the Walsh coefficients of the composed function Ψ • φ C , based on assumptions on the speed of decay of the Walsh coefficients of Ψ and the properties of the sampling method φ C .
Concerning the copula-induced discrepancy studied in Section 4.2, a possible avenue for future research would be to construct point sets that directly minimize this discrepancy, without first transforming a (uniform-based) low-discrepancy sample. In addition, proving error bounds based on the L 2 -discrepancy would be useful, as this discrepancy measure is easier to compute. Finally, numerically computing the copulainduced discrepancy for samples transformed either using the CDM or the MO algorithm would give us some insight as to how conservative the bound given in Proposition 7 is. 
. . , n} is the dual net of the deterministic net P n = {v v v i , i = 1, . . . , n} that has been shifted to getP n .
Proofs
Proof (Proof of Proposition 1) Assume P = P 1:( j−1),1:( j−1) P 1:( j−1), j P j,1:( j−1) P j, j and
to be positive definite matrices. Corollary 1 implies that
is the density function of t ν,P . Using the block matrix equality
we have that 
We can thus rewrite (25) as
where h ν+ j−1 is the density of t ν+ j−1 and
Using a change of variable argument, we compute
Consequently,
where the last equality can be seen as follows. Let P j|1:( j−1) be as in (12). Since |P| = |P [1:( j−1),1:( j−1)] ||P j|1:( j−1) |, and P j|1:( j−1) = (P −1 j, j ) −1 by (Horn and Johnson 2012, (0.7.3 .1)), we then have
Proof (Proof of Proposition 4) We start by providing more details on the expression (20), which is given by:
where each k j ∈ {1, . . . , d}, and γ γ γ is an sl-dimensional vector γ γ γ = (γ γ γ 1 , . . . , γ γ γ s ) where each γ γ γ j is an l-dimensional vector whose entries are either 0 or 1, and ∑ s j=1 γ j,i = 1 for i ∈ {1, . . . , l}. Finally, the c γ γ γ are constants, which are defined in detail in Constantine and Savits (1996) , along with further information on the precise definition of p s (k k k, γ γ γ).
As mentioned in Section 4.1, a sufficient condition to show that Ψ • Φ C d,1 < ∞ is to establish that all products of the form (21) are in L 1 , which we recall is given by
for s ∈ {1, . . . , l} and (k k k, γ γ γ) ∈ p s (β β β , α α α).
Recall also that for the MO algorithm, φ C,l is a function of v 1 and v l+1 only, for l = 1, . . . , d. Hence the only partial derivatives of φ C,l that are nonzero are those with respect to variables in {v 1 , v l+1 }. Now, since we assume that (22) holds, then it means we just need to show that the product found in (21) is in L 1 , under the conditions stated in the proposition. In turn, we first show that this holds if the following bounds hold for the mixed partial derivatives of φ C :
[0,1) l and (27) [0,1) l−1 ∂ φ C,r (v 1 , v r+1 = 1)
for all l ≤ d + 1, We have three cases to consider. Case 1: 1 / ∈ I. Then the product in (21) is given by
where we assumed w.l.o.g. that I = {2, . . . , l + 1}, s = l and k j = j + 1 for j ∈ {1, . . . , s}. Since each term in the product depends on a distinct variable, the product is in L 1 if (26) holds. Case 2: 1 ∈ I and j such that γ j,1 = 1 has k j + 1 / ∈ I. This case can be analyzed w.l.o.g. by assuming I is of the form I = {1, . . . , r, r + 2, . . . , l + 1} for some r ≥ 1. In that case, the products in (21) are of the form ∂ φ C,r (v 1 , v r+1 = 1)
and is thus in L 1 as long as (28) holds. Case 3: 1 ∈ I and j such that γ j,1 = 1 has k j + 1 ∈ I. In this case, we can assume w.l.o.g. that I = {1, . . . , l} and therefore the products in (21) are of the form
and is thus in L 1 as long as (27) holds. The last part of the proof is to show that (26), (27), and (28) hold. First we study the partial derivatives involved in these expressions and find they are given by:
where x 1 = F −1 (v 1 ) and
, where f is the pdf corresponding to F, which exists since we assumed F was continuous. Now, the partial derivatives with respect to either v 1 or v 2 are clearly non-negative for all v 1 and v 2 . Hence it is easy to see that (26) and (28) hold, because we can remove the absolute value inside the integrals and therefore, these integrals amount to take differences/sums of φ C,r (·, ·) at different values over its domain, which obviously yields a finite value since φ C,r (·, ·) always takes values in [0, 1].
As for the mixed partial derivative with respect to v 1 and v 2 , our assumption on ψ (t) + tψ (t) implies we have at most one sign change over the domain of the integral. If there is no sign change, the argument used in the previous paragraph to handle (26) and (28) can be used to show (27) is bounded. If there is one sign change, then we let t * be such that ψ (t) + tψ (t) ≤ 0 for 0 ≤ t ≤ t * and ψ (t) + tψ (t) ≥ 0 for t * ≥ t.
Then let q(v) be a function such that − log q(v)/F −1 (v) = t * . For instance, one can verify that for the Clayton copula, q(v) = e −θ F −1 (v) . When integrating the absolute value of the mixed partial derivative ∂ 2 φ C,1 (v 1 , v 2 )/∂ v 1 ∂ v 2 , we get
Now, in most cases F −1 (1) is not bounded, and thus we cannot prove that Ψ • φ C has bounded variation. However, from there we can still get the upper bound on the error given in the result, by using a technique initially developed by Sobol' (1973) to handle improper integrals, and later by Hartinger et al (2004) to deal with unbounded integration problems taken w.r.t. to a measure that is not necessarily uniform (as studied in Section 4.2). Note that to apply their approach more easily, we need to make a small change and assume that rather than generating V as F −1 (v 1 ), we use F −1 (1 − v 1 ), so that in our study of the variation above (via the integral of the absolute value of the mixed partial derivatives), the boundedness condition fails at v 1 = 0 instead of v 1 = 1. Following Figure 16 Average absolute errors for the test functions Ψ 1 (u u u) = 3(u 2 1 + . . . + u 2 d )/d (top), Ψ 2 (u u u) = g 1 ((φ CDM ) −1 (u u u)) (bottom) for a Clayton copula with parameter such that Kendall's tau equals 0.5 based on B = 25 repetitions for d = 15: the middle plot shows results for Ψ 1 (u u u) and an exchangeable t copula with three degrees of freedom and Kendall's tau of 0.2.
