The possibility of successful applications of the modified correlation coefficient is demonstrated. The latter was proposed by Lukashin nearly twenty five years ago and has been unused since then. A multivariate generalization of this coefficient is proposed. The modified correlation coefficients provide an efficient tool to develop a new multivariate classification method, i.e. a technique for grouping of objects that occurs together with their ranking. As an example of application of the new method, the data of Freedom House is used. NCA (Non-traditional Correlation Analysis), along with similar unconventional methods as FCA (Formal Concept Analysis) and QCA (Qualitative Comparative Analysis) allow to gain additional knowledge from existing databases and numerous ratings which are produced by different agencies. The latters often lack time and opportunities to deeply analyze them, even to go beyond a simple "averaging". NCA may give additional opportunities for social researchers to understand social phenomena in its complexity, for in-depth analysis and interpretation of structure of data, to build "hierarchical typologies", and broadly, for data mining and additional knowledge discovery.
Introduction
Traditional analysis is often used for studying statistical relations between variables that are represented by time series (Anderson, 1971) . Correlation analysis is on the one hand easy to use and on the other hand it allows the determination of the impact of various economic indicators. This is why it is quite popular among sociologists and economists.
Classical correlation theory has been developed for stochastic stationary processes that allow any number of observations. This theory was primarily intended for technical applications, where the hypothesis of stationarity is acceptable and there are no principal limits for the number of realizations. However, as noted by (Lukashin, 2003) , this approach is viewed not critically by economists and is widely used to analyze processes that are knowingly non-stationary (for example with trend) and even non-stochastic, which are typically presented by a single realization. Obviously, numerous realizations under similar conditions are usually impossible in sociology and economics.
Postulation of steady-state conduction is a necessary measure to which economists resort to provide some opportunity to conduct correlation analysis for a pair of variables. Actually, variables x 1 and x 2 usually do not have fixed average levels, as well as any specific standard deviations from them. These values m 1 and m 2 represent some conditional levels about which deviations of the series are calculated. In this context the usual indicators of correlation more likely express relations between deviations from the averages than between the series themselves. What is more, if one moves the boundaries of the sampling period, then all of the evaluations of averages and standard deviations will change. This is especially true in regard to time series with trends. A solution for this difficult situation is usually found by converting the original non stationary series to an about stationary one. To this end, one usually attempts to exclude time-trends from the series. However, firstly, this operation also depends on the sampling period's boundaries and the choosing of the trend's type. Secondly, very significant information may be removed from the time series as a result of the elimination of the trend. Residuals, as a rule, are weakly correlated, www.ccsenet.org/mas Modern Applied Science Vol. 10, No. 7; 2016 while the original series can exhibit high correlation due to similar trends. Hence the distortion of primary information is only getting worse with exception of trends, as demonstrated by Lukashin (2003) .
Method
However, another approach to correlation is possible. It consists in evaluation of coincidence or not coincidence of signs of variables' increments. To get an overview of the average correlation attributes of two non-stationary series, the following modified correlation coefficient was proposed (Lukashin, 2003 (Lukashin, , 1992 
Another pssibility is to apply non-traditional correlation coefficients not to time series but to multidimensional data analysis. It turns out that the modified correlation coefficient provides an efficient tool to develop a new multivariate classification method. Indeed, a general question facing researchers in many areas of inquiry is how to organize observed data into meaningful structures, that is, to develop taxonomies (StatSoft, Inc., 2015). There are two main classification problems: grouping and ranking. Cluster analysis is an exploratory data analysis tool which aims at sorting different objects into groups, while dimensionality reduction techniques (e.g. principal component analysis) help to solve ordering problems. It would be very interesting to develop an unifying method for dealing with both of the problems. Such a procedure would allow, for instance, to produce grouping of objects that occurs in a natural way together with their ranking. We propose the following algorithm.
Step 1. Choose a set of variables.
Step 2. Rank the objects by the values of one of the variables.
Step 3. Calculate the modified correlation coefficients using (1) for pairwise coefficients or (2) for multiple correlation (where t is not time but the objects' numbers in accordance to the ranking).
Step 4. Analyse the plots of the coefficients and interpret the results.
An example of application is given below in Sec. 3. This calculation and numerous other examples show that the graphs of modified correlation coefficients (1) and (2) often demonstrate expressed stepwise structures. This can be interpreted as clustering of ranked objects. Interestingly, traditional correlation coefficients (Pearson and Spearman) very rarely demonstrate such a stepwise appearance and so they are less suitable for the analysis.
Example of Multivariate Data Analysis
As an example of use of the new method, let us refer to data of Freedom House, which is an independent watchdog organization dedicated to the expansion of freedom around the world (Freedom House, 2014 Vol. 10, No. 7; 2016 Considering that DS is the average of all the ratings, we do not incorporate it into the set of variables for which the multivariate coefficient (2) is calculated. Figures 3 -6 show the graphs of this coefficient for some different rankings of the countries. Note that the change of ranking leads to cardinal changes of the multiple coefficient's pattern. It follows from the formula (2), which contains the increments jt y Δ that depend on the objects' ranking (recall that t is not time here but the countries' numbers in accordance to the ranking).
One problem with the ranking is that there are many equal values in Table 1 . This leads to the necessity of using of a second ranking variable. As such we take DS. Vol. 10, No. 7; 2016 Figure 1. The multiple modified correlation coefficient, sorting by CO in descending order
As mentioned above, the graphs of coefficients (2) demonstrate horizontal flat intervals, and one may interpret respective points (objects) as belonging to the same cluster. Figure 1 shows the graph of the multiple coefficient calculated for the countries sorted by the parameter CO in descending order. As may be seen, it consists of three flat regions and this grouping practically coincides with the Freedom House's 2014 classification (with the exception of Montenegro which fell into the transitional group and Georgia that shifted close to the democratic group and occupied a special position there).
A very expressive graph is shown in Figure 2 . It is the case of sorting by DS in descending order. The grouping practically coincides with the Freedom House's 2013 classification, only without separation of stable and partial democracies (though Slovenia, Latvia and Estonia are slightly separated from other countries, i.e. they may be regarded as the most democratic of all others). The transition from democracy to authoritarity justifies its name, being strongly oscillatory. Figure 3 (sorting by NGOV in descending order) practically reproduces the 2013 classification too, without separation of hybrid and partially authoritarian categories (with the exception of Ukraine that fell into the authoritarian group and Hungary that moved slightly to the left and appeared in the beginning of the partially democratic region). Note that the special situation of Slovenia, Latvia and Estonia is more expressed here than in the former example. As noted above, our method produces grouping of objects that occurs together with their ranking. The parameter by which the ranking is made, sets a main subject of the classification. Clearly, different rankings will produce different groupings. In the former examples, we have successfully reproduced the Freedom House's groupings. In Figure 4 , the graph corresponding to sorting by CS (Civil Society) in descending order is reproduced. The grouping is somehow different from the former cases (however, not crucially).
When analysing multivariate data, pairwise coefficients (1) may be useful too. However, they more rarely present such expressed flat horizontal regions as multidimensional coefficients do. By way of example, the correlation coefficient between JFI and DS is shown in Figure 5 (ranking by DS in ascending order). One may see that the usual Pearson's correlation coefficient does not provide any clustering. One more ranking (by NGOV in descending order) leads to the configuration represented in Figure 6 . It looks as though there are two worlds with totally different regularities with a small buffer region (Armenia, Ukraine, Kyrgyzstan) between them. 
Conclusion
Correlations of time series are not constant but vary in time. Usual correlation coefficients are less suitable for their analysis than the modified correlation coefficient (1). We propose its multivariate generalization (2). Note that in statistics, the so-called "coefficient of multiple correlation" measures a strength of the relationship between one single variable and a set of other variables. On the contrary, all variables in (2) enter symmetrically. In other words, it may be considered as a real multiple correlation coefficient that measures the mean mutual relationship in a set of variables. These modified correlation coefficients are very promising for multivariate classification too. We propose a new technique for grouping of objects that occurs together with their ranking. NCA, along with similar methods as FCA and QCA, allow to gain additional knowledge from existing databases and numerous ratings which in large quantities are produced by different agencies. The latters often lack time and opportunities to deeply analyze them, even to go beyond a simple "averaging". NCA may give additional opportunities for social researchers to understand social phenomena in their complexity, for in-depth analysis and interpretation of structure of data, to build "hierarchical typologies", and broadly, for data mining and additional knowledge discovery. However, it is necessary to recognize that at present this practice partially corresponds to the famous phrase "It is more of an art than a science". Indeed, in order to obtain such successful results as, for instance, Figures 4, 5 or 7, one has to select an appropriate set of variables along with a suitable objects' ranking. It would be useful to develop algorithms capable to formalize such processes.
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