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Abstract
Based on the recently introduced uniform λ−adjustment for closed subspaces of Banach
spaces we extend the concept of the strictly singular and finitely strictly singular operators
to the sequences of closed subspaces and operators in Banach spaces and prove theorems
about lower semiFredholm stability. We also state some new open questions related to strict
singularity and the geometry of Banach spaces.
1 Introduction
In the current paper we extend uniform λ−adjustment introduced recently in the author's work
[2] in order to encompass strictly singular and finitely strictly singular operators as well as strictly
singular pairs of subspaces.
In [2] we defined the concept of uniform λ−adjustment between sequences of subspaces of
a Banach space that generalizes many of the previously known perturbations of closed sub-
spaces and closed operators including perturbations by small gap, operator norm, q−norm, and
K2−approximation. It had been proved that perturbations with small λ−adjustment numbers
preserve (semi)Fredholm properties of linear operators as well as of pairs, tuples and complexes
of closed subspaces.
Strictly singular operators were first introduced by T. Kato in [9], strictly cosingular operators
were first introduced by A. Peªczy«ski in [15]  these concepts generalize compact operators and
preserve (semi-)Fredholm properties of linear operators (see P. Aiena [1] for an overview). Later
M. Gonzales in [8] extended these concepts to the pairs of closed subspaces. A proper subclass of
strictly singular operators  finitely strictly singular operators  had been defined and researched
in V. D. Milman [13] and B. Sari, Th. Schlumprecht, N. Tomczak-Jaegermann, V. G. Troitsky
[18].
The goal of the present work is to combine the ideas and results of strictly singular theory
with uniform λ−adjustment. First, after recalling the concepts of uniform λ−adjustment and
strict singularity, we define strictly singular and finitely strictly singular uniform λ−adjustment
between sequences of closed subspaces. After that, we establish that the new concepts encompass
strictly singular and finitely strictly singular linear operators as well as strictly singular pairs of
subspaces, and that they are weaker than the previously considered uniform λ−adjustment. Then
we prove the lower semiFredholm stability for sequences of pairs of subspaces, as well as for
sequences of operators. In conclusion we discuss relaxed strict singularity, as well as a relation of
strict singularity to the geometry of Banach spaces.
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2 3 UNIFORM λ−ADJUSTMENT AND STRICT SINGULARITY
2.1 Notational Conventions
N is a set of natural numbers, N′ is an infinite subset of N, N′′ is an infinite subset of N′ , etc.
When the number of nested subsets becomes high, we denote the subset at depth n as N′n
N ⊃ N′ ⊃ N′′ ⊃ N′′′ ⊃ N′4 ⊃ N′5 ⊃ ...
A sequence of elements enumerated by elements n ∈ N′ is denoted by (en)N′ .
If (Mn)N′ is a sequence of non-empty sets and (xn)N′ is a sequence of elements such that
xn ∈Mn for n ∈ N′ , then we say that (xn)N′ isfrom (Mn)N′ and write (xn)N′ / (Mn)N′ .
If (Kn)N′ is a sequence of subsets such that Kn ⊂ Mn for n ∈ N
′
, then we say that
(Kn)N′ isfrom (Mn)N′ and write (Kn)N′ ≺ (Mn)N′ .
A vector x from a unit sphere of a Banach space X is called a unit vector ; a sequence of unit
vectors (xn)N′ is called a unit sequence.
All subspaces and operators in Banach spaces are meant to be linear.
A null element of a Banach space is denoted by θ; a null subspace of a Banach space  the one
that consists of a single element θ  is denoted by {θ}; a null operator from a Banach space X to
a Banach space Y  the one that maps every vector from X into θ from Y  is also denoted by θ.
If X1, ..., Xk are k ≥ 2 Banach spaces, then their direct product ∏ki=1Xi = X1 × · · · ×Xk
is a Banach space of ordered k−tuples (x1, ..., xk) such that xi ∈ Xi for each i = 1, ..., k; the norm
on
∏k
i=1X
i is defined as max{∥∥x1∥∥ , ...,∥∥xk∥∥}.
If X and Y are two Banach spaces, then C(X,Y ) is a set of closed linear operators  those which
graphs are closed in the product space X × Y ; domain dom(A) of a closed operator A ∈ C(X,Y )
may be a proper subspace of X.
By B(X,Y ) we denote a Banach space, furnished with operator norm, of continuous (i.e.
bounded) operators defined on all X and acting into Y ; K(X,Y ) is a space of all compact operators.
Note inclusions
K(X,Y ) ⊂ B(X,Y ) ⊂ C(X,Y ).
Dimension of a Banach space X, denoted by dimX, is the power of a maximal set of linearly
independent vectors; if it is not finite, then we write dimX =∞. When dimension numbers are
finite, their addition and subtraction follow usual rules of arithmetics; when at least one of the
dimensions is ∞, then by definition the result of any addition or subtraction is ∞ as well.
3 Uniform λ−Adjustment and Strict Singularity
In this section we first recall the definitions of uniform λ−adjustment of subspaces and operators,
strictly singular operators and pairs of subspaces as well as finitely strictly singular operators. Then
we define the new concepts of strictly singular and finitely strictly singular uniform λ−adjustment
of subspaces and operators. After that, we show that the latter concepts encompass the former
ones and provide some examples of strictly singular and finitely strictly singular λ−adjustment.
3.1 Uniform λ−Adjustment of Subspaces and Operators
The following definitions of the uniform λ−adjustment had been first introduced in [2].
Definition 3.1.1 (Uniform λ−Adjustment of Sequences of Subspaces). Let (Mn)N′ and (Pn)N′
be a pair of sequences of closed subspaces from a Banach space X, Mn 6= {θ} for all n ∈ N′ and
λ ≥ 0. We say that (Mn)N′ is lower uniformly λ− adjusted with (Pn)N′ if for any η > 0 and for
any unit subsequence (xn)N′′ from (Mn)N′′ there exists a subsequence (yn)N′′′ from (Pn)N′′′ and a
vector z ∈ X such that
lim
n∈N′′′
‖xn − yn − z‖ ≤ λ+ η.
The uniform λ−adjustment between (Mn)N′ and (Pn)N′ is a non-negative real number defined as
λN′ [Mn, Pn] := inf{λ ∈ R | (Mn)N′ is lower uniformly λ−adjusted with (Pn)N′}.
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Also, by definition
λN′ [M,Pn] := λN′ [Mn, Pn] where M = Mn for n ∈ N
′
,
λN′ [Mn, P ] := λN′ [Mn, Pn] where P = Pn for n ∈ N
′
,
λ[M,P ] := λN′ [Mn, Pn] where P = Pn and M = Mn for n ∈ N
′
.
Definition 3.1.2 (Uniform λ−Adjustment of Sequences of Closed Linear Operators). Let X and
Y are two Banach spaces. Consider (An)N′ and (Bn)N′  a pair of sequences of operators from
C(X,Y ), as well as (GAn)N′ and (GBn)N′  sequences of their respective graphs in the product
space X × Y (recall that a graph of a closed operator A ∈ C(X,Y ) is a closed subspace of X × Y
defined as set of ordered pairs {(x,Ax) | x ∈ Dom(A) ⊂ X}).
We say that (An)N′ is lower uniformly λ − adjusted with (Bn)N′ if the sequence of graphs
(GAn)N′ is lower uniformly λ−adjusted with the sequence of graphs (GBn)N′ in the product space
X × Y .
The uniform λ−adjustment between (An)N′ and (Bn)N′ is defined as uniform λ−adjustment
between their sequences of graphs:
λN′ [An, Bn] := λN′ [GAn , GBn ].
Also, by definition
λN′ [A,Bn] := λN′ [An, Bn] where A = An for n ∈ N
′
,
λN′ [An, B] := λN′ [An, Bn] where B = Bn for n ∈ N
′
,
λ[A,B] := λN′ [An, Bn] where A = An and B = Bn for n ∈ N
′
.
For detailed discussion on λ−adjustment see [2] where it is proved that perturbations by small
gap, small Hausdorf measure of non-compactness, small norm, as well as K2−approximation are
all particular cases of λ−adjustment and that a variety of (semi-)Fredholm stability theorems
remain true in the context of λ−adjustment.
3.2 Strictly Singular and Finitely Strictly Singular Operators and Pairs
of Subspaces
The following definition of a strictly singular operator is due to T. Kato [9]:
Definition 3.2.1 (Strictly Singular Operator). If X,Y are two Banach spaces then operator
A ∈ B(X,Y ) is called a strictly singular operator if for every  > 0 and for every closed subspace
Z ⊂ X with dimZ =∞ there exists z ∈ Z such that ‖Tz‖ < ε ‖z‖. In other words A's restriction
on any closed subspace Z ⊂ X with dimZ =∞ is not an isomorphism between Z and A(Z). The
set of strictly singular operators from B(X,Y ) is denoted as SS(X,Y ).
In [9] T. Kato had proved Fredholm stability theorem for perturbations by strictly singular
operators. Also, it is well known that
K(X,Y ) ⊂ SS(X,Y ) ⊂ B(X,Y )
and that in general each inclusion is proper (see P. Aiena [1], S. Goldberg, E. Thorp [6] and S.
Goldberg [7].
The next version of strict singularity for subspaces had first appeared in M. Gonzales [8]:
Definition 3.2.2 (Strictly Singular Pair of Subspaces). Let M,N be a pair of closed subspaces
from a Banach space X. Denote QN to be a canonical surjection from X onto a quotient space
X/N , also denote JM to be an identity injection from M into X. We say that the pair (M,N)
belongs to the class of strictly singular operators if QN ◦ JM ∈ SS(M,X/N).
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In [8] M. Gonzales proved (semi-)Fredholm stability theorems for pairs belonging to the class
of strictly singular operators.
The next refinement of strict singularity  finitely strictly singular operators  is due to V. D.
Milman [13] and B. Sari, Th. Schlumprecht, N. Tomczak-Jaegermann, V. G. Troitsky [18]:
Definition 3.2.3 (Finitely Strictly Singular Operator). If X,Y are two Banach spaces then oper-
ator A ∈ B(X,Y ) is called a finitely strictly singular operator if for every ε > 0 there exists n ∈ N
such that for every subspace Z ⊂ X with dimZ ≥ n there exists z ∈ Z such that ‖Az‖ < ε ‖z‖.
The set of all finitely strictly singular operators from B(X,Y ) is denoted as FSS(X,Y ).
It is well known (see [18]) that
K(X,Y ) ⊂ FSS(X,Y ) ⊂ SS(X,Y )
and that in general inclusions are proper (see also V. D. Milman [13], A. Plichko [17]).
3.3 Strictly Singular Uniform λ−Adjustment for Sequences of Subspaces
Having just recalled in the previous subsection the existing concepts of uniform λ−adjustment
and strict singularity, we combine them together in the following two definitions.
Definition 3.3.1 (Strictly Singular Uniform λ−Adjustment). Let (Mn)N′ and (Pn)N′ be a pair of
sequences of closed subspaces from a Banach space X, Mn 6= {θ} for all n ∈ N′ and λ ≥ 0. Then
the following definitions are in order:
1. We say that (Mn)N′ is lower strictly singular uniformly λ − adjusted with (Pn)N′ if for
any subsequence of closed subspaces (Kn)N′′ ≺ (Mn)N′′ such that dimKn =∞ for all n ∈ N′′
there exists a subsequence of closed subspaces (Ln)N′′′ ≺ (Kn)N′′′ such that dimLn =∞ for
all n ∈ N′′′ with the property λN′′′ [Ln, Pn] ≤ λ. Let SSΛN′ [Mn, Pn] be the set of all such real
numbers λ; then the strictly singular uniform λ−adjustment between (Mn)N′ and (Pn)N′
is a non-negative real number defined as
SSλN′ [Mn, Pn] := inf{λ ∈ SSΛN′ [Mn, Pn]}.
2. We say that (Mn)N′ is lower finitely strictly singular uniformly λ−adjusted with (Pn)N′
if for any subsequence of subspaces (Kn)N′′ ≺ (Mn)N′′ such that dimKn <∞ for all n ∈ N′′
and limn∈N′′ dimKn =∞ there exists a subsequence of subspaces (Ln)N′′′ ≺ (Kn)N′′′ such
that limn∈N′′′ dimLn =∞ with the property λN′′′ [Ln, Pn] ≤ λ. Let FSSΛN′ [Mn, Pn] be the
set of all such real numbers λ; then the finitely strictly singular uniform λ−adjustment
between (Mn)N′ and (Pn)N′ is a non-negative real number defined as
FSSλN′ [Mn, Pn] := inf{λ ∈ FSSΛN′ [Mn, Pn]}.
As it has been noted in [2], λN′ [Mn, Pn] ≤ 1 for any two sequences of subspaces (Mn)N′ and
(Pn)N′ . It is easy to see that both numbers SSλN′ [Mn, Pn] and FSSλN′ [Mn, Pn] are well defined
and do not exceed λN′ [Mn, Pn]  to check that choose Ln = Kn for all n ∈ N
′′
for every case. In
summary, the following lemma is true:
Lemma 3.3.2 (Strictly Singular Uniform λ−Adjustment is Well Defined). Let (Mn)N′ and (Pn)N′
be a pair of sequences of closed subspaces from a Banach space X, Mn 6= {θ} for all n ∈ N′ .
Then both numbers SSλN′ [Mn, Pn] and FSSλN′ [Mn, Pn] are well defined and satisfy the following
relations
0 ≤ min(SSλN′ [Mn, Pn], FSSλN′ [Mn, Pn])
≤ max(SSλN′ [Mn, Pn], FSSλN′ [Mn, Pn]) ≤ λN′ [Mn, Pn] ≤ 1.
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Remark 3.3.3. It is obvious that for every sequence of finite-dimensional subspaces (Rn)N′ ⊂ X
and for any two sequences of closed subspaces (Mn)N′ , (Pn)N′ ⊂ X
SSλN′ [Mn +Rn, Pn] = SSλN′ [Mn, Pn],
Similarly, it is obvious that if lim dimRn <∞ then FSSλN′ [Rn, {θ}] = 0. Moreover, for the same
(Rn)N′ and for any two sequences of closed subspaces (Mn)N′ , (Pn)N′ ⊂ X
FSSλN′ [Mn +Rn, Pn] = FSSλN′ [Mn, Pn].
Example 3.3.4. In general SSλN′ [Mn, Pn] 6= λN′ [Mn, Pn] and FSSλN′ [Mn, Pn] 6= λN′ [Mn, Pn].
Proof. Consider a partition of the set of natural numbers N into an infinite sequence of disjoint
non-empty finite subsets
N =
⋃
n∈N
Bn, Bn 6= ∅ for all n ∈ N, Bi
⋂
Bj = ∅ for i 6= j.
Define closed subspaces Mn ⊂ l∞ consisting of sequences (αni )i∈N which components with indices
from N\Bn are null:
Mn := {(αni )i∈N ∈ l∞ | i /∈ Bn ⇒ αni = 0}.
It had been shown in example 2.4.1 from [2] that λN[Mn, {θ}] = 1/2. At the same time, if all
sets Bn are finite, then dimBn = cardBn where cardBn is the number of elements in Bn, thus
SSλN[Mn, {θ}] = 0. Further, if cardBn < K <∞ for all n, then FSSλN[Mn, {θ}] = 0.
Definition 3.3.5 (Notation for Single Subspaces). The following definitions extend notation for
cases when one or both sequences of subspaces degenerate to a single subspace:
• if M = Mn for all n ∈ N ′ then
FSSλN′ [M,Pn] := FSSλN′ [Mn, Pn], SSλN′ [M,Pn] := SSλN′ [Mn, Pn];
• if P = Pn for all n ∈ N ′ then
FSSλN′ [Mn, P ] := FSSλN′ [Mn, Pn], SSλN′ [Mn, P ] := SSλN′ [Mn, Pn];
• if M = Mn and P = Pn for all n ∈ N ′ then
FSSλ[M,P ] := FSSλN′ [Mn, Pn], SSλ[M,P ] := SSλN′ [Mn, Pn].
3.4 Strictly Singular Uniform λ−Adjustment for Sequences of Opera-
tors
Our final two definitions induce strictly singular and finitely strictly singular λ−adjustment from
closed subspaces to closed linear operators in a usual way by applying subspace concepts to the
operator graphs in the product space.
Definition 3.4.1 (Strictly Singular Uniform λ−Adjustment of Sequences of Closed Linear Oper-
ators). Let X and Y are two Banach spaces. Consider (An)N′ and (Bn)N′  a pair of sequences
of operators from C(X,Y ), as well as (GAn)N′ and (GBn)N′  sequences of their respective graphs
in the product space X × Y .
• We say that (An)N′ is lower strictly singular lower uniformly λ−adjusted with (Bn)N′
if the sequence of graphs (GAn)N′ is lower strictly singular uniformly λ−adjusted with the
sequence of graphs (GBn)N′ in the product space X × Y . The lower strictly singular uni-
form λ−adjustment between (An)N′ and (Bn)N′ is defined as lower strictly singular uniform
λ−adjustment between their sequences of graphs:
SSλN′ [An, Bn] := SSλN′ [GAn , GBn ].
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• We say that (An)N′ is lower finitely strictly singular lower uniformly λ−adjusted with
(Bn)N′ if the sequence of graphs (GAn)N′ is lower finitely strictly singular uniformly λ−adjusted
with the sequence of graphs (GBn)N′ in the product space X × Y . The lower finitely strictly
singular uniform λ−adjustment between (An)N′ and (Bn)N′ is defined as lower finitely strictly
singular uniform λ−adjustment between their sequences of graphs:
FSSλN′ [An, Bn] := FSSλN′ [GAn , GBn ].
Definition 3.4.2 (Notation for Single Operators). The following definitions extend notation for
cases when one or both sequences of operators degenerate to a single operator:
• if A = An for all n ∈ N ′ then
FSSλN′ [A,Bn] := FSSλN′ [An, Bn], SSλN′ [A,Bn] := SSλN′ [An, Bn];
• if B = Bn for all n ∈ N ′ then
FSSλN′ [An, B] := FSSλN′ [An, Bn], SSλN′ [An, B] := SSλN′ [An, Bn];
• if A = An and B = Bn for all n ∈ N ′ then
FSSλ[A,B] := FSSλN′ [An, Bn], SSλ[A,B] := SSλN′ [An, Bn].
We now establish relation between strict singularity of a bounded operator with its strictly
singular 0−adjustment with the null operator.
Lemma 3.4.3 (Strict Singularity of Bounded Operators Implies Their Strictly Singular 0−Adjustment
with the Null Operator). Let X,Y be two Banach spaces and (An)N′ ⊂ SS(X,Y ). Then
SSλN′ [An, θ] = 0.
Proof. First recall the measure of strict singularity ∆(A) for a bounded operator A ∈ B(X,Y )
introduced by M. Schechter in [19]:
∆(A) = sup
M
inf
N
{‖A |N‖ | N ⊂M ⊂ X, dimN = dimM =∞}.
It has been proved in [19] that operator A is strictly singular if and only if ∆(A) = 0. It is also clear
by the straight application of the definitions that SSλN′ [An, θ] ≤ limn∈N′ ∆(An) for any sequence
of bounded operators (An)N′ ⊂ B(X,Y ). Therefore, if all An are strictly singular then
0 ≤ SSλN′ [An, θ] ≤ lim
n∈N′
∆(An) = 0,
thus SSλ[A, θ] = 0.
Example 3.4.4. [Strictly singular adjustment does not imply strict singularity] When a sequence
of operators is lower strictly singular λ−adjusted with the null operator, then individual operators
from the sequence themselves do not need to be strictly singular.
Proof. Consider subspaces Mn from l∞ from the previous Example 3.3.4 and define a natural
projection Pn : l∞ →Mn. By the reasoning from the Example 2.4.1 from [2] it is clear that
λN[Pn, {θ}] = 12 yet when cardBn =∞ then none of the projections Pn is strictly singular  in
fact its Schechter measure of strict singularity ∆(Pn) is equal to 1.
Now we show that strictly singular 0−adjustment is weaker than the membership of a pair of
subspaces in the class of strictly singular operators.
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Lemma 3.4.5 (A Pair of Subspaces from Strictly Singular Class is Strictly Singularly 0−Adjusted).
If (M,N) is a pair of closed subspaces from a Banach space X that belongs to the class of strictly
singular operators (see Definition 3.2.2) then SSλ[M,N ] = 0.
Proof. Let QN be the canonical surjection from X onto a quotient space X/N and JM be the iden-
tity injection from M into X. Then by the lemma's condition operator QN ◦ JM ∈ SS(M,X/N).
Therefore, according to the previous Lemma 3.4.3 SSλ[QN ◦ JM , θ] = 0. By the straight applica-
tion of definition of λ−adjustment to the graph of QN ◦ JM it is easy to see that SSλ[M,N ] = 0.
Remark 3.4.6. It is easy to see that if (Cn)N′ ⊂ B(X,Y ) is a sequence of finite rank operators,
then for any pair of sequences of operators (An)N′ , (Bn)N′ ⊂ C(X,Y )
SSλN′ [An, Bn] = SSλN′ [An + Cn, Bn],
If in addition the ranks of all Cn are limited from above, then
FSSλN′ [An, Bn] = FSSλN′ [An + Cn, Bn].
Also if ‖Cn‖ → 0, then
SSλN′ [An, Bn] = SSλN′ [An + Cn, Bn], FSSλN′ [An, Bn] = FSSλN′ [An + Cn, Bn].
Also it is easy to see that if A ∈ B(X,Y ), (Bn)N′ ⊂ B(X,Y ) and FSSλN′ [Bn, θ] = 0,
then FSSλN′ [A+Bn, A] = 0.
Next we prove the following:
Lemma 3.4.7 (Finitely Strict Singularity of a Bounded Operator Implies its Finitely Strictly Sin-
gular 0−Adjustment with a Null Operator). Let X,Y be two Banach spaces and A ∈ FSS(X,Y ).
Then FSSλ[A, θ] = 0.
Proof. Consider a number η > 0 and a subsequence of closed subspaces (Kn)N′′ from GA such that
dimKn <∞ for all n ∈ N′′ and limn∈N′′ dimKn =∞  our goal is to find a subsequence of closed
subspaces (Ln)N′′′ ≺ (Kn)N′′′ such that limn∈N′′′ dimLn =∞ with the property λN′′′ [Ln, θ] ≤ η.
For that purpose define Dn = {x ∈ X | (x,Ax) ∈ Kn} for each n ∈ N′′ and suppose that we have
found a subsequence of subspaces (Rn)N′′′ ≺ (Dn)N′′′ such that limn∈N′′′ dimRn =∞ and that
‖A |Rn‖ ≤ η for every n ∈ N
′′′
. Then we can define Ln to be a graph of the restriction of A onto
Rn  it is easy to see that λN′′′ [Ln, θ] ≤ η since if (xn, Axn)N′4 / (Ln)N′4 is a unit sequence then
one can choose (yn)N′4 ⊂ Gθ as (xn, θ)N′4 and z ∈ (X,Y ) as (θ, θ) so that for every n ∈ N
′4
‖(xn, Axn)− yn − z‖ = ‖(xn, Axn)− (xn, θ)− (θ, θ)‖ = ‖(θ,Axn)‖ ≤ η.
The above inequality means that λN′′′ [Ln, θ] ≤ η. Since η can be arbitrarily small, we must
conclude that FSSλ[A, θ] = 0.
Now let us enumerate the elements from N′′ = {k1 < k2 < ... < kn < ...} and build the sub-
sequence of numbers {r1 < r2 < ... < rn < ...} = N′′′ ⊂ N′′ and a sequence of needed subspaces
(Rn)N′′′ ≺ (Dn)N′′′ by induction.
Since A is finitely strictly singular, there exists a number r ∈ N such that for every subspace
R ⊂ X with dimR ≥ r there exists a unit vector xr ∈ R such that ‖Axr‖ ≤ η. Therefore, since
limk∈N′′ dimDk =∞ we can find r1 = min{k ∈ N
′′ | dimDk > r}, then we can choose a unit vector
xr1 ∈ Dr1 such that ‖Axr1‖ ≤ η and construct a one-dimensional subspace Rr1 = sp{xr1} ⊂ Dr1 .
Suppose we have constructed j ≥ 1 numbers {r1 < r2 < ... < rj} ⊂ N′′ and j subspacesRri ⊂ Dri
such that
∥∥A |Rri∥∥ ≤ η and dimRri = i for i = 1, 2, ..., j. Our goal now is to find a new number
rj+1 ∈ N′′ and a new subspace Rrj+1 ⊂ Drj+1 such that rj+1 > rj ,
∥∥∥A |Rrj+1∥∥∥ ≤ η and
dimRrj+1 = j + 1.
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Since A is finitely strictly singular, there exists a number r ∈ N such that for every subspace
R ⊂ X with dimR ≥ r there exists a unit vector xr ∈ R such that ‖Axr‖ ≤ η2−(j+1). Therefore,
since limk∈N′′ dimDk =∞ we can find rj+1 = min{k ∈ N
′′ | dimDk > r + j + 1}, then we can
choose a unit vector x1rj+1 ∈ Drj+1 such that
∥∥∥Ax1rj+1∥∥∥ ≤ 2−(j+1)η. By the Hahn-Banach theorem
there exists a continuous unit functional f1 ∈ D∗rj+1 such that f1x1rj+1 = 1. The kernel of that func-
tional N1 = Kerf1 has dimension dimDk − 1 > r + j > r. Therefore, we may find another unit
vector x2rj+1 ∈ N1 such that
∥∥∥Ax2rj+1∥∥∥ ≤ 2−(j+1)η. As before, by the Hahn-Banach theorem there
exists a continuous unit functional f2 ∈ N∗1 such that f2x2rj+1 = 1. The kernel of that functional
N2 = Kerf2 has dimension dimDk − 2 > r + j − 1. Clearly we can continue this at least j + 1
times thus constructing a set of j + 1 finite-dimensional subspaces Drj+1 = N0 ⊃ N1 ⊃ ... ⊃ Nj
with the set of j+ 1 unit vectors xij+1 ∈ Ni−1 so that Ni−1 = sp{xi} ⊕Ni for each i = 1, ..., j + 1.
Now define a projection Pi : Ni−1 → sp{xi} with the kernel Ni for each i = 1, ..., j + 1. Fi-
nally define a new (j + 1)−dimensional subspace Rrj+1 = sp{x1rj , ..., xj+1rj }. Now let us prove that
‖Ax‖ ≤ η for any unit vector x ∈ Rrj+1 . For that decompose x =
∑
αix
i
rj into the sum of its j+1
coordinates and calculate
‖Ax‖ =
∥∥∥∥∥A(
j+1∑
i=1
αix
i
rj )
∥∥∥∥∥ ≤
j+1∑
i=1
|αi|
∥∥∥Axirj∥∥∥ ≤ 2−(j+1)η × j+1∑
i=1
|αi| .
However, it is clear from our construction that |α1| = ‖P1x‖ = 1 and
|αi| = ‖Pi ◦ (Ii−1 − Pi−1) ◦ ... ◦ (I1 − P1)x‖ where Ii : Ni → Ni is the identity map for each
i = 2, ..., j + 1. Therefore, for the same i
|αi| ≤ ‖Pi‖ × (
i−1∏
j=1
‖Ij − Pj‖)× ‖x‖ = 1× (
i−1∏
j=1
‖Ij − Pj‖)× 1
≤
i−1∏
j=1
(‖Ij‖+ ‖Pj‖) =
i−1∏
j=1
(1 + 1) = 2(i−1)
since ‖Pi‖ = 1 for those i. Thus the previous estimate for ‖Ax‖ can be further rewritten
‖Ax‖ ≤ 2−(j+1)η ×
j+1∑
i=1
|αi| ≤ 2−(j+1)η ×
j+1∑
i=1
2(i−1) = η × 2−(j+1) × (2j+1 − 1) < η
and this concludes the entire proof.
The next lemma shows that operator compositions supply an abundance of operator sequences
that are strictly singular 0−adjusted with the null operator. This way strictly singular adjustment
resembles the ideal properties of strictly singular operators (see P. Aiena [1] and J. Diestel, H.
Jarchow, A. Pietsch [3]).
Lemma 3.4.8 (Strict Singularity of Composition Operator Sequences). Let W , X, Y and Z are
Banach spaces with three sequences of linear operators (Sn)N′ ⊂ B(Y, Z), (An)N′ ⊂ B(X,Y ) and
(Tn)N′ ⊂ B(W,X):
W
Tn−−−−→ X An−−−−→ Y Sn−−−−→ Z.
Suppose that lim ‖Sn‖ = s <∞ and lim ‖Tn‖ = t <∞. Then the following propositions are true:
1. If FSSλN′ [An, θ] = 0, then FSSλN′ [An ◦ Tn, θ] = FSSλN′ [Sn ◦An, θ] = 0.
2. If SSλN′ [An, θ] = 0, then SSλN′ [An ◦ Tn, θ] = SSλN′ [Sn ◦An, θ] = 0.
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Proof. Suppose that FSSλN′ [An, θ] = 0 and let us prove that FSSλN′ [An ◦ Tn, θ] = 0. Con-
sider ε > 0 and a subsequence of finite-dimensional subspaces (Kn)N′′ ≺ (GAn◦Tn)N′′ from the
product space W × Y such that dimKn →∞  we need to find a subsequence of subspaces
(Ln)N′′′ ≺ (Kn)N′′ such that dimLn →∞ and λN′′ [Ln, {θ}] ≤ ε. Define subspaces Yn as images of
natural projections from Kn into Y and Wn as images of natural projections from Kn into W for
each n ∈ N′′ . Then, since dimKn →∞, it must be that either lim dimYn <∞ or lim dimYn =∞.
In the former case each Kn becomes a graph of a finite rank operator for large enough n ∈ N′′ , so
define each Ln as a graph of such finite rank operator restricted to its kernel  obviously kernel
dimensions approach infinity, therefore lim dimLn →∞ and at the same time each Ln is a graph
of a null operator. Therefore λN′′ [Ln, {θ}] = 0 < ε.
In the latter case of dimYn →∞ consider subspaces Pn ⊂ GAn defined as the graphs of restric-
tion operators An |A−1n (Yn)∩Wn for each n ∈ N
′′
 from assumption it is obvious that dimPn →∞.
Therefore, since FSSλN′ [An, θ] = 0, there exists a subsequence of subspaces (Qn)N′′′ ≺ (Pn)N′′′
such that dimQn →∞ and that λN′′′ [Qn, θ] ≤ εβ where β = 1max(t,1) . Let Rn be an image of a nat-
ural projection from Qn into X  obviously dimRn →∞. Now define Sn = Wn ∩ T−1n (Rn) ⊂W
and consider restriction operators Vn = An ◦ Tn |Sn for every n ∈ N
′′′
 obviously dimGVn →∞
since dimRn →∞; also from our construction (GVn)N′′′ ≺ (Kn)N′′′ . We shall prove that
λN′′′ [GVn , {θ}] ≤ ε  this will mean that FSSλN′ [An ◦ Tn, θ] = 0. Let (wn, An ◦ Tnwn)N′4 / (GVn)N′4
be a unit sequence of vectors. Let αn = max(‖Tnwn‖ , ‖An ◦ Tnwn‖) for each n ∈ N′4 and consider
a unit sequence (α−1n Tnwn, α
−1
n An ◦ Tnwn)N′4 / (Qn)N′4 . Since λN′′′ [Qn, {θ}] ≤ εβ there exists
a subsequence N′5 and a vector y ∈ Y such that limn∈N′5
∥∥α−1n An ◦ Tnwn − y∥∥ ≤ εβ. By con-
struction αn ≤ max(t, 1) = β−1, hence there exists a subsequence (αn)N′6 → α ≤ β−1. Therefore
limn∈N′6 ‖An ◦ Tnwn − αy‖ ≤ ε which proves that λN′′′ [GVn , {θ}] ≤ ε.
In order to prove that FSSλN′ [Sn ◦An, θ] = 0 from the second equality let ω > 0,
ε ∈ (0,min(1, ωs−1)), then choose three positive numbers γ, η and ν so that γ + η + ν < ε2−1 and
consider a subsequence of subspaces (Kn)N′′ from (GSn◦An)N′′ such that dimKn <∞ for all n ∈ N′′
and limn∈N′′ dimKn =∞  our goal is to find a subsequence of subspaces (Ln)N′′′ ≺ (Kn)N′′′ such
that limn∈N′′′ dimLn =∞ with the property λN′′′ [Ln, {θ}] ≤ ω. Let Xn be the image of a natural
projection of Kn onto X  obviously dimXn →∞. Let Bn be a restriction of An onto Xn. Obvi-
ously dimGBn →∞. Therefore there exists a subsequence of subspaces (Hn)N′′′ ≺ (GBn)N′′′ such
that dimHn →∞ and that λN′′′ [Hn, {θ}] ≤ γ. Obviously each Hn is a graph of some operator
Aˆn which is a restriction of the original operator An so that λN′′′ [Aˆn, θ] ≤ γ. As the main step in
our proof we will establish existence of a subsequence of subspaces (Xn)N′4 ≺ (dom(Aˆn))N′4 such
that lim dim dom(Aˆn)/Xn <∞ and that lim
∥∥∥Aˆn |Xn∥∥∥ ≤ ε. Suppose to the contrary that such a
subsequence does not exist  we shall then build a sequence of unit vectors (xn)N′4 / (dom(Aˆn))N′4
and a sequence of subspaces (Yn)N′4 ⊂ Y by induction like this:
• According to our assumption there exists a unit vector xn1 ∈ dom(Aˆn1) such that∥∥∥Aˆn1xn1∥∥∥ ≥ ε for some n1 ∈ N′′′ . Using Hahn-Banach theorem find a unit functional fn1 ∈ Y ∗
such that fn1(Aˆn1xn1) =
∥∥∥Aˆn1xn1∥∥∥. Then let yn1 = Aˆn1xn1 and Yn1 = Ker(fn1)  obviously
dist(βyn1 , Yn1) ≥ βε for any β > 0 and dist(‖yn1‖−1 yn1 , Yn1) = 1.
• Suppose that for some k > 1 we have already built a set of unit vector {xn1 , ..., xnk} ⊂ X and
a set of subspaces Y ⊃ Yn1 ⊃ ... ⊃ Ynk such that xni ∈ dom(Aˆni), yni = Aˆnixni ,
Yni = sp{yni+1} ⊕ Yni+1 and dist(βyni , Yni) ≥ βε for any β > 0 and dist(‖yni‖−1 yni , Yni) = 1
for all i = 1, ..., k − 1. Obviously dim dom(Aˆnk/Aˆ−1nk (Ynk)) ≤ nk for each n ∈ N
′′′
 therefore
by assumption there exists some nk+1 ∈ N′′′ , nk+1 > nk and a unit vector xnk+1 ∈ Aˆ−1nk (Ynk)
such that
∥∥∥Aˆnk+1xnk+1∥∥∥ ≥ ε. Denote ynk+1 = Aˆnk+1xnk+1  by the Hahn-Banach theorem
there exists a unit functional fnk+1 ∈ Y ∗nk such that fnk+1ynk+1 =
∥∥ynk+1∥∥, so set
Ynk+1 = Ker(fnk+1). Obviously Ynk = sp{ynk+1} ⊕ Ynk+1 and dist(βynk+1 , Ynk+1) ≥ βε for
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any β > 0 and dist(
∥∥ynk+1∥∥−1 ynk+1 , Ynk+1) = 1.
Now define a sequence of just built numbers N′4 = {n1, ..., nk, ...}. Then for each n ∈ N′4 define
βn = max(1, ‖yn‖) and consider a unit sequence
((β−1n xn, β
−1
n Aˆnxn))N′4 = ((β
−1
n xn, β
−1
n yn))N′4 ⊂ X × Y.
Since λN′′′ [Aˆn, θ] ≤ γ there exists a subsequence N
′5 and a vector y ∈ Y such that
lim
N′5
∥∥β−1n yn − y∥∥ ≤ γ + η.
Applying the triangle inequality for large enough n > m from N′5 and taking into account the
choice of numbers γ, η and ν estimate∥∥β−1m ym − β−1n yn∥∥ = ∥∥β−1m ym − y − β−1n yn + y∥∥ ≤ ∥∥β−1m ym − y∥∥+ ∥∥β−1n yn − y∥∥
≤ γ + η + ν + γ + η + ν = 2× (γ + η + ν) < ε.
At the same time by construction∥∥β−1m ym − β−1n yn∥∥ ≥ β−1m × ε.
Thus from the above two inequalities obtain
β−1m × ε < ε.
If ‖ym‖ ≤ 1 then βm = 1, therefore ε < ε which is a contradiction. So it must be that ‖ym‖ > 1 
then it follows that βm = ‖ym‖ and therefore from the construction
ε >
∥∥β−1m ym − β−1n yn∥∥ = ∥∥∥‖ym‖−1 ym − β−1n yn∥∥∥ ≥ 1
which contradicts our choise of ε < 1. Thus we have proved that our assumption is incor-
rect, and, therefore there exists a subsequence of subspaces (Xn)N′′′ ≺ dom(Aˆn)N′′′ such that
lim dim dom(Aˆn)/Xn <∞ and that lim
∥∥∥Aˆn |Xn∥∥∥ ≤ ε. Therefore, lim ∥∥∥Sn ◦ Aˆn |Xn∥∥∥ ≤ ω by the
choice of ε < ωs−1 and due to the condition lim ‖Sn‖ = s <∞. Thus, if we choose Ln = GSn◦Aˆn|Xn
it is clear that (Ln)N′′′ ≺ (Kn)N′′′ , limn∈N′′′ dimLn =∞ and λN′′′ [Ln, {θ}] ≤ ω which concludes
the proof of the second equality from proposition 1.
We omit the proof of the proposition 2 as it is practically the same as the just concluded proof
of the proposition 1.
4 Semi-Fredholm Stability
In this section we prove stability of lower semi-Fredholm pairs and of operators under lower strictly
singular λ−adjustment. Let us start with some preliminaries and a few lemmas that will be used
in that proof.
4.1 Preliminary Lemmas
The following concept of gap between two subspaces of a Banach space had been introduced by
M. G. Krein, M. A. Krasnosel'ski, D. P. Mil'man in [11] (see also M. I. Ostrovskii [14] and T.
Kato [10])  it can be seen as a measure of an 'angle' between two subspaces:
Definition 4.1.1 (Gap between Two Subspaces of a Banach Space). Recall that if x is a vector
from a Banach space X, and P is a closed subspace of X, then distance from x to P is defined
as dist(x, P ) := inf{‖x− y‖ | y ∈ P}; if M , P are two closed subspaces of a Banach space X then
the gap δ(M,P ) between M and P is a real non-negative number defined as
δ(M,P ) := sup{dist(x, P ) | x ∈M, ‖x‖ = 1}.
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The concept of uniform λ−adjustment is weaker than the concept of gap distance (see [2])
λN′ [Mn, Pn] ≤ lim
n∈N′
δ(Mn, Pn).
The following theorem due to I.C. Gohberg, M.G. Krein from [5] had become a fundamental tool
in the research of (semi-)Fredholm stability:
Theorem 4.1.2 (The Small Gap Theorem). Let M and N be two subspaces from a Banach space
such that δ(M,N) < 1. If dimM <∞ then dimM ≤ dimN .
This theorem is used in order to prove the following technical lemma:
Lemma 4.1.3. Let (Mn)N′ and (Nn)N′ be two sequences of subspaces from a Banach space.
Suppose that limn∈N′ δ(Mn, Nn) = 0 and limn∈N′ dimMn =∞. Then there exist two subsequences
of subspaces (Hn)N′1 ≺ (Mn)N′1 and (Gn)N′1 ≺ (Nn)N′1 such that dimHn = dimGn for all n ∈ N
′
1,
limn∈N′1 dimHn =∞ and limn∈N′1 δ(Hn, Gn) = limn∈N′1 δ(Gn, Hn) = 0.
Proof. Since limn∈N′ dimMn =∞ we can choose a subsequence N
′′
= {n1 < ... < nk < ...} ⊂ N′
such that dimMnk ≥ k for each k ∈ N. Since limn∈N′ δ(Mn, Nn) = 0 we can choose a subsequence
N′′′ = {m1 < m2 < ... < mk < ...} ⊂ N′′ such that dimMmk ≥ k and
δ(Mmk , Nmk) < (k + 1)
−1 × 2−(k+1)
for each k ∈ N.
Since dimMmk ≥ k we can choose a unit vector x1mk ∈Mmk and since
δ(Mmk , Nmk) < (k + 1)
−1 × 2−(k+1) we can choose a vector y1mk ∈ Nmk such that∥∥x1mk − y1mk∥∥ < (k + 1)−1 × 2−(k+1)
for each k ≥ 2. By the Hahn-Banach theorem there exists a unit functional f1k ∈M∗mk such that‖f1kx1mk‖ = 1 with the kernel space K1mk ⊂Mmk . Obviously Mmk = sp{x1mk} ⊕K1mk , so we can
define a projection P 1k : Mmk → sp{x1mk} such that
∥∥P 1k∥∥ = 1, P 1kx = (f1kx)x andKer(P 1k ) = K1mk
for each k ≥ 2.
Obviously dimK1mk = k − 1 for each k ≥ 2. Therefore, for each k ≥ 3 we can apply the same
reasoning and choose a unit vector x2mk ∈ K1mk and a vector y2mk ∈ Nmk such that∥∥x2mk − y2mk∥∥ < (k + 1)−1 × 2−(k+1). Also, applying the Hahn-Banach theorem we can find a
unit functional f2k ∈ K1∗mk such that ‖f2kx2mk‖ = 1 with the kernel space K2mk ⊂Mmk . Obviously
K1mk = sp{x2mk} ⊕K2mk , so we can define a projection P 2k : K1mk → sp{x2mk} such that
∥∥P 2k∥∥ = 1,
P 2kx = (f
2
kx)x and Ker(P
2
k ) = K
2
mk
for each k ≥ 3.
Naturally following this process we end up with the following objects for each number k ≥ 2: a
set of linearly independent unit vectors {x1mk , ..., xkmk} ∈Mmk and a set of vectors
{y1mk , ..., ykmk} ∈ Nmk such that∥∥ximk − yimk∥∥ < (k + 1)−1 × 2−(k+1)
for each i = 1, ..., k, as well as the set of unit projections
P imk : sp{ximk , ..., xkmk} → sp{ximk}
such that ker(P imk) = sp{xi+1mk , ..., xkmk} for each i = 1, ..., k − 1. Let Iimk be a an identity operator
for the space sp{xi+1mk , ..., xkmk} for each i = 1, ..., k − 1 and consider any vector
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x =
∑k
i=1 αix
i
mk
∈ sp{x1mk , ..., xkmk}. Estimate each αi:
|αi| =
∥∥P imk ◦ (Ii−1mk − P i−1mk ) ◦ ... ◦ (I1mk − P 1mk)x∥∥
≤ ∥∥P imk∥∥×
∥∥∥∥∥∥
i−1∏
j=1
(Ii−jmk − P i−jmk )
∥∥∥∥∥∥× ‖x‖ ≤ 1× (
i−1∏
j=1
∥∥Ii−jmk − P i−jmk ∥∥)× ‖x‖
≤ (
i−1∏
j=1
(
∥∥Ii−jmk ∥∥+ ∥∥P i−jmk ∥∥))× ‖x‖ ≤ (i−1∏
j=1
2)× ‖x‖ < 2i × ‖x‖ ;
therefore
k∑
i=1
|αi| < (
k∑
i=1
2i)× ‖x‖ < 2k+1 × ‖x‖ ,
∑k
i=1 |αi|
2k+1
< ‖x‖ .
(1)
Now consider pairs of subspacesHmk = sp{x1mk , ..., xkmk} ⊂Mmk andGmk = sp{y1mk , ..., ykmk} ⊂ Nmk
and estimate the gap δ(Gmk , Hmk) between Gmk and Hmk . Take a unit vector y ∈ Gmk  let us
calculate y's distance from Hmk . If y =
∑k
i=1 αiy
i
mk
then take a vector from x ∈ Hmk such that
x =
∑k
i=1 αix
i
mk
and evaluate its norm:
‖x‖ = ‖x+ y − y‖ =
∥∥∥∥∥
k∑
i=1
αix
i
mk
+
k∑
i=1
αiy
i
mk
−
k∑
i=1
αiy
i
mk
∥∥∥∥∥
≤
∥∥∥∥∥
k∑
i=1
αiy
i
mk
∥∥∥∥∥ +
∥∥∥∥∥
k∑
i=1
αix
i
mk
−
k∑
i=1
αiy
i
mk
∥∥∥∥∥ = ‖y‖ +
∥∥∥∥∥
k∑
i=1
αi(ximk − yimk)
∥∥∥∥∥
≤ 1 +
k∑
i=1
|αi|
∥∥ximk − yimk∥∥ ≤ 1 + ( k∑
i=1
|αi|)× (k + 1)−12−(k+1).
(2)
Combining estimates for x's norm from (1) and (2) calculate further:∑k
i=1 |αi|
2k+1
< 1 + (
k∑
i=1
|αi|)× (k + 1)−12k+1,
(
k∑
i=1
|αi|)× (2−(k+1) − (k + 1)−12−(k+1)) < 1,
k∑
i=1
|αi| < 2
k+1(k + 1)
k
.
(3)
Finally we can estimate using (3)
dist(y,Hmk) ≤ ‖y − x‖ =
∥∥∥∥∥
k∑
i=1
αiy
i
mk
−
k∑
i=1
αix
i
mk
∥∥∥∥∥ ≤
k∑
i=1
|αi| ‖yi − xi‖
≤ (
k∑
i=1
|αi|)× (k + 1)−12−(k+1) < 2
k+1(k + 1)
k
× (k + 1)−12−(k+1) = 1
k
,
therefore
δ(Gmk , Hmk) <
1
k
. (4)
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Now estimate the opposite gap δ(Hmk , Gmk) by taking a unit vector x =
∑k
i=1 αix
i
mk
∈ Hmk and
evaluating its difference with y =
∑k
i=1 αiy
i
mk
∈ Gmk using (1):
dist(x,Gmk) ≤ ‖x− y‖ =
∥∥∥∥∥
k∑
i=1
αix
i
mk
−
k∑
i=1
αiy
i
mk
∥∥∥∥∥ ≤
k∑
i=1
|αi| ‖xi − yi‖
≤ (
k∑
i=1
|αi|)× (k + 1)−12−(k+1) < 2k+1 × (k + 1)−12−(k+1) = (k + 1)−1,
therefore
δ(Hmk , Gmk) <
1
k + 1
. (5)
Now denote N′1 := N
′′′
= {m1 < m2 < ... < mk < ...}. Then from (4) and (5) it follows that
lim
n∈N′1
δ(Hn, Gn) = lim
n∈N′1
δ(Gn, Hn) = 0.
From the above formula and from the fact that dimHmk = k, as well as from the small gap theorem
4.1.2 applied to pairs of subspaces (Hmk , Gmk) it follows that
dimHmk = dimGmk = k
for k ∈ N  this concludes the proof of the lemma.
The next lemma investigates the structure of a pair of subspaces which sum is not closed:
Lemma 4.1.4 (Having a Not Closed Sum is an Inherent Property). Let (M,N) be a pair of
closed subspaces from a Banach space such that they have no common non-null elements, i.e.
M ∩N = {θ}, and such that the sum of M and N is not closed, i.e. M +N 6= M +N . Then
there exists a pair (H,G) of infinite-dimensional closed subspaces H ⊂M , G ⊂ N such that for
any infinite-dimensional subspace K ⊂ H there exists an infinite-dimensional subspace L ⊂ G such
that the sum of K and L is not closed, i.e. K + L 6= K + L. Moreover for any ε > 0 one can
choose subspaces H and G so that max(δ(H,G), δ(G,H)) < ε; also subspace L can be chosen so
that max(δ(K,L), δ(L,K)) < ε.
Proof. First we build by induction a system of the following objects: a sequence of decreasing
closed subspaces M = M1 ⊃M2 ⊃ ... ⊃Mn ⊃ ... and a sequence of unit vectors (xn)N / (Mn)N
such thatMi = sp{xi} ⊕Mi+1 and dist(xi,Mi+1) = 1 for each i ∈ N, as well as a sequence of vec-
tors (yi)N ⊂ N such that ‖xi − yi‖ < 2−2i for each i ∈ N. For that consider a continuous linear map
Ψ1 : M ×N →M +N defined as Ψ1 : (x, y) 7→ x− y. Since M ∩N = {θ} and M +N 6= M +N
we conclude that Ψ1 is an injection and that the image of Ψ1 is not closed; therefore, by the
open mapping theorem for every ε > 0 there exists a unit pair (x, y) ∈M ×N such that ‖x‖ = 1
and ‖x− y‖ < ε. Thus, for the first induction step choose a unit pair (x1, y1) ∈M ×N such that
‖x1‖ = 1 and ‖x1 − y1‖ < 2−2; then denote M1 = M and by the Hahn-Banach theorem choose
a closed subspace M2 as the kernel of a continuous unit functional f1 ∈M∗1 such that f1x1 = 1.
Now suppose that the first n+ 1 closed spaces Mi and the first n vectors xi, yi have been already
built. Since dimM/Mn = n and M +N 6= M +N we shall conclude that Mn +N 6= Mn +N .
Then, again as in the first step, with the help of the open mapping theorem applied to the natural
linear map Ψn : Mn ×N →Mn +N defined as Ψn : (x, y) 7→ x− y we might choose a unit vector
xn+1 ∈Mn and a vector yn+1 ∈ N such that ‖xn+1 − yn+1‖ < 2−2(n+1). Then by the Hahn-
Banach theorem choose a closed subspace Mn+2 as the kernel of a continuous unit functional
fn+1 ∈M∗n+1 such that fn+1xn+1 = 1 which concludes the induction step.
After that, define the sequence of subspaces M ⊃ S1 ⊃ S2 ⊃ ... ⊃ Sn ⊃ ... as
Sn = sp{xn, xn+1, ...} ⊂Mn; then define identity injection maps In : Sn → X and linear maps
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An : Sn → N by setting An :
∑
αjxj 7→
∑
αjyj . Our goal is to prove that each operator An is a
continuous isomorphism and that ‖In −An‖ < 2−2n. For that consider the sequence of projections
Pn : Mn → sp{xn} with the kernelsKer(Pn) = Mn+1 for each n ∈ N  from the above construction
it is clear that ‖Pn‖ = 1 for each projection Pn. Then for each vector x =
∑k
i=0 αn+ixn+i ∈ Sn
estimate its components αn+i for each i = 0, ..., k like this:
|αn+i| = ‖Pn ◦ (In − Pn+1) ◦ ... ◦ (In+i−1 − Pn+i)x‖
≤ ‖Pn‖ ×
∥∥∥∥∥∥
i−1∏
j=0
(In+j − Pn+j+1)
∥∥∥∥∥∥× ‖x‖ = 1×
∥∥∥∥∥∥
i−1∏
j=0
(In+j − Pn+j+1)
∥∥∥∥∥∥× ‖x‖
≤ (
i−1∏
j=0
‖In+j − Pn+j+1‖)× ‖x‖ ≤ (
i−1∏
j=0
(‖In+j‖+ ‖Pn+j+1‖))× ‖x‖
= (
i−1∏
j=0
2)× ‖x‖ = 2i−1 × ‖x‖ .
Based on that get the desired estimate ‖In −An‖ < 2−2n:
‖x−Anx‖ =
∥∥∥∥∥
k∑
i=0
αn+ixn+i −
k∑
i=0
αn+iyn+i
∥∥∥∥∥ ≤
k∑
i=0
|αn+i| × (‖xn+i − yn+i‖)
≤
k∑
i=0
|αn+i| × 2−2(n+i) ≤
k∑
i=0
2i−1 × ‖x‖ × 2−2(n+i) = (
k∑
i=0
2−2n−i−1)× ‖x‖
= 2−2n−1 × (
k∑
i=0
2−i)× ‖x‖ < 2−2n−1 × 2× ‖x‖ = 2−2n × ‖x‖ .
Since all In and An are bounded linear operators each defined on Sn and since N is a closed
subspace, we may extend each of them by continuity onto Sn (the closure of Sn): In to identity
operators Iˆn : Sn → Sn and An to Aˆn : Sn → N for each n ∈ N. Obviously the just proved estimate
remains true for the extensions, that is
∥∥∥Iˆn − Aˆn∥∥∥ < 2−2n. Also note that it follows from the
properties of the above inductive construction that S1 = sp{x1, ..., xn} ⊕ Sn which implies that
dimS1/Sn = n.
Now for every n ∈ N denote Hn = Sn ⊂M and Gn = Aˆn(Hn) ⊂ N . We shall prove that if
2−n < ε then the pair of subspaces (Hn, Gn) satisfies the conditions of the lemma. First note that
Hn is an infinite-dimensional closed subspace by the previous construction. At the same time∥∥∥Iˆn − Aˆn∥∥∥ < 2−2n while Iˆn is an isomorphism of norm 1, therefore due to the stability of the
isomorphism perturbed by a small norm operator we conclude that Aˆn is also an isomorphism and
δ(Hn, Gn) = δ(Iˆn(Hn), Aˆn(Hn)) ≤
∥∥∥Iˆn − Aˆn∥∥∥ ≤ 2−2n < 2−n < ε,
δ(Gn, Hn) = δ(Aˆ−1n (Hn), Iˆn(Hn)) ≤
∥∥∥Iˆn − Aˆ−1n ∥∥∥ ≤
∥∥∥Iˆn − Aˆn∥∥∥∥∥∥Aˆn∥∥∥ ≤
2−2n
1− 2−2n < 2
−n < ε.
(6)
Therefore Gn = Aˆn(Hn) is a closed subspace and max(δ(Hn, Gn), δ(Gn, Hn)) < ε.
Now consider any infinite-dimensional closed subspace K ⊂ Hn  our goal is to find an infinite-
dimensional subspace L ⊂ Gn such that the sum of K and L is not closed and
max(δ(K,L), δ(L,K)) < ε. For that choose L to be the image of K, that is set L = Aˆn(K) 
since Aˆn is an isomorphism, L is a closed infinite-dimensional subspace from Gn ⊂ N and the gap
estimate max(δ(K,L), δ(L,K)) < ε is true as in (6).
4.2 The Main Stability Theorem 15
Now let us prove that K + L 6= K + L. Since K ∩ L = {θ} we may consider, as in the above in-
ductive construction, a natural linear injection Ψ : K × L→ K + L defined as Ψ : (x, y) 7→ x− y.
According to open mapping theorem it is sufficient to prove that for every γ > 0 there exist a unit
pair vector (x, y) ∈ K × L such that ‖x− y‖ < γ. Let m > n, m ∈ N such that 2−2m < γ. Con-
sider the space Km = Sm ∩K. Since dimK =∞, K ⊂ Sn and by construction
dimSn/Sm = m− n <∞, it is clear that dimKm = dimSm ∩K =∞. Therefore, we may choose
any unit vector (x, Aˆmx) ∈ Km × Aˆm(Km) ⊂ K × L and let y = Aˆmx ∈ L. By the previous norm
estimate
‖x− y‖ =
∥∥∥x− Aˆmx∥∥∥ ≤ ∥∥∥Iˆm − Aˆm∥∥∥× ‖x‖ < 2−2m × 1 ≤ γ
which concludes the proof of the entire lemma.
4.2 The Main Stability Theorem
At this point we have gathered almost all the technical facts needed for the proof of semiFredholm
stability. As the final preliminary step we recall some technical considerations from [2]. Let
M , N and S be three closed subspaces from a Banach space X such that[3] M +N = M +N ,
M +N = (M ∩N)⊕ S. Consider a natural mapping
Φ : Π = M ∩ S × M ∩N × N ∩ S → M +N
Φ : (u, t, v) → u+ t+ v.
Define a complete norm on Π
‖(u, t, v)‖ = max{‖u‖ , ‖t‖ , ‖v‖}.
Then, since
M +N = M +N = (M ∩N)⊕ S = M ∩ S ⊕ M ∩N ⊕ N ∩ S,
it is clear that Φ is a continuous bijection from the Banach space Π onto the Banach spaceM +N .
Therefore, according to the open mapping theorem operator Φ−1 is a continuous operator. Let us
denote ϕS(M,N) :=
∥∥Φ−1∥∥.
Also recall that a pair of closed subspaces (M,N) from a Banach space X is called lower
semiFredholm if the sum of M and N is closed, i.e. M +N = M +N , and if its lower defect
number α(M,N) := dim(M ∩N) is finite. Note that for a lower semiFredholm pair there always
exist many closed subspaces S such that M +N = (M ∩N)⊕ S. Therefore, denote
ϕ(M,N) := inf{ϕS(M,N) | M +N = (M ∩N)⊕ S}.
What follows is the final technical lemma which proof can be found in Theorem 2.5.1 from [2]:
Lemma 4.2.1. Let M , N be two closed subspaces from a Banach space X such that
M +N = M +N . Let (Mn)N′ , (Nn)N′ are two sequences of closed subspaces from X, and set
λM = λN′ [Mn,M ], λN = λN′ [Nn, N ];
then the following propositions are true
1. Suppose that M +N = (M ∩N)⊕ S and define a real number
ωS(M) = 2× (λM + ϕS(M,N)× (λM + λN )).
If (Hn)N′′ is a sequence of closed subspaces, Hn ⊂Mn for all n ∈ N
′′
and δ(Hn, Nn)→ 0,
then
λN′′ [Hn,M ∩N ] ≤ ωS(M).
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2. Suppose that pair (M,N) is lower semiFredholm and define a real number
ω = 2× (min(λM , λN ) + ϕ(M,N)× (λM + λN )).
If ω < 1/2, then there exists a closed subspace S such that M +N = M ∩N ⊕ S and
ωS(M) = 2× (λM + ϕS(M,N)× (λM + λN )) < 12 .
Proof. Proposition 1 is true due to proposition 2 from Theorem 2.5.1 from [2]. The proof of the
proposition 2 can be found in the proof of the proposition 1 from the same Theorem 2.5.1 from
[2].
We are now ready to formulate and prove the lower semiFredholm stability theorem for pairs
of subspaces:
Theorem 4.2.2 (Lower SemiFredholm Pairs are Stable under Singular Adjustment). Let (M,N)
be a lower semiFredholm pair of closed subspaces in a Banach space X. Let (Mn)N′ , (Nn)N′ are
two sequences of closed subspaces from X, and set
FSSλM = FSSλN′ [Mn,M ], FSSλN = FSSλN′ [Nn, N ];
SSλM = SSλN′ [Mn,M ], SSλN = SSλN′ [Nn, N ];
then the following propositions are true
1. Define a real number
FSSω = 2× (min(FSSλM ,FSSλN ) + ϕ(M,N)× (FSSλM + FSSλN )).
If FSSω < 1/2, then for large enough n ∈ N′ pairs (Mn, Nn) are also lower semiFredholm
and
lim
n∈N′
α(Mn, Nn) < ∞.
2. Define a real number
SSω = 2× (min(SSλM ,SSλN ) + ϕ(M,N)× (SSλM + SSλN )).
If SSω < 1/2, then for large enough n ∈ N′ pairs (Mn, Nn) are also lower semiFredholm.
Proof. In order to prove proposition 1 we first prove that for large enough n ∈ N′ defect numbers
α(Mn, Nn) = dimMn ∩Nn are finite and limited from above. In order to do that assume the op-
posite  then there exists a subsequence N′′ ⊂ N′ such that (dimMn ∩Nn)n∈N′′ →∞. According
to the condition of the theorem we can choose a real number ε > 0 such that
0 < ε <
1− 2×FSSω
4× (1 + 2ϕ(M,N)) ; (7)
sinceMn ∩Nn ⊂Mn for each n ∈ N′′ , by definition of finitely strictly singular uniform λ−adjustment
there exists a subsequence of finite-dimensional subspaces (Gn)N′′′ ≺ (Mn ∩Nn)N′′ such that
(dimGn)n∈N′′ →∞ and that λN′′′ [Gn,M ] ≤ FSSλN′ [Mn,M ] + ε. Since Gn ⊂Mn ∩Nn ⊂ Nn for
each n ∈ N′′′ , again by definition of finitely strictly singular uniform λ−adjustment there exists a
subsequence of subspaces (Hn)N′4 ≺ (Gn)N′4 such that (dimHn)n∈N′4 →∞ and that
λN := λN′4 [Hn, N ] ≤ FSSλN′ [Nn, N ] + ε = FSSλN + ε.
At the same time, since (Hn)N′4 ≺ (Gn)N′4 and by the choice of (Gn)N′′′ we can write
λM := λN′4 [Hn,M ] ≤ λN′′′ [Gn,M ] ≤ FSSλN′ [Mn,M ] + ε = FSSλM + ε.
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From the above two inequalities, from the choice of ε and from the condition of the theorem we
can estimate
ω = 2× (min(λM , λN ) + ϕ(M,N)× (λM + λN ))
≤ 2× (min(FSSλM + ε,FSSλN + ε) + ϕ(M,N)× (min(FSSλM + ε+ FSSλN + ε))
= 2× (min(FSSλM ,FSSλN ) + ε+ ϕ(M,N)× (FSSλM + FSSλN ) + 2ϕ(M,N)ε)
= 2× (min(FSSλM ,FSSλN ) + ϕ(M,N)× (FSSλM + FSSλN )) + 2ε(1 + 2ϕ(M,N))
= FSSω + 2ε(1 + 2ϕ(M,N)) < FSSω + 2× 1− 2×FSSω
4× (1 + 2ϕ(M,N)) × (1 + 2ϕ(M,N))
= FSSω + 1
2
−FSSω = 1
2
.
Therefore, we may now apply proposition 2 from the previous lemma 4.2.1 in case of the pair of
sequences where each sequence is the same (Hn)N′4 and find a closed subspace S ⊂ X such that
X = M ∩N ⊕ S and that
ωS(M) = 2× (λM + ϕS(M,N)× (λM + λN )) < 12 .
Due to above inequality and since obviously δ(Hn, Hn) = 0, we may now apply proposition 1 of
the same lemma 4.2.1 and conclude that
λN′4 [Hn,M ∩N ] <
1
2
.
Therefore, since dimM ∩N <∞, by the small uniform adjustment theorem 2.2.2 from [2] we
conclude that dimensions of all subspaces Hn are limited from above by a finite number which
contradicts our choice of dimHn →∞. Therefore our assumption that there exists a subsequence
N′′ ⊂ N′ such that (dimMn ∩Nn)n∈N′′ →∞ is incorrect and we shall conclude that for large
enough n ∈ N′ the defect numbers α(Mn, Nn) which are the dimensions of subspacesMn ∩Nn are
limited from above by a finite number.
In order to conclude the proof of the proposition 1 we shall establish thatMn +Nn = Mn +Nn
for large enough n ∈ N′ . In order to do that assume the opposite and choose a subsequence
N′′ ⊂ N′ such that Mn +Nn 6= Mn +Nn for each n ∈ N′′ . Then, we are going to build a number
of sequences of subspaces through the following steps:
1. According to theorem 4.19 from [10], page 226, there exist infinite-dimensional subspaces
Hn ⊂Mn such that δ(Hn, Nn) < n−1. Therefore, we can choose a sequence of finite-dimensional
subspaces (Gn)N′′ ≺ (Hn)N′′ such that (dimGn)N′′ →∞ and δ(Gn, Nn)N′′ → 0.
2. Now choose a real number ε as in formula (7) above and recall that by definition of finitely
strictly singular uniform λ−adjustment there exists a subsequence of finite-dimensional sub-
spaces (Kn)N′′′ ≺ (Gn)N′′ such that (dimKn)n∈N′′′ →∞ and that
λN′′′ [Kn,M ] ≤ FSSλN′ [Mn,M ] + ε. (8)
3. Obviously δ(Kn, Nn)N′′′ → 0, hence by the previous lemma 4.1.3 there exist two subsequences
of subspaces (Ln)N′41 ≺ (Kn)N′4 and (Pn)N′4 ≺ (Nn)N′4 such that dimLn = dimPn for all
n ∈ N′4, limn∈N′4 dimLn =∞ and limn∈N′4 δ(Ln, Pn) = limn∈N′4 δ(Pn, Ln) = 0.
4. Again by definition of finitely strictly singular uniform λ−adjustment there exists a subse-
quence of finite-dimensional subspaces (Qn)N′5 ≺ (Pn)N′5 such that (dimQn)n∈N′5 →∞ and
that
λN′5 [Qn, N ] ≤ FSSλN′ [Nn, N ] + ε. (9)
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5. Obviously limn∈N′5 δ(Qn, Ln) = limn∈N′5 δ(Pn, Ln) = 0 since (Qn)N′5 ≺ (Pn)N′5 ; therefore ap-
plying the previous lemma 4.1.3 this time to the pair of sequences of subspaces (Qn, Ln)N′5
we can find two subsequences of subspaces (Rn)N′6 ≺ (Ln)N′6 and (Tn)N′6 ≺ (Qn)N′6 such
that dimRn = dimTn for all n ∈ N′6, limn∈N′6 dimRn =∞ and
lim
n∈N′6
δ(Rn, Tn) = lim
n∈N′6
δ(Tn, Rn) = 0. (10)
The following two lines summarize the inclusion relations between the subspaces in our construc-
tions:
(Rn)N′6 ≺ (Ln)N′4 ≺ (Kn)N′′′ ≺ (Gn)N′′ ≺ (Hn)N′′ ≺ (Mn)N′
(Tn)N′6 ≺ (Qn)N′5 ≺ (Pn)N′4 ≺ (Nn)N′
Combining the above relations with the previous estimates 8 and 9 we come to the estimates
λM := λN′6 [Rn,M ] ≤ λN′′′ [Kn,M ] ≤ FSSλN′ [Mn,M ] + ε = FSSM + ε,
λN := λN′6 [Tn, N ] ≤ λN′5 [Qn, N ] ≤ FSSλN′ [Nn, N ] + ε = FSSN + ε.
Now define
ω = 2× (min(λM , λN ) + ϕ(M,N)× (λM + λN )).
According to our choice of ε from (7) we can estimate ω < 1/2 as before. Therefore, we can apply
proposition 2 from the previous lemma 4.2.1 to two sequences of subspaces (Rn)N′6 and (Tn)N′6
and choose a closed subspace S ⊂ X such that M +N = M ∩N ⊕ S and
ωS(M) = 2× (λM + ϕS(M,N)× (λM + λN )) < 12 .
Now taking into account the gap estimate from (10) we may apply proposition 1 from the same
lemma 4.2.1 and conclude that
λN′6 [Rn,M ] ≤ ωS(M).
Therefore λN′6 [Rn,M ] < 1/2, hence since dimM ∩N <∞, by the small uniform adjustment theo-
rem 2.2.2 from [2] we conclude that dimensions of all subspacesRn are limited from above by a finite
number for large enough n ∈ N′6 which contradicts our construction in step 5 as dimRn →∞.
Therefore the assumption that there exists subsequence N′′ ⊂ N′ such that Mn +Nn 6= Mn +Nn
for each n ∈ N′′ is incorrect which means thatMn +Nn = Mn +Nn for large enough n ∈ N′ which
concludes the the proof of the theorem's proposition 1.
We are now commencing the proof of the proposition 2. First we establish that dimMn ∩Nn <∞
for large enough n ∈ N′ . In order to do that assume the opposite  then there exists a subsequence
N′′ such that dimMn ∩Nn =∞ for all n ∈ N′′ . Hence, if ε is a real number such that
0 < ε <
1− 2× SSω
4× (1 + 2ϕ(M,N)) , (11)
then sinceMn ∩Nn ⊂Mn for each n ∈ N′′ , by definition of strictly singular uniform λ−adjustment
there exists a subsequence of infinite-dimensional subspaces (Gn)N′′′ ≺ (Mn ∩Nn)N′′ such that
λN′′′ [Gn,M ] ≤ SSλN′ [Mn,M ] + ε. Since Gn ⊂Mn ∩Nn ⊂ Nn for each n ∈ N
′′′
, again by defini-
tion of finitely singular uniform λ−adjustment there exists a subsequence of subspaces
(Hn)N′4 ≺ (Gn)N′4 such that (dimHn)n∈N′4 =∞ and that
λN := λN′4 [Hn, N ] ≤ SSλN′ [Nn, N ] + ε = SSλN + ε.
At the same time, since (Hn)N′4 ≺ (Gn)N′4 and by the choice of (Gn)N′′′ we can write
λM := λN′4 [Hn,M ] ≤ λN′′′ [Gn,M ] ≤ SSλN′ [Mn,M ] + ε = SSλM + ε.
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From this point we may continue the proof exactly as in the previous proof for finitely strictly sin-
gular case and come to a contradiction. Therefore, we must conclude that that dimMn ∩Nn <∞
for large enough n ∈ N′ .
We are now left to prove that Mn +Nn = Mn +Nn for large enough n ∈ N′ . First note that
since dimMn ∩Nn <∞ for large enough n ∈ N′ there exist closed subspaces Sn ⊂ X such that
(Mn ∩Nn)⊕ Sn = X for the same n. Therefore, it is enough to prove that
(Mn ∩ Sn)⊕ (Nn ∩ Sn) = (Mn ∩ Sn)⊕ (Nn ∩ Sn) for large enough n ∈ N′ . Thus, since
(Mn ∩ Sn) ∩ (Nn ∩ Sn) = {θ}, from now on we may safely assume that Mn ∩Nn = {θ}.
Now assume the opposite  then there exists a subsequence N′′ ⊂ N′ such that
Mn +Nn 6= Mn +Nn for all n ∈ N′′ . Then proceed building sequences of closed infinite-dimensional
subspaces in the following steps:
1. For each such n choose two closed subspaces Hn ⊂Mn and Gn ⊂ Nn as in lemma 4.1.4 such
that max(δ(Hn, Gn), δ(Gn, Hn)) < n−1 and that Hn +Gn 6= Hn +Gn.
2. Choose a real number ε as in formula (11) above and recall that by definition of strictly
singular uniform λ−adjustment there exists a subsequence of infinite-dimensional subspaces
(Kn)N′′′ ≺ (Hn)N′′ such that
λN′′′ [Kn,M ] ≤ SSλN′ [Mn,M ] + ε. (12)
3. By lemma 4.1.4 there exists a sequence of infinite-dimensional subspaces (Ln)N′′′ ≺ (Gn)N′′′
such that max(δ(Kn, Ln), δ(Ln,Kn)) < n−1 and that Kn + Ln 6= Kn + Ln for each n ∈ N′′′ .
4. Again by definition of finitely singular uniform λ−adjustment there exists a subsequence of
infinite-dimensional subspaces (Pn)N′4 ≺ (Ln)N′′′ such that
λN := λN′4 [Pn, N ] ≤ SSλN′ [Nn, N ] + ε.
5. Then by lemma 4.1.4 there exists an infinite-dimensional subspace Qn ⊂ Kn such that
max(δ(Qn, Pn), δ(Pn, Qn)) < n−1 and that Qn + Pn 6= Qn + Pn for each n ∈ N′4. From the
last inclusion Qn ⊂ Kn and from inequality (12) it follows that
λM := λN′4 [Qn,M ] ≤ λN′′′ [Kn,M ] ≤ SSλN′ [Mn,M ] + ε.
From this point we may follow the final part of the proof of the proposition 1 applied to sequences
of subspaces (Pn)N′4 and (Qn)N′4 and conclude that for large enough n ∈ N
′4 dimensions of all
spaces Qn are finite and limited from above which contradicts our choice in step 5 where every
subspace Qn is infinite-dimensional. This concludes the proof of the proposition 2 and of the entire
theorem.
An immediate consequence from the above Theorem 4.2.2 is the next theorem on stability of
lower semi-Fredholm operators:
Theorem 4.2.3 (Lower Semi-Fredholm operators are stable under small strictly singular adjust-
ment). Recall that if X, Y are two Banach spaces and A ∈ C(X,Y ) (i.e. A is a closed operator
from X to Y ), then A is called a lower semi-Fredholm operator if its image R(A) is closed in Y
and dimension of its kernel Ker(A) in X is finite. Let (An)N′ ⊂ C(X,Y ) be a sequence of closed
operators from X to Y . Then the following propositions are true:from X to Y . Then the following
propositions are true:
• If FSSλN′ [An, A] is small enough, then for large enough n ∈ N
′
operators An are also lower
semi-Fredholm and lim dimKer(An) <∞.
• If SSλN′ [An, A] is small enough, then for large enough n ∈ N
′
operators An are also lower
semi-Fredholm.
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Proof. By the standard procedure from [10] we reduce lower semi-Fredholm operators to lower
semi-Fredholm pairs of subspaces as follows. First we consider a product space X × Y and a pair
of its subspaces M := X × {θ} and N := GA. Then for each closed operator An define a closed
subspace Nn := GAn . It is clear that the pair of subspaces (M,N) from X × Y is lower semi-
Fredholm since operator A is lower semi-Fredholm and that dimM ∩N = dimKer(A). Also by
definitions 3.4.1 and 3.4.2
FSSλN′ [An, A] = FSSλN′ [GAn , GA] = FSSλN′ [Nn, N ],
SSλN′ [An, A] = SSλN′ [GAn , GA] = SSλN′ [Nn, N ].
Therefore, by the previous Theorem 4.2.2, if either number FSSλN′ [An, A] or SSλN′ [An, A] is
small enough, then pairs of subspaces (M,Nn) are also lower lower semi-Fredholm for large enough
n ∈ N′ . Thus for the same n operators An are lower semi-Fredholm as well. Also, if FSSλN′ [An, A]
is small enough, then lim dimM ∩Nn = lim dimKer(An) <∞.
An immediate consequence of the above stability theorem is that the dimensions of kernels
under finitely singularly composition perturbations are limited:
Theorem 4.2.4 (Stability of kernels of Composition Operator Sequences). Let X, Y are Ba-
nach spaces with three sequences of linear operators (Sn)N′ ⊂ B(Y, Y ), (Bn)N′ ⊂ B(X,Y ) and
(Tn)N′ ⊂ B(X,X):
X
Tn−−−−→ X Bn−−−−→ Y Sn−−−−→ Y.
Let A ∈ B(X,Y ) be a lower semi-Fredholm operator and suppose that lim ‖Sn‖ <∞, lim ‖Tn‖ <∞
and FSSλN′ [Bn, θ] = 0. Then for large enough n ∈ N
′
operators A+Bn ◦ Tn and A+ Sn ◦Bn
are also lower semi-Fredholm and dimensions of their kernels Ker(A+Bn ◦ Tn), Ker(A+ Sn ◦Bn)
are limited by a finite number.
Proof. The proof follows immediately from the above Theorem 4.2.3 after noticing that
FSSλN′ [Bn ◦ Tn, θ] = FSSλN′ [Sn ◦Bn, θ] = 0 by Lemma 3.4.8, and, therefore
FSSλN′ [A+Bn ◦ Tn, A] = FSSλN′ [A+ Sn ◦Bn, A] = 0 by Remark 3.4.6.
5 Conclusion
In conclusion we consider a weaker variant of strictly singular λ−adjustment that still allows for
lower semi-Fredholm stability and discuss some open problems related to the interplay between
strictly singular λ−adjustment and the geometry of Banach spaces.
5.1 Relaxed Strict Singularity
One can relax definition of number SSλN′ [M,Mn] by allowing finite dimensions of the subspaces
(Kn)N′′ ≺ (Ln)N′ from Definition 3.3.1 as follows:
Definition 5.1.1 (Relaxed Strict Singularity). Let (Mn)N′ and (Pn)N′ be a pair of sequences of
closed subspaces from a Banach space X, Mn 6= {θ} for all n ∈ N′ and λ ≥ 0. We say that (Mn)N′
is lower relaxed strictly singular uniformly λ− adjusted with (Pn)N′ if for any subsequence of
closed subspaces (Kn)N′′ ≺ (Mn)N′′ such that dimKn =∞ for all n ∈ N′′ there exists a subsequence
of closed subspaces (Ln)N′′′ ≺ (Kn)N′′′ such that dimLn →∞ with the property λN′′′ [Ln, Pn] ≤ λ.
Let RSSΛN′ [Mn, Pn] be the set of all such real numbers λ; then the relaxed strictly singular
uniform λ−adjustment between (Mn)N′ and (Pn)N′ is a non-negative real number defined as
RSSλN′ [Mn, Pn] := inf{λ ∈ RSSΛN′ [Mn, Pn]}.
One can also extend this definition to closed operators as before by considering operator's
graphs in the product space. Then with the method used in the proof of the previous theorems
4.2.2 and 4.2.3 it is possible to prove the following version of semi-Fredholm stability (we omit its
proof as it is almost the same as the proof of the previous theorems):
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Theorem 5.1.2. Let X and Y be two Banach spaces. Then the following propositions are true:
• Let (M,N) be a lower semiFredholm pair of closed subspaces in a Banach space X. Let
(Mn)N′ , (Nn)N′ are two sequences of closed subspaces from X such that both numbers
FSSλN′ [Mn,M ] and RSSλN′ [Nn, N ] are small enough. Then pairs of subspaces (Mn, Nn)
are also lower semi-Fredholm for large enough n ∈ N′ .
• Let A ∈ C(X,Y ) be a lower semi-Fredholm operator and (An)N′ ⊂ C(X,Y ) be a sequence of
closed operators from X to Y . If number RSSλN′ [An, A] is small enough, then for large
enough n ∈ N′ operators An are also lower semi-Fredholm.
5.2 Strict Singularity and Geometry of Banach Spaces
The next lemma is an extension of the Small Gap Theorem 4.1.2 to strictly singular adjustment:
Lemma 5.2.1 (The Small Strictly Singular Adjustment Theorem). Let (Mn)N′ and (Pn)N′ be two
sequences of closed subspaces from a Banach space X. Then the following propositions are true:
1. Suppose that FSSλN′ [Mn, Pn] < 12 and that for large enough n ∈ N
′
dimensions of spaces
Pn are finite and limited from above, i.e. limn∈N′ dimPn <∞. Then for large enough n ∈ N
′
dimensions of spaces Mn are also finite and limited from above, i.e. limn∈N′ dimMn <∞
2. Suppose that SSλN′ [Mn, Pn] < 12 and that for large enough n ∈ N
′
dimensions of spaces
Pn are finite. Then for large enough n ∈ N′ dimensions of spaces Mn are also finite.
Proof. In order to prove proposition 1 choose δ ∈ (0, 12 −FSSλN′ [Mn, Pn]) and assume the op-
posite  then there exists a subsequence of subspaces (Mn)N′′ such that dimMn →∞. There-
fore, we may choose a subsequence of finite-dimensional subspaces (Kn)N′′ ≺ (Mn)N′′ such that
dimKn →∞. Therefore, since FSSλN′ [Mn, Pn] < 12 , there exists a subsequence of finite-
dimensional subspaces (Ln)N′′′ ≺ (Kn)N′′′ such that dimLn →∞ and that
λN′ [Ln, Pn] < FSSλN′ [Mn, Pn] + δ <
1
2
.
However, by the small uniform adjustment theorem 2.2.2 from [2] the last inequality implies that
for large enough n ∈ N′′′ dimensions of all Ln are finite and limited from above  this contradiction
means that our assumption is incorrect and therefore proposition 1 is true.
Proposition 2 can be proved in a similar way. That is, choose δ ∈ [0, 12 − SSλN′ [Mn, Pn]] and
assume the opposite  then there exists a subsequence of subspaces (Mn)N′′ such that dimMn =∞
for all n ∈ N′′ . Therefore, since SSλN′ [Mn, Pn] < 12 , there exists a subsequence of infinite-
dimensional subspaces (Ln)N′′′ ≺ (Kn)N′′′ such that λN′ [Kn, Pn] < SSλN′ [Mn, Pn] + δ < 12 . How-
ever, by the small uniform adjustment theorem 2.2.2 from [2] the last inequality implies that for
large enough n ∈ N′′ dimensions of allKn are finite  this contradiction means that our assumption
is incorrect and therefore proposition 2 is true.
Note that proposition 1 from the above theorem assumes that dimensions of all subspaces Pn
are limited by a finite number. This is in contrast to the small uniform adjustment theorem 2.2.2
from [2] that does not have this limitation. This is because we do not know if the following stronger
version of the proposition 1, similar to theorem 2.2.2 from [2], is true:
Theorem 5.2.2 (The Strong Small Strictly Singular Adjustment Theorem). Let (Mn)N′ and
(Pn)N′ be two sequences of closed subspaces from a Banach space X. Suppose that
FSSλN′ [Mn, Pn] < 12 . Then there exists a natural number K ∈ N such that for large enough
n ∈ N′
dimMn < dimPn + K.
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By the method used in the proof of theorem 2.2.2 from [2] one can prove the above theorem in
the case when X is a Hilbert space by using the fact that any subspace of a Hilbert space allows
for a projection on that subspace of norm 1. It is also not hard to see that the validity of the
above theorem may be established if the following statement is true which currently appears to
us to be an open question:
Theorem 5.2.3. Let X be a Banach space and (Mn)N, (Nn)N be two sequences of finite-dimensional
subspaces from X such that dimMn − dimNn → ∞ (note that (Nn)N ≺ (Mn)N is not a require-
ment). Let (εn)N → 0 be a sequence of nonnegative real numbers. Then there exists a subsequence
of subspaces (Kn)N′ ≺ (Mn)N′ such that dimKn →∞ and dist(x,Nn) ≥ 1− εn for every unit
vector x ∈ Kn for every n ∈ N′ .
M. I. Ostrovskii had mentioned in a private correspondence that this theorem may be related
to the known geometrical results from A. Dvoretzky [4], V.D. Milman [12] and A. Peªczy«ski
[16] and that while the above theorem might not end up being true, its weaker version might be
proved if the constant 1 from the estimate is replaced with the constant 12 so that it becomes
dist(x,Nn) ≥ 12 − εn.
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