We revisit simple algebraic VOF methods for advection of material interfaces based of the well established TVD paradigm. We show that greatly improved representation of contact discontinuities is obtained through use of a novel CFL-dependent limiter whereby the classical TVD bounds are exceeded. Perfectly crisp numerical interfaces are obtained with very limited numerical atomization (flotsam and jetsam) as compared to previous SLIC schemes. Comparison of the algorithm with accurate geometrical VOF shows larger error at given mesh resolution, but comparable efficiency when the reduced computational cost is accounted for.
Introduction
Passive advection of sharp interfaces is an important and difficult problem in computational physics. Let χ be a passive tracer advected by a continuous divergence-free velocity field u, it satisfies the transport equation
The problem under scrutiny here consists of the case that χ is either 1 or 0, corresponding to the case of two immiscible fluids. Although seemingly harmless, the problem is notoriously difficult for numerical methods, mainly because it requires algorithms which must be capable of capturing discontinuities without allowing spreading of the interface nor violation of the rangepreservation conditions. These restrictions make it difficult to apply classical shock-capturing methods of computational gas dynamics [1] , which work well at shocks on account of nonlinear self-focusing, but which are not optimal for contact discontinuities which are unavoidably spread in time. Altough corrections to classical shock-capturing schemes have been proposed to improve the behavior at contacts [2, 3] , these are typically computationally intensive, and include adjustable parameters. The literature on numerical algorithms for advection of material interface is nowadays immense, and partly summarized in reference textbooks [4] . Although many alternatives are available, it appears the the volume-of-fluid (VOF) approach, in which the cell averages of χ are evolved in time to approximate Eqn. (1) , is the most popular mainly because of its simplicity and built-in discrete mass conservation. An exact VOF transport algorithm does in fact exist for binary functions [4] in one space dimension. However, when the exact algorithm is extended to multiple space dimensions in direction-wise fashion [5, 6] , in addition to distorting the interfaces, it also generates considerable amount of 'floatsam and jetsam', consisting of pieces of the interface breaking away in unphysical way. Shortcomings of the exact transport algorithm have been traditionally cured by introducing multidimensional information, expecially through geometrical reconstruction of the interface within interface computational cells, followed by exact advection. This is the essence of the PLIC (piecewise linear interface calculation) approach [7, 8, 9] which in its disparate variants is currently regarded to be the best option for VOF algorithms, and it is implemented in popular public domain solvers [10, 11] . The main drawback of geometric VOF methods with respect to those which do not require geometrical reconstruction (hereafter referred to as 'algebraic' methods) is clearly higher coding complexity and computational cost, to an extent which we will attempt to quantify later on. Hence, algebraic algorithms are still occasionally used as a cheap alternative to PLIC. Amongst the various attempts it is worth quoting the THINC (tangent hyperbola for interface capturing) method [12] , based on use of hyperbolic tangent basis functions to approximate solutions with jumps. It is the goal of this paper to further explore the predictive capabilities of algebraic methods by revising TVD shock-capturing schemes [13, 14] , based on locally linear recostruction of the numerical solution in each cell with suit-ably limited slope. We will show that judicious choice of the slope limiters yields a new class of schemes which strictly maintain sharp interfaces in time, preserve the range-preservation condition, and limit interface wrinkling with subsequent formation of floatsam and jetsam. The algorithm is extremely simple to implement as it wholly avoids multi-dimensional reconstructions, which makes it competitive in terms of efficiency with higher-order geometric VOF methods.
TVD reconstruction
In the VOF method a color function is introduced to approximate the cell average of χ, which in the illustrative case of one space dimension is defined as
where ∆x i = x i+1/2 − x i−1/2 is the cell length, and n is the time index. Equation (1) is then discretized in its integral form, leading to
where the numerical fluxf i+1/2 is an approximation for the amount of χ which is transported through the cell interface x i+1/2 during the time interval (t n , t n+1 ). In incompressible Navier-Stokes solvers the velocity components typically come in a staggered arrangement [15, 16] , hence u i+1/2 is known point-wise at the cell faces. According to classical upwinding arguments, a piece-wise linear reconstruction of the color function is considered either in the left neighboring cell (I = i) if u i+1/2 ≥ 0, or in the right cell (
The slope of the reconstructed color function is then selected so as to prevent the occurrence of overshoots/undershoots by enforcing the TVD constraints [14] ,
where δC i+1/2 = C i+1 − C i , θ i+1/2 = δC i−ν+1/2 /δC i+1/2 , with ν = sign u i+1/2 , and ϕ a suitable slope limiter function. Non-oscillatory TVD reconstructions are obtained provided the following restrictions for ϕ are satisfied
where σ i+1/2 = |u i+1/2 |∆t/∆x I is the local Courant number (0 ≤ σ i+1/2 ≤ 1 for time stability), with ∆t = t n+1 −t n . The TVD constraints (6) are typically enforced in the stronger sufficient form
which applies irrespective of the local Courant number. Based on the reconstruction (4), straightforward time integration yields the numerical flux
A large number of slope limiters have been proposed in the literature, yielding numerical schemes with vastly different properties, some of which were reviewed by Kemm [17] . Most classical limiters have ϕ(1) = 1, which guarantees second-order accuracy for smooth solutions. However, this choice is unnecessary in the case of sharp material interfaces in which the solution is non-smooth, and yields numerical diffusion of the interface in time. More compressive schemes, which are rather prone to numerical squaring of smooth profiles are obtained by moving toward the upper boundary of the TVD region defined by (6) . Specifically, the least restrictive limiter is
which we will refer to as upper-bound (UB) limiter, and sometimes referred to as ultra-bee limiter [18] . It is noteworthy that the upper horizontal bound of the limiter returns the first-order downwind scheme, which is highly numerically unstable in a linear setting. Hence, it is clear that the effect of limiting is to impart nonlinear stability to a scheme which would otherwise be unstable, and the favourable properties of limiter (9) for interface tracking results in competition between instability-driven numerical amplification and nonlinear bounds. As shown by several authors [19, 20] , the UB limiter yields a scheme which is identical to the exact interface transport solver in one space dimension. Hence, as the latter, it yields excessive interface wrinkling in multidimensional problems. A semi-discrete version of the UB limiter was considered by Sweby [14] ,
which also has strongly compressive behavior. A correction to the UB limiter was considered by Arora and Roe [21] , designed in such a way as to recover third-order accuracy in smooth regions,
Another popular, rather compressive second-order limiter is Roe's superbee [22] , here considered in its semi-discrete version
As shown in the later discussion, we have found that effective limiters for transport of material interfaces must lie in the intermediate range between the SW and the UB limiters. Hence, we propose the following new class of 'extra-bee' limiters
Based on a series of numerical tests, we have empirically found that a nearly optimal value for the adjustable slope which appears in (13) is s = 3/2, which is thus retained in all later results. The Sweby (θ, ϕ) diagrams for the TVD limiters considered so far are plotted in Fig. 1 , in which the time-dependent limiters are shown for σ i+1/2 = 0.25. The extension to multiple space dimensions is obtained through straightforward direction-wise application of the numerical flux (8) . We have found that much greater robustness is obtained through use of Strang's time splitting procedure [23] , whereby the numerical solution is updated after each direction-wise sweep. In order to preserve good numerical isotropy it is also important that the order of the space sweeps is exchanged between consecutive time steps. Although multi-dimensional limiting is possible and has been exploited with some success [24] here we refrain from any attempt to construct a genuinely multi-dimensional scheme, and explore the predictive capabilities of TVD algorithms within the standard direction-wise setting.
Results
Numerical results of representative TVD schemes are hereafter reported for one-and multi-dimensional benchmark problems. For reference purposes, the results obtained with the THINC algebraic transport scheme and with the public domain Basilisk solver (as a computationally efficient representative of the PLIC method) are also shown. Regarding the THINC algorithm we have found that the baseline implementation given in Xiao et al. [12] yields poor results for certain test cases, hence we present results of the THINC/SW variant, which incorporates a simple multi-dimensional correction accounting for the local interface orientation [25] . For the sake of uniformity, all the numerical simulations have been carried out at global Courant number (i.e. based on the maximum advection speed) of 0.25.
One-dimensional advection
As a preliminary test, the TVD-VOF solver was applied to the onedimensional transport of a top-hat wave with unit advection velocity, in a [0, 1] periodic domain discretized with 32 cells. The numerical solution was evolved in time for 100 periods, allowing to clearly discern possible issues. The computed solutions are shown in Fig. 2 , where we also report results obtained with the THINC algorithm. We must note that common compressive limiters as SW and SB do in fact diffuse the wave in the long run, whereas the solution range is only exactly preserved by the UB and EB limiters, which are capable of retaining the same discrete profile for infinitely long time. Slight differences between the two limiters may however be noticed, as the UB limiter resolves the interface with only one grid point in the transition zone, whereas the EB limiter requires two points. Interestingly, the EB limiter yields a profile which is nearly identical to that given by THINC, in this one-dimensional test case. The existence of asymptotic traveling wave solutions for TVD schemes was discussed by Roe [26] , who showed that monotonic exponential profiles can be retained for infinitely long time under certain conditions, and in particular the SB limiter supports a discrete profile including about 8-9 transition points. The reason that the same behavior is not recovered in the present test is that the square wave only contains about ten points, hence the head and the tail of the wave interfere with each other. We have in fact verified that increasing the number of points to 64, the SB limiter also exhibits a traveling wave profile.
Zalesak slotted disk
This is a two-dimensional test case in which a circle with diameter D = 0.3 and a 0.05 wide slot is centered is centered at (0.50, 0.75) in a unit square computational domain [24] . The tracer is passively advected by a solid-body rotation velocity field defined by
Under these conditions the slotted disk rotates about the center of the domain, completing one full revolution every time unit. Numerical results are shown in Fig. 3 for a 128 2 uniform mesh, at t = 1 and t = 10. For clarity of illustration, hereafter the C = 0.5 iso-line is used to provide a visual impression for the computed shape of the interface, which is by the way always resolved with 2-3 grid points at most. At early times (left column) TVD-VOF schemes yield rather accurate representation of the disk, although wiggles are observed around its periphery. Good representation of the inner slot is recovered, especially with the EB limiter, which is not surprising given the purely Cartesian nature of the solver. The THINC/SW solver yields smoother representation of the outer perimeter, but (at least at this mesh resolution), it returns poorer approximation of the slot, with more significant rounding of sharp edges. Similar conclusions apply to PLIC, although the error is even smaller in that case. At later times (right column) TVD-VOF schemes still retain improved representation of the inner slot (at least when the most aggressive limiters are applied), whereas the outer perimeter is severely distorted, which again is expected given the strongly anisotropic nature of the solver. The THINC/SW method has a more isotropic behavior, but it severely distorts the slot. PLIC here shows clear superiority, for given mesh resolution.
A quantitative error analysis for this test case is reported in Fig. 4 . In the left-hand-side frame the L 1 error norm, defined as
where N x , N y are the number of cells in the coordinate directions, andC is the exact solution, is shown as a function of the mesh resolution expressed in terms of number of cells per disk diameter, D/∆. Meshes with 16 2 to 1024 2 cells are considered. Given the presence of sharp corners, all methods under scrutiny exhibit first-order convergence. Among the TVD-VOF methods, the EB limiter achieves the least error over the entire resolution range. THINC/SW has higher error than EB-TVD at coarse resolutions, but slightly lower error at fine resolutions. PLIC has lower error than other best schemes by a factor of about three, for given mesh resolution. The higher accuracy of geometric VOF comes of course at higher computational cost than algebraic schemes, and this should be taken into account in the analysis. In order to carry out a quantitative computational efficiency analysis, in Fig. 4(b) we show the L 1 error norm as a function of the computational cost of each simulation, which we quantify as the CPU time measured on a single Intel Core i7-6950X with 3.00GHz clock frequency. Similar relative cost figures were by the way obtained using different core architectures. In general terms, we find that the typical grind time (i.e. CPU time per grid point per time step) of all presented TVD-VOF schemes is similar, whereas in these two-dimensional experiments THINC/SW is about a factor two more expensive (mainly because of the large number of transcendental floating point operations), and PLIC is at least a factor four more expensive. In our interpretation, a scheme is more efficient is it can yield the same accuracy for lower computational effort, or if it can provide more accurate solutions for given cost. The computational efficiency maps of Fig. 4(b) then lead the main conclusion that Cartesian VOF methods may be competitive with PLIC if relatively coarse representations are sufficient, with relative error higher than about 0.3%, and requiring modest computational effort. PLIC however retains clear superiority when stricter error tolerance is placed and/or more computational resources are available. Among algebraic methods, we find that THINC/SW is only competitive with EB-TVD in the asymptotic high-resolution range. 
Rider-Kothe reversed single vortex flow
This is a two-dimensional test case in which a circle with diameter D = 0.3 is initially centered at (0.50, 0.75) in a unit square computational domain [27] . This is advected by a time-varying velocity field defined by u = −2 sin 2 (πx) sin(πy) cos(πy) cos(πt/T ), v = 2 sin 2 (πy) sin(πx) cos(πx) cos(πt/T ),
with T = 8. The domain is partitioned with 128 2 uniform cells, and all boundaries are periodic. The tracer field is integrated in time and the initially circular patch is stretched and spirals around the center of the domain. Numerical results are presented at t = 4, corresponding to maximum interface shearing, and at t = 8, at which the initial conditions should be exactly reproduced by an ideal scheme. Hence, comparison of the final and initial conditions provides a measure for the reversibility of numerical interface transport algorithms. The numerically computed interface shapes are shown in Fig. 5 , where for comparison we also show a reference solution at t = 4 obtained with 512 2 grid points. Severe atomization of the spiral tail is observed at t = 4 for the UB-TVD and THINC/SW schemes, corresponding to an overcompressive behavior. As a result, return to the initial condition at t = 8 is far from perfect, with severe displacement and distortion of the nominally circular patch. The SW limiter yields less fragmentation, however at the expense of extra diffusion of the spiral tail, whereas the EB limiter has an intermediate behavior, qualitatively comparable with the PLIC results.
PLIC however retains clear superiority over all other methods as far as return to the initial conditions is concerned.
The error analysis for this test case is reported in Fig. 6 , where results for various schemes at various mesh resolutions are presented. Similar to the Zalesak test case, the EB limiter is found to yield the most accurate results among TVD schemes for given mesh resolution. Comparable results are obtained with THINC/SW on fine meshes, whereas PLIC yields by far the most accurate results. When the higher computational cost is considered (see panel (b)), lower efficiency of PLIC is observed in low-fidelity computations, and higher efficiency in highly resolved computations, the cross-over occurring at relative errors of about 1%.
Enright test case
In this three-dimensional test case [28] , a sphere with diameter D = 0.3 and centered at (0.35, 0.35, 0.35) is advected by a time-varying velocity field
with period T = 3. This flow stretches the sphere into a thin sheet creating two bending and spiralling tongues. Maximum deformation is reached at t = 1.5, at which the temporal cosine prefactor completely quenches the sphere, making it difficult for numerical methods to resolve the interface. From here on the flow reverses, and the interface should return to its initial shape and position at time t = 3. Numerical results at t = 1.5 and at t = 3 are shown in Figs. 7 and 8 on 64 3 and 128 simulation is accounted for (we find that the grind time of PLIC is about a factor six higher than TVD-VOF in these three-dimensional experiments), the EB-TVD scheme proves superior computational efficiency at affordable computational cost, whereas PLIC shows superiority when operated on fine meshes.
Conclusions
Numerical experiments of interface transport have been carried out by means of algebraic TVD schemes which entirely avoid multi-dimensional reconstruction. Among this class of schemes we have identified a new, CFLdependent limiter (here labelled as extra-bee, EB) which compromises between extreme numerical anti-diffusion conveyed by downwinding, and classical shock-capturing limiters. We have shown that the EB-TVD scheme supports asymptotic square wave profiles including at most two transition points, and it yields minimum error for all test cases herein reported within the class of TVD schemes. Nearly identical performance to the widely used algebraic THINC scheme is found in one-dimensional cases, and similar performance in multi-dimensional cases, at lower computational cost. Comparison with geometric PLIC schemes in a recent efficient implementation [11] shows, as expected, higher numerical error on a given mesh. Especially apparent is numerical anisotropy which yields large errors in the case of smooth interfaces. Tests carried out for more challenging two-and three-dimensional test cases featuring extreme thinning of the interface however show compa-rable error on coarse meshes, whereas PLIC retains clear advantage on finer meshes. Accounting for the large computational cost saving (which we find to be of about a factor two over THINC, and a factor of four to six over PLIC) shows that algebraic TVD schemes offer may offer comparable computational efficiency (i.e. lower cost for given error level, or vice-versa), at least when computational resources are limited and/or error tolerance is not too strict. Higher order PLIC however retains advantage in the range of highly resolved simulation.
Several concluding remarks should be made. First, the computational cost of material interface transport is typically only a fraction of a full multiphase Navier-Stokes solver, hence the advantage of improved (or similar) efficiency as classical PLIC solvers only partly carries over to the overall computational cost. Second, direct numerical simulation of multi-component Navier-Stokes equations including spray formation involves simultaneous resolution of a broad range of interfacial flow scales on the same mesh, and the main practical challenge is the design of a mesh which has a barely sufficient number of points per bubble radius that the smallest energetically relevant bubbles are adequately resolved. If that is the case, the larger, more energetic bubbles are also certainly well resolved. This amounts to say that (relatively) low-accuracy schemes as those under scrutiny here, which bear advantage for poorly resolved flow structures can perform quite well in practical DNS, as is actually the case for the single-component Navier-Stokes equations [16] . Potential improvements of the simple method herein presented might include improvement in accuracy through coupling with the level-set method, for instance in the setting recently proposed by Qian et al. [29] .
