EXTENDING DIRAC'S THEOREM TO DIRECTED GRAPHS
Establishing whether or not a graph is hamiltonian is nontrivial. Unfortunately, no elegant (convenient) characterization of hamiltonian graphs exists, although several necessary or sufficient conditions are known [1] . Sufficient conditions for a graph, or digraph, to have a hamilton cycle usually take the form of implicitly requiring many edges. One such digraph result was conjectured by C. Berge and was proved by M. Alain Ghouila-Houri [2] . We shall refer to this as the G-H theorem. The hypothesis of this theorem, in addition to requiring many arcs, also stipulates that the digraph be strongly connected. One common variation of the G-H theorem extends Dirac's well known sufficient condition, for hamilton graphs, to directed graphs with the significant additional condition that such digraphs be strongly connected. In the literature this variation has sometimes been called Ghouila-Houri's Theorem [3] even though it is only an immediate corollary of the result stated in [2] .
The terms used in this paper are consistent with those used by Chartrand [1] . Only simple graphs and digraphs are considered (i.e. those with no loops, parallel edges or parallel arcs).
In digraph D let id(v) be the indegree of vertex v, od(v) be the outdegree of v, and p be the order (i.e., the number of vertices in D). simple.) Therefore, u can only be adjacent to the other vertices in B; that is, od(u) < (P/2)-I.
Thus we have proved that if D is not strongly connected, there is some vertex w such that either id(w) < p/2 or od(w) < p/2.
Consequently, Dirac's theorem does generalize in an easy, immediate fashion to digraphs.
This result also follows from a stronger result due to Zhang Cun-Quan [4]. Moreover, since verifying that a digraph is strongly connected is nontrivial, this relaxation of the G-H Theorem becomes a useful tool to determine easily whether a digraph is hamiltonian or not. The 1.2 Lemma is also significant in its own right because verifying that a digraph is strongly connected is an important matter. Indeed, this result, when the condition is satisfied, is easier to use when determining if a large graph is strongly connected than two other commonly used techniques: (a) computing the reachability matrix from the adjacency matrix and seeing whether or not it consists entirely of one's [5]; (b) using the depth-first search algorithm due to R.E. Tarjan [6] .
We now state the refinement of (i.I) which follows immediately from it and (1.2). The number of edges m (i/2)(p-l)(p-2) + 2. The purpose of this section is to show that the edge condition implies Ore's condition, to give simple examples to show that no implication exists between Dirac's condition and the edge condition, and to show that Ore's condition does not necessarily imply either Dirac's or the edge conditions:
The set diagram below (Figure 1 ) summarizes the relationships among hamilton graphs satisfying Ore's (0), Dirac's (D), and/or the edge condition (E). 2.1 Thoorm. The edge condition implies Ore's condition.
Proof.
Let G be a simple graph satisfying the edge condition and let u and v be nonadjacent vertices. The maximum number of possible edges is (i/2) (p-2)(p-3) + deg u + deg v. Therefore we get (I/2)(p-2)(p-3)
Every graph theory student learns that Dirac's condition implies Ore's condition but that the converse is not true. Now we will give simple examples to show that no implication exists between Dirac's condition and the edge condition: A cycle of length four satisfies Dirac's condition, but not the edge condition; the graph of order 5, consisting of with the addition of a vertex of degree 2 joining it to any two vertices of K4, satisfies the edge condition but not Dirac's; a complete graph of order k 3 satisfies both Dirac's and the edge condition. Finally, Figure 2 gives an example of a graph that satisfies Ore's condition (O) but does not satisfy Dirac's (D) nor the edge conditions (E). 
