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A Künneth Formula for Product of Hypergraphs
Chong Wang*†, Shiquan Ren*, Jian Liu*
Abstract. A hypergraph can be regarded as a virtual simplicial complex
with some faces missing. In recent decades, the homology structure of hy-
pergraphs has been intensively studied in [2, 3, 6, 14, 17], but the product of
hypergraphs has not been defined yet. In this paper, based on the embedded
homology defined in [2], we define the product of hypergraphs and prove the
corresponding Künneth formula of hypergraphs which is a generalization of
the Künneth formula of simplicial complexes.
1 Introduction
Hypergraph is a standard mathematical network-model for many real-world data problems.
For example, the coauthorship network of scientific researchers and their collaborations
(cf. [16]), the biological cellular networks (cf. [15]), and the network of biomolecules and
biomolecular interactions (cf. [18]). Hypergraph is the key hub to connect the simplicial
complex in topology and graph in combinatorics, which is worth studying in theory and
application (cf. [1, 2, 17]).
There are various (co)homology theories of hypergraphs. For example, A.D. Parks and
S.L. Lipscomb [17] studied the homology of the associated simplicial complex in 1991. F.R.K.
Chung and R.L. Graham [3] constructed certain cohomology for hypergraphs in a combina-
torial way in 1992. E. Emtander [6] constructed the independence simplicial complexes for
hypergraphs and studied the homology of these simplicial complexes, and J. Johnson [14]
applied the topology of hypergraphs to study hyper-networks of complex systems in 2009.
Stephane Bressan, Jingyan Li, Shiquan Ren and Jie Wu [2] defined the embedded homology
of hypergraphs as well as the persistent embedded homology of sequences of hypergraphs in
2019.
Künneth formulas describe the homology or cohomology of a product space in terms of
the homology or cohomology of the factors. In [13], Hatcher gave the classical algebraic
Künneth formula. In [9, 11], A. Grigor’yan, Y. Lin, Y. Muranov and S.T. Yau studied the
the Künneth formula for the path homology (with field coefficients) of digraphs. In this
paper, we define the product of hypergraphs and prove that for hypergraphs H and H′,
KH⊠H′ = KH ×KH′ .
Moreover, based on the embedded homology defined in [2], we study the Künneth formula
for the product of hypergraphs, which provides a potential tool for the data analysis of the
hypergraph-modeled networks and can be written as follows.
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Theorem 1.1 (Künneth Formula for Hypergraphs). Let R be a principle ideal domain, and
let H,H′ be hypergraphs. Then there is a natural exact sequence
0→
⊕
p+q=n
Hp(H)⊗Hq(H
′) → Hn(H ⊠H
′)→
⊕
p+q=n
TorR(Hp(H), Hq−1(H
′))→ 0.
It is a generalization of the Künneth formula of simplicial complexes. The proof of
Theorem 1.1 gives an alternative proof for the Künneth formula for the path homology
of digraphs. Hence, we can generalize the Künneth formula for the path homology with
field coefficients and obtain a Künneth formula for the path homology with coefficients in a
general principal ideal domain R.
The framework of the paper is as follows. In Section 2, we introduce some basic knowledge
about hypergraphs and the Eilenberg-Zilber Theorem for simplicial sets. In Section 3, we
prove a Künneth formula for the Embedded Homology in Theorem 3.4. In Section 4, we
define the product of hypergraphs and prove the Künneth formula for product of hypergraphs
(Theorem 1.1). Finally, in Section 4.3, we give further discussions about Theorem 1.1 and
extend the Künneth formula for digraphs proved in [9, Section 7] and [11].
2 Preliminaries
In this section, we review the embedded homolpgy of hypergraphs defined in [2], the Eilenberg-
Zilber Theorem for simplicial sets which can be referred to [4, 5, 7, 12], and the definition of
the cross product of simplicial complexes which can be found in [13, Chapter 3, Section 3.B].
2.1 Hypergraph and the Embedded Homology of Hyperggraphs
Let VH be a totally-ordered finite set. Let 2
V denote the powerset of V . Let ∅ denote the
empty set. A hypergraph is a pair (VH,H) where H is a subset of 2V \ {∅} (cf. [1, 17]). An
element of VH is called a vertex. Let k ≥ 0. We call a hyperedge σ ∈ H consisting of k + 1
vertices a k-dimensional hyperedge, or a hyperedge of dimension k, and denote σ as σ(k).
For any hyperedges σ, τ ∈ H, if σ is a proper subset of τ , then we write σ < τ or τ > σ.
Throughout this paper, we assume that each vertex in VH appears in at least one hyperedge
in H. Hence VH is the union
⋃
σ∈H σ, and we simply denote a hypergraph (VH,H) as H.
Given two hypergraphs H and H′, if each hyperedge of H is also a hyperedge of H′, then
we write H ⊆ H′ and say that H can be embedded in H′.
An (abstract) simplicial complex is a hypergraph satisfying the following condition (cf.
[13, p. 107], [19, Section 1.3]): for any σ ∈ H and any non-empty subset τ ⊆ σ, τ must be
a hyperedge in H. A hyperedge of a simplicial complex is called a simplex.
Let H be a hypergraph. The associated simplicial complex KH of H is defined as the
smallest simplicial complex that H can be embedded in (cf. [17]). Precisely, the set of all
simplices of KH consists of all the non-empty subsets τ ⊆ σ, for all σ ∈ H.
Let R be a principal ideal domain. Let R(H)n be the collection of all the formal linear
combinations of the n-dimensional hyperedges of H, with coefficients in R for any integer
n ≥ 0. In particular, if H is a simplicial complex, then we also denote R(H)n as Cn(H;R).
Let K be a simplicial complex such that H ⊆ K. By [2], the infimum chain complex and
the supremum chain complex of H are defined as
Infn(R(H)∗) = R(Hn) ∩ (∂
K
n )
−1R(H)n+1, n ≥ 0
2
and
Supn(R(H)∗) = R(Hn) ∩ ∂
K
n+1R(H)n−1, n ≥ 0
respectively, where ∂K∗ is the boundary maps of K and (∂
K
∗ )
−1 denotes the pre-image of
∂K∗ . In [2], it’s proved that both Infn(R(H)∗) and Supn(R(H)∗) do not depend on the
choice of the simplicial complex K that H embedded in. Therefore, K can be taken as the
associated simplicial complex ofH. By [2, Proposition 2.4], the homologies of these two chain
complexes are isomorphic, which are defined as the embedded homology of H and denoted
as Hn(H). In particular, if the hypergraph is a simplicial complex, then the embedded
homology coincides with the usual homology. Moreover, each morphism of hypergraphs
from H to H′ induces an homomorphism between the embedded homology Hn(H;R) and
Hn(H′;R) ( [2, Proposition 3.7]).
2.2 The Eilenberg-Zilber Theorem for Simplicial Sets and Cross
Product of Simplicial Complexes
Let X = {Xn}n≥0 and Y = {Yn}n≥0 be two simplicial sets. Let R be a principal ideal
domain. We call the quotient chain complex
CN∗ (X ;R) = {Cn(X ;R)/s(Cn−1(X ;R)), ∂n}n≥0. (2.1)
the normalized chain complex associated to X , where di, si are faces and degeneracies re-
spectively, and ∂n =
∑n
i=0(−1)
idi.
Given two simplicial sets X = {Xn}n≥0 and Y = {Yn}n≥0, their Cartesian product is a
simplicial set X × Y = {(Xn, Yn)}n≥0. There are two important chain complex maps that
model topological products by tensor products, which are called the Alexander-Whitney
map
ν : CN∗ (X × Y ;R) −→ C
N
∗ (X ;R)⊗R C
N
∗ (Y ;R) (2.2)
and the Eilenberg-Zilber map
µ : CN∗ (X ;R)⊗R C
N
∗ (Y ;R) −→ C
N
∗ (X × Y ;R) (2.3)
respectively. A deep-going result of the Eilenberg-Zilber Theorem in [4, 5, 12] is as follows.
Proposition 2.1. (cf. [7]) ν and µ are inverse chain equivalences. In fact, ν ◦ µ = id and
µ ◦ ν is naturally homotopic to the identity.
Next, we review that simplicial complexes can be represented by simplicial sets (cf. [19,
Chapter 2]). Given an (abstract) simplicial complex K, let Xn(K), n ≥ 0, be the set of the
sequences (v0, v1, . . . , vn) where
(1). v0, v1, . . . , vn are vertices of K with v0  v1  . . .  vn;
(2). after deleting the repeated vertices, {v0, v1, . . . , vn} gives a simplex of K.
For 0 ≤ i ≤ n, we define the faces di : Xn(K) −→ Xn−1(K) by sending (v0, v1, . . ., vn) to
(v0, v1, . . ., vˆi, . . ., vn); and define the degeneracies si : Xn(K) −→ Xn+1(K) by sending (v0,
v1, . . ., vn) to (v0, v1, . . ., vi−1, vi, vi, vi+1, . . ., vn). Then equipped with the di’s and si’s,
we have a simplicial set
X(K) = {Xn(K)}n≥0.
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Let R be a principal ideal domain. For each n ≥ 0, let Cn(K;R) be the R-module generated
by the n-simplices of K. Then CN (X(K);R) is the same as Cn(K;R). Hence (2.1) gives the
chain complex {Cn(K;R), ∂n}n≥0.
Thirdly, we define the cross product of two simplicial complexes. Let K and K′ be
two (abstract) simplicial complexes with boundary maps ∂ and ∂′ respectively. Take two
simplices σ(p) ∈ K and τ (q) ∈ K′, where p, q ≥ 0. We label the vertices of σ and τ respectively
as
σ = {v0, v1, . . . , vp}, τ = {w0, w1, . . . , wq}.
We regard the pairs (i, j) with 0 ≤ i ≤ p and 0 ≤ j ≤ q as the vertices of an p×q rectangular
grid in the plane.
Let γ be a path formed by a sequence of p horizontal edges and q vertical edges in the
grid, starting at (0, 0) and ending at (p, q), always moving either to the right or upward. To
such a path γ, we associate a simplex
η(γ) = {(vik , wjk) | (ik, jk) is the k-th vertex of the path γ, 0 ≤ k ≤ m+ n}.
Let σ run over all simplices of K, τ run over all simplices of K′, and γ run over all possible
paths. We obtain a simplicial complex K×K′. Let R be a principal ideal domain. We define
a simplicial cross product
µ : Cp(K;R)⊗R Cq(K
′;R) −→ Cp+q(K ×K
′;R) (2.4)
by the rule
µ(σ(p) ⊗ τ (q)) =
∑
γ
(−1)|γ|η(γ). (2.5)
Here |γ| is the number of squares in the grid lying below the path γ. We use ∂× to denote
the boundary maps of K ×K′. The boundary maps satisfy
∂×p+q(µ(σ
(p) ⊗ τ (q))) = µ((∂pσ
(p))⊗ τ (q)) + (−1)pµ(σ(p) ⊗ (∂qτ
(q))).
Hence µ gives a chain map by (2.4).
Finally, for any simplicial complexes K and K′, we observe
X(K×K′) = X(K)×X(K′). (2.6)
Here in (2.6), the × on the left-hand side is the product of simplicial complexes, while the ×
on the right-hand side is the Cartesian product of simplicial sets. Hence the cross product µ
given by (2.5) is essentially the Eilenberg-MacLane operator on the simplicial set level. By
Proposition 2.1, µ induces an isomorphism in homology
µ∗ : Hn(C∗(K;R)⊗R C∗(K
′;R))
∼=
−→ Hn(C∗(K ×K
′;R)).
3 A Künneth Formula for the Embedded Homology
As a generalization of the Künneth formula for the tensor product of chain complexes, we
prove a Künneth formula for the tensor product of graded submodules of chain complexes,
in Theorem 3.4.
4
3.1 Tensor Product of the Graded Submodules of Chain Complexes
We generalize the tensor product of chain complexes and define the tensor product for
graded submodules of chain complexes. We introduce the infimum chain complex and prove
Proposition 3.2.
Let {Cn, ∂n}n≥0 and {C′n, ∂
′
n}n≥0 be chain complexes over R. For each n ≥ 0, we
consider sub-R-modules Dn ⊆ Cn and D′n ⊆ C
′
n. Then we have graded sub-R-modules of
the chain complexes
D = {Dn}n≥0, D
′ = {D′n}n≥0.
The tensor product of D and D′ is defined as
D ⊗D′ =
{ ⊕
p+q=n,
p,q≥0
Dp ⊗D
′
q
}
.
It is direct to verify that D ⊗D′ is a graded sub-R-modules of the chain complex C ⊗ C′.
For simplicity, we denote
(D ⊗D′)n =
⊕
p+q=n,
p,q≥0
Dp ⊗D
′
q.
For any n ≥ 0, by direct calculation, we have that
(∂ ⊗ ∂′)n(D ⊗D
′)n =
∑
p+q=n,
p,q≥0
∂pDp ⊗D
′
q +Dp ⊗ ∂
′
qD
′
q. (3.1)
By [2, Section 2], if we use ∂n to denote the boundary map of C, and use ∂
−1
n to denote
the pre-image of ∂n, then the infimum chain complex and the supremum chain complex of
D in C can be expressed respectively as follows,
• the largest sub-chain complex of C that is contained in D,
Infn(D,C) = Dn ∩ ∂
−1
n Dn−1 n ≥ 0;
• the smallest sub-chain complex of C that contains D,
Supn(D,C) = Dn + ∂n+1Dn+1 n ≥ 0.
Moreover, by [2, Section 2], the canonical inclusion of chain complexes ι : Inf∗(D,C) −→
Sup∗(D,C) induces an isomorphism of homologies
ι∗ : Hn(Inf∗(D,C))
∼=
−→ Hn(Sup∗(D,C)), n ≥ 0. (3.2)
The n-th embedded homology group of D in C, denoted as Hn(D,C), is defined as the
homology group (3.2).
Lemma 3.1. For any n ≥ 0, each element in (D ⊗D′)n ∩ (∂ ⊗ ∂′)−1n (D ⊗D
′)n−1 can be
written in the form
m∑
i=1
xi ⊗ yi, deg(xi) + deg(yi) = n
such that for each 1 ≤ i ≤ m,
(xi ⊗ yi) ∈ (D ⊗D
′)n ∩ (∂ ⊗ ∂
′)−1n (D ⊗D
′)n−1.
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Proof. If there is an element in
(D ⊗D′)n ∩ (∂ ⊗ ∂
′)−1n (D ⊗D
′)n−1
of the form
m∑
i=1
xi ⊗ yi, deg(xi) + deg(yi) = n, but x1 ⊗ y1 /∈ (∂ ⊗ ∂
′)−1(D ⊗D′)n−1.
Then
∂x1 ⊗ y1 + (−1)
deg(x1)x1 ⊗ ∂
′y1 +Φ ∈ (D ⊗D
′)n−1,
Φ =
m∑
i=2
∂xi ⊗ yi + (−1)
deg(xi)xi ⊗ ∂
′yi,
(3.3)
and
∂x1 ⊗ y1 + (−1)
deg(x1)x1 ⊗ ∂
′y1 /∈ (D ⊗D
′)n−1.
Therefore, it can be inferred that ∂x1 /∈ Ddeg(x1)−1 or ∂
′y1 ∈ D′deg(y1)−1. Suppose ∂x1 /∈
Ddeg(x1)−1. To make the formula (3.3) hold, there must be a term −∂x1⊗ y1 in (∂ ⊗ ∂
′)nΦ.
Without loss of generality, we may set −∂x1⊗ y1 to be a term in ∂(x2⊗ y2). There are two
cases.
(1). x2 ⊗ y2 = (−1)deg(x1)∂x1 ⊗ b, where ∂′b = y1. Then we have that
(∂ ⊗ ∂′)n(x2 ⊗ y2) = −∂x1 ⊗ y1.
However, since ∂x1 /∈ Ddeg(x1)−1, x2 ⊗ y2 is not a term in
m∑
i=1
xi ⊗ yi in this case. This
contradicts x2 ⊗ y2 ∈ (D ⊗D′)n.
(2). x2 ⊗ y2 = (−1)deg(x2)+1x2 ⊗ y1, where ∂x2 = (−1)deg(x2)∂x1. Then we have that
(∂ ⊗ ∂′)n(x2 ⊗ y2) = −∂x1 ⊗ y1 − x2 ⊗ ∂
′y1.
Let a = x1 + (−1)deg(x2)+1x2. Then
a⊗ y1 = x1 ⊗ y1 + x2 ⊗ y2
and
m∑
i=1
xi ⊗ yi = a⊗ y1 +
m∑
i=3
xi ⊗ yi.
If ∂′y1 ∈ D
′
deg(y1)−1
, then a⊗ y1 ∈ (D⊗D
′)n ∩ (∂⊗ ∂
′)−1n (D⊗D
′)n−1. If ∂
′y1 /∈ D
′
deg(y1)−1
,
similarly, there must be an element xi ⊗ yi ∈ (D ⊗ D′)n for some 3 ≤ i ≤ m such that
xi ⊗ yi = −a ⊗ yi, where ∂′yi = ∂′y1. Without loss of generality, we may set i = 3. Let
b = y1 − y3. Then
m∑
i=1
xi ⊗ yi = a⊗ b+
m∑
i=4
xi ⊗ yi.
Note that a⊗ b ∈ (D ⊗D′)n ∩ (∂ ⊗ ∂′)−1n (D ⊗D
′)n−1. The assertion follows.
Proposition 3.2. Let C,C′ be chain complexes of finitely generated free R-modules. Let
D,D′ be graded sub-R-modules of C,C′, respectively. Then for any n ≥ 0, we have
Infn(D ⊗D
′, C ⊗ C′) = (Inf∗(D,C)⊗ Inf∗(D
′, C′))n.
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Proof. Obviously, we have that
((D ∩ ∂−1D)⊗ (D′ ∩ ∂′−1D′))n ⊆ (D ⊗D
′)n. (3.4)
Moreover, by substituting D and D′ with D ∩ ∂−1D and D′ ∩ ∂′−1D′ in (3.1) respectively,
it can be directly verified that
(∂ ⊗ ∂′)n((D ∩ ∂
−1D)⊗ (D′ ∩ ∂′−1D′))n ⊆ (D ⊗D
′)n−1. (3.5)
Then, by (3.4) and (3.5), we have that
(Inf∗(D,C)⊗ Inf∗(D
′, C′))n ⊆ Infn(D ⊗D
′, C ⊗ C′).
On the other hand, for each element
xp ⊗ yq ∈ (D ⊗D
′)n ∩ (∂ ⊗ ∂
′)−1n (D ⊗D
′)n−1, p+ q = n, p, q > 0,
we have that
(∂p ⊗ ∂
′
q)(xp ⊗ yq) = ((∂pxp)⊗ yq + (−1)
pxp ⊗ (∂
′
qyq)) ∈ (D ⊗D
′)n−1
and
(∂pxp)⊗ yq, xp ⊗ (∂
′
qyq) ∈ (D ⊗D
′)n−1. (3.6)
Then
xp ∈ Dp ∩ ∂
−1
p Dp−1, yq ∈ D
′
q ∩ ∂
′−1
q D
′
q−1
and
(xp ⊗ yq) ∈ ((D ∩ ∂
−1D)⊗ (D′ ∩ ∂′−1D′))n.
Hence, it follows from (3.6) that∑
i
xpi ⊗ yqi ∈ ((D ∩ ∂
−1D)⊗ (D′ ∩ ∂′−1D′))n.
By Lemma 3.1,
(D ⊗D′)n ∩ (∂ ⊗ ∂
′)−1n (D ⊗D
′)n−1 ⊆ ((D ∩ ∂
−1D)⊗ (D′ ∩ ∂′−1D′))n.
That is,
Infn(D ⊗D
′, C ⊗ C′) ⊆ (Inf∗(D,C)⊗ Inf∗(D
′, C′))n.
The proposition follows.
3.2 A Künneth Formula for the Embedded Homology
By using the embedded homology, we prove a Künneth formula for the tensor product of
graded submodules of chain complexes, in the Theorem 3.4.
Theorem 3.3 (Algebraic Künneth Formula). (cf. [13, Theorem 3B.5]) Let R be a principal
ideal domain, and let C∗, C
′
∗ be chain complexes of free R-module. Then there is a natural
exact sequence
0→
⊕
p+q=n
Hp(C∗)⊗R Hq(C
′
∗)→ Hn(C∗ ⊗ C
′
∗)→
⊕
p+q=n
TorR(Hp(C∗), Hq−1(C
′
∗))→ 0.
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Theorem 3.4. Let R be a principal ideal domain. Let C and C′ be chain complexes con-
sisting of graded free R-modules. Let D and D′ be graded sub-R-modules of C and C′
respectively. Then for each n ≥ 0, there is a short exact sequence
0 −→ (H∗(D,C)⊗R H∗(D′, C′))n
ϕ
−→ Hn(D ⊗R D′, C ⊗R C′)
−→
⊕
iTorR(Hi(D,C), Hn−i−1(D
′, C′)) −→ 0.
And this sequence splits.
Proof. By Theorem 3.3, we have a short exact sequence
0 −→ (H∗(Inf∗(D,C)) ⊗R H∗(Inf∗(D′, C′)))n
ϕ
−→ Hn(Inf∗(D,C)⊗R Inf∗(D′, C′)) −→⊕
i TorR(Hi(Inf∗(D,C)), Hn−i−1(Inf∗(D
′, C′))) −→ 0. (3.7)
And this sequence splits. By Proposition 3.2,
Hn(Inf∗(D,C)⊗R Inf∗(D
′, C′)) = Hn(D ⊗R D
′, C ⊗R C
′). (3.8)
The theorem follows from (3.7) and (3.8).
Let R be a field F. The next corollary follows from Theorem 3.4.
Corollary 3.5. Suppose the chain complexes C and C′ consist of graded vector spaces over
a field F. Let D and D′ be graded vector subspaces of C and C′ respectively. Then
H∗(D ⊗D
′, C ⊗ C′) ∼= H∗(D,C)⊗H∗(D
′, C′).
4 A Künneth Formula for Product of Hypergraphs
In this section, we define the product of hypergraphs and prove a Künneth formula for
product of hypergraphs.
4.1 Product of Hypergraphs
We define the product of hypergraphs and give the connection between the product of
hypergarphs and the Cartesian product of their associated simplicial complexes, in Propo-
sition 4.1.
Definition 4.1. Let H,H′ be hypergraphs. Define the product of hypergraphs H⊠H′ as a
hypergraph whose elements are in the form of
ω = {(vα(0), wβ(0)), (vα(1), wβ(1)) · · · , (vα(p+q), wβ(p+q))}
for all σ = {v0, · · · , vp} ∈ H, τ = {w0, · · · , wq} ∈ H′, where for each i either{
α(i + 1) = α(i)
β(i + 1) = β(i) + 1
or else
{
α(i+ 1) = α(i) + 1
β(i+ 1) = β(i)
.
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Note that if H,H′ are both simplicial complexes, then the product H⊠H′ is not always
a simplicial complex. But its associated simplicial complex coincides with the Cartesian
product of simplicial complexes. That is, KH⊠H′ = H × H
′ when H,H′ are simplicial
complexes. More generally, we have that
Proposition 4.1. Let H, H′ be hypergraphs. Then KH⊠H′ = KH ×KH′ .
Proof. Note that H⊠H′ ⊆ KH×KH′ . Since KH×KH′ is a simplicial complex, by definition,
we have KH⊠H′ ⊆ KH ×KH′ .
For each ω ∈ KH ⊠KH′ , we assume that
ω = {(viα(0) , wjβ(0) ), (viα(1) , wjβ(1) ), · · · , (viα(p+q) , wjβ(p+q))},
where σ = {vi0 , · · · , vip} ∈ KH, τ = {wj0 , · · · , wjq} ∈ KH′ . Thus there exist two elements
σ˜ ∈ H and τ˜ ∈ H′ such that
σ ⊆ σ˜, τ ⊆ τ˜ .
We may write
σ˜ = {v0, · · · , vm}, τ˜ = {w0, · · · , wn}
and choose i0, · · · , ip and j0, · · · , jq corresponding to the order of elements in σ˜ and τ˜ . For
σ˜ ∈ H and τ˜ ∈ H′, we obtain an element ω˜ ∈ H ⊠H′ as follows.
ω˜ =


(v0, w0), (v1, w0), · · · (viα(0) , w0),
(viα(0) , w1), (viα(0) , w2), · · · (viα(0) , wjβ(0)),
(viα(0)+1, wjβ(0) ), (viα(0)+2, wjβ(0)), · · · (viα(1) , wjβ(0)),
(viα(1) , wjβ(0)+1), (viα(1) , wjβ(0)+2), · · · (viα(1) , wjβ(1)),
...
...
...
...
(viα(p+q) , wjβ(p+q−1)+1), (viα(p+q) , wjβ(p+q−1)+2), · · · (viα(p+q) , wjβ(p+q)),
(viα(p+q)+1, wjβ(p+q) ), (viα(p+q)+2, wjβ(p+q)), · · · (vm, wjβ(p+q)),
(vm, wjβ(p+q)+1), (vm, wjβ(p+q)+2), · · · (vm, wn)


It follows that ω ⊆ ω˜. Thus we have ω ∈ KH⊠H′ . It shows that KH ⊠KH′ ⊆ KH⊠H′ . Thus
we have KH ×KH′ = KKH⊠KH′ ⊆ KH⊠H′ . The desired result follows.
Furthermore, to illustrate the relationship between the product ⊠ of hypergraphs and
the Cartesian product × of simplicial complexes more vividly, we give the following example.
Example 4.1. Let H = {{v0}, {v0, v1}}, H′ = {{w1}, {w0, w1}}. Then
KH = {{v0}, {v1}, {v0, v1}},
KH′ = {{w0}, {w1}, {w0, w1}}
H⊠H′ = {{(v0, w1)}, {(v0, w0), (v0, w1)}, {(v0, w1), (v1, w1)},
{(v0, w0), (v1, w0), (v1, w1)}, {(v0, w0), (v0, w1), (v1, w1)}},
KH ⊠KH′ = {{(v0, w0)}, {(v1, w0)}, {(v0, w1)}, {(v1, w1)},
{(v0, w0), (v1, w0)}, {(v0, w1), (v1, w1)}, {(v0, w0), (v0, w1)}, {(v1, w0), (v1, w1)},
{(v0, w0), (v1, w0), (v1, w1)}, {(v0, w0), (v0, w1), (v1, w1)}},
KH ×KH′ = KH ⊠KH′ ∪ {(v0, w0), (v1, w1)}.
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4.2 Proof of Künneth Formula for Hypergraphs
Proposition 4.2. Let H,H′ be hypergraphs. Then there is a quasi-isomorphism
Infn(R(H)∗ ⊗R(H
′)∗, C∗(KH;R)⊗ C∗(KH′ ;R))→ Infn(R(H⊠H
′)∗, C∗(KH ×KH′ ;R))
Here, R(H)∗ denotes finitely generated free R-module with generators in H and R is a
principal ideal domain.
Proof. By (2.2), (2.3) and simplicial set representation of simple complex in subsection 4.2,
there are two morphisms of chain complexes
ν : C∗(KH ×KH′ ;R)→ C∗(KH;R)⊗ C∗(KH′ ;R),
µ : C∗(KH;R)⊗ C∗(KH′ ;R)→ C∗(KH ×KH′ ;R).
Moreover, by Proposition 2.1,
ν ◦ µ = id, µ ◦ ν ≃ id.
By the definition of Eilenberg-Zilber map, we have that
µ(σ ⊗ τ) =
∑
ω∈H⊠H′
(−1)|ω|ω ∈ R(H⊠H′)∗, σ ⊗ τ ∈ R(H)∗ ⊗R(H
′)∗,
where |ω| is determined by ω. It follows that
µ(R(H)∗ ⊗R(H
′)∗) ⊆ R(H⊠H
′)∗.
On the other hand, by straightforward calculation, we have that
ν(R(H ⊠H′)∗) ⊆ R(H)∗ ⊗R(H
′)∗.
Thus we obtain
µ(Infn(R(H)∗ ⊗R(H
′)∗, C∗(KH;R)⊗ C∗(KH′ ;R)))
⊆ Infn(R(H⊠H
′)∗, C∗(KH ×KH′ ;R)),
and
ν(Infn(R(H ⊠H
′)∗, C∗(KH;R×KH′ ;R)))
⊆ Infn(R(H)∗ ⊗R(H
′)∗, C∗(KH;R)⊗ C∗(KH′ ;R)).
In addition, we have
ν ◦ µ|Infn(R(H)∗⊗R(H′)∗,C∗(KH;R)⊗C∗(KH′ ;R)) = id.
It follows that
(ν|Infn(R(H⊠H′)∗,C∗(KH×KH′ ;R)))∗(µ|Infn(R(H)∗⊗R(H′)∗,C∗(KH;R)⊗C∗(KH′ ;R)))∗ = id,
and (ν|Infn(R(H⊠H′)∗,C∗(KH×KH′ ;R)))∗ is surjective.
It leaves us to show (ν|Infn(R(H⊠H′)∗,C∗(KH×KH′ ;R)))∗ is injective. That is, if
ω ∈ Infn(R(H ⊠H
′)∗, C∗(KH ×KH′ ;R))
is a cycle and
(ν|Infn(R(H⊠H′)∗,C∗(KH×KH′ ;R)))∗(w)
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is a boundary in Infn(R(H)∗ ⊗R(H′)∗, C∗(KH;R)⊗ C∗(KH′ ;R)), then ω is a boundary in
Infn(R(H⊠H
′)∗, C∗(KH ×KH′ ;R)).
Since ν(w) is a boundary in C∗(KH;R)⊗ C∗(KH′ ;R) and there is a quasi-isomorphism
C∗(KH ×KH′ ;R)
ν
// C∗(KH;R)⊗ C∗(KH′ ;R),
µ
oo
we obtain that ω is a boundary in C∗(KH×KH′ ;R). To show (ν|Infn(R(H⊠H′)∗,C∗(KH×KH′ ;R)))∗
is injective, it suffices to show ω is also a boundary in R(H ⊠H′)∗.
Firstly, we consider the cycle of the form
ω = {(vα(0), wβ(0)), (vα(1), wβ(1)) · · · , (vα(p+q), wβ(p+q))}
where σ = {v0, · · · , vp} ∈ H, τ = {w0, · · · , wq} ∈ H′, p+ q = n and p = 0 or q = 0. Without
loss of generality, we may set p ≥ 0, q = 0 and
ω = {(v0, w0), (v1, w0), · · · , (vp, w0)} ∈ H⊠H
′.
Then ν(ω) = {v0, v1, · · · , vp} ⊗ {w0}. Since ν(ω) is a boundary in R(H)∗ ⊗ R(H′)∗, then
{v0, v1, · · · , vp} is a boundary in R(H)∗. It implies that ω is a boundary in R(H⊠H′)∗.
Secondly, we consider the cycle of the form
ω = {(vα(0), wβ(0)), (vα(1), wβ(1)) · · · , (vα(p+q), wβ(p+q))}
where σ = {v0, · · · , vp} ∈ H, τ = {w0, · · · , wq} ∈ H′, p+ q = n and p, q ≥ 1. Note that as a
boundary in C∗(KH ×KH′ ;R), ω is generated by ∂ω˜ for
ω˜ ∈ Cn+1(KH ×KH′ ;R).
Then we have the next two cases.
(1). Suppose ω˜ ∈ KH ⊠KH′ ,
ω˜ = {(vα(0), wβ(0)), (vα(1), wβ(1)), · · · , (vα(l+m), wβ(l+m))}
for some σ˜ = {v0, · · · , vl} ∈ KH, τ˜ = {w0, · · · , wm} ∈ KH′ where l +m = n + 1 and
l,m ≥ 1. Since ∂ω˜ ∈ R(H ⊠H′)∗, then each term of ∂ω˜ is of the form
{(vα(0), wβ(0)), · · · , ̂(vα(i), wβ(i)), · · · , (vα(l+m), wβ(l+m))} ∈ H ⊠H
′.
Since l,m ≥ 1, by Pigeonhole Principle, we have that σ˜ ∈ H, τ˜ ∈ H′. It follows that
ω˜ ∈ R(H ⊠H′)n+1. Hence, ω is a boundary in R(H⊠H′)∗.
(2). Suppose ω˜ ∈ KH ×KH′ and ω˜ /∈ KH ⊠KH′ . Then it must be in the following form
ω˜ = {(v0, w0), · · · , (vi, wi), (vi+1, wi+1), · · · , (vn+1, wn+1)}
such that vi+1 6= vi, wi+1 6= wi for some 0 ≤ i ≤ n. Then at least one of the terms
{̂(v0, w0), · · · , (vi, wi), (vi+1, wi+1), · · · , (vn+1, wn+1)},
{(v0, w0), · · · , (vi, wi), (vi+1, wi+1), · · · , ̂(vn+1, wn+1)}
is not in KH ⊠ KH′ . Thus ∂ω˜ /∈ R(KH ⊠ KH′)∗. Naturally, ∂ω˜ /∈ R(H ⊠H′)∗. This
contradicts
ω ∈ Infn(R(H ⊠H
′)∗, C∗(KH ×KH′ ;R)).
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Summarising (1) and (2), we have that if ∂ω˜ ∈ Infn(R(H ⊠ H′)∗, C∗(KH × KH′ ;R)) is a
cycle for ω˜ ∈ KH × KH′ , then we have ω˜ ∈ R(H ⊠ H′)∗. Thus ∂ω˜ is also a boundary in
Infn(R(H ⊠H′)∗, C∗(KH ×KH′ ;R)).
Finally, from the above discussion, we have that
(ν|Infn(R(H⊠H′)∗,C∗(KH×KH′ ;R)))∗
is injective. The proposition is proved.
Remark 4.1. Quasi-isomorphism is a weaker condition than chain homotopy and the special
chain homotopy (the contraction of chain complex) in the Eilenberg-Zilber Theorem. For
details of the quasi-isomorphism theorem, please refer to [7, Theorem 8.5].
Proof of Theorem 1.1. (Künneth Formula for Hypergraphs) By Theorem 3.3, there is an
exact sequence
0 →
⊕
p+q=n
Hp(H)⊗Hq(H
′)→ Hn(Inf∗(H)⊗ Inf∗(H
′))
→
⊕
p+q=n
TorR(Hp(H), Hq−1(H
′)) → 0.
By Proposition 3.2, we have that
Inf∗(H)⊗ Inf∗(H
′) = Infn(R(H)∗ ⊗R(H
′)∗, C∗(KH;R)⊗ C∗(KH′ ;R)).
By Proposition 4.2, we obtain that
H(Inf∗(H)⊗ Inf∗(H
′)) ∼= H(Infn(R(H ⊠H
′)∗, C∗(KH ×KH′ ;R)).
Note that KH ×KH′ = KH⊠H′ , we have
H(Inf∗(H)⊗ Inf∗(H
′)) ∼= H(H⊠H′).
This implies our result.
Corollary 4.3. Let H and H′ be hypergraphs. Let F be a field. Then for each n ≥ 0, we
have the isomorphism of R-modules
Hn(H⊠H
′;F) ∼= (H∗(H;F)⊗F H∗(H
′;F))n.
The next example illustrates the above result.
Example 4.2. Let H = {{v0}, {v0, v1}, {v1, v2}, {v0, v1, v2}}, H
′ = {{w0}, {w1}, {w0, w1}},
and F is a field. Then we have that
H⊠H′ =


{(v0, w0)}, {(v0, w1)},
{(v0, w0), (v0, w1)}, {(v0, w0), (v1, w0)},
{(v1, w0), (v2, w0)}, {(v0, w1), (v1, w1)},
{(v1, w1), (v2, w2)}, {(v0, w0), (v0, w1), (v1, w1)},
{(v0, w0), (v1, w0), (v1, w1)}, {(v1, w0), (v1, w1), (v2, w1)},
{(v1, w0), (v2, w0), (v2, w1)}, {(v0, w0), (v1, w0), (v2, w0)},
{(v0, w1), (v1, w1), (v2, w1)}, {(v0, w0), (v1, w0), (v2, w0), (v2, w1)},
{(v0, w0), (v1, w0), (v1, w1), (v2, w1)}, {(v0, w0), (v0, w1), (v1, w1), (v2, w1)}


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According to definition of the embedded homology and Proposition 2.3 in [2], we know that
Hn(H;F) = Hn(Inf∗(H))
= Ker(∂n |Cn(H;F))/(Cn(H;F) ∩ ∂n+1(Cn+1(H;F)))
H0(H ⊠H
′;F) = Ker(∂0 |〈{(v0,w0)},{(v0,w1)}〉)/〈{(v0, w1)} − {(v0, w0)}〉
= F
H0(H;F) = Ker(∂0 |〈{v0}〉)/〈{v1} − {v0}, {v2} − {v1}〉 ∩ 〈{v0}〉
= F
H0(H
′;F) = Ker(∂0 |〈{w0},{w1}〉)/〈{w1} − {v0}〉
= F
Hp(H ⊠H
′;F) = 0, Hp(H;F) = Hp(H
′;F) = 0 for any p ≥ 1.
Thus
Hn(H⊠H
′;F) ∼= (H∗(H;F)⊗F H∗(H
′;F))n.
4.3 Further Discussions
In this section, we discuss briefly that our proof for the Künneth formula for hypergraphs
is applicable to give an alternative proof for the Künneth formula for the path homology of
digraphs.
A digraph is a pair (V,E) where V is the vertex set and E is a subset of V × V . For
any (a, b) ∈ E, we write a → b and call it a directed edge. In [8–11], the professors A.
Grigor’yan, Y. Lin, Y. Muranov, V. Vershinin and S.T. Yau defined the path complex for
a digraph where the allowed paths go along the arrows of the directed edges; and with the
help of path complex, the path homology for a digraph is defined and studied. The Künneth
formula for the path homology (with field coefficients) of digraphs is proved in [9, Section 7]
and [11]. We can generalize it and obtain a Künneth formula for the path homology with
coefficients in a general principal ideal domain R.
We regard the set of allowed paths in a digraph as a graded subset of certain simplicial
set, and regard the path complex as a graded abelian subgroup of certain chain complex. By
Theorem 3.4, the Eilenberg-Zilber Theorem of simplicial sets, and a similar argument of the
Künneth formula for hypergraphs (Proof of Theorem 1.1), we would obtain an alternative
proof for the Künneth formula for the path homology, and generalize the coefficients from a
field to general principal ideal domains.
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