A mobile robot autonomously explores the environment by interpreting the scene, building an appropriate map, and localizing itself relative to this map. This paper presents a Hybrid filter based Simultaneous Localization and Mapping (SLAM) approach for a mobile robot to compensate for the Unscented Kalman Filter (UKF) based SLAM errors inherently caused by its linearization process. The proposed Hybrid filter consists of a Multi Layer Perceptron (MLP) for neural network and UKF which is a milestone for SLAM applications. The proposed approach, based on a Hybrid filter, has some advantages in handling a robotic system with nonlinear motions because of the learning property of the MLP neural network. The simulation results show the effectiveness of the proposed algorithm comparing with an UKF based SLAM.
Introduction
Currently, SLAM which is a relatively new subfield of robotics, is one of the most widely researched major subfields of mobile robotics. In order to solve SLAM problems, statistical approaches, such as Bayesian Filters, have received widespread acceptance [7] . Some of the most popular approaches for SLAM include using a Kalman filter (KF), an extended Kalman filter (EKF) and an unscented Kalman filter (UKF) and a particle filter [8] . The UKF SLAM makes a Gaussian noise assumption for the robot motion and its observation. In addition, the amount of uncertainty in the UKF SLAM algorithm must be relatively small; otherwise, the linearization in the UKF tends to unbearable errors. The UKF uses the unscented transform to linearize the motion and measurement models [13] . MLP neural network, adaptive to environmental information flowing through during the process, can be combined with an UKF to compensate for some of the disadvantages of an UKF SLAM approach [4] , [12] .
Qi Song and Yuqing He [9] in order to overcome the drawback of the normal unscented Kalman filter a novel adaptive UKF is developed and applied to nonlinear joint estimation of both time-varying states and modeling errors for helicopter. The filter is composed of two parallel master-slave UKFs, while the master UKF estimates the states/parameters and the slave one estimates the diagonal elements of the noise covariance matrix for the master UKF. Such a mechanism improves the adaptive ability of the UKF and enlarges its application scope.
Zhi Jun Yu et al [14] a new neural network aided Unscented Kalman filter is presented for tracking maneuvering target in distributed acoustic sensor networks. In this approach that using an offline neural network to correct these errors, the nonlinear inferring process is done by the normal Unscented Kalman filter. This method doesn't need complex modeling for tracking maneuvering target and is very suitable for realtime implementation.
Choi et al [2] solved the SLAM problem with a neural network based on an extended Kalman filter. According to the research results, the EKF SLAM based on Neural Network, shows better performance than the EKF SLAM.
Ronghui Zhan and Jianwei Wan [10] presents a robust learning algorithm for an multilayered neural network based on UKF. Since it gives a more accurate estimate of the link weights, the convergence performance is improved. This algorithm is then extended further to develop a neural network aided UKF for nonlinear state estimation.
In this paper, we present a Hybrid approach using MLP neural network and UKF based SLAM problem for decreasing uncertainty in compare to SLAM using UKF. We also discuss the effectiveness of MLP algorithm to handle nonlinear properties of a mobile robot.
Some related algorithms on SLAM are described in section 2, and the Hybrid SLAM algorithm is presented in section 3. Section 4 shows the simulation results of the SLAM based on UKF, and Hybrid filter. Concluding remarks, discussion and further research are discussed in section 5.
Related Algorithms for SLAM

Multi Layer Perceptron Neural Network
Frequently, neural networks are used especially in modeling and simulation of nonlinear systems. Neural networks have two fundamental characteristics of learning based on presentation experimental data and structural parallel. Specially, MLP which was evolved from single layer perceptron with a parallel processing pattern, has been proposed in the early days. MLP is suitable turn out for nonlinear information. The MLP with hidden layers with one or more input and output nodes, is used a typical feedforward neural network model used as a universal approximator. The output signals are generated through the homogeneously nonlinear function after summing signal values for each of the input nodes. In this process, signals are multiplied with appropriate weights and added with some bias values [5] , [15] .
Unscented Kalman Filter
This filter is built based on transformation as unscented transformation. In the UKF, there is no need to calculate Jacobian matrix. Since, the processing noise in this system is accumulative; therefore the augmented state vector is used to implementation this approach. In this approach, the mean and covariance estimation are calculated with considering the second order of the Taylor series [6] .
Fig. 1. A Multi Layer Perceptron Neural Network Structure
Suppose that a random variable x with mean μ and covariance PX is given and also a random variable z related with x using: z=f(x). Calculation Problem of the mean and covariance of z is the same as the predicted and corrected problem in UKF stages for a nonlinear system. In the Unscented Transformation method, a set of weighted points called sigma points are used to reach the mean and the covariance of random variable z. This sigma points should be selected in a way that have enjoy the mean μ and covariance PX . For n-dimensional random variable with mean μ and covariance PX , 2n+1 instance points are selected as follows. (0<i<n)
(4) N is the number of augment state. α and β are the coefficients that the estimation error can be minimized by adjusting them, and also their values influence on the error rate resulted from the higher terms in Taylor series. In the above mentioned equations, k R ∈ and ) ) ( ( P n x i λ + , the i-th row or column of the matrix is the square root of P n x ) ( λ + , W i is the weight belongs to each point and k also is used for more accurate adjusting of UKF [6] . According to Unscented Transformation algorithm, each point in a set of points is first mapped to a new point by a nonlinear function, which results in a new set of sigma points. Then, we calculate the mean and the covariance values of the new random variable. Consider the following nonlinear system. 
Where x is the state vector and u is control input, ε is the system noise and δ is the measurement noise. In the first phase of implementing this filter, the augment state vector is formed as follows. (7) In the following, we will have all formulas used in the UKF which include two main sections, the Measurement Update and the Time Update [11] .
• The Time Update 
SLAM Algorithm Using Hybrid Filter
A new Hybrid filter SLAM using an UKF and a MLP is proposed here. The mean uk which is derived from environmental information values ) ( θεδ xy using the MLP algorithm, is entered to the prediction step, as shown in Fig. 2 . 
Time Update (Predict)
In the following article, The Hybrid filter SLAM algorithm is described using a 
The Measurement Update (Correct)
To obtain the Kalman gain K k , we need to calculate P x zk , zk that are calculated in equations 18, 24, 26, 28, with replacement of these values, we will have the following equations. In the following, complete combined MLP algorithm with UKF is described to SLAM of the mobile robot. MLP are involved with train through input data and measurement values. In the training process, weights are decided based on the relation of input data and each hidden layers. MLP Neural Network needs higher weight to objective value on the higher relations between poses and heading angle with comparing to measurement.
To apply a MLP, the mean values for each element are divided, and substituted by inputs of the MLP algorithm for each mean value. This research utilizes the MLP with two hidden layers, so the process equation is derived as Eq. (32). Under the assumption that this process does not have any bias, the n, n1, n2 and n3 describe the number of input nodes, the first hidden layer's nodes, the second hidden layer's nodes and output layer's nodes with A, B and C, the number of nodes, respectively [8] .
(32)
The next process to obtain the prior mean and the covariance is to update the results from Eq. (32). The process described in the above 5 steps repeats until the end of the navigation. θ Error (degree) Fig. 4 . Navigation errors on rectangular map
Navigation on Rectangular Map
In the case of rectangular navigation, the UKF based on navigation and Hybrid filter based on navigation are shown in Fig. 3 . The dashed line, show the paths of robots should traverse and the bold black line is Robot path, based on data described by the actual odometry. In Fig. 4 , the gray bold line and the dashed black line are the x, y, and θ errors in the case of UKF SLAM and Hybrid filter SLAM, respectively.
Conclusions
The SLAM since the robot keeps track of its location by maintaining a map of the physical environment and an estimate of its position on that map, is one of the most fundamental problems in the quest for autonomous mobile robots. This paper proposes UKF SLAM based on MLP method for a mobile robot, to make up for the UKF SLAM error inherently caused by its linearization process and noise assumption. The proposed algorithm consists of two steps: the MLP Neural Network and the UKF algorithm. The simulation results show that the efficiency of the proposed algorithm based on MLP as compared with the UKF SLAM. To verify the effectiveness of the proposed algorithm, simulation in Matlab shown UKF SLAM has more errors than Hybrid filter SLAM. In addition, the simulation results confirm the Hybrid filter SLAM is more stable for robot navigation. In the future Research up on the robustness of the proposed algorithm, will verify under harsh and real-time condition using of fuzzy logic or structure change of neural network.
