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Abstract 
Many species require habitats that are naturally patchily-distributed and ephemeral, but human 
activities fundamentally alter the rate and scale of habitat change. This thesis describes the 
development of a new metapopulation simulation model applicable to a broad range of 
species that depend on dynamic habitat. I apply the model to two case studies, both involving 
butterfly species that use early-successional habitats and that are UK Biodiversity Action Plan 
priority species. I describe two methods for parameterising the model for a particular 
metapopulation in a particular landscape. One method uses parallel disturbance and 
population presence data for a few consecutive years; the other derives population parameters 
and landscape parameters from separate data sources. 
In the first case study, I found that the BAP target for Heath Fritillary (Melitaea athalia) 
populations in the Blean Woods, Kent, could either be met by approximately doubling the 
coppicing effort, or by concentrating the existing effort into one of the larger woodland 
blocks. In the second case study, I found that the rate of heathland burning in the South Stack 
area of Anglesey was not enough by itself to sustain the metapopulation of Silver-studded 
Blues (Pleb~'us a7,us). However, the metapopulation is probably saved from extinction by the 
existence of permanently-suitable habitat close to the coast. 
I have also elucidated an important phenomenon in metapopulations with dynamic habitat: 
the relationship between patch occupancy and patch connectivity can be obscured by the 
temporal changes in habitat. This has important implications for the debate about whether 
many real populations actually fit the metapopulation paradigm because the existence of 
metapopulation dynamics is often determined by testing the connectivity-occupancy 
relationship. 
The simulation model, "MANAGE", is an important new tool for integrating landscape-scale 
information, and answering conservation questions, in a field which is relatively new and 
unexplored. 
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General introduction 
1 General introduction 
1.1 Rationale 
An organism's habitat is rarely completely stable over time. Monophagous herbivores, 
parasites, mutualists, epiphytes and commensals, as well as species adapted to a narrow 
successional stage, can be faced with habitat that is never in the same place for more than a 
few generations at a time. Invertebrates associated with very early and very late successional 
stages appear to be over-represented among declining and threatened species in Britain, and 
their declines are often associated with changes in human land-use and land management 
(Thomas ct al. 1994). The survival of a species on a dynamic landscape is not a simple function 
of the amount of habitat available - the rates of habitat creation and destruction, variability in 
these rates, and aggregation of habitat in space are also key variables. This generates 
difficulties in understanding the dynamics of such species and complications in the 
development of conservation management plans. Dynamic simulation models can help us to 
understand such complex systems. In many cases, habitat creation and/or destruction will 
occur as discrete patches, and so it seems natural to use a metapopulation framework for 
modelling. If they are on an appropriate temporal and spatial scale, and use informative 
parameters, these models can be employed in planning management for conservation. 
Although some dynamic landscape meta population models have already been published, there 
is a noticeable gulf between heuritsic models that are not applicable to any particular species 
or landscape, and highly specific models that require a huge amount of species- and landscape-
specific data. I have attempted to bridge the gap between these models by designing a model 
which is as simple as possible while still having the potential to answer the questions that 
conservation managers are most interested in. 
1.2 Metapopulations 
A metapopulation is a collection of local breeding populations of one species separated by 
space but linked by dispersal (Hanski & Simberloff 1997). Although each of the 
subpopulations may be vulnerable to extinction, the chance of re-colonisation can give the 
whole metapopulation stability and a low extinction risk (Levins 1969, 1970). 
13 
General introduction 
To study metapopulations is to study the importance of space, and spatial heterogeneity, to 
populations. Natural ecosystems are strikingly patchy, and this can have implications in all 
aspects of ecology, an idea which was by no means new when metapopulation theory was first 
developed. Evolutionary ecology was perhaps the first discipline to formalise spatial 
heterogeneity; such formalisation was necessary to explain for example the maintenance of 
clines in allele frequency and the genetic isolation that leads to speciation (Fisher 1930). At the 
other end of the temporal and spatial scales, behavioural ecology developed theory for optimal 
foraging, recognising that almost everything animals search for is patchily distributed 
(MacArthur & Pianka 1966; Wiens, J. A. 1976). Then Island Biogeography Theory (MacArthur 
& Wilson 1967) paved the way for a generation of research with its very simple model of a 
balance between extinctions and colonisations that determines the composition of a 
community. The ftrst studies of metapopulation-like systems concerned the factors that 
contribute to the stability of natural enemy interactions. Huffaker's (1958) study of predator 
and prey mites in a universe of oranges showed that extinction could be avoided by restricting 
dispersal so that populations on different oranges peaked at different times. Monro (1967, 
cited in Wiens, J. A. 1976) documented the unsteady equilibrium between introduced Opuntia 
cactus and Caetoblastis moths introduced to control them in Australia: some isolated stands of 
cactus always manage to 'keep ahead' of moth outbreaks. The latter study reveals an early 
recognition that the distribution of habitat can change with time - a possibility that 
subsequent metapopulation models have tended to ignore (but see later). 
Metapopulation biology has been a fertile area of research in the last two decades: Hanski and 
Simberloff (1997: their ftgure 1) showed the boom in publications from 1990 to 1995, and this 
growth has continued (there were 73 publications in 2006 that cited Levins' (1969; 1970) 
original metapopulation model, and 286 publications in 2006 with the topic "metapopulation" 
on the lSI science citation index). The simple (deterministic and continuous) mathematical 
approach of Levins (1969;.1970) has proved amenable to numerous variations that make it 
more biologically realistic (e.g. Hastings 1991; Tilman et al. 1997; Sjogren-Gulve & Hanski 
2000). One adaptation that has been studied extensively is the incidence function model 
(Hanski 1994). The incidence function model (or IFM) is a spatially explicit metapopulation 
model where one summarises the habitat as a number of discrete patches, specifying their 
centre points and their areas. It then assumes that: 
• 
• 
population size in a patch is a simple function of the patch area; 
emigration rate from a patch is a power function of area (the surrogate for population 
size), but otherwise emigration doesn't affect the home patch dynamics; 
14 
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• the frequency of dispersal declines exponentially with distance away from the home 
patch; 
• therefore the number of immigrants to a patch can be calculated from the size of all 
the other patches and their proximity, and number of immigrants to an empty patch 
determines colonisation probability; 
• extinction probability of a patch depends on population size, and, if there is a rescue 
effect, on number of immigrants, but otherwise immigration doesn't affect the 
recipient patch dynamics. 
A major advantage of the IFM is that it is to some extent analytically tractable: one can 
calculate the invasibility and equilibrium occupancy of a patch network (Hanski & Ovaskainen 
2000; Ovaskainen & Hanski 2001), the relative value of each patch (Ovaskainen & Hanski 
2003) and the time scale of recovery from perturbation (Ovaskainen & Hanski 2002). 
Although numerous species experience naturally fragmented, patchy habitat (Dobson 2003), 
metapopulation theory has frequently been discussed in relation to the conservation of species 
in habitats fragmented by human land use change. It has given new insights to conservation 
scientists, who are now concentrating more on the whole landscape scale and the linkages 
between populations (Harrison 1993; Sutherland 2000). There are a number of examples of 
the IFM and similar models being used to aid conservation decisions (Hanski & Thomas 1994; 
Gutierrez et al. 1999; Gutierrez 2005; Hoyle & James 2005; Schtickzelle et al. 2005). 
A patch occupancy metapopulation model such as the IFM (which only sees patches as either 
full or empty) offers an attractive, solid and simple way of thinking about spatial relationships 
between populations. But it also offers some immediate puzzles to an ecologist wanting to test 
the theory's relevance to real populations. Firstly, the theory demands that we deftne the 
habitat of our organism of interest; we must know its biology well enough to tell the quality of 
habitat even when the organism in question is not present (a key prediction of metapopulation 
theory is that some suitable habitat will always be unpopulated). The most famous examples of 
metapopulations are backed up by considerable natural history knowledge of the study species 
(Baguette & Mennechez 2004). Secondly the theory demands a way of linking an observed 
pattern of presence and absence to the processes of colonisation and extinction. (For example 
is high occupancy due to high colonisation or low extinction? Is there a rescue effect? Is the 
metapopulation far from equilibrium?) Hanski (1994) recommends that a metapopulation be 
characterised by at least 2 time points of presence-absence (i.e. a chance of observing 
colonisations and extinctions) and also some mark-release-recapture data on the extent of 
dispersal between patches. Moilanen (2002) shows by simulation experiments that different 
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kinds of data inaccuracy can have different implications in terms of (mis)understanding 
metapopulation persistence. The most misleading kind of data inaccuracy seems to be 
undetected presences of the species (Moilanen 2002). Knowledge of the species' history in the 
study area will help to decide whether metapopulations are likely to be at equilibrium (e.g. Has 
it recently been introduced? Has there been recent severe habitat loss?), and therefore whether 
the colonisation and extinction parameters can be estimated from the patch occupancy 
(Moilanen 2000). 
There has been considerable debate about the risks of applying metapopulation models in 
situations where they are not relevant (Harrison 1993; Baguette 2004; Hanski 2004). The 
assumptions of patch occupancy models are most applicable to species with fast population 
growth rates and simple behaviour. Accordingly they have been applied mostly to insect 
populations, and also to amphibians (fscharntke & Brandl 2004; Cushman 2006). Plants, 
which seem obvious candidates, tend more often to be modelled with the view that one patch 
is space for only one adult individual. Much debate has focussed on the simplifying 
assumptions that metapopulation models make about dispersal (Ims & Yoccoz 1997; Van 
Dyck & Baguette 2005). Different dispersal kernels (functions describing the distribution of 
dispersal distances from the natal patch) are advocated by different authors, but the choice of 
the dispersal kernel probably makes only minor differences to model predictions in most cases 
(Moilanen & Nieminen 2002). Much more damaging to the reliability of metapopulation 
model predictions would be the existence of absolute dispersal barriers in the landscape, or 
certain kinds of complex dispersal behaviour (e.g. dispersal only in response to overcrowding 
or environmental conditions, Bowler & Benton 2005). Patch area is not always a good 
correlate of population size if there are large differences in habitat quality between patches, 
but actually it is straightforward to include habitat quality in metapopulation models, and this 
can lead to better predictions (Thomas et al. 2001; Franken & Hik 2004). 
The validity of the assumptions of metapopulation models also depend on the spatial 
distribution of habitat: they work best if habitat is a small proportion of the landscape, and 
quite fragmented (Hanski 2004). The reason for this goes to the heart of the metapopulation 
approach: the separation of scale between the local and regional population processes. When 
applying meta population models to real landscapes, one is sometimes faced with a large, 
heterogeneous patch that could be considered as several smaller patches. If it is modelled as 
several patches, one ignores the fact that density-dependence might synchronise the 
population fluctuations, making the whole complex more likely to go extinct at once. On the 
other hand, if it is modelled as one patch, one ignores all the dispersal that goes on between 
16 
General introduction 
the sub-patches (Cizek & Konvicka 2005). It is often left to "biological expertise" to 
determine the suitable spatial scale at which to study a population, but the same population 
viewed at different scales can fit different theories (Menendez & Thomas 2000). If the spatial 
scale of interactions that affect individuals' mortality and fecundity largely overlaps with the 
spatial scale of inter-patch distances, then a patch occupancy metapopulation model is not 
really appropriate, and one may need a model that considers continuous space (Ibomas & 
Kunin 1999). 
It has been suggested that a "classical" metapopulation model tends to work best for 
populations occupying early-successional habitats (Harrison 1993). Species adapted to early 
successional habitats should be adapted to a high likelihood of population extinction, and to 
having to colonise new habitat as it appears. Arguably it would be better to model such 
populations including the landscape dynamic processes that must interact with them, and this 
adds another level of complexity to theory and models. 'Landscape dynamics' covers a broad 
range of phenomena: events that make patches of habitat more or less suitable for a species 
could be very stochastic (e.g. landslides) or almost deterministic (e.g. depletion of nutrients), 
sudden or gradual, manmade (e.g. coppicing), biotic (e.g. disease outbreaks, shading by trees), 
or environmental (e.g. flooding), or a combination of these. In the next chapter I provide a 
thorough review of dynamic landscape metapopulation models that have been published so 
far, before introducing the new model developed as part of my research, which can be used to 
investigate the effects of different disturbance regimes on population persistence in a 
landscape of interest. 
1.2 Habitat quality 
In the previous section I have mentioned habitat patches, and habitat quality in the context of 
metapopulation models. However, it is not a trivial question to ask what deftnes habitat 
(Morrison & Hall 2002), and how habitat quality can be measured, in theory and in practice. 
Most metapopulation models consider space with a binary distinction between habitat and 
non-habitat (Hanski & Simberloff 1997). Designating somewhere as a habitat patch for the 
purposes of a patch occupancy model only makes sense if the patch contains all of the 
resources necessary to support a local breeding population (otherwise the concept of having 
an extinction probability and a colonisation probability associated with the patch does not 
make sense). This means that deftning habitat patches for a species can become a complex, 
multivariate problem: What factors does the species really respond to? How close do different 
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habitat elements have to be to each other? How small does a patch have to be before it cannot 
support a population? Some of these questions can only ever have approximate answers. In 
practice habitat is usually defmed by choosing variables that are likely to be important based 
on the species' natural history, then making numerous observations of how well these 
variables correlate with the species' presence in sites (O'Connor 2002). For variables that have 
a correlation with presence but no clear threshold, a threshold must be imposed in order to 
define discrete patches of habitat. 
Using a continuous measure of habitat quality removes some of the problems inherent in the 
binary approach, but introduces others. For a patch occupancy metapopulation model, quality 
should be a measure of the average population density of a site, given that it is occupied. 
Then, the smallest possible patch becomes one whose quality multiplied by its area (average 
population size) is less than 2 (or some other sensible extinction threshold). Note that for 
some of the analyses in this thesis, I refer to the patch quality multiplied by the patch area as 
the "carrying capacity". This is not conceptually the same as the carrying capacity parameter in 
a model of population numbers - my "carrying capacity" is simply the size of the population 
when it is present, and this size may fluctuate randomly but reproduction and death are not 
modelled. 
Measuring population density is generally more difficult and time consuming than measuring 
occurrence. Population densities can fluctuate enormously from year to year, so several years 
of measurements may be needed. It is necessary to identify variables that are predictive of the 
average population density in order to impute the quality of unoccupied sites. Also, if habitat 
variables fluctuate less than the population density, then one may be able to filter out the noise 
of unpredictable population fluctuations by basing the measure of habitat quality on the 
habitat variables. Recall that in a patch occupancy model, quality only matters insofar as it 
affects the average extinction risk of a population, and the average number of emigrants from 
it. For some species and some landscapes of habitat, this will be an unreasonable 
simplification, and the exercise of trying to measure habitat quality may reveal where this is the 
case. For example, if there is a strong element of source-sink dynamics (pulliam 1988), the 
quality of habitat will appear to change depending on the quality of neighbouring habitat. It 
might still be possible to model this system by treating a source and its adjacent sinks as a 
single patch with intermediate quality, but if not, a more complex model will be needed. 
For successional species, we expect the quality of a habitat patch to change over time, so it 
becomes very important to quantify habitat quality in order to model the metapopulation 
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dynamics. Unfortunately, there is an extra hurdle to measuring habitat quality in a dynamic 
system: the population density is likely to be affected by the quality in previous years as well as 
the present quality. One way around this is to fit extinction, colonisation and quality 
parameters in a single analysis (see chapter 3): effectively asking what quality values would be 
capable of giving the observed extinction rates at different successional stages. 
1.3 Conserving habitats by managing succession 
The aims of conservation management are often expressed in terms of maintaining habitats 
and/ or improving their quality for various species (Morris 1991). There has been a long-
standing recognition (e.g. Westhoff 1970), but perhaps less quantification, of the benefit of 
habitat diversity: a variety of habitat types in a patchwork fine-grained enough that organisms 
can easily disperse across the boundaries. In Britain (and other European countries) 
conservation management often equates to halting succession or creating certain kinds of 
successional cycle (Morris 1991), and the proximate reason for this is that it mimics pre-
industrial land management practices, to which our native species became adapted, sometimes 
over thousands of years. Invertebrates associated with very early and very late successional 
stages appear to be over-represented among declining and threatened species in Britain 
(Thomas et al. 1994). The late successional species, for example those depend on dead wood, 
are the more poorly understood group, and, certainly in historic times, their habitat has 
continuously been rare in the British landscape (restricted to forest set aside for game, old 
pollards in wood pasture, churchyards, etc.). The early-successional species, including those of 
calcareous grassland, heathland, woodland floor and reed beds (Thomas 1991b) have 
experienced dramatic declines in the availability of habitat at the right successional stage, since 
humans no longer exploit the landscape in the way they used to. 
Lowland heathland is largely a manmade community - initiated by forest clearances starting in 
Neolithic times, and maintained by grazing and probably burning (Webb 1986). Heathland 
developed on land that was either intrinsically very nutrient poor, or had been exhausted of 
nutrients by cultivation, and was then left to go to "waste". Grazing animals on the heath by 
day, and keeping them enclosed at night, represented a way of concentrating nutrients in the 
enclosures (as dung), which could then be used to grow crops, and this perpetuated the low 
nutrient status of the heaths. The heath was also exploited by cutting peat/turf and gorse for 
fuel. Such systems of land use were already established by Norman times, and continued to be 
very widespread until the 17th century (Webb 1986). An increase in controlled burning 
19 
General introduction 
probably resulted from a decrease in stocking densities on heaths during the 18th and 19th 
centuries, because the grazing was no longer enough to keep the heathland from reverting to 
scrub (Webb 1986). The dominant ericaceous shrubs of heath land are to some extent adapted 
to fire, and they will readily re-grow from ground level after the shoots have been burnt. After 
about 10 years post-fire, the growth rate and forage quality of the heathers decline, and their 
flammability increases, making fires difficult to control; hence, it is normal to have a burning 
rotation of around 10 years (Webb 1986). A variety of species of plants, invertebrates and 
reptiles benefit from the warm microclimatic conditions of early-successional heathland, 
including the Silver-studded Blue butterfly (Plebejus argus). 
Starting around the 18th century, the area of lowland heathland in Britain declined and it 
became increasingly fragmented: some was improved for agriculture, and increasingly it was 
claimed by urban expansion (Webb 1986). During the 20th century, the decline in area 
continued, and most of the heathland that remained was left completely unmanaged (Webb 
1986). This was disastrous for the early-successional species. Now the conservation of 
heathland is recognised as a national priority in the UK, and there are numerous heathland 
nature reserves. Management by burning or grazing has been re-instated on many heathland 
reserves for the specific purpose of benefiting wildlife (Webb 1986). Burning can be less 
labour-intensive than keeping grazing animals, but both are very difficult to manage on small, 
isolated fragments so here mechanical cutting or rotavating may be used (Webb 1986). 
Although there may be cultural reasons for re-instating whatever pattern of management was 
'traditional' on a particular heath, managers may also want to use improved knowledge of the 
ecology of heathland to design a grazing, fire or other disturbance regime that maximises the 
populations of rare species given the reserve's budget. 
Coppicing is a traditional form of woodland management which yielded fast-growing wood 
for fuel and long, straight poles for construction. Only certain tree species can be coppiced 
(notably hazel, Harmer 2004, and introduced sweet chestnut): it depends on their ability to 
produce multiple trunks from a single root stock, and to re-sprout from the base once they 
have been cut. There are good historical records of the extent of coppiced woodlands in 
Britain since the Domesday Book, which is an indication of their high economic importance 
(Rackham 1970). After coppice cutting, insolation of the forest floor is at a maximum, and it 
gradually declines over 5-15 years (depending on the tree species and soil quality, etc.). The 
clearings are colonised by a diverse ground flora, numerous invertebrates and birds. 
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The decline in coppicing began around the late 18th century (Rackham 1970). As the coppice 
products were no longer needed, coppice stands were abandoned; many were converted to 
conifer plantations in the early 20th century (peterken 1991; Thomas 1991b). As this has 
happened, many woodland gap-dependent species have declined (Ibomas 1991b). The decline 
of the Heath Fritillary (Melitaea athalia) and the Viola-feeding fritillaries have been particularly 
well documented (Ibomas 1991b). Re-instatement of coppicing has been started on some 
woodland nature reserves (peterken 1991; Thomas 1991b), but it is expensive (especially the 
initial effort to clear a long-abandoned coppice stand, Harmer 2004). For some species, 
establishing permanently open glades and rides can provide the habitat they need, but these 
are often taken over by competitive species like bramble, and the open ground is lost. It is an 
intriguing possibility that these threatened species could be given a major boost by humans' 
adaptation to climate change, if we start major afforestation and use more wood as fuel. 
1.4 Study species 
My study species are the butterflies Melitaea athalia Rott. (Nymphalidae) and Plebejus argus L. 
(Lycaenidae). As explained in the last section they are both early-successional species. Both 
have suffered large declines in range and numbers in the last century, mainly due to loss of 
suitable habitat. M. athalia occupies 11 of the 10km squares of Britain at present (Fox et at. 
2006, figure 1), and this is less than 1/5 of its original distribution (Asher et at. 2001). P. argus 
currently occupies 80 10k squares (Fox et at. 2006, figure 2), and this is less than a quarter of 
the squares it has occupied in the past (according to data supplied to me by Butterfly 
Conservation). As a result of their declines, both species are the subject of Biodiversity Action 
Plans (Barnett & Warren 1995; Ravenscroft & Warren 1996). 
P. argus and M. a/halia have both been studied previously with respect to their habitat 
requirements, and their dispersal abilities (Warren 1987a, 1987b, 1987c, and see below). Both 
have relatively limited dispersal: most individuals do not move further than 300 m or even 100 
m in their lives. The types of habitat they are found in are quite different, especially with 
respect to the processes of patch creation (see previous section and individual chapter 
introductions for more details). The fact that these species have fairly well-defined habitat 
requirements, limited dispersal, one generation per year and a fairly short flight season makes 
them relatively easy to survey. However, a dedicated search strategy is needed: monitoring by 
permanent transects (which are established in many reserves) does not work very well because 
the patches of suitable habitat are so dynamic (f. Brereton, Personal Communication). 
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T he Plebo/us a'l,us populations in North Wales are also the subject of one of the longest-
running meta population tudies in the literature. 1 hanks to previous studies there is a wealth 
of data that is relevant to parameterising a metapopulation model. 
Melitaea athalia 
© Crown Copyright. All rights reserved NERC 1000178972004 
• 
• 
• • • 
• 
• 
Figure 1: Decline in distribution of M. adlalia in Britain over the last century, according to 
national records database. Study site for work in chapter 3 is labelled. Records obtained from 
NBN gateway (www.searchnbn.net). 
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Figure 2: Decline in distribution of p , argus in Britain ove r the last century, according to 
national records d atabase . Study s ites fo r work in chapters 4-6 are labelled . Records obtained 
from NBN gateway (www.searchnbn .ne t). 
The ecological requirement of P. aT!,tlS at quite peciali d: they r quire unny and shelt red 
microclimates, and a high densi ty of ant of the genus UJiuJ, which tend th caterpillars in a 
mutualistic relation hip Oordano e/ af 1992; ] rdano & Thomas 1992). The caterpillar feed 
on a variety of plant , but elect the meristematic tissue, and acr s Britain they can be found 
on heathland, chalk/ limestone gras land, rn s land and en sand dune (Ih rna 1983). In 
North Wale there are orne p pulation on hcathland, similar t tho e el wh r in Britain, 
and a separate race which evolved on the reat nne - a large promontory f lime tone. This 
race P. a'l!,uJ caernensiJ use a novel food plant (L-fefianthemllm) and a different h t ant species to 
the nearest heathland populati n (uJiuJ afiem/J rath r than L niger). The rac is al 0 
characterised by maller body ize and earlier emergence dates. The early work of Thoma 
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(1983; 1985a) aimed to establish the habitat requirements of both these races in terms of 
vegetation, aspect, exposure and the ant interaction, providing a good basis for defining patch 
networks later ('Ibomas & Harrison 1992; Thomas et al. 2002). 
Observing the spread of P. argus to new areas over a number of years has provided 
information on its colonisation abilities, another essential component of metapopulation 
dynamics. The limestone race was introduced to one site in the Dulas Valley, about 15km 
from the Great Orme, in 1942 (Marchant 1956), and by the late 1950s had spread to occupy 
most limestone outcrops in that area (Dennis 1977). Since 1983 CD Thomas has made 3 
further introductions of the race to new sites (only 1 of these still survives). Mark-release-
recapture studies were done during one introduction and in an established metapopulation in 
the Dulas Valley (Lewis 1997; Lewis et al. 1997). 
In 1972-3 Dennis (1977) recorded the distribution of the species by sampling every 100m 
square of the Dulas Valley and the Great Orme. There have also been 3 surveys of the entire 
North Wales distribution by the research group ofC.D. Thomas: in 1983, 1990 and 1997 
('Ibomas 1985a; Thomas & Harrison 1992; Thomas et al. 2002). These surveys recorded the 
patch outlines, approximate population densities (except in 1990) and some aspects of habitat 
quality. In 2004, I undertook another survey of the entire North Wales distribution of the 
Silver-studded Blue, and I digitised the maps of the colonies/habitat patches from 1997, 1990 
and 1983, and organised all the results into a common framework (the results are given in 
appendix 1, and they contribute to the work in chapters 5-6). 
A high proportion of the patches included in the North Wales surveys underwent extinction 
or colonisation at some time, but the overall occupied area has not consistendy increased or 
decreased. It was shown that heathland meta populations experience higher turnover than 
limestone grassland ones (Thomas & Harrison 1992), and that the estimated turnover rates for 
limestone increase as more years' data are added to the dataset (Thomas et al. 2002). Both of 
these observations may be partially explained by the action of succession in the habitat 
patches. Succession (from bare soil to a continuous canopy of heather and gorse shrubs) 
happens relatively fast in heathland patches (Thomas 1991a; Webb & Thomas 1993), so the 
'extra' extinctions might be due to habitat becoming unsuitable, rather than the processes 
traditionally considered in metapopulation models: demographic and environmental 
stochasticity. Succession is usually kept at bay in the limestone patches by grazing, but some 
changes might occur on a timescale of decades that make extinction or colonisation more 
likely (for example scrub can encroach, myxomatosis outbreaks can remove rabbits, and 
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farmers can move sheep). Therefore, the P. argus metapopulations of North Wales provide a 
convenient testing ground to explore the interaction between metapopulation dynamics and 
successional dynamics, with a combination of modelling and field observations. 
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2 Technical introduction 
2.1 Review of dynamic landscape metapopulation 
models 
Dynamic landscape metapopulation models are extensions of metapopulation theory (Hanski 
& Simberloff 1997, see also section 1.2) to account for temporal changes in the availability or 
arrangement of habitat. They have been analysed by a number of authors, and constitute a 
sub-field of research that has grown remarkably in the last 5 years (figure 3). 
It aids the understanding of dynamic landscape metapopulation models to realise that their 
intellectual roots are not just in metapopulation biology. Theoretically, the models are very 
similar to some predator-prey and host-parasite models (e.g. Hastings 1977; Caughley & 
Lawton 1981), if the resource/habitat is thought of as analogous to the prey/host. Indeed, I 
have considered Hastings (1977) as the first dynamic landscape metapopulation model, 
although it is couched in terms of predator and prey, and it was not until 2000 Qohnson 
2000b) that the same model was analysed with successional habitat in mind. Also, these 
models have roots in the theory of vegetation disturbance-succession dynamics (e.g. Hom 
1981), a field which has generated many bottom-up mechanistic models, for example models 
of forest growth (reviewed by Mladenoff 2004) and models of fue (reviewed by Keane et al. 
2004). These different strands have been brought together, especially in the last 10-20 years, 
by the umbrella field of landscape ecology, with its focus on the roles of space and dispersal in 
species interactions (fscharntke & Brandl 2004). I have attempted a comprehensive review of 
published dynamic landscape meta population models, because they have not been reviewed 
before and the recent growth of the field makes it timely (figure 3). The models I have 
reviewed are summarised in table 1. Unfortunately, empirical work on dynamic habitat 
metapopulations lags behind the development of models and simulations, but recently there 
have been a few very interesting statistical analyses of the spatio-temporal relationships within 
real metapopulations with dynamic patches (Snall et al. 2003; Verheyen et al. 2004; Biedermann 
2005; Laine & Hanski 2006). 
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Figure 3: Rate of publication of papers that include dynamic landscape metapopulation 
models. Papers were found using a variety of search methods, but I cannot guarantee that I 
have found all those that are potentially relevant. There are 43 papers in total contributing to 
this figure and to table 1. 
Two factors generally distinguish the theoretical case of a landscape of dynamic habitat from 
that of a predator prey or epidemic model. Firstly, the species of interest usually doesn't affect 
its habitat by its presence. Obviously there are important cases where species do affect the 
succession in their habitat, and this is treated in some of the models I have reviewed (table 1, 
"landscape depends on species" column), but more often tends to be included in the realm of 
community models (e.g. Moloney & Levin 1996). Secondly, one is often interested in the case 
of a fixed patch lifetime, perhaps with deterministic changes in habitat quality throughout 
(table 1, "disturbance" and "recovery" columns). This creates different dynamics from models 
with constant probabilities of transition between the suitable and unsuitable states. Notably, 
the extinction threshold can be higher (Johnson 2000b), because older patches will on average 
have higher occupancy. If both suitable and unsuitable phases are a fixed duration, population 
cycles can result (Ellner & Fussmann 2003), which further increases the likelihood of 
extinction. On the other hand, a few simulation studies have found that the best outcome for 
the metapoPulation occurs when disturbances happen at regular intervals (Liu et al. 1995; 
Stelter et al. 1997; Menges et al. 2006); this deviation from the simple theory is probably 
accounted for by the fact that habitat quality decreases with age in these models. 
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Table 1: Summary of publications on dynamic landscape metapopulation models, ordered by complexity of the model. 
Model type 
("sim" = 
simulation) 
analytical 
analytical 
analytical 
anal~cal 
analytical 
analytical 
analytical 
analytical + sim 
analytical + sUn 
analytical + sUn 
sun 
sun 
sun 
sun 
sun 
sun 
sun 
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Treatment of space 
("Levins" means 
assuming an infinite 
number of patches, 
spatially implicit; 
"patch :f:. disturbance" 
means the populations 
and disturbance 
events are on different 
spatial scales) 
Levins 
Levins 
Levins 
Levins 
Levins 
finite patches 
finite patches 
finite patches 
finite patches 
finite patches 
non-spatial 
finite patches 
finite patches 
finite patches 
finite patches 
finite patches 
finite patches 
Disturbance 
(how do patches 
become 
unsuitable? "1 
rate" means all 
patches have 
same rate, or 
probability in 
discrete time, of 
being disturbed) 
1 rate 
1 rate 
age-dependent 
ag~-c!~dent 
age-dependent 
1 rate 
size-dependent 
1 rate 
age-dependent 
age-dependent 
1 rate 
1 rate 
1 rate 
1 rate 
1 rate 
1 rate 
1 rate 
Recovery 
(how do patches 
become suitable? 
"quality profile" 
means that patch 
quality changes, 
usually 
deterministically, 
with time since 
disturbance) 
1 rate 
~ualityl)wfile 
instantaneous 
instantaneous 
instantaneous 
1 rate 
size-dependent 
1 rate 
1 rate 
instantaneous 
quality profile 
instantaneous 
quality profile 
quality profile 
quality profile 
quality profile 
variable 
Aggregation of patches/ 
disturbances 
("corr"= correlated; 
"het"= heterogeneous in 
size or quality) 
o 
o 
o 
o 
o 
disturbance corr in time 
het patches 
o 
het patches, and 
disturbance corr in time 
hetpatches 
o 
het patches 
o 
disturbance corr in time 
hetpatches 
het patches, and 
disturbance corr in time 
het patches and 
disturbance corr in space 
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n I global 
n I e-disbDcc 
n I global 
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References 
n I n I n I Amarasekare & Possingham 2001 
n I n I n I Gyllenberg & Hanski 1997 
n I n I n I Johnson 2000b, 2000a; Hastings 2003 
n I n I n I Hastings 1977 
Yin I n I Hastings & Wolin 1989; Brachet el aL 
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n I n I n DeWoody et aL 2005 
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yin I n Bossuyt & H~ 2006 
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n I Y I Y Biedermann 2004 
Table 1, continued 
Model type 
("sim" = 
simulation) 
S101 
S101 
S101 
sirn 
sirn 
S101 
S101 
S101 
sirn 
S101 
S101 
S101 
S101 
S101 
S101 
S101 
S101 
sirn 
5101 
5irn 
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Treatment of space 
("Levins" means 
assuming an infinite 
number of patches, 
spatially implicit; 
"patch f:. disturbance" 
means the populations 
and disturbance 
events are on different 
spatial scales) 
finite patches 
finite patches 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
finite patches, grid 
patch f:. disturbance 
patch f:. disturbance 
~atch :f:. disturbance 
patch :f:. disturbance 
--.£.atch :f:. disturbance 
patch :f:. disturbance 
patch :f:. disturbance 
Disturbance 
(how do patches 
become 
unsuitable? "1 
rate" means all 
patches have 
same rate, or 
probability in 
discrete time, of 
being disturbed) 
age-dependent 
size-dependent 
1 rate 
1 rate 
1 rate 
1 rate 
1 rate 
age-dependent 
age-dependent 
age-dependent 
age-dependent 
complex 
complex 
1 rate 
1 rate 
age-dependent 
age-dependent 
age-dependent 
complex 
complex 
Recovery 
(how do patches 
become suitable? 
"quality prome" 
means that patch 
quality changes, 
usually 
deterministically, 
with time since 
disturbance) 
quality profile 
variable 
1 rate 
1 rate 
quality profile 
quality --.£.rofile 
quality profile 
instantaneous after 
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quality profile 
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quality profile 
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quality profile 
complex 
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("corr"= correlated; 
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o 
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Many studies have shown that the faster the rate of habitat change, the higher the risk of 
metapopulation extinction and the lower the (quasi)equilibrium population size even if the 
population is persistent. In the simplest deterministic models, this can be explained by the way 
that the parameter for habitat destruction rate enters into the solutions for persistent 
threshold and stable internal equilibrium point (Brachet et al. 1999; Keymer et al. 2000; 
Amarasekare & Possingham 2001; DeWoody et al. 2005). This simple situation can be 
modified if patch lifetimes are not exponentially distributed (as they are with constant creation 
and destruction rates): the best situation in terms of persistence is if the probability of patch 
destruction decreases with patch age Oohst & Drechsler 2003; DeWoody et al. 2005). This 
situation is not unreasonable if the habitat patches themselves form a metapopulation (e.g. a 
metapopulation of host plants that grow over time and are most susceptible to disturbance 
when small, Biedermann 2004). If the probability of patch destruction does decrease with 
patch age, this leads to a situation where a minority of long-lived patches contribute 
disproportionately to the metapopulation persistence. Hastings (2003) recognised that this 
could be the case and suggested it would be important for conservation to recognise where 
these systems occur in nature: they could be especially vulnerable because quite a subde 
change in habitat dynamics, which did not change the mean patch age but altered the tail of 
the age distribution, could suddenly tum a persistent metapopulation into one doomed to 
extinction. 
Several studies have examined the impact of temporal autocorrelation in disturbances (table 1 
"aggregation" column). It seems that temporally correlated disturbances always have a negative 
impact on the metapopulation, and this can be understood in terms of a decrease in the 
minimum metapopulation size, and an increasing probability of a "gap" when no habitat is 
available (Boughton & Malvadkar 2002; Wilcox et al. 2006). 
Many of the models in my review considered only global dispersal (as in the original Levin's 
model, table 1 "treatment of space" and "dispersal" columns). When dispersal is restricted by 
the distance between patches, it makes metapopulation extinction more likely - but there is no 
clear evidence that this effect is relatively worse for dynamic landscapes than it is for static 
ones Oohst et al. 2002). However, when disturbances (and disturbance caused extinctions) are 
spatially aggregated and the species has limited dispersal distance, this can be especially bad for 
metapopulation size and persistence Oohst & Drechsler 2003; Vuilleumier et al. 2007, note that 
these studies do not give adequate consideration to different strengths and scales of spatial 
autocorrelation: more research is needed on this point). There are certain special cases where, 
for a species with limited dispersal distance, an intermediate level of habitat turnover can lead 
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to a higher metapopulation size than a static landscape. This has only been shown to happen 
in a grid with nearest neighbour dispersal, or where the species cannot cross non-habitat cells 
(Keymer et al. 2000; Wimberly 2006). In this case, populations may only be able to colonise 
part of a static landscape, but if disturbances caused shifting of the suitable habitat they will 
eventually be "bridges" to the whole landscape (Keymer et al. 2000; Wimberly 2006). 
Since landscape dynamics are likely to restrict rather than enhance the persistence of 
metapopulations, it becomes crucial to take these dynamics into account in population 
viability analyses, and there have already been a number of attempts to do this for different 
species (table 1, "for particular species" column). Attempting to simulate a realistic, spatially 
explicit dynamic landscape can quickly become a very complex problem. Disturbances may be 
heterogeneous in size (producing different sized patches which we know will have an 
important effect on metapopulation dynamics), and may be correlated in space and/or in time. 
Disturbances often will have different effects in different parts of the landscape, dependent on 
the land cover and other environmental variables. There is also an argument that, with 
dynamic patches, it becomes more important to model the populations within the patches 
explicitly (rather than just modelling presence/absence). This is because the period between 
colonisation of the patch and its population growing to carrying capacity may be a significant 
proportion of the patch's lifetime (models such as the incidence function model, Hanski 1994, 
assume that this period is short enough to be ignored). One way around this problem without 
over-complicating the model is to assume that there is a time lag between patch colonisation 
and the patch becoming a source of colonists itself (SnaIl et al. 2005b use a 10 year lag). 
Most of the dynamic landscape metapopulation models that have so far been used for 
conservation case studies have incorporated very complex population dynamics. For example, 
ALEX (Undenmayer & Possingham 1995) and BACHMAP /ECOLOCON (pulliam et al. 
1992; Liu et al. 1995) use the individual or the breeding pair as the unit of simulation and 
RAMAS-Landscape (Aks;akaya et al. 2004) uses a stage-structured matrix model which can be 
different for different patches. These models also include rather complex submodels for the 
different disturbance types (fire, logging, wind, etc) and succession. For ALEX and RAMAS-
Landscape, there is not even a complete enumeration of the landscape parameters used 
(Lindenmayer & Possingham 1995; Aks:akaya et al. 2004). 
The advantages of these models for population viability analysis are flexibility, the ability to 
incorporate many aspects of the species' life history and the ability to avoid obviously unlikely 
situations which would damage the credibility of the model in the eyes of land managers. For 
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example, BACHMAP's individual based dispersal function takes into account that birds can be 
expected to remember where they have come from (pulliam et at. 1992) and LANDIS (the 
forest simulation module included in RAMAS-Landscape, Mladenoff 2004), in modelling fire 
ignition and spread explicidy, allows certain vegetation types to act as fire breaks if they are 
not flammable. 
The disadvantages of such complex models are, firsdy, that the data to parameterise them are 
unlikely to be available for most species of conservation concern. Even in the population 
viability analyses that have already been published, some parameters had to be guessed or 
extrapolated from other species. Secondly, the model becomes nearly impossible to validate. 
Perhaps it is not surprising that the only studies that have actually validated model output 
against the observed data used a patch occupancy model (the IFM) and a landscape where the 
successional history was known in great detail (Gu et al. 2002; Schroeder et al. 2007). Snall et at. 
200Sb attempt to validate their model against real data for a single year. The landscape 
dynamics are simulated by FIN-LANDIS (a modification of LANDIS) and the 
metapopulation model used is a grid based SPOM. They conclude that full parameterisation is 
impossible with one data snapshot, because as the fire frequency is increased, the model can 
be made to fit the data by increasing the colonisation rate. Thirdly, using a complex model 
when a simpler model would lead to the same management recommendations means that 
analysis time and effort has been wasted. For example in the population viability analyses that 
use RAMAS-Landscape, most of the information generated about tree species composition is 
discarded at the stage of defining suitable habitat patches for the animal species. The only 
information used is the height of the tallest trees and/or the identity of the dominant plant 
species (Akc;akaya et al. 2004; Larson et at. 2004; Akc;akaya et at. 2005; Winde et at. 2005). Also, 
RAMAS-Landscape has the potential to generate very interesting information about how 
populations vary across the landscape but the viability analysis (except in Akc;akaya et at. 2005) 
is always summarised based on the overall population size and patch occupancy, and spatially 
explicit data is not shown. 
Against this background, Atte Moilanen, Chris Thomas and I designed and built the 
MANAGE model, which is intermediate in complexity between models such as RAMAS-
Landscape, and the simplest patch occupancy models. Since MANAGE is new, and it forms 
an important part of all the studies in this thesis, I will introduce it in detail in the following 
section. 
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2.2 The dynamic landscape metapopulation model 
MANAGE 
2.2.1 Model formulation 
This population model simulates colonisations and extinctions of a species inhabiting small 
habitat patches. The habitat patches may appear in new locations, change in quality due to 
succession, and subsequendy disappear. The population dynamics (colonisations and 
extinctions) are stochastic, and the habitat dynamics have both stochastic and deterministic 
elements. The model has discrete time steps that may be thought of as generations for the 
organism modelled. At each time step the habitat dynamics are updated first, followed by the 
population dynamics, but for reasons of clarity here I describe the population dynamic step 
fIrst. 
2.2.2 Population dynamics 
The species may colonise any extant, empty patch in any time step. Any occupied patch has a 
chance of going extinct in every time step. Occupancy at time (/+1) is updated based on the 
occupancy, area, location and quality of patches at time t (after any deterministic extinctions 
caused by patches disappearing, see next section). The transition probabilities are given by the 
following extinction and colonisation equations: 
p[ Extinction]; t = min {I, (1- p[ Colonisation ],. t)R • J.l } 
, , (A;Q;y (1) 
for an occupied patch i at time t, 
p[C%nisationl,t = l_e-y ·S,.t (2) 
for an empty patch i at time 1 where 
C L -a·d .. Y b S·t=A. z··e l) ·(A.Q.) I, I J ,t J J 
j:l:-i (3), 
where i and j index the number of patches, A is patch area, Q is patch quality, Z is patch 
occupancy state (0 or 1), d is distance between a pair of patches and R, II, x,y, b, c, a and rare 
parameters. Optionally, A: in equation 3 can be replaced by (AQY, which implies that 
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colonists are less likely to settle in a low quality patch. Regionally correlated stochasticity can 
be considered by entering a parameter s. With regional stochasticity, the quality of all patches 
is multiplied by a log-normally distributed 'regional effect' for each time step, so that 
QeffeCfiVej,t = Qi ·10't;r '" N(O,s) (4). 
2.2.3 Habitat patch dynamics 
Table 2 summarises the features of habitat patch dynamics in MANAGE, and the number of 
variables involved. A disturbance event creates a patch of a certain size at a certain location, 
which increases from quality Qmin to quality Qmax linearly taking 11 time steps (generations), 
then stays at Qmax until 12, then declines to Qmin linearly by 13. The patch can either be 
transitory, in which case it disappears at 13, or cyclical, in which case it remains at zero quality 
until 14, when disturbance is triggered again. Disturbances can be killer, in which case they 
"kill" any existing patches that they overlap, or non-killer, in which case they are not allowed 
to overlap any existing patches (for a description of the patch "killing" routine, see section 
6.2). 
There can be a number of disturbance types in the same simulation - a disturbance type being 
characterised by its values of Qmin,Qmax, 11, 12, 13, and 14, whether it is cyclical or killer, and 
also its distribution of patch areas (table 2, row 4). A "dummy" disturbance type can be used 
to denote permanent patches (whose Q does not change by succession, but it can change by 
regional stochasticity - see above). The initial conditions - patches present at 1=0, and their 
occupancy - must be specified. These could be just the permanent patches, or all permanent 
plus some successional patches. 
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Table 2: Summary of habitat dynamic options in MANAGE 
Feature Variables 
~ 
quality profile Qmin,Qmax, 11, 12, 13, 
..d g cyclical (TRUE or FALSE) and 14 ~ ~ ~~=-------------~~----------~-------------------------~ ] e killer (TRUE or FALSE) 
~ ;.f3 area distribution array of area values for natural and manmade 
disturbances, with probability for each 
disturbance rates 
disturbance costs 
management rule 
map 
potential habitat 
map 
disturbance rules 
starting conditions 
per-time step average and, if applicable, standard 
deviation for each disturbance type for natural and 
for manmade disturbances 
creation cost per patch, creation cost per ha, 
creation cost per patch perimeter length, 
maintenance cost per ha per-time step, and 
maintenance cost per patch perimeter length per-
time step, for each disturbance type 
maximum distance or minimum colonisation 
probability 
2D grid of cells, deftnes which management unit 
each potential habitat cell belongs to (management 
units must be mutually exclusive) 
2D grid of cells, deftnes where disturbances can 
happen 
area target or patch number target; 
action when patch too big for potential habitat (fit 
or cut); 
management criterion; 
failure method (skip to next disturbance type or 
skip to next run) 
a list of patches, each with x-y co-ordinates, area, 
quality, maintenance cost per-time step, disturbance 
type and whether manmade, age, permanence and 
occupancy 
Disturbances can only happen in potential habitat within the landscape, which is deftned by a 
habitat map (see table 2, row 9). The resolution of this map can be arbitrarily high, and the 
sizes of patches are completely independent of the sizes of the cells. Disturbances can be 
natural (in which case they occur at random locations throughout the habitat space) or 
manmade (in which case they can be placed according to nearest neighbour criteria). Some 
disturbance types may only ever be manmade, or only natural; others may be manmade and 
natural in different proportions. 
The landscape is divided up into a number of mutually exclusive management units, and rates 
of disturbance (i.e. patch creation) are set independendy for each management unit (table 2, 
row 5). The geographical location of management units is set by a management unit map 
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(table 2, row 8). To avoid ambiguity, the cells of the management unit map should be the same 
size as, or a multiple of the size of the habitat map cells. The ability to specify different 
management units gives MANAGE great flexibility: they can be used, as the name suggests, 
for parts of the landscape under different ownership and management, but also for regions 
where the disturbance regime is different for any reason (e.g. vegetation types, geology, etc.). 
The amount of habitat created in each time step in each management unit by each disturbance 
type can be specified in terms of area or in terms of number of patches. The area criterion and 
using the patch number criterion cannot both be used in the same simulation. If the area 
criterion is used, an average (A .. ,,J and a standard deviation (s .. ,.J must be specified for each 
management unit m and disturbance type ds. The 'target' area T for each time step is then 
obtained by sampling from the following log-Normal distribution: 
Note thatAlII,dr is the median of the distribution, which is not the same as the mean unless 
s .. ,dr= O. If s .. ,dr= 0, there will be no variation through time in the area target, but if s.,dr> 0, the 
mean area target will be larger than the median, in fact the mean or expectation of T: 
Sm d/ ·In(lO) 
[[T.p(T)]dT Am,ds ·10 . 2 (6), 
where p(1) is the probability density of T (equation derived by S.J. Cornell, personal 
communication). 
Patches are added to the landscape one by one (according to a routine which is described 
below) until the target T has been met or exceeded. If, as is likely, the final patch to be added 
exceeds the target, it is removed again with a probability equal to the proportion of its area 
which is beyond the target. Therefore, even if there is no variation through time in T, there 
may be slight variation in the area of habitat actually created, depending on the size 
distribution of the individual patches. 
If the patch number criterion is used, it is necessary to specify the average number of patches 
P .,dr> and whether Poisson or minimal variance is required. If Poisson variance is chosen, then 
the actual number of patches created in each time step follows a Poisson distribution with 
mean p.,dr' If minimal variance is chosen, p.,dr patches are created each time step, unless p.,dr is 
not an integer, in which case floor(P.,aJ are created with probability 1-( p.,dr - floor(P.,,J), and 
otherwise ceiling (P.,.J are created. 
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The location of a patch is decided by 
1. picking a centre point randomly within potential habitat within the management unit. 
2. if the disturbance type is non-killer, checking whether it overlaps with any existing 
patches, and if so, rejecting the location 
3. checking whether there is enough potential habitat area to accommodate the patch (its 
centre is always within a potential habitat cell, but parts of its area may not be). If it 
does not fit, there are two possible actions: (1) reject the location, or (2) truncate patch 
area (Ai for the purposes of the population dynamics - see equations 1 and 3) to the 
habitat available within the patch circumference (the original radius is still saved for 
the purpose of calculating overlap with other patches). I have called these options "fit" 
and "cut" for short, and only one option can be used in each simulation (see table 2, 
row 10). 
4. if it is a manmade patch, checking if it obeys the management rule, and if not, rejecting 
the location. The management rule sets either a maximum distance (to any existing 
patch, to an occupied existing patch or to an existing patch of a certain age) or a 
minimum colonisation probability for new manmade patches. 
If a random location is rejected on any grounds, a new location is chosen and the process is 
repeated. It is quite feasible to enter patch areas and disturbance rates that are impossible to 
achieve in the landscape available (especially if patches are non-killer and so cannot overlap). 
To avoid the program 'hanging' I have built in a maximum number of locations to try for each 
patch (1 million if there is any management rule and 1000 if not). If the maximum is reached 
without any location being accepted, a warning is printed and the simulation skips, either to 
the next disturbance type, or to the next simulation run (see table 2, row 10). 
2.2.4 Output 
There are four types of model output from MANAGE. Firstly, there is a message window 
that informs the user on the progress of data loading and simulation (figure 4, top left hand 
side). Secondly, there is graphical output in the form of a colour-coded map and graphs of the 
population in and cost of each management unit (figure 4). These are updated each time step 
as the simulation runs. Thirdly, there is a text file summarising the amounts of available and 
occupied, manmade and natural habitat in each management unit in each time step, and 
summarising the management costs. Fourthly, there is the option to output a text file with 
landscape "snapshots" at defined time intervals. A 'snapshot' consists of a complete list of 
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extant patches, each with its location, area, age, quality, occupancy, management uni t, 
disturbance type and whether it i manmade. 
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Fig ure 4: Graphical output of the MANAGE model. The prim ary window (above) contains the 
message feed and the g raphs of population s ize and m anagement cost. T he map window 
(below) shows the location o f m anagement units (different colo ured rectang les), potentia l 
habitat (d arker coloured areas within these) and suitable habitat p atches (circles which are 
g reen if occupied, blue if unoccupied). T his example is taken from the tudy d e cribed in 
chapter 3. 
2.2.5 On the differences between MANAGE and closely related models 
Th e population dynamic step in MA am as 1S imulated in the program 
SP M 1M (Moilanen 1999,2004), which i bas d n th IFM (Hanski 1994). P M 1M ha 
some feature beyond imple simulation (e.g. param ter estimation, hi rarchic elu ter analysis) 
that MA AG does not have. P M 1M al has ev ral pti n f r the functional f rm 
of coloni arion probability and extinction pr bability equations (M ilan n 2004), wherea 
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MANAGE has only one option for each, but MANAGE has extra flexibility in the 
connectivity equation (equation 3), provided by the parameter y, (if r< 1, the dispersal kernel 
is "fat-tailed"; if r= 1 dispersal is exacdy as in the IFM; if r=2, the dispersal kernel has the 
same shape as half a Normal distribution). 
Among the already-published dynamic landscape metapopulation models (see table 1), 
MANAGE seems most closely related to the model described by Wahlberg el al. 2002. 
Unfortunately, this paper provides very few details of how the patch creation process was 
implemented, except to say that new patch creation was assumed to be normally distributed 
with mean 6 patches/year and standard deviation 4 (what happens in the portion of this 
distribution that is <0 is not explained), and succession was modelled by reductions in patch 
area over time. Wahlberg el al. 2002 also state that the areas of new patches are a sample from 
the observed distribution of patch areas, as I have used in MANAGE simulations (see 
chapters 3, 5 and 6), and that they can be forced to be within a certain distance of other 
patches (as with the MANAGE management rules). There is no indication of what might 
happen if a new patch overlaps with an existing one, or with the edge of the landscape (indeed 
this issue is not addressed in any of the papers I have reviewed, except for Fahrig 1992). The 
main distinction between MANAGE and the model of Wahlberg el al. 2002 seems to be that 
MANAGE was designed to be adaptable to a range of situations rather than being designed 
for a single case study. Other models which are based on the IFM, and provide an interesting 
comparison to MANAGE, are used by Gu el al. 2002; Snall el al. 200Sb, and Schroeder et al. 
2007, but in these the metapopulation dynamics are not simulated at the same time as the 
lanscape dynamics -landscape snapshots must be obtained from real data or from another 
model. 
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3 Viability of the Heath Fritillary populations in 
the Blean Woods depends on the spatial 
distribution of coppicing. 
3.1 Introduction 
British ecosystems all have a long history of anthropogenic modification and management. 
Against a background of widespread deforestation, humans manipulated the woodland that 
remained to maximise their economic utility (Rackham 1986). This resulted in woods with a 
different tree species composition and a quite different age structure, in which the natural 
processes of gap creation and succession were largely replaced by humans' planned 
disturbances (peterken 1991). The Heath Fritillary butterfly (Melitaea athalia) is a good example 
of a species that now seems dependent on traditional forestry practices - it thrives in coppiced 
and recently felled areas, and at ride edges (Warren et al. 1984). This species' decline in range in 
the last century has been associated with the abandonment of coppice rotation. The area of 
woods in England with actively managed coppice fell by 90% between 1905 and 2000 (Asher 
et al. 2001). Half of the remaining coppiced areas are in Kent, and this is where the last 
surviving woodland metapopulation of Heath fritillaries is found (although there have been re-
introductions to woodland in Essex, and there is a concentration of populations in South 
West England that use different habitat types (Warren et at. 1984)). 
We can imagine that M. athalia's habitat before human settlement was natural treefall, storm or 
fire - created gaps in forests, but obviously this is difficult to substantiate. One approach to 
the conservation of species like M. athalia would be "re-wilding": the creation of extensive 
reserves where natural successional dynamics can re-establish themselves without human 
intervention. Such a reserve would need to be substantially bigger than the largest natural 
disturbance size (pickett & Thompson 1978), but in the case of storm and flre disturbance in 
forests this could be an impractically large size (Schwartz 1999). A further consideration is that 
it could take more than a century for today's forests to regain the kind of age structure where 
there is always a peppering of small natural tree fall gaps. During the transition period from the 
managed to the "wild" state, there would be a very high risk that the M. athalia metapopulation 
would go extinct due to a bottleneck in habitat availability. Each cleared patch is only suitable 
for M. athalia for between 3 and 10 years, depending on the type of trees and their growth rate 
(Warren et al. 1984; Warren 1987c), and the need for new disturbances to replace overgrown 
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patches makes the population very vulnerable. Indeed the meta population in Kent was 
brought to the brink of extinction by a lull in coppicing in the1980s (Barnett & Warren 1995). 
So, even though the Blean Woods complex in Kent is a large area with substantial amounts of 
ancient woodland, and the market for coppice products is weak, the re-wilding strategy does 
not seem appropriate for the short to medium term. Instead, the conservation strategy that 
has been adopted, and has been successful in expanding the Blean Woods metapopulation in 
the last 20 years, is to maintain and increase the rate of coppicing and ride widening using 
conservation funds and/or conservation volunteers (Warren 1991). 
The Blean Woods complex, north of Canterbury (figures 1 and 5) includes 30 square 
kilometres of woodland, most areas of which have statutory protection (SAC, SSSI and/or 
NNR) and are managed by conservation charities. M. athalia is one of the species with highest 
priority for the managers of the Blean Woods: it is the subject of a specific biodiversity action 
plan (BAP, Barnett & Warren 1995). The Blean Woods has the highest concentration of 
populations in the country, and the BAP specifies a target to restore the 1980 population level 
of 28 hectares occupied (Wigglesworth et al2004). The managers and Natural England, the 
body responsible for allocating a large proportion of the funding for conservation 
management, need to decide when, where and how much coppicing is enough to meet their 
target. As a starting point, they need to know whether their current management strategy is a 
reasonable one. They would also like to know what is the minimum amount of coppicing 
needed to sustain a population, and what are the pros and cons of trying to expand the 
metapopulation to other, outlying woods, or concentrating the metapopulation in a small core 
area (D. Rogers Pers. Comm.). 
In this study I try to answer the above management planning questions, using simulations in 
the newly developed programme MANAGE (see section 2.2), taking parameters from data 
collected in the last few years as part of the conservation effort in the Blean Woods. In doing 
so, I demonstrate some key advantages of the MANAGE model: 
• It can integrate large amounts of data from several sources, to take account of habitat 
dynamics and population dynamics in one framework; 
• 
• 
It predicts the most likely population size and the probability of regional extinction in 
the long-term, and also the uncertainty in these predictions due to stochasticity; 
It models the fact that management actions vary between management units (e.g. land 
with different owners), but that the species is not limited by legal boundaries, and the 
whole region can function as one metapopulation. 
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3.2 Methods 
3.2.1 Data collection and digitising 
The M. athalia populations in the Blean Woods occur in several woodland blocks with 
different owners and managers, see figure 5. The charity Butterfly Conservation have 
conducted timed count surveys of colonies in all the woods, and the Forestry Commission 
collated management data for all the woods in 2005 and 2006, but most of the data sets I was 
provided with covered no more than one wood. A summary of the data sets used in this 
chapter, and their coverage, is given in table 3. 
Table 3: Coverage and sources of data used in this study. Management consists of all kinds of 
coppicing. Populations are populations of M. athalia recorded by timed counts or "sweep 
counts" of adults. 
Wood Management data Population data 
Years Source* Years Source 
Church Woods 1998-2005 RSPB 2000-2005 RSPB 
2005 FC 
West Blean and 1993-2001 Tilhill 2003-2005 BC 
Thomden Wood 2005 FC 
East Blean Woods 1999-2003 KWT 1999-2001 +2003 KWT 
2005 FC 2004 BC 
Ellenden Wood 2005 FC 2004-2005 BC 
*RSPB=Michael Walter at RSPB; FC=Forestry Commission; Tilhill=Tilhill Forestry 
Plc. BC=Butterfly Conservation; KWT=John Wilson at Kent Wildlife Trust 
Maps provided on paper were scanned to jpeg format. Using ArcMap (ESRI, Redlands, CA), 
jpeg fues were georeferenced, and then each individual shape (representing a colony or a 
managed area) was traced on screen and saved in a shapefile. For each management record (a 
shape with a year of cutting), I calculated its area, centroid point and whether or not it was 
occupied by M. athalia in each of the years 2000-2005 (but not counting years before the year 
of cutting). The occupancy was determined in two alternative ways: whether any part of the 
shape overlapped with the M. athalia shapefue, and whether the centroid of the shape 
overlapped with the M. athalia shape file (more stringent). I also calculated, for each 
management record, whether it overlapped with any more recent management. For each 
mapped M. athalia colony, I calculated its area and centroid point. All the shape file records 
were then exported to R (R Development Core Team 2005) for statistical analysis. 
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Figure 5: Map of the Blean Woods in Kent, UK and the M. adJaJia populations in 2004. Dark 
green lines show boundaries of woods used in the current study and location of wide rides. 
Orange polygons are sites of populations in 2004. Ordnance Survey 1:25000 raster tiles used 
with permission from Edina Digimap service. For sources of other data see table 3. 
In order to define the management unit and p tential habitat maps for imulating the 
populations with MA . G -< (see ection 2.2.3), the border of the woods ul1d r different 
managers were digitised (see figure 5), then thi layer was converted to a raster with 25m 
resolution. For simplicity in modelling, the whole of each wo d wa considered potentially 
uitable, but ill reality s m tand do n t c ntaill coppicing pecie . 1 he wide ride w re 
digitised and considered a eparate mana ment unit. learillg the ride edge create uitable 
M. athalia habitat but re-growth is quicker than for c ppiced tands. Is, few data were 
available on the 1 cations and rates of ride-widenil1 , s thi typ of managem nt wa not 
included in the statistical analysi . 
3.2.2 Statistical analysis of colonisation and extinction 
Initial perusal of the data imported from the mana ement hapefile sh wed that coppiced 
patches are most likely to be occupied in the year after coppicillg (figure 6), and that many are 
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even colonised in the year of coppicing (in the summer following coppicing in the winter). 
This accords with previous observations that M. athalia population densities are highest in the 
first 2-5 years after coppicing, and decline afterwards due to declining habitat quality Oack of 
host pants and/or warm microclimate)(Warren 1987c; N. Bourn Pers. Comm.). 
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Figure 6: Occurrence of M. atbalia in coppiced patches of different ages. Occurrence is 
determined in three different ways: whether the coppiced patch overlaps with a colony 
(crosses), whether the centre ofthe coppiced patch overlaps with a colony (pluses), and 
whether the coppiced patch overlaps with a colony and doesn't overlap with any more recent 
coppicing (squares). 
Given this, I decided to fit metapopulation colonisation parameters for M. athalia based on 
each coppiced patch when it was aged 0 (if it was colonised in year 0) or 1 (if it was not 
colonised in year 0). Assuming that any differences in quality between the patches at this stage 
will not be serious enough to bias the results, I fit the model: 
c ~ -a·d··r b 
-y·A; ·£..Je IJ ·A j 
C;(t) = 1- e j 
where C; is the probability of colonisation of an empty coppiced patch i between time I and 
time t+ 1, the patches j are the M. athalia colonies recorded at time I (if patch i is in a 
management unit where M. athalia data are not available at time I, it is excluded), A is patch 
area in ha, d is the distance between patches (edge-to-edge, assuming circular shapes as in 
MANAGE) in km, andy, c, a, rand b are positive parameters. I use the generalised function 
"optim" in R (based on Nash 1990) to find parameters that maximised the likelihood of the 
occupancies observed at time 1+1. Two alternative computation methods (BFGS and Nelder-
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Mead) both converged successfully and gave the same results to 3d.p .. The best fitting 
parameters are shown in table 4. The parameter awas unexpectedly large (12), suggesting that 
the dispersal of this species is extremely limited. This could be biased by the fact that no very 
long distances are represented in the dataset used (no colonised patches were more than 300m 
from their nearest occupied neigbour and no patches at all were more than 1.lkm from their 
nearest occupied neigbour.) A mark-release-recapture study by Warren (1987b) found that 
1.4% of marked individuals moved from one colony to another over a distance of approx 
lkm, suggesting an a value of 4 would be more appropriate. Fitting all the other parameters 
with "optim" assuming a= 4 gives an alternative set of parameters (see table 4), and I decided 
it would be sensible to run simulations trying both alternatives to see how the results differed. 
Table 4: Colonisation parameter values found by numerical optimisation 
Parameter Value when a is not constrained Value when a is constrained 
'Y 
b 
.y 
c 
12 
0.65 
1 
25 
0.8 
4 
0.7 
0.9 
1.4 
0.4 
Fitting extinction parameters for M. athalia was more problematic than fitting the colonisation 
parameters, as extinction probability depends mainly on population size, and I had no reliable 
way of calculating the population sizes in the coppiced patches. To solve this problem I used 
data provided by Butterfly Conservation on M. athalia colony survival in Exmoor between 
1989 and 1999 (Stewart et al. 2001). There were 20 colonies recorded in 1989, with population 
sizes ranging over 4 orders of magnitude. The habitat here is moorland "coombes" that are 
mainly managed by grazing and do not show such extreme successional cycles as coppiced 
woodland. I excluded those that were less than 0.7 5km from their nearest neighbour, to 
minimise the influence of the rescue effect, and then fitted the model 
Surv. = (1-L)lo 
I N.x' 
I 
where S uro is the probability of surviving between 1989 and 1999, N is the population size in 
1989 and f.I and x are positive parameters, using the "optim" function as described above. The 
maximum likelihood parameters were J.l = 2.4 and x= 0.5. 
Finally, to find out how quality (proportional to population size) declines with age in the 
coppiced patches in the Blean Woods I used the data for all managed patches for any years 
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where the patch was occupied at time land the occupancy at time 1+1 was known (provided 
that the patch was not overlapped by any more recent coppicing). For each patch j and time I 
I calculated C;(I) using both parameter sets in table 4, in order to factor in the rescue effect. 
Then I fitted the model 
where Il and x take the values given above for the Exmoor data, and Q varies between Qmax 
(at ages 0 and 1) andQmin (assumed to be 0.5, a value where even the largest patch (4 ha) will 
have extinction probability 1), taking t*years. I used "optim" again to find maximum 
likelihood values of Qmax and 1*, which were found to be 50.3 and 5 respectively. 
Interestingly, using Cll) calculated using the second parameter set (where a =4, see table 4) 
gave the same Qmax and t* estimates but the maximum log-likelihood was much higher. The 
log-likelihood could be further improved by modifying C,{I) according to the relative quality of 
patches (so that low quality patches were less likely to be colonised as well as'more likely to go 
extinct). This was achieved by replacing At with (AQgt(;/ Qmax)'. 
So that MANAGE could use the same Q values in colonisation and extinction formulas, I 
normalised Q to QI Qmax and f..l to plQmd, making f..l 0.33. 
3.2.3 Simulations of management and metapopulations 
The modelling scenarios that I chose to use were targeted towards answering four key 
questions facing managers in the BIean Woods: 
• Are current coppicing rates enough to sustain the population in the long term, and 
specifically are they enough to meet or exceed the BAP target area occupied? 
• Is the existing distribution of coppicing effort (e.g. particularly high in East BIean, 
particularly low in West Blean and Thornden wood) better or worse than an even, or 
random distribution of effort? 
• Do the management units bolster each other or are their populations independent? 
• What is the minimum coppicing effort required to sustain the population in the worst 
case scenario? 
To answer these questions I ran two related sets of simulations in MANAGE. (For detailed 
explanation of how MANAGE works see section 2.2.) Firstly, I ran "baseline" scenarios 
where the overall mean amount coppiced per year accords with the management data as in 
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table 3, and looked at how the outcome was affected by the spatial distribution of 
management effort and the parameter uncertainty. Secondly, I ran simulations of "worst case 
scenarios" where I combined all the most pessimistic assumptions in the baseline scenarios, 
and varied the management effort step-by-step to estimate the persistence threshold. I found 
the thresholds both for the landscape as a whole and for the smallest (Ellenden Wood) and 
largest (Church Woods) management units in isolation. I judged that the minimum effort 
managers should use would be that which produced no more than one extinct run out of 100. 
This corresponds to having at least 95% confidence that the real extinction probability is less 
than 5% over the time period of the simulation (100 years). 
Both sets of simulations were used to investigate whether the managements units bolstered 
each other's populations. I examined the data from the baseline simulations to determine 
whether it was possible for each management unit to be recolonised if it ever went extinct. I 
then examined the differences between the Ellenden Woods, Church Woods and whole 
landscape worst case scenarios to quantify what management units gain from being embedded 
in a wider occupied landscape. 
Wherever possible I used the management data I had been given (table 3) to inform modelling 
variables. Sizes of coppiced patches were taken from the distribution of areas of coppiced 
patches with all years and management units pooled. (Ride-widening, as mentioned above, was 
difficult to parameterise and so was not included in these simulations.). Area coppiced per year 
was taken from the mean area coppiced per year (each year when data was available) for each 
management unit (table 5). 
Table 5: Areas and management efforts ofthe Blean Woods management units. 
Management unit Total Observed area Evened area coppiced 
area, ha coppiced per year, ha per year, ha 
Church Woods 498 6.8 6.4 
West Blean and 477 4.6 6.13 
Thornden Wood 
East Blean Woods 130 3.6 1.68 
Ellenden Wood 108 0.6 1.4 
Total 1214 15.6 15.6 
The baseline scenarios differed with respect to: 
• the colonisation parameters, using either of the two columns in table 4. 
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• the variability of area coppiced per year, using no variability or the observed variability. 
MANAGE samples from a log-normal distribution to introduce variability into the 
amount of management per year. Therefore, in scenarios with variability I used the 
geometric mean of the observed area coppiced per year, and the standard deviation of 
loglo area coppiced per year (see equation 5). The standard deviation turned out to be 
similar for all management units, so I used the same value (0.2) for all. To put this 
value into context, it means that in 87% of years, the amount coppiced will be between 
half and double the geometric mean. 
• the distribution of management effort between management units, using either the 
observed distribution, a stricdy even distribution (proportional to the management 
unit area) or treating the whole landscape as a single management unit so patches are 
placed randomly anywhere. An interesting effect of this latter option is that, when 
there is variability in the area coppiced per year, bad and good years are synchronised 
across the whole landscape, and this is potentially worse for the population than 
having independent variation in each management unit (see section 2.1). 
• the starting quality of patches. The metapopulation parameters that I estimated (see 
previous section) assumed implicidy that all coppiced patches have the same quality 
when first created, but this is unlikely to be the case. For example it has been 
estimated that only 1/3 of coupes produce high quality habitat (Wigglesworth et at. 
2004). I tried to account for this by simulating scenarios where Qmax is 2.5 (instead of 
1) for a randomly assigned 1/3 of patches and 0.25 for the rest. 
All simulation scenarios were run for 100 years and repeated 100 times. I used the population 
data of 2004 and the empty patches created in winter 2004-5 as a starting condition for the 
baseline scenarios, and also for the worst case scenarios with the whole landscape. For 
assessing the minimum effort needed in single management units I used a starting condition 
with 112 ha of randomly-placed patches which were all occupied. This was in order that 
extinction, especially in the smallest management unit, would not be biased by the 2004 
conditions. 
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3.3 Results 
3.3.1 Baseline simulations 
The different baseline scenarios have quite different outcomes, even though the average 
coppiced area available is the same in each case (table 6, figure 7a). The most dramatic 
differences are caused by the two different options for colonisation parameters: when a is 12 
(meaning dispersal is very short range) the BAP target of 28 ha occupied habitat is never met 
at the end of the 100 year simulation, but when a is 4 the target is usually met (table 6). 
Table 6: Baseline simulations ranked in order offavourability for M. athalia. Scenarios are 
sorted first by the median area occupied in year 100, then by the median time to extinction if 
there is more than 50% extinction. 
-; 4J ... 
... c:: E ~ 23 t'\I t 
.s ... ~ . ... c:: ~ ~ d t'\I c:: 0 ='0 ~ 2:l 0 '::1 4J (IJ ;.= 4J 4J l'a '0 :.a ~ e '0 t'\I '::1 (J c:: g '0 (J 'S . := t'\I 4J 0" f ~ e- 4J 'S 4J (J ~ ~ := .... ~ 4J g ..= .c ~ ~ ~ 4J j ! ~ 'S ~ ~~ t'\I ~ (J r e (IJ (IJ (J <:> (IJ :.a Q,. :.a '§ 0 at') ~(X) 0 ~ .£ .£ ~~ g ... N '5 ~ i i t IS 5~ c:: ~ :.a ... 4J 4J 4J c:: 
·c ·c (J ... e ~ ep 4J 0 4J -~ ~ t'\I ... t'\I ~ ~ .~ ~ ~ .~ Jt~ ~ ~ ! 
sim4 38.8 0 ..., 96 
sim4var X 34.0 1 ..., 65 
simeven4 X 33.5 0 ..., 66 
sim4mono X X 31.7 3 ..., 59 
sim4dud X 25.3 0 ..., 34 
simeven4var X X 18.6 21 ..., 25 
sim4monovar X X X 14.0 28 ..., 25 
sim12 X 13.8 1 ..., 0 
sim12var X X 10.5 25 ..., 0 
sim12dud X X 0.0 53 96 0 
sim12mono X X X 0.0 100 28 0 
simeven12 X X 0.0 100 26 0 
simeven 12var X X X 0.0 100 24 0 
sim12monovar X X X X 0.0 100 22 0 
Variation in patch quality (scenario shorthand "dud") has a negative influence on the occupied 
area and population persistence (table 6, figure 7a), and the reduction in occupied area (14 ha) 
is very similar whichever colonisation parameters are used. Recall that in the "dud" scenarios 
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2/3 of patches have low quality, but the average quality is not changed, so for some reason the 
butterflies are less able to exploit the available habitat. Variation in management effort from 
year to year (scenario shorthand "var") also has a negative influence on the occupied area and 
population persistence (table 6, figure 7a) - the extent of variation in the area of available 
habitat is shown in figure 7b, When all management units vary synchronously as opposed to 
independendy (scenario shorthand "mono" compared to "even"), year to year variation in the 
available habitat is higher and, correspondingly, occupied area and population persistence are 
lower (table 6, figure 7a-b), 
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Figure 7: Differences in outcome between the baseline simulation scenarios. (a) Area 
occupied by M. athalia - the average of simulation years 96-100. Boxplots show the 
distribution over the 100 simulation runs; whiskers extend to the maximum and minimum. 
Grey horizontal line shows the BAP target amount of 28 ha. For explanation of the scenarios 
see methods and table 6. (b) Standard deviation of the overall area of habitat available between 
years 51 and 100 of the simulation, i.e. year-to-year variability. Boxplots show the distribution 
over the 100 simulation runs; whiskers extend to the maximum and minimum and staples 
show the 2.5 and 97.5 percentiles. 
The observed distribution of management effort (see table 5) between management units 
seems to be better for the population than a more even distribution (note that in all these 
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simulations, the spatial distribution of patche within management unit i random).lhi is 
especially true if di persal is assumed to be very hort range (table 6). 1 his can be explained by 
examining how management effort and the overall ize of th management mut int ract to 
influence the population size (figure 8) . 
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Figure 8: Suitable and occupied areas broken down by management unit for four different 
baseline scenarios, (a) sim4 and simeven4, (b) sim12 and simeven12. Filled symbols show the 
median of simulation runs; squares for the observed distribution of habitat and diamonds for 
the even distribution of habitat (see table 5 for more details). Boxes show the inter-quartile 
range and whiskers extend to the 2.5 and 97.5 percentiles. Colours are on a spectrum to 
represent the overall size of each management unit (see also table 5). The black line goes from 
the origin to the highest median for the largest management unit, in order to aid comparison. 
With the observed management effort, and assuming a=4, both hurch Woods and Ea t 
Blean Woods have enough habitat to support a stable population (figur 8a, quare ymbols). 
West Blean and Thornden Wood d not have enough habitat to support a stable 
population, b cau e although th effort i higher than for ' a t Bl an Wood, it is di tribut d 
over a larger area (almo t a large a Church Woods) . H we er, pr bably due to its I cation 
in-between hurch Wood and East Blean W ods, West Blean and 1hornd n W od i 
frequently re-colonised when the population goes extinct (99% of tuns show at ) ast on 
extinction-recoloni ation cycle, and most show at least 5 re-coloni ati ns in 100 year ). 
E llenden Woods has the smalle t area and the smallest ob erved effort-to-area ratio, s 
contributes hardly anything to the overall area ccupied, but it i worth n ting that this 
management unit can also be re-colonised wh nit ha gone extinct (100% f l"Uns show at 
least one extinction-recolonisation cycle, and most show at lea t 7 r -colonisati n in 100 
years). 
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With the evened management efforts, and assuming a=4, (figure Ba, diamond symbols), the 
two larger management units (Church Woods and West Blean and Thomden Wood) have 
enough habitat to support a stable population most of the time (respectively, 92% and B4% of 
runs show no extinction events in 100 years), but the two smaller management units do not. 
The reduction in overall population size in this scenario relative to that with uneven 
management effort (see previous paragraph and figure 8a, square symbols) seems to be mainly 
due to the change in status of the East Blean management unit: it changes from a stable 
population with the highest effort-to-area ratio, to an unstable population where management 
effort is effectively wasted. Probably because of its location at one end of the landscape, East 
Blean Woods is less likely to be re-colonised than the similarly-sized Ellenden Woods (median 
4 and 8 re-colonisation events in 100 years, respectively). 
When I assume a=12 (figure 8b), the only management unit that supports a population is 
East Blean Woods, and only if the management effort is uneven (when this management unit 
has the highest effort-to-area ratio). In other management units and scenarios, the habitat is 
clearly too widely spaced to support populations with such restricted dispersal range. 
3.3.2 Worst case scenarios 
Given the results in the previous section, the worst case scenario would occur using the 
parameter set with a=12, year-to-year variation in management effort with all management 
units varying together, and variation in patch quality. All the following results use these "worst 
case" parameters and vary the overall management effort and the landscape size (Ellenden 
Woods alone, Church Woods alone or the whole landscape). 
For each landscape size, there is a similarly-shaped relationship between the proportion of 
suitable habitat and the probability of extinction in 100 years (figure 9). In a stochastic model, 
the probability of extinction is never zero, but it is possible to identify a point where it is low 
enough to be acceptable as a conservation strategy, and I have chosen the threshold of 5% 
extinction in 100 years. This threshold is met with 95% certainty if at least 19% of the entire 
landscape is suitable (figure 9, solid squares). Patches last 7 years, so this means that on 
average 2.3% of the landscape must be coppiced each year. When the landscape is smaller, the 
threshold is higher, so for Church Woods in isolation, at least 20% of the landscape must be 
suitable, and for Ellenden Wood in isolation, at least 29% of the landscape must be suitable 
(figure 9, open squares and diamonds, respectively). I could not achieve a large enough 
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suitable area in llenden Woods so that no simulation run went extinct, but this j partly due 
to a limitation of the MANAGE model: when around 30% f the land cape is covered with 
patches, since patches are not allowed to overlap, MANAG often fail to find places for new 
patches, and so the habitat creation rate unavoidably slows (see ection 2.2.3). 
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Figure 9: The extinction threshold for M athalia populations in the worst case scenario given 
different landscape sizes - the whole landscape as in the baseline scenarios (solid squares), 
Church Woods alone (open squares) or EUenden Woods alone (open diamonds). The grey 
horizontal1ine is at 0.05. The bars show probabilities of extinction that give a greater than 5% 
probability of observing the data (the number of extinctions observed out of 100 runs). 
Although the threshold proportion of swtabl habitat is higher for mall r management units, 
the ab olute amount of habitat needed is lower (figure 10). Th advantag of a small 
management unit in supporting a mall population is that the patches are forced to be close 
together, but there may be practical limitation or conflict with other cons rvation objectives 
if cop pieing is done very intensively in too small an area. The results f simulations like th e 
can show how conservation targets can be reach d within a given budg t. For example, if it 
was not possible to do more than the observ d amount of coppicing of 15.6 haly ar, figure 
10 suggests that even in the worst case cenati tl1e B P targ t could still be reached by 
concentrating the effort in an area the size of hurch Woods or a little smaller. 
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Figure 10: How equilibrium occupied area relates to managed area for landscapes of different 
sizes -- the whole landscape as in the baseline scenarios (solid squares), Church Woods alone 
(open squares) or Ellenden Woods alone (open diamonds). The median over 100 replicates of 
the value at year 100 is plotted. Symbol size shows the stability of the population - largest 
symbols for scenarios with no extinction, scenarios with more than 10% extinction are not 
shown. The grey horizontal line shows the BAP target amount of 28 ha occupied. The grey 
vertical line shows the observed effort of15.6 ha per year (each patch lasts 7 years). 
3.4 Discussion 
With these simulations I have shown that, in a number f plausible scenarios, the Biodiversity 
Action Plan target for M. athalia in the Blean Wood i unlik ly to be met. In order to meet the 
target in the worst case scenario, one could approximately double the coppicing effort in the 
entire landscape, or one could concentrate the existing effort into a much smaller area (smaller 
than the area of Church Woods) . (With th form r option of d ubJe coppicing effort, I 
predict that there would actually be 50-60 hectare occupied (figure 10), but that a p pulation 
any smaller would be at risk of extinction.) 
In a metapopulation model like this, one can always maximis the population ize £ r a given 
management effort by having the patche as cl togeth r as p ibl , but for ther reasons 
not included in the model this might not be practical r desirable. Firstly, th number of 
patches that can be fitted into an area is limited by dle timespan of th coppice cycle. If the 
cycle is too short, the under torey may become cr wded with gras e , brambles, and other 
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species that might compete with Melampyrum pratense, the host plant of M. athalia; also, the 
coppice products will not be so useful. Secondly, a metapopulation spread across a wide area 
may be less vulnerable to extinction by catastrophic events. Thirdly, concentrating the 
population into just one management unit may fulfil the letter of the biodiversity action plan, 
but I do not believe that the managers would be content with this. No individual manager 
wants to lose M. athalia from their wood, in fact the long-term objective is for M. athalia to 
recover more and more of its natural range, and a strategy of maintaining a population in 
every management unit would mean that the minimum effort for each individual management 
unit would be lower than if it had to survive in isolation (figure 9). 
The observed distribution of coppicing effort between management units is better for the 
population than an even distribution, but this is not to say that the observed distribution is the 
best that could be achieved. For example, there is disproportionately high effort in East Blean 
Woods, but this is not very well connected to the other management units. It might be better 
to transfer that effort to West Blean and Thornden Woods which is more central. It would be 
interesting to extend this study in future by running more simulations with alternative 
scenarios such as this, perhaps reflecting alternative plans proposed by the managers. 
Two lines of evidence suggests that the management units support each other: the fact that all 
management units could be recolonised during simulations if they went extinct, and the fact 
that proportionally less effort is needed to sustain a metapopulation in a larger landscape 
(figure 9). Given this, it is worth considering stepping up management in Ellenden Wood and 
bringing other peripheral woods into management agreements. The worst case scenario 
simulations for Ellenden Wood suggest that a stable metapopulation can be maintained in a 
small management unit with as little as 4 hectares of coppicing per year, and less than that will 
be needed if there is a large core population to supply colonists. 
The simulations show that in general, variation in patch quality and year-to-year variation in 
the amount of coppicing act to reduce population size and stability. These results accord with 
previous theoretical studies: temporal heterogeneity in habitat availability is always negative 
(Boughton & Malvadkar 2002; Wilcox et al. 2006), and heterogeneity in quality tends to have a 
negative influence in stochastic systems (Frank 2005). The levels of variation used in the 
simulations were quite realistic, and it would be difficult for managers to reduce this variation, 
but these results should be a warning to try and prevent variation increasing. 
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By far the greatest uncertainty in my predictions arises from uncertainty about the colonisation 
parameters. I am confident that either of the parameter sets in table 4 will predict short 
distance colonisations well, but the data I was using did not contain any really isolated patches, 
and a lot of data is always needed to estimate the probability of a very rare event. The mark 
release recapture study used to estimate that a equals 4 (Warren 1987b) was carried out on 
three populations in the Blean Woods, separated by no more than one kilometre, and such 
studies are also likely to underestimate the probability of long-distance colonisation (Schneider 
2003). Therefore, my estimates of the extinction risk are likely to be quite conservative. The 
fact that the parameter 'Y was estimated to be less than 1 implies that the dispersal distance 
distribution is more 'fat-tailed' than a simple negative exponential. More information on M. 
athalia dispersal, especially the tail of the dispersal distribution, would be really valuable for 
making recommendations in the future. 
3.5 Summary 
• Simulations predict that the observed rates of coppicing will not be enough to meet 
the BAP target, except when the most generous modelling assumptions are made. 
• The greatest uncertainty in the model outcome arises from uncertainty in the 
colonisation parameters. 
• In the worst case scenario, a population could be sustained in the whole of the Blean 
Woods by coppicing 2.3% of the landscape each year, which is c. 30ha. 
• The four woodland blocks are not independent - they support each other's 
populations. 
• To sustain a population in a smaller landscape would require less habitat overall, but 
more as a proportion of the landscape. 
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4 Vegetation and microclimate variables 
affecting occurrence and abundance of Lasius 
niger on heathland. 
4.1 Introduction 
Plebf!Jus argus inhabits a number of habitat types and uses several host plants across its 
geographic range (Ibomas 1985a, 1985b; Ravenscroft 1990), but the most consistent feature 
of its preferred habitat is a high density of the ants Lanus niger and/ or Lanus alienus 
(Ravenscroft 1990; J ordano et al. 1992; Gutierrez et al. 2005). Larvae of P. argus seem to have a 
mutualistic association with Lanus ant species (Jordano et al. 1992; Jordano & Thomas 1992), 
(similar relationships have been observed between many butterflies of this family, the 
Lycaenidae, and different ant species (Holldobler & Wilson 1990)). While feeding, the larvae 
are tended and apparently protected by ant workers, and secrete a sugary liquid that the ants 
drink (Mendel & Parsons 1987; Jordano & Thomas 1992). While not feeding the larvae hide 
inside the ant nest (Ravenscroft 1990; J ordano et al. 1992). The larvae seem to be able to 
produce a chemical signa~ highly specific to the species of ant that is their usual host (Jordano 
& Thomas 1992), that triggers 'adoption' behaviour in the workers (workers pick up the P. 
argus larva and carry it to their nest without harming it). On heathland habitats in the UK, 
Lasius niger is usually the host species for P. argus (Jordano et al. 1992). However, P. argus seems 
to occupy only a small proportion of the heathland area, and a small proportion of the sites 
occupied by L niger (Ravenscroft 1990). It seems to be that L niger is necessary but not 
sufficient to provide habitat for P. argus. 
It has also been reported that patches of heathland where P. argus colonies are found are 
almost always recently disturbed by fire or physical disturbance (Ibomas 1985a, 1985b; 
Ravenscroft 1990). However, P.argus seems to persist in later stages of heathland succession in 
the south of England than in North Wales (Ibomas etal. 1999). These differences could be 
because of the thermal environments offered by early successional heathland: where there is 
less vegetation, the ground temperature can be boosted higher above the air temperature. This 
may lead simultaneously to: 
• higher activity levels of the ants that protect the caterpillars while they are foraging, 
• 
• 
activity of ants and caterpillars earlier in the spring, and 
faster development of the caterpillars . 
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Further south, where all temperatures are higher, equivalent thermal environments may be 
found with greater vegetation coverage. It is not clear whether the early-successional 
vegetation favours P. argus direcdy, or favours the ant-caterpillar interaction (Jordano et al. 
1992). Clarification of these causal relationships would help to parameterise simulations of P. 
argus populations on dynamic heathland landscapes with a range of disturbance regimes (to be 
described in chapters 5-6) 
A couple of previous studies have measured temperatures in heathland at ground-level. 
Delaney (1953) studied microclimate at a heathland in Cornwall, and found that daytime 
summer ground temperatures were frequendy 5 degrees, and up to 10 degrees higher on bare 
ground than under Cal/una vulgaris 20 cm high. A similar pattern was observed in winter, but 
the differences in temperature were less extreme. Barclay-Estrup (1971) studied microclimate 
at a heathland in south-east Scodand and found that ground-level daytime temperatures 
between may and november averaged 17°C on bare ground, 14°C under heather 20cm high, 
and 11-13°C under mature and building phase heather 30-50cm high. The same study showed 
that the lowest maximum temperatures and the highest minimum temperatures in nearly all 
months of the year were under building and mature phase heath, (between 7 and 28 years old). 
Temperatures in the last, 'degenerate' phase of succession, when gaps start to appear in the 
heath canopy, could be almost as high as temperatures in pioneer the phase or on bare 
ground. The maximum ground level temperatures reported for the two studies were quite 
similar, 30-35°C, despite the difference in latitude between the study sites. 
The physiology of all insects is affected by their body temperature. It is commonly found that 
ant foraging activity increases with temperature, up to a limit, above which the ants will suffer 
from over-heating and drying out (Brian 1977; Holldobler & Wilson 1990). The temperatures 
that can be tolerated vary widely between species (Holldobler & Wilson 1990). Lasius niger is 
distributed as far north as the Scottish Highlands in the UK, but in choice chamber 
experiments it has been shown to prefer a temperature of 18-20°C (Brian 1977). 
The growth rate of butterfly larvae in a controlled environment is usually positively related to 
temperature (e.g. Bryant et al. 1997). One interesting study has shown that growth rate and 
development time in the field are linearly related to the available solar radiation (Weiss et al. 
1993). The P. argus populations in North Wales are the most northerly extant populations in 
the UK, and they are probably near the edge of this species' natural northern range boundary 
(there were previously populations in Cumbria, and unconfirmed historical records from 
Southern Scodand, see figure 2). 
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The aim of this study was to ftnd out which environmental factors drive the relationship 
between heathland succession and Plebejus argus abundance. I hypothesised that thermal 
constraints on ant activity during the spring, when the caterpillars are developing, would have 
a signiftcant effect on the butterfly population. Therefore I hypothesised that ant activity 
could be predicted by the temperature at ground level, which in turn could be predicted by the 
ambient temperature and the vegetation height or the percentage of bare ground. 
A second, related aim of this study was to obtain parameter estimates for the MANAGE 
model that deftne how habitat quality for P. argus changes with time after a fIre on the 
heathland of Holy Island. My method of parameterisation was informed by the results of the 
data analysis, and therefore I have separated the methods and results of this study into part 1 -
the field study on L nigers relationship to habitat, temperature and P. argus density, and part 2 
- parameterisation of habitat quality for P. argus during succession. 
4.2 Methods part 1: Field study 
4.2.1 Ant transect 
The ant community ofPenrhosfeilw Common (figure 11) was sampled using a baited transect 
method in April 2005, a time when Silver-studded Blues would have been in the early instar 
larval stages, and presumably foraging with ants in attendance (Ravenscroft 1990). Tuna ftsh 
baits were placed every 10m along the route of the transect that the land managers use to 
record adult butterflies in summer. The route is 2.2km long, and describes an arc across the 
common (figure 11). Because of the length of the transect, and the unpredictable spring 
weather, baits were placed under a 'tent' made from two flat stones, which would not blow 
away and could be left for several days. Baits were checked when it was not raining and not 
less than SoC, whenever possible between 3 and 24 hours after bait laying. Each bait station 
was checked for ants and refreshed with food at least twice, in order that differences between 
days could be controlled for. 
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F igure 11: Route of the transect on Penrhosfeilw Common. Each ant bait is m arked wi th a 
plus, numbers refer to the perm anent transect sections u sed by the RSPB wardens when 
recording butterfly populations in the summer (numbered in reve rse order for historical 
reasons). Phase 1 habitat class ifica tion d ata was supplied by CCW. T here is actu ally more 
sm all-scale habitat varia tion along the transect than suggested by this cla sification, including 
g rassy areas and gorse thickets. 
The route of the transect mainly follow path and wh r it do , baits w re placed on the 
ground amongst the vegetation at the ide of the path. egetation charact ris tic (v getation 
type, vegetation height (i Sl and yd quartile ), and % bare ground) w re t ec rd d 6 t th 
vegetation within 1m of the bait, not including any path. The urface type of the path, if any, 
wa al 0 recorded. The route o f the transect wa r cord d with a GP , and thi data was used 
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to calculate the shortest distance from each bait to the sea, using ArcMap (ESRI, Redlands, 
CA). 
Ants at the baits were identified to species level where possible, catching specimens to identify 
with a dissecting microscope where necessary. I did not attempt to distinguish LAius niger and 
L plarythorax. Because the two species are difficult to distinguish, and have only recendy been 
separated (Seifert 1992), no information was available on whether L niger, L plarythorax or 
both are associated with P. a1l,us larvae. Henceforth when I refer to L niger, I mean the L niger 
aggregation. Lniger at the baits were counted if there were less than 10, and estimated to the 
nearest multiple of 10 if there were more. 
4.2.2 Temperature logging 
Ground temperatures on Penrhosfeilw Common were monitored during the period of the ant 
study using 'Tiny talk' data loggers programmed to record temperature every 20 minutes. Five 
loggers were used simultaneously, placed on the ground at representative locations under 
heather or gorse of a range of heights. Midway through the study, the loggers were moved, so 
that 10 locations were sampled in all. After all the data had been downloaded from the 
loggers, a temperature was assigned to each occasion a bait was checked by taking the average 
of the readings of the five loggers at the time closest to the time of checking. The effect of 
vegetation height on ground temperature was measured in terms of the deviation of each 
logger's reading from the geometric mean at each time point. The deviations were averaged 
over night and daytime periods using published sunrise and sunset times. 
4.2.3 Data analysis 
Different factors may affect LAsius nigers presence at a bait (e.g. whether the bait lies within 
the territory of a colony), and the abundance of ants at the bait (e.g. foraging activity levels 
and the time taken to recruit). To separate the two effects it is helpful to identify false 
absences, i.e. locations where I would have observed L niger had activity levels been higher at 
the time of checking. To achieve this I analysed the ant transect data in three stages. R (R 
Development Core Team 2005) was used for all statistical analyses. 
Firsdy, I used temperature and time data to predict possible false absences. I applied a linear 
mixed effect model to log (1 + number of L niger observed) including every occasion a bait was 
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checked. The bait station was included as a random factor and the fixed explanatory variables 
were temperature (degree-2 polynomial) and time (in days since the bait station was first put 
up). The random factor and both the fixed factors had significant effects. The results allowed 
me to predict the number of ants expected at each bait if they had been observed at the same 
temperature and given the same amount of time since baiting. Bait stations where Lnigerwere 
not recorded on any occasion, but where the predicted number of ants was unusually high, 
were considered as possible false absences and excluded from the next analysis. (In practice 
only one station fell into this category.) 
Secondly, I used binomial GLMs to model the presence/absence of L niger at each bait 
station. L nigerwas considered present if it was observed on any occasion at that bait station. 
The occurrence of other ant species at the baits was so infrequent that the factors affecting 
their presence, and whether they interacted with L niger, could not be analysed. The 
explanatory variables tested with respect to L niger presence were: distance from the sea, path 
type, vegetation type, percentage of bare ground, and vegetation height (15t and 3rd quartiles). 
To aid interpretation of the results, I also fitted models where vegetation types were 
amalgamated into three categories (heath, partially heath and not heath) and path types were 
amalgamated into three categories (vegetated (or no path), partially vegetated and 
unvegetated). 
Thirdly, I fitted linear models to L niger abundance (transformed as in the first analysis), 
excluding bait stations where L niger were never seen and stations where there was no heath. 
All previously mentioned explanatory variables were tested. 
Alongside the last two analyses, the influence of spatial autocorrelation was tested by 
incorporating a functional form for the covariance of errors into a linear mixed effects model 
(generalised lme model for the case of ant presence)(Venables & Ripley 2002). The methods 
available to fit these models (lme in the nlme package (pinheiro et al. 2005) and glmmPQL in 
the MASS package (Venables & Ripley 2002)) are not guaranteed to fud the maximum 
likelihood parameter estimates, which casts doubt on comparisons of goodness-of-fit between 
these and simpler models. However, it is very useful to see whether any of the explanatory 
variables lose their significance in a model that incorporates spatial autocorrelation. 
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4.2.4 Ant-butterfly relationship 
It was originally intended to survey P. a'l!,lJs larvae at the same patial cale a the ant. weep-
netting, beating, and searching of selected host plant by hand were all attempted but were 
unsuccessful at locating larvae (one larva was seen during th study). However, it was possible 
to relate ant occurrence and abundance on the 13 sections of th transect (figure 11 ) to the 
adult butterfly densities observed in summer. Butterfly numbers by tran ect section were 
supplied by the RSPB wardens who manage the site. P. argus count for each transect section 
were available for 6 separate days throughout the flight season in 2005, and 7 days in 2004. 
Unfortunately, the surveys in 2005 eern to have missed the fortnight of peak numbers (figure 
12). 
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Figure 12: P. argus adult transect counts for the whole of the transect route on different dates 
in 2004 (open symbols) and 2005 (filled symbols). The star shows the total predicted for the 13 
July (day 194) 2005, based on a GAM fitted to all the available data. The predictions for each 
section for this day were used as the estimated 'peak' numbers in 2005. 
To arrive at an estimate of peak population den ity £ r 2005, I used data from both years to 
build a G M where the butterfly count (P is n distributed) i xplain d by the fact rs 
section and year and a smooth pline curv d pendant n th day f th year. I als included a 
section*year interaction term, because the habitat dynamic change th relativ imp rtance f 
the sections from year to year. I u ed the M t pr diet cti n c unt f r 13 July 2005, 
wh.ich had been the peak date in 2004. It is P ssibl that the p ak wa lat r in 2005, but there 
is not enough data to substantiate this (se figur 12) - if it \Va lat r, th den iti may b 
slightly underestimated, but thi will not aft ct th r lative den ities f the 13 secti n . I 
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converted the predicted counts to the population densities per hectare using the section 
lengths and the formula given in Thomas (1983), which is a fitted relationship between the 
numbers observed on a transect, and the population size as estimated by mark-release-
recapture. 
I amalgamated the results of my ant data by transect section, using either observed proportion 
of baits with ants present, or the averages of the fitted values of the ant models described 
above (the second and third analyses). I also amalgamated the vegetation height data by 
transect section. I used both linear models and GAMs to find out which measure of L niger or 
vegetation was best to predict loglo P. argus density. 
4.3 Results part 1: Field study 
4.3.1 Ant transect and temperature 
Lasius niger agg. was the most common ant species observed at the baits; only 35% of bait 
stations were never visited by L niger. At most of the stations where L niger was not observed, 
Myrmica spp. were observed, the most common of these being M. rubra. 
Binomial GIMs indicated that vegetation type, path surface and distance from the sea all had 
significant effects on L niger presence, whichever other variables were included in the model. 
In models where distance from the sea was not included, vegetation height (either upper or 
lower quartile) seemed to have a significant (negative) effect on L niger occurrence, but in 
models where both variables were included, the effect of distance from the sea predominated 
(table 7 rows 1-4). Distance from the sea was negatively related to the chance of observing L 
niger, and positively related to vegetation height. The proportion of bare ground amongst the 
vegetation had no significant effect on L niger presence. As there were 12 vegetation type 
categories and 14 path surface categories, and many categories where no L niger absences were 
observed, the fitted values of the GLM including these variables is difficult to interpret. 
Therefore I amalgamated the categories (see methods), and produced a simpler model that still 
explained most of the variation explained by the full categorisation (table 7 row 7). In this 
model there was an interaction between path surface and vegetation type, caused by the fact 
that when 'bad' vegetation occurs with a 'bad' path surface, the bad effects are less than 
additive. This effect can be seen in table 8. 
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Table 7: Significance of variables in a GLM to explain presence of L niger at baits. The 
selected goodness-of-fit comparisons show the justification for including distance from the sea 
(shortened to "sea") but not vegetation height (lower or upper quartile), and the justification 
for amalgamating vegetation heights and path surfaces into fewer categories. 
Model to test Comparison model Increase in P ('I} test) 
explained 
deviance 
Veg(lower Q) + sea Veg(lower Q) 37.8 <0.0001 
Veg(lower Q)+sea sea 1.6 0.2053 
Veg(upper Q)+ sea Veg(upper Q) 35.2 <0.0001 
Veg(upper Q)+ sea sea 0.4 0.5078 
12vegtypes+ 14pathsurfaces+sea 12vegtypes+ 14pathsurfaces 32.2 <0.0001 
12vegtypes + 14pathsurfaces sea 79.1 <0.0001 
+sea 
3vegtypes * 3pathsurfaces +sea sea 40.7 <0.0001 
Table 8: How vegetation type and path surface affect the probability of observing L. niger at 
baits. 
Path surface 
noveg partveg vegatated 
Vegetation Proportion heath 1.00 0.82 0.57 
type with L niger part heath 1.00 0.76 0.47 
present 
no heath 0.60 0.31 0.56 
Number of heath 21 34 47 
observations part heath 14 17 34 
no heath S 26 18 
There was a high degree of spatial autocorrelation in the L niger presence data. The distance-
based correlation form fitted by the glmmPQL function had a range of74m and a 'nugget' of 
0.6 (l-nugget gives the maximum correlation between residuals). In this model the effect of 
distance from the sea was unchanged, but the effects of path surface and vegetation height 
were no longer significandy different from zero. 
L niger abundance (loglO transformed after adding 1) at stations where it is present (the third 
analysis described in methods) increased with increasing temperature, but leveled off at the 
higher temperatures observed in this study. In ordinary linear models the shape of the 
relationship was best described by a degree 2 polynomial (figure 13). (A slighdy better fit could 
be obtained by using a non-parametric spline smooth within a GAM fitting procedure, the 
only notable difference being the predictions at the highest observed temperatures, which 
were higher for the GAM than for the polynomial fit.) L niger abundance also increased with 
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increasing time since the bait was first put out (n.b. food at the bait stati ns was refr shed 
regularly) . In addition to these factors which chang d over time, th re were consi tent 
differences in abundance between bait stations, which could be explained by distance from the 
sea, vegetation type and path surface. As di tance from the sea increased, the abundance of L 
niger decreased. In models where distance from the sea was not included, vegetation height 
seemed to have a significant (negative) effect on L niger abundance, but in models where both 
variables were included, the effect of distance from the ea predominated. Percentage of bare 
ground had no significant effect on L niger abundance. T he parameters of the best fitting 
linear model for L niger abundance are shown in table 9 . 
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Figure 13: Fitted values of ant abundance against temperature, using degree 2 polynomial fit, 
other factors affecting abundance are given in table 9. 
A linear mixed effects model with distance-ba d c rr lation of err rs re ulted in aLnost the 
same parameter estimates as the ordinary linear m del. All th variables detail d in table 9 
were still significant. The estimated spatial correlation kernel had a 'nugget' of 1, suggesting 
that d1ere was effectively no spatial correlation effect. However, there was an effect of random 
differences between days when the baits w re check d (which would encompas e.g. weather 
variables apart from temperature). 
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Table 9: Parameters of a linear model to explain L. niger abundance (Ioglo transformed after 
adding 1) at stations where it is present, and not including non-heath vegetation. 
Explanatory variable Parameter Std. tvalue p 
Estimate Error 
Intercept 9.1E-Ol 9.0E-02 10.15 <0.001 
Polynomial(temperature) 1 5.0E+00 5.7E-Ol 8.78 <0.001 
Polynomial(temperature )2 -2.0E+00 S.9E-Ol -3.45 0.001 
Days since first bait 1.1E-Ol 2.0E-02 S.37 <0.001 
Vegetation types, burn (bare ground -6.2E-02 1.SE-Ol -0.43 0.671 
parameters after heath burning) 
compared to pure wet grass/heath -6.5E-02 8.0E-02 -0.81 0.416 
heath grass/heath 2.3E-Ol 1.SE-Ol 1.57 0.119 
coastal grass/heath -3.2E-Ol 1.4E-Ol -2.29 0.023 
bracken/heath -3.7E-Ol 1.8E-Ol -2.11 0.036 
bog/heath -S.lE-Ol 3.2E-Ol -1.60 0.112 
Path surfaces, partveg -1.7E-Ol 7.SE-02 -2.22 0.027 
parameters vegatated -2.3E-Ol 7.7E-02 -2.94 0.004 
compared to no 
vegetation 
Sea distance -9.8E-04 4.3E-04 -2.28 0.023 
The temperature values used in the above models were the average of the readings of the 
temperature loggers at the time of bait checking. The temperatures at different loggers varied 
according to the vegetation height (figure 14). For this reason, we might expect there to be an 
interaction between temperature (average) and vegetation height in determining L niger 
abundance. However this was not apparent in the analysis. I tried modifying temperature 
according to the vegetation height at each bait station and the daytime temperature differences 
seen in figure 14: if vegetation was under 10cm, temperature was increased by 1.5 degrees, if 
vegetation was between 10 and 60cm, temperature was decreased by 0.7S degrees. This 
adjusted temperature variable gave no improvement in fit to the model of L niger abundance. 
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Figure 14: The dependence of ground-level temperature on vegetation height. For each data 
logger, over aU day- or night-time hours, graph shows the average of the difference from the 
geometric mean temperature at each time point. 
4.3.2 Ant-butterfly relationship 
The peak density of P. argus adults on the 13 ections of the trans ct was correlated to the 
presence of L niger. ach measure of L niger occupancy ( ee method) ave a ignificant 
correlation, but the measure of L niger abundance did n t (table 10). T h b st fit was obtained 
by using the average of fitted value of th GLM for L niger ccupancy (table 10 row 1, figur 
15a). Vegetation height by itself was significantly correlated to P. arglls d nsity (table 10 row 3) . 
When vegetation height and L niger occupancy were b th mered into a linear m d I, both 
still had highly significant effect (table lOr ws 5-6) . In the case f m t va.tiable a G M 
with a spline based on three nod gave a significantly b tt r fit than the lin ar m del (tabl 
10). The shapes of the resultant plines show that th ria r lati n hjp f 'climinishillg 
returns ' - the steepe t gradients ccur when L niger ccupancy is b 1 w 0.5, r wh n 
vegetation height is above 30cm (figure 15). 
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Table 10: Significance of variables explaining P. argus density on the 13 transect sections in 
2005. For linear models the significance is according to an ANOVA comparing the fit with and 
without the variable in question. For GAMs the significance is according to an ANOVA 
comparing the GAM to a linear model with the same variable(s). 
SIGNIFICANCE OF VARIABLES IN 
LINEAR MODELS 
N Sum F p 
ofSq 
MODELS WITH ONE VARIABLE 
L nigerglm 13 44.4 16.2 0.002 
response* 
L niger 13 39.8 12.6 0.005 
average 
occupancy 
Veg height 13 36.6 10.6 0.008 
L nigerlm 11 1.7 1.0 0.3 
responset 
BOTH VARIABLES TOGETHER 
L nigerglm 13 23.5 16.2 0.002 
response 
Veg height 15.7 10.9 0.008 
*This IS the modelm the last line of table 7 
tThis is the model detailed in table 9 
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IMPROVEMENT WITH GAM 
Increase Sum ofSq F P 
in Df 
0.93 18.1 16.2 0.003 
0.80 10.9 5.9 0.04 
0.79 11.6 5.7 0.04 
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Figure 15: The response of P. argus density to (a) the occurrence of L. niger and (b) the 
vegetation height. Solid lines show the predictions of GAMs fitted to each variable 
individually, dashed lines show the prediction of the GAM fitted to both variables together. 
In this study I hypothesised that vegetation height w uld driv differ nces in gr und-Iev I 
daytime temperatures, which in turn would drive the abundance f L niger ants, which in turn 
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would drive the abundance of P. O'l,US butterflies. This theory is partly substantiated, but there 
are other complicating factors, including vegetation type and the influence of the sea. The 
second part of this chapter describes how I took account of the complex relationships 
described above in setting parameters for simulating this landscape with the MANAGE 
model. 
4.4 Methods part 2: Parameterisation 
The results of the ant transect make it clear that proximity to the sea is beneficial for L niger 
occurrence and abundance, and I therefore concluded that I should include the influence of 
the sea in my simulations of the P. argus metapopulation. One simple way to achieve this 
within the MANAGE model is to define some permanently suitable patches of habitat around 
the coastline. Data from the butterfly transect that has been earned out every year between 
1984 and 2005 shows that sections 3, 4 and 5 have always had P. argus present, whereas the 
other sections have all shown an absence of P. argus in one or more years. Sections 3-5 are also 
the closest to the sea: each has its closest point between 14 m and 70 m from the sea and the 
next closest section is (at closest) 125 m from the sea. Based on this data I decided to treat 125 
m as a cut-off point between permanently suitable habitat (habitat that is kept permanently 
open by eg salt spray, wind and cliff erosion), and habitat that only becomes suitable following 
additional disturbance, e.g. fire. 
When attempting to parameterise habitat quality for P. argus, we also know that there are some 
habitats which will not contain P. argus food plants, although they may be habitats for L niger. 
I concluded that bracken, bracken/gorse, bog and wet grassland should be considered 
permanently unsuitable for modelling. Also, in the context of modelling succession, these 
habitat types would not be expected to increase in height in the same way that heathland does 
following a disturbance. 
I repeated the GLM predicting L ntgerpresence (analysis 2 in methods part 1) excluding baits 
that were less than 125m from the sea, and excluding the four habitat types mentioned above. 
In this model, vegetation height had a significant effect on L niger presence, even when 
distance from the sea was included as a covariate (p=0.048, chi-squared test). Therefore, I 
decided to parameterise heathland succession based on vegetation height using a 3-step 
process (figure 16) 
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Figure 16: Schematic diagram of the chain of models used to predict P. argus density at 
different time points in the heathland succession. Note that the fits of models hand i are 
shown in figure 15. 
Data on time since burning were available for the whole of Penrhosfeilw Common, although 
the longer times are only rough estimates. Each unique time value (each fIre or block of 
similar-aged heath) was considered to be one data point. Data on vegetation height and ant 
presence were available for every bait station, but the data on P. aTE"s was only available as 
averages over the 13 transect sections (see methods part 1). To relate vegetation height Qower 
quartile) to time since burning I used a linear model with intercept zero, after transforming 
vegetation height by squaring it (figure 16, modelfJ. (The squared transformation produced a 
better fIt than a simple linear model, and might also be justifIed because heather plants grow 
by extending shoots laterally as well as vertically.) To relate the probability of L niger 
occurrence to vegetation height I used a GAM (fIgure 16 model g). The advantage of a GAM 
is its flexibility to fIt non-linear relationships, which suited this dataset, especially given the 
variable response to very tall vegetation (see results part 2 and discussion). The disadvantage is 
that there is not strong theoretical support for extending the predictions of a GAM to new 
situations, e.g. other geographical areas. To relate P. aTE"s density to the occurrence of L niger 
I used the GAM already described in methods part 1 (fIgure 16 model h, see also table 10 row 
1). I used these three statistical models in a chain to generate predictions of P. aTElis density 
given time since burning. I used a conservative method of propagating the errors around these 
predictions. If the uncertainty in modelfs predictions of V can be described by the range 
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f(T) - SE(f(T» < V < f(T) + SE(f(T» where Tis time, V is vegetation height and SE is 
standard error, and the set of values that satisfy this inequality is denoted as Ar, then the 
uncertainty in predicting L niger occurrence probability (L) based on a particular time, (1), 
denoted as Bn is taken to be the range between the overall minimum of g(V) - SE(g(V» 
where V is in Ar, and the overall maximum of g(V) + SE(g(V» where V is in Ar. Similarly, 
the uncertainty in predicting P. argus density, (P) based on a particular time, (1), is taken to be 
the range between the overall minimum of h(L)-SE(h(L» where Lis in BT, and the overall 
maximum of h(L)+SE(h(L» where Lis in BT• 
I also tried making predictions of P based on the GAM that includes both L niger occurrence 
and vegetation height (figure 16 model i, see also table 10 rows 5-6). In this case the 
calculation of standard errors is even more complicated, and given that the predictions fell 
within the standard error ranges calculated in the previous case, I decided that it would not be 
very informative to calculate them. 
Finally, I translated these predictions of P. argus density through time to the parameters needed 
by the MANAGE model. MANAGE models successional changes in habitat quality with a 
trapezium-shaped quality profile, defined by its height and its 'corners' (Qmax, 11, 12 and 13 as 
described in section 2.2.3). I found the best-fitting trapezium by fitting linear models to yearly 
density predictions versus the yearly Q values where Qma:x:= 1 and all feasible combinations of 
11,12 and t3 are used in turn. The combination of 11,12 and 13 that gave the lowest residual 
sum of squares was chosen as the best, and the fitted slope of this model defined Qmax. 
4.5 Results part 2: Parameterisation 
The relationship between the time since burning and the (squared) vegetation height was fitted 
well by a linear model (fig. 16 model f, fig. 17a). By contrast the relationship between 
vegetation height and the probability of L niger occurrence was strongly non-linear, and the 
spline fitted by GAM (modelg) has 4.4 estimated degrees of freedom (figure 17b). 
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Figure 17: The fit of models explaining (a) the increase in vegetation height with time since 
burning and (b) the response of L. mgerocclIrrence to vegetation height, which I have called 
models fand grespectively (see text and figure 16). The points show the data used in fitting, 
the solid lines show the model predictions and the dotted line the predictions + / - 1 standard 
error. For more details about the models see figure 16. 
The nvo alternative models of P. argus density (h and i in fi .r 16) giv rlS to quite differ nt 
preclictions of density change with time since burning (figur 18, 
models in fig. 15). The clifference are primarily in th fu t true y ars aft r burning, wid, 
model i producing a higher, sharp r peak (fi ill 1 ), and aith u h th lin ar n t statistically 
signi ficantly different, they could produc quite cliH r ot r ul ts wh nus d t imulat 
succeSSIon. 
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Figure 18: Profiles of P. argus density through time in the heathland succession, predicted 
from a chain of models. Open squares show the yearly predictions when model I s predictions 
feed into model g and then into model h. Dotted lines show the propagated stand ard errors 
around these predictions (see methods). Crosses show the yearly predictions when model I s 
predictions feed into model g and then into model J: Thick solid Lines show the best fitting 
trapezium-shaped profiles, black and grey for the chains using models h and j respectively. 
When fit ting the trapeziwn-shaped quality profiles I asswned that th minimum density 
(Qmin) in the MANAGE model should be zero, which i r a onable as densities late in 
succession approach zero (figure 18). However, densities in year z r at well ab ve zero. T his 
is because burns usually occur in winter and it is p ssibl for th butt rflies to c Ionise the 
area in the summer immediately following. Ther £; re th bes t fitting trapeziwn profile hay a 
corner at zero density in year -1. This merely means that MAN will count th y at b fore 
a fire as year zero of succession, and it should n t a f£ ct th.e popula ti n dynamic in the 
model. The o ther parameters of th succession pr fil will b 11= 2, t2= 9, t3= 19, and 
Q max= 158 if model h is used, and 11= 2, 12= 2, 13= 17, and Qmax= 37 if m del i i us d. 
4.6 Discussion 
4.6.1 Habitat and microclimate associations of Lasius niger 
The relationship between heathJand veg tation h ight and Lasius l1iget; ia th r und 
temperature, is more complicated than I pr diet d. getati n h ight s m t driv 
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differences in ground-level daytime temperatures - particularly high temperatures are found 
where vegetation is absent or very short. Also, average temperature at the time of bait 
checking affects the number of ants seen. However, correcting the average temperature based 
on the vegetation height does not help to explain the number of ants seen. Very short 
vegetation is associated with higher numbers of ants and a higher probability of ants being 
present, but it is also correlated to proximity the sea, so it it hard to say where the causal 
relationships lie. The presence of an unvegetated path seems to have a positive influence on L 
niger, but a high proportion of bare ground amongst the vegetation does not seem to. 
The lack of a simple correspondence between the vegetation's effect on temperature and the 
vegetation's effect on ants could be due to a number of factors. Firsdy, where there is tall 
vegetation, the ground temperature will be lower than air temperature during the day, but at 
intermediate levels in the canopy the temperature can be higher than air temperature (Geiger 
1965). This leaves open the possibility that ants can behaviourally thermoregulate so as to 
reach the maximum body temperature possible given the air temperature. Secondly, as 
mentioned in the introduction, the final "degenerate" stage of heathland succession can be 
associated with rising ground temperatures as the shrubs' canopy becomes less dense. This 
could explain the non-linearity in both temperature (figure 14) and L niger occurrence (figure 
17b) at the tallest vegetation heights. Also it could be that L niger is favoured by some 
consequence of physical disturbance (by humans in the case of paths, salt spray and wind 
close to the sea), other than changes in ground temperature. 
As one might expect of such a generalist ant, L niger was found in ahnost all vegetation types, 
but it was less likely to be present in non-heath types (including bracken stands, bog, and 
gorse thickets). P. argus is also not associated with these vegetation types, presumably as much 
related to lack of larval food plants as to the lack of mutualist ants. 
4.6.2 The relationship between P. argus and L. niger 
On the scale of transect sections, the proportional presence of L niger helped to explain the 
abundance of P. argus adults. This finding accords with other published studies on the ant 
association of P. argus (Ravenscroft 1990; Jordano el al. 1992; Gutierrez el al. 2005). It is 
unfortunate that I could not measure the abundance of Plebe/us argus caterpillars at the same 
time, and the same spatial scale, as the ants, because I think the small-scale patterns of spring 
temperature and ant activity could be responsible for the marked patchiness of the butterfly 
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population on this heath. In the data that were available, butterfly numbers were averaged 
over quite large areas, so there is the potential for overestimating the species' habitat 
tolerances and underestimating its maximum density. 
The section average vegetation height had a significant effect on P. a'l,lIs density, on top of the 
effect of L niger (table 10), even though both explanatory variables are correlated. When a 
model including both variables (model t) is used to predict P. a'l,lIs densities through 
succession, the succession profile has a higher, sharper peak (figure 18). This is easy to explain 
by considering that in modelg, short vegetation is beneficial for ant occurrence, and in model j 
both short vegetation and high ant occurrence are beneficial for butterfly density, so using the 
chain of models, the short vegetation present in the early years 'counts twice' in producing 
high butterfly densities. This assumption of additivity in the direct effect of vegetation and the 
indirect effect via the ant occurrence mayor may not be realistic, and to disentangle the 
relationships would require much more data (preferably with examples where high ant 
occurrence was combined with tall vegetation and vice versa). 
Thomas (1983; 1991a) measured temporal autocorre1ations in P. a'l,lIs density from the RSPB's 
permanent transect (an earlier time period than the data used in this chapter), and found that 
positive correlations lasted about 10 years. This is consistent with the fmdings in this chapter: 
the time from peak P. arglls density to zero density is approximately 10 years (figure 18), 
(though the time from a density trough to the next peak will depend on the fire return interval, 
which is not considered here). Understanding how long burned patches provide suitable 
habitat for P. arglls is a crucial step towards predicting the population's persistence in this and 
other heathland landscapes. Not only does habitat longevity combine with disturbance rate to 
determine the total habitat availability in the landscape, but it also affects the per-patch 
extinction rate (see section 2.1), and these extinctions must be balanced by colonisations in 
order for the metapopulation to persist. The results of this chapter are used to inform 
modelling of P. a'l,lIs metapopulations in chapters 5 and 6. 
4.7 Summary 
• The relationships between vegetation height and temperature, and temperature and L. 
niger abundance, were not as straightforward as I had hypothesised. However, there 
was a negative relationship between vegetation height and L. niger occurrence and 
abundance. 
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• Low vegetation height and a high prevalence of L. niger both lead to high P. argus 
abundance. 
• Heathland which is permanently short because of proximity to the coastline may 
provide permanently suitable habitat for P. argus. 
• After burning, heathland may be suitable for P. argus for up to 17 years, but suitability 
declines rapidly after 8 years. 
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5 Responses of butterfly metapopulations to 
patch connectivity and average patch quality are 
masked by successional habitat dynamics. 
5. 1 I ntrod uction 
Studies of species occurrence at a landscape scale have usually been underpinned by one of 
two apparendy opposing paradigms: the "habitat selection" model or the "metapopulation" 
model (Armstrong 2005). The former paradigm holds that the pattern of occurrence of 
populations in a region reflects habitat quality, and that dispersal between habitat patches has a 
minimal effect on this pattern. The latter holds that dispersal strongly affects the pattern of 
occupancy and persistence, because there are likely to be stochastic extinctions even in good 
quality patches. There is increasing recognition that neither paradigm is sufficient by itself 
(Thomas et al. 2001; Franken & Hik 2004; Guisan & Thuiller 2005; Moore & Elmendorf 
2006), and that they could be integrated (e.g. Wiens, J .A. 1997; Armstrong 2005). However 
there has been litde discussion of how habitat quality and connectivity could interact with each 
other, especially in cases where habitat quality changes through time. For species that 
specialise on one stage of a successional cycle, one expects that habitat quality and 
connectivity at any location must be variable. Habitat quality and connectivity in previous 
years could affect whether a location is occupied. So, in typical occupancy studies that 
examine a snapshot or a long-term average of the landscape, the existence of successional 
dynamics could obscure the effects of connectivity or the effects of habitat quality. 
The early metapopulation models assumed that all suitable habitat could be identified (Lawton 
& Woodroffe 1991), and its spatial arrangement did not change over time (Hanski 1994; 
Hanski & Simberloff 1997). There have been modifications of the theory to account for cases 
where habitat is gradually eroded over time, or a number of patches are suddenly removed 
(filman et al. 1994; Gyllenberg & Hanski 1997; Ovaskainen & Hanski 2002). In recent years, 
more attention has been paid to metapopulations on successional landscapes, where suitable 
habitat appears and disappears more or less predictably every year (Lindenmayer & 
Possingham 1995; Stelter et al. 1997; Johnson 2000b; Keymer et al. 2000; Amarasekare & 
Possingham 2001; Wahlberg et al. 2002; DeWoody et al. 2005). In theoretical studies it has 
been shown that introducing succession makes patch occupancy lower because of the increase 
in per patch extinction rate (Johnson 2000b). This is the first prediction tested in this chapter: 
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it is tested by comparing Plebejlls a'ljlls metapopulations inhabiting more and less successional 
habitat types. 
It is a general feature of patch occupancy meta population models that colonisation rate (or 
probability) depends on connectivity to other occupied patches (Hanski 1998; Ovaskainen & 
Hanski 2004); in some models connectivity also reduces extinction rate (the rescue effect). If 
either of these are true, and if the model has a positive equilibrium, then the expected 
occupancy of a patch at equilibrium will be positively related to its connectivity (Ovaskainen & 
Hanski 2001). Whether or not a positive connectivity-occupancy relationship can be observed 
in a real metapopulation depends on, among other things, whether the metapopulation is at 
equilibrium (Hanski 1994; Moilanen 2000), and whether the chosen measure of connectivity is 
a good enough estimator of the rate of immigrants arriving at a focal patch (Moilanen & 
Nieminen 2002). 
In successional landscapes, the spatial pattern of connections between patches changes over 
time, and therefore, compared to static landscapes, there is a more complex relationship 
between patch occupancy and connectivity (Keymer et al. 2000). Keymer et al. (2000) applied 
results from percolation theory to ecology, considering the invasion and persistence of a 
species on a lattice of equivalent patches, with constant, space-independent rates of 
disturbance (patches becoming suitable) and successional change (patches becoming 
unsuitable). They highlighted the fact that, in a landscape with a low proportion of suitable 
habitat, the habitat dynamics ensured that no patch was permanendy isolated from 
colonisation. But, by the same token, well-connected clumps of patches would not 
permanendy be well-connected. In this chapter I use a model with a fmite set of patches that 
can be of different sizes and located anywhere (not on a grid), but the above conclusions of 
Keymer et al. (2000) are still applicable. 
The model that I use is based on the incidence function model (IFM)(Hanski 1994): a 
stochastic model where patch colonisation and extinction probabilities are determined by 
functions of their connectivity and area (see also section 1.2). The dynamical behavior of the 
IFM when the landscape is static (i.e. patch properties do not change) is already well 
understood (Hanski 1998; Hanski & Ovaskainen 2000; Ovaskainen & Hanski 2001; Hanski & 
Ovaskainen 2003). The main theoretical difference between my model and the IFM is the 
inclusion of a patch quality (expected population density) parameter that changes over time 
(see equations 1-3 and section 2.2.3). My model is meant to represent a situation where patch 
quality changes because of succession, and where succession is re-started by disturbance 
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events (which always affect an entire patch). Comparing such a model to its non-successional 
counterpart, we may expect the realised relationship between the occupancy of a patch and its 
connectivity at equilibrium to be weaker for two reasons. 
Firsdy, if disturbance and succession occur independendy of species presence this interferes 
with the positive feedback effect that well-connected patches can have on each other. Positive 
spatial auto correlations in occupancy occur in the IFM and similar models at equilibrium 
because dispersal is limited by distance and nearby patches enhance each other's probability of 
occupancy. 1bis means that the removal of a patch from a well-connected cluster can leave 
the other patches significandy above their new expected occupancies (Ovaskainen & Hanski 
2001). Likewise, as a new patch appears following a disturbance, its occupancy is necessarily 
zero but the expected occupancy of this and the surrounding patches will suddenly increase 
because of the increase in connectivity between them. It will take time for the 'benefit' of new 
patches to be realized, and so, in a landscape where the relative locations of patches are always 
changing, the clusters of high occupancy will always lag behind the clusters of patches that are 
presendy close together (the degree of discrepancy depending on the relative rates of habitat 
dynamics and the species' response to the new habitat distribution). Secondly, at times when 
patches have a low quality they are less likely to be colonised, whatever their connectivity. The 
changes in patch quality through time can be considered to add extra 'noise' to the 
connectivity-occupancy relationship that would be observed at any time point. 
For both these reasons one expects a weak apparent relationship between connectivity and 
occupancy in dynamic habitat metapopulations, even though connectivity may ultimately 
explain colonisations. The true variable of interest to explain occupancy would be some 
function of a patch's history of connectivity and quality since the last disturbance. Biedermann 
(2004) found a probable example of this phenomenon in a real metapopulation of leaf beedes 
on dynamic patches of host plant: data gathered from the field showed that colonisation was 
more likely in patches with higher connectivity, but that the occupancy state of patches from 
snapshots was not significandy related to their connectivity. However, Biedermann (2004) did 
not have any data from static habitat for comparison. The second prediction tested in this 
chapter is that a static habitat metapopulation will show a steeper relationship between 
connectivity and occupancy than a dynamic habitat metapopulation. 
The relationship between habitat quality and a species distribution can also be complicated by 
successional dynamics. In a static habitat, quality is simply related to the maximum or average 
population density at a site, and high quality habitat is more likely to be occupied in the long 
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term (whether metapopulation dynamics are at work or not). In dynamic habitat 
metapopulation models, habitat occupancy is strongly affected by the temporal pattern of high 
quality and low (unsuitable) quality phases Gohnson 2000b; Keymer et at. 2000; Ellner & 
Fussmann 2003; Hastings 2003). Therefore, we might expect habitat quality, particularly when 
averaged over time, to be a poorer predictor of patch occupancy in a dynamic landscape than 
in a static landscape, and this is the third prediction tested in this chapter. 
Although I have used Plebo/us a1l,us as a case study here to test the above theoretical 
predictions, there are also conservation implications of this work for a variety of species that 
inhabit successional landscapes. At least in Britain, about half of all threatened species are 
associated with early-succession habitats which must either be maintained through the 
continuous initiation of new successions, or by management intervention that halts succession 
at a particular seral stage (Thomas et al. 1994). The majority of these species are likely to 
exhibit some kind of metapopulation dynamic, since they must track shifts in the locations of 
suitable habitats (Thomas 1994), and conversely many species that exhibit metapopulation 
dynamics apparently inhabit transient habitats (Harrison 1993). With a metapopulation model 
(an implementation of the Incidence Function Model), modified to include successional 
habitat dynamics, I show that a frequently used test (the relationship between patch occupancy 
and connectivity e.g. Watling & Donnelly 2006; Pellet et at. 2007) to decide whether a patchily-
distributed population is functioning as a metapopulation can give misleading results. The 
conclusion that a set of populations is or is not a functioning meta population can have far-
reaching consequences for conservation planning, for example the decision to protect 
unoccupied but potentially suitable habitat. 
Plebejus a1l,us is an ideal case study species to address these questions because it occurs as 
metapopulations on two different habitat types (biotopes). One biotope, heathland, is dynamic 
and P. a1l,us colonies are restricted to early successional stages (Thomas 1985a, 1985b). In the 
other, limestone grassland, habitat cycles do not occur because the advance of vegetation 
succession is prevented by grazing. By comparing long-term census data from the two 
metapopulations, I provide the first empirical test that a dynamic habitat differs from static 
habitat according to the expectations from theoretical studies, mentioned above. I also test 
whether the simulation model including succession is better than the classic IFM at 
reproducing the empirical patterns observed in the heathland meta population. 
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5.2 Methods 
5.2.1 Study species and field surveys 
Plebejlls a11,lIs is a butterfly that is widely distributed across Eurasia, and has evolved to use 
different habitats and larval food plants in different parts of its range. In Britain it is mainly 
found on heathland and calcareous grassland, and it feeds on several different ericaceous and 
leguminous plants, and on Helianfhemllm spp. (Thomas 198sb). Surveys of the distribution of 
P. a11,lIs across North Wales were carried out in 1983, 1990, 1997 and 2004 (Thomas 1985a; 
Thomas & Harrison 1992; Thomas ef al. 2002, see also section 1.5 and appendix 1). For the 
analyses presented here, I compare the metapopulation on heathland on Holy Island, Anglesey 
(appendix figures 32-36), with that on limestone grassland in Conwy, including the area from 
the Great Orme to the Dulas Valley (appendix figures 37-40). These heathland and limestone 
metapopulations are far enough apart not to exchange individuals, and they are similar in 
many respects (table 11). A striking difference between them is that the heathland 
metapopulation has higher rates of extinction and colonisation (table 11, Thomas & Harrison 
1992), which seems to be related to the dynamic, successional nature of this habitat. There is 
no reason to believe that butterflies were any easier to detect in one biotope than in the other, 
and MRR studies that have been carried out in both biotopes indicate no significant difference 
in dispersal distances (Thomas 198sb). In most of the occupied patches it was possible to 
estimate population density by transect counts, and adjust this to annual peak population 
density (adults.ha- t) using data from two permanent transects, one for each biotope (Ibomas 
198sa). Transects were not reliable in 1990 because of poor weather. The recording of empty 
habitat was slightly different in limestone and heathland because of the dynamic nature of 
heathland habitat. In limestone the boundaries of unoccupied, suitable patches were mapped. 
In heathland all potential habitat was searched but there was no attempt to draw patch 
boundaries where butterfly colonies were not present. In 2005 I systematically mapped the 
potential habitat within lkm of any observed colonies on Holy Island. I took the Countryside 
Council for Wales' Phase 1 habitat classification of 1990 as a starting point, selecting all heath-
containing vegetation types and disused quarries I visited all accessible patches of this habitat 
to check whether it was potentially suitable for P. a11,lIs - sites were discounted if they were 
mostly gorse (Ulex spp.), or mostly grasses. 
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Table 11: Comparison of essential features of the two metapopulations of P. Ilrgus in North 
Wales 
Variable 
Total number of patches recorded 
Median patch area 
Total area of patches that were ever 
occupied 
Total area of patches that were never 
occupied 
Turnover between surveys 7 years 
apart (extinctions + 
colonisations)/average number of 
occupied patches 
Limestone HeatWand 
67 66 
0.28 ha 0.23 ha 
61.7 ha 75.7 ha 
9.3 ha Unknown, but total area 
of potentially suitable 
heathland on Holy Island 
is 382 ha 
20% 41% 
Maps from all P. argus surveys were digitized using ArcGIS (ESRI, Redlands, CA, USA). The 
areas and centroids of each polygon were calculated. For the purposes of the current study, 
any patches that were observed to merge or split were treated as a single patch at all time 
points (see appendix table 21). The areas of sub-patches were summed and their centroids 
were averaged (see appendix table 20 for raw data). Data were further analyzed in R (R 
Development Core Team 2005). 
5.2.2 Analysis of population density 
The data on population densities in patches were loglo transformed. Differences in density 
against 10glO patch area and between biotopes, years, and localities within biotopes were tested 
by ANOV A. The significance of random variation in population density between patches was 
investigated using linear mixed effect models (pinheiro et al. 2005). If the random patch effect 
is significant, this gives an indication that different patches have intrinsically different habitat 
quality. The results of these analyses were used to estimate the regionally correlated 
stochasticity for use in simulations (as the standard deviation across years, see next section) 
and to estimate a "quality" for each patch (as its average log population density after 
controlling for the effect of year). 
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5.2.3 Fitting IFM parameters using SPOMSIM 
I exported the limestone patch survey data to the program SPOMSIM (Moilanen 1999,2000, 
2002, 2004) and used it to estimate IFM parameters for P. a1l,lIs. I used the non-linear 
regression (NLR) method (the Me method (Moilanen 1999) is potentially better able to 
account for non-independence of patches, but does not work very well when surveys are very 
widely spaced in time, as in this case). The occupancy data for the limestone patches was fitted 
to the model: 
p[ Extinction ]/' t = (1 - p[ Colonisation 1 t ) - L 
, , A,X 
/ 
for an occupied patch i at time t, 
p[ Colonisation 1,( = J-e -y.S;,t (8) 
for an empty patch i at time t where 
L -a.dij b S't= Z't-e -A· I, J, J 
j:t:.i (9), 
where i and j index the number of patches, Z is patch occupancy state (0 or 1), d is distance 
between a pair of patches (edge-to-edge assuming patches are circles) and A is patch area. 
With regional stochasticity, A varies stochastically with time so that 
Aeffecfivei,t = Ai ·1 Ort ; r .-..oJ N (0, s) (10). 
I fixed the regional stochasticity parameter s at either 0, 0.16 or 0.18, according to estimates 
from the population density data (see above, and equation 10). Parameter b was fLxed at 0.85 
as estimated from mark-release-recapture data between patches in Lewis (1997). 
Parameters a,y, p and x were allowed to vary in the NLR parameterisation. The 
parameterisation procedure uses simulations to calculate the likelihood of the observed 
occupancies and turnover rates given a certain parameter set. I t converges on parameter sets 
with higher likelihood using simulated annealing. The path taken through parameter space and 
the likelihood at each point are saved, and can be used to calculate confidence intervals by 
likelihood ratio tests. 
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Initially I compared parameterisation runs where the patch quality estimated from population 
density was included (as multiplying Ai in equation 7) or not included. The former gave 
consistendy higher likelihood values, so in subsequent parameterisations I always included 
patch quality. 
I took the parameter set with the highest likelihood from the initial parameterisation runs, and 
used this as the starting point for 9 more intensive parameterisations (3 replicates with each 
stochasticity value). I also ran 3 intensive parameterisations where the starting value of ex was 
3, as this was the value used in previous metapopulation studies of P. orgus (fhomas et oJ. 
2002). I pooled the output from these parameterisation runs by stochasticity value, before 
applying SPOMSIM's confidence interval calculator. 
It was clear from examining the output files that firsdy, confidence intervals were very wide 
and secondly, a large proportion of the points that fell within the confidence intervals failed 
the likelihood ratio test, and there were even widely differing estimates of the likelihood of a 
single point in parameter space (figure 19). Therefore I realised that picking the maximum 
likelihood from each output file would not reliably represent the best parameter set, as each 
likelihood value was only an estimate of the true likelihood. This problem could be fixed by 
increasing the number of simulation runs used to estimate each likelihood value, but 
unfortunately this option canno~ be changed within SPOMSIM. Instead, I decided to smooth 
the likelihood estimates using a GAM (Wood 2004, 2006) in R (making use of the fact that the 
likelihood should be a smooth function of the parameters), in order to fmd the region of 
parameter space that is the best on average. 
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Figure 19: Distribution of point estimates of the likelihood of a single parameter set (a= 1.836, 
y= 0.197, Jt= 0.0515, x= 1.57, s=0.16, chosen simply because it had a particularly large number 
of repeat estimates during the parameterisation process). The likelihoods vary because each 
estimate is based on a limited number of simulation runs. Any points with a negative 
log(likelihood) greater than 20 would fail the likelihood ratio test (i.e. be significantly worse 
than the maximum likelihood) . 
Parameters a and y interact to affect colonisation rate, and likewise j..J and x interact to affect 
extinction rate (see equations 7-9 above). 1 0, extinction rate and c lonisati n rat interact to 
affect the overall occupancy. Therefore I fit the Musing sm th functions f a and of x , 
and a two-dimensional smooth ofy.e,a versus j..Jl /X which repres nts the overall extinction-
colonisation balance. Each dimension of the mooth functi ns was aU w d a maximum of 10 
degrees of freedom. 
5.2.4 Analysis of patch occupancy 
The proportion of surveys in which a patch was ccupi d by P. argJlS i its stimat d 
"occupancy". The effects of biotope, patch area, c nn ti ity and quality n upancy w rc 
tested with binomial GLMs, where patch s w r weight d by th number f tim s they wer 
surveyed (usually 4). In this analysis, the area m asur rn nt f th am pat h in differ nt 
years were averaged, then loglo tran £ rm d, th n th spat h-wis valu s w r s alcd by 
subtracting the overall mean and dividing by the r t rn an squat . The nn tivity (S) f 
each patch in each year was calculat d acc rding to equati n 9, but" ith distan m a ured 
edgeG)-to-centre(i) (this en ures that j i not p iti ely j, ( nd al m an 
connectivity can be calculated for years wh n ar a is n t kn wn) . Is, .in rd r t mak 
connectivity close to linearly related t 1 git( ccupancy) in LMs, T appli d th 
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transformation In(exp(yS)-l) (the value ofy had been estimated using SPOMSIM, see previous 
section). This transformed connectivity value was averaged across years for each patch, then 
patch-wise values were scaled by subtracting the overall mean and dividing by the root mean 
square. The quality of each patch was its mean log population density after controlling for the 
effect of differences between years (see section 5.2.2). Patches that did not have any 
population density estimates had their quality predicted from the population density models 
(see section 5.3.1). Quality was then scaled by dividing by the root mean square of loglo (Area) 
(so that log population size is proportional to scaled(area)+scaled(quality». 
The significance of biotope, patch area, connectivity and quality were assessed singly and in 
combination with each other, including the effects of interactions between biotope and the 
continuous variables. Because area and connectivity data were missing for heathland patches 
that were never occupied, GLMs were carried out both on the complete data set, and on the 
set excluding limestone patches that were never occupied. 
5.2.5 Modelling 
I used MANAGE to model both limestone and heathland metapopulations. When the habitat 
dynamics options are not used, this simulates exactly the same model as SPOMSIM does 
(compare equations 1-4 with 7-9), apart from the fact that patch quality can affect colonisation 
as well as extinction (the Aj in equation 9 becomes A,t4 in equation 3). I used the 1983 
occupancy of patches as a starting condition. For patches whose occupancy in 1983 was 
unknown, I used two alternative assumptions and compared the results from each - I either 
assumed these patches had occupancy 0, or copied the occupancy from the first year when 
data were available (in practice this option only made a difference to the occupancy for one 
patch in each biotope). For patches whose quality was unknown, I either used the predicted 
quality (as in the GLMs, see previous section), or the geometric mean quality for that patch's 
biotope, and compared the results from each option. 
I compared simulation runs to the observed data by sampling occupancy states from the 
simulations at years ° (the starting condition), 7, 14 and 21. To each run I fit a binomial GLM 
including area and connectivity, calculated and transformed in the same way as they were for 
the real data (see previous section), excluding the data for patches that were never occupied, 
and compared the model coefficients to the coefficients of the analogous GLM fitted to the 
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real data. For static habitat models I ran 100 replicates. For dynamic habitat models or models 
with additional patches (see below) I ran 500 replicates, 5 for each of 100 starting conditions. 
Recall that in the limestone landscape, the habitat does not undergo much successional 
change, and the surveyors have mapped all the suitable unoccupied habitat patches. But in the 
heathland landscape, the habitat is very dynamic, and there is a large amount of potentially 
suitable heathland that has not been occupied in any survey, and the surveyors could not 
reliably tell what parts of this habitat were suitable at what times (see table 11). Either the 
underestimation of patch numbers, or the presence of succession, or both could cause a 
mismatch between real and simulated heathland occupancy data. I aimed to find out whether 
either factor or both, when included in the MANAGE simulations, could increase the 
likelihood of the simulations reproducing the empirical patterns observed in the real heathland 
metapopulation. 
Because the potential habitat had been mapped (see section 5.2.1), but unoccupied suitable 
patches had not been delimited, I used MANAGE to generate non-overlapping patches 
randomly within the potential habitat. I did not attempt to estimate exactly how many of these 
extra patches there were, but I ran sets of simulation scenarios, increasing the number of 
patches in increments of 20, until the simulations showed that there were too many patches 
occupied (each 20 patches amounts to c.4.5% of the heathland potentially available). Habitat 
patch generation simulations were run separately from the 21 year simulations that were 
compared with the real data. I stopped the former simulations after two years of generating 50 
patches per year, and saved the patch co-ordinates and sizes to be entered a starting 
conditions for the 21 year simulations (picking a random subset of the patches when fewer 
than 100 were needed). 100 different random landscapes were generated for each of two 
options: 
Each new patch must fit entirely into the available heathland; this option is called "fit" for 
short (see table 2, section 2.2.3). 
Patch centres are selected from within the available heathland, and patch area is truncated to 
the heathland available within the patch circumference; this option is called "cut" for short 
(see table 2, section 2.2.3). 
The advantage of the "fit" option is that the distribution of patch sizes can be set exactly, and 
it was set to approximate the distribution of surveyed patch sizes (not including the largest 
patch). The disadvantage of this option is the restriction on where patches can be placed 
which means that (a) smaller blocks of heathland are less likely to have patches in them, and 
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(b) the programme often fails to find places for a hundred patches with the allotted 1000 
attempts for each patch. I chose just to use as many random landscapes as were available with 
the number of patches needed in each simulation scenario: this turned out to be 89 replicates 
when 60 extra patches were needed, and only 63 replicates when 80 extra patches were 
needed. 
With the "cut" option, there was less restriction on where patches could be placed, and so all 
100 random landscapes were available with 100 patches each. But the disadvantage of this 
option is that the distribution of patch sizes can not be determined exacdy: it depends on the 
interaction of the patch perimeters with the spatial arrangement of habitat. By trial and error, I 
increased the frequency of larger patches in the "cut" option until the median patch area in the 
resulting landscapes was the same as in the "fit" option. 
When examining the effect of adding extra patches to the landscape, I assumed that all 
patches (apart from the largest patch at Penrhosfeilw Common) had the same quality: either 
the mean (0.45) or the geometric mean (0.33) of the surveyed patches. This assumption was 
necessary, as I had no way of knowing the quality of unsurveyed patches, and justified because 
patch to patch differences in quality in the heathland were not significant (see results section 
5.3.1). 
Modelling succession with MANAGE entails many more parameters than modelling a static 
metapopulation (see chapter 2). These parameters could not be estimated from the heathland 
occupancy data, and I did not have time to investigate all the feasible options, so I kept the 
scenarios as simple as possible and estimated the parameters using prior information where 
possible. The parameters and options used were: 
• The largest patch, Penrhosfeilw Common, which was permanently occupied and 
nearly as big as all the others combined, was treated as permanently suitable and given 
its original quality, whereas the other 65 patches were successional. 
• I used 2 alternative disturbance profiles, which were parameterised in chapter 4 
(Estimated from relationships between time since burning, Lasius ant occurrence and 
P. argus abundance, see figure 18). 
• Disturbance and succession were assumed to be cyclical (patches do not disappear 
after one successional cycle, but stay 'dormant' until the next disturbance; I varied the 
dormant phase between 3 and 9 years). Making the patches cyclical enhanced 
comparability with the static habitat simulations (a fixed number of patches, each one 
guaranteed to be suitable at some time during the simulation), but also may be justified 
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because suitable habitat is usually re-created periodically at favorable locations, based 
on habitat features such as topography, soil & vegetation (Thomas 1985a). 
• Each patch follows the same successional cycle, but they have independent phases (i.e. 
for each of 100 different landscapes, the starting point in the successional cycle for 
each patch was picked randomly, only ensuring that occupied patches did not start in 
the dormant phase). 
• Mean quality of the successional patches was adjusted to be either 0.33 or 0.45 over 
the ftrst 21 years of the cycle. 
I think that the options used were appropriate as a demonstration of what could be 
responsible for the differences between the heathland and the limestone metapopulations. 
5.3 Results 
5.3.1 Determinants of population density 
Limestone patches had significandy higher population density Qogto transformed) than 
heathland patches (Ft.163=7.1,p<0.001), and population density generally increased with 
increasing patch area (Fl,163=4.7, p<O.OOl), but there were also significant biotope*area 
(Ft ,t58 = 1 0.4, p=0.002), biotope*year (Fl,158=9.9, p<O.OOl) and biotope*area*year (F2,156=3.2, 
p=0.04S) interactions, which implied that there are different determinants of population 
density in the two biotopes. Therefore I fitted linear models separately to each biotope, 
retaining only the explanatory variables that were signiftcant for each one. 
In limestone, patch area and year were signiftcant determinants of population density, but no 
interactions were significant, and there was no difference between the two sub-areas 
(Creuddyn Peninsula and Llandulas)(table 12). A mixed-effects model, where the density 
values are grouped by patch, ftt signiftcandy better than the simple linear model (Ale 
decreases from 110.8 to 106.4, likelihood ratio= 6.3, p=O.Ol), this implies that there are 
consistent differences in quality between limestone patches. However, the same fixed effects 
were significant (none of the coefficients for the flXed effects differed significantly between 
the simple linear and mixed-effects model, t tests p>O.S). 
In heathland, patch area was a significant determinant of population density, the factor year 
was almost significant and there were significant differences between the sub-areas of Holy 
Island (the northern half generally having higher densities), but no interactions were 
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significant (table 12). A mixed effects model offered no improvement on the simple linear 
model, implying that there is random variation in population density both between years and 
between patches, but no consistent patch-to-patch differences in quality (however, patch-to-
patch differences may be difficult to detect because there are fewer repeat measurements of 
population density in heathland patches, since occupancy was generally lower than in 
limestone). 
Table 12: Significance of variables in linear models of loglo(population density) with respect to 
patch area, year and locality 
Variable de F p 
Limestone log10(area) 1 7.7 <0.001 
factor(year) 2 1.6 0.035 
Heathland log 1 o (area) 1 5.9 0.018 
factor(year) 2 2.9 0.059 
locality 3 5.1 0.002 
An estimate of 'quality' for each patch was obtained by removing the year effect from the 
population density estimates and then averaging. Patches with no population density estimates 
had their quality predicted (in one option as the geometric mean of their biotope, and in a 
second option predicted from the statistical models based on biotope, locality and area). 
The standard deviation of year effects in these models provided estimates of the regional 
stochasticity for using in simulations (because regional stochasticity is modelled as year-to-year 
random variation in population size that is correlated across all patches in the metapopulation, 
see equation 10). The estimate for limestone is 0.18 (both for the mixed effect and the simple 
linear model). The estimate for heathland is 0.16 if the year factor is entered, but the factor is 
not quite significantly different from O. With only 3 years of population density measurements, 
these must be regarded as very rough estimates, and there are not enough degrees of freedom 
to find out if they are significantly different from each other. However, small differences in 
stochasticity can have an important effect on the outcome of simulations, and therefore I took 
the approach of trying all three values (0.18, 0.16 and 0) in the process of parameterising the 
IFM (see below). 
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5.3.2 Parameterising the IFM using SPOMSIM 
The confidence intervals around the IFM parameters, calculated by likelihood ratio tests, are 
very large (table 13), but fairly consistent between the different stochasticity values used. As 
detailed in the methods, I homed in on the most likely parameter values by smoothing the 
point likelihood estimates using GAMs. As well as being a convenient method to decide which 
parameters to use, this also revealed some interesting differences between the 
parameterisations based on different stochasticity values. 
As stochasticity increases, the optimal value of x decreases and so does the baseline extinction 
rate (figure 20). Stochasticity has no consistent effect on the optimal value of a or the baseline 
colonisation rate. These results are not surprising because the effect of regional stochasticity in 
a metapopulation model is to increase the extinction rate, especially that of smaller patches. 
Hence, assuming a higher stochasticity while parameterising, will favour models where the 
other parameters predict a lower extinction rate, especially for smaller patches (larger x leads 
to steeper decline of extinction probability with patch area, see equation 7). 
Table 13: IFM parameter confidence intervals, and the parameters used for further study. 
Confidence limits have been rounded (lower ones down, upper ones up) to 2s.f .• 
Parameter Stochasticity Lower Best for stoch=O.16 Upper 
a 0 1.1 3.7 
0.16 1.1 2 3.1 
0.18 1.1 3.5 
Y 0 0.062 0.44 
0.16 0.059 0.2 0.45 
0.18 0.073 0.45 
)J 0 0.051 0.082 
0.16 0.039 0.07 0.110 
0.18 0.047 0.087 
x 0 0.65 2.8 
0.16 0.64 1.5 2.8 
0.18 0.61 2.3 
Furthermore, the GAMs predict that the likelihood peak for stochasticity= 0.16 is higher than 
the peaks for the other two stochasticity values, suggesting that a stochasticity of 0.16 is most 
consistent with the data. The parameter values I used for further simulations (see table 13) are 
those at the likelihood peak for stochasticity=0.16, rounded to h.f. (except in the case of x= 
1.5, because rounding down to 1 or up to 2 would have resulted in significantly lower 
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likelihood (difference in smoothed log likelihood > 4, see also figure 20)) . The GAM-fi tted log 
likelihood of this parameter set is -17.0. 
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Figure 20: Representation of the smoothed likelihood surface with respect to the 
metapopulation parameters. Parameter sets and likelihood estimates resulted from NLR 
parameterisation runs in SPOMSIM, and the likelihood was then smoothed using GAMs in R. 
Independent parameterisations and GAMs were carried out for 3 stochasticity values:O (a-b), 
0.16 (c-d) and 0.18 (e-f). Likelihood is represented on a colour scale, and is plotted with respect 
to the parameters (l and x (a,c,e) and with respect to composite parameters representing the 
baseline colonisation rate y.e·a and the baseline extinction rate ~J/x (d,b,f). Because each data 
set contains more than 40,000 points, I selected a subset of 1000 to plot in each panel 
(probability of picking negatively related to number of overlapping points), then ovetplotted a 
further 300 points selected from those with negative log likelihood <20.1 (20.1 i the cut-off 
point for the likelihood ratio test, i.e. these are the best fitting points). 
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5.3.3 Determinants of occupancy 
The prediction that dynamic habitat patches will have 1 wet c upan y n av ta than static 
habitat patches was supported by the data from the P. argus m tap pulati n (figur 21). 
Limestone (static) patches had significantly higher average occupancy a c tding t a LM 
where only biotope is included as an explanatory variable (tabl 14, row 1). M t vet, wh n 
patch area, patch connectivity and patch quality had been included in the LM, lim stone 
patches still had a higher occupancy at median area, conn ctivity and quality 0 git(occupancy) 
O.92±0.26 for limestone and 0.19±O.15 for heathland). Note that in the heathland data, patches 
with occupancy 0 are missing, because their boundarie were not r c rd d (figure 21), and 0 
for a fair comparison of the average occupancy in GLMs I excluded th limestone patche 
with occupancy O. 
30 (a) 
20 
10 
rJ) 0 D Q) 
£ 0 1/4 1/2 213 3/4 
iii 
a. 30 
- (b) 0 
ci 
z 
20 
10 
NA 
0 
0 1/4 1/2 2/3 3/4 
Occupancy (proportion of surveys) 
Figure 21: Differences in patch occupancy between the static lim ton (a) nd m re dynamic 
heathland (b) biotopes. Patch occupancies are the average b rved ov r ~ ur surv y 
spanning 21 years. Dark bars represent patches that were record d in all 4 urveys; Ii ht bars 
were not recorded in all 4 surveys. The habitat dlat wa never ccupi d in the heathland ould 
not be counted because individual patches could n t b delimited, there£, re this data i 
missing. 
Patch area, connectivity and quality all had ignifi ant f£ ts n pat h r 
both biotopes according to binomial Ms (tabl 14). fy c nd pr di ti 11, bad n 
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theoretical relationships explained in the introduction, was that the effect of connectivity 
would be greater in the static limestone metapopulation. This was supported by a significant 
biotope*connectivity interaction (table 14, row 6). The slope relating connectivity to 
occupancy was positive for limestone and near zero for heathland (table 15). This relationship 
also holds if the limestone patches with occupancy 0 are included in the analysis (data not 
shown), and whether or not patch quality is included in the analysis (table 14, row 6, table 15). 
There was a positive relationship between area and occupancy which was similar in both 
biotopes (table 14, table 15). There was a positive relationship between quality and occupancy 
in limestone, but not in heathland (table 14, table 15), and this supports my third prediction 
that the average patch quality will appear to be a less important determinant of patch 
occupancy in a dynamic habitat. Because quality is actually positively correlated to area (see 
section 5.3.1), the inclusion of quality in the GLM tended to reduce the estimated effect of 
area in the limestone biotope (table 15). This makes interpretation a litde more difficult, so I 
have shown the results both with and without quality included (table 15). If limestone patches 
with occupancy 0 were included in the GLM, there were still positive relationships between 
occupancy and area, and occupancy and quality for limestone, but the quality effect appeared 
relatively weaker (data not shown), probably because, by definition, patches with occupancy 0 
had no measurements of population density from which to estimate quality. 
Table 14: Significance of variables and interactions in GLMs to explain patch occupancy. The 
estimates given are the coefficients of the minimal model, which are slightly different from 
those ofthe full model (see table 15 for these). The minimal model for the main effects is the 
intercept-only model, but the minimal model for the interaction terms is the model with the 
two relevant main effects included (e.g. the model A + B + A*B compared to A + B). When a 
main effect is removed from the full model, all its interactions are also removed. Significance 
is tested by "I} because the response is binomial. 
Variable Estimate Significance when Significance when 
added to minimal removed from full 
model model 
Lime Heath Change in p (X'l. test) Change in p (X'l. test) 
deviance deviance 
Biotope 1.09 0.17 21 <0.001 20 0.001 
Area 0.95 55 <0.001 29 <0.001 
Connectivity (S) 0.30 2 0.13 17 <0.001 
Quality 0.64 24 <0.001 8 0.016 
A*B 0.97 0.81 0.2 0.6 -0.5 0.5 
S*B 0.86 -0.24 7 0.008 6 0.014 
Q*B 1.22 0.06 13 <0.001 7 0.007 
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Table 15: Significance of individual relationships between occupancy and continuous 
variables. The z tests on fitted values from GLMs test whether the slope of the relationship is 
significantly different from zero. 
Relationship Estimate z p 
When Q included Area (Lime) 0.53 1.372 0.17 
Area (Heath) 0.83 4.678 <0.001 
Connectivity (Lime) 1.30 3.315 <0.001 
Connectivity (Heath) 0.10 0.3 0.7 
Quality (Lime) 1.12 2.583 0.001 
Quality (Heath) -0.10 -0.484 0.6 
When Q not included Area (Lime) 1.24 4.196 <0.001 
Area (Heath) 0.82 4.661 <0.001 
Connectivity (Lime) 1.32 3.301 <0.001 
Connectivity (Heath) 0.11 0.317 0.8 
5.3.4 Static and dynamic habitat simulations 
Simulation of the limestone patches as a metapopulation with static habitat produced 
summary statistics not significantly different from the observed ones (figure 22, left boxes). 
This result was unaffected by the options used for filling NA values in quality or starting 
occupancy (see methods). By contrast, applying the same parameters and simulation options 
to the heathland landscape produced simulated results that differed significantly from what 
was observed. The average number of patches occupied was too low and the connectivity-
occupancy relationship was too steep (figure 22, middle boxes). A simple 'fix' of increasing the 
quality of heathland patches to be the same as the average limestone patch produced 
improvement in the number of patches occupied, but shifted connectivity and area-occupancy 
slopes away from their observed values (figure 22, right boxes) 
96 
Chapter 5 I Results 
(the pink shaded area in figure 22a). My criterion for accepting simulation scenarios on the 
basis of numbers of occupied patches was that the proportion of simulated surveys with patch 
numbers in this range had to be greater than 0.05"(1/3). The most straightforward criterion 
for accepting the simulation scenarios on the basis of connectivity-occupancy slope would be 
if more than 2.5% (and less than 97.5%) of simulated slopes are less than the observed slope. 
However, there is uncertainty in the observed slope estimate (see the pink shaded area in 
figure 22c), and it may not be an unbiased estimate if there are outliers in the data. This 
prompted me to re-examine the fit of the GLM to the heathland data. The two heathland 
points with the greatest residuals are patches that have below-average connectivity, but have 
been occupied in all 4 surveys. Their most obvious feature is that they are patches of 
heathland regenerating in disused quarries, where the succession is much slower than post-fire 
succession. This habitat feature may explain their high occupancy, and their low connectivity 
may be coincidental. If these two points are excluded from the GLM, the estimated slope 
increases from 0.107 (table 15 last row) to 0.295, although it is still not significandy different 
from zero, and there is still a significant connectivity*biotope interaction. I have taken the 
view that the latter value is a more robust estimate of the slope, but in figures 23-24, both 
values are shown (as red lines) to allow comparison with simulations. 
Static habitat simulations with different numbers of patches showed that this factor by itself 
cannot be responsible for the low observed connectivity-occupancy slope (figure 23). As the 
number of patches available increased, so did the number occupied, but the connectivity-
occupancy slope decreased. This brought the simulated statistics closer to the observed values, 
but all scenarios remained significandy different with respect to one or both measures (figure 
23). At the highest number of patches tried, all scenarios showed too high a number of 
patches occupied, and connectivity-occupancy slopes that were not low enough (figure 23). 
This result held true for two alternative patch quality values, and two methods of placing the 
extra patches (figure 23). Therefore it seems that a static habitat metapopulation model is not 
adequate to describe this system. 
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Figure 23: Static habitat heath land simulations showing the effect of adding extra patches in 
the unoccupied heathland using two placement methods: searching for a location for each 
patch where it fits completely (a,c), or truncating patches if part of their area falls outside 
heath land (b,d). Graphs show the medians (squares) and 2.5-97.5 percentiles (grey bars) of 500 
simulated summary statistics: the connectivity-occupancy slope ("fit": a,b) and the mean 
number of occupied patches ("cut": c,d). Larger squares denote sim ulations that satisfy the 
criterion that numbers of occupied patches in the 3 simulated surveys should be within the 
observed range (the pink shaded box) with probability >0.05 A (1/3).The red horizontal lines in 
(a) and (b) show the slope that wa fitted to the real heathland data, with (higher) or without 2 
outlying points removed. In each panel, points joined by solid lines are simulations where 
patch quality= 0.45 (the mean of heathland patch qualitie ) and dashed lines are simulation 
where patch quality= 0.33 (the geometric mean of heathland patch qualities), but in all cases 
the very large patch at Penrhosfeilw Common retains its original quality (see methods for 
more details). 
When the habitat patches were mad succes ional i.n MA si.mulation , averag patch 
occupancy wa reduced, and so was th c nnecti i ty-occupancy 1 pe, in agreem ent with th 
theoretical predictions (figure 24, app ndix 2). Becaus pa tch occupancy wa r duc d, m r 
patches were needed for the simulation to satisfy the crit ri n o f numb · r f patch 
occupied (figure 24a) . lthough I have sh wn that incr a ing number of patch s i a sociat d 
with lower connectivity- ccupancy slopes (figure 23), tlli is no t tlle only rea n tl1at tlle 
99 
LO R hapt r 5 I Re ult 
~ 0 If) 
a. 
::l 
8 
0 0 If) C") 
CI) 
-5 
ro 
a. 
0 
(a) lime hea th.qbypa tch heath.q 1 
~ 
-
CI) ~ a. ~ 0 
I 1 -
-
x 
()j 
ro 0 
~ 
~-:;J -. x I 
- . 
•. :"'.:t- I 
ro 
(0 
0 
- L 
- I 
I I I 
(b) lime heath.qbypatch heath.q 1 
0 x 
C") 
CI) 
a. q 
0 
u; N 
C 
·c 
q x 
0 
u 
0 
0 
( c) lime hea th.qbypa tch heath.q 1 
Figure 22: Comparison of observed and simulated summary tati tic of the lime tone and 
heathland metapopulations. The summary tati tics are number of patche oc upied (dle 
mean of years 7, 14 and 21; year 0 is always the am a observed in 19 3) (a), area-oc upancy 
slope according to a GLM (b), and connectivity-occupan y lope accordin to the arne GLM 
(c). Boxplots show the distribution of simulated summary tati tics, each compri ing 100 
simulations. Black and red horizontal line how the ob erved values in lime tone and 
heathland respectively. The grey and pink boxe how, for (a), th range of numb r of 
patches occupied from 1990 to 2004, and for (b) and ( ), th range of the lope ±1 .e .. The 
simulation options used for the left-hand two s cnari ar that pat hcs who c oc upancy in 
1983 is unknown are given occupanc 0 for ar 0 of imulation (dli onl afC< t on pat h in 
each biotope), and patches whose quality are unknown are giv 11 the metri III an quality 
for their biotope (1 for limestone and -0.33 for heath land). Th right-hand s enario differ 
only in that all heath land patche are given quality 1. 
The heathland imulati n8 hown in figur - 22 ign r th p tcnuaUy ui tabJ un upi ·d 
habitat in the land cape, and a.l nal d naml that ar u h a 
di ringuishing featur f mo t heathlands. I in nan f th 
complica ring factors, t nn 
slo pe while retaining the o bserv d numbers f pat h s upi d . ] nth - 199 , 1997 and 2 04 
surveys, the number o f occupied patch in th h athland s t m ran cd b t\; n 29 and 44 
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succession scenarios come closer t the ob ervcd values - nan \: ith su ssi n al 
always had lower connectivity-occupancy s1 p than tatic enarl with the am numb r f 
patches (see appendix 2). 
When the time gap between ucc s ional cycle wa incr a ed, the c nnectivity- ccupancy 
slope decreased again (figure 24). With increasin ga p m r patche at r gUll d t atisfy 
the criterion of number of patches occupied, but nly nough that the number f patch s 
available at anyone time remains the arne (figure 24b) . With a gap f 9 y ar , the 
connectivity-occupancy lopes were not ignificantly diff rent fr m the ob erved lope (the 
higher estimate). 
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F igure 24: Dynamic habitat heathland simulation com par d to tatic imulation with imilar 
numbers of patches occupied . Graphs how the medians (open hap ) and 2.5-97.5 
percentiles (g rey bars) of 500 simulated conne tivity-occupancy lope a ainst e ither the total 
number of patches in the s imulation (a) r th numb r f p t h with n n-zer quali ty at any 
one time (b). Squares denote static habitat imulation (a in fi ur 23), th r s mbols are 
simulations w here p atche go throug h an 18 year ucc ssiona l y I (bla k line in fi urc 1 ) 
foUowed by either a 3, 6, o r 9 year gap. T he s tat tin pint in t11 c I is h sen randomly fo r 
each patch for each ofl00 randomly-g ne rat d lands ap (a h with 5 r pli at imulation 
runs). The patch addi tion method is " cut" and a e rag pat h q ua li ty= 0.45 bu t til v ry lar 
p atch at Penrhosfeilw Common rctain it original q uality and i pe rm an ently ui tabl ' (s 'c 
m ethods for more details). Only scenario that ati fy the rite rion of numb · r of cupied 
p atches are shown, although m any other scenario were tried (e appendix 2). 
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Note that in these dynamic simulations I used the options that produced the highest 
connectivity-occupancy slopes in the static scenarios (quality= 0.45 and patch placement 
method= "cut"). Further simulations showed that altering these options caused reductions in 
the connectivity-occupancy slope in succession scenarios just as they did for static scenarios 
(appendix 2), but the reductions were not as substantial as those caused by increasing the gap 
period. Using the second quality-time profile parameterised in chapter 4 (grey line in figure 
18), which has more extreme variations in quality and a shorter patch lifetime, also produced 
reductions in the connectivity-occupancy slope (appendix 2). I did not carry out an exhaustive 
search of which combinations of these parameters might or might not be acceptable, because 
I never could have claimed to find the "best fitting" model (the number of reasonable 
landscape dynamics options is so large and the amount of real data relatively small). Rather, 
this section demonstrates that a combination of summary statistics, which is impossible with 
reasonable static habitat scenarios, becomes possible when habitat is assumed to be 
successional. 
5.4 Discussion 
I have found support for the three predictions that I made based on previous theory: 
differences in patch occupancy data seen between the two metapopulations of P. argus in 
North Wales are consistent with the differences expected between a static and a dynamic 
habitat. In the static limestone habitat, firstly, occupancy of patches is higher on average, 
secondly the relationship between connectivity and occupancy is steeper, and thirdly, the 
relationship between average patch quality and occupancy is also steeper. 
The data on population densities has helped to clarify the differences between the limestone 
and heathland metapopulations. Density varies from year-to-year and these variations are 
synchronised to some extent within each metapopulation, but the metapopulations are not 
synchronised with each other. Population densities are generally lower in heathland. However, 
the lower population densities do not explain the lower average occupancies on heathland. On 
heathland there appears to be no relationship between patch quality (population density when 
occupied) and patch occupancy (proportion of time that a patch is occupied), and, over most 
of the range of patch qualities seen, limestone patches have higher occupancy for a given 
patch quality. 
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The quality estimate used is an average over time, and in heathland, population density varies 
just as much in repeated measures of the same patch as it does between patches. This may be 
a sign that the patches do not really have intrinsically different quality, but that they have been 
measured at different phases of the successional cycle. If this is true, it is unsurprising that I 
could not detect a relationship between quality and occupancy, (but there is still no reason to 
doubt that changes in quality within one patch over time are related to extinctions and 
colonisations in that patch). 
There are many more extinction and colonisation events in the heathland metapopulation than 
the limestone one (table 11, Thomas & Harrison 1992), and so, however colonisation occurs, 
it is obviously important to the persistence of the heathland system. P. argus is sedentary 
butterfly, which only very rarely colonises habitat beyond 1 kilometre (Lewis et al. 1997). It 
seems reasonable that patch colonisation should depend on proximity to occupied patches, 
and yet there is no detectable relationship between observed connectivity and occupancy in 
the survey data on the heathland metapopulation. All my simulations incorporated the same 
functional relationship between connectivity and the probability of patch colonisation (and 
patch rescue from extinction). The data sampled from these simulations shows that the 
connectivity-occupancy relationship can be masked by the habitat dynamics, because of the 
temporal dimension in the amount of habitat the populations can disperse to and from (see 
introduction). 
I predicted that when I modelled succession in the heathland system and coupled this to the 
limestone metapopulation parameters, I would get an improved fit of the model to the 
heathland data. I did not expect the model to be perfect, because of uncertainty about the 
disturbance history of the patches, the contribution of different disturbance types (e.g. fue, sea 
spray, and trampling) and the suitability of patches that had never been occupied. In particular, 
I assumed a strictly cyclical pattern of succession in each patch, where one patch equaled one 
disturbance and there was a fixed time gap between disturbances. It may have been more 
realistic to assume that patches disappear after one successional cycle, and that a fresh 
disturbance in the same place may happen at any time, or not at all, and may be a different 
size. I chose not to do this because it would have made direct comparisons between dynamic 
and equivalent static scenarios (in terms of numbers of patches and habitat area available) 
more difficult, but if I had done, I suspect that such simulations would have showed even less 
of a connectivity-occupancy relationship. Despite the limitations of the modelling of 
succession, I succeeded in recreating similar connectivity-occupancy slopes and numbers of 
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patches occupied to those that were seen in heathland data. This was not possible assuming a 
patch occupancy model in a static landscape. 
It is interesting that all the simulation scenarios with just the surveyed 66 heathland patches 
produced results significandy different from the real data. The fit was improved by including 
extra patches placed randomly in the habitat that had been searched, but had never been 
found to be occupied. The surveyors were aware that some of the unoccupied heathland was 
probably suitable and 'participating' in the metapopulation, but it would not have been reliable 
to attempt to split this into discrete patches. I would not necessarily expect that placing extra 
patches randomly in the landscape would work when modelling other species, but it highlights 
an important point about the conservation of successional stage specialists: the habitat that is 
occupied at anyone time is far from being all of the habitat which will be important for that 
species' persistence. 
Conservation attempts could be wrong-footed if it is assumed that connectivity can be ignored 
when current patterns of patch occupancy are not closely correlated with connectivity, 
especially if habitat dynamics are also not considered. The masking of connectivity-occupancy 
relationships by habitat dynamics could be a widespread phenomenon - in future studies it 
would be interesting to compare the connectivity-occupancy relationship in many independent 
metapopulations with different levels of habitat turnover, rather than relying on two very well-
studied metapopulations as I have done. 
For many species that we might want to conserve or control, in many landscapes, data on the 
history of disturbance and succession will not be available. In these cases it will be very 
difficult to make inferences about what really drives the population dynamics. Although I 
think that a model like MANAGE would be useful for other species when appropriately 
parameterised, the modelling in this chapter relied heavily on the prior information on relative 
population density for several years, and knowledge of how long succession takes. When data 
like this is not available, it may be advisable to assume that connectivity is important (even 
though there might not be a significant connectivity-occupancy relationship) if it is known that 
a species specializes on a certain successional stage, and has a limited dispersal range. Efforts 
should be focused on providing a mosaic of successional stages to conserve the whole 
assemblage of species on a habitat like heathland. If disturbances can be managed, managers 
should take into account the dispersal abilities of species to make sure they can always move 
easily to newly-created patches of habitat. 
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I see the contrasts between the Plebyus argus populations on different habitats as a warning 
against arguing over a dichotomy between habitat selection and metapopulation models 
(Armstrong 2005). In the limestone system, the occupancy of patches seems to be mainly due 
to area and connectivity, in the manner of a classic metapopulation model, but there is also a 
positive contribution of habitat quality. Extinction and colonisation events are not very 
frequent; indeed the majority of patches have been occupied in all surveys, or in none. 
Nevertheless the pattern of occupancy shows that metapopulation processes have shaped 
these populations in the long term. On the other hand, in the heathland system, extinctions 
and colonisations are very frequent, and it seems reasonable to assume they are influenced by 
patch quality and patch connectivity. But in the heathland system, because the quality of each 
patch changes with disturbance and succession, the relationships between quality or 
connectivity and occupancy cannot be detected from long-term average values or from a 
single snapshot. Therefore, counter-intuitively, both connectivity and habitat quality could 
appear less important in landscapes where they actually have more influence on year to year 
changes in patch occupancy and metapopulation persistence. 
5.5 Summary 
• Little attention has been paid to developing metapopulation models that include 
habitat dynamics, and still less to testing the predictions of these models. I tested two 
predictions from theory about the differences between dynamic habitat 
metapopulations and their static counterparts, using long-term survey data from two 
metapopulations of the butterfly PkbejNS argus. 
• As predicted the metapopulation inhabiting dynamic habitat had a lower level of 
habitat occupancy, which could not be accounted for by other differences between the 
metapopulations. 
• Patch occupancy did not significantly increase with increasing patch connectivity in 
dynamic habitat, whereas there was a strong positive connectivity-occupancy 
relationship in static habitat. 
• Modelling confirmed that both differences could arise without changing the species' 
metapopulation parameters - importantly, without changing the dependence of 
colonisation upon connectivity. Rather, the differences could be due to the contrasting 
habitat dynamics. 
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• I conclude that landscape scale studies may often underestimate the importance of 
connectivity for species occurrence and persistence because habitat turnover can 
obscure the connectivity-occupancy relationship in commonly available snapshot data. 
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6 A small percentage of permanent habitat has a 
disproportionate influence on metapopulation 
persistence in a dynamic landscape. 
6. 1 I ntrod uction 
The Silver-studded Blue butterfly (Pleb~jus argus) is a species of high conservation priority in 
the UK (Thomas 1985a). Most of its remaining populations are on heathland habitats (Asher 
et al. 2001), but the only predictive population modelling done for this species has been 
focused on the limestone grassland populations in North Wales (Hanski & Thomas 1994; 
Thomas et aL 2002). The fact that heathland undergoes cycles of disturbance and succession, 
and that P. argus is restricted to the earlier successional stages, presents a significant challenge 
to the modeller. Obtaining reasonable parameters for the process of habitat change, and the 
species' response to it, requires a large amount of data. In the absence of such data, 
conservation efforts for P. argus are probably not being expended as efficiendy as they could 
be. Some populations are managed intensively on a small-scale by using managed fl!es or 
mechanical rotavators to create new patches of habitat adjacent to existing populations (e.g. in 
Sussex, Lewis et al. 1997); on the other hand, many populations go unrecorded for years at a 
time (D. Hoare, personal communication). The availability of a model that captures the 
essentials of population and habitat dynamics could lead to conservation efforts being 
expended more wisely. In this chapter I parameterise a model of P. argus on heathland on Holy 
Island, and predict the size of the population assuming the recendy observed fl!e regime 
should continue. 
In chapter 4 I showed that, even though fires created favourable vegetation for P. a'l.us on 
Penrhosfeilw Common, there was also heathland within 125 m of the sea that could provide 
permanendy suitable habitat (because its growth is stunted by wind and salt spray). The data 
from the P. argus population surveys between 1983 and 2004 also show that a few patches 
have been occupied throughout, including a grazed heath in the far south of the island, and a 
disused quarry in the far north, as well as parts of Penrhosfeilw Common. It has been shown 
theoretically and in simulation studies that a metapopulation of static patches has a lower 
extinction threshold than a dynamic habitat metapopulation (e.g. Johnson 2000b; Keymer el al. 
2000; Amarasekare & Possingham 2001). It is not known, however, what role a small amount 
of permanent habitat might play in a largely dynamic metapopulation. One simulation study 
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has shown that a small amount of permanent habitat can increase the overall habitat 
occupancy (pulliam et al. 1992), but permanent habitat could also act as an important refuge 
from extinction and a source of colonists for a metapopulation that would otherwise be prone 
to extinction. I do not know of any studies so far that have quantified this effect theoretically, 
although it could produce analogous results to theoretical analyses of the case of a parasitoid 
or pathogen with two hosts of contrasting susceptibility (Anderson 1981). 
As shown in chapter 4, much of the variation in P. argus abundance in my study area could be 
explained by the presence of permanent habitat within 125 m of the coast, and as a function 
of time since burning on the rest of the heathland. In this chapter I aimed to replicate this 
situation as closely as possible within the MANAGE model, and to extend the results from 
the study area used in chapter 4 to the whole of Holy Island. Having found that the 
permanent habitat on Holy Island was crucial to the survival of the metapopulation as a 
whole, I then extended my analysis to look at the effect of varying the proportion of 
permanent habitat in the landscape. 
The results in this chapter could have quite wide-ranging implications. Just as few real 
metapopulations fit to Levin's original assumption that all patches have the same size and 
extinction risk, few real successional systems consist of patches with exactly the same 
longevity. Most early successional species can access some permanent or quasi-permanent 
habitat (e.g. weathered rocky outcrops, eroding riverbanks, grazed grassland). The relative 
conservation value of the permanent and ephemeral habitat will be an important management 
question for many species, and one that can only be satisfactorily answered with modelling. 
6.2 Methods 
I was provided with maps of all the fires recorded by the RSPB wardens, for the area that they 
manage (South Stack Cliffs and Penrhosfeilw Common), between 1991 and 2004. I digitised 
this data using ArcGIS (ESRI, Redlands, CA, USA), to a polygon layer. I then calculated the 
area and centroid of each fire. Both the number and total extent of f!res were extremely 
variable from year to year. There was a negative relationship between the number of f!res in a 
year, and the average area of those fires, so I decided to specify the burning rate in MANAGE 
according to area rather than number of patches. The median area burned per year was 3.63 
ha, and the standard deviation of the loglo transformed values was 0.55. Recall that MANAGE 
samples from a log-normal distribution to set the area to burn each time step, see equation 5, 
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section 2.2.3. In the terms of this equation INd,= 3.63 and smd,= 0.55 ~ r th' " 
. , 
uth tack" 
management wut, (which i roughly the regi n manag d by the R PE). Th outh tack 
management unit contains a little under half of the heathland area f the whole of H ly Island 
(see figure 25), so when simulating Holy I -land, the value of m,dl was caled up .in direct 
proportion (3.63*Holy Island areal outh tack area= 6.53 ha) but the standard de iati n 
was not changed (because this is relativ to the m dian anyway, e guati n 5, 
Stack management unit 
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F igure 25: Sc ree n sho t o f the habitat and m anagem nt unit m ap u ed for imulating th Hoi 
Island m etapopulation w ith MANAG . P oten tial habitat i h own in re, the li th la k 
m an agem ent un it in large blue blo k , and th 2004 0c upied pa tche as g r e n ci r Ie . 
There were 2 alternati equality-time pr fil ~ r burn d patehc 1n LA E, tak 11 fr m 
the parameterisation in chapter 4 (s figure 1 ), \ hi h at h n forth r ~ rr d t s 
di turbance type 1 and 2, wher 1 i the flat-t pp d and 2 is th 
disturbance types are u d for imulati n ill hapt r 5 but in that hapt r I r '- al db th 
profiles' maximum quality in ord r to gi th am m i n quality v t' 21 Ir, In this 
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chapter, I use the maximum quality values originally parameterised in terms of population 
density (adults/ha), and divide these by the average population density in the limestone 
metapopulation, so that they are scaled appropriately for the population parameters (see 
section 5.2.3). 
To define the habitat that was permanently suitable for P. a'l.us I employed two criteria: 
whether the habitat had been occupied in all four surveys between 1983 and 2004, and 
whether it was heathland within 125 m of the sea (see section 4.4). To calculate the shapes of 
these areas I used the "intersect" tool in ArcGIS on the shape flies representing each P. a'l.us 
survey (see appendix 1), and the 25 m grid of potential habitat (based on the Phase 1 habitat 
survey, and ground-truthed by me in 2005; see figure 25 and section 5.2.1), from which I had 
selected squares within 125 m of the sea (based on the landline OS map data). I decided to run 
simulations either using all the permanently occupied polygons (which yielded 15 patches, 
totalling 23 ha), or the intersection of these polygons with the coastal habitat (which yielded 
12 patches, totalling 14.5 ha), or no permanent habitat at all. All permanent patches were 
assigned quality 0.45: the mean quality of heathland patches, see chapter 5. It should be noted 
that what I have termed "permanent habitat" is heathland where succession proceeds very 
slowly for some reason, or where there is a constant, low level of disturbance (e.g. grazing), so 
it will not really be of uniform suitability through space or time, and it still may be at risk from 
land use and environmental changes in the future. The simulations were started from the 
population distribution in 2004, assuming that any occupied habitat that was not permanent 
was successional habitat of age 2 years (the age when maximum quality is first reached, see 
figure 18). 
Fire was modelled as a "killer" disturbance type, because the RSPB data showed that the same 
point could be burned twice within a very short time period. This means that, as a fl!e is 
created, it obliterates existing patches and parts of patches that overlap with it. To calculate 
the exact areas of overlap of layer-upon-layer of circles would have introduced complication 
to the model that would be difficult to justify, given that the assumption that patches are 
circles is an approximation for convenience only. Instead, I used the following approximation 
for the area that should be obliterated. If patches overlap at all, MANAGE calculates 
X = ~new • (1- R d new.o; ), where R is patch radius of either the new (killing) patch or the 
old new + old 
old (potentially to be killed) patch and d is the centre-to-centre distance between them. Then, 
based on the value of X (which can vary between 0 and R.,.,/ R.u), MANAGE takes one of 
three actions: if X> 0.5, the old patch will disappear completely; if X> 0.25, the area of the 
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old patch will be halved. and otherwise the old patch will be unaffected. I have checked that 
this approximation works to maintain the maximum area of patches in the landscape close to 
the total area of potential habitat cells in the landscape, despite the inherent imprecision. It 
was very important for the results in this chapter that the permanent patches should not be 
killed by new disturbances. and therefore I added a line to the source code to prevent the 
killing of permanent patches. As a side effect. this means that fires can overlap and exist at the 
same time as the permanent patches, but since the permanent patches occupy a maximum of 
6% of the potential habitat (23 ha out of 382 ha), I do not think that this caused a serious 
inaccuracy in the model. 
Table 16: The area distribution of fires simulated by MANAGE, based purely on the 
distribution observed in RSPB fire data, or adjusted for the effect of truncation within the Holy 
Island landscape. 
Area of fire, ha Relative frequency Relative frequency 
after adjusting for 
"cut" option 
0.0484 6 3.181 
0.1212 6 5.382 
0.1608 6 5.443 
0.2511 6 5.284 
0.3514 6 5.363 
0.5341 6 6.253 
0.7592 6 7.460 
1.0031 6 8.342 
2 1 1.274 
6 2 2.409 
9 1 1.963 
15 1 2.377 
90 1 14.196 
To define the sizes of individual fires within the MANAGE model, I used the RSPB fue data 
again. I ranked the 54 fires by area (disregarding the year of the flte) and split them into nine 
equal-frequency bins. The median of each of bins 1-8 became one of the fire sizes used by 
MANAGE, but the last bin was broken down further (because it contained fues between 2 
and 90 hectaresl), so each observation. rounded to the nearest hectare, became one of the fue 
sizes used by MANAGE (see table 16). When I attempted to simulate these fues assuming 
that they must be fitted into the potential habitat ("fit" option, see section 2.2.3), there was 
frequent disturbance failure. However, it proved fairly simple to run a test simulation, 
assuming that fires are truncated at the edges of potential habitat ("cut" option, see section 
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2.2.3), then use the output data on th distribution f tir iz s at th nd f this imuL ti n t 
calculate a correction factor for each fire size in the MAN input. h adjust d 
frequencies are given in the last column of table 16, and figur 26 h w h w t:hi adjustm nt 
brings the patch size distribution in the model do er to th ob rved tire siz ill tributi n. 
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Figure 26: The distribution of fire sizes at the end of simulation (black line ) compared to th · 
distribution observed in the RSPB fire data (thick grey line), for two alt rnative imulation 
regions (South Stack management unit alone or whole of Holy Island) and tw input iz 
distributions (given in table 16). 
Metapopulation parameters for P. arglls had aIr ady b n btain d by param t risin th 
limestone system in North Wales (see chapt r 5, tabl 13). H w r ~ r th simulati n 10 
this chapter I was concerned about the influ nc f th r f~ t (R= 1, n i ), 
which had been assumed but not te ted in the param terisati o. I su P t d th , t thjs uld b 
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unduly optimistic for a landscape which would contain many small remnants of old flres (see 
the explanation of patch killing above), which would have low quality, but which would keep 
getting colonised even if they were certain to go extinct in the next time step. Therefore, for 
completeness, I ran simulations both with and without the rescue effect. 
As a set of baseline scenarios, which would represent the best available prediction of the long-
term future of the Holy Island metapopulation, I ran simulations with all combinations of 5 
factors that created uncertainty: 
1. two methods of defining permanent habitat, or no permanent habitat; 
2. South Stack management unit (with more reliable information) simulated alone, or the 
whole island (extrapolating the disturbance rate); 
3. two disturbance types; 
4. size adjustment or not; 
5. rescue effect or not, 
which led to 48 scenarios in total. Each scenario was replicated 100 times for 500 years. This is 
not to imply that I am predicting the population size in 2504, but that I am sampling the long-
term average population produced by a given disturbance regime, which I wanted to be 
independent of the starting conditions. A GLM was used to analyse which factors affected 
extinction probability in the simulations. The area of occupied patches multiplied by their 
quality, then summed, gives an index of the population size. Differences in population index 
were tested by non-parametric Kruskal-Wallis tests because the data were non-normal and 
showed considerable inhomogeneity of variance (Zar 1984). 
Based on the results of the baseline scenarios, I carried out two sets of follow-up simulations 
that were more exploratory in nature. The first examined the effect of a reduced burning rate, 
and the second examined the effect of increasing the portion of permanent habitat while 
maintaining the same overall carrying capacity. The rationale for these simulations is explained 
in the results section. 
6.3 Results 
Based on the current habitat and disturbance regime, MANAGE predicted that the Holy 
Island metapopulation of P. argus has a very low extinction risk, not more than 10% in 500 
years for South Stack, and not more than 8% in 500 years for the whole of Holy Island (23 ha 
and 14.5 ha columns in table 17). However, its survival was crucially dependent on the 
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presence of some permanendy suitable habitat: in model scenarios where there was no 
permanent habitat, MANAGE predicted that the metapopulation is very likely to go extinct 
within 100 years (right hand two columns in table 17). The binomial GLM (table 18) shows 
that the extinction risk was increased if the South Stack management unit was modelled in 
isolation, if disturbance type 1 (flat-topped habitat quality proflle) was used, if there was no 
rescue effect, or if the fire sizes were adjusted (increasing the rate of the largest fires, see table 
16), but all these effects were small relative to the effect of removing permanent habitat (table 
17 right hand side). There were three significant interactions between factors in the GLM 
(table 18): region*permanence Oack of permanent patchis is relatively worse for South Stack 
than for the whole island), disturbance type*size adjustment (size adjustment is especially bad 
for disturbance type 2) and disturbance type*rescue effect (the rescue effect is especially good 
for disturbance type 1). 
Table 17: Extinction percentages for the Holy Island metapopulation in 500 years of 
simulation using all combinations of 5 factors: Permanent habitat (15 patches totalling 23 ha; 
12 patches totalling 14.5 ha; none), region simulated (ss= South Stack management unit only; 
whole= whole island; figure in brackets gives the percentage of carrying capacity provided by 
permanent rather than successional habitat patches), disturbance type (the two disturbance 
profiles parameterised in chapter 4), size adjustment (ify, frequencies of different fire sizes 
were adjusted to account for patch truncation at heathland edges, see methods) and rescue 
effect (ify, R= 1). The table body gives number of extinct runs out oflOO. 
~ 
Amount of permanent habitat I 
= 
23ha 14.5 ha none 
u .... 
u § CJ (median no. years to ~ ~ tl5 extinction in brackets) l'!S u ] j ~ 
u CJ whole whole whole rn rn S8 SS S8 
.... .~ ~ ~ en (27%) (21%) (19%) (14%) 
1 n y 1 1 1 a 100 (43) 95 (86) 
n 1 1 4 3 100 (29) 99 (12) 
y y 2 1 5 3 100 (17) 100 (22) 
n 9 5 10 8 100 (17) 100 (19) 
2 n y a a a a 98 (86) 88 (136) 
n a 1 2 1 98 (63) 85 (159) 
Y Y 1 2 5 5 100 (17) 100 (19) 
n 5 1 10 7 100 (17) 100 (22) 
Comparing scenarios with 23 ha versus 14.5 ha of permanent habitat, there was a decrease in 
extinction risk of the entire metapopulation (table 17, table 18) but there was no significant 
increase in the population size in the successional habitat (figure 27a-b; Kruskal-Wallis test 
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wider landscape. The difference in extinction ri k b tw nO and 23 ha p rma.n nt habitat was 
more than 10 times larger than the difference in extincti n ri k b t:w n 14.5 ha and 2 ha 
permanent habitat (in logit transformation, e table 18 right hand sid ). 
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Figure 27: The effect of amount of permanent habitat on the population index of successional 
habitat (a,b) and the overall area occupied (c,d) after 500 years of imulation. The population 
index is calculated as occupied area*quality. 800 observations contribute to each box plot 
(results were pooled with respect to disturbance type, size adjustment and rescue effect). Grey 
horizontal lines in (c,d) show the area occupied in 2004, the imulation starting condition. 
Filled triangles in (c,d) show the area of permanent habitat present, in (d) ounting just the 
permanent habitat within the South Stack management unit. 
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Table 18: Results of a GLM fitted to the data on run extinction after 500 years for all 48 
scenarios in table 17, showing which factors intluenced extinction rate, and the relative 
strength of their effects. Factors are as in table 17; whole= whole of Holy Island, ss=South 
Stack management unit, dt= disturbance type. 
Effect sizes (units are logit 
Significance of factors (extinction probability» 
factor deviance p ('I} test) comparison effect 
whole vs. ss 
(when 23 ha -0.5 
regton 17.4 <0.001 permanent patches) 
permanence 5110.8 <0.001 55 whole 
region*permanence 13.4 0.001 14.5 ha vs. 23 ha +0.7 +0.8 
none vs. 23 ha +10.6 +8.9 
dt2 vs. dt1 
(when no rescue and -2.2 
disturbance type (dt) 13.1 <0.001 no size adjustment) 
size adjustment 88.8 <0.001 dt1 dt2 
rescue effect 14.5 <0.001 size adjust y vs. n +1.4 +3.2 
dt*size 17.8 <0.001 rescue y vs. n -1.1 -0.3 
dt*rescue 4.2 0.04 
The average area occupied in the scenarios that survive for 500 years tended to be higher than 
that observed in 2004 (the starting condition, see figure 27). This could indicate that these 
scenarios are overly optimistic, perhaps because the burn rates recorded in the South Stack 
area are higher than the average across Holy Island, and/or because not all bums produce 
equally suitable habitat. Therefore, I carried out a series of simulations to evaluate 
approximately what burning rate would be required to maintain the 2004 area occupied. The 
results of these scenarios are shown in figure 28 and table 19. 
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Figure 28: The effect of reducing burning rate on the population index for successional habitat 
(a-c) and the overall area occupied (d-f) after 500 years of simulation, dependent on the 
amount of permanent habitat (23 ha a,d; 14.5 ha b,e or none c,f). The grey box plots in (a-c) 
show the carrying capacity of successional habitat, which reduce a the bumin rate reduces 
(in each of a and b there is one outlying grey point beyond th pi tted rang ). The upper g rey 
horizontal lines in (d-f) show the area occupied in 2004, the imulati n starting condition. The 
lower lines show the area of permanent habitat present. All scenarios used th whole of Holy 
Island, disturbance type 1, size adjustment and no rescue ffect (R= 0). 
Table 19: The effect of reducing the burning rate on the extincti n rat in 500 year imulations. 
Number of extinct runs out of100 is shown. All scenario used th v hoi fH Iy Island, 
disturbance type 1, size adjustment and no rescue effect (R= 0) . Th s enarios marked with t 
and :J: were used as the basis for further simulation , ee fi 
burning rate 23 ha permanent 14.5 ha perman 
original 5 8 
% 6 11:1: 
% 15 22 
1/ 4 23 40 1 
0 50 74 n h,bitat 
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Between a quarter and a half of the original burning rate would be expected to maintain the 
original area occupied if 23 ha of permanent habitat was available (coincidence of box-plots 
and the upper grey line in figure 28d). However, half to three quarters of the original burning 
rate would be required to maintain the original area occupied if only 14.5 ha of permanent 
habitat was available (figure 28e). Those scenarios that reproduced the 2004 occupied area on 
average, also had an appreciable risk of extinction (more than 10% in 500 years, see table 19 
and figure 28), and it is clear that the permanent patches could not sustain a metapopulation 
by themselves (final row in table 19) so the future of this metapopulation in the absence of 
continued burning is by no means assured. 
The permanent patches' influence on the populations in the successional patches became 
clearer as the metapopulation approached the extinction threshold. For all the scenarios with a 
reduced burning rate, there was a significant difference in the population size on successional 
habitat between the scenarios with 23 and 14.5 ha of permanent habitat (figure 28a-b; 
Kruskal-Wallis test X2=83, p<O.OOl; X2=4.5, p<0.034; X2=4.0, p<0.046 when burning rate was 
V4, % and %, respectively). 
In all the scenarios presented so far, I used the actual location and estimated amount of 
permanent habitat on Holy Island (the larger amount, representing all areas that were 
occupied continually from 1983 to 2004, or the smaller amount, representing the subset of 
those areas that are within 125 m of the coastline). This is valuable for the planning of 
conservation on Holy Island, but it is less useful for determining the value of permanent 
habitat generally. In particular, as the burning rate was decreased in the simulations shown in 
figure 28, the proportion of permanent habitat increased. To correct for this I ran a set of 
scenarios with the same overall average carrying capacity, but different proportions of 
permanent habitat. To set up these scenarios, for each of 100 replicates, the starting set of 
patches was the set of patches present at the endpoint of one replicate of the scenario marked 
with t in table 19. I set all these patches to be occupied at t= 0, and I randomly selected 
patches to be permanent, until the desired area of permanent habitat was reached (and set the 
quality of the permanent patches to be 0.45, as for the observed permanent patches). I ran 6 
scenarios with proportions of permanent habitat (in terms of carrying capacity: area*quality) 
increasing from 5% to 100%, and the burning rate decreasing so as to produce the same 
average carrying capacity overall. For comparison between observed and randomly-selected 
permanent habitat, note that the scenario marked with t had the same carrying capacity on 
average as the scenario marked with :I: in table 19, (which has the observed 14.5 ha of 
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permanent patches and % of the original burnin ra 1 adin t 1 % f 
permanent). 
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evident (figure 29a), which could be due to the considerable variability between runs in the 
distribution of permanent habitat, and within runs in the amount of successional habitat 
available (figure 29b). Interestingly, the observed distribution of permanent habitat was much 
more beneficial for the metapopulation than the same amount of randomly distributed habitat: 
with the observed distribution of permanent habitat, 18% permanent (by carrying capacity, 
not by area) led to 11 % extinction in 500 years, whereas 25% randomly-distributed permanent 
habitat led to 67% extinction in 500 years (figure 29a). With randomly selected permanent 
patches, at least 50% permanent habitat was needed to maintain the 2004 area occupied 
(figure 29c). 
The observed permanent habitat may be better than a random distribution of patches because 
the observed permanent habitat is concentrated on Penrhosfeilw Common. I calculated the 
connectivity of permanent patches in the simulated landscapes, assuming only permanent 
patches were occupied, and compared the sum of these connectivities to the sum of 
connectivities of the observed landscape with 14.5 ha permanent. Of the random landscapes 
with 25% permanent habitat, 94% had lower connectivity sums than the observed landscape, 
and of the random landscapes with 50% permanent habitat, 64% had lower connectivity sums 
than the observed landscape. 
6.4 Discussion 
My modelling of P. a'ElIs on Holy Island was based on integrating a large amount of data from 
several sources: population parameters based on the limestone grassland metapopulation, 
habitat quality based on empirical relationships between P. Q'l.IIS, L niger and vegetation height, 
and the fire sizes and frequency based on RSPB records. I have shown that the 2004 
population is likely to be maintained and even increased if the recent rate of burning 
continues, but only if permanent habitat is also present. It is important to note that, although 
the burning rate could be reduced substantially without risking the metapopulation's survival, 
the permanent habitat could not sustain a metapopulation on its own. 
The metapopulation of P. Q'l.IIS could survive almost as well on the South Stack management 
unit in isolation, as on all of the heathland on Holy Island, which has approximately double 
the area. The explanation for this is probably that South Stack has the two largest blocks of 
contiguous heath (figure 25), and the majority of the permanent habitat. The permanent 
patches are closer to one another than random fire-created patches (as shown by the summed 
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connectivity), and this contributes gready to the stability of the metapopulation as a whole, by 
producing extinction-resistant cores (cf. star on figure 29a). The benefit of large contiguous 
blocks of heath is that a single disturbance is unlikely to affect the whole block, and so the 
block is unlikely to suffer botdenecks in habitat availability that might cause local extinction. 
This is borne out by a study of southern english heaths which found that no heathland block 
larger than 50 ha had lost its P. argus population, although many smaller blocks had (Thomas ct 
al. 1998). 
If the burning rate was higher than observed (a situation I did not simulate), one might expect 
that the metapopulation could survive without the permanent habitat. However, while there is 
more habitat available as the burning rate increases, there is also a higher probability of 
patches overlapping and "killing" each other (recall that in the model I assumed that fires land 
randomly and "kill" patches they overlap). The effect of this can be seen in figure 28 (a-c, the 
grey boxes show that as burning rate increases linearly, the carrying capacity of habitat 
increases slower than linearly). In the simulations with the observed burning rate, just over 
half of habitat patches were "killed" before the 18th year of succession, (the mean fire return 
interval was roughly 26 years). Therefore, I think it possible that, even with a gready increased 
burning rate, one could never reduce the extinction rates from over 99% (as resulted from 
most scenarios without permanent habitat, table 17) to less than 2% in 500 years (as resulted 
from most scenarios with permanent habitat, table 17). The amount of burning is extremely 
variable from year to year, and individual bum sizes also vary enormously. If managers are to 
intervene to help the P. argus metapopulation, I think it would be most valuable to even out 
this burning rate to ensure a reliable supply of suitable habitat. It would obviously also be 
desirable if managers could prevent a fire killing off an existing population. 
In future work it would be valuable to apply this model to heathland landscapes in southern 
England where there is more concern about P. argus declines. Thomas ct a/ (1999) attempted to 
define habitat patches for P. argus in Dorset heathland and predicted their likely occupancy by 
comparing to patches of a similar size and connectivity in the North Wales limestone 
metapopulation. However, this approach did not take the habitat dynamics into account and, 
as I have shown in chapter 5, these will tend to result in lower occupancy of heathland patches 
for a given connectivity and area. Because it is warmer in the south, P. argu/s niche it is a litde 
later in the successional cycle. I hoped to f111d the relationship between ground temperature 
and habitat suitability for P. argus, which could then have been applied to different climates, in 
chapter 4, but the data I obtained did not allow this. The quality-time prof.tles that I 
parameterised in that chapter will probably need some modification to be applicable to 
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southern England. However, even more important than this parameterisation, will be the 
identification of permanent habitat, or parts of the landscape where succession will be 
especially slow (for example, the quarries on Holy Island). Even if these represent a small 
proportion of the total habitat, they could be disproportionately important to the survival of 
the metapopulation. 
I have shown that, even if permanent habitat is randomly selected from the landscape, a few 
permanent patches can save the meta population from extinction. If this is found to be a 
typical result in many landscapes, it could become the basis of important conservation 
principles: firstly that maintaining fragments of permanent habitat is almost always 
worthwhile, but also that the species most at risk will be the ones without access to any 
permanent habitat. 
6.5 Summary 
• I used simulations of fires in the MANAGE model to assess the viability of the P. 
ar;gus metapopulation on Holy Island. 
• The viability is most strongly affected by the presence of certain areas of permanent 
habitat - there is much more variability in outcome due to this than due to uncertainty 
about the size, type and amount of disturbance. 
• The observed patches of permanent habitat are highly aggregated in the landscape, 
which makes them more valuable for metapopulation persistence than the same 
amount of randomly placed permanent habitat. 
• The relative importance of, and the potential for synergy between, successional and 
permanent habitat will be relevant to many other conservation case studies, and should 
be a high priority for theoretical research in future. 
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7 General discussion 
This thesis has described the development of a new dynamic landscape metapopulation 
mode~ MANAGE, which effectively bridges the gap between those published models that are 
generalised and those that are very intricately structured. It has proven possible to use this 
model both to gain an understanding of principles underlying the dynamics of 
metapopulations occupying temporary habitats, and to identify specific management options 
to facilitate the conservation of such systems. I have applied the model to two case studies: 
the Heath Fritillary (Melitaea athalia) populations in the Blean Woods, Kent (chapter 3), and 
the Silver-studded Blue (Plebf!Jus argus) in North Wales (chapters 4-6). These are both UK 
Biodiversity Action Plan priority species, and my work has led to insights into how the 
populations might be managed: Firsdy, I found that the BAP target for the Heath Fritillary 
could either be met by approximately doubling the coppicing effort, or by concentrating the 
existing effort into one of the larger woodland blocks (chapter 3). Secondly, I found both 
heathland burning and the permanendy-suitable habitat close to the coast are required to 
sustain the metapopulation of the Silver-studded Blue in the South Stack area of Anglesey, so 
both short- and long-lived kinds of habitat are important to conserve, but the permanent 
habitat is much more important than its area alone would suggest (chapter 6). 
I employed different methods for parameterising the MANAGE model for each study species, 
depending on the types of data available. For the Heath Fritillary I used parallel disturbance 
(coppicing) and population presence data for a few consecutive years. Consecutive years of 
data, with exact knowledge of the age of patches, is the ideal type of data to estimate 
colonisation and extinction parameters in this kind of system; the only drawback to the data 
set was the lack of isolated patches which would allow one to test the butterfly's long-distance 
dispersal ability. For the Silver-studded Blue in North Wales, population surveys had been 
carried out at seven-year intervals, and the disturbance history of most patches was not 
known, so a different approach to parameterisation was needed. I parameterised habitat 
quality based on a detailed study of one heath (penrhosfeilw Common), including the 
influences of vegetation height, distance from the sea, and the presence of mutualist ants. 
However, despite the intensive data collection, my resulting model of habitat quality had 
considerable associated uncertainty (chapter 4). I fitted the parameters of the incidence 
function model (parameters that govern colonisation and extinction) for the Silver-studded 
Blue using the population data from the limestone grassland biotope, where the habitat is 
effectively permanent (chapter 5). For this parameterisation, it was an advantage that the 
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surveys were widely separated in time, because they were able to represent more or less 
independent samples from the metapopulation's dynamic equilibrium. I used two different 
approaches to modelling the habitat dynamics of the heathland metapopulation of Silver-
studded Blues in chapters 5 and 6, because the aims of the modelling exercises were very 
different. Firsdy (chapter 5), I aimed to test whether the modelling of habitat dynamics was 
necessary to reproduce the occupancy patterns observed in the heathland metapopulation (it 
was; a static habitat model was not sufficient). In order to achieve this, I made the habitat 
dynamics as simple as possible and always included the observed patches. Secondly (chapter 
6), I aimed to model a disturbance regime as close as possible to the real disturbance regime, 
in order to assess the long-term viability of this metapopulation. Therefore I used the fire data 
provided by the land managers to parameterise the fue regime, and included the permanent 
habitat for which I had found evidence in chapter 4. 
The most important general result in this thesis for ecologists and conservation biologists is 
the demonstration that temporal changes in habitat can obscure the relationship between 
patch occupancy and patch connectivity (chapter 5). This has important implications for the 
debate about whether many real populations actually fit the metapopulation paradigm. If a 
connectivity-occupancy relationship is not evident from a species distribution, this has 
frequendy been used to argue that metapopulation dynamics do not playa role in shaping that 
distribution (e.g. Wading & Donnelly 2006; Pellet et al. 2007). For this argument to be valid 
one would need to be sure that the spatial distribution of habitat, and furthermore, the relative 
quality of habitat patches, had not changed for many generations. In a dynamic landscape of 
habitat, extinctions are inevitable, and some means of colonising newly appeared habitat is 
necessary if the population is to survive at all. Therefore, even if dispersal is global, it could be 
argued that these systems are metapopulations - debate about the label is less important, I 
believe, than debating whether a spatially explicit model is needed, and if so whether it should 
be patch based or grid based, etc. Employing a particular model to summarise a particular set 
of populations is only ever a means to an end: to answer an ecological or management 
question, and the model that is used can and should be varied according to the question at 
hand. 
7.1 How MANAGE is useful 
MANAGE bridges the gap between the simplest simulation models for a dynamic landscape 
(those with identical patches and simple, universal rates of disturbance and recovery) and the 
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most complex (e.g. those with vegetation growth and within patch population dynamics 
submodels). For this thesis I have used MANAGE in quite detailed case studies and so my 
simulations had a large number of parameters (different management units with complex 
shapes, numerous different patch sizes, different shaped quality promes, etc). However, 
MANAGE could also be used to answer very general theoretical questions, with the fewest 
possible parameters. For example, the landscape could be a uniform expanse of potential 
habitat, and patches could all be the same size with a uniform quality prome. MANAGE has 
been designed with the idea of putting it into the public domain (as SPOMSIM is, Moilanen 
1999), so other researchers will be able to employ it in a wide variety of case studies in the 
future. 
A unique feature of MANAGE is its range of options for simulating a dynamic landscape. To 
my knowledge no other dynamic habitat metapopulation model has been designed with such a 
systematic approach to the habitat variables that really matter from the modelled species' point 
of view. These variables are: patch sizes, patch locations, the rate of patch creation (and its 
variability), the overall carrying capacity of the system (which depends on the quality-time 
profile as well as the other variables), and the question of whether newly created patches can 
obliterate existing patches. We attempted to design the model so that all of these variables 
could be controlled, but it soon became clear that in some cases they could not be varied 
independently. For example, patch size and patch location interact because a large patch 
cannot be placed in a small fragment of potential habitat- this is of course a feature of the real 
world as well as of the model. Logically, one or more of the specified landscape parameters 
(patch size distribution, patch location distribution or overall amount of habitat) has to be 
relaxed if there is a conflict like this. We decided to allow the user choice over which 
parameters take precedence, because one can imagine real world scenarios where each 
parameter might. So, one can either maintain the patch size by searching for a new location 
(with the side effect that locations are no longer random), or maintain the location by making 
the patch smaller (with the side effect that the output patch area distribution is no longer the 
same as the input patch area distribution). In the latter case, one can choose to prioritise the 
overall amount of habitat by specifying patch creation rate in terms of area rather than in 
terms of numbers of patches. This is an example of the systematic design approach which 
allows MANAGE to be used in a wide variety of situations, without becoming overburdened 
with environmental detail. 
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7.2 Comment on parameterisation 
Previous authors have commented on the difficulty of getting adequate data for 
parameterising dynamic landscape metapopulation models (e.g. Snall et al. 2005b; Wintle et al. 
2005). The case studies in this thesis are clearly based on more data than would be available 
for most species and landscapes. Even so, I did not really have enough data to allow it to be 
split into parameterisation and validation sets. In chapter 5 I used the numbers of occupied 
patches and the connectivity-occupancy slope to rule out static scenarios that were 
incompatible with the data, but it was not possible to do such a full enumeration of dynamic 
landscape scenarios. The best prospects for validating a dynamic landscape metapopulation 
model arise when the landscape history is known. If the managers of the Blean Woods 
continue to collect coppicing and population data for a few more years, there would be a great 
opportunity to test the parameterisation I have used in chapter 3. 
As the importance of landscape dynamics becomes more widely recognised, it will hopefully 
prompt more collection of data on historical and current disturbance regimes. In the 
meantime, it is still valuable to attempt to derive rules of thumb for use in conservation in 
dynamic landscapes, based on generalised simulations over a wide range of parameters. 
7.3 Possible conservation rules of thumb 
Some of the relationships which can be seen in my case studies are probably universal and can 
be predicted from theory. Most obviously, occupancy is lower in a dynamic landscape than in 
an equivalent static landscape (chapter 5 and Johnson 2000b; Amarasekare & Possingham 
2001). Also, a small amount of permanent habitat alters the extinction threshold of the entire 
metapopulation, even if it has little effect on the equilibrium population size (chapter 6 and 
Hastings 2003). Hastings' (2003) analysis suggests that it is always better to have a few long-
lived patches than an equivalent lifetime "shared" between many shorter-lived patches. 
However, this is based on a deterministic model. In a stochastic model, Frank (2005) shows 
that the benefit of having heterogeneous patch sizes (a few large and many small, versus all the 
same size) is lessened or reversed compared to the equivalent deterministic model. It seems to 
me that the same principle might apply with heterogeneous patch lifetimes, and the results of 
this calculation could lead to a much more robust rule of thumb for conservation. 
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Temporal variation in the amount of habitat created as a negative impact on the 
metapopulation size and increases the likelihood of extinction in my simulations and in 
previously published ones (chapter 3 and e.g. Boughton & Malvadkar 2002). Spatial 
aggregation in the disturbances has also been predicted to have a negative effect in previous 
simulation studies (Johst & Drechsler 2003; Vuilleumier et al. 2007), but by contrast, an 
aggregated distribution of disturbance is beneficial in the Blean Woods metapopulation 
(chapter 3). The reason for this discrepancy is probably the fact that disturbances can't kill 
existing patches in my simulations (because in coppiced woodland the Heath Fritillary 
butterflies are eliminated by succession before the trees are ready for cutting again), combined 
with the fact that concentrations of habitat remain in the same management units throughout 
the simulation (whereas in the previously mentioned studies the pattern of spatial aggregation 
was different every time step). Therefore, one cannot express a general rule of thumb about 
the effect of spatial aggregation - it depends on the details of the habitat dynamics, and 
probably also on the scale of aggregation relative to the dispersal distance of the organism. 
There is a clear need for more research in this area. 
7.4 Wider implications 
If humans are actually to achieve environmental sustainability - stabilising our populations and 
resource use and the loss of biodiversity - we need to be much smarter about the ways we 
manipulate landscape dynamics. Disturbance is by definition destructive and causes the 
extinction of local populations, or at least sets back their growth, but organisms are adapted to 
certain amounts and modes of disturbance, and some species absolutely require disturbance to 
create favourable microhabitat conditions or to release them from competition with other 
species. Hence, it is often held that an "intermediate" level of disturbance maximises 
biodiversity (e.g. Moloney & Levin 1996, reviewed in Hobbs & Huenneke 1992). Natural 
disturbance regimes (under which species evolved) cannot play out on a highly fragmented, 
human dominated landscape, but we may be able to put in place surrogates that play the same 
role in allowing species to coexist. To do this we must understand how the disturbances and 
the disturbed communities interact (for example realising that fire suppression causes fires to 
be bigger and hotter when they do happen). 
We know that crop rotation can be an effective way to suppress crop pests because it takes 
time for the pests to colonise. By the same principles, we must avoid "rotating nature 
reserves", because this is likely to leave many species unable to keep up, especially species such 
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as parasites that require their host to colonise first. We should be wary of this when habitat 
restoration is suggested as a means to mitigate development. On the other hand, we might be 
able to use landscape dynamics as a tool to limit the spread of invasive species. For example if 
a certain invasive plant is favoured by domestic grazing animals, one might be able to graze a 
small area for a short time, then move the animals a good distance away and leave the natural 
vegetation to regenerate. 
Climate warming is likely to lead in some regions to a higher frequency and severity of some 
disturbance types, especially storms and fires. Planning for biodiversity needs to take this into 
account: we will need greater areas of natural habitat to combat the increased extinction risk. 
Furthermore, the climate change itself will change the distribution of suitable habitat for each 
species. The "creation" of new habitat patches at range margins where the climate is 
improving (new favourable microclimates and habitats), and loss of suitable locations where 
climate is deteriorating ~oss of suitable microclimate) are similar in some respects to the 
processes modelled here. Possibly, manipulating succession to create a small-scale patchwork 
of contrasting micro-climates could aid species in adjusting their geographic range to the new 
climate. 
7.5 Conclusion 
In any situation where habitat suitability fluctuates through time, this is predicted to have a 
negative impact on the equilibrium amount of habitat occupied (all else being equal). This 
means that classical metapopulation models, if applied to such situations, are likely to give 
overly optimistic results, with potentially serious consequences for conservation. A dynamic 
habitat metapopulation model, like MANAGE, can help us to understand the large-scale and 
long-term impacts of landscape dynamics on individual species. It can help in conservation 
planning in the face of uncertainty: for example, future disturbance regimes can be explored 
by using different scenarios, and one can also quantify the effect of different manmade 
disturbance strategies. Many, if not most, habitat types that occur as discrete patches are also 
temporary. Therefore, although a dynamic habitat model requires more parameters than a 
classical patch occupancy metapopulation model, it is potentially applicable to many more 
species and landscapes. Ultimately, a better understanding of the spatio-temporal constraints 
on species distributions can help us to understand how species co-exist with each other, and 
to understand how we might avoid the loss of biodiversity in a rapidly changing world. 
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Appendix 1: Raw data from the P. argus surveys of North Wales 1983-2004 
Appendix table 20: Data from the four North Wales P. argus surveys, including patches of unoccupied, suitable limestone grassland habitat. The co-
ordinates are measured on the British National Grid, and are averaged across all years a patch was surveyed. Density is the estimated density of adults at the 
peak flight period, based on a transect count. The localities used for the analyses in chapter 5 are Silver Bay, South Stack Cliffs, Penrhosfeilw and Trearddur 
(all on Holy Island, Anglesey) and Creuddyn Peninsula, Great Orme, and Uandulas (all on mainland). The Id numbers can be used to identify each of the 
patches in these localities on the maps in figures 32-40. 
Id 
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61 
62 
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66 
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m 
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355,780 
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average, 
m 
385,950 
381,362 
355,896 
385,550 
336,925 
336,385 
336,311 
336,795 
337,333 
337,472 
337,602 
336,904 
336,669 
337,114 
337,289 
337,533 
337,060 
337,235 
375,035 
Area 
1983, ha 
0.900 
1.506 
0.106 
0.139 
0.125 
4.057 
0.222 
0.408 
0.368 
3.978 
Area 
1990,ha 
0.900 
1.506 
0.130 
0.141 
0.117 
4.471 
0.121 
0.408 
0.384 
0.043 
0.478 
0.138 
0.175 
0.023 
5.372 
Area 
1997, ha 
0.050 
0.084 
0.155 
3.963 
0.247 
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Appendix table 20, continued 
Id 
37 
38 
305 
306 
307 
308 
309 
310 
311 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
107 
108 
109 
110 
111 
113 
114 
115 
116 
129 
Biotope 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Loca1i~ 
Silver Bay 
Silver Bay 
Silver Bay 
Silver Bay 
Silver Bay 
Silver Bay 
Silver Bay 
Silver Bay 
Silver Bay 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
X co-ord I Y co-ord 
average, 
m 
229,345 
229,100 
225,976 
225,897 
226,000 
226,877 
228,809 
228,890 
228,868 
220,725 
220,949 
220,886 
220,766 
221,154 
221,476 
221,853 
222,339 
222,668 
222,631 
222,922 
221,027 
221,049 
220,814 
221,021 
220,955 
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220,620 
221,780 
222,012 
222,110 
222,167 
222,213 
average, 
m 
375,871 
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375,779 
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Appendix table 20, continued 
Id 
117 
118 
119 
120 
203 
204 
205 
206 
300 
15 
21 
22 
23 
24 
25 
26 
27 
28 
106 
29 
30 
31 
32 
33 
35 
101 
102 
103 
104 
105 
201 
301 
130 
Biot~ 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Heath 
Locality 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
South Stack Cliffs 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Penrhosfeilw 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
Trearddur 
X co-ord I Y co-ord 
average, 
m 
222,385 
222,427 
222,208 
222.503 
220,694 
222,310 
222,394 
222,432 
223,122 
221,843 
222,454 
222,726 
222,634 
222,730 
222,792 
222,921 
222,971 
223,136 
222,857 
225,696 
226,133 
225,933 
225,848 
225,830 
225,998 
225,493 
225,459 
226,135 
226,139 
226,098 
225,939 
226,099 
average, 
m 
382.492 
382,561 
382.589 
383,347 
382,241 
382.667 
382.663 
383,212 
381,892 
379,900 
379,562 
379,617 
379,751 
379,736 
379,862 
379,902 
379,969 
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Appendix table 20, continued 
Id 
304 
143 
144 
145 
146 
147 
148 
150 
151 
152 
153 
155 
156 
157 
158 
159 
160 
216 
217 
320 
321 
322 
323 
324 
325 
326 
327 
71 
76 
77 
78 
80 
131 
Biotope 
Heath 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Locality 
Trearddur 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
Creuddyn Peninsula 
GreatOnne 
GreatOnne 
GreatOnne 
GreatOnne 
GreatOnne 
X co-ord I Y co-ord 
average, 
m 
226,002 
281,309 
281,819 
281,823 
281,769 
281,702 
281,582 
281,324 
281,277 
281,018 
279,867 
280,028 
280,268 
280,524 
281,128 
282,215 
283,100 
283,161 
283,242 
282,053 
280,278 
280,139 
281,075 
280,493 
281,391 
281,478 
278,185 
276,168 
277,169 
277,936 
277,831 
277,595 
average, 
m 
376,886 
382,165 
382,539 
382,350 
381,717 
381,646 
381,748 
381,905 
381,636 
382,043 
380,961 
378,668 
378,719 
378,881 
378,937 
379,750 
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379,817 
379,827 
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382,659 
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383,150 
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1983, ha 
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1990, ha 
1.021 
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Appendix table 20, continued 
Id 
141 
208 
209 
210 
211 
212 
213 
81 
82 
84 
85 
86 
87 
88 
89 
90 
91 
92 
94 
95 
96 
161 
162 
163 
218 
219 
220 
221 
222 
223 
328 
332 
132 
Biot()pe 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Locality 
GreatOrme 
GreatOrme 
GreatOrme 
GreatOrme 
GreatOrme 
GreatOrme 
GreatOrme 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
Uandulas 
X co-ord I Y co-ord 
average, 
m 
278,008 
277,377 
277,777 
278,263 
278,127 
278,062 
277,692 
289,010 
289,738 
290,217 
290,376 
290,596 
290,686 
290,516 
290,663 
290,598 
291,287 
291,630 
291,707 
291,521 
291,331 
288,167 
288,645 
291,303 
290,392 
290,667 
291,710 
291,602 
291,915 
291,708 
288,422 
291,445 
average, 
m 
382,982 
382,937 
383,401 
382,886 
382,868 
382,881 
382,678 
377,259 
376,524 
376,429 
376,335 
376,539 
376,756 
376,831 
376,999 
377,359 
376,469 
375,896 
376,203 
377,203 
377,726 
377,554 
377,301 
376,164 
376,998 
377,249 
377,088 
376,880 
376,999 
376,043 
377,400 
377,232 
Area 
1983, ha 
2.062 
2.083 
0.236 
0.283 
1.348 
0.842 
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1.168 
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0.696 
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Appendix table 20, continued 
Id 
333 
334 
335 
336 
98 
131 
132 
133 
139 
140 
207 
312 
313 
97 
167 
169 
170 
171 
172 
173 
175 
176 
177 
179 
180 
181 
182 
183 
184 
185 
214 
215 
133 
Biotope 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Lime 
Locality 
Uandulas 
Uandulas 
Uandulas 
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Penmon 
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Prestatyn 
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Prestatyn 
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Prestatyn 
Prestatyn 
Prestatyn 
Prestatyn 
Prestatyn 
Prestatyn 
Prestatyn 
Prestatvll 
X co-ord I Y co-ord 
average, 
m 
294,780 
293,488 
293,808 
293,771 
262,817 
262,856 
263,028 
263,531 
263,067 
262,745 
263,443 
263,201 
262,708 
305,944 
306,256 
305,704 
305,778 
305,993 
306,679 
306,732 
306,818 
306,809 
306,500 
306,269 
306,124 
308,705 
307,144 
307,085 
307,188 
307,250 
306,791 
306,740 
average, 
m 
376,045 
377,187 
376,605 
376,639 
380,319 
380,589 
380,776 
380,714 
381,194 
381,623 
380,915 
380,869 
381,495 
380,329 
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379,307 
379,489 
379,895 
380,785 
381,007 
381,032 
381,114 
380,322 
379,004 
378,894 
380,066 
381,920 
381,826 
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382,150 
380,919 
380,640 
Area 
1983, ha 
Area 
1990, ha 
2.345 
1.504 
0.084 
1.427 
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6.985 
0.448 
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0.775 
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0.757 
0.283 
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0.255 
0.574 
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Area 
1997, ha 
2.382 
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2004, ha 
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Appendix table 20, continued 
Id 
314 
316 
224 
58 
121 
122 
Biotope 
Lime 
Lime 
Lime 
Moss 
Moss 
Moss 
Loca1i~ 
Prestatyn 
Prestatyn 
Tremeirchion 
Hafod Garregog 
Hafod Garregog 
Hafod Garregog 
Xco-ord 
average, 
m 
306,874 
306,829 
308,521 
260,104 
260,445 
260,483 
Y co-ord 
average, 
m 
381,093 
380,888 
371,895 
344,646 
344,840 
344,636 
Area 
1983, ha 
4.491 
Area 
1990, ha 
3.269 
1.769 
0.778 
Area 
1997, ha 
0.131 
3.175 
1.982 
1.503 
Area 
2004,ha 
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Appendix table 21: Details of patches that split or merged from one survey to the next. Sometimes this represents a true change in the habitat, but it could 
also be a difference in the surveyors' interpretation of where patch boundaries are (see maps in figures 32-40 for more details). The Id number is the same as 
that in table 20, and on the maps; the code is the identification code used by the surveyors in a particular year. 
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61 Prees Heath Heath 1983 1990 Sl Sib 2 s 355,743 336,922 355,752 336,904 0.106 0.102 1 1 
61 PreesHeath Heath 1983 1990 Sl Sla 2 s 355,743 336,922 355,680 336,979 0.106 0.028 1 0 
64 PreesHeath Heath 1983 1990 54 54-5 2 m 355,916 336,791 355,932 336,839 3.439 4.471 1 1 
64 PreesHeath Heath 1983 1990 S5 54-5 2 m 355,945 336,796 355,932 336,839 0.618 4.471 1 1 
68 PreesHeath Heath 1990 1997 S8 C 2 m 355,813 337,609 355,835 337,601 0.368 0.114 0 1 
68 PreesHeath Heath 1990 1997 SIS C 2 m 355,818 337,583 355,835 337,601 0.016 0.114 0 1 
126 PreesHeath Heath 1990 1997 Sl1 I 3 m 355,770 337,251 355,757 337,289 0.097 0.451 1 1 
126 PreesHeath Heath 1990 1997 S12 I 3 m 355,776 337,300 355,757 337,289 0.064 0.451 1 1 
126 PreesHeath Heath 1990 1997 S13 I 3 m 355,728 337,284 355,757 337,289 0.014 0.451 1 1 
7 South Stack Cliffs Heath 1990 1997 Hl4(l) H 2 m 221,844 382,341 221,866 382,399 0.156 0.226 1 1 
7 South Stack Cliffs Heath 1990 1997 H14(3) H 2 m 221,835 382,444 221,866 382,399 0.259 0.226 1 1 
14 South Stack Cliffs Heath 1983 1990 H9(2) H9(2) 2 s 220,809 381,867 220,729 381,923 1.81 0.239 1 1 
14 South Stack Cliffs Heath 1983 1990 H9(2) H9(2) 2 5 220,809 381,867 220,865 381,823 1.81 0.131 1 1 
14 South Stack Cliffs Heath 1997 2004 A 129 2 s 220,848 381,844 220,803 381,872 0.173 0.066 1 1 
-
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Year Year Code Code • u ;:: ... 8~ 8~ 0 0 ~ ~ 1j~ 1jr--~i Q..~ ur;:; ur;:; ~ ~ Id Locality Biotope 0 7 YrO Yr7 en a ~>o >->- ~>- >0>0 -< 0>- 0> 
14 South Stack Cliffs Heath 1997 2004 A 107 2 s 220,848 381,844 220,957 381,803 0.173 1.069 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 5 s 221,430 380,075 221,383 380,003 38.017 26.281 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 5 s 221,430 380,075 221,757 380,007 38.017 0.411 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 5 s 221,430 380,075 221,754 379,896 38.017 0.286 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 5 s 221,430 380,075 221,696 379,752 38.017 0.093 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 5 s 221,430 380,075 221,775 379,823 38.017 0.058 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 4 m 221,986 379,830 222,144 379,758 6.068 14.572 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 4 m 222,190 379,857 222,144 379,758 0.716 14.572 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 4 m 222,287 379,767 222,144 379,758 0.343 14.572 1 1 
15 Penrhosfeilw Heath 1983 1990 HI HI 4 m 222,319 379,598 222,144 379,758 2.24 14.572 1 1 
15 Penrhosfeilw Heath 1990 1997 HI A 6 m 222,144 379,758 221,602 379,950 14.572 47.195 1 1 
15 Penrhosfeilw Heath 1990 1997 HI A 6 m 221,383 380,003 221,602 379,950 26.281 47.195 1 1 
15 Penrhosfeilw Heath 1990 1997 HI A 6 m 221,757 380,007 221,602 379,950 0.411 47.195 1 1 
15 Penrhosfeilw Heath 1990 1997 HI A 6 m 221,754 379,896 221,602 379,950 0.286 47.195 1 1 
15 Penrhosfeilw Heath 1990 1997 HI A 6 m 221,696 379,752 221,602 379,950 0.093 47.195 1 1 
15 Penrhosfeilw Heath 1990 1997 HI A 6 m 221,775 379,823 221,602 379,950 0.058 47.195 1 1 
15 Penrhosfeilw Heath 1997 2004 A 113.1 2 m 221,602 379,950 221,703 379,884 47.195 30.146 1 1 
15 Penrhosfeilw Heath 1997 2004 B 113.1 2 m 222,107 379,983 221,703 379,884 0.18 30.146 1 1 
31 Treacddur Heath 1983 1990 H5(1) H5(1) 3 s 225,951 377,146 225,963 377,153 1.1 0.1 1 1 
31 Trearddur Heath 1983 1990 H5(1) H5(1) 3 5 225,951 377,146 225,867 377,109 1.1 0.046 1 1 
31 Treacddur Heath 1983 1990 H5(1) H5(1) 3 5 225,951 377,146 225,845 377,151 1.1 0.046 1 1 
33 Treacddur Heath 1983 1990 H5(3) H5(3+4) 2 m 225,782 377,065 225,823 377,034 0.385 0.671 1 1 
33 Trearddur Heath 1983 1990 H5(4) H5(3+4) 2 m 225,860 377,037 225,823 377,034 0.232 0.671 1 1 
153 Creuddyn Peninsub Lime 1997 2004 A 24 2 m 279,812 381,063 279,878 381,038 0.844 1.91 1 0 
153 Creuddyn Peninsub Lime 1997 2004 J 24 2 m 279,915 380,813 279,878 381,038 0.336 1.91 0 0 
71 GreatOrme Lime 1990 1997 GOI M 5 m 275,175 383,867 276,059 383,106 2.661 55.594 1 1 
71 GreatOnne Lime 1990 1997 G02 M 5 m 275,804 383,280 276,059 383,106 10.751 55.594 1 1 
71 GreatOrme Lime 1990 1997 G03 M 5 m 276,444 382,713 276,059 383,106 2.336 55.594 1 1 
71 GreatOrme Lime 1990 1997 G04 M 5 m 276,691 382,443 276,059 383,106 3.637 55.594 1 1 
71 GreatOrme Lime 1990 1997 G05 M 5 m 277,208 382,337 276,059 383,106 3.573 55.594 1 1 
76 GreatOrme Lime 1990 1997 G06 A 2 s 277,137 382,647 277.155 382,637 0.902 0.085 1 1 
76 GreatOrme Lime 1990 1997 G06 B 2 s 277,137 382,647 277,256 382,719 0.902 0.321 1 1 
-- -
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77 GreatOrme Lime 1997 2004 J 10 3 s 277,957 382,866 277,964 382,850 0.661 0.319 1 1 
77 GreatOrme Lime 1997 2004 J 9.1 3 s 277,957 382,866 277,855 382,866 0.661 0.125 1 1 
77 GreatOrme Lime 1997 2004 J 9.2 3 s 277,957 382,866 277,837 382,895 0.661 0.087 1 0 
78 GreatOrme Lime 1990 1997 G09 D 3 m 277,823 383,300 277,842 383,118 0.694 4.449 1 1 
78 GreatOrme Lime 1990 1997 G08 D 3 m 277,673 383,010 277,842 383,118 1.476 4.449 1 1 
78 GreatOrme Lime 1990 1997 GOtl D 3 m 278,069 383,164 277,842 383,118 1.062 4.449 1 1 
211 GreatOrme Lime 1997 2004 G 12.1 2 s 278,117 382,867 278,142 382,860 0.276 0.089 1 1 
211 GreatOrme Lime 1997 2004 G 12.2 2 s 278,117 382,867 278,131 382,877 0.276 0.065 1 1 
82 Uandulas Lime 1983 1990 DV2 DV2-3 2 m 289,516 376,575 289,767 376,504 0.689 1.666 t 1 
82 Uandulas Lime 1983 1990 DV3 DV2-3 2 m 289,910 376,493 289,767 376,504 1.394 1.666 1 1 
82 Uandulas Lime 1990 1997 DV2-3 D 2 5 289,767 376,504 289,518 376,570 1.666 0.33 1 1 
82 Uandulas Lime 1990 1997 DV2-3 E 2 5 289,767 376,504 289,948 376,476 1.666 0.248 1 1 
91 Uandulas Lime 1990 1997 DVll Q 2 5 291,270 376,513 291,282 376,584 1.497 0.574 1 1 
91 Uandulas Lime 1990 1997 DVll R 2 5 291,270 376,513 291,309 376,353 1.497 1.87 1 1 
91 Uandulas Lime 1997 2004 R 38.1 2 5 291,309 376,353 291,309 376,416 1.87 0.18 1 1 
91 Uandulas Lime 1997 2004 R 38.2 2 5 291,309 376,353 291,390 376,295 1.87 0.64 1 1 
92 Uandulas Lime 1997 2004 T 40 2 m 291,479 375,915 291,642 375,901 0.395 0.697 1 1 
92 Uandulas Lime 1997 2004 U 40 2 m 291,716 375,893 291,642 375,901 0.442 0.697 1 1 
95 Uandulas Lime 1997 2004 N 35.1 2 5 291,552 377,258 291,526 377,373 0.345 3.188 1 1 
95 Uandulas Lime 1997 2004 N 35.2 2 5 291,552 377,258 291,611 377,177 0.345 0.843 1 1 
163 Uandulas Lime 1990 1997 DV18 S 2 m 291,257 376,247 291,297 376,157 0.382 1.58 1 1 
163 Uandulas Lime 1990 1997 DV19 S 2 m 291,385 375,983 291,297 376,157 0.158 1.58 1 1 
163 Uandulas Lime 1997 2004 S 37 2 5 291,297 376,157 291,248 376,283 1.58 0.158 1 1 
163 Uandulas Lime 1997 2004 S 39 2 5 291,297 376,157 291,335 376,157 1.58 0.497 1 1 
133 Penmon Lime 1990 1997 Q2 C 2 5 263,584 380,617 263,494 380,628 0.759 0.224 0 0 
133 Penmon Lime 1990 1997 Q2 D 2 5 263,584 380,617 263,690 380,617 0.759 0.629 0 0 
133 Penmon Lime 1990 1997 Q5 F 2 m 263,495 380,820 263,591 380,875 0.13 1.049 0 0 
133 Penmon Lime 1990 1997 Q6 F 2 m 263,390 380,855 263,591 380,875 0.208 1.049 0 0 
97 Prestatyn Lime 1990 1997 GFI A 2 m 305,987 380,226 305,887 380,324 1.214 0.713 1 1 
97 Prestatyn Lime 1990 1997 GF2 A 2 m 305,881 380,326 305,887 380,324 0.638 0.713 1 1 
167 Prestatyn Lime 1990 1997 2 M 3 m 306,133 378,624 306,217 378,368 2.316 7.042 0 0 
167 Prestatyn Lime 1990 1997 1 M 3 m 306,265 378,167 306,217 378,368 3.861 7.042 0 0 
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167 Prestatyn Lime 1990 1997 11 M 3 m 306,576 378,147 306,217 378,368 0.808 7.042 0 0 
173 Prestatyn Lime 1990 1997 7 F 2 m 306,726 380,966 306,721 381,016 0.427 0.508 0 0 
173 Prestatyn Lime 1990 1997 8 F 2 m 306,733 381,038 306,721 381,016 0.33 0.508 0 0 
58 Hafod Garregog Moss 1983 1990 C1-1 C1 3 m 260,079 344,687 260,099 344,643 1.191 3.269 1 1 
58 Hafod Garregog Moss 1983 1990 C1-2 C1 3 m 260,187 344,668 260,099 344,643 2.329 3.269 1 1 
58 Hafod Garr~~_ ~~s 1983 1990 C1-3 Cl~_ L._~ m _2~0,0~fL 344,568 260,099 344,643 0.971 3.269 1 1 
--
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Appendix figure 30: Overview map of North Wal s P. M a ll popul. ti n - \ l ' rn h.le. Th 
labels refer to the localities given in table 20-21. M r d tail d m. p f th pal h us d in 
the analyses in chapter 5 are given in figures 32-36. 
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Appendix figure 31: Overview map ofN rth Wale P. 3f:frLl P pula ti 
labels refer to the loca lities g iven in tables 20-21. Mo r d tail d m ap f the pat h s u ed in 
the analyses in chapter 5 are g iven in fi ures 37-40. 
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Appendix figure 32: South Stack Cljffs (West). Patches as mapped by the surveyors; numbers 
refer to the Id numbers given in tables 20-21. 
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Appendix figure 33: South Stack Cliffs ( a t). Patches a m app d b th urv yor ; numb r 
refer to the Id numbers given in table 20-21. 
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Appendix figure 34: Penrhosfeilw Common. Pat h s as mapped by th surveyor; numb r 
refer to the Id numbers given in table 20-21. 
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Appendix figure 35: Trearddur. Patches as mapp d by the urveyot; number refer t th Id 
numbers given in tables 20-21. 
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Appendix 2: Supplementary data on simulations 
carried out for chapter 5 
Appendix table 22: Summary of simulation scenarios that were tried, but where connectivity-
occupancy slopes were too high to match the observed slope. 
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7 146 fit 0 0.33 0.39 0.82 1.15 53.0 7 
3 146 fit 1 0.33 0.33 0.53 0.75 41.0 3 
3 146 fit 2 0.33 0.28 0.45 0.65 37.0 3 
7 146 cut 0 0.33 0.47 0.89 1.24 47.7 7 
3 146 cut 1 0.33 0.36 0.58 0.88 38.3 3 
3 146 cut 2 0.33 0.29 0.47 0.71 34.0 3 
7 86 fit 0 0.45 0.65 1.16 1.91 29.0 3 
3 86 fit 1 0.45 0.45 0.77 1.26 21.3 7 
3 86 fit 2 0.45 0.38 0.64 1.00 17.7 7 
7 86 cut 0 0.45 0.63 1.22 1.82 27.3 3 
3 86 cut 1 0.45 0.51 0.88 1.46 20.3 7 
3 86 cut 2 0.45 0.43 0.68 1.10 17.3 7 
7 106 fit 0 0.45 0.52 0.98 1.48 39.7 3 
3 106 fit 1 0.45 0.37 0.67 1.07 30.7 3 
3 106 fit 2 0.45 0.32 0.53 0.83 26.3 7 
7 106 cut 0 0.45 0.62 1.10 1.69 37.7 3 
3 106 cut 1 0.45 0.44 0.74 1.20 28.3 3 
3 106 cut 2 0.45 0.36 0.59 0.92 24.7 7 
7 126 fit 0 0.45 0.47 0.87 1.29 52.0 7 
3 126 fit 1 0.45 0.38 0.60 0.95 40.7 3 
3 126 fit 2 0.45 0.30 0.49 0.74 35.3 3 
7 126 cut 0 0.45 0.58 1.02 1.49 49.0 7 
3 126 cut 1 0.45 0.39 0.66 1.02 37.3 3 
3 126 cut 2 0.45 0.34 0.54 0.80 32.3 3 
7 146 fit 0 0.45 0.47 0.81 1.13 65.7 7 
3 146 fit 1 0.45 0.35 0.56 0.82 51.7 7 
3 146 fit 2 0.45 0.29 0.45 0.66 45.0 3 
7 146 cut 0 0.45 0.54 0.94 1.30 60.7 7 
3 146 cut 1 0.45 0.40 0.64 0.96 48.5 7 
3 146 cut 2 0.45 0.31 0.50 0.77 41.7 3 
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Appendix table 23: Summary of scenarios with succession and with increasing gap period 
between disturbance events. 
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86 74 3 cut 1 0.45 0.51 0.88 1.46 20.3 7 7 
111 74 9 cut 1 0.45 0.26 0.46 0.71 21.0 7 3 
106 91 3 cut 1 0.45 0.44 0.74 1.20 2B.3 3 7 
121 91 6 cut 1 0.45 0.31 0.51 0.B5 29.0 3 7 
136 91 9 cut 1 0.45 0.21 0.41 0.66 29.7 3 3 
126 lOB 3 cut 1 0.45 0.39 0.66 1.02 37.3 3 7 
144 lOB 6 cut 1 0.45 0.30 0.49 0.76 39.3 3 7 
162 lOB 9 cut 1 0.45 0.17 0.3B 0.60 39.3 3 3 
146 125 3 cut 1 0.45 0.40 0.64 0.96 4B.5 7 7 
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