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Stokes Matrix for the Quantum Cohomology
of Cubic Surfaces
Kazushi Ueda
Abstract
We prove the conjectural relation between the Stokes matrix for the
quantum cohomology of X and an exceptional collection generating
D
bcoh(X) when X is a smooth cubic surface. The proof is based on
a toric degeneration of a cubic surface, the Givental’s mirror theorem
for toric manifolds, and the Picard-Lefschetz theory.
1 Introduction
Let X be a smooth cubic surface in P3. It is a rational surface obtained by
blowing up P2 at six points. Let
φ : X → P2
denote this blow-up. For a given d ∈ H2(X ;Z), let
n(d) =
∫
d
c1(TX)− 1
be the expected dimension of the moduli space of stable maps of genus zero
and degree d and
Nd = 〈[pt], . . . , [pt]︸ ︷︷ ︸
n(d) times
)〉0,d
be the Gromov-Witten invariant, where [pt] denotes the Poincare´ dual of
the homology class of a point. When n(d) > 0, Nd is the number of nodal
rational curves in X of degree d passing through n(d) points in general
position. Although it is possible to count Nd by elementary method when
the degree d is small, the difficulty grows rapidly as d increases.
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The theory of Gromov-Witten invariants gives a new perspective to this
classical problem of counting Nd in enumerative geometry. Instead of con-
sidering Nd’s individually, one can treat them as a whole by the following
generating function on the cohomology ring H∗(X ;C):
Φ(t0, . . . , t8) =
1
2
t20t8 + t0(t
2
1 − t22 − · · · − t27) +
∑
d∈H2(X;Z)
Ndq
d
t
n(d)
8
n(d)!
. (1)
Here, t0, t1, t2, . . . , t7, t8 are coordinates on the total cohomology ringH
∗(X ;C)
ofX corresponding to the basis [X ], [H ], [E1], . . . , [E6], [pt] ofH
∗(X ;C), where
[X ] denotes the dual of the fundamental class of X , [H ] that of the hyper-
plane class, and [Ei] that of the exceptional divisor for i = 1, . . . , 6, and
qd = exp[〈d, [H ]〉t1] exp[〈d, [E1]〉t2] · · · exp[〈d, [E6]〉t7]. Then, this Φ endows
H∗(X ;C) with the structure of a Frobenius manifold.
A Frobenius manifold is a complex manifold whose holomorphic tangent
bundle has a bilinear form and an associative commutative product structure
satisfying a series of axioms. In the case of a Frobenius manifold coming from
the Gromov-Witten invariants of a smooth projective variety, the bilinear
form is given by the Poincare´ pairing, and the structure constant of the
product structure is given by the third derivative of the generating function
Φ. This product structure is called the quantum cohomology ring, whose
associativity gives a highly non-trivial non-linear differential equation for
Φ, called the WDVV (Witten-Dijkgraaf-Verlinde-Verlinde) equation, which
sometimes determines all the genus-zero Gromov-Witten invariants from a
finite numbers of them [22].
An important point in the theory of Frobenius manifolds is its connection
with isomonodromic deformations. Given a Frobenius manifold, one can
construct an isomonodromic family of ordinary differential equations on P1
of the following form:
~
∂Y
∂~
+
1
~
U(Y )− V(Y ) = 0, (2)
~
∂Y
∂ta
=
∂
∂ta
◦ Y, a = 0, . . . , N − 1. (3)
Here, Y is an unknown function on P1 times the Frobenius manifold taking
value in the tangent bundle of the Frobenius manifold, ~ is the coordinate on
P1, N is the dimension of the Frobenius manifold, {ta}N−1a=0 is the flat coordi-
nate of the Frobenius manifold, ◦ denotes the product on the tangent bundle,
and U , V are certain operators acting on sections of the tangent bundle. (2)
is an ordinary differential equation on P1 with a regular singularity at infinity
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and an irregular singularity at the origin, and (3) gives its isomonodromic
deformation. If a point on the Frobenius manifold is semisimple, i.e., if there
are no nilpotent elements in the product structure on the tangent space at
this point, one can define the monodromy data of (2) at this point, consisting
of the monodromy matrix at infinity, the Stokes matrix at the origin, and
the connection matrix between infinity and the origin. These data do not
depend on the choice of a semisimple point because of the isomonodromicity.
The following conjecture, originally due to Kontsevich, developed by Za-
slow [28], and formulated into the following form by Dubrovin [10], reveals a
striking connection between the Gromov-Witten invariants and the derived
category of coherent sheaves:
Conjecture 1. The quantum cohomology of a smooth projective variety X is
semisimple if and only if the bounded derived category Dbcoh(X) of coherent
sheaves on X is generated as a triangulated category by an exceptional collec-
tion (Ei)Ni=1. In such a case, the Stokes matrix S for the quantum cohomology
of X is given by
Sij =
∑
k
(−1)k dimExtk(Ei, Ej). (4)
An exceptional collection appearing above is the following:
Definition 2. 1. An object E in a triangulated category is exceptional if
Exti(E , E) =
{
C if i = 0,
0 otherwise.
2. An ordered set of objects (Ei)Ni=1 in a triangulated category is an excep-
tional collection if each Ei is exceptional and Extk(Ei, Ej) = 0 for any
i > j and any k.
Conjecture 1 was previously known to hold for projective spaces [11], [17]
and Grassmannians [27]. The main result in this paper is:
Theorem 3. Conjecture 1 holds for smooth cubic surfaces in P3.
To prove Theorem 3, we first use the deformation invariance of the Gromov-
Witten invariants to reduce the problem to the case of a toric surface Y
defined in Section 6 obtained by bringing some of the blowing-up centers to
infinitely-near points. Then we can use the Givental’s mirror theorem [15],
which gives an integral representation of the fundamental solution to (2), (3)
for Y of the following form:
IΓ =
∫
Γ
φ(x, y; ~) exp[W (x, y)/~]
dxdy
xy
(5)
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Here, φ(x, y; ~) is a certain H∗(Y ;C)-valued function of x, y, ~ and the
flat coordinate {ta}8a=0, andW (x, y) is a Laurent polynomial of x and y whose
coefficients depend on the flat coordinate. Γ runs over certain cycles in (C×)2
depending on ~ and flat coordinate, which are descending Morse cycles for
Re[W (x, y)/~] for a suitable choice of a metric on (C×)2.
Since the integrand in (5) is single-valued, the monodromy of the integral
comes solely from the monodromy of the integration cycle Γ, which is deter-
mined by intersection numbers of vanishing cycles by the Picard-Lefschetz
theory. This gives the left-hand side of (4). On the right-hand side, one can
find an exceptional collection generating the derived category of coherent
sheaves on Y by combining the theorems of Beilinson [4] and Kapranov-
Vasserot [21]. The Ext-groups between them can be computed explicitly,
and exhibit a complete agreement with the result on the left-hand side.
Acknowledgements: We thank H. Iritani for patiently explaining mir-
ror symmetry for toric manifolds. We also thank A. Ishii, T. Kawai, H.
Kawanoue, H. Nasu, K. Saito, A. Takahashi, and H. Uehara for valuable
discussions and comments. The author is supported by JSPS Fellowships for
Young Scientists No.15-5561.
2 Frobenius manifold and Stokes matrix
We review the relation between Frobenius manifolds and isomonodromic de-
formations in this section. See, e.g., [9], [11], [18], [19], [25] for more details.
Definition 4. A Frobenius manifold is a quintuple (M, ◦, e, E, g) satisfying
the following axioms:
1. M is a complex manifold.
2. g : TM ⊗ TM → OM is an OM -bilinear form.
3. ◦ : TM ⊗ TM → TM defines an associative commutative OM -algebra
structure on TM .
4. g(X ◦ Y, Z) = g(X, Y ◦Z) as an OM -linear map TM ⊗TM ⊗TM → OM
(the Frobenius property).
5. g is flat, i.e., the Levi-Citiva connection ∇ associated to g is flat.
6. The (3, 1)-tensor ∇◦ is totally symmetric (the potentiality condition).
7. e ∈ Γ(M, TM) is an identity element for ◦.
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8. e is flat, i.e., ∇e = 0.
9. E ∈ Γ(M, TM) satisfies
∇∇E = 0, (6)
LieE(◦) = ◦, (7)
and there exists a complex number D such that
LieE(g) = Dg. (8)
Here, OM is the structure sheaf of M , TM is the tangent sheaf of M , and
LieE is the Lie derivative with respect to the vector field E. We call g the
metric, E the Euler vector field, and D the charge of the Frobenius manifold
M .
Let N denote the dimension of M . Since g is flat, there exists a local
coordinate {ta}N−1a=0 on M , called the flat coordinate, satisfying
g(∂a, ∂b) = ηab
which is unique up to affine transformations. Here, ηab is a constant matrix
and
∂a =
∂
∂ta
.
Since the identity vector field e is flat, we can choose the flat coordinate
{ta}N−1a=0 so that
e = ∂0.
Let Φcab be the structure constant of the product ◦ in the flat coordinate:
∂a ◦ ∂b =
N−1∑
c=0
Φcab∂c.
Then the potentiality condition is that
N−1∑
e=0
ηae∂bΦ
e
cd
is totally symmetric with respect to a, b, c, d. From this condition, it follows
that locally on M , there exists a holomorphic function Φ such that
N−1∑
d=0
ηadΦ
d
bc = ∂a∂b∂cΦ. (9)
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This function Φ is called the potential of the Frobenius manifold M . Note
that
ηab = ∂0∂a∂bΦ
follows from the Frobenius property.
The associativity of ◦ gives the followingWDVV (Witten-Dijkgraaf-Verlinde-
Verlinde) equation
N−1∑
e,f=0
∂3Φ
∂ta∂tb∂te
ηef
∂3Φ
∂tf∂tc∂td
=
N−1∑
e,f=0
∂3Φ
∂ta∂td∂te
ηef
∂3Φ
∂tf∂tb∂tc
, (10)
which is a non-linear partial differential equation for the potential Φ. Here,
ηab is the inverse matrix of ηab :
∑N−1
c=0 η
acηcb = δ
a
b .
Now let us define U ,V ∈ Γ(End(TM)) by
U(X) = E ◦X, (11)
V(X) = ∇XE − D
2
X, (12)
and let π : C× ×M →M be the second projection. Define a connection
∇̂ : π∗TM → π∗TM ⊗ Ω1C××M
on π∗TM , where Ω1C××M denotes the cotangent sheaf of C× ×M , by
∇̂XY = ∇XY − 1
~
X ◦ Y, (13)
∇̂∂~Y = ∂~Y +
1
~2
U(Y )− 1
~
V(Y ), (14)
for X and Y which are pull-backs of local sections of TM to C××M and ~ is
the inhomogeneous coordinate of P1, and extend it by the Leibniz rule. Note
the ~ here is the notation by Givental and corresponds to 1/z in Dubrovin’s
papers [9], [11]. ∇̂ is called the first structure connection of the Frobenius
manifold M . The following Theorem 5 is a keystone in the theory of Frobe-
nius manifolds:
Theorem 5. ∇̂ is flat.
For the proof, see the references at the beginning of this section. One
can see from the proof that the flatness of ∇̂ encodes many of the axioms of
Frobenius manifolds.
(14) can be considered as a family of meromorphic connections on P1
parametrized by M , and the flatness of ∇̂ means that this family is isomon-
odromic. One can see from (14) that this meromorphic connection has a
regular singularity at infinity and an irregular singularity of Poincare´ rank 1
at the origin.
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Definition 6. A point p on a Frobenius manifold M is semisimple if the
product structure ◦ on the tangent space TpM of M at p is semisimple (i.e.,
if there are no nilpotent elements).
By Dubrovin [9], there exists a local coordinate {ui}Ni=1 satisfying
∂i ◦ ∂j = δij∂i, (15)
E =
N∑
i=1
ui∂i, (16)
where ∂i =
∂
∂ui
, in the neighborhood of a semisimple point. Since
g(∂i, ∂i) = g(∂i, ∂j ◦ ∂j)
= g(∂i ◦ ∂j , ∂j),
∂i and ∂j are orthogonal for i 6= j. This coordinate {ui}Ni=1 is called the
canonical coordinate, which is unique up to permutations. By (15) and (16),
{ui}Ni=1 is characterized as the set of eigenvalues of U .
Let
fi = ∆
−1/2
i ∂i, i = 1, . . . , N,
be the normalized canonical vector field, where
∆i = g(∂i, ∂i),
and define an N ×N matrix Ψai by
fi =
N∑
i=1
Ψai
∂
∂ta
.
Ψai is the coordinate transformation matrix from the normalized canonical
coordinate to the flat coordinate. The operator U defined in (11) is diagonal
in the normalized canonical coordinate:
U(∂i) =
N∑
j=1
uj∂j ◦ ∂i = ui∂i.
Let U, V be the matrices representing the operators U ,V in the normalized
canonical coordinate. Then
U = diag(u1, . . . , uN)
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and (14) becomes
∂~Y +
1
~2
UY − 1
~
V Y = 0. (17)
By Dubrovin [11], Lemma 4.3., there exists a unique N×N -matrix-valued
formal series
R(~) = 1 +R1~+R2~
2 + · · ·
satisfying
Rt(~)R(−~) = 1
such that
Y = R(~)Y˜
transforms (17) to
~∂~Y˜ + UY˜ = 0. (18)
Here, •t denotes the transpose of a matrix. Since (18) has a fundamental
solution of the form
Y˜ = exp[U/~],
(14) has a formal fundamental solution of the form
Φformal = ΨR(~) exp[U/~] (19)
in the flat coordinate.
Definition 7. For 0 ≤ φ < π, a straight line l = {~ ∈ C× | arg(~) = φ, φ−π}
passing through the origin is called admissible if the line through ui and uj
is not orthogonal to l for any i 6= j.
Fix such a line, and choose a small enough number ǫ > 0 so that any line
passing through the origin with angle between φ− ǫ and φ+ ǫ is admissible.
Define angular domains Dright, Dleft and D− by
Dright = {~ ∈ C× | φ− π − ǫ < arg(~) < φ+ ǫ},
Dleft = {~ ∈ C× | φ− ǫ < arg(~) < φ+ π + ǫ}, (20)
D− = {~ ∈ C× | φ− π − ǫ < arg(~) < φ− π + ǫ}.
See Figure 2. Since the singularity at the origin is irregular, the formal
solution Φformal(~) does not converge. Nevertheless, by [11] Theorem 4.2.,
there exist unique solutions Φright(~) and Φleft(~), defined on the angular
domains Dright and Dleft respectively, which asymptote to the same formal
solution:
Φright/left ∼ Φformal as ~→ 0 in Dright/left.
8
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Figure 1: An admissible line and angular domains
Since these two solutions satisfy the same linear differential equation on D−,
there exists a matrix S independent of ~ such that
Φleft(~) = Φright(~)S, ~ ∈ D−.
This matrix S is called the Stokes matrix.
3 Gromov-Witten invariants
Let X be a smooth projective variety over C. For simplicity, let us assume
that Hk(X ;C) = 0 for odd k.
Definition 8. (f, C, p1, . . . , pn) is a stable map toX of genus g with nmarked
points if C is a complete curve of arithmetic genus g with at worst ordinary
double points, (p1, . . . , pn) is an ordered set of n points on C, f : C → X
is a regular map and the automorphism group of f is finite. In this case,
f∗[C] ∈ H2(X,Z) is called the degree of f .
LetMg,n(X ;d) be the moduli space of stable maps to X of degree d and
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genus g with n marked points. We have the evaluation map
evi : Mg,n(X ;d) −→ X
∈ ∈
(f, C, p1, . . . , pn) 7−→ f(pi).
Let Li be the line bundle onMg,n(X ;d) whose fiber over (f, C, p1, . . . , pn) ∈
Mg,n(X ;d) is the cotangent space T ∗piC at the i-th marked point pi. The
virtual dimension of Mg,n(X ;d) is
(1− g)(dimCX − 3) +
∫
d
c1(TX) + n,
where c1(TX) is the first Chern class of the tangent bundle of X . Given n co-
homology classes γ1, . . . , γn ∈ H∗(X ;C) and non-negative integers d1, . . . , dn,
the Gromov-Witten invariant is defined by
〈τd1γ1, . . . , τdnγn〉g,d =
∫
[Mg,n(X;d)]virt
n∏
i=1
(
c1(Li)di ∪ ev∗i (γi)
)
.
Here, [Mg,n(X ;d)]virt is the virtual fundamental class [3], [24].
Let {Ta}N−1a=0 be a basis of H∗(X ;C) and let {ta}N−1a=0 be the corresponding
coorinate of H∗(X ;C). Set deg ta = deg Ta = k when Ta ∈ Hk(X ;C).
Assume that the basis {Ta}N−1a=0 are taken so that T0 is the basis of H0(X ;C).
Let
γ =
N−1∑
a=0
taTa.
The following formal power series Φ(γ) in {ti}N−1i=0 is called the Gromov-
Witten potential:
Φ(γ) =
∞∑
n=0
∑
d∈H2(X,Z)
1
n!
〈γ, . . . , γ︸ ︷︷ ︸
n times
〉0,d.
Since
1
n!
〈γ, . . . , γ︸ ︷︷ ︸
n times
〉0,d =
∑
|α|=n
〈T0, . . . , T0︸ ︷︷ ︸
α0 times
, . . . , TN−1, . . . , TN−1︸ ︷︷ ︸
αN−1 times
〉0,d t
α
α!
where α = (α0, . . . , αN−1) is a multi-index, |α| = α0 + · · · + αN−1, α! =
α0! · · ·αN−1! and tα = tα00 · · · tαN−1N−1 , Φ is the generating function of the
Gromov-Witten invariants.
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Theorem 9. When the Gromov-Witten potential Φ converges in some do-
main D in H∗(X ;C), D has a structure of a Frobenius manifold with Φ as
a potential function.
See the references at the beginning of section 2 for details. The above the-
orem means that although the moduli space of stable maps of genus zero are
divided into connected components by the degree and the number of marked
points, the Gromov-Witten invariants as a whole have a strong structure
so that together they turn H∗(X ;C) into a Frobenius manifold. A part of
the Frobenius structure is a product structure on the tangent bundle. Since
TH∗(X ;C) ∼= H∗(X ;C)×H∗(X ;C), it is a product structure on H∗(X ;C)
parametrized by H∗(X ;C) itself. By the Point Mapping Axiom in Gromov-
Witten theory, this product structure is a deformation of the usual cup prod-
uct on the cohomology ring, and is called the quantum cohomology ring. The
metric g is given by the Poincare´ pairing on the cohomology group. The unit
vector field is
e =
∂
∂t0
,
the Euler vector field is
E =
N−1∑
a=0
(1− deg ta
2
)ta
∂
∂ta
+
∑
deg tb=2
rb
∂
∂tb
, (21)
and the charge is
D = 2− dimCX.
Here, rb ∈ Z is defined by
c1(TX) =
∑
deg tb=2
rbTb. (22)
The WDVV equation (10) is a highly non-trivial differential equation for
the Gromov-Witten potential Φ, which allows us to compute all the genus-
zero Gromov-Witten invariants from a few initial conditions in special cases.
Fro the Gromov-Witten invariants of rational surfaces, see, e.g., [5], [7], [8],
[12], [16], [22] and references therein.
4 Mirror symmetry for toric manifolds
In this section, we review the mirror symmetry for toric varieties. See also
[2], [13], [15], [20].
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Let Σ be a complete fan in N ∼= Zn and XΣ be the corresponding toric
variety. We denote the primitive generators of one-dimensional cones of Σ
by {vk}n+rk=1, vk = (vk1, . . . , vkn) ∈ Zn. Here, r is the Picard number of XΣ. If
we put M = Hom(N,Z), we have an exact sequence
0→M → Zn+r → H2(XΣ;Z)→ 0,
where the homomorphism M → Zn+r is defined by
M ∋ m 7→ (m(vk))n+rk=1 ∈ Zn+r.
Choose a basis {Ta}ra=1 of H2(X ;Z) and let t = (t1, . . . , tr) be the corre-
sponding coordinate of H2(X ;Z). One-dimensional cones in Σ correspond
to line bundles on XΣ, and let wk be the first Chern class of the line bun-
dle corresponding to the one-dimensional cone generated by vk. Define an
(n + r)× r-matrix mka by
wk =
r∑
a=1
mkaTa. (23)
Now, following Givental, introduce an H∗(XΣ;C)-valued formal function
I(t0, t; ~) of t0 ∈ H0(XΣ;C), t ∈ H2(XΣ;C) and ~ ∈ C× by
I(t0, t; ~) = e
(t0+Tt)/~
∑
d∈H2(XΣ;Z)eff
qd
n+r∏
k=1
∏0
l=−∞(wk + l~)∏〈d,wk〉
l=−∞(wk + l~)
. (24)
Here, T t = T1t1 + · · ·+ Trtr, H2(XΣ;Z)eff ⊂ H2(XΣ;Z) is the cone spanned
by the homology class of curves and
qd = q
〈d,T1〉
1 · · · q〈d,Tr〉r ,
where qa = exp(ta), a = 1, . . . , r and 〈•, •〉 is the pairing between homology
and cohomology.
It follows from (24) that the I-function satisfies the following set of hy-
pergeometric equations of the GKZ (Gelfand-Kapranov-Zelevinski) type:
DdI = 0, d ∈ H2(XΣ;Z), (25)
where
Dd = q
d
∏
〈wk,d〉<0
−〈wk,d〉−1∏
l=0
Ukl −
∏
〈wk,d〉>0
〈wk ,d〉−1∏
l=0
Ukl,
12
Ukl =
r∑
a=1
mka~
∂
∂ta
− l~.
From now on, we assume that the anticanonical bundle −KXΣ of the toric
variety XΣ is nef. Note that although I-function is an infinite series in
both positive and negative powers of ~ for general XΣ, it contains only non-
positive powers of ~ when −KXΣ is nef. This follows from the fact that
exp[−(t0 + T t)/~]I is homogeneous of degree zero with respect to the degree
assigned as
degwi = deg ~ = 1, deg(q
d) = 〈d, c1(TXΣ)〉. (26)
Therefore, the coefficient of a positive power of ~must have a negative degree,
which is impossible when −KXΣ is nef.
I learned the following Lemma 10 from H. Iritani:
Lemma 10. When the anticanonical bundle −KXΣ of a toric variety XΣ is
nef, there exists a domain D ⊂ H2(XΣ;C) such that I(t0, t; ~) converges for
any t0 ∈ H0(XΣ;C), t ∈ D and |~| > 1
Proof. Fix a norm ‖ • ‖ on H∗(XΣ;C) such that ‖ωτ‖ ≤ ‖ω‖‖τ‖. Let C1 be
a positive number satisfying
sup
|~|=1, l≥1, k=1,...,n+r
(
‖wk‖ ,
∥∥∥1 + wk
l~
∥∥∥ , ∥∥∥∥(1 + wkl~ )−1
∥∥∥∥) ≤ C1.
Then for ~ ∈ C such that |~| = 1,∥∥∥∥∥
n+r∏
k=1
∏0
l=−∞(wk + l~)∏〈d,wk〉
l=−∞(wk + l~)
∥∥∥∥∥ ≤
∏
〈d,wk〉<0
|〈d, wk〉|!∏
〈d,wk〉>0
〈d, wk〉! C
∑n+r
k=1
|〈d,wk〉|
1
≤ C
|d|
2
〈d, c1(X)〉!
Here, C2 is some positive number and |d| = |〈d, T1〉| + · · · + |〈d, Tr〉|. The
second inequality follows from
n1!n2! · · ·nk! ≤ (n1 + · · ·+ nk)!,
1
n1!n2! · · ·nk! =
1
(n1 + · · ·+ nk)!
(
n1 + · · ·+ nk
n1, · · · , nk
)
≤ 1
(n1 + · · ·+ nk)!k
n1+···+nk ,
n!
m!
≤ 1
(m− n)! if n ≤ m.
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and
n+r∑
k=1
〈d, wk〉 = 〈d,−KXΣ〉 ≥ 0
since d is an effective class and −KXΣ is nef. Therefore, if we define D =
{t ∈ H2(XΣ;C) | qa < 1/C2, a = 1, . . . , r.}, the I-function converges when
|~| = 1 and t ∈ D. Since the I-function contains only non-positive powers of
~, it also converges when |~| > 1 and t ∈ D.
Now, let us introduce anotherH∗(XΣ;C)-valued formal function J(t0, t; ~)
of t0 ∈ H0(XΣ;C), t ∈ H2(XΣ;C) and ~ ∈ C× as follows: First, define a set
of H∗(XΣ;C)-valued formal functions {sa}N−1a=0 of {ta}ra=0 by
sa = Ta +
∞∑
n=0
~
−n−1
N−1∑
b=0
∞∑
k=0
∑
d∈H2(XΣ;C)
1
k!
〈τnTa, Tb, γ, . . . , γ︸ ︷︷ ︸
k times
〉0,dT b,
where
γ =
r∑
a=0
taTa.
Here, T a is the Poincare´ dual of Ta:
g(Ta, T
b) = δab.
Then it follows from the topological recursion relation that
~
∂sa
∂tb
= Tb ◦ sa, b = 0, 1, . . . , r. (27)
See, e.g., [6] Proposition 10.2.1. Note that (27) is the tb-part of the differential
equation for flat sections of the first structure connection (13). Now define
the Givental’s J-function by
J =
N−1∑
a=0
g(sa, 1)T
a.
Since H∗(XΣ;C) is generated by H
2(XΣ;C) as a ring, there exists a set
of polynomials {Pa(x1, . . . , xr)}N−1a=0 of r variables such that
Ta = Pa(T1, . . . , Tr), a = 0, 1, . . . , N − 1.
Since
Ta ◦ Tb = Ta ∪ Tb +O(q)
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by the Point Mapping Axiom, there exists a set {P˜a(x1, . . . , xr)}N−1a=0 of poly-
nomials whose coefficient is a formal power series in q such that
P˜a(~
∂
∂t1
+ T1◦, . . . , ~ ∂
∂tr
+ Tr◦)1 = Ta, a = 0, 1, . . . , N − 1.
Then, since
P (~∂1, . . . , ~∂r)J =
N−1∑
a=0
g
(
sa, P (~
∂
∂t1
+ T1◦, . . . , ~ ∂
∂tr
+ Tr◦)1
)
T a
for a polynomial P (x1, . . . , xr),
sa =
N−1∑
b=0
g
(
P˜b(~∂1, . . . , ~∂r)J, Ta
)
T b.
To sum up, we have introduced two H∗(XΣ;C)-valued formal functions
I(t0, t; ~) and J(t0, t; ~). The I-function is defined in terms of the combina-
torial data of the fan Σ defining XΣ and satisfies a set of hypergeometric
differential equations (25) of GKZ type. The J-function is defined in terms
of the Gromov-Witten invariants of XΣ and encodes the information of the
solution to the equation (27), hence the structure of the product ◦.
The mirror theorem by Givental (see [15] Theorem 0.2, Proposition 6.4,
and the discussion at the end of section 7) gives the relation between the
I-function and the J-function as follows: Since −KXΣ is nef, all the variables
qa’s have non-negative degrees, see (26). It follows from the homogeneity of
exp[−(t0 + T t)/~]I(t0, t; ~) that the I-function has the form
I(t0, t; ~) = e
(t0+Tt)/~
(
I(0)(q) + (I(10)(q) + I(11)(q))~−1 +O(~−2)
)
, (28)
where I(0)(q) and I(10)(q) are H0(XΣ;C)-valued and I
(11)(q) is H2(XΣ;C)-
valued. Then, the J-function is given by
J(t˜0, t˜; ~) = I(t0, t; ~)/I
(0)(q)
= exp[(t0 + T t)/~]
(
1 + I(0)(q)−1
(
I(10)(q) + I(11)(q)
)
~
−1 +O(~−2)
)
= exp
[((
t0 + I
(0)(q)−1I(10)(eq)
)
+
(
t + I(0)(q)−1I(11)(q)
))
/~
]
(1 +O(~−2))
= exp
[(
t˜0 + T t˜
)
/~
]
(1 +O(~−2)).
Here, we have performed a homogeneous coordinate transformation
t˜0 = t0 + I
(0)(q)−1I(10)(q), t˜ = t + I(0)(q)−1I(11)(q),
called the mirror transformation. Since the I-function is convergent, the
mirror transformation and the J-function are also convergent.
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5 Stationary-phase integral and Stokes ma-
trix
Let v0 = (0, . . . , 0) ∈ Zn, and {vk}n+rk=1 ⊂ Zn be the set of primitive generators
of one-dimensional cones of the fan Σ in Zn defining a toric variety XΣ as
in section 4. We assume that the anticanonical bundle −KXΣ of XΣ is nef.
Define a Laurent polynomial W by
W (x1, . . . , xn) =
n+r∑
k=0
ckx
vk1
1 · · ·xvkrr . (29)
W defines a regular function on the algebraic torus (C×)n. By Kouchnirenko
[23], the number N of critical points of W is n! times the volume of the
Newton polygon of W (i.e., the convex hull of {vk}n+rk=1) when ck ∈ C, k =
0, . . . , n+ r, are general enough. This N is equal to the rank of the total
cohomology ring H∗(XΣ,C) of XΣ. Let {pi}Ni=1 be the set of critical points
of W . They are functions of {ck}n+rk=0. Fix a complete Ka¨hler metric on the
algebraic torus (C×)n. For a general ~, let Γi(~) be the descending Morse
cycle for Re(W/~). The image of Γi(~) by W is a half-line starting from
the critical value W (pi), and the fiber above a point p on this half-line is
the cycle in W−1(p) which vanishes at pi by the parallel transport along this
half-line. Following Givental [14], for i = 1, . . . , N , consider the integral
Ii = (π~)−n/2
∫
Γi(~)
e
1
~
W (x)dx1 ∧ · · · ∧ dxn
x1 · · ·xn . (30)
This integral is invariant under the natural action of the torus (C×)n on itself
defined by
(C×)n ∋ (α1, . . . , αn) : (x1, . . . , xn) 7→ (α1x1, . . . , αrxn).
Therefore, if we define the variables {ta}ra=0 by t0 = c0 and
exp(ta) = c
m1a
1 · · · cmn+r,an+r , a = 1, . . . , r,
where mka’s are defined in (23), Ii’s depend on {ck}n+rk=0 only through {ta}ra=0.
It is easy to see that Ii’s satisfy the same differential equations (25) as
the I-function. Since the solution space to these differential equation is an
N -dimensional C-vector space and {Ii}Ni=1 are linearly independent, the set
of components of the I-function and {Ii}Ni=1 differ only by an ~-dependent
linear transformation.
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The ~-dependence of Ii is simple. If we assign degree 1 to variables t0, ~
and {xi}ni=1, and degree ra to the variable exp(ta) for a = 1, . . . , r where ra’s
are defined in (22), Ii is homogeneous of degree −n/2:[
~
∂
∂~
+ t0
∂
∂t0
+
r∑
a=1
ra
∂
∂ta
+
n
2
]
Ii = 0. (31)
The important point is that the ~-part (14) of the differential equation for
the H2n(XΣ;C)-component of a flat section of the first structure connection
is precisely the homogeneity condition (31): Assume that a section Y of π∗TM
satisfies
∇̂XY = ∇XY − 1
~
X ◦ Y = 0
for any section X of π∗TM . Then
~∇̂∂~Y = ~∂~Y +
1
~
U(Y )− V(Y )
= ~∂~Y +
1
~
E ◦ Y − V(Y )
= ~∂~Y +∇EY − V(Y ).
Note that for the flat coordinates {ta}N−1a=0 ,
V(∂a) = ∇∂aE −
D
2
∂a
= ∇∂a
(
N−1∑
b=0
(1− deg tb
2
)tb∂b +
∑
deg tc=2
rc∂c
)
− 2− n
2
∂a
=
(
n− deg ta
2
)
∂a.
Since∇E counts the degree, this differential equation requires theHk(XΣ;C)-
component of the flat section of the first structure connection to be homoge-
neous of degree (n− k)/2.
Now, recall that by Givental’s mirror theorem, I(0)(q)−1I(t0, t; ~) coin-
cides with the J-function, which have the same dependence on {ta}ra=0 with
the H2n(XΣ;C)-components of the flat section for the first structure con-
nection. Then, since the stationary-phase integrals (30) have the same de-
pendence on {ta}ra=0 as the I-function and satisfies the desired homogeneity
condition (31), I(0)(q)−1Ii(t0, t; ~) gives the H2n(XΣ;C)-component of a flat
section for the first structure connection for i = 1, . . . , N .
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By the saddle-point approximation,
I(0)(q)−1Ii ∼ I
(0)(q)−1
pi,1 · · · pi,n
[
det
(
∂2W
∂xl∂xm
(pi)
)
l,m
]− 1
2
(1 +O(~)) e
1
~
W (pi) (32)
as |~| → 0 with arg ~ fixed, where pi = (pi,1, · · · , pi,n) ∈ (C×)n is the i-th
critical point of W . This gives the asymptotic expansion appearing in (19).
Since the Stokes matrix acts on all the components of the fundamen-
tal solution equally, it is enough to compute its action on the H2n(XΣ;C)-
component computed above. The integration cycle Γi(~) in (30) undergoes a
discontinuous change when ~ crosses the line such that the half-line starting
from the critical value ui in the direction of −~−1 passes through another
critical value uj. Therefore, Ii is not holomorphic on such a line. Since Ii
has a monodromy, it is impossible to obtain a holomorphic function on the
whole ~-plane by analytic continuation, but one can obtain a holomorphic
function on the two angular domains Dleft and Dright defined in Section 2
as follows: Consider the local system on C× whose fiber over ~ ∈ C× is
the relative homology group Hn ((C
×)n,Re(W/~)≪ 0;Z). Define two sets
of sections {Γi,left(~)}Ni=1 and {Γi,right(~)}Ni=1 of this local system on Dleft and
Dright by the condition that they coincide with the classes defined by the de-
scending Morse cycles at ~ = exp[(φ+π/2)
√−1] and ~ = exp[(φ−π/2)√−1]
respectively;
Γi,left(exp[(φ+ π/2)
√−1]) = Γi(exp[(φ+ π/2)
√−1]),
Γi,right(exp[(φ− π/2)
√−1]) = Γi(exp[(φ− π/2)
√−1]).
SinceDleft andDright are simply-connected, these conditions determine Γi,left(~)
and Γi,right(~) uniquely. Define Ii,left (resp. Ii,right) by the integral (30) with
Γi,left(~) (resp. Γi,right(~)) as the integration cycle. Then Ii,left (resp. Ii,right)
are holomorphic and have the asymptotic behaviors (32) as ~ → 0 in Dleft
(resp. Dright).
Figure 2 shows the images Γi’s of Γi,right(~)’s by W at ~ = 1. Here, we
have assumed that the imaginary axis Re(~) = 0 is admissible, and have
chosen it as an admissible line l. Figure 3 shows the images Γi,l’s and Γi,r’s
of Γi,left(~)’s and Γi,right(~)’s by W at ~ = −
√−1.
Since the integrand is single-valued, the Stokes matrix is given by the
transformation matrix between these two sets of cycles. To describe it, let us
first choose a regular value p ∈ C such that Re(p) is small enough so that the
line segment ci from the i-th critical value ui to p is above cj for any j > i
(i.e., if x ∈ ci, y ∈ cj and Re(x) = Re(y), then Im(x) > Im(y)). Then, the
ordered set of cycles (Ci)
N
i=1 in W
−1(p), which vanish along the paths (ci)
N
i=1
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Figure 2: Integration cycles at ~ = 1
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Figure 3: Integration cycles at ~ =
−√−1
respectively, forms a distinguished basis of vanishing cycles, see e.g. [1]. It is
obvious that
Γ1,left(~) = Γ1,right(~).
in Hn((C
×)n,Re[W/~] ≪ 0;Z) in the neighborhood of ~ = −√−1. As for
Γ2(~), it follows from the Picard-Lefschetz formula that
Γ2,left(~) = Γ2,right(~)− (C1, C2)Γ1,right(~),
where (•, •) is the intersection form in Hn(W−1(p);Z). In the same way, we
have
Γi,left(~) = Γi,right(~)− (Ci−1, Ci)Γi−1,right(~)− · · · − (C1, Ci)Γ1,right(~),
by successive use of the Picard-Lefschetz formula, from which
Sij =

1 if i = j,
−(Ci, Cj) if i < j,
0 otherwise
(33)
follows.
6 Intersection numbers of vanishing cycles
Now we consider the toric variety Y which is the projective plane blown-up
at 6 points including infinitely-near points. Figure 4 shows the generators of
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the one-dimensional cones of the fan defining Y .
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Figure 4: the toric data of Y
Y is deformation-equivalent to cubic surfaces, and −KY is not ample but
nef. The mirror for Y is defined by (29), which we specialize to c3 = c8 =
c9 = 1 and ci = 0 for i 6= 3, 8, 9, to obtain
W (x, y) =
x2
y
+
y2
x
+
1
xy
, (34)
which is generic in the sense that all the critical points are non-degenerate.
In this case, W−1(0) is a Fermat curve in (C×)2:
W−1(0) = {(x, y) ∈ (C×)2 | x3 + y3 + 1 = 0}.
W has nine critical points {pij}2i,j=0, pij = (ωi+j−1, ω2j), where we have
fixed a primitive cubic root ω of unity. Let Cij be the vanishing cycle in
W−1(0) which vanishes at the critical point pij along the straight line from
0 to the critical value 3ω1−i. Then (C00, C01, C02, C10, C11, C12, C20, C21, C22)
is a distinguished basis of vanishing cycles.
Figure 5 shows these vanishing cycles with orientations chosen by hand.
Opposite sides of the square is identified to form a torus, and the circles
denote nine points which are missing in W−1(0) since it is not compact.
Note that the quotient of W−1(0) by the action of Z/(3Z) generated by
(x, y) 7→ (ωx, ω2y).
is {
(X, Y ) ∈ (C×)2
∣∣∣∣X + Y + 1XY = 0
}
appearing in Seidel’s work [26]. This action is given by the translation in the
direction of the diagonal line from the lower-left corner to the upper-right
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Figure 5: Vanishing cycles in W−1(0)
corner of the square in Figure 5 by one-third of the length of the diagonal
line, and the quotient by this action is exactly Figure 2 in [26].
Intersection numbers of Cij’s are
(Cij , Cik) = 0 if j 6= k,
and
(Cij, Ckl) = −1 if i < k.
7 Derived category of coherent sheaves
Let Z/3Z act on a three-dimensional vector space V ∼= C3 by
Z/3Z ∋ [1] : V ∋ (x : y : z) 7→ (ωx : ω2y : z) ∈ V
where ω is a primitive cubic root of unity. This action defines an ac-
tion of Z/3Z on P2 = P(V ), and the toric variety Y defined in Section 6
is the minimal resolution of the quotient P(V )/(Z/3Z). By Beilinson [4],
(E0, E1, E2) = (OP2(−1),ΩP2(1),OP2) is an exceptional collection generating
DbcohP2, and by Kapranov-Vasserot [21], we have
DbcohY ∼= DbcohZ/3ZP2.
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Here, OP2(−1) is the tautological sheaf, ΩP2(1) is the cotangent sheaf tensored
with the dual of OP2(−1), and cohZ/3ZP2 is the category of Z/3Z-equivariant
coherent sheaves on P2. Now, let Eij be the object of DbcohY corresponding
to the Z/3Z-equivariant coherent sheaf Ei ⊗ ρj on P2 by the above equiva-
lence. Here, ρj : Z/3Z ∋ [1] 7→ ωj ∈ C× is a one-dimensional representation
of Z/3Z. Then (E00, E01, E02, E10, E11, E12, E20, E21, E22) is an exceptional col-
lection generating DbcohY . The Ext-groups between them can be calculated
as follows: First, we can use the exact sequence
0→ ΩP2(1)→ V ∨ ⊗OP2 → OP2(1)→ 0
to compute the Ext-groups between Ei’s:
RHom(E1, E2) = RHom(OP2(−1), {V ∨ ⊗OP2 → OP2(1)})
= RΓ(OP2(1)⊗ {V ∨ ⊗OP2 → OP2(1)})
= RΓ({V ∨ ⊗OP2(1)→ OP2(2)})
= {V ∨ ⊗ V ∨ → Sym2 V ∨}
= ∧2V ∨,
RHom(E1, E3) = RHom(OP2(−1),OP2)
= RΓ(OP2(1))
= V ∨,
RHom(E2, E3) = RHom({V ∨ ⊗OP2 → OP2(1)},OP2)
= RΓ({OP2(−1)→ V ⊗OP2})
= V.
Here, RHom and RΓ denote the right derived functor of Hom and Γ (taking
global sections) respectively. Then the Ext-groups between Eij’s are given by
Extk(Eij, Elm) = Extk(Ei ⊗ ρj , El ⊗ ρm)
= (Extk(Ei, El)⊗ ρ∨j ⊗ ρm)Z/3Z,
where •Z/3Z denotes the Z/3Z-invariant part. Therefore, the dimension of
Extk(Eij, Elm) is non-zero if and only if
i = l, j = m and k = 0,
or
j < l and k = 0,
and the dimensions in all these cases are one. Therefore, we have
−(Cij, Clm) =
2∑
k=0
(−1)k dimExtk(Eij, Elm) if i ≤ l and (i, j) 6= (l, m),
which, combined with (33), proves Conjecture 1 for Y .
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