ABSTRACT. This paper is a study of the bases introduced by Chari-Loktev in [1] for local Weyl modules of the current algebra associated to a special linear Lie algebra. Partition overlaid patterns, POPs for shortwhose introduction is one of the aims of this paper-form convenient parametrizing sets of these bases. They play a role analogous to that played by (Gelfand-Tsetlin) patterns in the representation theory of the special linear Lie algebra.
INTRODUCTION
This paper is a study of the bases introduced by Chari-Loktev [1] for local Weyl modules of current algebras of type A. Let g = sl r+1 , the simple Lie algebra of traceless complex (r + 1) × (r + 1) matrices. Let g[t] = g ⊗ C[t] denote the corresponding current algebra, namely, the extension by scalars of g to the polynomial ring C [t] . We think of g[t] as a Lie algebra over the complex numbers, graded by t, and are interested in the representation theory of its graded finite dimensional modules.
Fix subalgebras of g as follows: a Cartan subalgebra h and a Borel subalgebra h ⊕ n + containing h. We may, without loss of generality, take these to be the diagonal and upper triangular subalgebras respectively. It is easy to see that a graded (non-zero) finite dimensional g[t]-module admits a homogeneous highest weight vector u = 0, in the sense that there exists an element λ of h ⋆ such that:
The weight λ in (1) is forced to be dominant integral (because it is a highest weight for the restriction to g). Furthermore, for any simple root α, for Y α in the root space g −α , we must have:
where α ∨ denotes the coroot corresponding to α. Thus it is natural to define a module generated by a homogeneous element u subject to the relations (1), (2) . This is the local Weyl module associated to the dominant integral weight λ (defined in [2] ). It turns out to be itself finite dimensional. We denote it by W (λ).
Let a dominant integral weight λ be fixed for the rest of this section. Chari-Loktev [1] construct a basis of homogeneous weight vectors for the local Weyl module W (λ), which is analogous in many ways to the well known Gelfand-Tsetlin basis for the irreducible g-module V (λ) with highest weight λ.
One of our aims in the present paper is to clarify the parametrizing set of this Chari-Loktev basis. Towards this end we introduce the notion of a partition overlaid pattern or POP (see §2.8). Dominant integral weights for g = sl r+1 may be identified with non-increasing sequences of non-negative integers of length r + 1 with the last element of the sequence being 0. Gelfand-Tsetlin patterns (or just patterns-see §2 for the precise definition) with bounding sequence (corresponding to) λ parametrize the Gelfand-Tsetlin basis for V (λ). Analogously, as we show in §4.6, POPs with bounding sequence λ parametrize the Chari-Loktev basis for W (λ). The weight of the underlying pattern of a POP equals the h-weight of the corresponding basis element and the number of boxes in the partition overlay determines the grade.
The notion of a POP leads naturally to the notion of the area of a pattern (see §2.3). For a weight µ of V (λ), it turns out that the piece of highest grade in the µ-weight space of the local Weyl module W (λ) is one dimensional (the h-weights of W (λ) are precisely those of V (λ)). We give a representation theoretic proof of this fact in §4. This suggests-even proves, albeit circuitously-that there must be a unique pattern of highest area among all those with bounding sequence λ and weight µ. We give a direct, elementary, and purely combinatorial proof of this in §3.
In §6, we state a conjecture about the "stability" of the Chari-Loktev basis. To describe what is meant by stability, let θ be the highest root of g. We then have natural inclusions of local Weyl modules:
W (λ) ֒→ W (λ + θ) ֒→ W (λ + 2θ) ֒→ . . .
We may ask if there are corresponding natural inclusions of indexing sets of the Chari-Loktev bases of these modules. To prove that this is indeed the case, we first establish a combinatorial bijection (Theorem 5.10), which is a generalization of the construction of Durfee squares. Loosely stated, the bijection identifies colored partitions of an integer with a certain set of POPs.
Once the inclusion of indexing sets is established, we may ask if the Chari-Loktev bases respect the inclusions. We believe that they do have this stability property. More concretely, we make a precise conjecture to this effect (see §6). In earlier work [6] , we have proved the conjecture in the case r = 1 (namely for sl 2 ). 1 This paper is so arranged that the purely combinatorial sections ( §3, §5) can be read independently of the rest.
The interlacing condition may be remembered easily if λ and µ are arranged like so:
If we now imagine ≥ relations among numbers as we move in the north-easterly or the southeasterly direction, that is precisely the condition for interlacing.
• For λ and µ as in the previous item, we will feel free to use several alternative expressions to express the condition that they interlace: µ ≷ λ; µ interlaces λ; λ interlaces µ; λ and µ are interlaced; etc.
2.1.1. Weak interlacing. Let λ : λ 1 ≥ · · · ≥ λ n be a non-increasing sequence of real numbers and µ = (µ 1 , . . . , µ n−1 ) be an element of R n−1 . We say that λ weakly interlaces µ and write λ≷ w µ if for every j, 1 ≤ j ≤ n − 1, and every sequence 1 ≤ i 1 < . . . < i j ≤ n − 1, we have:
It is evident that, for non-increasing sequences λ and µ of lengths n and n − 1, if λ interlaces µ then λ weakly interlaces µ.
Gelfand-Tsetlin patterns.
A Gelfand-Tsetlin pattern, or GT pattern, or just pattern is a finite sequence of interlacing sequences. More precisely, a pattern consists of a sequence λ 1 , . . . , λ n of sequences such that
• λ j is of length j for all 1 ≤ j ≤ n;
• λ j interlaces λ j+1 for 1 ≤ j ≤ n − 1: that is,
The sequences in a pattern are arranged one below the other, in a staggered fashion. For example, the pattern consisting of the sequences 5; 7, 4; and 7, 5, 3 is written: The last sequence of a pattern is its bounding sequence. For instance, the bounding sequence of the pattern (6) is 7, 5, 3. When we speak of a pattern λ 1 , . . . , λ n , it is often convenient to let λ 0 denote the empty sequence.
Integral patterns.
A pattern is integral if all its entries are integers.
2.2.2.
Rows of a pattern. Let P be the pattern λ 1 , . . . , λ n . The entries of λ k are sometimes referred to as the entries in row k of P. The lone entry in the first row of the pattern (6) is 5; the entries in its second row are 7, 4; and those in third are 7, 5, and 3.
2.2.3.
The weight of a pattern. The weight of a pattern with bounding sequence of length n is the n-tuple (a 1 , . . . , a n ), where a j is the difference of the sum of the entries in row j and the sum of the entries in row j − 1. It is understood that the sum of the entries in the zeroth row is zero. The weight of the pattern in (6), for instance, is (5, 6, 4).
2.3.
Trapezoidal Area and (Triangular) Area of a pattern. Let λ and µ be two non-increasing sequences of lengths n and n − 1 respectively that are interlaced. The triangular area or just area of the pair (λ, µ) is defined by:
And the trapezoidal area of the pair (λ, µ) is defined by:
The above definitions make sense even when n = 1: µ is empty and both areas vanish (since they are empty sums).
The triangular area or just area of a pattern P with rows λ 1 , . . . , λ n is defined by:
Its trapezoidal area is defined by:
Observe that (P) ≥ △(P) and that both areas are zero if P has a single row.
Majorization. For an element
be the vector whose co-ordinates are obtained by rearranging the x j in non-increasing order. For elements x and y in R n , we say that x weakly majorizes y and write x wm y if
The right hand side in the above equation is evidently the largest possible value of k i=1 y ji over all sequences 1 ≤ j 1 < . . . < j k ≤ n. Thus (11) is equivalent to the a priori stronger condition:
and for all 1 ≤ j 1 < . . . < j k ≤ n We say that x majorizes y and write x m y if x wm y and x 1 + . . . + x n = y 1 + . . . + y n .
Observe the following: for real n-tuples x and y with x m y, given any k, 1 ≤ k ≤ n, and any sequence 1 ≤ i 1 < . . . < i k ≤ n, we have
Indeed, let {i k+1 , . . . , i n } := {1, . . . , n} \ {i 1 , . . . , i k }. Then, on the one hand, when y i k+1 + · · · + y in is added to the left hand side and x
n−k to the right hand side the resulting quantities are equal, and, on the other,
2.5. Majorization and weak interlacing. Let λ : λ 1 ≥ . . . ≥ λ n be a non-decreasing sequence of real numbers and µ = (µ 1 , . . . , µ n ) ∈ R n such that λ m µ. Then λ≷ w (µ 1 , . . . , µ n−1 ). (Proof: (12) and (13).) 2.6. Partitions. A partition is a non-increasing sequence of non-negative integers that is eventually zero. Example: 6, 4, 4, 3, 1, 0, 0, . . . . The non-zero elements of the sequence are called the parts of the partition. If the sum of the parts of a partition π : π 1 ≥ π 2 ≥ . . . is n, the partition is said to be a partition of n, and we write |π| = n. The example above is a partition of 18 with 5 parts. The trailing zeros in a partition are non-significant. Thus 6, 4, 3, 3, 1, 0, 0, . . . may also be written as 6, 4, 3, 3, 1.
Each partition has an associated shape. Given a partition π : π 1 ≥ π 2 ≥ . . . of n, its associated shape consists of a grid of n squares, all of the same size, arranged top-and left-justified, with π 1 squares in the first row, π 2 squares in the second, and so on (the rows are counted from the top downwards). The shape corresponding to the partition 6, 4, 3, 3, 1, for example, is this:
We say that a partition fits into a rectangle (a, b), where a and b are non-negative integers, if the number of parts is at most a and every part is at most b. The terminology should make sense if we think of the shape associated to a partition. The partition whose shape is displayed above fits into the rectangle (a, b) if and only if a ≥ 5 and b ≥ 6.
2.6.1. Complementary partitions. Let π : π 1 ≥ π 2 ≥ . . . be a partition that fits into the rectangle (a, b)-in other words, b ≥ π 1 and π j = 0 for j > a. The complement to π in the rectangle (a, b) is the partition π c defined as follows: π c j = b − π a+1−j for 1 ≤ j ≤ a and π c j = 0 for j > a. For example, the complement of the partition 6, 4, 3, 3, 1 in the rectangle (7, 6 ) is 6, 6, 5, 3, 3, 2.
2.7. Colored partitions. Let r be a positive integer. An r-colored partition or a partition into r colors is a partition in which each part is assigned an integer between 1 and r. The number assigned to a part is its color. We may think of an r-colored partition as just an ordered r-tuple of (π 1 , . . . , π r ) of partitions: the partition π j consists of all parts of color j of the r-colored partition. An r-colored partition of n is an r-colored partition with |π 1 | + · · · + |π r | = n.
Partition overlaid patterns.
A partition overlaid pattern (POP for short) consists of an integral GT pattern λ 1 , . . . , λ n , and, for every ordered pair (j, i) of integers with 1 ≤ j < n and 1 ≤ i ≤ j, a partition π(j) i that fits into the rectangle (λ
). Example: a partition overlay on the pattern displayed in (6) consists of three partitions π (2) 1 , π(2) 2 , and π(1) 1 that fit respectively into the rectangles (0, 2), (1, 1), and (2, 1). POPs parametrize bases of local Weyl modules of current algebras of type A (as observed in §4.6 below) just as integral GT patterns parametrize bases of irreducible representations of simple Lie algebras of type A (as proved by Gelfand-Tsetlin and is well known).
The bounding sequence, area, trapezoidal area, weight, etc. of a POP are just the corresponding notions attached to the underlying pattern. The number of boxes in a POP P is the sum (j,i) |π(j) i | of the number of boxes in each of its constituent partitions. It is denoted by |P|. Among POPs with a fixed underlying pattern, the maximum possible value of the number of boxes is evidently the area of the pattern. The depth of a POP P is defined by depth P := (P) − |P|, where P is the underlying pattern of P.
2.9.
Weights identified as tuples. Let g = sl r+1 be the simple Lie algebra consisting of (r+1)×(r+1) complex traceless matrices (r ≥ 1). Let h and b be respectively the diagonal and upper triangular subalgebras of g. Linear functionals on h are called weights. Let ǫ i , 1 ≤ i ≤ r + 1, be the weight that maps a diagonal matrix to its entry in position (i, i). Observe that ǫ 1 + · · · + ǫ r+1 = 0. Every weight may be expressed as a 1 ǫ 1 + · · · + a r+1 ǫ r+1 , with a ∈ C r+1 . Two elements in C r+1 are said to be equivalent if their difference is a multiple of 1 := (1, . . . , 1), so that weights are identified with equivalence classes in C r+1 . We will use this identification, often tacitly. For a weight η, we denote by η an element in the corresponding equivalence class in C r+1 . Depending upon the context, this η may denote a particular representative: we will see two instances of this below.
A weight is integral if there exists a tuple a in C r+1 consisting of integers that corresponds to it; it is dominant if a 1 ≥ . . . ≥ a r+1 . These notions correspond to the respective notions in the representation theory of g (with respect to the choice of h as Cartan subalgebra and b as Borel subalgebra). Dominant integral weights are thus in bijection with integer tuples of the form λ 1 ≥ . . . ≥ λ r ≥ λ r+1 = 0. As an example, consider the highest root θ of g. The corresponding element of C r+1 is θ = (2, 1, . . . , 1, 0). Let λ be a dominant integral weight and V (λ) the irreducible representation of g with highest weight λ. An integral weight µ is a weight of V (λ) if and only if λ m µ, where the tuple µ = (µ 1 , . . . , µ r+1 ) representing µ is so chosen that λ 1 + · · · + λ r+1 = µ 1 + · · · + µ r+1 . (See also Proposition 3.1 and Theorem 3.2 in §3 below.) Fix an invariant form ( | ) on h ⋆ such that for every root α we have (α|α) = 2. Given λ ∈ h ⋆ , how do we compute (λ|λ) in terms of the corresponding tuple λ? We have (λ|λ) = ||λ|| 2 := λ
provided that λ is so chosen that λ 1 + · · · + λ r+1 = 0. We will have occasion to compute (λ|λ) − (µ|µ) for λ, µ in h ⋆ . We observe that it equals ||λ|| 2 − ||µ|| 2 provided that λ and µ satisfy λ 1 + · · · + λ r+1 = µ 1 + · · · + µ r+1 .
ON AREA MAXIMIZING GELFAND-TSETLIN PATTERNS
This section is elementary and combinatorial. Its purpose is to prove Theorem 3.2 below. The representation theoretic relevance of the theorem is discussed in §4. For an n-tuple x := (x 1 , . . . , x n ) of real numbers, the norm is defined as usual: ||x|| := x 2 1 + · · · + x 2 n . We begin with a proposition which should be well known. We state and prove it in order to put things in context and in the interest of completeness. 1 ≤ k ≤ n − 1, and any sequence 1 ≤ i 1 < . . . < i k ≤ n − 1, we have:
Since λ n = λ n↓ , in order to show λ n m µ, we need to prove the following two sets of inequalities: for any k, 0 ≤ k ≤ n − 1, and any sequence 1 ≤ i 1 < . . . < i k ≤ n − 1: (which hold since λ n−1 ≷ λ n ). As to (17), since µ n = (λ Before turning to the proof, we make a couple of remarks. Consider the GT polytope consisting of patterns with bounding sequence λ and weight µ. Property (B) says that the pattern P is the unique solution to the problem of maximizing the area function on this polytope. It is clear from (19) that P is a vertex of the polytope. Observe that, in general, maxima of quadratic functions on polytopes are neither unique nor always vertices.
For the proof of the theorem, which appears in §3.1.1 below, we now make preparations.
Proposition 3.3. Let n ≥ 1 and λ, λ
′ be sequences of lengths n and n−1 respectively that are interlaced:
Proceed by induction on n. In the case n = 1, both sides vanish (when correctly interpreted). Now suppose that n ≥ 2. Let κ and κ ′ be the sequences of length n − 1 and n − 2 obtained by deleting respectively λ n from λ and λ ′ n−1 from λ ′ : the sequence κ ′ is empty in case n = 2. Also, let
so that the last term in the desired equation (20) is −T (n) 2 . Then, firstly, by induction:
Secondly, as is easily seen: (24) with (22) and (25), we get
and the proposition is proved. ✷
Corollary 3.4. The trapezoidal area of a pattern
where λ = λ n is the bounding sequence and µ the weight of P.
PROOF: By the proposition:
Adding these n equations gives us the desired result. ✷ Lemma 3.5. Let λ and λ ′ be as in Proposition 3.3. Suppose further that
Then λ ′ is integral.
✷ Corollary 3.6. Let λ : λ 1 ≥ . . . ≥ λ n be a non-increasing sequence of integers. Let µ be in Z n such that λ m µ. Let P be a GT pattern with bounding sequence λ, weight µ, and area
PROOF: Let λ j denote the j th row of P. By Corollary 3.4, 
n be a non-increasing sequence of length n of real numbers and
Moreover, the unique sequence λ n−1 has the following properties:
n−1 be a non-increasing sequence of real numbers such that:
PROOF: The uniqueness of λ n−1 is easy to see. Indeed, if η n−1 be a another sequence with properties
(1)- (3), then by applying (3) with κ n = λ n and κ n−1 = η n−1 , we see that λ n−1 m η n−1 . By the same argument with the roles of η n−1 and λ n−1 switched, we see that η n−1 m λ n−1 . It follows from the definition of m that it is a partial order, so we conclude η n−1 = λ n−1 .
We now turn to the existence of λ n−1 . Consider the auxiliary non-decreasing sequence of terms
Since λ n↓ = λ n , it follows from equations (13) and (12) that
In fact, there is a unique such j 0 except when
From (32) and (30), we see that
n−1 is a non-increasing sequence, first note that, from (31) and the fact that λ n is non-increasing, we have:
And, combining (31), (33), and the non-increasing property of λ n , we have:
Item (1) follows from (31) and (33), item (2) from (31) and (32). As to item (3), we must show that for any j, 1 ≤ j ≤ n − 1, and any choice 1 ≤ i 1 < . . . < i j ≤ n − 1, the following holds:
For j < j 0 , we have, by successively using (31), (i), and (ii):
from (31) and (32), the left hand side of (36) becomes:
. . , i j }, the right hand side of the last equation may be rewritten as
The second parenthetical term here is non-negative, for by (ii) and (i)
and the proof of item (3) is complete. Assertion (a) is immediate from the definitions (31) and (32) of λ n−1 . As to (b), it is clear from definitions (7) and (8) that it holds, since either λ
for every j = j 0 . Towards the proof of (c), let ℓ and ρ be respectively the smallest and largest j, 1 ≤ j ≤ n − 1, such that λ
Corollary 3.8. With hypothesis and notation as in the lemma
. Hypothesis (ii) holds by the observation in §2.5. ✷ 3.1.1. Proof of Theorem 3.2. The uniqueness of the pattern P being obvious, it is enough to prove its existence. Apply Lemma 3.7 to the given pair λ and µ (by taking λ n in the statement of the lemma to be λ). The λ n−1 we obtain as a result is such that λ n−1 m (µ 1 , . . . , µ n−1 ) (Corollary 3.8) so we can apply the lemma again, this time to the pair λ n−1 and (µ 1 , . . . , µ n−1 ). Continuing thus, we obtain, by items (1) and (2) of the lemma, a GT pattern-let us denote it P-with bounding sequence λ and weight µ. We claim that the pattern P satisfies (19). To prove this, proceed by reverse induction on j. For j = n, we have λ n = κ n = λ, so the statement is evident. For the induction step, suppose we have proved that λ j m κ j . Note that λ j−1 is constructed by applying Lemma 3.7 with λ j in place of λ n (in the notation of the lemma). Assertion (19) follows from item (3) of the lemma, by substituting respectively κ j , κ j−1 , and (µ 1 , . . . , µ j−1 ) for κ n , κ n−1 , and (µ 1 , . . . , µ n−1 ). The pattern P is integral if λ and µ are so (Lemma 3.7 (a)), so (A) is clear. Finally we prove (B). Let P ′ be a pattern distinct from P with bounding sequence λ and weight µ. By Corollary 3.4, (P) = (P ′ ) = (||λ|| 2 − ||µ|| 2 )/2. By Lemma 3.7 (b), (P) = △(P). Let j be largest, 1 ≤ j ≤ n, such that the j th row κ j of P ′ is distinct from the j th row of P. Then j < n and, by Lemma 3.7 (c),
, and (B) is proved. ✷
RELEVANCE OF THE MAIN THEOREM TO THE THEORY OF LOCAL WEYL MODULES
In this section we discuss the relevance of our main theorem (Theorem 3.2) of §3 to representation theory. We do this by means of giving a representation theoretic proof of a version of the theorem: see §4.7 below. The proof is based on the theory of local Weyl modules for current algebras. We first recall the required results from this theory.
The reference for most of the basic material recalled here is [4] . While our notation does not follow that of [4] faithfully, there should be no cause for confusion.
The current algebra g[t]
and the affine algebraĝ. Let g be a complex simple finite dimensional Lie algebra. The corresponding current algebra, denoted g [t] , is merely the extension of scalars to the polynomial ring C[t] of g. In other words,
There is a natural grading on g [t] given by the degree in t: thus X ⊗ t s has degree s (here X is in g and s is a non-negative integer). There is an induced grading by non-negative integers on the universal enveloping algebra U (g[t]). We can talk about graded modules (graded by integers) of g [t] .
is evidently a subalgebra ofĝ.
Fixing notation.
Fix a Cartan subalgebra h of g and a Borel subalgebra b containing h of g. Let g = n − ⊕ h ⊕ n + be the triangular decomposition of g with b = h ⊕ n + . Let ( | ) denote the invariant form on h ⋆ such that (α|α) = 2 for all long roots α.
where h ⋆ is identified as the subspace ofĥ ⋆ that kills c and d. Fix a dominant integral weight λ of g (with respect to h and b).
The local Weyl module W (λ). An element u of a g[t]
-module is of highest weight λ if:
The local Weyl module W (λ) corresponding to λ is the cyclic g[t]-module generated by an element u of highest weight λ (in other words, subject to the relations (38)) and further satisfying:
where α ∨ is the co-root corresponding to α and g −α is the root space in g corresponding to −α. It is evident that W (λ) is graded (since the relations in (38) and (39) are all homogeneous). We let the generator u have grade 0, so that W (λ) = U (n − ⊗C[t]) u is graded by the non-negative integers. It is well known-the proofs are analogous to those in [2, §2]-that W (λ) is finite dimensional and moreover that it is maximal among finite dimensional modules generated by an element of highest weight λ (which means, more precisely, that for any finite dimensional cyclic g[t]-module M generated by an element m of highest weight λ, there exists a unique g[t]-module map from W (λ) onto M mapping u to m). 
where η is a non-negative integral linear combination of the simple roots of g, and d is a non-negative integer. From (41) we have:
so we may rewrite (43) as:
Observe that this weight acts on h as λ − η. Thus W (λ) µ is exactly the direct sum ofĥ-weight spaces of V w (Λ) corresponding to weights of the form (43) with µ = λ − η.
Let η be such that λ − η = µ. Then by the hypothesis of maximality of M , we have:
Then κ 1 is not a weight of V (Λ) either (this should be well known; for a proof in our specific case, see [7, , an element γ of the root lattice of g such that κ = t γ Λ. In particular, κ is an affine Weyl group translate of the highest weight Λ of V (Λ), and so the multiplicity of the κ-weight space in the Demazure module V w (Λ) (and so also in W (λ)) cannot exceed 1. This proves (2) . We now prove (1), by equating two expressions for κ. On the one hand, by the definition of κ and (44), we get
On the other hand we have κ = t γ Λ. Since Λ is of level 1, we obtain using [4, (6.5.
3)] that
where Λ denotes the restriction to h of Λ. We have (Λ|Λ) = (wΛ|wΛ) = (t w0λ Λ 0 |t w0λ Λ 0 ) = 0, where the last equality follows from (44).
Equating the h ⋆ components on the right hand sides of (46) and (47), we get µ = Λ + γ; now equating the coefficients of δ, we get (1) . ✷ Combining the proposition above with a result of Kodera-Naoi [5, §3] , one can recover the known fact that the space of current algebra homomorphisms between two local Weyl modules is at most one dimensional: see [7, Let a, b be non-negative integers and π a partition that fits into the rectangle (a, b). For k an integer
where, for an operator T and a non-negative integer n, the symbol T (n) denotes the divided power T n /n!. The order of factors in the above product is immaterial since they commute with each other, so we may simply write x
Let P be a POP with bounding sequence λ. Let λ 1 , . . . , λ r , λ r+1 = λ be the rows of P, and π(j) i , 1 ≤ i ≤ j ≤ r, be the partition overlay. For 1 ≤ j ≤ r, denote by ρ j P the monomial
where again the order is immaterial in the product. Now define the following:
The order of the factors matters in the expression for ρ P .
We shall call ρ P the Chari-Loktev (or CL) monomial corresponding to P and, in view of the following theorem, v P the Chari-Loktev (or CL) basis element corresponding to P.
Theorem 4.3. The elements v P , as P varies over all POPs with bounding sequence λ, form a basis for the local Weyl module W (λ).
PROOF: We will show that these basis elements are scalar multiples of the basis elements constructed by Chari-Loktev in [1] . To this end, we first recall the Chari-Loktev construction from [1, §2] . Let m i = λ i − λ i+1 for 1 ≤ i ≤ r; thus the dominant integral weight λ = r i=1 m i ̟ i , where ̟ i (= ǫ 1 + ǫ 2 + · · · + ǫ i ) are the fundamental weights of sl r+1 .
Let F be the set of pairs (ℓ, s) satisfying:
If ℓ = 0, then the tuple s is empty and x − ij (ℓ, s) = 1. Next, we describe the indexing set of the basis of W (λ) constructed by Chari-Loktev; this set, denoted B r (λ), consists of tuples (ℓ ij , s ij ) 1≤i≤j≤r , satisfying the following properties: (i) (ℓ ij , s ij ) ∈ F, and (ii) either ℓ ij = 0, or ℓ ij > 0 and . We now establish a bijection between the set P(λ) of POPs with bounding sequence λ and B r (λ). This has the further property that if the POP P maps to the tuple C = (ℓ ij , s ij ), then the vectors v P and v C are non-zero scalar multiples of each other. To define the map, let P ∈ P(λ) be given with underlying pattern λ 1 , λ 2 , · · · , λ r+1 = λ and partition overlay (π(j) i ) 1≤i≤j≤r . We then define ℓ ij = λ j+1 i − λ j i for all 1 ≤ i ≤ j ≤ r. Since the partition π(j) i fits into the rectangle with sides (λ
, it has at most ℓ ij parts. We now let s ij be the sequence of parts of π(j) i arranged in weakly increasing order, padded with an appropriate number of zeros at the beginning so that the length of s ij equals ℓ ij ; in other words, if d ij is the number of (non-zero) parts of π(j)
We claim that the map P → C(P) is the desired bijection. We first show that C(P) ∈ B r (λ). It is clear that (ℓ ij , s ij ) ∈ F for all i, j, so we only need to verify that (51) holds. Now, using the definitions, the right hand side of (51) becomes
But s ij (ℓ ij ), being the largest part of π(j)
i , is at most λ
i+1 , thereby establishing (51). We also observe from definitions that the monomials x
i ) of (48) and x − ij (ℓ ij , s ij ) of (50) are scalar multiples of each other; the scaling factor is a product of factorials, since the former involves divided powers while the latter does not. Now suppose C = (ℓ ij , s ij ) ∈ B r (λ) is given. We construct its inverse P = P(C) under the above map as follows: (i) The pattern underlying P is defined inductively by the relations λ i in the overlay is simply taken to be sequence s ij arranged in weakly decreasing order. That it fits into the appropriate rectangle follows from equation (53) and the fact that s ij has length ℓ ij . It is clear that the maps P → C(P) and C → P(C) are mutual inverses. Further, the remark above concerning the monomials together with equations (49), (52) shows that the vectors v P and v C(P) are indeed scalar multiples of each other. This completes the proof of the theorem. ✷
Proposition 4.4. With notation as above, we have: (i) v P is a homogeneous vector of W (λ), with grade equal to the number of boxes in P, and (ii) the h-weight of v P is the weight of (the pattern underlying) P.
PROOF: This is clear from equations (48) PROOF: Subtracting λ n from all entries of a pattern sets up an area and integrality preserving bijection between patterns with bounding sequence λ and weight µ on the one hand and those with bounding sequence λ 1 − λ n ≥ . . . ≥ λ n−1 − λ n ≥ 0 and weight µ − (λ n , . . . , λ n ) on the other. Moreover passing from λ and µ to λ 1 − λ n ≥ . . . λ n−1 − λ n ≥ 0 and µ − (λ n , . . . , λ n ) does not affect the hypothesis λ m µ. We may therefore assume without loss of generality that λ n = 0. Let λ, µ denote the weights of sl r+1 corresponding to the tuples λ, µ; since λ m µ, µ is a weight of the representation V (λ). Now consider the set of integral patterns with bounding sequence λ and weight µ. If P is one such pattern, then among the POPs which have underlying pattern P, there is a unique POP with the largest number of boxes, namely the one in which all partitions in the overlay completely fill up their bounding rectangles. The number of boxes in this POP is clearly the area of P. Let M be the maximal area attained among all integral patterns with bounding sequence λ and weight µ. Then by Proposition 4.4 and the above discussion, it follows that M is maximal such that W (λ) µ [M ] = 0 and moreover that the dimension of W (λ) µ [M ] equals the number of integral patterns with bounding sequence λ, weight µ, and area M . It now follows from Proposition 4.2 that the number of such patterns is 1 and that M = 1 2 (||λ|| 2 − ||µ|| 2 ). This proves the first part of our statement. Now suppose that we have a pattern with bounding sequence λ and weight µ. Then its trapezoidal area is 1 2 (||λ|| 2 − ||µ|| 2 ) (Corollary 3.4). So its area is at most this number. Moreover, if its area equals this number, then it is integral (Corollary 3.6). Thus, the second assertion follows from the first. ✷
A BIJECTION BETWEEN COLORED PARTITIONS AND POPS
This section is entirely combinatorial and may be read independently of the rest of the paper. Its goal is Theorem 5.10, which gives a certain bijection between colored partitions of a number and POPs of a certain kind. Quite apart from any interest this bijection may have in its own right, we use it in the next section to state the conjectural stability of the Chari-Loktev bases. The stability property expresses compatibility of the bases with inclusions of local Weyl modules, and in order to make sense of this there must be in the first place an identification of the indexing set of the basis of the included module as a subset of the indexing set of the basis of the ambient module. The combinatorial bijection of this section establishes the desired identification.
Breaking up a partition.
In this subsection, we describe a procedure to break up a partition into smaller partitions depending upon some input. This can be viewed as a generalization of the construction of Durfee squares. We first treat the case when the input is a single integer. We then treat the general case when the input is a non-decreasing sequence of integers.
5.1.1. The case when a single integer is given. First suppose that we are given:
• a partition π : π 1 ≥ π 2 ≥ . . . , and
• an integer c.
It is convenient to put π 0 = ∞. Consider the function m → π m + c − m on non-negative integers. It is decreasing, takes value ∞ at 0, is non-negative at c if c is non-negative, and is negative for large m. Let a be the largest non-negative integer such that π a ≥ a − c. Note that a ≥ c.
The former has at most a parts; the latter has largest part at most b (since π a+1 < (a + 1) − c by choice of a). The last assertion can be stated as follows:
It is easily seen that
Consider the association (c, π) → (a, b; π 1 , π 2 ). Since (c, π) can be recovered from (a, b; π 1 , π 2 ), the association is one-to-one. Its image, as c varies over all integers and π over all partitions, consists of all (a, b; π 1 , π 2 ) such that a, b are non-negative integers, π 1 is a partition with at most a parts, and π 2 is a partition with largest part at most b. Figure 5 .1 illustrates the procedure just described. Note that the c = 0 case is the Durfee square construction.
5.1.2.
The case when a non-decreasing sequence of integers is given. Now suppose that we are given, for t ≥ 2 an integer, the following:
• a partition π : π 1 ≥ π 2 ≥ . . . , and • a sequence c : c 1 ≤ . . . ≤ c t−1 of integers.
As before, it is convenient to set π 0 = ∞. For 1 ≤ j ≤ t − 1, let a j be the largest non-negative integer such that π aj ≥ a j − c j . Since the c j are non-decreasing, it is clear that the a j are also non-decreasing: PROOF: Fix j such that 1 ≤ j ≤ t − 2 (there is nothing to prove in case t = 2). If a j+1 = a j , then We define t partitions π 1 , π 2 , . . . , π t as follows. Set a 0 = 0, a t = ∞; b 0 = ∞, b t = 0; and for j, 1 ≤ j ≤ t:
The above equation can be rewritten as follows:
Note that π j fits into the rectangle (a j − a j−1 , b j−1 − b j ) in the sense of §2.6 (since π aj−1+1 ≤ b j−1 by (55)). We have
Consider the association (c, π) → (a, b; π 1 , . . . , π t ), where a, b refer respectively to the sequences a 1 ≤ . . . ≤ a t−1 and b 1 ≥ . . . ≥ b t−1 . Since (c, π) can be recovered from (a, b; π 1 , . . . , π t ), the association is one-to-one. Its image, as c varies over all non-decreasing integer sequences of length t − 1 and π over all partitions, consists of all (a, b; π 1 , . . . , π t ) such that a, b are non-negative integer sequences of length t − 1 with a non-decreasing and b non-increasing, and for every j, 1 ≤ j ≤ t, π j is a partition that fits into the rectangle
The picture in Figure 5 .2 describes the procedure just described. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
In this instance, c 1 , c 2 , c 3 are negative, and c t−3 , c t−2 , c t−1 are positive
. . .
The following is a pictorial depiction of this definition (where x −→ y means x ≥ y, and × indicates the absence of any relation):
In case s = 1, the definition imposes no further constraint on η ′ and so the pictorial depiction is:
We define the proper trapezoidal area of the nearly interlacing sequences η, η ′ as above by:
Observe that this is non-negative in general and further that it is zero if s = 1. Given sequences η, η ′ as above that nearly interlace, a sequence π 1 , . . . , π s of partitions is said to approximately overlay η, η ′ , if either s = 1 (in which case no further condition is imposed) or s ≥ 2 and (62) π 1 has at most η 1 − η ′ 1 parts, π s has largest part at most η ′ s − η s+1 , and for j = 2, . . . , s − 1, the partition π j fits into the rectangle
5.2.1. Producing nearly interlacing sequences with approximate partition overlays. Fix an integer s ≥ 1 and an integer sequence η: η 1 , . . . , η s+1 with η 2 ≥ . . . ≥ η s . Suppose that we are given:
• an integer µ.
Our goal first of all in this subsection is to associate to the data (µ, π) an integer sequence η ′ that nearly interlaces η together with an approximate partition overlay on η, η ′ . The map is denoted by Ξ η . We then investigate the nature of Ξ η (Lemma 5.3).
Put
We apply the procedure of §5.1.2 with t = s and c as above to obtain (a, b, π 1 , . . . , π s ). In case s = 1, we take a and b to be empty and set π 1 := π. In case s = 2, the procedure of §5.1.2 reduces to that of §5.1.1.
We now define the sequence η ′ . In case s = 1, set (63) η
Now suppose s ≥ 2. As before, it is convenient to set a 0 = b s = 0 and a s = b 0 = ∞. Define (1) For j = 2, . . . , s, we have η 
This proves (1). For (2), we observe: (1) 
For (5), first rewrite the definition (61) to get:
Substituting from (64) and item (1) into the right hand side above, we get
Assertion (5) now follows from (59). For (6), using (64) we obtain The proper trapezoidal area of a near pattern P = {λ j | 1 ≤ j ≤ r + 1} is defined by:
The weight of a near pattern P as above is the tuple (µ 1 , . . . , µ r+1 ), where
for 1 ≤ j ≤ r and µ 1 := λ 1 1
Let P = {λ j | 1 ≤ j ≤ r + 1} be a near pattern. Suppose that we are given partitions π(j) i , for 1 ≤ j ≤ r and 1 ≤ i ≤ j. We say that this collection of partitions approximately overlays the near pattern P if:
• for 2 ≤ j ≤ r, the partition π(j) 1 has at most λ
• for 3 ≤ j ≤ r and 2 ≤ i ≤ j − 1, the partition π(j) i fits into the rectangle (λ
i+1 ) The above conditions can also be expressed by saying that for every j, 1 ≤ j ≤ r, the sequence π(j) i , 1 ≤ i ≤ j, of partitions approximately overlays the nearly interlacing sequences λ j+1 , λ j in the sense of (62).
The number of boxes in an approximate partition overlay as above of a near pattern is defined to be 1≤i≤j≤r |π(j) i |. The terminology is justified by thinking of the partitions in terms of their shapes.
We sometimes use the the term approximately overlaid near pattern, AONP for short, for a near pattern with an approximate partition overlay. (5), we obtain, for j such that 1 ≤ j ≤ r, (
Adding the first set of equations, we get λ
Adding the second, we get (70). ✷ 5.4. Near patterns to patterns: the shift map. Let an integer k be fixed. Given a sequence η: η 1 , . . . , η s+1 , where (s ≥ 0 is an integer) we denote byη the sequenceη 1 , . . . ,η s+1 , where
We refer toη as the shift by k (or just shift if k is clear from the context) of η. The suppression of the dependence on k in the notationη should cause no confusion. To shift a pair of nearly interlacing sequences or a near pattern with an approximate partition overlay, we just shift the constituent sequences. The partitions in the overlay stay as they are.
Shift preserves proper trapezoidal area (of a pair of nearly interlacing sequences or of a near pattern). If a near pattern has weight (µ 1 , . . . , µ s+1 ), its shift by k has weight (µ 1 +k, . . . , µ s+1 +k). Positive shifts of interlacing sequences (respectively patterns) continue to be interlacing (respectively patterns). Given a pair of nearly interlacing sequences (respectively a near pattern), its shift by k for k ≫ 0 is a pair of interlacing sequences (respectively a pattern). 
We consider two cases. First suppose that η
and (η 1 − η 2 ) ≥ 0 by hypothesis (1), we obtain (73). In the second case, we have η But since k ≥ |π 1 | ≥ π 1 1 and η 1 ≥ µ s+1 by hypothesis (3), we obtain (74). The proof of the latter half of (72), namely thatη (1), we obtain (75). In the second case, we have η j = η ′ j for all j < s. Then, by hypothesis (4), we get η ′ s − η s+1 = η s − µ s+1 . Substituting this into (75), we get (76) (µ s+1 − η s+1 ) + k ≥ p But since k ≥ |π s | ≥ p and µ s+1 ≥ η s+1 by hypothesis (3), we obtain (76). We now turn to (c). Thatη 
THE STABILITY CONJECTURE
In this section we state the conjecture about stability of Chari-Loktev bases under a chain of inclusions of local Weyl modules (for g = sl r+1 ). The conjecture has been proved in [6] in the case r = 1. 2 We begin by recalling details about the chain of inclusions. The theorem of the previous section ( §5) gives us an identification of the indexing set of the basis for an included module as a subset of the indexing set of the basis of the larger module. It then makes sense to ask whether the bases are well behaved with respect to inclusions. The stability conjecture says that this is so in the stable range.
6.1. The set up. Let λ be a dominant integral weight and θ the highest root of g = sl r+1 . We identity λ and θ with (r + 1)-tuples of integers λ and θ respectively as in §2.9: λ: λ 1 ≥ · · · λ r ≥ λ r+1 = 0 and θ = (2, 1, . . . , 1, 0). where P 0 denotes the unique element of P 0 λ of weight λ (corresponding to the generator of W (λ)). 6.2. Stability conjecture. It is now natural to ask whether, for all k ≥ 0, and for all P ∈ P k λ , we have (84) v P → ±v P j for all j ≥ 0, under the inclusions W (λ + kθ) ֒→ W (λ + (j + k)θ)
Simple instances (see [6, Example 1, §3.3] ) show that (84) is too much to expect in general. We do however conjecture that it holds when k is in the "stable range": 
