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Abstract
We invoke universal Chern-Simons theory to analytically calculate the exact free en-
ergy of the refined topological string on the resolved conifold. In the unrefined limit
we reproduce non-perturbative corrections for the resolved conifold found elsewhere in
the literature, thereby providing strong evidence that the Chern-Simons / topological
string duality is exact, and in particular holds at arbitrary N as well. In the refined
case, the non-perturbative corrections we find are novel and appear to be non-trivial.
We show that non-perturbatively special treatment is needed for rational valued de-
formation parameter. Above results are also extend to refined Chern-Simons with
orthogonal groups.
June 2015
1 Introduction
By now, the large N duality between SU(N) Chern-Simons on S3 and the (pertur-
bative) topological string on the resolved conifold of [1] is well established. Over the
years this duality has been extended in several ways, like for example to SO/Sp gauge
groups [2], leading at large N to orientifolds of the topological string.
More recently, triggered by work of Nekrasov on N = 2 supersymmetric gauge
theory [3], it became clear that there should exist a sort of refined topological string,
being a one-parameter deformation of the usual topological string [4, 5] (for a brief
exposition, see [6]). The deformation parameter is usually denoted as β. In turn, this
led Aganagic-Shakirov [7, 8] to propose a refined Chern-Simons theory yielding at large
N the free energy of the refined topological string on the resolved conifold. Of course,
at β = 1 the original large N dualities are recovered. In fact, the refined Chern-Simons
theory can be defined for all ADE groups [9]. In particular, for DN this leads at large
N to a refinement of topological string orientifolds.
Perhaps less known, in a series of works a novel universal formulation of Chern-
Simons theory on S3 has been put forward [10, 11, 12]. Here, universal refers to
the fact that all the partition functions of Chern-Simons with arbitrary classical or
exceptional simple gauge groups can be recovered from the universal Chern-Simons
partition function under specialization of parameters. Quite surprisingly, the universal
Chern-Simons theory does not only include the usual Chern-Simons theories, but, after
some extension of range of parameters, as well the refined versions thereof, as shown
in [13].
By construction, the universal Chern-Simons partition function constitutes an in-
tegral representation of the partition functions and thereby provides an analytic con-
tinuation in the parameters, e.g., simple Lie groups are now parametrized by the two-
dimensional Vogel’s plane [14]. This generalizes the old N → −N duality of gauge
theories with orthogonal and symplectic groups [15], and leads in particular to a sug-
gestion of an extension of gauge/string duality to exceptional groups [16]. Furthermore,
the integral representation is very well suited to study non-perturbative aspects of the
large N duality, see [12, 16].
In this work we continue this line of research by using the universal Chern-Simons
integral representation to analytically calculate non-perturbative corrections to the
refined Chern-Simons theory at large N , thereby proposing the non-perturbative com-
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pletion of the refined topological string on the resolved conifold. However, one should
keep in mind that for integer N the non-perturbative corrections vanish, as the analyti-
cally continued partition function at integer N coincides with the initial Chern-Simons
partition function. At β = 1 we can compare to recently renewed efforts to find the
non-perturbative completion of the topological string, in particular to [17, 18]. How-
ever, we like to stress that our approach is entirely analytic and does not, in contrast
to other works in the literature, rely on any subtle combination of quantization, ap-
proximation and numerics. In fact, we do not even perform a genus (or more generally
trans-series) nor large N expansion, but directly recover for SU(N) gauge group the
refined Gopakumar-Vafa expansion of the resolved conifold (similar as previously in
[12, 16] for the unrefined case) and, most importantly, a non-perturbative completion
thereof, via simple residue calculations. In particular, one may see this as the simplest
example of a true (i.e., independent of N) gauge / string duality. Similar results are
obtained for SO(N) gauge group, leading to the prediction of the non-perturbative
completion of orientifolds of the refined topological string on the resolved conifold.
The outline is as follows. In the next section we will recall the basic definitions
of universal Chern-Simons theory. In particular, we will rewrite the known integral
representation in a more convenient form, see section 2.1, which will allow us to express
the integral representation directly as a sum of residue, or, alternatively in terms
of multiple sine functions, as discussed in section 2.2. In the following two sections
examples are discussed. Namely, in section 3 we calculate the universal partition
function for unitary groups as a sum of residue, yielding the refined Gopakumar-Vafa
expansion plus non-perturbative terms, with respect to the string coupling parameter.
It is here where we establish a remarkable exact coincidence with the conjectured non-
perturbative completion of the topological string on the resolved conifold. In Section
4 we extend the results to orthogonal groups. Section 5 is devoted to the quantum
limit of [19] applied to refined Chern-Simons, corresponding at large N to the well-
known Nekrasov-Shatashvilli limit. In particular a S-dual like relation between the
perturbative and non-perturbative parts of the free energies will be discussed. Some
more general remarks will also be given in this section. In appendixes we present some
series identities and supplemental details about multiple gamma and sine functions,
used heavily in the body of the paper.
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2 Universal Chern-Simons
2.1 Generalities
Recall that the universal Chern-Simons free energy F reads [10]
F = F I − F II − d
2
log (t/δ) , (2.1)
with
F I :=
∫ ∞
0
dx
x(ex − 1) (f(x/δ)− d) , F
II :=
∫ ∞
0
dx
x(ex − 1) (f(x/t)− d) ,
and
f(x) :=
sinh
(
x(v1−2t)
4
)
sinh
(
x(v2−2t)
4
)
sinh
(
x(v3−2t)
4
)
sinh
(
xv1
4
)
sinh
(
xv2
4
)
sinh
(
xv3
4
) ,
d :=
(v1 − 2t)(v2 − 2t)(v3 − 2t)
v1v2v3
,
(2.2)
where we defined the effective coupling constant δ := κ + t with κ the usual Chern-
Simons coupling constant. The parameters vi occurring in f(x) and d are referred to
as Vogel’s parameter. For particular choices of vi one can recover from (2.1) the free
energy of Chern-Simons theory on S3 with all simple Lie gauge groups. In particular,
this requires to impose Vogel’s condition t = v1 + v2 + v3. Then t is identified, in a
special normalization, with the dual Coxeter number h of the corresponding simple
Lie algebra. Normalization mentioned is called minimal one and is defined by the only
negative Vogel parameter (usually v1 below) to be equal to −2. As discovered in [13],
(2.1) also includes the refined Chern-Simons theories of [7, 9] at appropriate values of
parameters, though Vogel’s condition will not be satisfied anymore in the refined case.
It is convenient to rewrite F as follows. We redefine x→ tx/δ in F II such that
F II =
∫ ∞
0
dx
x(etx/δ − 1) (f(x/δ)− d) .
Using the relation
1
ebx − 1 −
1
eax − 1 =
eax − ebx
(eax − 1)(ebx − 1) =
sinh
(
x(a−b)
2
)
2 sinh
(
xa
2
)
sinh
(
xb
2
) , (2.3)
and making use of that the combined integrand is even under x → −x, we can write
F as,
F = −d
2
log (t/δ) +
1
4
∫
R+
dx
x
sinh (x(t− δ))
sinh (xt) sinh (xδ)
(f(2x)− d) , (2.4)
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where we deformed the integration range to pass the origin on an infinitesimal semi-
circle in the upper half of the complex plane. We will refer to the deformed contour as
R+. (We could have equally well deformed to pass along in the lower half, which we
will denote as R−). We further rescaled x→ 2xδ.
As we will show in section 2.2, the integration over the dV term in fact cancels
against the log term in (2.4), such that we obtain the (novel) neat expression
F = 1
4
∫
R+
dx
x
sinh (x(t− δ))
sinh (xt) sinh (xδ)
f(2x) , (2.5)
for the universal Chern-Simons free energy. One should note that the proof of equiva-
lence between the integral representation (2.1), and so (2.5), and the ordinary (refined)
Chern-Simons partition functions, performed in [11] and [13], is completely analytical
and exact. Besides that it simultaneously encodes the usual and refined Chern-Simons
theories in an unified way, other benefits of the integral representation (2.5) are that it
naturally extends Chern-Simons theory to non-integer and/or negative values of N and
the refinement parameter β, to non-integer values of δ (cf., [20]), and more generally
to wide ranges of complex values of parameters. Particularly it allows an exact large
N expansion without any need to perform a semi-classical analysis. This, in particular
the last point, will become more clear below, where we will discuss ways to explicitly
evaluate the integral occurring in (2.5) as a sum of residue.
Note first that it is not easy to establish convergence restrictions for the integral in
(2.5) for arbitrary values of parameters. Here, we make the assumption that 2t > vi, ∀i
and t > 0. In particular, this assumption is satisfied for the parameters corresponding
to SU(N) and SO(N) (with β > 0). We further restrict to κ > 0 corresponding
to δ > t > 0 (we can also discuss κ < 0 similarly, but omit it here). Denoting the
integrand of (2.5) as I, we can estimate under the above restrictions on parameters
that for large x one has I ∼ 1
x
e
x
2
(2t−∑i(vi+|vi|)). This leads us to the condition (for the
real parts)
κ > 0 : 2t−
3∑
i=1
(vi + |vi|) < 0 , (2.6)
needed for a convergent integral. For parameters of refined SU(N) and SO(N) this
condition is indeed satisfied, cf., [13] and the example sections later on.
In order to show that one can directly rewrite the integral (2.5) as a sum of residue,
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i.e.,
F = 2πi
∑
{x∗+}
Res(I, x∗+) , (2.7)
where {x∗+} denotes the set of poles of the integrand, one has to establish that one can
deform the integration contour without pickup up an extra contribution. That this
is indeed the case follows from the multiple sine representation we will discuss below.
One should however note that the pole structure of the integrand is subtle. Depending
on the particular values the parameters take (e.g., integer multiplies of each other),
enhancement to higher order poles may occur for some subsets of poles.
2.2 Multiple sine representation
Though (2.7) looks at first glance very simple, the expressions resulting from taking
residue directly of I are in fact not as easy as one might expect. In particular, one
needs to invoke non-trivial summation identities to bring the result to canonical forms,
used in literature. Following ideas of [12], it is however possible to find a closed simple
expression for (2.5) in terms of multiple sine functions for which the integral represen-
tation, and so the residue calculations, are somewhat different (but of course equivalent
due to non-trivial identities), but already more or less in canonical form. The price to
pay is the introduction of some mathematical machinery of multiple Barnes’ gamma
functions, multiple sine functions and their integral representations. This, however is
justified by compactness of the resulting expressions, clear rules of transformations and
mathematical rigorousness, in particular justifying that simple residue taking of I is
indeed valid.
Definitions
We need first to recall some basic definitions. Barnes’ multiple ζ-function [21] is defined
as
ζr(z, s|w) := ζr(z, s|w1, w2, ..., wr) =
∞∑
n1,...,nr=0
1
(z + w1n1 + w2n2 + · · ·+ wrnr)s . (2.8)
Note that ζr(z, s|w) is well defined if all parameters wi lie on the same side of some
straight line through the origin, and Rez > 0, Res > r. In similarity with the definition
of Euler’s gamma-function in terms of Riemann’s zeta-function, one can use ζr(z, s|w)
to define a multiple gamma-function
ln Γr(z|w) := ∂sζr(w, s|w1, w2, ..., wr)|s=0 .
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This definition follows [22] and differs from the original Barnes’ one [21] by some
modular “constant”, depending on parameters.
Next, the multiple sine functions are defined via Barnes’ gamma function as
Sr(z|ω) := Γr(|ω| − z|ω)
(−1)r
Γr(z|ω) , (2.9)
where |ω| := ∑rj=1 ωj . Some useful identities for the multiple sine functions we will
make us of in this section are
Sr(z|w) = Sr(|w| − z|w)(−1)r+1 ,
Sr(cz|cw) = Sr(z|w) ,
S2(1|1, w) =
√
w .
(2.10)
(More identities are listed in (B.7).)
According to [23, 24] the multiple sine functions Sr possess for r ≥ 2, 0 < Rewj ,
and 0 < Rez < |w| an integral representation over the entire real line, bypassing the
singularity at zero either in the upper or lower half of the complex plane, i.e.,
Sr(z|ω) = exp
(
(−1)rπi
r!
Br,r(z|ω) + (−1)r
∫
R+
dx
x
ezx∏r
k=1(e
ωix − 1)
)
= exp
(
(−1)r−1πi
r!
Br,r(z|ω) + (−1)r
∫
R−
dx
x
ezx∏r
k=1(e
ωix − 1)
)
,
(2.11)
where Br,r refer to the generalized Bernoulli polynomials, defined via the generating
function
xrezx∏r
j=1(e
wjx − 1) =
∞∑
n=0
xn
n!
Br,n(z|w) . (2.12)
Note that the Bernoulli terms occurring in (2.11) are ±iπ times the residue of the inte-
grand at x = 0, i.e., they are equal to half of the integral with same integrand over the
small circle around x = 0. These terms are necessary to have an equality between the
two different integral representation above. The mentioned integral representation of
these Bernoulli terms leads to the similar to (2.10) identities for Bernoulli polynomials.
In particular, we will need in the following discussion the identity [23]
Br,n(z|w) = (−1)nBr,n(|w| − z|w) . (2.13)
Using results of [23], the logarithm of multiple sine functions can be expressed as a
sum of residue, i.e.,
logSr(z|w) = (−1)rπi
r!
Br,r(z|w) + (−1)r
∑
{x+∗ }
Res(S(z|w), x+∗ ) . (2.14)
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According to [23], this expression is valid provided Imz > Im |w| > 0. (Similar for the
contour R−, for which one needs 0 < Imz < Im |w|). However, there is one subtlety.
Actually, the bound of [23] appears to be slightly too strong. Namely, we believe that
one can relax the bound to ≥, via an improved estimation, performing for instance a
similar discussion as in [25] (see their section 3.5).
Quintuple sine free energy
We now have everything at hand to rewrite (2.5) in terms of multiple sine functions.
Let us however first show that the log term in (2.4) indeed cancels against the integral
over (2.3). We can rewrite (using the equalities in (2.3))
1
4
∫
R+
dx
x
sinh (x(t− δ))
sinh (xt) sinh (xδ)
=
1
2
∫
R+
dx
x
ext
(etx − 1)(eδx − 1)−
1
2
∫
R+
dx
x
eδx
(etx − 1)(eδx − 1) .
Note that we have due to the identity (2.13)
Br,r(t|t, δ)−Br,r(δ|t, δ) = (1− (−1)r)Br,r(δ|t, δ) ,
which equals zero for r even. Hence, we can freely add this pair of Bernoulli polynomials
to the expression above, thereby being able to rewrite
1
4
∫
R+
dx
x
sinh (x(t− δ))
sinh (xt) sinh (xδ)
=
1
2
log
(
S2(t|t, δ)
S2(δ|t, δ)
)
= −1
2
log
(
t
δ
)
,
where we made use of the multiple sine integral representation (2.11) and the identities
given in (2.10). We conclude that the log term in (2.4) indeed cancels out.
Finally, let us discuss how to express the universal Chern-Simons free energy (2.5)
entirely in terms of multiple sine functions. For that note that the integrand I is a
product of five sinh factors. We can expand the sinh factors in terms of exponentials,
yielding
F = s(v)
∑
{σ}
s(σ)
2
∫
R+
dx
x
e(zσ+
1
2
|w|)x
(e2xt − 1) (e2xδ − 1)∏3i=1 (ex|vi| − 1) ,
where {σ} is the set of 16 tuples of length 4 of all possible sign combinations, i.e.,
σ = {σ0, ..., σ3} with σi = ±1, s(σ) :=
∏3
i=0 σi the parity of the tuple (s(v) is similarly
defined),
zσ = σ0(t− δ) + 1
2
3∑
i=1
σi(vi − 2t) , (2.15)
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and |w| = 2(t+ δ)+∑3i=1 |vi| . Now note that the set σ has a Z2 symmetry identifying
tuples differing by overall sign. Hence we can write
F = s(v)
∑
{σ}/Z2
s(σ)
2
∫
R+
dx
x
e(
1
2
|w|+zσ)x + e(
1
2
|w|−zσ) x
(e2xt − 1) (e2xδ − 1)∏3i=1 (ex|vi| − 1) .
Clearly, the identities (2.11) and (2.13) can be shifted by z → z + 1
2
|w|. In particular,
we have
Br,r(|w|/2− zσ|w) +Br,r(|w|/2 + zσ|w) = (1 + (−1)r)Br,r(|w|/2− zσ|w) ,
vanishing for r odd. Hence, we can again freely add such pairs of Bernoulli polynomials
to the above summation. Making use of (2.11) and (2.13), we conclude
F = s(v) log
∏
{σ}/Z2
S5 (zσ + |w|/2| 2t, 2δ, |v1|, |v2|, |v3|)s(σ) . (2.16)
Note that the condition 0 < Re |z| < |w| needed to rewrite the integral representation
in terms of multiple sine functions is equivalent to (2.6), as is evident from (2.15).
Denoting as above the integrand in (2.11) as S(z|w), we finally arrive at
F = −s(v)
∑
{x∗+},{σ}/Z2
s(σ)
(
Res
(S(|w|/2 + zσ|w), x∗+)+ iπ5!B5,5(|w|/2 + zσ|w)
)
,
(2.17)
where as before {x∗+} denotes the set of poles on the upper imaginary axis. Equation
(2.17) constitutes the main result of this section. The expression (2.17) is simpler than
(2.7), because the numerator of the integrand S(z|w) is not a product of trigonometric
functions as in (2.7), but just an exponential. In particular, due to the used multiple
sine identities, the exponentials do not combine anymore to trigonometric functions.
This implies the existence of non-trivial summation identities to map to the results
obtained via the direct integration (cf., appendix A).
3 Example 1: AN−1
The first example we consider is refined AN−1, whose universal Chern-Simons repre-
sentation has been derived in [13]. Namely, the refined AN−1 theory sits at
v1 = −2 , v2 = 2β , v3 = t = βN .
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In order to compare with topological string theory, it is convenient to introduce the
parameter
µ :=
t
δ
=
βN
δ
. (3.1)
Usually, this is the t’Hooft parameter kept fixed at large N . Since we do not perform
a large N expansion, for us µ is just a parameter. The integrand of (2.7) specializes
under this choice of parameters to
IA = sinh (xδ(µ− 1)) sinh (x(δµ+ 1)) sinh (x(δµ− β))
4x sinh (δµx) sinh (δx) sinh (βx) sinh (x)
.
As for these choice of Vogel’s parameters one pair of sinh cancelled out, it is more
convenient to write the corresponding partition function Z := eF in terms of quadruple
sine functions, rather than via the general expression (2.16) consisting of quintuple
sines. Making similar considerations as in section 2.2, we almost immediately deduce
(after writing the sinh in terms of exponentials)
Z−1A = S4(β|w)S4(δ|w)S4(1 + β + δ|w)S4(1 + 2δµ|w) , (3.2)
with w = (1, β, δ, δµ). Using recurrent relations and identities of multiple sine functions
(cf., appendix B), the partition function can be simplified to
ZA(µ; β) =
1√
µ
S3(1 + δµ|1, β, δ)
S3(β|1, β, δ) . (3.3)
Note that the multiple sine representation is convenient for investigating symmetries
of the partition function. For example, at β = 1 we clearly see the level-rank duality
k ↔ N (up to the prefactor). Another potentially interesting symmetry is the exchange
β ↔ δ, provided t = δµ = βN is invariant, i.e., if simultaneously N → Nβ/δ.
The for us important symmetry of the partition function is with respect to the
transformation
β → 1/β , N → βN + 1− β , δ → δ/β , µ→ µ+ 1− β
δ
. (3.4)
Since this symmetry involves inversion of β, it turns via the relation between β and
the equivariant parameters of the Ω-background [26]
ǫ1 =
√
β gs , ǫ2 = − 1√
β
gs , (3.5)
into the Ω-background symmetry ǫ1 ↔ −ǫ2.
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Generally, at large N the parameter µ is viewed as fixed t’Hooft coupling constant,
i.e., it is assumed to not transform under (3.4). However, the β-inversion symmetry is
still manifest. Namely, shifting and rescaling
µ→ µ¯− 1
2δ
(1− β) ,
δ →
√
β δ¯ ,
(3.6)
we have in terms of fixed µ¯ and δ¯
ZA(µ¯; β) =
β√
µ¯− 1
2
(1− β)
S3(
1
2
(
√
β + 1√
β
) + δ¯µ¯)| 1√
β
,
√
β, δ¯)
S3(
√
β| 1√
β
,
√
β, δ¯)
. (3.7)
Up to a logarithmic term originating from the first factor, we conclude that the exact
free energy FA(µ¯; β) is invariant under
β → 1
β
. (3.8)
Note that the transformation (3.6) is the usual shift one has to perform to obtain an
even powers of gs only expansion of refined free energies, cf., [27, 28].
Let us continue to evaluate (3.3). For that, we make use of the integral representa-
tion (2.11), yielding
FA ∼
∫
R+
dx
x
ex(1+δµ) − exβ
(ex − 1) (exβ − 1) (exδ − 1) , (3.9)
where we dropped for convenience the log µ term and two generalized Bernoulli polyno-
mials. We can solve the integral via summing over residue of the integrand, cf., (2.14).
However, care has to be taken about what values the parameters take, as enhancement
from simple poles to higher order poles may occur. In particular, for simplicity we will
assume that δ 6∈ Q. Note also, that as one ray of poles depend on 1/δ ∼ gs, there is a
natural split into perturbative and non-perturbative poles, the latter being independent
of δ. Hence, there is a natural split as well of the free energy, i.e.,
FA(µ; β) = FPA (µ; β) + FNPA (µ; β) .
The residue calculation of (3.9) is straight-forward, except that one has to distinguish
in the non-perturbative sector between β rational or not. The former will introduce
some additional calculational complications due to pole enhancement of some of the
11
poles. (Nevertheless the free energy for rational β can be derived as well by a non-trivial
limit from the non-rational β free energy.)
Instead of stating directly here the resulting expressions for FPA and FNPA , it is
instructive to calculate these free energies as well via the direct integration of IA
described in section 2.1. Though this approach is on a technical level more complicated
than using multiple sine functions, it is to some extent more illustrative, as for instance
flop invariance is explicitly manifest, the Bernoulli polynomials are absent, and we can
easily invoke trigonometric identities.
As we assume δ 6∈ Q, so we have µ 6∈ Q. Equation (2.7) tells us that
FA = 2πi
∑
{x∗+}
Res(IA, x∗+) .
The set of poles consists of two rays of perturbative simple poles at x∗p,1 = nπi/(δµ) and
x∗p,2 = nπi/δ (since µ 6∈ Z) and two rays of non-perturbative poles at x∗np,1 = nπi/β
and x∗np,2 = nπi , where n ∈ N \ {0}. Hence,
FPA (µ; β) := Rp,1 +Rp,2 , FNPA (µ; β) := Rnp,1 +Rnp,2 , (3.10)
where R denotes the residue sum of the respective ray of poles. (The sums here and
below are actually understood as a limit of sum of partial sums of all objects involved,
since infinities are cancelled in between them.) The perturbative contribution FPA can
be easily inferred, up to some technical subtlety. Namely, only the combined Rp,1+Rp,2
is finite over summation over the set of poles. In particular, taking partial sums implies
that we pick up a left over contribution of −1
2
log µ in canceling the singularities against
each other, which in fact exactly reproduces the prefactor of (3.3). Using trigonometric
product-to-sum formula and addition identities, it is not hard to infer that we can write
the combined residue summation as
FPA (µ; β) = log
1√
µ
+
1
4
∞∑
n=1
cos (nπ(2µ+ (1− β)/δ))
n sin
(
npi
δ
)
sin
(
npiβ
δ
) − 1
4
∞∑
n=1
1 + cot
(
npi
δ
)
cot
(
npiβ
δ
)
n
.
(3.11)
Note that after shifting the free energy via (3.6), the β-inversion symmetry is clearly
visible, and furthermore the free energy becomes explicitly flop invariant (i.e., invariant
under µ¯→ −µ¯).
In order to make contact with the free energy of the refined topological string, we
set
δ¯ =
2πi
gs
,
12
and make use of the (non-trivial) sum identities (A.3) and (A.8), such that we arrive
at
FPA (µ¯; β) ∼ −
1
4
∞∑
n=1
Qn
n sinh
(
ngs
2
√
β
)
sinh
(
n
√
βgs
2
) + 1
2
∞∑
n=1
e−ngs(
√
β−1/√β)/2
n sinh
(
ngs
2
√
β
)
sinh
(
n
√
βgs
2
) ,
(3.12)
where we also defined Q := e−2piiµ¯ and dropped some terms consisting of generalized
Bernoulli polynomials and as well the logµ term. We recognize the refined Gopakumar-
Vafa expansion and constant map contribution of the resolved conifold [5].
Let us move on to the non-perturbative contribution. Note that we have to dis-
tinguish between β ∈ Q∗ and β 6∈ Q∗, with Q∗ := Q \ {0}, as already mentioned
above.
β 6∈ Q
If β is not a rational number, we just have two rays of non-perturbative simple poles
at x∗np,1 = nπi/β and x
∗
np,2 = nπi , leading to
Rnp,1 = −1
2
∞∑
n=1
sin
(
npiδ(µ−1)
β
)
sin
(
npiδ(µ+1/δ)
β
)
n sin
(
npi
β
)
sin
(
npiδ
β
) ,
Rnp,2 = −1
2
∞∑
n=1
sin (nπδ(µ− 1)) sin (nπδ(µ− β/δ))
n sin (nπβ) sin (nπδ)
.
(3.13)
Via invoking trigonometric identities, and under the redefinitions (3.6), we arrive at
FNPA (µ¯; β 6∈ Q) =
1
4
∞∑
n=1

cos
(
npiδ¯(2µ¯−1)√
β
+ nπ
)
n sin
(
npi
β
)
sin
(
npiδ¯√
β
) + cos
(
nπ
√
βδ¯(2µ¯− 1) + nπ)
n sin (nπβ) sin
(
nπ
√
βδ¯
)


− 1
4
∞∑
n=1

1 + cot
(
npi
β
)
cot
(
npiδ¯√
β
)
n
+
cot (nπβ) cot
(
nπ
√
βδ¯
)− 1
n

 ,
(3.14)
where we made use of the periodicity cos(x + nπ) = cos(x − nπ). The inversion
symmetry (3.8) is clearly manifest in the non-perturbative part of the free energy for
β 6∈ Z, as expected.
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It remains to write (3.14) in terms of gs. Making use of (A.3) and (A.8), we deduce
FNPA (µ¯; β 6∈ Q) ∼ −
i
4
∞∑
n=1
e
−2npi2√
βgs Q
2piin√
βgs
n sin
(
npi
β
)
sinh
(
2npi2√
βgs
) − i
4
∞∑
n=1
e
−2npi2√β
gs Q
2piin
√
β
gs
n sin (nπβ) sinh
(
2npi2
√
β
gs
)
− i
2
∞∑
n=1
e
pin
βgs
(1+2pii
√
βgs)
n sin
(
npi
β
)
sinh
(
2npi2√
βgs
) − i
2
∞∑
n=1
e
pinβ
gs
(1−2piigs/
√
β)
n sin (nπβ) sinh
(
2npi2
√
β
gs
) .
(3.15)
(We dropped again some generalized Bernoulli polynomials.)
β ∈ Z∗
As for our purposes, i.e., comparison with known non-perturbative results at β = 1,
it is sufficient to take β ∈ Z∗, we restrict for simplicity here to this case. We have
one ray of non-perturbative double poles at x∗np,2 = πin and one ray of simple poles at
x∗np,1 = mπi/β with m ∈ N \ {lβ}. We infer
Rnp,1 = −1
2
∞∑
n 6=lβ
sin
(
npiδ(µ−1)
β
)
sin
(
npiδ(µ+1/δ)
β
)
n sin
(
npi
β
)
sin
(
npiδ
β
)
Rnp,2 =
∞∑
n=1
(1− β + 2δ)− (1− β) cos (2nπδ)
8nβ sin2 (nπδ)
+
∞∑
n=1
(β − 1− 2δµ) cos (2nπδ(µ− 1))− (β − 1 + 2δ(1− µ)) cos (2nπδµ)
8nβ sin2 (nπδ)
+
∞∑
n=1
sin (2nπδ) + sin (2nπδ(µ− 1))− sin (2nπδµ)
8n2πβ sin2 (nπδ)
.
(3.16)
Note that for β integer some of the simple poles are enhanced to double poles and
therefore the above residue results are more complicated than before. In order to
simplify Rnp,2 further, we redefine µ→ µ′+1/2 such that with the help of trigonometric
sum-to-product identities we are led to
Rnp,2(µ
′) =
∞∑
n=1
(
1− β
4βn
+
sin (2nπδ)
8n2πβ sin2 (nπδ)
+
δ
4nβ sin2 (nπδ)
)
+
∞∑
n=1
(
− cos (2nπδµ
′)
4n2πβ sin (nπδ)
+
(β − 1− 2δµ′) sin (2nπδµ′)
4nβ sin (nπδ)
− δ cos (2nπδµ
′) cot (nπδ)
4nβ sin (nπδ)
)
.
(3.17)
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Adding up the contributions and with some further trigonometric simplifications, we
conclude that
FNPA (µ′; β ∈ Z∗) ∼
1
β
FNPA (µ′; 1)−
1− β
β
∞∑
n=1
sin (2nπδµ′)
4n sin (nπδ)
+
1
4
∞∑
n 6=lβ
cos
(
npiδ(2µ′+1/δ)
β
)
n sin
(
npi
β
)
sin
(
npiδ
β
) − 1
4
∞∑
n 6=lβ
cot
(
npi
β
)
cot
(
npiδ
β
)
n
,
(3.18)
with
FNPA (µ′; 1) =
∞∑
n=1
(
cot (nπδ)
4πn2
+
δ
4n sin2 (nπδ)
)
−
∞∑
n=1
(
cos (2nπδµ′)
4πn2 sin (nπδ)
+
δµ′ sin (2nπδµ′)
2n sin (nπδ)
+
δ cos (2nπδµ′) cot (nπδ)
4n sin (nπδ)
)
.
(3.19)
The β-dependent non-perturbative completion for β ∈ Z∗ given in (3.18) appears to
be non-trivial and constitutes one of the main results of this work. Note that the
symmetry (3.8) is not visible, as it maps β ∈ Z∗ → 1/β ∈ Q. The symmetry however
dictates the solution for FA(µ; 1/β ∈ Q) with β ∈ Z∗.
Finally, let us inspect FNPA (µ′; 1) in some more detail. The exact resolved conifold
free energy at β = 1 has been calculated already previously in [16]. However, it is
interesting to compare the exact result predicted by universal Chern-Simons to other
recent predictions. For that, note that under usage of the identities in section A.1, and
in terms of gs, we have (up to some generalized Bernoulli polynomials)
FNPA (µ′; 1) ∼
∞∑
n=1
1
4πin2 sinh
(
2npi2
gs
)

1 + 2nπ2 e 2npi
2
i
gs
gs sinh
(
2npi2
gs
)

 e− 2npi2igs
−
∞∑
n=1
1
4πin2 sinh
(
2npi2
gs
) (1 + 4nπ2iµ′
gs
− 2nπ
2i
gs
coth
(
2nπ2
gs
))
e−
4npi2 iµ′
gs .
(3.20)
This has to be compared with the prediction for the non-perturbative completion of
the topological string on the resolved conifold inferable from the conjecture of [17].
Under setting
gs → 4π
2
i~
,
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we precisely recognize in the second row of (3.20) the conjectured M2-brane contribu-
tion, stated for instance in [18] (cf., their eq. (5.40)). The first row corresponds to the
non-perturbative completion of the constant map contribution, which, to our knowl-
edge, is not given explicitly in the literature. We conclude that the exact calculations
via universal Chern-Simons give strong evidence about the validity of the conjecture
of [17] for the resolved conifold. Turned around, this implies that the large N duality
is exact. (Very recently, while our work was in the writeup process, some numerical
checks of the exactness of the large N duality between Chern-Simons and the unrefined
conifold appeared, see [29].)
4 Example 2: DN/2
In this section we will discuss the free energy of refined DN/2 Chern-Simons theory.
Invoking the multiple sines technique introduced in section 2.2, the free energy can
be obtained via a simple residue calculation as a Gopakumar-Vafa sum, and non-
perturbative corrections thereto, similar as in the previous section.
The parameters leading to SO(N) refined Chern-Simons theory (N is understood
to be even) have been derived in [13] and read
v1 = −2 , v2 = 4β , v3 = β(N − 4) , t = β(N − 2) , δ = κ+ t . (4.1)
The multiple sine expression of the free energy F derived in section 2.2, i.e., (2.16), can
be used for calculation of free energy in this case. However, without passing through
quintuple sine functions, we can infer via a more direct independent calculation that
ZD(N ; β) =
S3(1 +
3
2
t|1, t, δ)
S3(1 + δ +
1
2
t|1, t, δ) ×
S3(1 + β + t)|1, 2β, δ)
S3(β|1, 2β, δ) , (4.2)
where ZD(N ; β) := e
−FD . The first factor can be simplified as
S3(1 +
3
2
t|1, t, δ)
S3(1 + δ +
1
2
t|1, t, δ) =
S2(1 +
1
2
t|1, t)
S2(1 +
1
2
t|1, δ) =
S2(
1
2
t|1, t)
S1(
1
2
t|t)S2(1 + 12t|1, δ)
=
√
2
S2(1 +
1
2
t|1, δ) ,
where we made use of the identities S1(t/2|t) = 1 and S2(t/2|1, t) =
√
2. Note that
the remaining non-trivial denominator S2(1 +
1
2
t|1, δ) becomes S2(12N |1, δ) in the non-
refined limit β = 1 and matches one of the multipliers of the partition function of
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SO(N) Chern-Simons given in [16] (recall the invariance of multiple sines under simul-
taneous rescaling of the argument and all parameters, cf., (2.10)), i.e.,
ZD(N ; 1) = 2
− 3
4
√
S3(2N |2, 2, 2δ)
S3(2|2, 2, 2δ)
√
S2(2N |4, 2δ)
S2(N |2, 2δ) . (4.3)
Let us verify that the other terms in (4.3) appear from the remaining second factor
in the refined partition function (4.2). For that, note that the denominator of the
second factor in (4.2) can be rewritten for β = 1 as (see appendix B)
S3(1|1, 2, δ) =
√
S3(1|1, 1, δ)
√
S2(1|2, δ) = 2 14
√
S3(1|1, 1, δ) ,
which exactly matches the corresponding term in the SO(N) Chern-Simons partition
function given above. So, our refined SO(N) partition function equals the SO(N)
Chern-Simons partition function at β = 1, as it should be.
Let us move on to the refined case with general β. The multiple sine representation
(4.2) of the refined partition function is essentially (we omit numerical multipliers)
ZD(N ; β) ∼ S3(1 + β(N − 1)|1, 2β, δ)
S3(β|1, 2β, δ)S2(1− 12β + 12β(N − 1)|1, δ)
. (4.4)
This form of the partition function is most suited to invoke the integral represen-
tation of multiple sine functions (2.11) in order to obtain the free energy as a sum
of residue (cf., (2.17)). However, we do not need the full expression (4.4) for that.
Namely, if we define
µ :=
βN − β
δ
,
and compare with ZA given in (3.3), we infer that actually
ZD(µ; β) ∼ ZA(µ; 2β)×M(β) eT (µ;β) , (4.5)
with
T (µ; β) := 1
2
log µ− log S2(1− β/2 + δµ/2|1, δ) ,
M(β) :=
S3(2β|1, 2β, δ)
S3(β|1, 2β, δ) ,
(4.6)
holds. (We made use of the identities (B.7)). Note that µ is the usual t’Hooft coupling
kept fixed in a large N limit. However, we like to stress that we actually do not
take any limit. We observe that the refined DN/2 partition function splits into an
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oriented and unoriented sector, cf., [30]. Usually, T is referred to as domainwall tension.
The function M(β) is the unoriented piece of the constant map contribution and is
expected to relate at β = 1 to the real MacMohan function introduced in the context
of orientifold in [31, 32].
As a side remark, note that the Ω-background symmetry discussed in the AN−1
example does not carry over to DN/2, as the domainwall tension (or orientifold plane)
breaks the symmetry. Instead, it seems that the related transformation
β → 1/4β , δ → δ/2β ,
combined with some appropriate transformation of N , maps partition functions of
refined SO(N) to refined Sp(N) and vice versa. Since we do not have at hand the
refined universal version of the Sp(N) Chern-Simons partition function, we can not
explicitly verify this hypothesis at the time being. (However, one may use the expected
transformation properties, and the expected structure of the refined partition functions,
cf., [30], to predict the corresponding Vogel parameters.)
As we already discussed the non-perturbative completion of the Gopakumar-Vafa
expansion of ZA(µ; β) in the previous section, we only need to discuss here the addi-
tional contribution due to the factorsM and T . Let us start with T . From the integral
representation (2.11) we immediately deduce
T = 1
2
log µ+
iπ
2
B2,2(1− β/2 + δµ/2|1, δ) +
∫
R+
dx
x
ex(1−β/2+δµ/2)
(ex − 1)(eδx − 1) .
(For convenience, we drop from now on the first two terms.) As in the previous AN
discussion, we can distinguish between perturbative and non-perturbative poles (the
former depending on gs). Hence, there is a natural split into a perturbative and non-
perturbative part, i.e.,
T = T P + T NP .
As we assume δ not to be integer, there are however no cases to be distinguished.
Hence, we can write down immediately
T (µ; β) ∼ − i
2
∞∑
n=1
eipin(µ+(1−β)/δ)
n sin
(
npi
δ
) + i
2
∞∑
n=1
enpiiδ(µ−1−β/δ)
n sin (nπδ)
, (4.7)
where the first sum corresponds to T P and the second to T NP .
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For later reference, note that T can be as well expressed as a linear combination of
the free energies FA. This can be seen as follows. Using the second identity listed in
(B.7) we infer
eT (µ;β) =
S3(1− β/2 + b+ δµ/2|1, b, δ)
S3(1− β/2 + δµ/2|1, b, δ) =
ZA(µ/2 + (4b− β)/(2δ); 2b)
ZA(µ/2− β/(2δ); 2b) ,
where b 6= 0 is arbitrary. Hence, taking for instance b = 1/2, we conclude
T (µ; β) = FA(µ/2 + (2− β)/(2δ); 1)− FA(µ/2− β/(2δ); 1) . (4.8)
It remains to discuss M(β). Ignoring for notational convenience the generalized
Bernoulli polynomials, we have
logM(β) ∼
∫
R+
dx
x
e2βx − eβx
(ex − 1)(e2βx − 1)(eδx − 1) =
∫
R+
dx
x
eβx
(ex − 1)(eβx + 1)(eδx − 1) .
As is by now familiar, we have a split into a perturbative and non-perturbative piece.
Summing the residue of the perturbative poles, yields
logMP (β) =
i
4
∞∑
n=1
e
ipin(β−1)
δ
n sin
(
npi
δ
)
cos
(
npiβ
δ
) .
For the non-perturbative parts we have to distinguish between β ∈ Q or not.
β 6∈ Q
We obtain
logMNP (β 6∈ Q) = i
4
∞∑
n=1
enpii(β−1)
n sin (nπβ) cos (nπδ)
− 1
2
∑
n odd
e−
ipin(δ+1)
2β
n sin
(
npi
2β
)
sin
(
npiδ
2β
) .
Note the non-perturbative appearance of an odd sector in n. For β ∈ Q let us just
give one example. Namely β = 1 corresponding to (unrefined) topological string ori-
entifolds.
β = 1
We infer
logMNP (1) = − i
2
∞∑
n=1
(−1)n e
− inpiδ
2
n sin
(
npiδ
2
) .
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Hence, combining all parts, we deduce via relation (4.5) and under using (3.18) that
FNPD (µ′; 1) ∼
1
2
FNPA (µ′; 1) +MNP (1) + T NP (µ′, 1)
+
1
4
∞∑
n=1
sin (2nπδ µ′)
n sin(nπδ)
− 1
4
∞∑
n=1
sin(nπδµ′)
n sin
(
npiδ
2
) , (4.9)
where the last two terms are the remaining terms of (3.18) at β = 2 (the fractional
sums can be resummed for this value of β). The first of them, can be eliminated via a
further shift of µ′.
5 Quantum limit
It is interesting to consider the quantum limit introduced in [19] at hand of β-ensembles.
Namely, taking N large with
N := βN ,
fixed. In order to keep N finite, this also requires taking β → 0. Hence, we define
0W := lim
β→0
β F . (5.1)
(The notation of quantum limit originates from the fact that in this limit β-ensembles
are captured by ordinary quantum mechanics. However, this notation may not be the
best choice as it rather corresponds to a classical limit reducing a double quantized
system to a single quantized system.)
AN
Let us apply the quantum limit to the refined AN case discussed in section 3. However,
it is instrutive to apply the limit not after residue taking, but directly to (2.5). We
infer
0WA(N ) = −1
4
∫
R+
dx
x2
sinh (x(N − δ)) sinh (x(N + 1))
sinh (xδ) sinh (x)
.
We have one ray of perturbative simple poles at x∗p = nπi/δ and one ray of non-
perturbative simple poles at x∗np = nπi . Taking residue leads to
0WA(N ) = 0WPA (N ) + 0WNPA (N ) ,
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with
0WPA (N , δ) =
δ
2π
∞∑
n=1
cos
(
npi(2N+1)
δ
)
n2 sin
(
npi
δ
) − δ
2π
∞∑
n=1
cot
(
npi
δ
)
n2
,
0WNPA (N , δ) =
1
2π
∞∑
n=1
cos (nπ(2N − δ))
n2 sin (nπδ)
− 1
2π
∞∑
n=1
cot (nπδ)
n2
.
(5.2)
(Strictly speaking, the discussion in section 2.2 about validity of residue taking does
not directly apply to the β → 0 limit. However, it is not hard to convince ourselves
that the discussion can be adjusted to deal with (5.1), as in this limit the integrals are
actually stronger suppressed.)
It is interesting to observe that the perturbative and non-perturbative part of 0WA
are related by
0WNPA (N , δ) =
1
δ
0WPA
(
δN − 1, 1
δ
)
, (5.3)
We will come back to this S-dual like relation between the perturbative and non-
perturbative part of the quantum free energy below. For now, let us take an additional
large N limit, keeping
µ =
N
δ
, (5.4)
fixed, similar as in [19]. We infer that
0WA(δµ) = FA,NS(µ) , . (5.5)
where we defined the Nekrasov-Shatashvilli (for short NS) free energy [33] (see also
[34]) as
FA,NS(µ) := lim
β→0
β FA(µ; β) ,
but there we take now, in contrast to before, the limit after residue taking. The limit
can be easily applied to (3.11) and (3.14). For that, note that the summation index of
the summations in (3.14) which can be redefined to run over n/β move off to infinity
in this limit, and therefore these summations can be dropped. Hence,
FPA,NS(µ) =
δ
2π
∞∑
n=1
cos (nπ(2µ+ 1/δ))
n2 sin
(
npi
δ
) − δ
2π
∞∑
n=1
cot
(
npi
δ
)
n2
,
FNPA,NS(µ) =
1
2π
∞∑
n=1
cos (nδ(2µ− 1))
n2 sin (nπδ)
− 1
2π
∞∑
n=1
cot (nπδ)
n2
.
(5.6)
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Comparison with (5.2) confirms (5.5). Note however that if we had applied the limit
instead to (3.18), which is only valid for β ∈ Z, we would have gotten a different result.
In particular, we learn that FNPA (µ′; 1) 6= FNPA,NS(µ′). Instead, it is easy to verify that
the relation
FNPA (µ′; 1) =
1
2
(
δ
∂
∂δ
− 1
)
FNPA,NS(µ′) , (5.7)
holds. This relation is an exact statement for the non-perturbative part of refined AN
Chern-Simons on S3 free energies at large N . If we believe in the exactness of the large
N duality, this translates to a property of the non-perturbative (refined) topological
string free energy on the resolved conifold. Making use of (5.3), we can as well express
FNPA (µ′; 1) via FPA,NS leading to the conjecture of [17] (see also [18]).
DN/2
Let us ask what happens in the DN/2 case. Applying the quantum limit defined in
(5.1) to the integral representation specialized to refined DN/2, we observe that
0WD(N ) = 1
2
0WA(N ) , (5.8)
where we kept N = βN−β fixed. In fact, this non-uniqueness property of the NS limit
has been already observed in [35] and [30]. Hence, trivially the relation (5.3) holds as
well for DN/2. However, this is only one half of the story. As the β-inversion symmetry
is broken in the DN/2 case, we have to consider as well the alternative quantum limit
∞W := lim
β→∞
1
β
F . (5.9)
We also define
N = N − 2 ,
in this limit. (Note that in contrast to the β → 0 case we keep N finite). Physically,
after taking N large with (5.4) fixed, the occurrence of two different limiting cases
can be explained by the fact that the orientifold plane lives in two dimensions of the
space-time. As the Nekrasov-Shatashvilli limit corresponds to a reduction to two space-
time dimensions, we have two choices. Either we reduce to the subspace filled by the
orientifold plane, or to the orthogonal subspace. The latter leads to the relation (5.8),
as we do not see the orientifold in space-time anymore. The other case, with orientifold
plane, can be investigated as follows.
22
The limit (5.9) can be calculated via redefining x→ x/(2β), and rescaling δ → 2β δ
in the integral representation (2.5) (cf., [13]), leading to
∞WD = 1
2
∫
R+
dx
x2
(
sinh (xN /2) sinh (x(N /2− δ))
sinh (x) sinh (δx)
+
sinh (x(N /2− δ))
sinh (xδ)
)
.
We denote the integral over the last term as ∞T = ∞T P + ∞T NP , and evaluate via
summation over residue
∞T P = δ
π
∞∑
n=1
sin
(
npiN
2δ
)
n2
=
i δ
2π
(
Li2
(
e−
ipiN
2δ
)
− Li2
(
e
ipiN
2δ
))
,
∞T NP = 0 .
(5.10)
Note that ∞T NP vanishes because the second term has only one ray of (perturbative)
poles. This is consistent with (4.7) as in this equation either T P or T NP can survive
the quantum limit, depending on how we rescale δ before taking the limit. Evaluating
as well the integral over the first term, we conclude
∞WPD = −
δ
2π
∞∑
n=1
cos
(
npiN
δ
)
n2 sin
(
pin
δ
) + δ
2π
∞∑
n=1
1
n2 sin
(
pin
δ
) + ∞T P ,
∞WNPD = −
1
2π
∞∑
n=1
cos (nπ(N − δ))
n2 sin (πnδ)
+
1
2π
∞∑
n=1
cot (nπδ)
n2
.
(5.11)
Note that both, the domainwall tension ∞T and the constant map part appear not to
be compatible with a relation like (5.3).
Finally, let us ask if we nevertheless can still find a relation like (5.7) in the DN/2
case. For that, recall from section 4 the relation (4.5). Hence, we have for instance
FNPD (µ; 1/2) = FNPA (µ; 1) + logMNP (1/2) + T NP .
(T NP does not vanish away from the Nekrasov-Shatashvilli limit, cf., (4.7).) Recall as
well that T can be expressed as a linear combination of FA(µ; 1) with shifted µ via
(4.8). (This corresponds to the well-known fact that the orientifold contribution on the
conifold is essentially given by half a closed period, see [36].) Since (5.7) extends to
shifts µ→ µ+ s
δ
, we deduce that FNPD (µ; 1/2) can be expressed via a linear combination
of first order linear differential operators in δ acting on shifted Nekrasov-Shatashvilli
free energies FA,NS(µ), up to the constant map contribution.
23
Remarks
Several remarks are in order. Though the relation (5.3) looks very appealing, it rather
appears to be a special property of the quantum limit of the refined topological string
on the resolved conifold (and other genus zero geometries), as such a relation is not
obviously visible for the non-perturbatively corrected β-ensemble [19] and N = 2
supersymmetric gauge theory [37] (see also [38, 39]) quantum free energies (where the
non-perturbative instanton corrections are due to B-cycle instanton tunneling, at least
at a particular point in moduli space). In particular, a general validity of the S-dual
like relation (5.3) would trivialize the theory of resurgence.
However, the quantization condition used in the context of toric Calabi-Yau man-
ifolds in [40], see in particular [41], seem to invoke besides the known perturbative
part of the quantum periods [34] only the S-dual piece of the non-perturbative part of
the quantum (or NS) free energies. As this is directly linked with the validity of the
conjecture of [17], i.e., that the relation (5.7) (combined with (5.3)) in general provides
the non-perturbative completion for topological strings on (general) toric Calabi-Yau
manifolds, for which various numerical checks seem to have been performed in the
literature, a puzzle arises. Namely, how can this be ?
Possible resolutions could be as follows. Either there are in fact only A-cycle type
instanton corrections (cf., [42]) on toric Calabi-Yau manifolds, see however [43]. (Some
might see the fact that the poles in the Gopakumar-Vafa expansion arise only at tree-
level, cf., [44], as evidence.) There is as well a hidden S-dual like relation between
the perturbative and non-perturbative parts of the (non-trivial) quantum free energy
calculated in [19, 37] (and so in ordinary quantum mechanics, which would actually be
too good to be true). Or, perhaps most appealing, that the dominant instanton action
changes over moduli space, i.e., at large volume A-cycle type instantons are dominant,
while for instance at conifold points B-cycle instantons are dominant, cf., [43, 37, 38].
In the sense that the above simple relations break down away from large volume, due
to quantum effects. We believe clarifying these points will be of general interest.
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A Trigonometric sum identities
A.1 cos and sin sums
Consider the summation
Σ+(x|w) :=
∞∑
n=1
cos (2πnx)
ns
∏r
l=1 sin (nwl)
.
From the definition of the generalized Bernoulli polynomials (2.12) we infer the relation
1∏r
i=1 sin (nwr)
=
∞∑
l=0
(2i)rBr,l(|w|/2|w)(in)
l−r
l!
. (A.1)
Note that in order to arrive at (A.1) we also made use of the identity Br,l(cz|cw) =
cl−rBr,l(z|w) (cf., [23]). Hence, we can rewrite Σ+ as
Σ+ =
∞∑
l=0
(2i)rBr,l(|w|/2|w)(i)l−r
l!
∞∑
n=1
nl−r−s cos(2πnx) .
Recall the polylogarithm Lis(z) :=
∑∞
n=1
zn
ns
(defined via the convergent series for |z| <
1, but can be extended to the whole complex plane via analytic continuation), and
Jonquie`re’s inversion formula valid for n > 0 (and 0 ≤ Rex < 1 if Imx > 0, else
0 < Rex ≤ 1)
Lin(e
2piix) + (−1)n Lin(e−2piix) = −(2πi)
n
n!
Bn(x) ,
with Bn(x) the ordinary Bernoulli polynomials. The above inversion formula extends
to n < 0 if we define that Bn<0(x) = 0. Hence, in terms of the polylogarithm we can
write
Σ+ =
∞∑
l=0
(2i)r−1Br,l(|w|/2|w)(i)l−r
l!
×
((
1− (−1)r+s−l)Lir+s−l (e−2piix)− (2πi)r+s−l
(r + s− l)!Br+s−l(x)
)
.
(A.2)
Now note that Br,l(|w|/2|w) vanishes for l odd due to the identity (2.13). But if l is
even only, we have
Σ+ =
{
Ξ(x|w) +∑∞l=0 (2i)rBr,l(|w|/2|w)(i)l−rl! Lir+s−l (e−2piix) r + s odd
Ξ(x|w) r + s even ,
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where we defined
Ξ(x|w) := −
∞∑
l=0
i r+s−122r+s−l−1πr+s−lBr,l(|w|/2|w)Br+s−l(x)
l!(r + s− l)! .
Note that the summation in Ξ is finite (as we defined the Bernoulli polynomials Bn to
vanish for negative n). Writing the polylogarithm again as a series and using (A.1),
we conclude with the identities valid for r + s odd
∞∑
n=1
cos (2πnx)
ns
∏r
l=1 sin (nwl)
=
{
Ξ(x|w) +∑∞n=1 e−2piinxns∏rl=1 sin(nwl)
Ξ(1− x|w) +∑∞n=1 e2piinxns∏rl=1 sin(nwl) , (A.3)
where the equality in the lower row is due to the fact that we could have equally
expressed Σ+ in terms of Lin(e
+ix) (making also use of the identity (−1)nBn(x) =
Bn(1− x)).
Similarly, we can consider
Σ−(x|w) :=
∞∑
n=1
sin (2πnx)
ns
∏r
l=1 sin (nwl)
.
The only difference to Σ+ discussed above will be a flip of sign and an additional overall
factor of −i . Hence, we have for r + s even
∞∑
n=1
sin (2πnx)
ns
∏r
l=1 sin (nwl)
=
{
−iΞ(x|w) −i∑∞n=1 e−2piinxns∏rl=1 sin(nwl)
iΞ(1− x|w) +i∑∞n=1 e2piinxns∏rl=1 sin(nwl) . (A.4)
As a side remark, note that for the parity of r+ s there the polylogarithms cancel out
we provide via the function Ξ a finite expression for some of the summation formula
in [25].
A.2 cot sum
Consider
Σ :=
∞∑
n=1
1 + cot(nπx) cot(nπy)
n
=
∞∑
n=1
1− cot (nπx) cot (−nπy)
n
.
For simplicity, we assume in the following that Rey = 0. Invoking the identity
π cot πz = iπ +
2πi
e2piiz − 1 , (A.5)
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leads to
Σ =
∞∑
n=1
2
n
(
1 +
1
(e2npiix − 1) −
1
(1− e−2npiiy) −
2e−2npiix
(1− e−2npiix) (1− e−2npiiy)
)
.
For Imy > 0 we infer with help of the geometric series
Σ = 2
∞∑
n=1
1
n (e2npiix − 1) − 2
∞∑
n=1
1
n (e2npiiy − 1) +
∞∑
n=1
e−npii(x−y)
n sin (nπx) sin (nπy)
= i
∞∑
n=1
sin (nπ(x− y))
n sin (nπx) sin (nπy)
+
∞∑
n=1
e−npii(x−y)
n sin (nπx) sin (nπy)
,
(A.6)
where we made use of (2.3). Similarly, for Imy < 0 we have
Σ = i
∞∑
n=1
sin (nπ(x+ |y|))
n sin (nπx) sin (nπ|y|) +
∞∑
n=1
e−npii(x+|y|)
n sin (nπx) sin (nπ|y|) . (A.7)
Invoking the summation identity (A.4), we finally deduce (for Rey = 0)
Σ =
{
2
∑∞
n=1
e−npii(x−y)
n sin(npix) sin(npiy)
+ Ξ(x− y|x, y) Imy > 0
2
∑∞
n=1
e−npii(x+|y|)
n sin(npix) sin(npi|y|) + Ξ(x+ |y||x, |y|) Imy < 0
. (A.8)
B More on multiple gamma and sine functions
Barnes’ multiple zeta functions (as defined in (2.8)), fulfill recurrent relations [21, 22],
which were implicitly widely used in this paper. Indeed, for z = z0 + wi,Rez0 > 0
the sum over ni effectively starts from ni = 1, with zeta function argument being z0.
Adding and subtracting the contribution of ni = 0, we get the relation
ζN(z0 + wi, s|w) = ζN(z0, s|w)− ζN−1(z0, s|w1, ..., wi−1, wi+1..., wN) , (B.1)
In turn, from this follows the recurrence relation on multiple gamma-functions:
ΓN(z0 + wi|w1, w2, ..., wN) = ΓN(z0|w1, w2, ..., wN)
ΓN−1(z0|w1, ..., wi−1, wi+1..., wN) ,
Another type of relations between multiple gamma functions appear when there
are some relations between parameters. This is based on the integral representation
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[22] (see (2.12) for the definition of generalized Bernoulli polynomials)
log ΓN(Z|w) =
∫ ∞
0
dx
x
(
e−zx
N∏
j=1
1
(1− e−wjx)
−x−N
N−1∑
n=0
(−x)n
n!
BN,n(z)− (−1)
N
N !
e−xBN,N(z)
)
,
(B.2)
and the observation of [11] that if in the linear combination of logarithms of some
multiple gamma functions the main terms (i.e., the first terms in (B.2)) cancel, then
all other terms cancel as well. This yields a relation between the corresponding multiple
gamma functions. As an example, consider the identity
1
2
(
1
(1− e−x)2 +
1
1− e−2x
)
=
1
(1− e−x)(1− e−2x) ,
which implies identities between multiple gamma functions like
Γ2(N |1, 2) =
√
Γ2(N |1, 1)Γ1(N |2) ,
Γ3(N |1, 2, x) =
√
Γ3(N |1, 1, x)Γ2(N |2, x) ,
(B.3)
etc. .
Evidently, such relations can appear each time one has rational relations between
parameters. We also note that from the identity [22]
Γ1(w|a) = exp
((
w
a
− 1
2
)
ln a
)
Γ
(w
a
)
(2π)−
1
2 ,
it follows
Γ1(x|x) =
√
x
2π
, Γ1(x|2x) =
√
1
2
, Γ0(w) = 1/w .
where the last identity holds by definition.
Recalling the definition of the multiple sine functions in terms of gamma functions
(2.9), it is now easy to show that we have
S3(N |1, 2, δ) = 1
Γ3(N |1, 2, δ)Γ3(δ + 3−N |1, 2, δ) =
Γ2(δ + 2−N |2, δ)
Γ3(N |1, 2, δ)Γ3(δ + 2−N |1, 2, δ)
=
Γ2(δ + 2−N |2, δ)√
Γ3(N |1, 2, δ)Γ2(N |2, δ)
√
Γ3(δ + 2−N |1, 2, δ)Γ2(δ + 2−N |2, δ)
=
√
S3(N |1, 1, δ)
√
S2(N |2, δ) .
(B.4)
28
This identity is made use of in section 4.
Clearly, as similar integral representations as (B.2) exists for the multiple sine func-
tions (cf., (2.11)) [23], one can as well derive new identities for multiple sine functions
in a similar spirit. For instance, from the relation
1
2
(
1
(ex − 1)2 +
1
e2x − 1
)
=
ex
(ex − 1)(e2x − 1) , (B.5)
we can deduce the identity√
S3(N |1, 1, y)
S2(N |2, y) = S3(N + 1|1, 2, y) . (B.6)
As a side remark, note that for the multiple sines it is even more evident that relations
of the type (B.5) lead to identities between multiple sine functions, since both terms
in the integral representation, i.e., integral over real line and generalized Bernoulli
polynomial (the residue contribution of the origin), are integrals of the same integrand
of type (B.5).
Finally, for the readers convenience, we list some of the simpler identities of sine
functions we made heavily use of in the main text
Sr(cz|cω) = Sr(z|ω) ,
Sr(z + ωi|ω) = Sr(z|ω)/Sr−1(z|ω−i ) ,
Sr(z|ω) = Sr(|ω| − z|ω)(−1)r+1 ,
S1(z|ω) = 2 sin πz
ω
,
S2(1|1, x) =
√
x ,
(B.7)
were ω−i := (ω1, ..., ωi−1, ωi+1, ...ωr).
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