Symbol $p$-Algebras of Prime Degree and their $p$-Central Subspaces by Chapman, Adam & Chapman, Michael
ar
X
iv
:1
60
7.
05
24
3v
2 
 [m
ath
.R
A]
  1
9 S
ep
 20
16
Symbol p-Algebras of Prime Degree and their p-Central
Subspaces
Adam Chapman
Department of Computer Science, Tel-Hai College, Upper Galilee, 12208 Israel
Michael Chapman
Department of Mathematics, Ben-Gurion University of the Negev, P.O. Box 653, Beer-Sheva 84105,
Israel
Abstract
We prove that the maximal dimension of a p-central subspace of the generic symbol
p-algebra of prime degree p is p + 1. We do it by proving the following number
theoretic fact: let {s1, . . . , sp+1} be p + 1 distinct nonzero elements in the additive
group G = (Z/pZ) × (Z/pZ); then every nonzero element g ∈ G can be expressed
as d1s1 + · · ·+ dp+1sp+1 for some non-negative integers d1, . . . , dp+1 with d1 + · · ·+
dp+1 ≤ p − 1.
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1. Introduction
Let p be a prime integer and let F be a field. We study symbol p-algebras of degree
p, i.e. central simple algebras of degree p over F with char(F) = p. Such a symbol
algebra is of the form
A = F〈x, y : xp − x = α, yp = β, yxy−1 = x + 1〉
for some α ∈ F and β ∈ F×. We denote this algebra by the symbol [α, β)p,F . It
is a division algebra if and only if F[x : xp − x = α] is a field extension of F
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and β is not a norm in this field extension. Otherwise it is isomorphic to the p × p
matrix algebra Mp(F) over F. The p-torsion of Br(F) is generated by such algebras
(proven originally by Teichmu¨ller, see [GS06, Theorem 9.1.4] and [Alb61, Chapter
7, Theorem 30]). The fact that the p-torsion of Br(F) is generated by symbol
algebras in the case of char(F) , p and F containing primitive pth roots of unity
was proven only a few decades later in [MS82].
An element z ∈ A is called p-central if zp ∈ F. If z is p-central and not central then
one can write A as [α, zp)p,F for some α ∈ F. These elements are therefore vital for
understanding the structure of A and the different symbol presentations it can take.
Definition 1.1. An F-vector subspace of A = [α, β)p,F consisting only of p-central
elements is called a p-central subspace of A.
A key example of a p-central subspace of A is F[x]y = Fy+Fxy+ · · ·+Fxp−1y. For
any nonzero z = f (x)y ∈ F[x]y, one can write A = [α, zp)p,F = [α,NF[x]/F ( f (x))β)p,F
(see [Alb61, Chapter 7, Lemma 10]). This symbol modification explains why β
must not be a norm in order for the algebra to be a division algebra: if β is the norm
of some f (x) then for z = f (x)−1y we get A = [α,NF[x]/F ( f (x)−1)β)p,F = [α, 1)p,F
which contains a nilpotent element and thus is clearly not a division algebra. This
treatment of p-central spaces was extended in [Cha17] to tensor products of sym-
bol algebras in order to bound the symbol length of algebras of exponent p over
fields with a prescribed upper bound on the dimension of anisotropic polynomial
forms of degree p, following the example of [Mat16] that treated such spaces in
the case of char(F) , p and F containing primitive pth roots of unity.
We are interested in the p-central subspaces of A and above all in their maximal
dimension. We conjecture that the maximal dimension is p + 1, noting that one
can extend the key example mentioned above to the (p + 1)-dimensional p-central
space F[x]y + F. This is known to be true when p = 2 or 3: for p = 2 it is enough
to notice that the subspace of elements of trace zero is 3-dimensional; for p = 3
see [MV14, Theorem 6.1].
In this paper, we prove the conjecture in the “generic case”, i.e. for a symbol
algebra [α, β)p,F where F is either the function field K(α, β) in two algebraically
independent variables α and β or the field K((α−1))((β−1)) of iterated Laurent series
over some field K with char(K) = p. An equivalent statement was proven in the
case of char(F) , p and F containing primitive pth roots of unity in [CGM+16].
We prove the main statement by reducing the problem into a number theoretic
question and answering this question independently.
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2. Preliminaries
2.1. The trace and norm forms
Let p be a prime integer and let F be a field with char(F) = p. Let A = [α, β)p,F =
F〈x, y : xp − x = α, yp = β, yxy−1 = x + 1〉 be a symbol p-algebra of degree
p over F. For any maximal subfield E of A, the algebra A ⊗ E is isomorphic to
Mp(E). There is therefore a natural embedding of Φ : A ֒→ Mp(E). The trace and
determinant of any element in Φ(A) are in F (see [GS06, Section 2.6]). We can
therefore consider the trace form Tr : A → F mapping each λ ∈ A to Tr(Φ(λ)), and
the norm form N : A → F mapping each λ to det(Φ(λ)). In particular, the identity
element 1 in F is mapped to the identity matrix in Mp(E) whose trace is p, i.e. 0.
Note that N(zt) = N(z)N(t), Tr(z + t) = Tr(z) + Tr(t) and Tr(cz) = cTr(z) for any
z, t ∈ A and c ∈ F.
Another way to understand the trace form is the following: every noncentral el-
ement λ in [α, β)p,F generates a field extension of degree p over F. Therefore it
satisfies some minimal polynomial equation
λp + cp−1λ
p−1
+ · · · + c1λ + c0 = 0.
The trace Tr(λ) of λ is −cp−1 and the norm N(λ) of λ is −c0. Specifically, for any λ
in F[x], Tr(λ) = λ+σ(λ)+ · · ·+σp−1(λ) and N(λ) = λσ(λ) . . . σp−1(λ) where σ is
the automorphism of F[x] fixing F and mapping x to x+1. Note that σ(x) = yxy−1
and N(x) = α.
Every element z in A can be written as ∑p−1i=0 ∑p−1j=0 ai, jxiy j for some ai, j ∈ F. In
order to compute the trace of z, it is therefore enough to know the trace of each
xiy j. If j , 0 then (xiy j)p = xiσ j(xi) . . . σ(p−1) j(xi)(y j)p = N(xi)(yp) j = αiβ j and so
Tr(xiy j) = 0.
Now, for any i ∈ {0, 1, . . . , p − 2}, we have
Tr(xi) = xi + σ(xi) + · · · + σp−1(xi) =
p−1∑
k=0
(x + k)i =
p−1∑
k=0
i∑
ℓ=0
(
i
ℓ
)
kℓxi−ℓ.
Remark 2.1. For each ℓ in {0, . . . , i} we have
∑p−1
k=0 k
ℓ
= 0, and so Tr(xi) = 0.
This fact is well-known and follows directly from Newton’s identities and the char-
acteristic polynomial of x. We present here an alternative proof:
Proof. Note that
p−1∑
k=0
i∑
ℓ=0
(
i
ℓ
)
kℓxi−ℓ =
i∑
ℓ=0

p−1∑
k=0
kℓ

(
i
ℓ
)
xi−ℓ.
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For ℓ = 0 we have
p−1∑
k=0
kℓ = 1 + · · · + 1︸      ︷︷      ︸
p times
= 0.
Suppose ℓ , 0. Note that the multiplicative group (Z/pZ)× is cyclic of order p− 1.
Let g be its generator. Then
p−1∑
k=0
kℓ =
p−1∑
k=1
kℓ =
p−2∑
r=0
(gr)ℓ =
p−2∑
r=0
(gℓ)r = (g
ℓ)p−1 − 1
gℓ − 1
.
Since 1 ≤ ℓ ≤ i ≤ p − 2, gℓ , 1 whereas (gℓ)p−1 = 1. Hence
(gℓ)p−1 − 1
gℓ − 1
=
0
gℓ − 1
= 0. 
From the equality xp− x = α we get (x−1)p+ 1
α
(x−1)p−1− 1
α
, which means Tr(x−1) =
− 1
α
. Similarly, xp−1 = 1 + αx−1, and so Tr(xp−1) = Tr(1) + αTr(x−1) = −1. We can
also derive this fact as a corollary of Remark 2.1 in the following way:
Tr(xp−1) =
p−1∑
k=0
p−1∑
ℓ=0
(
p − 1
ℓ
)
kℓxp−1−ℓ =
p−1∑
k=0
kp−1,
and by Fermat’s little theorem,
p−1∑
k=0
kp−1 = 0 + 1 + · · · + 1︸      ︷︷      ︸
p−1 times
= p − 1 = −1.
We outline these computations in the following remark:
Remark 2.2. The trace form Tr : A → F maps every element ∑p−1i=0 ∑p−1j=0 ai, jxiy j
to −ap−1,0.
2.2. Trace condition for being p-central
Let v1, ..., vm be elements of A and d1, ..., dm be non-negative integers. The notation
v
d1
1 ∗ · · · ∗ v
dm
m stands for the sum of all the possible products of d1 copies of v1, d2
copies of v2 and so on (see [Rev77, §1.2]). For example, v21 ∗ v2 = v21v2 + v1v2v1 +
v2v
2
1.
Consider the F-vector subspace V = Fv1 + · · · + Fvm of A. A necessary and
sufficient condition for V to be p-central is Tr(vd11 ∗ · · · ∗ vdmm ) = 0 for every choice
of non-negative integers d1, . . . , dm satisfying d1 + · · · + dm ≤ p − 1 (see [MRSV,
Theorem 36]). Note that although in this condition we are using a specific basis of
V , the property of being p-central is independent of the choice of basis.
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Remark 2.3. Let L be some field extension of F and B = A⊗L. Let W = Lv1+· · ·+
Lvm the scalar extension of V from F to L. Then by the necessary and sufficient
condition for being p-central mentioned above, if V is p-central in A then W is
p-central in B.
3. Maximal p-Central Subspaces in the Generic Algebra
Theorem 3.1. Let p be a prime number, K be a field with char(K) = p and F be
either the function field K(α, β) in two algebraically independent variables over K
or the field of iterated Laurent series K((α−1))((β−1)). Then the maximal dimension
of a p-central subspace of [α, β)p,F is p + 1.
The rest of the paper is dedicated to proving this theorem. By Remark 2.3,
every p-central subspace of [α, β)p,K(α,β) gives rise to a p-central subspace of
[α, β)p,K((α−1))((β−1)) of the same dimension. Therefore it is enough to prove the
theorem for K((α−1))((β−1)). Moreover, in §1 we gave an example of a p-central
subspace of dimension p + 1. Hence, it is enough to show that every (p + 2)-
dimensional subspace of A is not p-central.
Let F = K((α−1))((β−1)), A = F〈x, y : xp−x = α, yp = β, yxy−1 = x+1〉 = [α, β)p,F ,
and v be the right-to-left (α−1, β−1)-adic Henselian valuation on F. Recall that the
value group ΓF of F is Z × Z. For general introduction to valuation theory on
division algebras see [TW15].
Remark 3.2. The algebra A is a division algebra.
Proof. We use the necessary and sufficient condition for a symbol algebra to be
a division algebra mendtioned in §1. Consider the equation λp − λ = α over F.
Suppose it has a root z. Then z + k is also a root for any k ∈ Z/pZ. If v(z) ≥ (0, 0)
then zp − z = z(z + 1) · ... · (z + p − 1) must have a nonnegative value. However,
v(α) = (−1, 0), which means that v(z) < (0, 0). Therefore v(z + k) = v(z) for any
k ∈ Z/pZ, and so v(z) = 1pv(α) = (− 1p , 0) which is not in ΓF , contradiction. Hence
F[x : xp − x = α] is a field. Its value group is 1pZ × Z. Every norm in the field
extension F[x : xp − x = α]/F has a value in Z× pZ. Since v(β) = (0,−1), β cannot
be a norm in this field extension. 
Let V = Fv1 + · · · + Fvp+2 be a (p + 2)-dimensional subspace of A. We are going
to prove that V is not p-central. Since A is a division algebra and v is Henselian,
the valuation v extends uniquely to A ([TW15, Theorem 1.4]). Note that v(x) =
(− 1p , 0) and v(y) = (0,− 1p ). Thus ΓA = 1pZ × 1pZ and ΓA/ΓF  Z/pZ × Z/pZ.
Since dimA = p2 = |ΓA/ΓF |, A is totally ramified. Let ϕ : ΓA → ΓA/ΓF be the
quotient map. By [TW15, Proposition 3.14], we have |ϕ(ΓV)| = [V : F]. Thus
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we can choose an F-basis v1, . . . , vp+2 for V whose values are distinct elements
in {0,− 1p , . . . ,−
p−1
p } × {0,−
1
p , . . . ,−
p−1
p } (see also [CU, Remark 2.2]). For every
k ∈ {1, . . . , p + 2} let (ik, jk) be −pv(vk).
Proposition 3.3. Suppose there are non-negative integers d1, . . . , dp+2 with d1 +
· · · + dp+2 ≤ p − 1 such that d1i1 · · · + dp+2ip+2 ≡ p − 1 (mod p) and d1 j1 + · · · +
dp+2 jp+2 ≡ 0 (mod p). Then Tr(vd11 ∗ · · · ∗ v
dp+2
p+2 ) , 0 and so V is not p-central.
Proof. Recall that each element z ∈ A can be written uniquely as z =∑p−1
i=0
∑p−1
j=0 ai, jx
iy j where ai, j ∈ F for any i, j ∈ {0, . . . , p−1}. All the nonzero terms
in this sum have distinct values, because they are distinct modulo ΓF = Z×Z. There
is therefore one term ai0 , j0 xi0 y j0 of minimal value which determines the value of z.
The coefficient ai0 , j0 is a Laurent series in K((α−1))((β−1)), so it also has a term
of minimal value cαr0βs0 for some r0, s0 ∈ Z and nonzero c ∈ K. Let z˜ denote
cαr0βs0 xi0 y j0 . Note that v(z) = − 1p (pro + i0, ps0 + j0), so the value of z determines z˜
up to a nonzero scalar from K. Since we can multiply the basis elements by scalars
from F, we may assume v˜k = xik y jk for each k ∈ {1, . . . , p + 2}.
Since yx = xy + y and xp = α + x where v(y) > v(xy) and v(x) >
v(α), for any r0, s0, r1, s2 ∈ Z and i0, j0, i1, j1 ∈ {0, . . . , p − 1} we have
(αr0βs0 xi0 y j0 )(αr1βs1 xi1 y j1 ) = αr2βs2 xi2 y j2 + S where i2 and j2 are the unique in-
tegers in {0, . . . , p − 1} with i2 ≡ i0 + i1 (mod p) and j2 ≡ j0 + j1 (mod p),
r2 = r0 + r1 +
i0+i1−i2
p , s2 = s0 + s1 +
j0+ j1− j2
p , and v(S ) > v(αr2βs2 xi2 y j2 ) =
− 1p (pr0 + pr1 + i0 + i1, ps0 + ps1 + j0 + j1). Consequently, if z˜0 = αr0βs0 xi0 y j0 and
z˜1 = α
r1βs1 xi1 y j1 then z˜0z1 = αr2βs2 xi2 y j2 .
Recall that Σ = vd11 ∗ · · · ∗ v
dp+2
p+2 is the sum of products of d1 copies of v1, d2 copies
of v2 etc. For each summand π in Σ,
v(π) = −1
p
(
d1(i1, j1) + · · · + dp+2(ip+2, jp+2)
)
.
Since d1i1+ · · ·+dp+2ip+2 ≡ p−1 (mod p) and d1 j1+ · · ·+dp+2 jp+2 ≡ 0 (mod p),
we have π˜ = αrβsxp−1 where
r =
d1i1 + · · · + dp+2ip+2 − p + 1
p
and s =
d1 j1 + · · · + dp+2 jp+2
p
.
Notice that n =
(d1+···+dp+2
d1 ,...,dp+2
)
is the number of terms in Σ. Since d1 + · · · + dp+2 ≤
p − 1 and p is prime, n is not a multiple of p. Therefore Σ˜ is nαrβsxp−1, and by
Remark 2.2 the trace of Σ is a Laurent series whose leading term is −nαrβs, and
thus it is nonzero. 
In the following section we prove that the conditions of Proposition 3.3 are satis-
fied.
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4. The Number Theoretic Problem
Theorem 4.1. Let p be a prime integer, G be the group Z/pZ × Z/pZ and S =
{s1, . . . , sp+1} be p + 1 distinct nonzero elements of G. Then for any nonzero g in
G, there exist non-negative integers d1, . . . , dp+1 with
∑p+1
i=1 di ≤ p − 1 such that
d1s1 + · · · + dp+1 sp+1 = g.
The set {(i1, j1), ..., (ip+2, jp+2)} from Proposition 3.3 consists of p + 2 distinct ele-
ments in G. Thus there are at least p + 1 nonzero elements in this set. If we take g
to be (p − 1, 0) and S to be p + 1 nonzero elements from {(i1, j1), ..., (ip+2, jp+2)},
then the conditions of Proposition 3.3 are satisfied. Thus by proving Theorem 4.1,
we complete the proof of Theorem 3.1.
Proposition 4.2. Suppose p is an odd prime and n a positive integer. Let a1, . . . , an
be integers prime to p with a1 + · · · + an . 1 (mod p). Then for any integers
b1, . . . , bn there exist non-negative integers d1, . . . , dn+1 with d1+ · · ·+dn+1 ≤ n2 (p−
1) such that dk + dn+1ak ≡ bk (mod p) for every k ∈ {1, . . . , n}.
Remark 4.3. For any integers a and b with gcd(a, p) = 1, the function σ :
{0, 1, . . . , p − 1} → {0, 1, . . . , p − 1} mapping each t to the representative of the
(mod p)-congruence class of b − at is injective, and so σ is a permutation.
Proof of Proposition 4.2. Since a1, . . . , an are prime to p, Remark 4.3 implies that
there are permutations σ1, . . . , σn : {0, . . . , p − 1} → {0, . . . , p − 1} satisfying
σk(t) + tak ≡ bk (mod p) for any k ∈ {1, . . . , n} and t ∈ {0, . . . , p − 1}. Let ϕ :
{0, . . . , p − 1} → Z be the function defined by ϕ(t) = t + σ1(t) + · · · + σn(t). Since
ϕ(t) ≡
n∑
k=1
bk + t
1 −
n∑
k=1
ak
 (mod p)
and
1 −
n∑
k=1
ak . 0 (mod p),
the integers ϕ(0), . . . , ϕ(p − 1) belong to different (mod p)-congruence classes,
and so they are different in pairs as integers.
Now
p−1∑
t=0
ϕ(t) =
p−1∑
t=0
(t + σ1(t) + · · · + σn(t))
=
p−1∑
t=0
t +
p−1∑
t=0
σ1(t) + · · · +
p−1∑
t=0
σn(t)
=
(n + 1)p(p − 1)
2
.
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If ϕ(t) ≥ n(p−1)2 + 1 for each t ∈ {0, . . . , p − 1}, then since ϕ(0), ..., ϕ(p − 1) are
distinct integers we have
p−1∑
t=0
ϕ(t) ≥
p∑
i=1
(
n(p − 1)
2
+ i
)
=
np(p − 1)
2
+
p(p + 1)
2
>
(n + 1)p(p − 1)
2
,
contradiction.
Consequently there exists some t ∈ {0, . . . , p − 1} for which ϕ(t) ≤ n(p−1)2 . Take
then dn+1 = t and dk = σk(t) for any k ∈ {1, . . . , n}. 
Corollary 4.4. Let p be an odd prime and G = Z/pZ × Z/pZ.
(1) Let s1, s2, s3 in G be linearly independent in pairs where s3 = as1 + bs2
and a + b . 1 (mod p). Then for every nonzero element g of G there exist
non-negative integers d1, d2, d3 where d1 + d2 + d3 ≤ p − 1 such that g =
d1s1 + d2s2 + d3s3.
(2) Let s1, s2, s3, s4 be different nonzero elements of G where s2 ∈ 〈s1〉, s4 ∈ 〈s3〉
and 〈s1〉 ∩ 〈s3〉 = {(0, 0)}. Then for every nonzero element g of G there exist
non-negative integers d1, d2, d3, d4 where d1 + d2 + d3 + d4 ≤ p− 1 such that
g = d1s1 + d2s2 + d3s3 + d4s4.
Proof.
(1) Since s1, s2 are linearly independent, G = 〈s1, s2〉 and we can present g as
e1s1 + e2s2. Taking in Proposition 4.2
n = 2, a1 = a, a2 = b, b1 = e1, b2 = e2
we get non-negative integers d1, d2, d3 where d1 + d3 + d3 ≤ p − 1 such that
d1 + d3a ≡ e1 (mod p); d2 + d3b ≡ e2 (mod p).
Therefore d1s1 + d2s2 + d3s3 = g and d1 + d2 + d3 ≤ p − 1.
(2) Since 〈s1〉 ∩ 〈s3〉 = {(0, 0)} we have G = 〈s1, s3〉 and can present g as e1s1 +
e3s3 for some e1, e3 ∈ {0, ..., p − 1}. Moreover s2 = as1 and s4 = bs3 for some
a, b . 0, 1 (mod p). If e1 = 0 or e3 = 0, then we can present g as e3s3 or e1s1
and clearly e1, e3 ≤ p − 1. Otherwise we use Proposition 4.2 twice: once with
n = 1, a1 = a, b1 = e1, and the second time with n = 1, a1 = b, b1 = e3. Thus we
get d1, d2, d3, d4 where d1 + d2 ≤ p−12 , d3 + d4 ≤
p−1
2 such that
d1 + d2a ≡ e1 (mod p); d3 + d4b ≡ e2 (mod p).
Therefore d1s1 + d2s2 + d3s3 + d4s4 = g and d1 + d2 + d3 + d4 ≤ p − 1. 
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We are now ready to prove the main theorem of this section.
Proof of Theorem 4.1. If p = 2, then since G has exactly 3 nonzero elements,
S = G \ {(0, 0)} and g ∈ S .
Let p be an odd prime. The number of proper nonzero subgroups of G is p + 1,
and each one contains p − 1 nonzero elements. Thus, by the pigeonhole principle,
there are two cases to deal with:
(1) The set S intersect only two of the proper nonzero subgroups of G.
(2) The set S intersects at least three of the proper nonzero subgroups of G;
Case (1) - In this case, again due to the pigeonhole principle, in each one of the two
proper subgroups there are at least two elements of S , say s1, s2 ∈ 〈s1〉, s3, s4 ∈ 〈s3〉
and 〈s1〉 ∩ 〈s3〉 = {(0, 0)}. Thus by Corollary 4.4(2) we are done.
Case (2) - This case splits into two subcases:
(a) Each element of S is in a different proper nonzero subgroup.
(b) Two of the elements of S are in the same proper nonzero subgorup.
In Case (a), for s1 and s2 we have G = 〈s1, s2〉. Thus all other elements of S can be
presented as si = ais1 + bis2. Since there are p elements in G of the form as1 + bs2
with a + b ≡ 1 (mod p), and there are p + 1 elements in S , by the pigeonhole
principle, one of them must satisfy ai+bi . 1 (mod p), say s3. Therefore by using
Corollary 4.4(1) with s1, s2, s3 we are done.
In Case (b), say s3, s4 are from the same proper nonzero subgroup of G and s1, s2
are each from one of the other two proper nonzero subgroups that S intersects.
Then s3 = a3s1 + b3s2 and s4 = ms3 for some integer m . 0, 1 (mod p). Thus,
given a3 + b3 . 1 (mod p) we use the triplet s1, s2, s3 in Corollary 4.4(1). Other-
wise we conclude that ma3 +mb3 ≡ m . 1 (mod p) and use the triplet s1, s2, s4 in
Corollary 4.4(1). 
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