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ABSTRACT 
Several numerical methods for the solution of a second-order 
damped system of the form MU(t) + 2CU(t) + KU(t) = F(t) are compared 
in this study. Factors considered in the comparison are stability, 
difficulty and cost of implementation, and accuracy. The methods we 
consider are Compact Implicit schemes, Central Differences, 'Hilson' s e-
method, Fade approximations on equivalent first-order systems, and 
methods based on rational approximations to the cosine matrix. 
Both conditionally stable and unconditionally stable methods 
are studied. Problems with high frequency components in the solution 
are considered. The Pad� schemes are evidenced to be particularly 
effective. 
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CHAPTER I 
INTRODUCTION 
The problem to be considered in this thesis is a second-order 
damped system of ordinary differential equations of the form 
(1.1) MU(t) + 2CU(t) + KU(t) = F(t) , 0 < t < T 
with the initial conditions U(O) and U(O) given. Here M, C, and K are 
sparse n x n mass, damping and stiffness matrices, U(t) is an n x 1 
displacement vector, and F(t) is an n x 1 external load vector. The 
coefficient 2 is included for convenience in later discussion. 
These equations arise in the dynamic analysis of structures by 
the finite element method. Bathe and Wilson [4] show that (1.1) may 
be written 
(1. 2) 
where F
I
(t) = MU(t) are the inertia forces, FD
(t) = 2CU(t) are the 
damping forces, and F8
(t) = KU(t) are the stiffness forces. Thus 
equations of motion are applications of (1.1) . 
These equations also arise in the finite-element sernidiscretiza­
tions of second-order hyperbolic partial differential equations. Con­
sider the second-order hyperbolic differential equation on Q, a 
bounded domain in TR
n 
1 
n 
(1.3) u + c(x) u 
tt t 
= L 
i, j=l 
a au - (a .. (x)-) ax. iJ ax-. ao(x) u + f(x, t) ]. J 
in rt X [O, T] 
u(x, t) = 0 on art X [ 0, T] 
u(x, O) 
0 
= u (x) 
u
t
(x, O) 
0 
= u/x) 
with [a .. (x)] positive definite, symmetric, and a0
(x) > 0. The 
� -
differential equation has the following weak formulation: 
(1. 4) 
where a(u, cp) = f ( f: a .. (x) au .1f. + a0ucp) dx 
Q i, j=l 
J.J axi a
x
j 
and (•, •) denotes the 1
2 
inner-product. Substituting the Galerkin 
approximation for u, 
m 
(1.5) uh(x, t) = L 
i=l 
into (1. 4) and choosing qi= cp. we have 
J 
(1. 6) 
q.(t) cp.(x) , 
]. ]. 
m 
q.(t) (q,., cp.) + ]. ]. J L q.(t) (ccp., cp.) + ]. ]. J L q.(t) a(cp., rJ>.) ]. ]. J i=l i=l i=l 
= (f,q).). 
.1 
Letting M .. = (cp., cp.), G .. = (ccp., cp.) ,  K .. = a(cp., cp.), F. =  (f, cp.) J.J ]. J .1.J l J J.J ]. J J J 
T 
and q(t) = [q
1
(t), . .. q
n
(t)] we have a system of ordinary 
differential equations of the form 
2 
(1.7) Mq(t) + Cq(t) + Kq(t) = F(t) . 
In Chapter II, a compact implicit scheme for the solution of 
(1.1) is discussed following the ideas of Ciment and Leventhal [6]. 
3 
Two direct integration schemes, Central Differences and Wilson's 
6-method, are introduced in Chapter III along with the new ideas of 
Fade approximations on equivalent first-order systems and a scheme 
using rational approximations to the cosine matrix on a system obtained 
by change of a variable [14]. The stability, implementation, and 
accuracy of these methods are discussed in Chapters IV, V, and VI. 
CHAPTER II 
COMPACT IMPLICIT SCHEMES 
The idea to solve (1. 1) by a compact implicit scheme follows the 
work of Ciment and Leventhal [6] . This scheme should give fourth-order 
accuracy and reduce the amount of work normally required because it 
is "compact," i. e. works on mesh points "close" to the point at 
which the equation is being discretized. Ciment and Leventhal found 
that in solving the equation 
(2. 1) = au + bu 
XX X 
with the first derivative terms present, the work is greatly reduced 
and the order of approximation increased by finding an approximation to 
(2. 2) L(u) = au + bu 
XX X 
instead of approximating the first and second derivatives separately. 
Our aim here is to determine whether a similar analysis might produce 
effective schemes for the second-order system of ordinary differential 
equations. 
Let us consider for simplicity the scalar problem 
(2. 3) mu(t) + bu(t) + ku(t) = f(t). 
We write the problem as 
(2. 4) 
b 
where b = 
m 
k = 
k 
u(t) + b;(t) + ku(t) = f(t) 
and f(t) = 
f (t) 
m 
4 
Then let 
(2.5) Lu(t) = �(t) + b�(t). 
Substituting a truncated Taylor series for u(t + h), u(t - h), 
Lu(t + h), and Lu(t - h), we have as one possible scheme 
(2 . 6) au(t + h) + Bu(t - h) + yLu(t + h) + oLu(t - h) 
= 2Vu(t) + 2FLu(t) + O(h)7 
where a + B = 2V, a - B = 2W, y + i5 = 2Y, i5 - y = 2 7., and 
2 
5 
F = V.!::_ + Y + hbZ. Since Lu(t) = f(t) 2 
ku(t), the computing scheme is 
(2. 7) 
where 
(2. 8) 
(2. 9) 
(a - i5k)u(t + h) - 2(V - Fk)u(t) + (B - yk)u(t - h) 
a = 
y = 
V = 
y = 
F = 
= -of(t + h) + 2Ff(t) - yf(t - h) 
V + w, 
y z, 
h, 
h
3 
(h
2b2 - 6), 7 2 
h-
+ Y +  hbz. V-
2 
B 
8 
w 
z 
= V - W 
= y + z 
h
2 
= -b(l 
2 
h
4 
= -
24 
b 
h
2 A 2 
12 
b ) 
Consider the ?calar problem 
2 
u + 2�wu + w u = 0. 
with parameters� and w. Using the difference scheme (2. 7) above, 
the characteristic polynomial is 
( 2 . 10) 
If j\j < 1, the scheme is stable [10]. Applying the transformation, 
A =  
l +n , the inside of the unit circle is mapped to the left half 
1 -n 
plane and the boundary of the circle to the imaginary axis. Now the 
Routh-Hurwitz criterion [10] can be applied to the equation 
[ h
4
c}s
2 2 2 ' 
2]n
2 
+ 
[-
h3w-1s 
( 4 
2 
- 1) + hsw] n ( 2 .11) - � + 2 18 3 1 2 . s 
+ [-
h
4
w
6
4
s
2 
+ 
h
2
2
w
2
] = 0. 
If the three coefficients in (2. 11) are positive, the Routh-Hurwitz 
criterion says that the roots are in the left half plane and the 
scheme is stable . Thus the criterion for stability is 
( 2 . 1 2 ) h
4
w
4
s
2 
- 6h
2
w
2 
+ 3 6
.:.. 
0 
2 2 2 
h w C4s - 1) .::.. 1 2 
h
2 2 2 
3 w s < . 
If s = 0, the only condition is h
2
w
2 
< 6. 
This scheme has been tried on many second-order nonhomogeneous 
damped scalar problems. Table I shows the approximation of a solution 
u(t) = 3e-
l
.S
t 
+ 
S
e-
.
S
t 
+ 2 e-
t
, and Table II shows the approximation 
-t - 2 t of u(t) = e ( 2 sin t + 9 cos t) + e The order of the scheme 
is four, arid the accuracy is very good for a relatively long time. 
6 
Stepsize 
1 
. 5 
. 1  
.05 
. 01 
TABLE I 
Accuracy and Order of Compact Implicit Scheme Applied to 
4; + 8� + 3u = -2e-
t
, 0 < t 2 5, u(O) = 10, �(O) = -9 
Error 
,428 X 10-
1 
.224 X 10-
2 
. 389 X 10-
5 
,248 X 10-
6 
. 407 X 10-
9 
TABLE II  
Order 
4. 27 
3. 95 
3.97 
3.98 
Relative 
.100 X 
,526 X 
. 913 X 
,583 X 
. 957 X 
Accuracy and Order of Compact Implicit Scheme Applied to 
� + 2� + 2u = 2e-
2t
, 0 < t 2 5, u(O) = 10, �(O) = -7 
Stepsize Error 
1 ,167 X 10-
1 
.5 ,106 X 10-
2 
. 1  .165 X 10-
5 
. 05 . 103 X 10-
6 
. 01 ,165 X 10-
9 
Order 
3.98 
4 .02 
4. 00 
4.00 
Relative 
. 385 X 
,246 X 
,382 X 
. 239 X 
.383 X 
7 
Error 
10
0 
10-
2 
10-
5 
10-
6 
10-
9 
Error 
10
1 
10
° 
10-
3 
10-
4 
10-
7 
8 
Table III·compares ·the errors of the scheme when the stepsize is chosen 
above and below the stability criterion (2. 12) . The errors when the 
stepsize is above the critical stepsize are much larger than the errors 
for stepsizes satisfying the criterion, clearly indicating the instability. 
s
2 
0 
0 
. 25 X 
1/8 
1/4 
3 /8 
(2. 13) 
TABLE III 
Stability of Compact Implicit Scheme Applied 
2 w 
10
4 
10
2 
10-
8 
10
2 
2 
2 
2 
.. • 2 
u + 2swu + w u = 0, 0 2- t 2- 5 
h h
l 
Error
1 er 
. 02449 . 0243 . 275 X 101 
. 2449 . 2 38 . 974 X 10
° 
.245 . 1  . 126 X 10
° 
1. 875 1. 25 . 218 X 10
° 
2. 45 1. 67 . 814 X 10
° 
2 1. 25 . 759 X 10
-1 
We also consider the nonlinear problem 
mu(t) + bu(t) + k(u) u(t) = f(t). 
h
2 
. 0246 
. 25 
. 25 
2. 50 
2. 50 
2. 50 
to 
Error
2 
. 250 X 10
16 
. 2 30 X 10
3 
. 142 X 10
4 
. 660 X 10
1 
. 110 X 10
2 
. 101 X 10
3 
We propose that this may be solved by a variation of (2 . 7) .  The scheme 
is an iteration 
(2. 14) au(j
+l)
(t + h) = Ok(u
(j)
(t + h) ) + 2Vu(t) 
- Su(t - h) - Y(f(t - h) - k(u(t - h) ) )  
- cf(t + h) + 2F(f(t) - k(u(t) ) ) .  j = 0, 1, 2, . . . .  
·+1 . 
If x = u (t + h) , this scheme can be written in the form x
1 = G ( x-
1 ) .  
By Ostrowski's Theorem [12) if G is differentiable at a fixed point X* 
and if p(G' ( X*) ) < 1, the iteration is locally convergent at x*. 
Thus if 
(2.15) , _a_ k' C x*) I < 1 ' a 
the iteration converges. 
Table IV shows the accuracy and computed order of this scheme 
applied to a problem where k (u) = u
8. Here we expect the scheme to be 
fourth-order accurate, and it was evidenced in the results. Four 
iterations were usually required for 
(2. 16) lu (k
+l) 
- u (k
) I < 10
-S . 
Of course, the aim of this analysis was to treat the matrix 
problem. 
A -1 
Normally, M, B, and K would be sparse matrices, but B = M B 
and K = M-
l
K if determined directly would probably be full, hence 
precluding effective use of the scheme. No factorization to avoid this 
problem was immediately apparent. This scheme did, however, lead to 
the idea of transforming the variables and using rational approxima-
tions to the cosine matrix. 
9 
TABLE 
Accuracy and Order of Compact 
� + .l� + u 
2 -. lt
( e sin t -
0 < t .::.. 1, u(O) 
Stepsize Error 
. 025 
.01 
. 510 X 10-
7 
.355 X 10-
7 
IV 
Implicit 
10 cos t) 
= 10, �(O) 
Order 
3. 95 
10 
Scheme Applied to 
+ 
= 
- lt 2 (lOe 
. 
cos t) , 
-1 
Relative Error 
. 104 X 10-
7 
, 727 X 10-S 
CHAPTER III 
SOURCES OF SCHEMES 
Four schemes are chosen to be used in the comparison. The 
first two, Central Differences and Wilson's 6-method, are standard 
direct integration schemes presented in Bathe and Wilson [4] and well 
known to engineers. These methods integrate the equation (1. 1) using 
a step-by-step procedure with no transformations needed. They are 
both second-order accurate. The other two schemes are derived by 
Serbin. One scheme transforms the equation to an equivalent first­
order system [13], and the other transforms the equation to an undamped 
form [14]. 
The Central Differences scheme uses finite difference approxima­
tions for the velocity and acceleration of order h
2 
where h is the 
stepsize. The approximations are 
(3 .1) 
and 
(3. 2) 
At time t
n
, (1.1) is approximated by 
(3. 3) 
Rearranging terms, the computational scheme becomes 
(3.4) 
11 
The Wilson 8 scheme assumes that the acceleration varies 
linearly from time t to time t + h. Thus for O ::._ T ::._ 8h, 
(3. 5) 
U(t
n 
+ T) - U(t
n
) 
T 
U(t
n 
+ eh) - U(t
n
) 
8h 
• n n 
Integrating (3. 5) we obtain expressions for U(t + T) and U(t + T), 
(3. 6) 
and 
(3. 7) 
1 2 ·· n ·· n 
+ 
6eh 
T (U(t + eh) - U(t )). 
We then consider T = eh. 
.. n 
Solving (3. 6) and (3. 7) for U(t + 8h) and 
. n 
U(t + 8h) we get the approximations 
(3. 8) 
and 
(3. 9) 
• n+e u 2-(u
n+e n • n eh .. n 
= eh -
U ) - 2U - 2
u . 
Now substitute (3. 8) and (3. 9) into the differential equation (1. 1) 
at time t
n 
+ eh, 
(3. 10) 
n+e n+ 1 ··n+e 
We can solve (3.10) for U now. To find U , we first find U 
using (3.8). Then by substituting T = h into (3. 5), (3. 6), and (3. 7), 
U
n+l
, u
·n+l
, 
.. n+l we can find and U . 
12 
13 
There has been much work done on the application of rational 
approximations to the exponential for first-order systems [10, 11] . 
Here we will consider transforming (1. 1) into an equivalent first-order 
system of the form 
(3 . 11) MY + KY = F 
where 
(3.12) M = r� �] ' K = [� ;�] ' y = rnJ ' F = [�] . 
We can write (3.11) in the form 
(3 . 13) Y = -AY + G 
-1 
where A =  M Kand G = If we define D 
d 
dt ' 
then a Taylor 
expansion shows 
(3 .14) Y(t + h) = exp(hD) Y(t) � 
I +  
hD 
2 ---- Y(t) , 
I 
hD - -y-
formally using a (1, 1) Pade approximation to the exponential operator. 
Thus 
(3 . 15) (I -
h
2
D 
) Y(t + h) � (I + 
h
2
D 
) Y(t) 
and substituting (3. 13) into (3.15) 
(3. 16) 
Now 
(3 .17) 
or 
(3 .18) 
Multiplying by M we obtain 
(3 . 19) 
Substituting (3. 12) into (3. 19) 
(3. 20) [� 
Therefore the approximating scheme is 
(3. 21) 
• n+l •n u = u + z 
This (1, 1) Pade scheme is second-order accurate and involves only 
sparse operations. 
A fourth-order scheme may be derived using a (2,2) Fade 
approximation to exp [-hM
-1K] in (3. 11). We will not pursue the 
question of the nonhomogeneous problem for this method at this time, 
so our problem will be of the form 
(3. 22) Y + AY = 0 
where again A 
-1 = 1�f K. Applying the A-stable (2, 2) Fade scheme, 
14 
(3. 23) 
or 
(3. 24) 
We write 
(3. 25) 
Thus 
(3. 26) 
where 8 = _!_ (1 + _1:_i) 4 /3 ' 
H = I +  8hA, H = I +  8hA. 
n 
-hAY . 
0 = .!.c1 
4 
1 .) -]. n '  and 88 12 
Fairweather [8] uses this decomposition to solve (3. 24). Noting that 
(3. 27) 
(3. 28) 
To solve 
(3.29) 
we can use (3.28) 
(3. 30) 
'yn+l -
-1 --1 
2i Now H - H = Im 
(3. 31) 
H - H 
hA, = -
8 - 8 
(HH)-
l
hA 
--1 
H -= 
8 -
Y
n 
= - (HH)-1hAYn = 
-1 
H ' so 
2i Im H-
l 
2i Im 8 
H 
-1 
8 
H 
-1 
8 
--1 - H 
- 8 
Im H-
l 
Im 8 
y . 
15 
Substituting (3. 31) into (3. 30) we have 
(3. 32) 
-1 
Now we apply specifically to the case A =  M K. Consider 
(3. 33) 
or 
(3. 34) 
Since 
(3. 35) 
(3.36) 
r -her y 
_ 
u
_ [ ] [] [. nl h0K M + 20hC c - MUnJ . 
y - hea 
(M + 20hC) iS 
•n = MU • 
Thus, the system decouples, so we can solve 
(3. 37) 
that is, just one complex n x n system per time step and set 
(3. 38) y = 0KiS + U
n 
Then, 
(3. 39) 
If we should wish to solve without complex arithmetric note that 
(3. 40) 4i3 Im y = h [Reo + i3 Im iS] . 
16 
Thus we can solve one real 2n x 2n system instead of (3. 27) . This 
system can be written 
(3. 41) 
where 
(3. 42) 
T = -
h
-(2C+ �K) . 
4/3 
A new approach by Serbin [14] is to transform the variables 
so that (1.1) is a second-order undamped problem of the form 
(3. 43) V(t) + AV(t) = 0. 
Then appealing to rational approximations to the cosine matrix, the 
two step approximation scheme is 
(3. 44) 
where R(T) is some appropriate approximation to cos(T) . Some choices 
of R(T) and their properties are discussed in papers by Serbin [15] 
and Baker, Dougalis, and Serbin [3] . 
To transform (1. 1) into (3. 43) , we need the assumptions M and 
Kare postive definite, and C is of the form 
(3. 45) 
p-1 
C = M L 
j=O 
17 
Then substituting W = M
112u and V = exp(Ct) W into (1. 1) where 
( 3 • 4 6) V + (K - c2) V = O • 
In terms of the original variables, the approximating scheme is 
(3. 4 7) 
where r(T) is a rational approximation to exp [-T], C = M-
1
c, and 
A -1 A2 
A =  M K - C . One may choose approximations r(T) , R(T) so that 
theoretically schemes of arbitrarily high order may be generated by 
this approach. Serbin also develops this scheme for a nonhomogeneous 
problem [14]. 
18 
In subsequent chapters we will be investigating and comparing 
these various approaches to solve second-order systems via computational 
experiments, trying to verify order of accuracy and stability claims 
for each. 
CHAPTER IV 
STABILITY 
We must consider the stability of the schemes presented in 
Chapter III because we want to keep the roundoff from letting the 
solution computed in finite arithmetic get too far from the exact 
solution of the difference equation. 
To analyze the stability of the schemes, let W(t) = M
112u(t) . 
Then (1.1) transforms to 
(4 .1) W(t) + 2C1�(t) + KW(t) = 0 
- -1/2 -1/2 - 1/2 1/2 where C = M CM and K = M- KM- . Since K is positive definite 
T- 2 and symmetric, there exists an orthogonal matrix Q such that Q KQ = Q 
where Q
2 
is a diagonal matrix. If we assume C can be written as a 
T­
Caughey Series of the form (3. 35), Q CQ = 
p-l 
j=O 
2 
a. (Q ) \ 
.1 
then by set-
ting W = QY and premultiplying (4.1) by Q
T 
we obtain a decoupled set of 
equations 
( 4. 2) 
each of the form 
(4.3) 
where i; = 
1 
p-l 2. 2 L a. w J and w is an eigenvalue of K. 
w j=O J 
The analogous 
difference approximations to (1. 1) are stable if the difference 
19 
approximations to the scalar equation (4. 3) are stable, i.e., if the 
roots of the characteristic equations have modulus less than one [10) . 
Consider the Central Difference scheme (3. 4) applied to the 
scalar problem (4. 3) above. The characteristic equation is 
(4.4) 
Using the transformation A =  
can be applied to the equation 
(4. 5) 
sw) = o. 
h 
1 + n the [ 0] Routh-Hurwitz criterion 1 
1 - n , 
If the coefficients in (4.5) are positive, the scheme is stable. Thus 
there is a condition for stability, 
(4.6) wh < 2. 
20 
Bathe and Wilson [5] prove that Wilson's 8 scheme is uncondi­
tionally stable for s = 0 when 8 > 1.37. Then they show that the scheme 
is even more stable for s > 0. We will consider 8 = 1. 4 in the computa­
tional experiments. 
The Fade schemes, being based on A-stable diagonal Pade approxima­
tions, appear to be unconditionally stable in the experimental results 
in the next chapter. A detailed proof of their stability, for this 
application, however, has not been completed at this time. 
Serbin [14) proves that the Cosine scheme is stable if 
(4. 7) 
21 
and 
(4. 8) 
2 
r (�wh) < 1. 
The rational a�proximations to exp(-T) used in the experiments are 
unconditionally stable, i. e. (4. 8) is satisfied. The rational approxi­
mations to cos(T) , however, include a parameter 8, e.g. for the second-
order scheme R(T) = 1 -
1 2 
TT 
2 
1 + ST 
1 
is unconditionally stable for 8.:.. 
4
. 
(4. 9) 
The second-order approximation used 
1 
For 8 < 
4
, the condition 
1 - 48 
has to be satisfied for stability. From the class of conditionally 
1 
stable generally second-order Cosine schemes, 8 = 12 
is chosen. This 
choice of 8 causes the rational approximation to cos(T) to actually be 
fourth-order accurate, and (4. 9) is satisfied when 
(4.10) 
The fourth order approximations to cos(T) satisfy (4. 7) when 
[ 14]. 
CHAPTER V 
IMPLEMENTATION OF THE ALGORITID1S 
To compare the four schemes, the cost and difficulty of imple­
mentation of each mu�t be considered. Recall that M, C, and K are 
usually sparse matrices, so the operations in the schemes will be 
sparse operations. 
Since Central Differences is a two-step scheme, it requires a 
special starting procedure. Given U(O) and U(O) , U(O) can be calculated 
using (1. 1) . Then a truncated Taylor series can be used to find U(-h) , 
i.e. 
(5 .1) U(-h) 
h2 .. 
� U(O) - hU(O) + T
U(O) . 
Initially we form 
(5.2) 
and triangularize M. Since the test problems are symmetric and positive 
• � T definite, the Cholesky decomposition can be used, i.e. M = LL .  Then 
for e3ich time step we form 
(5 .3) 
and solve 
(5.4) 
The Wilson 8-method is a one-step scheme and thus does not 
need a starting procedure. Initially we find U(O) from U(O) and U(O) 
22 
and form the effective stiffness matrix 
(5.5) K = K + 
6 6 
M + -C. 
eh 
� T 
We then decompose K into LL . At each time step we then calculate 
(5. 6) 
and solve 
(5.7) 
6 eh .. n 
+ C (---U
n 
+ 2U
n 
+ -U ) 
(eh/ 2 
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n+e 
for U . To calculate the displacements, velocities, and accelerations 
n+l 
at time t , we have the equations 
(5.8) 
(5.9) 
•n+l u 
The (1, 1) Fade scheme is also one-step. Initially we form 
and decompose Q into LL
T
. At each time step we then calculate 
(5. 10) 
and solve 
for z. The displacements and velocities at time t
n 
+ h can now be 
found by 
(5 . 12) 
·n+l •n u = u + z. 
For the (2,2) Fade scheme we have chosen to solve the resulting 
equations (3.31) iteratively in real arithmetic. We first form the 
matrices 
(5 . 13) s = 
T = 
M +  ..!:.c 
4 
_h_(C 
4/3 
+ 
+ 
h
2 
24 
K 
J::_K) 2 
and decompose S into LL
T
. At each time we then form 
(5.14) a = MU
n 
- :Ku
n 
To find v (O) = Imo, we use an iterative process starting at v = 0, 
(5 . 15) 
(k) (k+l) 
V + V • 
24 
This iteration will converge for arbitrary starting guess if the 
eigenvalues of S-
l
T satisfy 
(5 .16) I -1 max >-.. ( S T) I < 1. . l 
25 
This condition may restrict h if the eigenvalues of M-
l
K are very large. 
After v is found, u = Rea can be found by solving 
(5.17) LL
T
u = Tv + a. 
Now the displacement and velocity can be found by 
(5 .18) U
n+ 1 = Un + h (ti + 13 V) 
· n+l •n r.::-U = U + 4v3 v. 
There exist schemes of the form of the Cosine scheme which are 
of arbitrarily high order. For practicality, though, we shall just 
consider some second and fourth order schemes. For each time step we 
have three subalgorithms 
(5.19) (a) 
0 
r(Ch) U
n-l z = 
(b) 
1 
2R(A
112h) U
n 0 
z = z 
(c) u
n+l 
= r(Ch) z(
l) . 
The order of the scheme is determined by the choice of rational 
approximations. 
The second-order scheme uses the approximations 
(5.20) r (x) = 1 -
X 
and 
(5. 21) R(x) = 1 -
1 + Bx
2 
Subalgorithms (a) and (c) are of the form z = r(Ch)U. Thus for the 
case of Rayleigh damping, i. e. C = a0
M + a
t
K ' which we chose for our 
investigation, they may be implemented by solving 
(5. 22) 
z = u - z. 
Note that the matrix 
(5. 23) 
only needs to be formed and decomposed once per problem. Subalgorithm 
(b) can be implemented by solving 
(5. 24) 
z 
(O) 
26 
Since M-
l 
is not a sparse matrix and (5. 24) contains the term CM-
1
c, 
here it is preferable to use the conjugate gradient method to determine 
z. We might also consider the application of a preconditioned form 
of the conjugate gradient method. The conjugate gradient method 
allows the solution to be found using only sparse operations, e. g. 
solving systems with the sparse matrix M. The subroutine below is a 
specification to our problem of the version suggested by Axellson [1]: 
(5.25) q = 
Mg = 
0 = 
0 
d = 
10 1jJ = 
\ = 
z = 
q = 
Mg = 
0
1 
= 
8
2 
= 
0
0 
= 
d = 
If 0
1 
[M + Sh
2
K]; 
2 
+ 
.E_
Ku
n 
2 
q 
g q 
-g 
[M + Sh
2
(K - CN
-l
C)]d 
0
0 / 
d
T
ijJ 
z + \d 
q + \ijJ 
q 
T 
g q 
0
1 I 80 
0
1 
-g + Bi 
> E: go to 10. 
2 -1 A 
- h CM C [  Sz + 
.!.
un] 
2 
-22 
Choosing E: = 10 , we have found that this subroutine generally re-
quires only about two iterations per time step in the experiments to 
obtain excellent convergence in the problems we investigate. 
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As discussed in Dougalis, Serbin [7], it is apparent that we can 
also implement the Cosine scheme in the transformed variables V
n
. This 
avoids applying the exponential approximations at each step if the goal 
is to find U
n 
only at specific times. This requires that we determine 
(5. 26) 1 
� 1 
V = r(-kC) U 
Then to find U
n 
at a specific time, we use the approximation 
(5. 27) 
For the test problems, this shortcut made very little change in the 
accuracy, as will be seen in Chapter VI. 
28 
The approximations to the exponential for the fourth-order scheme 
are discussed in N¢rsett [11], Baker� Bramble and Thom�e [2] . Let 
(5 .28) 
where 
(5.29) 
r(x) = 1 -
2 
� ( ) ( X )j+l L, P
J
. b
3 l + b
3
x 
j=O 
b
3 
= 1. 0685790 
P
O
(b
3
) = 1 
pl 
(b
3
) = . 56857902 
P
2
(b
3
) = . 23994877 . 
For the cosine approximation, we use 
1 + (28 -
(5. 30) R (x) = 
1 2 2 1 4 
2)x + (8 - 8 + 24 )x 
Subalgorithms (5. 19) (a) and (c) require the solution of three systems 
each, i. e. 
(5.31) 
z = z 
(O) 
(O) z = u 
29 
j = 0 ,  1 , 2 
Subalgorithm (5. 19) (b) requires the solution of two systems of the form 
(5.32) 
(1) (0)  w = w 
4 
_E_ ( S 2 
-1 
Again since M is not sparse , the conjugate gradient method is an 
efficient way to solve these systems . The shortcut suggested in (5. 26) 
and (5. 27) is also appropriate for use in the fourth-order schemes. 
Of the second-order schemes, Central Differences and the Cosine 
scheme require starting schemes. All four schemes require that a matrix 
be formed and decomposed initially. The matrix M must also be decomposed 
for the Cosine scheme since systems will be solved with M instead of 
-1 
forming M . For each step Central Differences, Wilson ' s  6-method, and 
the (1, 1) Pad� scheme require one system-solution via back substitution. 
The Cosine scheme requires that two systems be back-solved and the 
other solved by one application of the conjugate gradient method at 
each step. If U
n 
is required only at specific times the number of 
solves may be greatly reduced by using the shortcut described above. The 
- •nB 
(1, 1) Fade scheme require s that U be calculated at each step and 
· n+l .. n+l 
Wilson ' s  8-method requires that U and U be calculated at each 
30  
step. Thus Central Differences seems to be the least expensive second­
order scheme followed by the (1, 1) Pad�, Wilson ' s  8-method, and Cosine 
schemes . 
Of the fourth-order schemes, both the (2 , 2) Pade and the Cosine 
scheme require that a matrix be decomposed initially . In addition the 
Cosine scheme must have a starting procedure, and M must be decomposed . 
Then at each step the (2, 2) Fade scheme solves systems iteratively for 
u and solves a system for v. The Cosine scheme, as presented, requires 
six (6) system solves via back substitution and two (2) applications of 
the conjugate gradient method at each step. If U
n 
is only required at 
specific time the number of system solves may be greatly reduced . Thus 
the (2, 2) Fade scheme seems to require the least number of operations 
among the fourth-order schemes considered. 
CHAPTER VI 
NUMERICAL RESULTS 
To compare the accuracy of the schemes presented in Chapter II, 
a test problem has been constructed. Suppose we construct n scalar 
equations of the form 
(6. 1) 
• 2 2 
u - 2a. . u . + (a. + S . )u . = 0 j J J J J J 
j = 1, . . .  n . 
To satisfy condition (3 . 35), Rayleigh damping is assumed, i . e. 
(6 . 2) 
2 
(a . 
2 + s . 2) w .  = 
J J J 
-(a a. . = + a1 wj ) . J 0 
The solution of these equations is known to be 
a . t 
(6. 3) u . = e J cos s . t. 
J J 
To transform these n scalar equations into a matrix equation, we 
choose a matrix <P such that q, • •  = n - I i - j I . 
l.J 
matrix may be found in Gregory and Karney [ 9] • 
multiply (6. 1) by <P-
T 
on the left.  The matrix 
( 6 • 4 )  MU + 2 CU + KU = 0 
The inverse of 
Now let u = <Pu, 
equation is 
-T -1 K _ m-
T�2m-1 2 2 2 where M = <P q, , � ,. � , Q = diag (w1 
, . • . w
n 
), and 
this 
and 
c = a0
M + ai
K. 
given by (6 . 3). 
The solution vector is known to be U = <Pu with u . 
31 
32 
Using the above information a subroutine forms the matrices 
M, C, and K of any dimension given only the dimensions desired, n, the 
-1 2 . eigenvalues of M K, w. , i = 1, . 
J; 
n, and the damping coefficients, 
a
0 
and a
1
. The solution vector of the different ial equation is known, 
so that the error of the numerical schemes may be found : 
( 6 .5) 
i=l 
A nonhomogeneous scheme may also be constructed in the same manner, 
letting F = �-
l
f where f. = sin y.t. 
i 
U = �(u 
+ u )  where 
p 
(6.6) (u ) . = p i 
2 2 
(a. .  + B . 
i i 
2 
Y .  ) 
i 
+ B .  2 i 
The solution vector is then 
sin y .t + 2a. .y .  cos 
i i i 
2 2 2 2 y . ) + 4a. . y . 
i i i 
y. t  
i 
Table V shows the Euclidean norm of the errors when the schemes 
approximated the solution of the homogeneous two dimensional test problem 
with one and four for the eigenvalues of M-
l
K and damping coefficients 
.04 and . 06. 
1 
Note the high accuracy of the Cosine scheme with B = 12 . 
Recall that the choice B = 11z increases the order of the rational 
approximation to the cosine matrix to four. Since the order of the 
rational approximation to the exponential matrix is still two, the 
order of the scheme is two with the choice of B increasing the accuracy. 
The (1, 1) Pade scheme has the second highest accuracy among the second-
order schemes, and the (2, 2) Pade scheme is the most accurate fourth­
order scheme . 
TABLE V 
Accuracy an d Order of Two Dimen s ional Problem 
with w
2 = {1,4 } 
Sch eme 
Secon d-Order 
Cosin e ( S  = 1\ )  
Un tran sformed 
1 
Cos in e ( S  = 
4
) 
Un tran sformed 
( 1. 1) Pade 
Wilson ' s  8-Meth od 
Cen tral Differen ces 
Fourth -Order 
(2,2) Pade 
Cosin e 
Error ( h  = .OS) 
.6 09 X 10-S 
.6 15 X 10-5 
,266 X 10-
2 
,266 X 10-
2 
.224 X 10-
2 
.246 X 10-
2 
.277  X 10-Z 
.222 X 10-
6 
. 191 X lQ-
4 
Error ( h  = . 01) 
.26 7 X 10-
6 
.26 9 X 10-
6 
.111 X 10-
3 
. 111 X 10-
3 
, 895 X 10-
4 
, 992 X 10-
4 
. 111 X 10-
3 
. 356 X 10-
9 
. 318 X lQ-
7 
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Order 
1. 94 
1. 94 
1. 96 
1 .97  
2. 00 
2. 00 
2. 00 
4 . 00 
3.98 
Very similar results can be observed in the homogeneous ten 
-1 dimensional problem in Table VI with the eigenvalue? of M K the 
integers one to ten and the damping coefficients . 04 and . 06. The 
34 
1 
second-order schemes from most to least accurate are Cosine (S = 12 
), 
(1 ,1) Fade, Cosine ( S = Z ) ,  Central Differences, and Wilson ' s  8-method 
Again the (2, 2) Pade scheme is more accurate than the fourth-order 
Cosine scheme. 
TABLE VI 
Accuracy and Order of Problem in Ten Dimensions 
with w
2 
= { 1,2,3,4,5,6,7,8, 9, 10} 
Scheme 
Second-Order 
Cosine (S = {2 ) 
Untransformed 
Cosine (S = ! ) 
Untransformed 
(1, 1) Pad� 
Wilson ' s  8-Method 
Central Differences 
Fourth-Order 
(2,2) Fade 
Cosine 
Error (h = . 05) 
. 809 X 10-
2 
. 809 X 10-
2 
. 666 X 10
° 
. 666 X 10
° 
. 185 X 10
° 
. 806 X 10
° 
. 687 X l O
O 
. 856 X 10-
3 
. 2 7 2  X 10-
l 
Error (h = . 01) 
. 218 X 10-
2 
. 219 X 10 -
2 
. 175 X 10
0 
. 175 X lO
O 
. 463 X 10-
1 
. 227 X 10
0 
. 172 X 10
° 
. 538 X 10-
4 
. 186 X 10-
2 
Order 
1. 89 
1. 89 
1. 91 
1. 93 
2. 00 
1. 83 
1. 99 
3. 99 
3. 87 
Tables VII and VI II show the errors of the schemes when the 
-1 eigenvalues of M K are widely separated. Table VII with eigenvalues 
of one and one hundred gives very similar results to Table V, however, 
1 
Table VIII  clearly shows that the Cosine scheme (B = 
12
) and Central 
Differences are only conditionally stable. The condition on the step­
size for the Cosine scheme is h < . 077. The condition for the Central 
Differences scheme is more severe, h < . 02. The most accurate second-
order scheme is the Cosine scheme 
1 
(B = 
4
) here. The results of the 
(2, 2) Fade scheme is not included because the iteration (5. 15) does 
35 
not converge for this problem, i. e. condition (5. 16) is not satisfied 
for all the values of h in the table. This occurs because of the large 
eigenvalue in the problem. This problem could be avoided by solving 
(3. 31) directly. 
Table IX shows the results of applying three of the second-order 
schemes to a nonhomogeneous two-dimensional problem. The results are 
very similar to the results in Table V. 
The results of the test problems tried that were not highly 
oscillatory, i. e. widely different eigenvalues, indicate that the 
second-order schemes in the order of their accuracy are Cosine 
� 1 
(1, 1) Fade, Cosine (B = 
4
) ,  Central Differences, and Wilson ' s  8-method. 
For a highly oscillatory problem our results show that the ranking from 
most to least accuracy for large stepsize are Cosine (S = Z ) ,  (1, 1) 
Fade, and Wilson ' s  8-method. Of the two conditionally stable schemes, 
Central Differences requires the smaller stepsize. The (2, 2) Pade 
scheme seemed more accurate than the fourth-order Cosine scheme. 
TABLE VII 
Accuracy and Order of Two Dimensional Problem 
with w
2 
= { 1, 100 } 
Scheme 
Second-Order 
(S 
1 
Cosine = 
12 ) 
Cosine (S = _!_) 
(1, 1) Pade 
Wilson ' s  8-Method 
Central Differences 
Fourth-Order 
(2, 2) Pad� 
Cosine 
Error (h = . 05) 
. 540 X 10-
4 
. 841 X 10-
3 
. 346 X 10-
3 
.387 X 10-
2 
. 117 X 10-
2 
. 444 X 10-
5 
. 649 X 10-
5 
Error (h = . 01) 
. 235 X 10-
5 
. 364 X 10-
4 
. 126 X 10-
4 
. 105 X 10-
3 
. 527 X 10-
4 
. 720 X 10-
8 
. 205 X 10-
7 
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Order 
1. 95 
1. 95 
2. 06 
2. 24 
1. 93 
3. 99 
3. 58 
Scheme 
Second-Order 
Cosine 
Cosine 
1 
(S = 12 
) 
( B  = ...!._) 
4 
(1, 1) Fade 
Wilson ' s  6 -Method 
Central Differences 
Fourth-Order 
Cosine 
TABLE VIII 
Accuracy of Two Dimensional Problem 
with w
2 
= { 1, 10000} 
37 
Error (h = . 01) Error (h = . 05) Error (h = . 1) 
. 595 X 10-
11 
. 152 X 10-
4 
. 15 9 X 10-
4 
. 322 X 10-
4 
.937 X 10-5 
-8 . 123 X 10 
TABLE IX 
. 297 X 10-
7 
. 365 X 10-
3 
. 398 X 10-
3 
. 788 X 10-
3 
. 109 X 10
14 
-6 . 729 X 10 
. 127 X 10
5 
. 123 X 10-
1 
. 308 X 10-
1 
. 433 X 10-
1 
. 4 5 6 X 10
11 
-3 . 237 X 10 
Accuracy and Order of Nonhomogeneous Two Dimensional Problem 
with w
2 
= { 1, 4} 
Second-Order Schemes Error (h = . 05) 
(1, 1) Pade . 224 X 10-
2 
Wilson ' s  6-Method . 246 X 10
-2 
Central Differences . 278 X 10-
2 
Error (h = . 01) 
. 895 X 10-
4 
. 990 X 10-
4 
. 111 X 10-
3 
Order 
2. 00 
2. 00 
2. 00 
CHAPTER VII 
CONCLUSIONS 
The factors considered in this comparison of schemes were 
stability, difficulty and cost of implementation, and accuracy. Of 
the second-order schemes considered, the conditionally stable Cosine 
scheme was found to be the most accurate when applicable, however, 
considering the cost of implementation, especially when solving a 
highly oscillatory system, the (1, 1) Pad� scheme seems to be the best 
choice. Of the two fourth-order schemes, the (2, 2) Fade scheme ap-
pears to be the more accurate one and also cost less. 
This is only a pilot study ; it would be nice to see similar 
comparisons made on some real test data in large problems. 
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