The Moore-Penrose inverse of a singular or nonsquare matrix is not only existent but also unique. In this paper, we derive the Jacobian of the transformation from such a matrix to the transpose of its Moore-Penrose inverse. Using this Jacobian, we investigate the distribution of the Moore-Penrose inverse of a random matrix and propose the notion of pseudo-inverse multivariate/matrix-variate distributions. For arbitrary multivariate or matrix-variate distributions, we can develop the corresponding pseudo-inverse distributions. In particular, we present pseudo-inverse multivariate normal distributions, pseudo-inverse Dirichlet distributions, pseudoinverse matrix-variate normal distributions and pseudo-inverse Wishart distributions.
Introduction
We are concerned with the problem of random matrices and their distributions. Let X be an n×n nonsingular random matrix and denote its inverse by X −1 . It is direct to obtain the distribution of X −1 from the distribution of X by using the Jacobian of the transformation from X to X −1 . For example, we can derive an inverted Wishart distribution from the corresponding Wishart distribution [5] . However, we usually meet the case that either X is singular or it is not square, such as an n×n singular Wishart matrix X [10, 1, 4, 8] or an n×m matrix-variate normal matrix X [5] . In this case, it is impossible to derive the inverted distribution of X because its inverse does not exist.
It is well known that the Moore-Penrose generalized inverse of X exists and is unique [7] . In this paper, motivated by the existence and uniqueness of the Moore-Penrose inverse, we discuss the distribution of the Moore-Penrose inverse of a random matrix. Consequently, we develop a family of multivariate/matrix-variate distributions, which are called pseudo-inverse multivariate/matrixvariate distributions.
In Section 2, we consider a nonzero n×1 matrix, i.e., a nonzero n-dimensional random vector x. For this special case, we present an explicit transformation from x to the transpose of its MoorePenrose inverse so that the Jacobian of this transformation is easily calculated. Accordingly, given an arbitrary nonzero random multivariate vector, we can obtain its pseudo-inverse distribution. We present two specific pseudo-inverse multivariate distributions: pseudo-inverse multivariate normal distribution and pseudo-inverse Dirichlet distribution. Given an n×m matrix X, we in Section 3 derive a generic Jacobian of the transformation from X to the transpose of its Moore-Penrose inverse. When X is square yet symmetric, the Jacobian is also given. In Section 4, we propose a notion of pseudo-inverse matrix-variate distribution. In particular, we give two distributions: pseudo-inverse matrix-variate normal distribution and pseudo-inverse Wishart distribution. The latter is a generalization of the inverted Wishart distribution. We prove that there exists the dual relationship between a pseudo-inverse matrix-variate normal distribution and an inverted Wishart distribution. Finally, we give some conclusions in Section 5.
Pseudo-inverse multivariate distributions
First of all, we present some notations. Let I m denote the m×m identity matrix and let 0 denote the zero vector (or matrix) whose dimensionality is dependent upon the context. We write A 0 if A is positive definite and A 0 if A is positive semidefinite. In addition, A⊗B represents the Kronecker product of A and B.
Let X be an n×m matrix. An m×n matrix X + is said to be the Moore-Penrose inverse of X if conditions
are satisfied. The following properties will be useful for our subsequent studies. Interested readers are referred to [7, p. 34-36] for more details. 
Throughout this paper, we assume that X = 0 due to Proposition 1 (3) . In this section, we consider a simple case. We are given an n-dimensional nonzero random vector x = (x 1 , x 2 , . . . , x n ) . Let y = (y 1 , y 2 , . . . , y n ) be the Moore-Penrose inverse of x. It is easy to verify that y = 
Hence,
= y 2 I n − 2yy . Since the eigenvalues of yy are 0 with multiplicity (n−1) and y 2 , the eigenvalues of
are y 2 with multiplicity (n−1) and − y 2 . The Jacobian is thus given by
Now given a distribution of x, we can immediately obtain the corresponding distribution of y using (1) and (2) . We refer to the distribution of y as pseudo-inverse multivariate distribution w.r.t. x. It is obvious that for arbitrary existing multivariate distributions, we can derive their corresponding pseudo-inverse multivariate distributions. Here we only take two examples to illustrate the constructions of pseudo-inverse multivariate distributions. First, if x ∼ N n (μ, ), then y follows a pseudo-inverse multivariate normal distribution and the p.d.f. is given by
Second, let x follow the Dirichlet distribution with density
. . , n, are parameters and (·) is the Gamma function. Then y follows a pseudo-inverse Dirichlet distribution and the p.d.f. is given by
Notice that our pseudo-inverse multivariate normal distribution and pseudo-inverse Dirichlet distribution differ from the inverse Gaussian (Wald) distribution and the inverted Dirichlet [6] .
The Jacobian of the transformation from (X + ) to X
We are now given an n×m real nonzero random matrix X. As can be seen from the previous section, X + is m×n. Since X and (X + ) have the same size, this motivates us to calculate the Jacobian J ((X + ) → X), rather than J (X + → X). We denote Y = (X + ) (n×m) and refer to the distribution of Y as pseudo-inverse matrix-variate distribution w.r.t. X.
In order to derive the distribution of Y from that of X, it is necessary to obtain the Jacobian J (Y → X). Assume that X is of rank r with r min(n, m). Proposition 1 (4) shows that the rank of Y is also r. Moreover, it is clear that the rank of XX (or YY ) is r and XX (or YY ) is positive semidefinite. In addition, XX (or YY ) as well X X (or Y Y) has r positive eigenvalues because both have the same nonzero eigenvalues.
Lemma 2. Let Y be the Moore-Penrose inverse of an n×m real matrix X. Then the Jacobian of the transformation from Y to X is given by
where r min(n, m) is the rank of X (or Y), and i and 
where D (r×r) is a diagonal matrix with positive elements, and U (n×n) and V (m×m) satisfy UU = I n and VV = I m .
Accordingly, we have
which lead to
Let G = U(dU ) (n×n) and H = (dV)V (m×m)
and
On the other hand, it follows from (5) that
We thus have G 11 = −G 11 and H 11 = −H 11 . Again from (6) and (7), it is easy to obtain
Since we can write XX = U 1 D 2 U 1 and YY = U 1 D −2 U 1 , where U 1 (r×n) consists of the first r rows of U subject to U 1 U 1 = I r , the diagonal elements (say,
i 's) of D 2 are the r nonzero eigenvalues of XX while i , i = 1, . . . , r, are the nonzero eigenvalues of YY . Thus we obtain (3). Now we consider case that X is an n×n real symmetric matrix with rank r ( n). In this case, we rewrite (6) and (7) as
due to U = V and H = −G. Thus,
and hence,
In addition, it is clearly seen that the diagonal elements of D (resp., D −1 ) are the nonzero eigenvalues of X (resp., Y). Therefore, we have the following Jacobian.
Lemma 3. Let Y be the Moore-Penrose inverse of the n×n real symmetric matrix X and the rank of X be r, then
where i (resp.,
. . , r, are the r nonzero eigenvalues of Y (resp., X).
Remark. If X is symmetric and nonsingular, i.e., r=n, then J (Y → X) = |X| −(n+1) = |Y| n+1 [5, p.14] . We note that the similar results as our Lemmas 2 and 3 have been independently proposed in [2, 3] . The main difference is in that the derivations of [2, 3] are based on exterior products, whereas ours based on the singular value decomposition. In addition, since Theorem 1 of [3] requires that the matrices involved are positive semidefinite, this theorem is a special case of Lemma 3. More importantly, in the results of [2, 3] , the nonzero eigenvalues of the matrix involved are assumed to be mutually different. However, this assumption is no longer necessary in our lemmas.
Pseudo-inverse matrix-variate distributions
Equipped with an arbitrary matrix-variate distribution, it is ready to derive the corresponding pseudo-inverse distribution from Lemmas 2 or 3. In this section, given two spacial matrix-variate distributions: the matrix-variate normal distribution and the singular Wishart distribution, we study the pseudo-inverse matrix-variate distributions w.r.t. them.
Consider an n×m random matrix X, which follows the matrix-variate normal distribution with mean matrix M and covariance matrix ⊗ where (n×n) 0 and (m×m) 0. The p.d.f. of X is given by
We use the notation X ∼ N n,m (M, ⊗ ). We present the following definition.
According to Definition 4 and Lemma 2, we have the p.d.f. of Y:
where i (i = 1, . . . , r) are the r nonzero eigenvalues of YY . We are usually interested in the case that = I m . Without loss of generality, we also let M = 0. Thus, the columns of X are independent from N n (0, ) and X is of full rank with probability one [9, p. 73] , implying that the rank of Y is equal to min(n, m) with probability one. However, the columns of Y are not independent of each other.
If m n, the p.d.f. of Y becomes
Further, K = XX is nonsingular with probability one and it follows Wishart distribution W n (m, ) [5, p. 88] . Since the inverse K −1 of K exists, K −1 is distributed according to inverted Wishart distribution IW n (m, −1 ). 2 We now consider the case of m < n. 
Moreover, K is singular and its rank is equal to m with probability one. In this case, K is said to have a singular Wishart distribution. Recently, Srivastava [8] 
) is a normalization term.
In the rest of this paper, we shall not strictly distinguish the singular 
Conclusion
In this paper, we have proposed a notion of pseudo-inverse distribution to model a singular or nonsquare random matrix. Our departure point came from the fact that the Moore-Penrose inverse of any matrix exists and is unique. We derived the Jacobian of the transformation between a matrix and the transpose of its Moore-Penrose inverse, and then produced an approach to the constructions of pseudo-inverse distributions. In particular, we illustrated four pseudo-inverse distributions: pseudo-inverse multivariate normal distribution, pseudo-inverse Dirichlet distribution, pseudo-inverse matrix-variate normal distribution and pseudo-inverse Wishart distribution. We have presented the duality between the pseudo-inverse matrix-variate normal distribution and the inverted Wishart distribution.
