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Abstract
The control of the mechanical and dynamic aperture of the LHC
requires a tight control of linear optics parameters such as the tune,
the β-functions and the linear coupling resonance driving terms. This
report presents a non-standard measurement method of these param-
eters based on a transverse excitation of the beam in “AC-dipole”
mode [1], that is at one or several frequencies close to but outside
the eigenfrequency spectrum of the beam. After having derived the
general expression of the beam response in four dimensions, the mea-
surement protocol and diﬀerent possible hardware conﬁgurations will





In this paper, we calculate the two-dimensional response of a single particle when a
“shaker” causes a transverse oscillating kick applied at one point of the ring. For a purely linear
but coupled machine, this response (also called in the following “Single-Particle Transfer Func-
tion”) can be described by a complex 2 × 2 matrix depending on the excitation frequency and
containing the 8 real parameters which characterise the projection of a 4D symplectic matrix
in the physical plane (x − y), namely the β-functions and betatron phase advances (or tune) in
both transverse planes and the two complex coupling coefficients, that is the sum and difference
coupling coefficients c+ and c− (see Section 2). In Section 3, particle tracking performed for
the LHC will demonstrate the robustness of this analytical result in more realistic conditions
(i.e. in the presence of betatron non-linearities). In particular, exciting the beam at two frequen-
cies on both sides of the betatron tune is found to be an extremely accurate method to measure
the Edward and Teng (see e.g. [2]) β-functions and phase advances at any location of the ring
and, a fortiori, the two betatron eigentunes (see Section 3.1). On the other hand, single carrier
excitation in one given transverse plane can be used to obtain the sum and difference coupling
coefficients by measuring turn-by-turn the position of the beam centroid in the other plane (see
Section 3.2).
2 Single-particle transfer function
The aim of this section is to study the transverse behaviour of a single particle undergoing
an external oscillating force applied in one of the two transverse planes and at one given location
of the ring. In arbitrary dimension, assuming a purely linear but possibly coupled lattice, the
motion of this particle in steady state regime can be fully described by a 2N × 2N complex
matrix T (Q; s0, s1), whose formal expression will be given in Section 2.2 as a function of
– the excitation frequency ω ≡ 2πQf0 (with f0 the revolution frequency),
– the one-turn transfer map, that is the transfer matrix R00 ≡ R(s0; s0 + C) over one turn
taking the kicker location s0 as the origin,
– the transfer matrix R01 ≡ R(s0; s1) from the kicker to the longitudinal position s1 where
the measurements are taken.
In four dimensions, the matrix T (Q; s0, s1) or, more precisely, its projectionA(Q; s0, s1) on the
physical plane (x−y) will then be expressed in terms of the usual linear optics parameters, that
is the β-functions βI,II , the phase advances µI,II and betatron tunes QI,II of the two eigenmodes
and the sum and difference coupling coefficients c+ and c−. For this purpose, we will proceed
in three successive steps:
– Using the symplectic rotation technique developed by Teng [2], we will start by exhibiting
and judiciously parametrising similarity transformations which diagonalise the matrices
R00 and R01 (see Section 2.3).
– In Section 2.4, the off-diagonal 2 × 2 block-matrices of these transformations will be
directly related to the usual coupling resonances driving terms c+ and c−.
– Finally, all the results obtained previously will be compiled in order to obtain the most
general expression for the single-particle transfer function (i.e. the matrix A(Q; s0, s1))
in the case of a coupled lattice in four dimensions.
The derivation of the matrix A(Q; s0, s1) is rather technical and requires a minimum level of
knowledge in linear algebra techniques. The reader who would not be particularly interested or
familiar in this kind of calculation will find directly in Section 2.5 a summary and a compilation
of the most important results which leads to the formulations (95) and (99) for the 2D single-
particle transfer function.
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2.1 Some reminders and notations
We start the discussion by some general considerations and useful reminders concerning
linear Hamiltonian systems in arbitrary dimension.
2.1.1 Considerations on linear Hamiltonian systems in arbitrary dimension
Let us consider a linear dynamic system in 2N dimensions described by the Hamiltonian
H(q1, p1, . . . , qN , pN ; s) = 1
2
Xt S(s) X , (1)













and S(s) is a 2N × 2N symmetric matrix assumed to be a C-periodic function of s. For this














 = J2N S(s)X , (2)
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For any initial condition X(s0) ≡ X0 at the abscissa s = s0, a formal solution of Eq. (2) can be
written as
X(s) = R(s0, s)X0 , (4)
with R(s0, s) the 2N × 2N matrix satisfying the following matricial equation:





where A(s) ≡ J2N S(s) . (5)
2.1.2 Useful example in four dimensions
A typical example which will be very useful in the following concerns the transverse
motion (4 dimensions) of an on-momentum charged particle undergoing betatron oscillation in
a strong focusing lattice. If K(s) and Kskew(s) denote the focusing strength of the lattice and
2
its skew quadrupole field errors around the closed orbit, the Hamiltonian describing the motion
of the particle in paraxial approximation has the following expression:















K(s) 0 −Kskew(s) 0
0 1 0 0
−Kskew(s) 0 −K(s) 0
0 0 0 1

 and A(s) ≡ J4 S(s) =


0 1 0 0
−K(s) 0 Kskew(s) 0
0 0 0 1




2.1.3 Symplecticity and eigentunes
In all the rest of the paper, the matrix R00 (resp. R11) will represent the one-turn R matrix
taking the abscissa s0 (resp. s1) as the origin, i.e R00 ≡ R(s0; s0 +C), the matrix R01 will refer
to the transport matrix between s0 and s1, i.e. R01 ≡ R(s0; s1), and we have
R11 = R01 R00 R
−1
01 . (8)
Since describing the flow of an Hamiltonian system, it is well-known that the matrix R(s0; s) is
symplectic for any abscissa s of the lattice, which meant that R ≡ R(s0; s) satisfies the matricial
equation:
Rt J2N R = J2N or R
−1 = R∗ , (9)
where Rt denotes the transpose of the matrix R and R∗ is the “so-called” symplectic conjugate
of R which, in 2N dimensions, is defined by
R∗ ≡ −J2N Rt J2N . (10)
We will always assume that the motion is stable and non-degenerated. In other words, this
means that one can exhibit a similarity transformation defined by a complex 2N × 2N matrix
P0 which diagonalises the matrix R00 and that all the eigenvalues of R00 are distinct and of
modulus smaller or equal to one. In fact, since the matrix R00 is symplectic, its eigenvalues
(λ1, . . . , λ2N) can be arranged in pairs of two complex numbers of the form (λ2k−1, λ2k) such
that λ2k−1 = 1/λ2k = e2iπQk , 1 ≤ k ≤ N , and, therefore, the eigenvalues of R00 are complex
numbers with unit modulus (i.e. Q1, . . . , QN ∈ R). Moreover, under the assumption of a non-
degenerated motion, the eigentunes (±Q1, . . . ,±QN ) are all distinct modulo 1. In other words,
the eigentunes lie outside the sum and difference resonances (i.e. Qi ± Qj = integer if i = j)
and outside the integer and half-integer resonances (i.e. 2Qk = integer, 1 ≤ k ≤ N):
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Q1, . . . , QN ∈ R
Qi ±Qj = 0 mod [1] if i = j
2Qk = 0 mod [1], 1 ≤ k ≤ N .
(11)
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2.1.4 Definition and transport of the eigenmodes
From a physical point of view, the matrix P0 describes the eigenmodes of the motion at
a given abscissa s0. As we will see below, this matrix is not uniquely defined. However, with
some additional constraints, we will obtain an univocal definition for P0; then, using Eq. (8),
we will deduce its transport all along the lattice.
We start by considering a set of 2N eigenvectors (X1, X ′1, . . . , XN , X ′N) of the matrix R00
satisfying
R00 X1 = e
2iπQ1 X1 and R00 X ′1 = e−2iπQ1 X ′1 , (12)
with the assumption that 

Q1, . . . , QN ∈ R
Qi ±Qj = 0 mod [1] if i = j
2Qk = 0 mod [1], 1 ≤ k ≤ N .
(13)
Since the eigenvalues of R00 are assumed to be distinct, these vectors are linearly independent
and then form a basis of C2N . In addition, since the matrix R00 is a real, each eigenvector X ′k
can be chosen as the complex conjugate of the vector Xk:
X ′k = Xk , 1 ≤ k ≤ N . (14)
Finally, using Eq.’s (12) and (13), and the symplecticity of the one-turn matrix R00, we have{
Xtk J2NXl = (R00Xk)
t J2N (R00Xl) = e
2iπ (Qk+Ql) ×Xtk J2NXl ⇒ Xtk J2NXl = 0
and, in the same way, X tk J2NXl = Xtk J2NX l = X
t
k J2NX l = 0 , 1 ≤ k = l ≤ N .
(15)
This being said, the 2N × 2N matrix P0 ≡ mat
[
X1, X1, . . . , XN , XN
] (i.e. the matrix whose
columns are given by the vectors (X1, X1, . . . , XN , XN)) satisfies Eq. (11). However this
choice is ambiguous for the three following reasons:
– 1. Under the permutation (Xk, Xk) ←→ (Xk, Xk) in the eigenplane number k or the
multiplication of the vector Xk by a real constant, the matrix P0 is still a solution of
Eq. (11). In order to remove this ambiguity, we remark that the matrix J2N is regular,










= −Xtk J2NXk = −Xtk J2NXk .
Moreover, using again the antisymmetry of the matrix J2N, we have
Xtk J2NXk = X
t
k J2NXk = 0 .
Therefore, with the relations (15), if one supposes that one of the terms X tk0 J2NXk0
is equal to zero, the vector J2NXk0 would be the null vector, since orthogonal (in the
hermitian sense) to each of the vectors (X1, X ′1, . . . , XN , X ′N), that is to a basis of C2N .
Since the matrix J2N is regular, this would imply Xk0 = 0, which cannot be.
As a result, we can always rearrange the pairs of vectors (Xk, Xk) and normalise the
vectors Xk such that
X
t
k J2NXk = −Xtk J2NXk = 2i , 1 ≤ k ≤ N . (16)
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This choice is far from being arbitrary. Indeed in normalised coordinates in two dimen-
sions, the matrix R00 is a simple rotation and a usual choice for its eigenvectors is given
by










leading to Xt1 J2NX1 = 2 i .
(17)
Finally, note that Eq.’s (14) and (16) can also be written in the following form:
P t0 J2N P0 = −2i J2N and P 0 = P0 S2N , (18)
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– 2. Under the permutation of two different eigenplanes, (Xk, Xk) ←→ (Xl, X l), the ma-
trix P0 is still a solution of Eq. (11). However, using Eq. (13), this ambiguity can be
removed by requesting the eigentunes to satisfy
0 < Q1 < . . . < QN < 1 . (20)
– 3. Finally, multiplying each eigenvector Xk by a complex constant of unit modulus (i.e.
a phasor eiφ) does not violate the normalisation condition given in Eq. (16) and P0 is still
a solution of Eq. (11). However, this ambiguity will not have any practical implication in
the following and, therefore will be kept open.
To summarise, if the motion is assumed to be stable and non-degenerated, we have then shown
the following result: for any abscissa s0, it exists a 2N×2N complex matrix P0 ≡ P (s0) which
satisfies
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0 < Q1 < . . . < QN < 1
Qi ±Qj = 0 mod [1] if i = j
2Qk = 0 mod [1], 1 ≤ k ≤ N ,
(21)
and the matrices J2N and S2N defined by Eq.’s (3) and (19), respectively.
For any other abscissa s1 of the lattice, since R00 and R11 are conjugated via the transfer matrix
R01 from s0 to s1 (see Eq. (8)), it is clear that the matrix D0 ≡ D(s0) is independent of s0.
Moreover, the eigenvector matrix P1 ≡ P (s1) then satisfies
P−11 R11 P1 = D0 = P
−1
1 R01 R00 R
−1
01 P1 = P
−1





This relation implies that the matrices P −11 R01 P0 and D0 commute. Since D0 is diagonal
with distinct coefficients on its diagonal, it follows that the matrix P −11 R01 P0 is also diagonal.
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Finally, by using the two matricial relations given by Eq. (18) and satisfied both by P0 and P1,
we conclude that the matrix P−11 R01 P0 has necessarily the following form:
P−11 R01 P0 = D2N (µ101 , . . . , µN01)
with D2N(µ1, . . . , µN) ≡

























. 0 eiµN01 0




where we easily recognised the phase advance µk01 of the eigenmode k from s0 to s1. Finally
comparing, Eq. ’s (21) and (22), we get (as it should)
µk00 ≡ µk(s0; s0 + C) = 2πQk mod [2π] , 1 ≤ k ≤ N . (23)
2.2 Formal expression for the single-particle transfer function in arbitrary dimension
We now assume that at a given abscissa s0 of the lattice and at each turn n, the motion is
perturbed by a dipolar oscillating force such that
X(n; s+0 ) = X(n; s
−
0 ) + Xd e
2iπ Qn , (24)
with Xd a constant vector (kick) containing the 2N amplitudes of the perturbation, Q its fre-
quency (in tune unit) and X(n; s±0 ) the 2N-dimensional vector describing the motion of a given
particle at turn n just before and just after the kick, respectively. For instance, in the case of an










with x′d and y′d the kick amplitudes in the horizontal and vertical planes, respectively.
Using the previous notations, the vector X(n; s+0 ) satisfies the following recursive relation
X(n; s+0 ) = R00 X(n− 1; s+0 ) + Xd e2iπ Qn , n ≥ 1 . (26)
As usual with driven oscillation, we expect a response at the drive frequency of the form
X(n; s+0 ) = Xresp e
2iπ Qn , (27)
with Xresp a 2N-dimensional vector to be determined. In writing Eq. (27), we have neglect
any “transient” regime or free oscillations (i.e. solution of the homogeneous equation which
is obtained by setting Xd = 0 in Eq. (26)), which is justified both in proton and electron ma-
chines due to Landau and/or synchrotron damping, and, in general, if one assumes an adiabatic







At turn n and at any abscissa s1 of the lattice, the response of the system can then be described
by the vector X(n; s1) given by{
X(n; s1) = R01 X(n; s
+
0 ) = e
2iπ Qn × T (Q; s0, s1)Xd






And finally, by using Eq.’s (21) and (22), we get































1− e−2iπ(Q−QN ) 0







with P0,1 ≡ P (s0,1) the eigenvector matrices at abscissae s0 and s1 respectively, Q1 < . . . < QN
the eigentunes of the motion and µk01 ≡ µk(s0; s1), 1 ≤ k ≤ N, the phase advance from s0 to
s1 in the eigenplane number k.
In view of Eq. (30), it is clear that the matrix T (Q; s0, s1) exhibits a resonant behaviour when
the excitation frequency (defined by the parameter Q) lies in the vicinity of one of the eigentunes
Qk or 1 − Qk. Note also that all the previous results are still valid when Q = 0 (DC kick). In
this case, Eq. (29) leads to
X(n; s) = R(s0; s) (1− R00)−1 Xd , (31)
where we recognise the expression of the closed orbit as a function of s in the presence of a
dipole field error represented here by the vector Xd and located at the abscissa s0 of the lattice.
2.3 Reduction of the 4D transfer matrix in the presence of linear coupling
The aim of this section is to apply the previous formalism to the 4D-case in order to
parametrise the response matrix T (Q; s0, s1) as a function of the standard linear optics param-
eters, namely the tunes, the Twiss parameters, the betatron phase advances and a 4D-vector
representing the possible coupling between the horizontal and the vertical planes.
2.3.1 Reduction of the one-turn R-matrix to normal modes
As shown in Eq. (30), the main difficulty consists in finding the eigenvector matrices
P0,1 ≡ P (s0,1) solutions of Eq. (21). Writing the one-turn matrix R00 ≡ R(s0; s0 +C) in terms







we start by seeking a similarity transformation represented by a real 4× 4 matrix G0 such that
the matrix G−10 R00 G0 becomes block-diagonal:







There are many possible solutions for G0 which will satisfy the above equality. Following Ed-
wards and Teng [2], we can exhibit a solution of Eq. (33) which has the advantages to be both
symplectic and equal to the identity in the absence of coupling between the transverse planes









C0≡ ξ0 × (m0 + n∗0)
γ0 ≡ 1√
1 + det (C0)
=
1√
1 + ξ20 det (m0 + n
∗
0)
ξ0 ≡ − 1
Tr [M0−N0]
2










where, as defined in Eq. (10), C∗0 (resp. n∗0) denotes the symplectic conjugate of the matrix C0
(resp. n0), i.e.
C∗0 ≡ −J2 Ct0 J2 and n∗0 ≡ −J2 nt0 J2 . (35)





0 C0 = det (C0) 1 . (36)
As a result, it follows that the inverse of the matrix G0 is simply given by its symplectic conju-
gate (which, as mentioned previously, means that the matrix G0 is symplectic):
G−10 = G
∗






2.3.2 Explicit expression for the eigentunes
From the symplecticity of the matrices G0 and R00, it follows that the 2 × 2 matrices
TI0,II0 defining the block-diagonal matrix G−10 R00 G0 (see Eq. (33)) are also symplectic. Their
respective eigenvalues are then of the form λI,II and 1/λI,II. They obviously correspond to the
eigenvalues of the matrix R00 which, with the assumptions made in Section 2.1, are complex
numbers with unit modulus of the form exp
(±2iπQI,II). As a result, the four eigenvalues of
R00 can be arranged such that
2 cos (2πQI,II) = e
2iπQI,II + e−2iπQI,II = λI,II + 1/λI,II = Tr [TI0,II0] . (38)
Moreover, by expanding the matricial equation (33), we have{
TI0 = γ
2
0 (M0 + C0 N0 C
∗
0 −m0 C∗0 − C0 n0)
TII0 = γ
2
0 (N0 + C
∗




By combining the definition of the 2 × 2 matrix C0 (see Eq. (34)) with Eq. (36) and the well-
known relations (valid for any matrices A and B)




= Tr (A∗) , (40)
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0 det (m0 + n
∗
0)Tr(N0)− 2ξ0 det (m0 + n∗0)








0 det (m0 + n
∗
0) Tr(M0) + 2ξ0 det (m0 + n
∗
0)








with g ≡ 2 ξ
2
0 det (m0 + n
∗
0)− ξ0 Tr [M0−N0]




In view of the definition of ξ0 in Eq. (34), the parameter 1/ξ0 can also be interpreted as one of
the two solutions of the second order equation
1
ξ20
+ Tr [M0−N0] 1
ξ0
− det (m0 + n∗0) = 0 . (43)
As a result, the constant g defining in Eq. (42) is equal to 1 and one finally obtains













where the mode I (II) goes with the +(-) sign.
Note that one corollary of the previous equation is the following well-known result (see e.g.
[3]):



















This relation has an easy significance in the case of an accelerator. Indeed by acting on the
focusing strength of the lattice, it is always possible to equalise the traces of the matrices M0
and N0. But even in this case, the eigentunes cannot become equal and the square of their
difference is related to the determinant of the 2 × 2 matrix C0 ≡ ξ0 (m0+n∗0). The sign of
this determinant has then a special importance. If it is negative, the eigentunes become complex
and the motion is unstable. However, as shown in Section 2.4, in the case of a weakly coupled
machine, the determinant det(C0) can be related to the standard sum and difference coupling
coefficients c±, and will be found positive (resp. negative) when the unperturbed eigentunes lie
close to the difference (resp. sum resonance), i.e. Qx ± Qy = integer. In particular, this is in
agreement with the well-known result that, in general, the difference resonances are inherently
stable and the sum resonances are inherently unstable.
As shown in Eq. (44), the eigentunes QI and QII computed from the one-turn matrix R00 ≡
R(s0; s0 + C) depend on three parameters, namely
– the trace of the 2× 2 matrix M0 +N0 which is no more no less than the trace of R00 (see
Eq.’s (32)) and, then, from Eq. (8), is conserved along the lattice:

















+ det (m0+n∗0) which, from Eq. (45) is also independent of s0,
– and finally the sign of the quantity Tr [M0−N0].
In a strongly coupled machine, this sign can change from one position to an other in the lattice.
This phenomenon or “mode flipping” is characteristic of the so-called “Mo¨bius-type” lattices
(see e.g. [4]) where at some points of the lattice the modes I and II are switched. In this case,
note also that such a lattice can only possess an even number of “mode-flipping” so that the
eigenmodes at the beginning and the end of the full turn are the same. However, in all the rest
of the paper, we will assume a weakly coupled machine where the unperturbed tunes (i.e. those
relative to the motion without coupling) can be approximate by{
2 cos (2πQx) ≈ Tr [M0] ≈ Tr [M(s)]
2 cos (2πQy) ≈ Tr [N0] ≈ Tr [N(s)] for any location s in the lattice. (47)
Under this approximation, the quantity Tr [M(s)−N(s)] will keep a constant sign along the
lattice. Therefore, without any lost of generality (i.e. with a possible redefinition of the matrix
R00 by exchanging the horizontal and vertical planes), we will assume
QI < Qx < Qy < QII , (48)
as this is for instance the case for the nominal tunes of the LHC, Qx,y = .28/.31.
2.3.3 Parametrisation of the eigenvectors
This being said, the reduction of the one-turn transfer matrix R00 can now be completed
by exhibiting and adequately parametrising the matrix P0 which satisfies Eq. (21) in four di-
mensions.
As for the uncoupled case, we can define the Twiss parameters βI,II and αI,II associated to the




























































With these definitions, it is natural to introduce the 4× 4 block-diagonal matrices B0 ≡ B(s0)












Then, by combining Eq.’s (33) and (49), one gets





e2iπQI 0 0 0
0 e−2iπQI 0 0
0 0 e2iπQII 0
0 0 0 e−2iπQII

 V4−1 B0 . (53)
In other words this means that the matrix P −10 R00 P0 is diagonal with
P0 ≡ G0 B−10 V4 . (54)
Moreover, since the real matrices BI0,II0 are symplectic and the 2 × 2 complex matrix V2
satisfies the two conditions given in Eq. (18), the latter are also fulfilled by the two matrices
B−1I0,II0 V2. Finally, reminding that the 4 × 4 matrices G0 is real and symplectic, it is easy to
conclude that the eigenvector matrix P0 ≡ G0 B−10 V4 also fulfils the conditions (18), i.e.
P t0 J4 P0 = −2i J4 and P 0 = P0 S4 . (55)
Therefore, provided that QI < QII (see the discussion at the end of Paragraph 2.3.2), the matrix
P0 is the solution of Eq. (21) in dimension four.
We are now left to adequately parametrise the 2× 2 matrix C0 which comes into the definition
of G0 (see Eq. (34)). Reusing the expression of the eigenvector matrix P0 (see Eq. (54)), we
write
P0 ≡ G0 B−10 V4 = B−10 V4
[
V4
















and γ0 ≡ 1√






























≡ C˜∗0 , (58)
which comes from the symplecticity of the matrices BI0,II0.







A−At + Tr(A) 1
2
+






(a + d) (b− c)






(a− d) (b + c)





As a result, we conclude that the matrix C˜0 can be decomposed into a linear combination in-
volving a rotation Rot(θ−0 ) and a symmetry Sym(θ+0 ) in two dimensions:
C˜0 ≡ λ−0 Rot(θ−0 ) + λ+0 Sym(θ+0 )





− sin(θ−0 ) cos(θ−0 )
)









When applicable, by changing the angles θ±0 into θ± + π, the reals λ±0 can always be chosen







)2 − (λ+0 )2 with λ±0 > 0. (61)
Reminding the discussion following Eq. (45), it becomes more and more evident that
– the parameter λ−0 must be related to the module of the difference coupling coefficient c−
and inversely proportional to the difference of the eigentunes (so that det(C0) > 0 when
the machine is operated close to the difference resonance and the motion is stable even in
the presence of coupling).
– the parameter λ+0 must be related to the module of the sum coupling coefficient c+ and
inversely proportional to the sum of the eigentunes (so that the determinant det(C0) can
become negative when the machine is operated close to the sum resonance and the motion
can become unstable in the presence of coupling).
This fact will be demonstrated in the next section. However anticipating this result, we can
always propose the following definition for the sum and difference coupling coefficients (with
the abscissa s0 taken as the origin):

κ−(s0) ≡ 2 sin [π (QI −QII)]
π
e−iπ [QI−QII ] × λ−0 eiθ
−
0
κ+(s0) ≡ 2 sin [π (QI + QII)]
π




In Section 2.4, we will show that, to first order in the skew quadrupole errors Kskew of the lattice,
this definition coincides with the one usually given for the sum and difference resonance driving














with βx,y the unperturbed β-functions and µx,y(s0; s) the associated betatron phase advances
from s0 to s. We can now finalise the parametrisation of the eigenvector matrix P0 ≡ P (s0).
First of all, we note that
V2































Combining this relation with Eq.’s (56) and (62), we finally obtain












κ−(s0) eiπ [QI−QII ]
sin [π (QI −QII)]
κ+(s0) e
iπ [QI+QII ]
sin [π (QI + QII)]
κ¯+(s0) e
−iπ [QI+QII ]
sin [π (QI + QII)]
κ¯−(s0) e−iπ [QI−QII ]













where the matrices B0 ≡ B(s0) (containing the Twiss parameters of the eigenmodes I and II
at the abscissa s0) and V4 are defined in Eq. (52).
Before closing this section, it is interesting to further explicit the determinant of the matrix C0
and to relate it to the minimum possible tune separation in the presence of coupling between
the two transverse planes. First of all, the determinant of the matrix C0 can be obtained by






sin2 [π (QI −QII)]
− |κ+(s0)|
2
sin2 [π (QI + QII)]
)
. (67)
Now we make the approximation of a slightly coupled machine operating close to the difference










with ∆ = Qx−Qy the nominal tune split, i.e. the distance to the diagonal of the two unperturbed
betatron tunes Qx and Qy. Using Eq. (45), this determinant is related to the separation of the
actual eigentunes:








≈ 4 π2 sin2 [π (Qx + Qy)] (QI −QII)2 ,
(69)
with ξ0 defined in Eq. (34). Moreover, since the machine is assumed to be only slightly coupled,
Eq. (47) can be applied to approximate the parameter 1/ξ0 by
1/ξ0 ≡ −Tr [M0−N0]
2








≈ −Tr [M0−N0] = −2 [cos (2πQx)− cos (2πQy)] ≈ 4 π sin [π (Qx + Qy)] ∆ .
(70)
Finally by compiling Eq.’s (68) to (70), one gets the well-known formula
(QI −QII)2 ≈ ∆2 + |κ−|2 or |QI −QII | =
√
∆2 + |κ−|2 . (71)
This last result confirms a bit further the pertinence of Eq. (62) which introduces the coupling
parameters κ± directly from the one-turn transfer matrix and which, therefore, generalises the
standard definition of the sum and difference coupling coefficients c±. This aspect will form the
subject of the next section.
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2.4 Relations with the sum and difference coupling coefficients
For this purpose, we must come back to the formalism developed in Section 2.1.1. Fol-
lowing Eq. (5), the equation of motion can be written as

R(s0; s0) = 1
∂R
∂s
= A(s)R(s0; s) .
(72)
where R(s0; s) denotes the transfer matrix from s0 to s and A(s) is the 4 × 4 matrix given in





0 1 0 0
−K(s) 0 Kskew(s) 0
0 0 0 1





0 1 0 0
−K(s) 0 0 0
0 0 0 1








0 0 0 0
0 0 Kskew(s) 0
0 0 0 0







The solution of Eq. (72) is then searched as a perturbative series with respect to the skew
quadrupole errors Kskew(s):




R(n)(s0; s) , (74)
where, for a given n, R(n) is of order n in the perturbation. By inserting this solution into
Eq. (72) and, on both sides of the obtained equality, by combining all the terms of order n in
the perturbation, we immediately see that
– the matrix R(0) is the solution of the unperturbed equation of motion, i.e.

R(0)(s0; s0) = 1
∂R(0)
∂s
= A(0)(s)R(0)(s0; s) .
(75)
– for n ≥ 1, the matrix R(n) depends on R(n−1) and satisfies the inhomogeneous differential
equation

R(n)(s0; s0) = 0
∂R(n)
∂s
= A(0)(s)R(n)(s0; s) +A
(1)(s)R(n−1)(s0; s) , n ≥ 1 ,
(76)
with A(0) and A(1) defined in Eq. (73).








Rot [µx(s0; s1)] 0









with Bx,y(s0,1) the 2 × 2 matrices containing the unperturbed Twiss parameters βx,y and αx,y
at abscissae s0 and s1 (see Eq. (50)) and Rot [µx,y(s0; s1)] the rotation matrices of angles
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µx,y(s0; s1) corresponding to the betatron phase advances from s0 to s1.
On the other hand, for n ≥ 1, it can be easily checked that the solution of Eq. (76) is given by








ds′R(0)(s′; s)A(1)(s′)R(n−1)(s0; s′) .
(78)
In particular, to first order in the skew quadrupole field errors, we easily obtain the perturbation
R
(1)
00 ≡ R(1)(s0; s0 + C) induced on the one-turn transfer matrix:
R
(1)
00 ≡ R(1)(s0; s0 + C) =
∫ s0+C
s0













Rot [µx(s; s0+C)] 0




Rot [µx(s0; s)] 0
























0 0 0 0
0 0 1 0
0 0 0 0




Finally, using Eq. (64) to diagonalise the rotation matrices occurring Eq. (79) and noting that

















0 = iπ × B−1x (s0) V2 ×
( −e2iπQx c−(s0) −e2iπQx c+(s0)





0 = iπ × B−1y (s0) V2 ×
( −e2iπQy c¯−(s0) −e2iπQy c+(s0)




with c±(s0) the standard sum and difference coupling coefficients defined in Eq. (63).
One intermediate but important result is that, to first order in the skew quadrupole field errors,
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only the off-diagonal 2×2 sub-matrices of the one-turn transfer matrix R00 = R(0)00 +R(1)00 + . . .
are affected by the perturbation, that is (with the notations of Eq. (32))














y (s0) Rot(2πQy) By(s0)
)
+ O (K2skew) .
(83)
Therefore, to first order in the perturbation, Twiss parameters and betatron tunes are unchanged,




cos (2πQx)− cos (2πQy) =
1
4 sin [π (Qx + Qy)] sin [π (Qx −Qy)] . (84)
Moreover, using the relations (82) and the fact that
V2
∗ ≡ −J2 V2t J2 = −2 i V2−1 and B∗x,y(s0) = B−1x,y(s0) , (85)
one gets after some algebra
C0
Eq. (34)≡ ξ0 × (m0 + n∗0)





4 sin [π (Qx + Qy)] sin [π (Qx −Qy)]






sin [π (Qx −Qy)]
c+(s0) eiπ[Qx+Qy]
sin [π (Qx + Qy)]
c¯+(s0) e−iπ[Qx+Qy]
sin [π (Qx + Qy)]
c¯−(s0) e−iπ[Qx−Qy]






Eq. (65)≡ V2−1 C˜0 V2
Eq. (57)≡ V2−1 BI(s0) C0 BII(s0)−1 V2






sin [π (Qx −Qy)]
c+(s0) eiπ[Qx+Qy]
sin [π (Qx + Qy)]
c¯+(s0) e−iπ[Qx+Qy]
sin [π (Qx + Qy)]
c¯−(s0) e−iπ[Qx−Qy]




In conclusion, a quick comparison with Eq. (66) immediately shows that, to first order in the
skew quadrupole field errors of the lattice, the coupling parameters κ± previously introduced
coincide effectively with the standard sum and resonance driving terms c+ and c−.
2.5 Final expression for the 2D single-particle transfer function
We have now all the ingredients to complete the parametrisation of the 2D single-particle
transfer function.
Let us assume that at the abscissa s0 of the lattice and at each turn n, the beam undergoes a
transverse oscillating kick at the frequency Q (in tune units) and represented by the 4D vector










with x′0 and y′0 the amplitudes of the excitation in the horizontal and vertical planes respectively.
According to Section 2.2 (see Eq.’s (29) and (30)), the beam response in steady state regime can


















where s1 is the location in the ring where the beam is observed and, using the results obtained
in Section 2.3, the 4×4 complex matrix T (Q; s0, s1) can be parametrised in the following way:




















































































κ−(s0,1) eiπ [QI−QII ]
sin [π (QI −QII)]
κ+(s0,1) eiπ [QI+QII ]
sin [π (QI + QII)]
κ¯+(s0,1) e−iπ [QI+QII ]
sin [π (QI + QII)]
κ¯−(s0,1) e−iπ [QI−QII ]

















As shown in Section 2.4, to first order in the skew quadrupole field errors, the coupling param-
eters κ± occurring in Eq. (91) coincide with the usual sum and difference resonance driving
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≈ ei[µx(s0;s1)±µy(s0;s1)] [e−2iπ(Qx±Qy) c±<(s1) + c±>(s1)]
(92)
where, to obtain the second equality, we have used the fact that µx,y(s1; s) = µx,y(s0; s) −
µx,y(s0; s1) and µx,y(s0; s) = 2πQx,y + µx,y(s0; s− C). In all the rest of the paper we will take
the position of the beam shaker s = s0 as the origin of the curvilinear abscissa s along the central
beam trajectory (closed orbit). The quantities µI,II(s1) will always represent the betatron phase
advances from s0 to s1, i.e. µI,II(s1) ≡ µI,II(s0; s1). By analogy with the relations (92) and
for a given position s1 within the ring, it is natural to introduced the local coupling parameters
κ±≶ (s1) defined by{
κ±(s0) ≡ κ±<(s1) + κ±>(s1)
κ±(s1) ≡ ei[µI(s1)±µII (s1)]
[







2 sin [π(QI ±QII)]
(




2 sin [π(QI ±QII)]
(




The coupling coefficients κ±≶ (s1) obviously contain all the required information concerning
the skew quadrupole field errors of the lattice from s0 to s1 and from s1 to s0 + C respectively.
More precisely, let us remind that, for a given position s within the ring, the coupling parameters
κ±(s) have been introduced in Section 2.3 to parametrise the off-diagonal 2×2 sub-matrices of
the eigenvector matrix P (s) (see Eq. (66)). Then, using Eq. (22) to express the transfer matrix
from s0 to s1 (resp. from s1 to s0 + C) in terms of P (s0), P (s1) and µI,II(s0; s1) ≡ µI,II(s1)
(resp. P (s1), P (s0+C) = P (s0) and µI,II(s1; s0+C) = 2πQI,II−µI,II(s1)), it can effectively
be checked that the off-diagonal 2 × 2 sub-matrices of R(s0; s1) (resp. R(s1; s0 + C)) only
depends on the local coupling parameters κ±<(s1) (resp. κ±>(s1)).
This being said, by inserting the relations (91) and (93) into Eq. (90), we can complete the
parametrisation of the “beam transfer matrix” T (Q; s0, s). More precisely, the relevant quantity
to be computed is the projectionA(Q; s) ≡ A(Q; s0, s) of the matrix T (Q; s0, s) on the physical
plane (x− y):
A(Q; s) =
( Axx(Q; s) Axy(Q; s)





Axx(Q; s) ≡ [T (Q; s0, s)]12
Axy(Q; s) ≡ [T (Q; s0, s)]14
Ayx(Q; s) ≡ [T (Q; s0, s)]32
Ayy(Q; s) ≡ [T (Q; s0, s)]34 .
(94)
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2.5.1 Diagonal terms Axx and Ayy
Concerning the diagonal terms of the matrix A(Q; s), the coefficients γ0 ≡ γ(s0) and
γ(s) defined in Eq. (91) will be approximated by one and the terms of second order in Kskew
indicated in Eq. (90) will be neglected. After some algebra, one gets:







sin [π(Q−QI,II)]︸ ︷︷ ︸
≡A+x,y(Q) eiµI,II (s)
− e
iπ(Q+QI,II ) e−iµI,II (s)





The transfer functions Axx(Q; s) and Ayy(Q; s) contain two well distinct components: the first
one proportional to A+x,y and resonating at Q ≈ QI,II and the second one proportional to A−x,y
and infinitely growing when Q ≈ 1−QI,II . Let us suppose, for instance, that the beam is excited
in the horizontal plane at a frequency close to (but not rigorously equal to) the corresponding
eigentune QI , typically |Qex.x −QI | ∼ 10−2. In this case, the transfer function Axx will be
dominated by its first component (i.e.∝ A+x ). On the other hand, from a more quantitative point
of view, the amplitude A−x will also have to be taken into account if precise measurements of
Twiss parameters are requested, that is at at the level of a few percent for the β-functions and
better than one degree for the betatron phase advances. Moreover, it is worth noting that, in the
horizontal plane, the terms of second order indicated in Eq. (90) exhibit a resonant behaviour
when the excitation frequency Q lies in the vicinity of the eigentune QII (or 1−QII) and con-
versely in the vertical plane. Therefore, assuming for instance that QI < QII , the measurement
accuracy of the β-functions, say, in the horizontal plane, will be improved if the horizontal ex-
citation frequency Qex.x is close but smaller than QI (i.e. as far as possible from QII) or, even
better, if the beam is horizontally excited at two different frequencies Qex.x1,2 one both sides of
QI with
Qex.x1 < QI < Q
ex.
x2
< QII and ∆Q(spread) <
∣∣Qex.x1 −Qex.x2 ∣∣ |QI −QII | , (96)
where ∆Q(spread) denotes the natural tune spread of the beam (see Fig. 1). Indeed, we can always
Qx1ex. QI Qx2ex. QQQ IIy1 y2ex.ex.
Q Q∆ ∆(spread) (spread)
Phase locked w.r.t. the beamPhase locked w.r.t. the beam
Figure 1: Transverse excitation scheme in the frequency domain.
suppose that these two excitations are locked in phase, which means that, turn-by-turn, the kick













In this case, the trick consists in calculating the difference between the Fourier transforms of the
beam signal taken at the frequencies Qex.x1 and Q
ex.
x2
, which results is a (quasi-) cancellation of
the second order terms mentioned previously, but also of those proportional to the component






















































]] eiµI (s) .
(98)
This method will be successfully tested on the LHC in section 3.1.
2.5.2 Cross-termsAxy and Ayx
Concerning the cross-terms Axy and Ayx defined by the relations (94), Eq.’s (90), (91)
and (93) leads to

Axy(Q; s) = γ(s0) γ(s) π
8
√
βI(s) βII(s0) ×{[A¯+x A+y K−(QI−Q; s) eiµI(s) + A¯−x A−y K−(QI+Q; s) e−iµI(s)]−[A¯+x A−y K+(QI−Q; s) eiµI(s) + A¯−x A+y K+(QI+Q; s) e−iµI(s)]}
Ayx(Q; s) = γ(s0) γ(s) π
8
√





as in Eq. (95), A±x,y ≡ A±x,y(Q) ≡
eiπ(Q∓QI,II)
sin [π(Q∓QI,II)]
according to Eq. (91), γ(s0) ≈ γ(s) = 1+O(K2skew)
K±(q; s) ≡ κ±>(s) + e−2iπq κ±<(s)
Eq. (93) & (92)≈ c±> + e−2iπq c±<
≈ c± − 2ie−iπq sin(πq) c±< ,
(100)
where the parameters c±≶ ≡ c±≶ (s) and c± ≡ c±(s0) denote the (1,±1) linear resonance driv-
ing terms integrated from s0 (kicker position) to s (beam observation), from s to s0 + C and
from s0 to s0 +C, respectively, taking s0 as the origin for the computation of the betatron phase
advances around the ring.
The appropriate use of the transfer functions Axy and Ayx will be presented in detail in Sec-
tion 3.2 and the method will be applied to the LHC, leading to a rather precise measurement of
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the coupling coefficients c±≶ (s) all around the ring. However, in order to convince the reader
of the validity of the computations made so far, we will close the chapter by the following two
remarks concerning the general form of the transfer functions Axy(Q; s) and Ayx(Q; s).
– By inspecting the first relation of Eq. (100), we see that each of the four amplitudes
A±x,y(Q) verifies
A±x,y(−Q) = −A¯∓x,y(Q) . (101)
As a result, in view of Eq. (99), the transfer functions Axy(Q; s) and Ayx(Q; s) both
satisfy
Axy,yx(1−Q; s) = Axy,yx(−Q; s) = A¯xy,yx(Q; s) , (102)
which is an obvious result since, by construction, the beam transfer function is no more
no less than the Fourier transform of a real data (beam signal).
Moreover, it is reasonable to think that the function Ayx(Q; s) can be deduced from
the function Ayx(Q; s) via the substitutions A±x,y −→ A±y,x, QI −→ QII , βI −→ βII
and µI −→ µII . This is effectively the case provided that, in addition, the functions
K−(QI−Q; s) and K¯−(QI+Q; s) are replaced by K¯−(−QII+Q; s) and K−(−QII−Q; s),
respectively, which is equivalent to redefine the function K−(q; s) in Eq. (100) by chang-
ing κ−≶ (or c−≶ ) into κ¯−≶ (or c¯−≶ ). As expected, this additional substitution is not re-
quired for the local sum coupling coefficients c+≶ (s) since the latter are invariant under
the permutation µI ↔ µII .
– It is also interesting to compare these results, obtained in the particular case of the linear
coupling, with the study recently published in Ref. [5]. In this paper and as in the present
case, the motion of a single particle is analysed under the influence of an AC dipole, in
one dimension (no coupling) but in the presence of possible non-linearities. Using a com-
pletely different method (based on normal form techniques applied to a time-dependent
Hamiltonian), it is remarkable to see that, to first order in the perturbation (the betatron
non-linearities in this case), the obtained beam response depends also on some “pseudo”-
resonance driving terms (coefficient h′ with the notations of [5, p. 11]) of the type of those
defined in Eq. (100) (that is the coefficients K¯±).
3 Measurement protocol and application to the LHC
The procedure used to measure the Twiss parameters (i.e. β-functions βI,II , phase ad-
vances µI,II and eigentunes QI,II) will be described in Section 3.1; the one concerning the
measurement of the sum and difference coupling coefficients









will be detailed in Section 3.2. Simulation results obtained on the LHC optics version 6.2 will
be presented in Section 3.3.
3.1 Measurement of tune and Twiss parameters
As explained in Paragraph 2.5.1, in order to optimise the accuracy of the measurement,
the beam must be excited in both transverse planes, with two distinct frequencies in each plane,
Qex.x1,2 and Q
ex.
y1,2 (see Fig. 1), satisfying
∆Q(spread) <
∣∣∣Qex.x1,2 −Qx∣∣∣ ∼ ∣∣∣Qex.y1,2 −Qy∣∣∣ < ∣∣Qex.x1 −Qex.x2 ∣∣ ∼ ∣∣Qex.y1 −Qex.y2 ∣∣ ∆ , (103)
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with ∆Q(spread) the natural tune spread of the beam (of the order few 10−3 in the LHC at
injection), Qx and Qy the nominal betatron tunes and ∆ ≡ |Qx −Qy| the nominal tune split
(∆ = 0.03 in the LHC at injection). Moreover, we will assume that in each plane the two
excitations are phase-locked such that the horizontal and vertical kick seen by the beam at turn



















2πQex.y2 n + φy
]) (104)
where the phases φx,y can be arbitrarily chosen. Considering a given BPM in the ring and using

























































with βI0,II0 ≡ βI,II(s = 0) and βI,II ≡ βI,II(s) the betatron functions of the modes I and II
at the AC dipole and at the BPM, respectively, and µI,II ≡ µI,II(s) the corresponding betatron
phase advances from the AC dipole to the BPM.
3.1.1 β-functions









≈ 1 , (106)
with NBPM the total number of BPM’s within the ring and β (0)x,y(sj) the nominal horizontal and
vertical β functions at BPM number j. Inserting Eq. (106) into Eq. (105), the betatron functions
βI,II(si) at BPM number i are given by

βI(si) ≈ NBPM
∣∣xˆ (Qex.x1 ; si)−xˆ (Qex.x2 ; si)∣∣2
NBPM∑
j=1
∣∣xˆ (Qex.x1 ; sj)−xˆ (Qex.x2 ; sj)∣∣2 /β(0)x (sj)
βII(si) ≈ NBPM
∣∣yˆ (Qex.y1 ; si)−yˆ (Qex.y2 ; si)∣∣2
NBPM∑
j=1
∣∣yˆ (Qex.y1 ; sj)−yˆ (Qex.y2 ; sj)∣∣2 /β(0)y (sj)
.
(107)
Within a few 10−3, simulations have shown that the condition (106) was always satisfied in the
LHC. However, in the opposite case, the β-functions might also be computed by a method of it-
erative type, that is by starting from their design values β (0)x,y(s) and by applying successively the
relation (107) where, at each step, the quantities β (0)x,y(sj) would be replaced by the β-functions










(a): Config. 1. (b): Config. 2.
Figure 2: Two possible configurations for the measurement of the betatron tunes.
3.1.2 Betatron phase advances
The evaluation of the betatron phase advances µI,II is more straightforward and does not
require the condition (106) to be fulfilled. Indeed, using the relations (105), we directly obtain










)−xˆ (Qex.x2 ; si)
]
mod[2π]













where si,j refer to the locations of two BPM’s arbitrary chosen in the machine.
3.1.3 Betatron tunes
Concerning the measurement of the betatron tunes, the following two configurations can
be envisaged:
– 1. two AC dipoles, ACD1 and ACD2, each having its own excitation frequencies, in-
terleaved with two BPM’s, BPM1 and BPM2 (see Fig. 2(a)). Supposing that the beam







with ∆µ(12)I,II ≡ µI,II(s2) − µI,II(s1) (resp. ∆µ(21)I,II = µI,II(s1 + C) − µI,II(s2)) the
betatron phase advances from BPM1 to BPM2 (resp. from BPM2 to BPM1) deduced
from Eq. (108) using the 2×2 excitation frequencies Qx1,2,y1,2 of ACD1 (resp. of ACD2).
– 2. one single AC dipoles on both sides of which are installed two BPM’s,BPM.l and
BPM.r (see Fig. 2(b)), with no magnetic element between them (drift). In this configura-
tion, Eq.’s (107) and (108) give an estimation both of the betatron phase advances ∆µ(rl)I,II
from BPM.r to BPM.l and of the β-functions β(r,l)I,II at these two locations. The remaining
unknowns are then the betatron phase advances ∆µ(lr)I,II from BPM.l to BPM.r. To second
order in the skew quadrupole field errors, it is easy to see that, as in the uncoupled case,























































with L the distance from BPM.l to BPM.r. In all the rest of the paper, we will assume that







with β(l,r)x,y the design β-functions at BPM.l and BPM.r, respectively) such that, even in the
presence of large β-beating, only the first solution of Eq. (110) will have to be retained.
To summarise, if the coupling is well measured and then compensated (see Section 3.2),
an estimate of the betatron tunes will be given by











with ∆µ(rl)I,II the betatron phase advances from BPM.r to BPM.l deduced from Eq. (108),
and β(l,r)I,II the β-functions measured at BPM.l and BPM.r, respectively, using the relations
(107).
The first option is certainly more elegant and probably more precise. However, for cost rea-
sons, it is unlikely that the latter will be implemented in the LHC Therefore, only the second
configuration will be studied in the following.
3.1.4 Amplitude of the AC kick and its time delay with respect to the beam
As shown in the next section, the coupling measurement will require additional infor-
mation concerning the amplitude and phase of the AC kick, i.e. the quantities x′0, y′0 and φx,y
introduced in Eq. (104).
Indeed, in view of the relations (108), the betatron phase advances at each BPM can only be
known within an additive constant which depends on the phase-shift φx,y of the AC kick with
respect to the beam. More precisely, using Eq. (105), we have for the mode I






























)−xˆ (Qex.x2 ; s)] mod[2π] if Qx2 < QI < Qx1 ,
(112)
and a similar relation for the eigenmode II. The previous equation would give a direct measure-
ment of the phase-shifts φx and φy in the ideal case where a BPM would be installed at the
exact location of the AC dipole (for which µI,II(s0 = 0) ≡ 0). However, since this configura-
tion seems to be difficult to implement in a “real machine”, we will assume that, for each RF
bucket, the phases φx,y will be given by an external and fast (turn-by-turn) timing system, which
is perfectly compatible with the timing system presently foreseen for the LHC [8].









0 occurring in Eq. (105), can be directly measured by the beam.
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and a similar relation in the vertical plane.
3.2 Measurement of the sum and difference coupling coefficients
The beam is now assumed to be excited in the vertical plane by a oscillating kick of the
form
δy′(n) = y′0 cos [2πQn + φy] , (114)
with n the turn number and Q a frequency close to the beam eigenfrequency QII . Following the





× [Axy (Q; s) eiφy e2iπQn +A (−Q; s) e−iφy e−2iπQn]




x(n; s) e−2iπQn =
y′0
2
Axy (Q; s) eiφy ,
(115)
with N the number of turns used for the BPM acquisition and Axy the crossed transfer function
given by Eq. (99). By combining the relations (99) and (100), the function Axy(Q; s) can also































−i(µI±µII ) and c± = c±<(s ≡ C)
A(0)xy (Q; c−, c+) ≡
[A¯+x A+y c− + A¯−x A−y c¯−]− [A¯+x A−y c+ + A¯−x A+y c¯+]





3.2.1 Global coupling coefficient c±
We start by describing the measurement procedure of the global coupling coefficients c+
and c−. For this purpose, we use again the two BPM’s, BPM.l and BPM.r, installed on both
sides of the AC dipoles and shown Fig. 2(b). Since, by assumption, these BPM’s are separated
by a simple drift, we have
c
(r)
±< ≡ c±<(sr) = 0 and c(l)±< ≡ c±<(sl) = c± . (117)
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) [A+y c− −A−y c+]+ A¯−x e−i(µ(l)I −2πQI) [A−y c¯− −A+y c¯+] ,
(118)
with β(l,r)I and µ
(l,r)
I the beta-functions of mode I and the corresponding betatron phase advances






malised complex amplitude of the AC kick. Following the procedure described in Section (3.1),
we suppose here that all these quantities have been preliminary determined via beam-based
measurements (or via an external timing system concerning the phase-shift φy of the AC kick
with respect to the beam, see Paragraph 3.1.4). The relations (118) can therefore be interpreted
as a linear system with four unknowns, namely the real and imaginary parts of the coefficients
c+ and c−.
Before completing the resolution of this system, it is worth noting that the coefficients c (l,r)
introduced in Eq. (118) contain four well-distinct components. The first one, proportional to
c−, is dominant when the excitation frequency of the AC dipole lies in the vicinity of one
of the betatron tunes QI,II . However, since the aim of the game is to first obtain an accurate
measurement of c−, and then to correct it, the sum resonance may disturb the procedure for
a partially decoupled machine (typically when |c−| ∼ π|QI − QII | |c+|/ sin [π(QI + QII)] ∼
0.1 |c+| / 0.03 |c+| for the injection / collision optics of the LHC). Therefore, in order to avoid
possible interferences between the sum and difference coupling resonances, we have to use two
BPM’s, instead of a single one, and derive the exact solution of the linear system (118). After
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where the coefficients A±x,y and c(l,r) are defined in Eq.’s (116) and (118), respectively.
Note that the relations (119) implicitly assume that
– 1.
∣∣A+y ∣∣ = ∣∣A−y ∣∣ which is always the case provided the excitation frequency remains
close to QII :
|Q−QII |  |Q− (1−QII)| ⇒
∣∣A+y ∣∣ ≈ 1π |Q−QII | 
∣∣A−y ∣∣ . (120)










⇒ ∆µ(lr)I ≡ 2πQI + µ(r)I − µ(l)I = kπ . (121)
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In any case, since the two considered BPM’s are assumed to be separated by a simple drift,
this phase advance will be always strictly smaller than π, and even less than π/2 if one
reminds the discussion of Paragraph 3.1.3 concerning the measurement of the betatron
tunes. In other words, the condition (121) simply means that BPM.l and BPM.r must not
be installed too close to the AC dipole. An optimal choice is then to install them in a drift
space on both sides of the AC dipole and to ensure that
• for the measurement of the betatron tunes QI,II , the nominal betatron phase advances
from BPM.l to BPM.r are much less than π/2.
• for the measurement of the sum and difference resonance driving terms, the hori-
zontal phase advances ∆µ(lr)x are by design equal (or close) to π/4 (or, conversely,
∆µ
(lr)
y ∼ π/4, if the procedure consists in exciting and measuring the beam in the
horizontal and vertical planes, respectively).
3.2.2 Local coupling coefficient c±<(s)
In order to avoid “mode flipping” phenomenon around the ring which can arise even for a
globally decoupled machine (see Paragraph 2.3.2), the compensation of the sum and difference
coupling coefficients must be achieved as locally as possible (which means octant-by-octant in
the LHC).
For a given abscissa s in the ring starting from the AC dipole, the “coupling status” of the
machine can be quantified by the local resonance driving terms c±<(s) introduced previously.
As for the measurement of the global coefficients c− and c+, these local driving terms can be
accessible via beam-based measurements. Indeed, for any BPM of the ring, say BPM number j,

















































with β(j)I ≡ βI(sj), µ(j)I ≡ µI(sj) and c(j)±< ≡ c±<(sj) the β-function and the betatron phase of
mode I and the local sum and difference coupling coefficients at BPM number j.
According to Eq. (119), the global coupling parameters c+ and c− are a priori known. As a
result, the coefficient A(j) introduced here-above is perfectly determined for each BPM of the






−iµ(j)I so that, with one single BPM, the local coupling parameters c(j)+< and c
(j)
−< cannot be
estimated separately. Therefore, we must use a second BPM, BPM j + 1, and assume that the
sources of coupling between BPM’s j and j + 1 remains negligible, i.e.
c
(j+1)
±< ≈ c(j)±< . (123)
Under this approximation the local coupling parameters c(j)+< and c
(j)














































where the coefficients A±y and A(j,j+1) are defined in Eq.’s (116) and (122), respectively. Note
that, as for the measurement of the global coupling parameters, we have also assumed that∣∣A+y ∣∣ = ∣∣A−y ∣∣ (a condition automatically fulfilled when the beam is vertically excited at a fre-
quency Q close to QII) and that the betatron phase advance between the two BPM’s considered,
namely µ(j+1)I −µ(j)I , is not an integer multiple of π (which is the case for the LHC, say for two
consecutive horizontal arc BPM’s either QF and QD or at QF and QF).
3.3 Simulation results obtained for the LHC
In order to check both the validity and the robustness of the analytical results obtained
so far, we have performed MAD [6] simulations on the LHC optics version 6.2. Using the er-
ror table 9901 at injection, 60 different machines (seeds) have been generated with random
and systematic multipole errors ranging from a2 to a11 and from b2 to b11 in the main dipoles
(MB’s) and in the arc quadrupoles (MQ’s), with roll angle errors of 0.5 mrad r.m.s. for the main
quadrupoles and with systematic and random misalignments of the b3 spool-pieces (MCS) by
±0.3 mm and 0.5 mm r.m.s., respectively. For each seed, the betatron tunes were corrected to
their nominal values at injection (using the trim quadrupoles MQT’s), that is Qx,y = .28 / .31,
the natural chromaticity of the ring compensated to 2 units (using the lattice sextupoles MS’s),
and the b3, b4 and b5 components of the main dipoles compensated in integrated strength in each
sector of the machine (using the corresponding spool-pieces MCS’s and MCDO’s). The correc-
tion of a2 was done in two stages. Firstly an arc by arc minimisation of the difference coupling
coefficient c(Arc k)− , 1 ≤ k ≤ 8, was performed based on the magnetic measurements of the main
dipoles. Secondly, by cabling the 12 skew quadrupole circuits of LHC-Ring1 (MQS’s) into two
orthogonal knobs, a global correction of the complex coupling coefficient c− was performed
using the closest tune approach (for details see [7, p. 5-6]). However, since the aim of the game
is to obtain a powerful diagnostic tool to measure and correct online the linear coupling in
the LHC, three different cases have been considered where the MQS strengths obtained by the
above procedure have been multiplied by a constant scaling factor fscal representing the quality
of the a2 correction, typically fscal = 100% (perfect coupling compensation) and fscal = 90 or
80% (partial coupling compensation).
In order to simulate the external oscillating force induced by the AC dipole, the NOISE com-
mand of MAD was used acting on the variables hkick and vkick of an horizontal and vertical
kicker installed at IP1. The beam was simultaneously excited in both transverse planes, with an
amplitude of the order of 0.1 σ in both planes and at two distinct frequencies Qx1,2 and Qy1,2 in
each plane (see Eq. (104)). Finally, in order to fulfil the condition (103), we have chosen
Qx1 = 0.275 , Qx2 = 0.290 , Qy1 = 0.305 and Qy2 = 0.320 .
In order to simulate the measurement procedure, a single particle with initial conditions x =
px = y = py = 0 was tracked for each seed over N = 400 turns (thus ignoring any possible de-
coherence over the first 400 turns), and its horizontal and vertical motion was recorded at each of
the∼500 BPM’s of the ring, then Fourier-transformed. Using the relations (107) and (112), the
betatron functions βI,II(si) and phase advances µI,II(si) at the BPM’s were measured and, for
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each seed, compared to the ones obtained by the command TWISS,COUPLE of MAD. Then,
following the procedure described in Paragraph 3.1.3 (see Eq. (111)), the betatron tunes QI,II
was estimated and compared to their actual values, i.e. 0.28/.31. Finally, thank to the relations
(119) and (125), the sum and difference coupling coefficients κ± ≡ κ±<(s = C) ≈ c± and
the local coupling parameters κ±<(si) ≈ c±<(si) were measured, then compared to the ones
extracted from the matrix coefficients r[1,1], r[1,2], r[2,1] and r[2,2] occurring in
the TWISS,COUPLE table of MAD (see Eq. ’s (62), (64) and (93) for the extraction proce-
dure). By comparing the relations (107) and (112) with the equations (119) and (125), it is clear
that, contrary to the β-functions and betatron phase advances, the measurement of the coupling
coefficients requires that the eigentunes are known with an accuracy better, or much better, than
the distances
∣∣Qx1,2 −QI∣∣ and ∣∣Qy1,2 −QII∣∣, that is a few 10−3 in the present case. In other
words, the level of accuracy expected for the coupling measurement will strongly depend on
the knowledge of the actual betatron tunes in the machine. This explains the fact that each of
the cases, I, II and III, presented in Table 1 have been further split into two sub-cases, a) and
b), for which the betatron tunes have been either estimated following the procedure described
in Paragraph 3.1.3 or are supposed to be perfectly known (i.e. measured within a few 10−4 via
an auxiliary method).
The results obtained for the 60 seeds previously described are given in Table 1 and commented
below.
• β-functions. Independently on the quality of the coupling correction (fscale = 1, 0.9 or 0.8),
the r.m.s. β-beating at the BPM’s, namely (∆βI,II/β(0)x,y)rms, never exceed 9.5% and the peak
β-beating over the machine is limited to 24.5% in the worst case, that is slightly higher than
the specification of (∆βI,II/β(0)x,y)max = 21% given in [9] for a safe preservation of the LHC
mechanical aperture. On the other hand, even for Case III (almost fully coupled machine, see
below), the level of accuracy reached for the measurement of the β-functions is remarkable with
r.m.s and peak measurement errors around the machine not exceeding (∆βI,II/βI,II)rms = 2%
and |∆βI,II/βI,II |max = 4.1%, respectively.
• Betatron phase advances. Concerning the betatron phase advances measured at each BPM of
the ring (taking the AC dipole as the origin), the measurement errors slightly depends on the
quality of the coupling correction. For Case III, the worst seed (seed 2) gives |∆µI,II |max =
0.71◦ = 1.97 × 10−3 [2π]. Moreover, as shown in Fig. 3 obtained in this particular case, the
r.m.s. measurement errors calculated around the machine are in general much smaller, of the or-
der of 0.03◦, i.e ±3× 10−4 [2π] at 3σ. This value gives an indication on the maximum possible
error which can be made when the betatron phase advances are estimated between two distinct
BPM’s, and not from the AC dipole to a given BPM in the ring. Note that this value more or less
corresponds to the chromatic phase-shift that an off-momentum particle with δp = 10−3 would
see at injection when travelling through a single LHC dipole for which the b3 spool-piece has
not been properly connected.
• Betatron tunes Assuming the coupling to be perfectly corrected (Case Ia), the measurement
errors made on the betatron tunes never exceed |∆QI,II | = 8.2× 10−4 in the worst case, which
is sufficient to preserve the LHC dynamic aperture at injection (∆Q < 3× 10−3, see e.g. [10]),
but is far from being exceptional in comparison with the level of accuracy expected using a PLL.
However, note that, in the present case, the beam is excited outside its eigenfrequency spectrum,
which should preserve its transverse emittance during the measurement. When the machine is
only partially decoupled (see Case IIIa), the measurement errors on the tune can be doubled
(|∆QI | = 1.59×10−3 in the worst case), and becomes comparable to the distances
∣∣Qx1,2 −QI∣∣
and
∣∣Qy1,2 −QII∣∣ between the transverse excitation frequencies of the AC dipole and the actual
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eigentunes QI,II . As mentioned previously and discussed below, this may significantly affect
the measurement precision of the global and local coupling parameters, κ± and κ±< .
• Global coupling coefficients κ±. As expected, the difference coupling coefficient κ− in-
creases linearly with the setting errors of the skew quadrupole corrector magnets MQS. For a
systematic error of 20% in the MQS strength (Case III), this coefficient can reach |κ−| ≈ 0.02,
In other words, by comparing this value with the nominal tune split of the LHC at injection,
∆ ≡ Qy − Qx = 0.03, this means that the probability of a fully coupled machine becomes
significant when the setting errors of the skew quadrupole correctors become larger or equal to
±30%. On the other hand, the sum coupling coefficient κ+ is rather insensitive to the quality of
the a2 correction. This is due to the special arrangement of the MQS magnets in the LHC arcs
[11] (at Q23 and Q27), which results in the fact that, when the four correctors of a given sector
are powered in series, they cannot excite the sum coupling resonance (µx+µy ≈ π/2 mod[2π]
from Q23 to Q23 and from Q27 to Q27).
Even for a perfect coupling correction (Case I) which, as described previously, is finalised by
the closest tune approach, it may be surprising to note that the difference coupling coefficient κ−
remains of the order of 10−3, which is acceptable but is only∼ 25 times smaller than the uncor-
rected coupling coefficient κ+. However, if one reminds the discussion made in Paragraph 2.3.2,







sin2 [π (QI −QII)]
− |κ+|
2
sin2 [π (QI + QII)]
)
.
Under these conditions, its is clear that the sum coupling resonance, |κ+| <∼ 0.05 uncorrected
in the LHC, can slightly interfere in the closest tune approach.
This being said, the absolute precision which is reached in the measurement of the global cou-
pling coefficients κ+ and κ− is of the order of few 10−3, even in the case of an almost fully
coupled machine (Case IIIa). As mentioned previously, the situation can be further improved if,
thank to a auxiliary method (e.g. a PLL), the betatron tunes QI,II have been determined with an
accuracy better than ±10−3. In this case, the difference coupling coefficient can be determined
with an error better than |∆κ−| ± 0.78 × 10−3 (worst case of Case IIIb), which is more than
being sufficient to safely initiate its correction.
• Local coupling parameters κ±< . From a purely qualitative point of view, the level of precision
reached in the measurement of the local coupling coefficients








behaves in the same way as the one obtained for the global parameters κ± = κ±<(s ≡ C).
When the eigentunes are perfectly known, the measurement precision is improved roughly by
a factor of 2 but, nevertheless, does not reach the one previously obtained for the coefficients
κ±. Indeed, as explained in Paragraphs 3.2.1 and 3.2.2, the determination of both the global and
local coupling coefficients requires the use of two consecutive BPM’s separated by a simple
drift or, at least, by magnetic components which does not contain any skew quadrupole field
errors. This is actually the case for the measurement of the global coupling parameters (which
uses the two dedicated BPM’s, BPM.l and BPM.r, of Figure 2) but not for the local coupling
coefficients κ±<(sj) at BPM j, for which two consecutive arc BPM’s, BPM j and j + 1 are
used, with possible sources of coupling in between.
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Nevertheless, as shown in Fig. 4 (obtained for a typical seed, seed 2 in Case IIIa), the measure-
ment procedure gives a rather nice picture of the local coupling status of the machine and looks
reliable enough to optimise, if required, the locality of the coupling correction in the LHC.
Actual values deduced from the command TWISS, COUPLE of MAD
Observable Units Worst case for
fscal = 1.0: Case I
Worst case for
fscal = 0.9: Case II
Worst case for






[%] 8.4 8.5 8.6∣∣∣∆βI/β(0)x ∣∣∣
max




[%] 9.5 9.0 8.5∣∣∣∆βII/β(0)y ∣∣∣
max
[%] 24.5 23.3 22.2
|κ−| [10−3] 2.4 9.0 19.6
|κ−< |max [10−3] 34.4 35.2 37.4
|κ+| [10−3] 53.2 52.5 52.0
|κ+< |max [10−3] 57.7 57.4 56.9
Maximum measurement error obtained over 60 seeds
Observable Units Case I-a Case I-b Case II-a Case II-b Case III-a Case III-b
|∆QI | [10−3] 0.82 0 1.03 0 1.59 0
|∆QII | [10−3] 0.72 0 0.91 0 1.55 0
(∆βI/βI)rms [%] 0.5 0.5 1.0 1.0 2.0 2.0
|∆βI/βI |max [%] 2.1 2.1 2.3 2.3 4.1 4.1
|∆µI |max [◦] 0.61 0.61 0.66 0.66 0.71 0.71
(∆βII/βII)rms [%] 0.5 0.5 1.0 1.0 2.0 2.0
|∆βII/βII |max [%] 2.2 2.2 2.4 2.4 4.2 4.2
|∆µII |max [◦] 0.45 0.45 0.48 0.48 0.51 0.51
|∆κ−| [10−3] 0.67 0.63 1.54 0.61 4.07 0.78
|∆κ−< |max [10−3] 4.71 3.89 5.71 3.62 7.54 3.87
|∆κ+| [10−3] 3.53 1.43 4.37 1.68 6.33 1.95
|∆κ+< |max [10−3] 6.79 3.82 7.45 3.81 8.18 3.90
Table 1: Linear optics distortion expected in the LHC and simulation of their measurement, with
full (Case I) or partial (Case II and III) coupling compensation. Worst case obtained for the 60
seeds described in Section 3.3. The cases Ia, IIa and IIIa assumes that the betatron tunes QI,II
have been measured following the procedure described in Paragraph 3.1.3 (with fscale = 1, 0.9
and 0.8, respectively), while, in the cases Ib, IIb and IIIb, the tunes are supposed to have been
“perfectly” determined via an auxiliary method (e.g. a PLL).
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Figure 3: Expected precision for the measurement of the β-functions and betatron phase ad-
vances in the LHC. Measurement errors ∆βI,II/βI,II [%] and ∆µI,II [◦] obtained for a typ-
ical seed (seed 2) in the case of a partially decoupled machine (a2 multipole errors under-
compensated by 20% corresponding to the case III of Table 1).
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Figure 4: Real and imaginary parts of the local coupling coefficients κ±<(s) as a function of s.
Simulation results obtained for a typical seed (seed 2) in the case of a partially decoupled
machine (Case IIIa of Table 1). The symbols • refer to the results obtained after post-processing
of the tracking data (i.e. following the measurement procedure explained in Section 3.2).
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4 Conclusion
Assuming a purely linear but possibly coupled machine, the beam response to a transverse
oscillating force can be characterised by a 2× 2 complex matrixA(Q; s0, s1) depending on the
excitation frequency Q, on the abscissae s0 and s1 of the ring where the force is applied and the
beam is observed, and on the different physical quantities parametrising the betatron motion in
four dimensions, namely (see Section 2):
– the betatron tunes QI,II , the β-functions βI,II(s0,1) at s0 and s1 and the betatron phase
advances µI,II(s0; s1) from s0 to s1 associated to the two eigenmodes I and II of the
motion.
– two local and global complex coefficients κ±<(s0; s1) and κ±(s0) which, to first order in
the skew quadrupole field errors of the lattice, can be identified to the sum and difference
linear resonance driving terms:


















Exciting the beam in the two transverse planes at one or two distinct frequencies on both sides
of its eigenfrequency spectrum allows to measure these different quantities via a careful post-
processing of the BPM data (see Sections 3.1 and 3.2). In the presence of betatron non-linearities
and even in the case of an almost fully coupled machine (i.e. |κ−| <∼ |QI − QII |), simulations
have shown that the obtained level of accuracy was more than sufficient to envisage the use of
this procedure in order to measure and correct online the betatron tunes and the linear coupling
in the LHC (see Section 3.3).
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