Codes with locality are a class of codes introduced by Gopalan et al. to efficiently repair a failed node, by minimizing the number of nodes contacted during repair. An [n, k] systematic code is said to have information locality r, if each message symbol can be recovered by accessing ≤ r other symbols. An [n, k] code is said to have all-symbol locality r, if each code symbol can be recovered by accessing ≤ r other symbols. In this paper, we consider a generalization of codes with allsymbol locality to the case of handling two erasures. We study codes with locality that can recover from two erasures via a sequence of two local, parity-check computations. We refer to these codes as sequential-recovery locally repairable codes (denoted by 2-seq LR codes). Earlier approaches to handling multiple erasures considered recovery in parallel; the sequential approach allows us to potentially construct codes with improved minimum distance. We derive an upper bound on the rate of 2-seq LR codes. We provide constructions based on regular graphs which are rate-optimal with respect to the derived bound. We also characterize the structure of any rate-optimal code. By studying the Generalized Hamming Weights of the dual code, we derive a recursive upper bound on the minimum distance of 2-seq LR codes. We also provide constructions of a family of codes based on Turán graphs, that are optimal with respect to this bound. We also present explicit distance-optimal Turán graph based constructions of 2-seq LR codes for certain parameters. Our approach also leads to a new bound on the minimum distance of codes with all-symbol locality for the single-erasure case.
as those operated by Amazon, Google and Microsoft are becoming ever more common, and play an increasing role in our everyday computational and data retrieval tasks. An obvious mandate of a data center is that the probability of data loss be kept to a very low level and that the amount of storage overhead arising from the use of redundancy to achieve this reliability, be kept to a minimum. Yet another consideration arises from the relatively-frequent occurrence of individual node or storage-unit failures on a daily basis.
While replication of data is a viable solution with respect to maintaining reliability and enabling the fast repair of a failed node, it comes with the downside of a large storage overhead. Given the rate of growth in data storage at data centers worldwide, the industry is increasingly turning towards erasure codes as a means of reducing this storage overhead. The recent provision for employing erasure coding in Hadoop 3.0 in the form of the Hadoop Distributed File System -Erasure Coding (HDFS-EC) is one indication of this trend. While maximum-distance-separable (MDS) codes such as Reed-Solomon (RS) codes minimize storage overhead for a given level of reliability, the conventional repair of an RS code is inefficient when it comes to the repair of an individual failed node.
To enable more efficient node repair in case of single-node failures, two approaches to coding have been proposed in the form of regenerating codes by Dimakis et. al. [3] and codes with locality (known more commonly as locally repairable codes) by Gopalan et. al. [4] . While regenerating codes aim to minimize the amount of data download needed to carry out node repair, codes with locality (also known as locally repairable codes or LRCs) seek to minimize the number of nodes accessed during node repair. The focus of the present paper is on codes with locality. Though single node failures are most frequent, there is interest in multiple node failure as well for the following reasons: (i) the increasing trend towards replacing expensive servers with low-cost commodity servers can potentially cause simultaneous node failures, (ii) some nodes in the system may be more frequently accessed, which can result in temporary unavailability of these nodes for repairing a failed node. In the present paper, we will deal with codes with locality for multiple node failures (from now on, termed as erasures). In the rest of the section, we will present a quick review of results related to codes with locality for the cases of single and multiple erasures respectively. This will then be followed by an overview of the contributions of the paper.
A. Codes With Locality for Single Erasure
The notion of locality was introduced in [4] , with the aim of designing codes in such a way that the number of 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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nodes accessed to repair a failed node is much smaller than the dimension k of the code. Let C denote an [n, k, d min ] linear code having block length n, dimension k and minimum distance d min . We denote the set {i : 1 ≤ i ≤ n} by [n] .
The i th code-symbol c i , i ∈ [n], of the code C is said to have locality r if this symbol can be recovered by accessing and performing a linear operation on a collection of at most r other code symbols. Equivalently, there exist n codewords h 1 , . . . , h n , not necessarily distinct, in the dual code C ⊥ , such that i ∈ supp(h i ) and |supp(h i )| ≤ r + 1 for i ∈ [n] where supp(h i ) denotes the support of the codeword h i . A systematic code in which all the k message symbols have locality r is said to have information locality r . The minimum distance d min of a code with information locality r is upper bounded [4] by
The pyramid-code construction in [5] yields optimal codes for all {n, k, r } with field size O(n). The authors of [4] also introduce the notion of all-symbol locality in which all code symbols, not just the message symbols, have locality r . They show the existence of codes with all-symbol locality that achieve the bound in (1) when (r + 1) | n. The field size employed here is however, exponential in the length of the code. Optimal codes with all-symbol locality over low field sizes have been constructed in [6] , [7] . In [6] , codes with all-symbol locality based on splitting rows of the paritycheck matrix of an MDS code have been constructed for n = k r (r + 1) and field size O(n). Their optimality with respect to (w.r.t.) (1) is shown in [8] . In [7] , the authors provide a general construction for codes with locality meeting the bound (1) for the case when (r + 1)|n with O(n) field size. The code constructed in [7] can be viewed as identifying subcodes of a Reed-Solomon (RS) code that have the desired locality. The construction of codes with locality for the case (r + 1) n and whose minimum distance differs from the bound in (1) by at most one, is provided in the same paper.
The bound (1) is not tight in general, for the case when (r + 1) n. Upper bounds on minimum distance tighter than the bound in (1) can be found in [1] , [9] , [10] . Locality in the setting of nonlinear codes has been studied in [11] and [12] . Codes with locality have been implemented and their performance evaluated in two systems: in Windows Azure storage [13] and in the Hadoop Distributed File System [14] .
The notion of maximal recoverability of a code was introduced in [5] . A data-local Maximally Recoverable (MR) code is a code with information locality that is firstly optimal with respect to the bound in (1) . An additional defining property of the code is that it is capable of recovering from any erasure pattern that any other code sharing the same structure of local parities can recover from. Constructions of MRC can be found in [15] - [19] .
B. Codes With Locality for Multiple Erasures
The notion of locality discussed above for the single erasure case can be extended to the case of multiple erasures using different approaches. Five approaches which have been studied in literature are discussed below:
Sequential-Recovery LR Codes [1] : An (n, k, r, t) sequentialrecovery locally repairable (LR) code (abbreviated as t-seq LR code and denoted by (n, k, r, t) seq ) is an [n, k] linear code C such that: Given a set of s ≤ t erased code symbols, there is an arrangement of these s erased symbols given by (c j 1 , c j 2 , · · · , c j s ) such that for each
It follows from the definition that a t-seq LR code can recover from the erasure of s code symbols c j 1 , c j 2 , · · · , c j s , for s ∈ [t] by using (2) to recover the symbols c j , = 1, 2, · · · , s, in succession. From the dual code viewpoint, a (n, k, r, t) seq code can be defined as follows: For any set of s ≤ t erased symbols {c i 1 , ..., c i s }, there exists a codeword h in the dual code C ⊥ of Hamming weight ≤ r + 1, such that |supp(h) ∩ {i 1 , ..., i s }| = 1. [20] : If in the definition of the t-seq LR code, we replace the condition (ii) in (2) by the more stringent requirement R ∩ { j 1 , j 2 , · · · , j s } = φ, then the LR code will be called as a parallel recovery LR code, abbreviated as P-LR code. Clearly the class of P-LR codes is a subclass of t-seq LR codes. From a practical perspective, P-LR codes are preferred since as the name suggests, the erased symbols can be recovered in parallel. However, this will in general come at the expense of code rate. We note that under parallel recovery, depending upon the specific code, this may require the same code symbol to participate in the recovery of more than one erased symbol c j .
Parallel-Recovery LR Codes
Availability Codes [21] : An (n, k, r, t) availability LR code (denoted by (n, k, r, t) a code), is an [n, k] linear code such that for every ∈ [n], there exist t pairwise disjoint recovery
, c can be expressed in the form:
An (n, k, r, t) availability code is also an (n, k, r, t) P-LR code. This is because there are t disjoint recovery sets for a single code symbol in an availability code and when there are t erasures, we can always pick a recovery set for an erased symbol which does not include any of remaining t − 1 erased symbols as t − 1 erased symbols can be present in at most t − 1 disjoint recovery sets.
(r, δ) Codes [8] :
Recovery from t erasures can also be accomplished by using the codes with (r, δ) locality, if one ensures that the code has d min ≥ t + 1. However in this case, recovery is local i.e., using atmost r code symbols only in those cases where the erasure pattern is such that the number of erasures e i within each local code (C| S i ) satisfies e i ≤ δ − 1. Thus one may regard (r, δ) codes as offering probabilistic guarantees of local recovery in the presence of ≤ t erasures in exchange for a potential increase in code rate. Of course, one could always have an (r, δ) locality with each local code being an MDS code and δ ≥ t + 1, but this would result in a significant storage overhead.
Cooperative Recovery Codes [22] : A cooperative recovery (n, k, r, t) LR (C-LR) code is an [n, k] linear code such that for every subset {c j 1 , c j 2 , · · · , c j s }, s ∈ [t] of erased symbols, there exists a subset {c i 1 , c i 2 , · · · , c i r } of r other code symbols (i.e., j a = i b for any a, b) such that for all ∈ [s]:
Clearly an (n, k, r, t) C-LR code is also an (n, k, r, t) P-LR code, but the r in the case of a C-LR code will tend to be significantly larger. One may regard C-LR codes as codes that tries to minimize the number of unerased symbols contacted per erased symbol on average, rather than requiring that each code symbol be recovered by contacting r other code symbols.
C. Overview of Results
The present paper deals with a class of codes termed codes with sequential recovery for handling multiple erasures. This class of codes was first introduced in [1] . Sequential recovery from multiple erasures is the most general form of recovery from multiple erasures possible. For this reason, codes with parallel recovery as well as the class of availability codes, can be viewed as subclasses of codes with sequential recovery (Fig. 1 ). One consequence of this is that codes with sequential recovery can potentially achieve significantly higher rate in comparison with either parallel recovery or availability codes. Fig. 2 compares the rate of a sequential recovery code with that of an availability code. The figure shows that codes with sequential recovery achieves higher rate compared to codes with availability at the cost of parallelism in erasure correction. The focus of the present paper is on the 2-seq LR codes. The principal results of the present paper are listed below: 1) Rate bound for 2-seq LR code and optimal constructions: Given the locality parameter r of a 2-seq LR code, an upper bound on the rate of the code (Section II) is derived. A generic, graph-based construction of 2-seq LR code (Section III) is provided, that when specialized to the case of regular and near-regular graphs, results in Fig. 2 . Comparison of maximum possible rate of codes with sequential recovery given in [23] and an upper bound on maximum possible rate of codes with availability given in [24] .
rate-optimal codes. An additional result is a characterization of the structure of a rate-optimal 2-seq LR code. 2) Generalized Hamming Weights and minimum distance bound: The th generalized Hamming weight (GHW) of a code is defined as the minimum cardinality of the support of an -dimensional subspace of the code. Here, upper bounds on the GHW of the dual of an (n, k, r, 2) seq code are recursively derived. These upper bounds on the GHW of the dual code are then used to derive an upper bound to the minimum distance of an (n, k, r, 2) seq code (Section IV). A similar approach based on GHW of the dual code is employed to derive a new upper bound on the minimum distance for the single-erasure case (Section VI), which is tighter than the bound (1) for the case when (r + 1) n. 3) Turán graph based optimal constructions: To obtain distance-optimal (n, k, r, 2) seq LR codes, we start with the parity-check matrix of a (n, k , r, 2) seq rate-optimal code with k ≥ k based on Turán graph. Then we add k − k linearly independent global parity checks to this rate-optimal code designed such that the resultant code when punctured at certain subsets of co-ordinates is of dimension k. It turns out that the resultant code in addition to being distance-optimal (w.r.t. the recursive bound in the previous step), has the property that the dual code has GHWs which are optimal w.r.t the bounds obtained in the above step (Section V). 4) Explicit distance-optimal constructions: We provide explicit distance-optimal constructions of (n, k, r, 2) seq LR codes for all parameters over a field of size O(n d min −1 2 ) (Section V-D). We also give low field size constructions of a family of (n, k, r, 2) seq LR codes with d min = 6 (Section V-E) and d min = 8 (Section V-F). We would like to point out that obtaining distance-optimal constructions of (n, k, r, 2) seq LR codes for all parameters over low field sizes is an open problem. The results in this paper are summarized in Table I . The current paper includes results partly from [1] and [2] .
D. Related Work on Sequential LR codes
Here, we describe the related work on sequential LR codes for the following cases: (i) t = 2 (ii) t = 3 and (iii) t > 3. a) Two Erasures: A lower bound block length of code with sequential recovery with functional repair (defined [25] ) was derived in [25] . A construction for sequential recovery with exact repair (sequential recovery defined in the current paper) achieving this lower bound on block length is provided in [25] for any (k, r ) such that k r ≥ r . b) Three Erasures: Codes with sequential recovery from three erasures (t = 3) can be found discussed in [25] - [27] . A lower bound on block length as well as a construction achieving the lower bound on block length for a large range of parameters appears in [25] . In [26] , authors improve upon this lower bound on block length for a restricted set of parameters and present constructions with block length close to this lower bound for an infinite set of parameters (k, r ). c) More Than 3 Erasures: A general construction of codes with sequential recovery with high rate for any r, t appears in [27] , [28] . In [22] , the authors provide a construction of codes with sequential recovery for any r, t with rate ≥ r−1 r+1 . The problem of achieving the maximum possible rate for a t-seq LR code is settled in [23] , [29] where a tight upper bound on code rate and a construction achieving it for any r, t with r ≥ 3 are presented.
A summary of known results (bounds and constructions) on t-seq LR codes is given in Table II .
II. BOUND ON CODE RATE
The main result presented in this section is an upper bound (Corollary 2) on the rate of an (n, k, r, 2) seq code.
The rate-bound is derived in essence, by equating the sum of row weights of a parity-check matrix for the (n, k, r, 2) seq code to the sum of its column weights. By examining the conditions under which equality holds in the derived upper bound on code rate, we also deduce the general form (Corollary 3) of the parity check matrix of an (n, k, r, 2) seq rate-optimal code. Definition 1 (2 Sequential LR Code). An (n, k, r, 2) sequential-recovery locally repairable (LR) code (abbreviated as 2-seq LR code and denoted by (n, k, r, 2) seq ) is an [n, k] linear code C such that: Given a set of two erased code symbols, there is an ordering of the erased symbols (c j 1 , c j 2 ) such that there exists subsets R 1 and
From the dual code viewpoint, a (n, k, r, 2) seq code can be defined as follows: For any set of s ≤ 2 erased symbols {c i 1 , ..., c i s }, there exists a codeword h in the dual code C ⊥ of Hamming weight ≤ r + 1, such that |supp(h) ∩ {i 1 , ..., i s }| = 1.
Remark 1.
The term local parity check as used in the present paper, will always be a reference to a codeword in the dual code, having Hamming weight ≤ r + 1.
The following Lemma 1 and Theorem 2 gives an upper bound on the rate of an (n, k, r, 2) seq code. This bound was first derived in [1] . Subsequently, the same bound on rate was derived in the form of a lower bound on block length for the functional-repair case in [25] .
Definition 2.
Let C be an (n, k, r, 2) seq code. We define C ⊥ to be the subcode of the dual C ⊥ of C given by
We will refer to C ⊥ as the local dual subcode, or more simply, the local dual.
. Let H 0 be a (b × n) matrix whose rows are the row vectors c T i and S i = supp(c i ). Define the b integers
Then s i has the interpretation of being equal to the number of singleton columns of H 0 (columns of H 0 whose Hamming weight equals 1) whose index lies in S i . We claim that for the code C to be 2-seq-LR code, it must necessarily be true that
. To see this, suppose that for some i , s i ≥ 2 and let
Then the two columns corresponding to 1 , 2 in H 0 are linearly dependent thereby implying d min ((C ⊥ ) ⊥ ) ≤ 2. This is a contradiction as d min ((C ⊥ ) ⊥ ) ≥ 3. This is because (C ⊥ ) ⊥ contains all parity checks (codewords in dual) of weight ≤ r +1 that C ⊥ contains and sequential recovery property is defined by codewords in dual of weight ≤ r + 1. Hence (C ⊥ ) ⊥ is a code that can sequentially recover from any 2 erasures and hence we have that d min ((C ⊥ ) ⊥ ) ≥ 3. In order to proceed and complete the proof of the theorem, we note that H 0 contains n − b i=1 s i columns whose Hamming weight is 2 or more and hence equating the sum of weights of rows of H 0 with the sum of weights of columns of H 0 , we must have
where ( 
Proof. Follows directly from (5) by noting that n − k ≥ dim(C ⊥ ).
Those 2-seq-LR codes achieving the bound in (11) with equality will be referred to as rate-optimal (n, k, r, 2) seq codes. Two constructions for rate-optimal (n, k, r, 2) seq codes can be found in Construction 3 and Construction 4 in Section III. Some properties of a code that is rate-optimal are listed in the corollary below.
Corollary 3 (Properties of a Rate-Optimal Code)
. Let C denote a rate-optimal (n, k, r, 2) seq code. Then, 1) the local dual subcode C ⊥ is simply the dual code C ⊥ , i.e., C ⊥ = C ⊥ , 2) There exists a parity check (p-c) matrix of C which upto a permutation of columns, can be put in the form:
where I (n−k) denotes the identity matrix of order (n − k) and P is an (n − k) × k matrix with each column of P having Hamming weight 2 and each row of P having Hamming weight r .
Proof. Clearly, 1) for the code C to be rate-optimal, we must have that C ⊥ =C ⊥ , 2) C ⊥ has a basis of vectors, each having Hamming weight ≤ (r + 1), 3) From above, we have that we can form the p-c matrix H of the code with local parity checks. Since the code is rate-optimal, inequality (7) has to hold with equality.
Hence, C has a p-c matrix H such that,
• each row of H has Hamming weight = (r + 1), • H has b = (n − k) columns of Hamming weight 1 and k columns of Hamming weight 2; • after a permutation of columns, H can be put in the
is an identity matrix and P is an (n − k) × k matrix with each column of P having Hamming weight 2 and each row having Hamming weight r . 4) by computing the Hamming weight of P in two different ways, according to columns and rows, we see that 2k = r (n − k); hence r | (2k) and (n − k) = 2k r .
The rate bound in (11) can be rewritten so as to yield the bound below on block length n.
Corollary 4 (Block-Length Bound). Let C denote an (n, k, r, 2) seq code. Then the block length n must satisfy:
Proof. Follows directly from (11) .
Definition 3. An (n, k, r, 2) seq code achieving the blocklength-bound (13) with equality will be called a block-length optimal code.
Although as indicated above, the block-length-bound for the exact-repair case can be directly obtained from the rate bound in (11) , the lower bound on block length (13) was first derived in [25] by Song et. al, in the more general setting of functional repair. We note that a rate-optimal code is blocklength-optimal as well.
III. RATE-OPTIMAL CODES
LR codes with sequential recovery were introduced in [1] and a rate-optimal construction based on Turán graph was provided. Subsequently in [25] , a construction of block-length optimal codes was given that applies whenever k r ≥ r . Block-length optimal codes for a significantly wider range of parameters are provided in the present section.
The present section contains two principal results, both pertaining to rate-optimal codes. First, a graph-based construction of (n, k, r, 2) seq codes is presented, that includes rate-optimal codes based on Turán graphs and the more general class of regular graphs. The rate-optimal (n, k , r, 2) seq codes obtained from Turán graph-based construction are of particular interest as they contain (n, k, r, 2) seq subcodes which have maximum possible minimum distance for any k ≤ k . The second result (Theorem 6) is a characterization of rate-optimal codes.
A. Graph-Based Construction of Rate-Optimal Codes
We begin by presenting a generic, graph-based construction of an (n, k, r, 2) seq code. Special instances of this construction will yield rate and block-length-optimal constructions. Construction 1 (Generic Graph-based Construction). Let G = (V, E) be a graph having vertex set V and edge set E. Let each edge in the graph represent an information symbol in the code and each node or vertex, represent a parity symbol which is equal to some linear combination of the information symbols represented by the edges incident on that node, where the linear combination is taken over a finite field q with each coefficient in the linear combination being non-zero. The resultant code C has the following properties:
1) The code C is linear, with dimension |E| and block length n = |V | + |E|, 2) A node of degree v representing a parity symbol corresponds to a codeword in the dual code C ⊥ having
It is straightforward to deduce the listed properties of the construction. We next specialize Construction 1 to the case when all nodes with possibly a single exception, have the same degree. We will refer to such a graph as a near-regular graph. This class includes as a subclass, the class of regular graphs. We will use the terminology strictly near-regular graph to describe a near-regular graph that is not regular, i.e., a nearregular graph that includes a single node whose degree differs from the common degree of the remaining nodes. As will be seen, the specialization to near-regular graphs yields blocklength optimal codes in general, and rate-optimal codes in the case of regular graphs.
Construction 2 (Near-Regular Graph Construction). Let {r, k} be positive integers. Let 2k
be a graph on a set of m = 2k r nodes with 'a' nodes having degree r and for the case when b > 0, a single node having degree b. Applying Construction 1 to G 1 with q = 2 yields an (n = k + 2k r , k, r, 2) seq code over 2 . Clearly, this code is block-length optimal.
Construction 3 (Regular-Graph Construction). Let {r, k} be positive integers. Let 2k = ar . Let G 2 be a graph on a set of a nodes with each node having degree r . Applying Construction 1 to G 2 with q = 2 yields an (n = k + 2k r , k, r, 2) seq code over 2 . We will refer these codes as Regular-Graph Codes. Clearly, these codes are rate optimal.
Remark 2 (Existence Conditions for Near-Regular Graphs).
The parameter sets (k, r ) for which near-regular graphs G 1 of the form described in Constructions 2 and 3 exist can be determined from the Erdös-Gallai theorem [30] . The condi- As noted earlier, in [25] , the authors provide constructions of binary 2-seq-LR code achieving the lower bound on block length (13) for any k, r such that k r ≥ r . Thus, Construction 2 extends the range of (k, r ) for which the lower bound on block length (13) is achieved since Construction 2 yields binary 2-seq-LR codes achieving the lower bound on block length for any (k, r ) such that 2k r ≥ r + 2. Example 1. An example (18, 12, 4, 2) seq code based on a regular graph and which is hence rate-optimal, is shown in Fig. 3 . In the example, a codeword takes on the form
To illustrate the sequential recovery property of the code from two erasures, consider the case when the symbols u 6 and p 1 are erased. First, u 6 is recovered by downloading the symbols u 5 , u 7 , u 11 , p 6 . Then, u 6 along with the symbols u 1 , u 8 , u 12 is used to recover p 1 .
We will next specialize Construction 3 to the case when the underlying regular graph G 2 is a Turán graph [31] . This subclass is of interest because, as will be seen in Section IV, the resultant subclass of rate-optimal codes, have certain optimality properties with respect to minimum distance. 
We will refer to this code as an (r, β) Turán-graph code. Given an (r, β) Turán-graph code C, we note that the dual code C ⊥ has dimension b = r +β. Associated with each of the b vertices of the Turán-graph is a linearly independent codeword in the dual code of Hamming weight (r + 1). We use
to denote the support set of the codeword associated to the i th vertex under some arbitrary ordering of the vertices.
It will be shown subsequently that the dual of the Turán graph code (and hence the Turán graph itself) is optimal in terms of its GHW hierarchy (see Theorem 9) . This property will be used to construct (n, k, r, 2) seq codes based on the Turán graph code that have optimal minimum distance for n = (r+β)(r+2) 2 , k ≤ (r+β)r
2 . An example of the Turán-graph code is given below. Example 2. An example Turán graph code with r = 6, β = 3, having r + β = 9 vertices, partitioned into β = 3 classes that gives rise to a rate-optimal (n = 36, k = 27, r, 2) seq code is shown in Fig. 4 .
Consider a Turán graph with β = 1. In this case, there are a total of (r +β) = (r +1) vertices and there is a single vertex in each of the (r + 1) classes. It follows that the resultant graph is a complete graph on (r + 1) vertices.
Construction 5 (Complete-Graph Construction). Let r be a positive integer and consider a complete graph G c on (r + 1) vertices. Applying Construction 3 to the graph G c with q = 2 as the underlying finite field yields a rate-optimal, (n, k, r, 2) seq code where n = r + 2 2 and k = r + 1 2 .
We will refer to such a code as a complete-graph (n, k, r, 2) seq code.
Example 3. Consider the complete graph on r +1 = 4 vertices shown in Fig. 5 . This graph is associated to an [n = 10, k = 6, r = 3, t = 2] seq code. The p-c matrix of the resultant Turán-Graph code, i.e., the generator matrix of the corresponding code C ⊥ is (upto a Fig. 5 . A complete graph on 4 nodes can be viewed as a Turán graph with 4 classes, each class containing a single vertex. The graph is associated to an [n = 10, k = 6, r = 3, t = 2] seq code. Interestingly, it is also associated to an [n = 10, k = 6, r = 3, t = 2] a availability code. permutation of columns) given by:
Note that the sum of the four rows of H yields a (redundant) local parity having support {4, 7, 9, 10} shown in the augmented matrix H aug below:
Since H aug is a valid p-c matrix for the complete-graph code, it follows that the resultant code is in fact an (n = 10, k = 6, r = 3, t = 2) a -availability code. (see Section I-B for the definition of an (n, k, r, t) a availability code). B. Characterizing the Structure of a General, Rate-Optimal (n, k, r, 2) seq Code A simple, direct-product characterization of a rate-optimal (n, k, r, 2) seq code is provided in this subsection. Lemma 5. Let C 1 be an (n 1 , k 1 , r, 2) seq code over a field q . Let C 2 be an (n 2 , k 2 , r, 2) seq code over q . Then the code C given by,
Proof. Straightforward. Theorem 6. Let C be a rate-optimal (n, k, r, 2) seq code over the field q . Then upto a permutation of code symbols, C is of the form:
for some > 0, where for each i ∈ [ ], C i is either an [r + 2, r, 3] MDS code or else a regular-graph (n, k, r, 2) seq code constructed using Construction 3.
Proof. See Appendix A.
IV. AN UPPER BOUND TO THE MINIMUM DISTANCE VIA GENERALIZED HAMMING WEIGHTS The minimum distance of an (n, k, r, 2) seq code C can be precisely determined if the Generalized Hamming Weights (GHWs) defined below, of the dual code C ⊥ are known. If the GHWs of the dual code C ⊥ are not known, but can be upper bounded, these upper bounds can be used to upper bound the minimum distance of C. To derive an upper bound on the GHWs of the dual C ⊥ of an (n, k, r, 2) seq code C, we use the fact that the local dual subcode C ⊥ of C ⊥ is generated by a basis of vectors having Hamming weight ≤ (r + 1).
Definition 4.
For i ∈ k, the i th Generalized Hamming Weight (GHW) [32] , [33] of an [n, k] code C is the cardinality of the minimum support of an i -dimensional subcode of C, i.e.,
where D < C, is used to denote a linear subcode D of C and supp(D) ∪ c∈D supp(c).
It is well known that
We will refer to the complement of the set
, as the set of gap numbers or more simply, gaps, {g i } of the code C i.e.,
. . . , g ⊥ k } denote the GHWs and gaps of the dual code C ⊥ . The lemma below, due to Wei [32] , relates the GHWs of C to the gaps of C ⊥ . Lemma 7. [32] The GHWs of C are related to the gaps of C ⊥ as
Next, let C be an (n, k, r, 2) seq code. The local dual subcode C ⊥ is generated by vectors of Hamming weight ≤ (r + 1).
This leads to the upper bound:
A. An Upper Bound to the GHW of the Code C ⊥ We next proceed to derive a recursive upper bound to the GHW of the local dual C ⊥ . We make use of the fact that the code C ⊥ has a basis all of whose vectors having Hamming weight ≤ (r + 1).
Lemma 8. Let T be a set of size
Then, for all m ∈ [b], f m ≤ e m , where the {e m } are obtained recursively as follows:
Proof. We will prove the lemma via induction, starting at m = b and decrementing m at each step. Clearly f b ≤ e b = n. Now assuming that for some m, 2 ≤ m ≤ b, f m ≤ e m , we will prove that f m−1 ≤ e m−1 . Without loss of generality, let
Then, noting that f m − m i=1 s i elements are covered by more than one of the sets S i , i ∈ [m], we get that
Also, let s * = max i∈[m] s i and without loss of generality, assume that s 1 = s * . Note that in this case,
which implies that f m−1 ≤ e m − 2e m m + (r + 1). Finally, noting that f m−1 is an integer, we get that 
For example, when 1 = − b r i.e., e b ≤ b(r + 1), (27) gives the obvious bound e i ≤ i (r + 1). In general on including the ceiling function at each iteration, we get much tighter value for e i than the obvious bound. , where e m is as defined by (20) and (21) . Furthermore, if k denotes the unique integer satisfying e k < k+ k < e k +1 , then g k (C ⊥ ) ≥ k + k and the minimum distance of C is upper bounded by
Proof. Consider a basis of C ⊥ which is composed only of codewords of Hamming weight less than or equal to r + 1.
(Note that if any set S i has cardinality less than r + 1, one can simply substitute S i with any set S i such that |S i | = r + 1, S i ⊆ S i and then apply Lemma 8.).
Given the bounds on the GHWs of C ⊥ , the k th gap of C ⊥ is lower bounded by g k (C ⊥ ) ≥ k + k , where k denotes the unique integer such that e k < k + k < e k +1 (to see this, assume that first b GHWs are given exactly by the sequence {e m , m ∈ [b]} and using this, identify the kth gap). The bound on d min finally follows from (18) .
To the author's knowledge, Theorem 9 is the first result relating to the GHWs of the dual of an (n, k, r, 2) seq code.
Definition 5. An (n, k, r, 2) seq code C is said to be distanceoptimal if it achieves the bound on minimum distance in (28) with equality. Definition 6. An (n, k, r, 2) seq code C is said to be dual-GHW (n, k, r, 2) seq optimal, if the dual code C ⊥ achieves the upper bounds on GHWs ({e i }) given in Theorem 9 with equality. Remark 5. We note that a (n, k, r, 2) seq code which is dual-GHW optimal is also distance-optimal. This follows from the relation between the minimum distance and the GHW of the dual code presented in Lemma 7. However, if a (n, k, r, 2) seq code is distance-optimal, it need not necessarily be dual-GHW optimal.
V. DISTANCE AND GHW-OPTIMAL CODES BASED ON TURAN GRAPH
We begin this section with a connection between GHWs and a linear-code construction based on k-cores (defined below). This connection will allow us to obtain a distance-optimal code of lower rate from an (n, k, r, 2) seq code of high rate which is dual-GHW-optimal. We then prove that a Turán graph code is an (n, k, r, 2) seq code that is dual-GHW-optimal. Thus, Turán graph codes form a class of low rate, distance-optimal (n, k, r, 2) seq codes. The above definition is equivalent to saying that if G denotes a generator matrix of the dual code C = A ⊥ , then rank (G| S ) = for any S which is an -core of A. The lemma below, taken from [4] , was used to show the existence of allsymbol locality codes when (r + 1) | n, and will also prove very useful here.
A. k-Cores and a Connection with GHWs
Lemma 10 (Lemma 14 in [4] ). Let A denote an [n, t] code over q . Then for any k such that k ≤ n − t, there exists an [n, k] code C over q such that (a) A is a subcode of C ⊥ (denoted by A < C ⊥ ), and (b) any S which is a k-core of A is also a k-core of C ⊥ , whenever q > kn k .
In the following theorem, we obtain an expression for the minimum distance of the code whose existence is guaranteed by Lemma 10.
Theorem 11. Let A denote an [n, t] code and let C denote an [n, k] code, k ≤ n − t such that (a) A < C ⊥ , and (b) any S which is a k-core of A is also a k-core of C ⊥ . The minimum distance of the code C is then given by
Proof. See Appendix B.
Note from (18) that the minimum distance of the code C, whenever A < C ⊥ , cannot be any larger than n + 1 − g k (A). In addition to showing that the k th gap of C ⊥ is same as that of A, it is possible to identify all the GHWs of C ⊥ in terms of the GHWs of A. This is stated in the following theorem. Theorem 12. Let A denote an [n, t] code and let C denote an [n, k] code, k ≤ n − t, such that 1) A < C ⊥ , and 2) any S which is a k-core of A is also a k-core of C ⊥ . The generalized Hamming weights of C ⊥ are then given by
Proof. See Appendix C.
Theorem 12 is illustrated in Fig. 6 for the parameter set (n = 15, k = 8, t = 5). We see that the largest gap g k (C ⊥ ) of C ⊥ is the same as the k th gap g k (A) of A. Moreover, the GHWs of C ⊥ which appear to the left of the k th gap are exactly same as those of A.
B. Approach to Construct a Distance-Optimal (n, k, r, 2) seq Code
As a first step, let A be the dual of a Turán graph code as described in Construction 4. Since the codes based on Turán graphs are rate-optimal, we have that dim(A) = b = 2n r+2 . It will be shown below in Theorem 13 and Lemma 14, that the dual of a Turán graph code is a dual-GHW-optimal (n, k, r, 2) seq code. Relation between GHWs of C ⊥ and A, for the parameter set (n = 15, k = 8, t = 5). Note that the first k = 8 gap numbers of C ⊥ and of A are the same. GHWs are indicated by an 'X', gaps by a blank.
In the second step, from Lemma 10 and Theorem 12, we know that it is always possible to find an [n, k] code C for any 1 ≤ k ≤ nr r+2 , such that A is a subcode of C ⊥ and moreover, g k (C ⊥ ) = g k (A). This code C is then the desired (n, k, r, 2) seq code. It has the best possible minimum distance given by d min (C) = n +1 − g k (C ⊥ ), thereby meeting the upper bound in Theorem 9. Remark 6. This approach to code construction can potentially be applied in other situations as well and hence, important in its own right. The approach combines the notion of a k-core introduced in [4] with the GHW structure of a code to enable construction of the best possible code of a given dimension when the code is linearly constrained.
We will now show that a Turán graph code is a dual-GHWoptimal (n, k, r, 2) seq code. where f m is as described by (19) and e m is as defined recursively by (20) and (21) .
C. GHW Optimality of the Dual A of a Turán Graph Code

Proof. See Appendix D.
We use the following lemma to argue that the m th GHW of A is indeed given by f m i.e, any other m dimensional subspace of A (i.e, other than those generated by m subsets of the basis vectors) will have a support whose cardinality is no less than f m .
Lemma 14.
Let D denote an [n, t] linear code and let {v 1 , . . . , v t } be a basis for the code D. Also, let R i = supp(v i ) and suppose that the sets {R i } are such that (a) |R i ∩ R j | ≤ 1, ∀i, j, i = j, (b) any element ∈ [n] belongs to at most two sets among the sets {R i }, and (c)
Then the GHWs of the code D are given by
Proof. See Appendix E.
We now note that Lemma 14 is readily applicable to the code A obtained by taking the dual code of a code based on the Turán graph construction. From this we conclude that the GHWs of this code A achieve the upper bounds given by Theorem 9 i.e., A ⊥ is a dual-GHW-optimal (n, k, r, 2) seq code.
Note that the optimality of the code A w.r.t GHWs is purely a property of the specific support sets {S i , 1 ≤ i ≤ b = r +β} associated to a Turán graph and appearing in Construction 4 and is independent of the size q of the finite field over which the code A is defined.
D. Explicit Construction of Codes With Optimmum Minimum Distance With Large Field Size
The aim of this section is to construct an [n, k] code with sequential recovery from two erasures with optimum minimum distance d min over a field of size O(n d min −1 2
). This construction is based on the construction of maximally recoverable codes for arbitrary topologies presented in [15] , where the arbitrary topology is replaced by topology induced by the Turán graph based code constructed above.
Construction 6. Let H Loc be a p-c matrix for a [n, k * ]
Turán graph code associated to a Turan graph G T . Let d min be the maximum possible minimum distance for an [n, k] code with sequential recovery from two erasures and α 1 , α 2 , . . . , α n ∈ q , q = 2 be such that any d min −1 of them are linearly independent over 2 
Consider the p-c matrix given by H = [ H Loc H glob ]. A code C which has p-c matrix H is the required 2-seq LR code.
The code C constructed above has minimum distance d min and the proof is given in [15] . For the sake of completeness, we present the proof here. ] has rank d min − 1. If the matrix M is of rank < d min − 1 then there must be vector v in the left null space such that vM = 0.
where a i is the i th component of a. Hence from the equation vM = 0, we have that for j
is the entry of the matrix A in i th row and j th column. Since A can be chosen to be a binary matrix,
Hence any linear combination of these roots over 2 is also a root of f (x). Since α 1 , α 2 , . . . , α n are such that any d min − 1 of them are linearly independent over 2 , we have 2 h distinct roots for f (x). But f (x) is a polynomial of degree 2 h−1 . Hence f (x) is a zero polynomial. Hence b = 0 and hence a = 0. Hence left null space of the M just has only zero vector in it. Hence M is of rank d min − 1. Hence we proved that minimum distance of the code is ≥ d min .
Since d min is the maximum possible minimum distance of an (n, ≥ k, r, 2) seq code, the code has minimum distance = d min . Note that the proof that minimum distance is ≥ d min does not depend on the rank of H . Since the code with p-c matrix H has dimension ≥ k and has minimum distance = d min , the code must have dimension = k. This is because d min is the maximum possible minimum distance of an (n, k, r, 2) seq code and if the code had dimension > k then the minimum distance of the code would be < d min as per the bound (28). Since we are using Turan graph code as H Loc , the bound (28) is achievable.
It is known that this choice of α 1 , ..., α n has the property that any d min − 1 of them are linearly independent over 2 
]. This final choice of α 1 , ..., α n has the required properties and is over a field of size O(n d min −1 2
).
E. O(r ) Field Size Construction of Optimal
(n, nr r+2 − 2, r, 2) seq Codes With Minimum Distance of 6 We have just seen that we can derive distance-optimal (n, k, r, 2) seq codes of smaller dimension k for 1 ≤ k ≤ nr r+2 from a Turán graph code by adding additional p-cs to the p-c matrix associated with the Turán graph code. These latter p-cs are termed as global p-cs since they do not need to satisfy a Hamming weight constraint. The downside of this approach is that it uses the k-core based construction, which requires a large field size. In this subsection, we explicitly add 2 global parity checks (k = nr r+2 − 2) to codes based on the Turán graph to obtain codes having minimum distance d min = 6. We experimentally verify using MATLAB that for n = (r+β)(r+2) 2 , β | r and k = nr r+2 − 2 (since 2 global p-cs are added) for 1 ≤ β ≤ 1000 and 2β ≤ r ≤ 1000 the bound given by Theorem 9 evaluates to 6. This proves that the codes constructed using Construction 7 are optimal at least for this range of parameters. 1 and let {α 1 , . .., α r+β } be a set of r + β distinct non-zero elements of the field. If there is an edge between node i and node j in the Turán graph, then associate the field element α i α j with the edge (i, j ) between node i and node j . Next, form a vector v of length n with entry 0 corresponding to columns 1 to b of H and place the element α i α j in v at the position which corresponds to the position of the column corresponding to edge (i, j ) in H . This vector v is our second global parity check. The final parity check matrix H 1 of the construction is then given by:
Theorem 16. The code constructed using Construction 7 has minimum distance d min = 6.
Proof. Our proof will proceed by considering all sets of 5 columns of the p-c matrix of the code and then proving that these are linearly independent. The presence of the all-1 vector (1) can be shown to eliminate all 3-weight and 5-weight codewords. For eliminating 4-weight codewords we need v. We illustrate these by considering two example cases. 1) 5-weight codeword case: An example set of 5 columns of H 1 which is one of typical cases (we list only non-zero rows in these 5 columns):
for some distinct i, j, k. Considering the first 3 rows of the above matrix, it can be easily seen that a non-zero vector in the null space of the matrix formed by first 3 rows should be of the form [β 1 + β 2 β 1 β 2 β 1 β 2 ] for some non-zero field elements β 1 , β 2 . Now for this vector to be in the null space of H 11 , it must have inner product with all-1 vector (4 th row of H 11 ) also to be 0.
Taking inner product of [β 1 +β 2 β 1 β 2 β 1 β 2 ] with 4 th row of H 11 and equating it to 0 gives β 1 + β 2 = 0, which implies β 1 = β 2 . Hence to be in the null space of H 11 , a vector must be in the form [0 β 1 β 1 β 1 β 1 ] which is a 4-weight vector and not a 5-weight vector. Hence, there cannot be a 5-weight codeword in the code whose support corresponds to the coordinates of H 11 . 2) 4-weight codeword case:
An example set of 4 columns of H 1 which is one of typical cases (we list only non-zero rows in these 4 columns):
for some distinct i, j, k, l. Considering the first 4 rows of the above matrix, it can be easily seen that a non-zero vector in the null space of the matrix formed by first 4 rows must be of the form [β β β β] for some nonzero field element β. Now for this vector to be in the null space of H 12 , it must have inner product with 6 th row of H 12 also to be 0. Taking inner product of [β β β β] with 6 th row of H 12 and equating it to 0 gives
Hence, there cannot be a 4-weight codeword in the code whose support corresponds to the coordinates of H 12 . The proof for the remaining cases follows exactly along similar lines and hence will not be discussed here. Since d min (C) ≥ 3 and the code in Construction 7 have no codewords of weight 3, 4 and 5, d min (C) ≥ 6. The following subset of 6 columns of H are linearly dependent
Hence, minimum distance of the code is 6.
F. Explicit Distance Optimal Construction Based on Complete Bipartite Graph With d min = 8
With O(n) Field Size In this section, we consider adding the global parities to the code based on complete bipartite graph of degree r (a special case of Turan graph construction) and provide an optimal construction for d min = 8.
Construction 8. Let H inc be the incidence matrix of a complete bipartite graph of degree r . Let H p = I |H inc
1 where 1 is a row vector with each component equal to 1 and I is the identity matrix. It can be seen that H p after adding 2 rows from the row space of H p can be written as H p = [
where H g is the incidence matrix of the complete bipartite of degree r + 1 with an edge removed. This is because we added an all 1 row to parity check matrix of the code based on complete bipartite graph of degree r . This introduces two parity checks, one on the code symbols corresponding to top 
nodes of the bipartite graphs and another one on the the code symbols corresponding to bottom nodes of the bipartite graph.
Hence columns of H p can be indexed by edges in the complete bipartite graph of degree r + 1 except for the removed edge. It can be seen that H p is an (2r + 3) × (n = (r + 1) 2 − 1) matrix of rank 2r + 1. Let nodes in this complete bipartite graph be a 1 , ..., a r+1 and b 1 , ..., b r+1 . Let us take a field = {β 1 , ..., β } where ≥ r +1 and = 2 m for some m. Let us take an extension field 2 with the basis 1, ψ over the base field . Let us associate finite field elements with nodes of this complete bipartite graph. Let us associate β i with the node b i and associate α i = β i + ψβ 2 i with the node a i . Let v 1 , v 2 be two 1 × n vectors with co-ordinates indexed by edges of the complete bipartite graph with an edge removed in the same way as the columns of the matrix H p . Let the component of the vectors v 1 , v 2 indexed by the edge (a i , b j ) be α i β j and α 2 i β 2 j respectively. The final parity check matrix of the code with sequential recovery from two erasures with n = (r + 1) 2 − 1 and k = r 2 − 3 with field size 2 = O(n) is
An example parity matrix for the case of r = 3 is given in Fig. 7 .
Lemma 17. The code with H as the parity check matrix is an optimum code with sequential recovery from two erasures with d min = 8.
Proof. The proof is by exhaustively calculating all possible sub-matrices with ≤ 7 columns in parity check matrix H and proving that they are full rank. Since the columns of H are indexed by edges of the complete bipartite graph of degree r + 1 with an edge removed, we list all possible subgraphs corresponding to edges indexed by columns of submatrices with <= 7 columns. We first note that every vector in null space of a sub-matrix with j ≤ 7 columns of H with the corresponding subgraph having a node of degree 1 has 0 at the co-ordinate corresponding to the edge connecting to node of degree 1. This is because there will be a row (corresponding to this degree 1 node) in the submatrix restricted to these j columns with only one non-zero entry corresponding to this edge as the matrix H g is the incidence matrix and as a result the null space of this submatrix will have a 0 in this co-ordinate. Because of this reason we consider subgraphs where every node has degree ≥ 2 with ≤ 7 edges. Also since the graph is symmetric from the point of view of nodes a i or b j , we list only the subgraphs upto this symmetry and consider cases by swapping the nodes corresponding to {a i } with {b j }. Figure 8 lists these subgraphs. Let G 1 , G 2 , G 3 , G 4 be the subgraphs shown in Figure 8 from left to right. Since G 1 , G 3 are subgraphs of G 4 , it is enough to consider G 2 , G 4 . 1) G 2 : Wlog the submatrix corresponding to G 2 is: ⎡
The right null space of first 5 rows of the above matrix contains only vectors of the form [a a a + b a + b b b] for some elements a, b. Hence for this matrix to have rank < 6, the vector [a a a + b a + b b b] inner product with the 7 th and 8 th row of the above matrix must be 0 which gives the condition:
where γ 1 = α 1 β 1 + α 1 β 2 + α 2 β 1 + α 2 β 2 and γ 2 = α 2 β 1 + α 2 β 2 + α 3 β 1 + α 3 β 2 . The above condition cannot be satisfied with non-zero a or non-zero b as
The case when we swap the top nodes and bottom nodes in G 2 can be proved similarly. 2) G 4 : Wlog the submatrix corresponding to G 4 is: ⎡
The right null space of first 7 rows of the above matrix contains only vectors of the form [a a a b b b a + b] for some elements a, b. Hence for this matrix to have rank < 7, the vector [a a a b b b a + b] inner product with the 8 th and 9 th row of the above matrix must be 0 which gives the condition:
where
The above condition cannot be satisfied with non-zero a or non-zero b as
The fact that a code with parameters as described in Construction 8 cannot have minimum distance > 8 can be seen by evaluating our upper bound on minimum distance (28) .
VI. A NEW UPPER BOUND ON MINIMUM DISTANCE FOR THE SINGLE ERASURE CASE
The approach described in Section IV directly applies to the setting of codes with all-symbol locality which can handle single erasures. This results in a new upper bound on d min for this class of codes which is in general tighter than that given by (1) . Let C be an [n, k, d min ] code having (r, δ = 2) all-symbol locality, i.e., any code symbol is covered by a local parity. As with (n, k, r, 2) seq codes, consider the subcode C ⊥ of C ⊥ which is obtained as the span of all codewords of Hamming weight less than or equal to r + 1, i.e., C ⊥ = span c ∈ C ⊥ , |supp(c)| ≤ r + 1 . It is easy to see that dim(C ⊥ ) ≥ n r+1 . Lemma 8 can now be applied to a basis of C ⊥ where each vector of the basis has Hamming weight ≤ r + 1 which enables us to upper bound the GHWs of C ⊥ and in turn, upper bound the minimum distance of C. , where e m is as recursively defined by e b = n, and
Furthermore, if we let to denote the unique integer such that e < k + < e +1 , the minimum distance of the all-symbol locality code C is upper bounded by
Proof. Similar to the proof of Theorem 9.
In order to compare the upper bound given by (37) with that given by (1), we note the bound given by (1) can be obtained by first upper bounding the GHWs of C ⊥ by (38) where b = n r+1 , and then calculating the k th gap based on these bounds. But from the discussion in Section IV (see Remark 4) , we know that the bounds on GHWs of C ⊥ given by Theorem 18 are, in general, tighter than the bounds in (38) and hence we conclude that the minimum distance bound given by (37) is also tighter, in general, than that given by (1) . We would, however, like to remark that it is always possible [7] to achieve a minimum distance which is at most one less than that suggested by the upper bound in (1). In Fig. 9 , we plot the two bounds as a function of dimension k, for the case when n = 18 and r = 3.
The bound mentioned above in equation (37) was derived in [1] . This bound was later improved upon in [9] , [10] .
APPENDIX A PROOF OF THEOREM 6
Proof. Throughout the proof: the term code symbols of C with indices in a set S = { j 1 , ..., j } refers to code symbols c j 1 , ..., c j . Whenever we say a row of A denoted by R, R is used to refer to either the vector formed by the row of the matrix A or the index of the row in matrix A depending on context. The term columns C 1 , ...C of A refers to the C th 1 column,C th 2 column, . . . , C th column of the matrix A.
From the description of general form of parity check matrix of rate-optimal code given in Corollary 3, equation (12) , there exists (after possible permutation of code symbols of C) a parity-check matrix H for the rate-optimal code C of the form (Note that this is true over any finite field q ):
where I denote the ((n − k) × (n − k)) identity matrix and H is a (n − k) × k matrix with each columns having weight 2 and each row having weight r . Consider 2 rows of H denoted by h 1 and h 2 . Let supp(h 1 ) ∩ supp(h 2 ) = {m 1 , m 2 , ..., m s }. Since all columns in H has Hamming weight exactly 2, the columns m 1 , m 2 , ..., m s of H will have non zero entries in rows h 1 and h 2 only. Let A denote the 2 × s sub matrix obtained by restricting H to the rows h 1 and h 2 and the columns m 1 , m 2 , ..., m s . In order to recover from any instance of 2 erasures in the code symbols of C with indices in {m 1 , m 2 , ..., m s }, any two columns of A must be linearly independent. Thus the 2×s sub matrix A is a generator matrix of an M DS code of block length s and dimension 2. This also says that any vector, obtained by a non-zero linear combination of the two rows of A will have a Hamming weight at least s − 1. Let us consider two extreme cases: Case 1: s = r: In this case, the r + 2 code symbols of C with indices in supp(h 1 ) ∩ supp(h 2 ) form an [r + 2, r ] MDS code. The sub matrix of H obtained by restricting H to the columns supp(h 1 ) ∪ supp(h 2 ) and all the rows apart from the rows h 1 , h 2 is a zero matrix. Case 2: s ≤ 1: |supp(h 1 ) ∩ supp(h 2 )| ≤ 1. If these are the only two cases that can occur for any pair of rows of H denoted by say h and h i.e.,|supp(h) ∩ supp(h )| ∈ {0, 1, r } for any 2 distinct rows of H denoted by h, h , then the set of code symbols can be partitioned into two sets, one set of symbols forming direct product of regular-graph codes over q and the other set of symbols forming direct product of [r + 2, r ] MDS codes, with no linear constraint involving code symbols from both the sets i.e., the code C will be a direct product C 1 × C 2 × ..... × C (after possible permutation of code symbols of C) where C i is either a regular-graph code over q or an [r + 2, r ] MDS code. Hence the code C has the form stated in the theorem. Now, we will prove that for any 2 distinct rows of H denoted by h, h , 1 < s < r is not possible, where s = |supp(h) ∩ supp(h )|.
Wolog assume that 1 < s < r for the pair of rows h 1 and h 2 i.e., 1 < |supp(h 1 ) ∩ supp(h 2 )| = s < r . As denoted before, m i , m j are some two elements of supp(h 1 ) ∩ supp(h 2 ) for 1 ≤ i = j ≤ s. Assume that the code symbols of C with indices in {m i , m j } are erased. In order for C to be a 2-seq-LR code, a linear combination of h 1 and h 2 and some of the remaining rows of H must result in a vector v with the following properties.
1) Hamming weight of v is less than or equal to (r + 1).
2) v has the value zero in the m th i coordinate and has a non zero value in the m th j coordinate, or vice versa. 
where the first term comes from the identity part of H (i.e., columns 1 to n − k of H ) and the term f comes from the single weight columns in the sub matrix L of H obtained by restricting H to the rows {h 1 , h 2 , . . . , h } and the columns n − k + 1 to n of H .
Since the Hamming weight of v, must be upper bounded by r + 1, the remaining coordinates indexed by (supp(h 1 ) ∪ supp(h 2 )) \ (supp(h 1 ) ∩ supp(h 2 ))). Since weight of v is ≤ r + 1, we have,
which is a contradiction to 1 < s < r . Hence, we proved that 1 < s < r is not possible for a rate-optimal code.
APPENDIX B PROOF OF THEOREM 11
Let C ⊥ denote an [n, t] code and let C denote an [n, k] code, k ≤ n − t, such that (a) C ⊥ < C ⊥ , and (b) any S which is a k-core of C ⊥ is also a k-core of C ⊥ . We claim that for any set S ⊆ [n], |S| = g k (C ⊥ ), there exists S ⊆ S, |S | = k such that S is a k-core of C ⊥ . Supposing that this is true, it then means that for any set S ⊆ [n], |S| = g k (C ⊥ ), rank (G| S ) = k. Clearly, this would imply that
We will now prove our claim that for any set S ⊆ [n], |S| = g k , there exists S ⊆ S, |S | = k such that S is a k-core of C ⊥ . Toward this, let C denote the code C ⊥ shortened to the set S. We note that dim(C ) ≤ g k − k. To see why this is true, if we suppose that dim(C ) > g k − k, then it will imply that d g k −k+1 (C ⊥ ) ≤ g k , where d g k −k+1 (C ⊥ ) denotes the (g k − k + 1) th Generalized Hamming weight of C ⊥ . But this contradicts the fact that the number of GHWs of C ⊥ till g k is exactly g k − k and hence we get that dim(C ) ≤ g k − k. Now, let ρ denote the dimension of C and let H = [I ρ |P ρ×(g k −ρ) ] denote a generator matrix of C , up to permutation of columns. If T denotes the support of the matrix P ρ×(g k −ρ) , then any S ⊆ T , |S | = k is k-core of C ⊥ .
APPENDIX C PROOF OF THEOREM 12
Let C ⊥ denote an [n, t] code and let C denote an [n, k] code, k ≤ n − t, such that (a) C ⊥ < C ⊥ , and (b) any S which is a k-core of C ⊥ is also a k-core of C ⊥ . Note that Theorem 11 implies that g k (C ⊥ ) = g k (C ⊥ ). This determines the last n − g k (C ⊥ ) GHWs of C ⊥ and are given by
Assuming that g k (C ⊥ ) − k ≥ 1, it now remains to be proved that
i.e., the first g k (C ⊥ ) − k GHWs of C ⊥ are exactly same as those of C ⊥ . Toward this, we first note that any set S which is a b-core of C ⊥ is also a b-core of C ⊥ , for any b such that b < k. This is because for any S which is a b-core of C ⊥ (b < k), there exists a k-core S of C ⊥ such that S ⊆ S . We also claim that for any set S ⊆ [n], |S| = g b , there exists S ⊆ S, |S | = b such that S is a b-core of C ⊥ . Proof is similar to the claim regarding k-cores which appeared in the proof of Theorem 11. We will now prove (44) via induction starting at i = 1. Let us denote = g k (C ⊥ ) − k. Note that
Clearly any S such that |S| = d 1 (C ⊥ ) − 1 is an |S|-core of C ⊥ . From (45), we see that d 1 (C ⊥ ) − 1 < k and hence S is also an |S|-core of C ⊥ . But this contradicts the assumption that
We will now prove that d i+1 (C ⊥ ) = d i+1 (C ⊥ ). We consider the following cases: (a) There is no gap between i th and (i + 1) th GHW of C ⊥ , i.e., d i+1 (C ⊥ ) = d i (C ⊥ ) + 1. In this case, note that
where (i ) follows from the induction hypothesis and (ii) follows from (16) . This then implies that (iii) must be an equality, i.e., d i+1 (
There is at least one gap between i th and (i + 1) th GHW of C ⊥ , i.e., d i+1 (C ⊥ ) > d i (C ⊥ ) + 1. In this case, if we let m = d i+1 (C ⊥ ) − (i + 1), note that
Now, if S is any set such that |S| = g m (C ⊥ ), then there exists S ⊆ S, |S | = m and S is an m-core of C ⊥ . From (45), we see that m < k and hence S is also an mcore of C ⊥ . Now, without loss of generality, suppose that d i+1 (C ⊥ ) = d i+1 (C ⊥ ) − 1. Also, let D denote an (i + 1)dimensional subcode of C ⊥ having support S D such that |S D | = d i+1 (C ⊥ ). Note that for any set T ⊆ S D such that |T | = |S D | − i = m, one can find a non-zero vector in D whose support is fully contained within T and hence there cannot exist an m-core of C ⊥ within S D . However, we know that this is not true and hence we conclude that d i+1 (C ⊥ ) = d i+1 (C ⊥ ).
APPENDIX D PROOF OF THEOREM 13
Consider any set of m parities, say {p 1 , . . . , p m } having supports S 1 , . . . S m . Note that by our construction the parity p i corresponds to the vertex i in the Turán graph. The cardinality of union of the supports S 1 , . . . S m can be calculated from the graph as |∪ m i=1 S i | = m+|E|, where E is the set of all the edges in the graph with at least one of the end points being a vertex belonging to the set [m]. The quantity |E| can be equivalently computed by first counting the number of edges in the graph restricted to the remaining vertices {m + 1, m + 2, . . . , r + β} and then subtracting it from the total number of edges in the Fig. 10 .
f m − f m−1 , r + β ≥ m ≥ 2 of C ⊥ obtained via Turán graph construction, where the sequence of differences are in the descending order and the matrix has to be read row after row from left to right. original graph. Thus, for calculating f m , it is sufficient to find a restricted graph on r + β − m vertices having the maximum number of edges. Let r + β − m = ux + v, 0 ≤ u ≤ β − 1, 0 ≤ v ≤ x − 1. Then, it is easy to see that the number of edges in a restricted graph on r + β − m vertices is maximized if the restricted graph consists of u + 1 vertices each from any v out of the x partitions and u vertices each from the remaining x − v partitions.
It is straightforward to see now that the difference f m − f m−1 , 2 ≤ m ≤ r + β, is given by
The expression in (51) is evaluated for m, 2 ≤ m ≤ r + β and is shown in Fig. 10 . For the array given in Fig. 10 , we number the rows from 0 to β − 1 and the columns from 0 to x − 1. Then, the value of f m − f m−1 is simply the (u, v) th entry in this array. Now, we will show that the sequence { f m } as defined by (51), satisfies the recursion given in (20) and (21) 
Since the sequence {e m }, 1 ≤ m ≤ b = r + β is unique (given that e m = n), it then follows that f m = e m , 1 ≤ m ≤ b = r +β, which will complete our proof. We begin by noting that
Next, note that the sum m+1 i=r+β ( f i − f i−1 ) can be calculated from the array in Fig. 10 as sum of the first r + β − m entries, where the entries are read from left to right in each row and the rows are read from top to bottom, i.e., 
Also, let {R i , 1 ≤ i ≤ m} denote the supports of the vectors {u 1 , . . . , u m }. We claim that
To see this, we consider any element x ∈ ∪ m i=1 R i and examine what happens to it when the m linear combinations are taken. We divide the discussion into the following cases:
1) x ∈ R i , i ≤ m and does not belong to any other support set. Clearly, x ∈ R i . 2) x ∈ R i , R j such that 1 ≤ i < j ≤ m. By assumption,
x then does not belong to any other support set and clearly in this case, x ∈ R i , R j . 3) x ∈ R i , R j such that i ≤ m, j ≥ m + 1. Note that x then does not belong to any other support set. Now, consider the j th column of the matrix [I |B] and let us call it as b.
We consider three sub-cases for this situation based on the column weight of b. a) Column weight of b is 0. Clearly, then x ∈ R i . b) Column weight of b is 1, say b = 0. Suppose, = i , then x ∈ R i , R . Now if = i , the element x need not be present in R i . However, for the purposes of counting | ∪ m i=1 R i |, we could replace x with y where y is one of the elements covered only by R j (note that the such an element exists by assumption). This works because, if this particular case does occur, we will never again have to seek one of the elements covered only by R j . This is because in order for this to happen again it must be true that there exists another element x ∈ R i ∩ R j , but this is contrary to our assumption that any two support sets have intersection at most 1. c) Column weight of b is 2 or more, say b 1 , b 2 = 0.
Without loss of generality if assume that 1 = i , then x ∈ R 1 . Thus we see that in all the cases we either do not lose the element x or there is another unique element y which can compensate for x while counting the support cardinality after the linear combinations are taken. Hence we conclude that
