This paper addresses two issues: (1) What it means for a higher-order, eager functional language to be implemented with a single, global, stack-based environment and (2) how the existence of such an environment can be predicted statically.
1
Here, we examine a related notion, namely, the extent or lifetime of bindings. The lifetime of a binding is the period between the time the binding is established and the time the binding is freed. The scope of a binding can be statically determined, but the binding's extent is dynamic. For example, a function, f, might evaluate to a closure that contains a free identi er, v. The extent of the binding for v depends upon f: the binding to v cannot be freed until all uses of f are evaluated.
A signi cant feature of languages like Algol-68 is that both scope and extent of bindings are controlled by the begin D in U end block: the bindings, D, are established on the environment stack when the block is entered, and the bindings are freed from the stack when U evaluates to a value. (The danger that U's value references a binding in D is avoided by syntactic restrictions.)
In this paper we focus on extents for eager functional languages. The -abstraction is the obvious candidate for the block-structuring construct, but it controls only scope and not extent. To see this, consider the example ( x:( v:v)( y:x))2: the binding of x to 2 is established, and the evaluation of the body of the -abstraction produces the value y:x. This is the nal result of evaluation, but the binding of x to 2 cannot be freed. Apparently one must abandon the stack environment for a heap environment.
A novel alternative was recently proposed by Tofte and Talpin 13] , who apply an e ects analysis to determine the extents of bindings. Then, they insert constructs of the form letregion in e end into the program. These constructs control extents: allocates storage in advance for the bindings made within e. The resulting programs are verbose, and the underlying implementation is a stack of heaps rather than a classical stack.
In this paper, rather than altering an arbitrary program and running it on a \heap-stack," we identify a subset of the simply-typed, call-by-value -calculus, whose programs can be run \as is" with a classical-stack environment. The -abstraction serves as the block construct for both scope and extent.
What is a Stack?
Since we intend to use an environment stack for bindings, we should explain what one is.
The environment stack is a data structure upon which bindings are established and then freed. The freeing of bindings must be done in a \disciplined" way so that stack space is re-used. A block construct supplies the discipline: bindings are established on block entry and are freed on block exit.
Our environment stack implements environment sharing. That is, downwards pointers (\static links") are used when programs with nested blocks are evaluated. Contrast this with the environment as a stack-of-binding-lists in the VEC-machine 11] and the ; there, each block has its own binding list and much duplication arises. To prevent this duplication we legislate that, once established, a binding cannot be re-copied onto the top of the environment stack. Figure 1 shows snapshots of the environment stack during the evaluation of the expression ( x:( y:x)x)1. The static links are , and , where is the initial static link. (The dynamic links are not shown.) Temporaries are also pushed on the stack. An expression that can be evaluated in the style of Figure 1 , where the -abstraction serves as the block construct for extents, is called env-stackable. 
Simple Expressions and Partially-Applied Closures
The BNF and static semantics of the -calculus we study are given in Figures 2 and 3 .
In this paper we study call-by-value evaluation. But it is worthwhile to rst review why all programs in the call-by-name -calculus are env-stackable. In the call-by-name language, an expression e of type 1 ! 2 ! ! n , where n is a base type, should be read as an abbreviation for x 1 : x 2 : : : x n :e x 1 x 2 : : : x n , (due to -expansion), which is itself an abbreviation for hx 1 ; x 2 ; : : : ; x n i:e x 1 x 2 : : : x n , (due to decurrying). This expression is envstackable, because the bindings to x 1 , x 2 , : : :, x n are established, as a group, only when the body of the -abstraction, a phrase of base type, is evaluated. The value produced by the body will contain no unresolved reference to an x i , hence the bindings to the x i 's can be freed on schedule. Thus the -abstraction can serve as the block construct for extents. 1 These ideas lie at the heart of the stack implementation of Idealized Algol 10] .
Can this approach be adapted to the call-by-value -calculus that we study in this paper? Unfortunately, -expansion is unsound. But George 3] noted that decurrying can be simulated by a closure of the form h x:e; l ; n i, where l is a local environment and n is a nonlocal environment. An expression like ( x 1 : x 2 : : : x i : x i+1 : : : x n :e 0 )e 1 e 2 : : : e i evaluates to h x i+1 : : : x n :e 0 ; (x i = v i ; : : : ; x 2 = v 2 ; x 1 = v 1 ); 0 i, where each e j evaluates to value v j , 1 j i, and 0 is the nonlocal environment. The local environment accumulates the 1 -expansion and decurrying can be applied to the call-by-need calculus, but they do not address the fundamental problem in call-by-need of updating an established binding. Appendix A shows that this semantics is equivalent to the usual one.
The above representation of closures and the evaluation rules for application do not in themselves make all simply-typed, call-by-value programs env-stackable, but George identi ed a class of expressions, called the simple expressions, which are env-stackable. The typing rules of these expressions are shown in Figure 6 .
Simply stated, an expression is simple if all its -abstractions have as their bodies either -abstractions or expressions of base type. A simple expression is \fully -expanded." It is the simulation of decurrying and -expansion that allows a call-by-value implementation to evaluate simple expressions with a global environment stack. Let us examine the dynamic semantics of the simple expression (( x : int : f : int ! int : fx)0)( y : int : y). The turnstiles are numbered to indicate the order of evaluation steps. y:y ) h y:y; (); i y`9 y ) 0 f;x`8 x ) 0 f;x`7 f ) h y:y; (); i f;x`6 fx ) 0 `1 (( x: f:fx)0)( y:y) ) 0 2 Note that there are two rules for identi er lookup. Identi ers which name recursive functions are bound to recursive closures of the form f:h x:e; i in the environment. Their evaluation entails one unfolding of the recursion. This dynamic-semantics tree can be implemented with a global environment stack, similar to the one in Figure 1 . To see this, one can read the nodes of the tree as a left-to-right tree traversal, as indicated by the subscripts on the turnstiles. At the start of evaluation, at Node 1, the stack is just . The stack is unchanged during evaluation of Nodes 2 through 5, but at the start of evaluation of Node 6, a static link to and the bindings for f and x are established (pushed) onto the stack. Evaluation of Node 9 establishes another static link to and the binding for y. At the conclusion of evaluation of Node 9, the static link and binding to y are freed. The static link and bindings to f and x are freed at the conclusion of evaluation of Node 6, leaving us with .
The key to why this implementation worked correctly is that the n component of At the node marked C, the environment y;x cannot be implemented by a static link to x and a binding to y, because the environment x no longer exists on the global stack: x 5 
where v is the value h x:x; (); i, f is (f = v): , and y;f is (y = v):(f = v):
Again, we see that the nonlocal environments can be implemented by static links. This clearly indicates that env-stackability is a deeper notion than just simple expressions| indeed, it is the \downwards funargs" property of the LISP community.
The Dynamic Criterion for Env-Stackability
We now state a criterion that ensures when a dynamic-semantics tree can be implemented by a global environment stack.
Criterion 1 (Dynamic Criterion) A dynamic-semantics tree has the dynamic criterion, if for every node in the tree of the form `e ) h x:e 0 ; l ; n i, there is an ancestor node of the form n`e1 ) v 1 .
It is easy to verify that the dynamic criterion holds for the two env-stackable examples seen earlier. Note also that the example that was non-stackable fails the criterion at Nodes A and B, which predict the problem at Node C.
To prove that a dynamic-semantics tree can be implemented on a machine with a global stack environment, we must formalize the latter. Figures 7 and 8 formalize this semantics, called the pointer semantics. The pointer semantics is so called because of the rule for -abstraction: when a closure is built, a \pointer" is saved in the closure instead of the nonlocal environment. We use the notation ptr( ) to denote a pointer to . When the body of a fully-applied closure is evaluated, the pointer in the closure establishes the static link. The semantics rule for identi er lookup uses a lookup function that performs a top-down stack search that traverses static links. Of course, this explanation makes sense only when there are no \dangling" pointers in the evaluation. If a program satis es the dynamic criterion, then its evaluation with the dynamic semantics in Figure 5 can be replicated by the pointer semantics of Figure 8 and no dangling references arise. This intuition is captured in the following theorem.
Theorem 1
Let `e ) v be the root of a dynamic-semantics tree that satis es the dynamic criterion. `rec f: x:e ) h x:e; (f = f:h x:e; i); i: Consider `p s rec f: x:e ) h x:e; (f = f:h x:e; ptr( )i); ptr( )i. activeval( ; h x:e; (f = f:h x:e; ptr( )i); ptr( )i) = h x:e; (f = f:h x:e; activeenv( ; ptr( ))i); activeenv( ; ptr( ))i = h x:e; (f = f:h x:e; activeenv( ; )i); activeenv( ; )i = h x:e; (f = f:h x:e; i); i must have form h x:e; l ; pi, where p has form ptr( n ) and n is a subenvironment of . Also, it must be the case that l = activelocalenv( ; l ) and n = activeenv( ; p) = activeenv( ; ptr( n )) = activeenv( ; n ).
Similarly, by the induction hypothesis on the tree for e 2 , there exists `p s e 2 ) v, such that v = activeval( ; v). Now: activeenv( ; (x = v): l @p: ) = activeenv( ; (x = v): l @ptr( n ): ) = (x = v): l @ n Hence by the induction hypothesis on the tree for e, it must be the case that (x = v): l @p: `p s e ) w, where w = activeval( ; w). Hence there exists a pointersemantics tree `p s e 1 e 2 ) w such that w = activeval( ; w). 
A Stronger Dynamic Criterion
It is di cult to arrive at a static criterion for env-stackability directly from Criterion 1. The criterion examines every path of the dynamic-semantics tree and checks whether every closure has downward static links. But a path in the dynamic-semantics tree says nothing about the context of creation and deletion of static links which is the crucial information required in formulating a static criterion. Hence we seek a dynamic criterion which would provide us with context information about where exactly a static link is created and deleted in the dynamic-semantics tree.
We discover that the dynamic criterion is implied by a criterion that examines only those closures built at certain application nodes.
Criterion 2 (Modi ed Dynamic Criterion)
A dynamic-semantics tree has the modi ed dynamic criterion if for every node of the form `e 1 e 2 ) h y:e 3 ; It is surprising that we require merely that 0 6 = 0 n , but this inequality forces 0 n to be a subenvironment of . Let us see the intuitions behind the inequality. First note that in any dynamic-semantics tree built using the semantics in Figure 5 , the non-local environment of a closure must be an environment that appears to the left of the turnstile somewhere in the tree. For the particular case of env-stackability, we demand that the non-local environment of a closure at a particular node in the tree be an ancestral node in the path from the node to the root of the tree. The only time env-stackability can be lost is when the environment is extended during the application of a fully-applied closure and the result of the application is a closure | as in the rule above. Clearly, 0 cannot be equal to 0 n , because the bindings of 0 will be discarded upon evaluation of e. The question is whether this inequality is su cient to satisfy the dynamic criterion. Suppose all existing non-local environments (present in the trees of e 1 and e 2 ) satisfy the dynamic criterion. Suppose also that e itself satis es the dynamic criterion. Now we want to insert the dynamic-semantics tree for e and want to make the dynamic criterion hold for the whole tree. So we have to force 0 n to be either n or if v is a closure, 0 n can be the non-local environment within v or 3 When this work was presented at INRIA, Rennes, Daniel Le M etayer rightly observed that the inequality could be simpli ed to length( 0 ) 6 = length( 0 n ). The non-env-stackable example in Section 2 fails the modi ed dynamic criterion at Node B.
We are now interested in formalizing the above intuitions thus showing that the modi ed dynamic criterion implies the dynamic criterion. Towards this goal, we de ne the following. Let C ] denote a context, i.e., a natural-semantics tree with a hole in it. Also, we let `e ) v stand for the natural-semantics tree whose root is `e ) v. Next Proof: Consider any tree t. Assume that t satis es the modi ed dynamic criterion. Consider an arbitrary context C ], such that C t] satis es the modi ed dynamic criterion and assume P(C ]; t) holds. Then the proof proceeds by induction on the structure of the derivation tree. The following are the two interesting cases: (ii) t is ` x:e ) h x:e; (); i.
Assume a non-empty context, C ]. Assume P(C ]; t). Then t can occur in an application context, where it could be: (1) the operator part of an application of one of the two application rules, i.e., ` x:e ) h x:e; (); i :::
`( x:e)e 0 ) :::
Note that it is the case that the environment of the operator and the environment of the application, its ancestor node, are identical. Now Q Proof: We have that P(C ]; t) holds since 0 is initial. By induction on the structure of t, 
4 Static Analysis of Stackability
The Dynamic Criterion and the Modi ed Dynamic Criterion both require the dynamicsemantics tree. For a static analysis, we have only the syntax tree, so we must predict what environments will be created at run time. Since env-stackability may be lost only when an application expression evaluates to a closure, (cf. the modi ed dynamic criterion) we concentrate upon learning which set of closures may be generated by the subexpressions in the syntax tree. This is done by closure analysis, which is a static program analysis that approximates the set of textual lambdas that a program point can evaluate to. The approximation is conservative in that the actual evaluation of the expression will yield only a subset of the lambdas that the analysis predicts. We use the closure analysis algorithm developed by Sestoft in 12] . The details, including a soundness theorem, are reviewed in Section 4.3. For now, we give a very brief notational summary and an intuitive explanation of soundness and conclude with an example.
Closure Analysis
We begin by labeling all lambdas and variables in the source program so that `x binds occurrences of x`. We write `x : e`so that e`is easily identi ed as the body of theabstraction `x . Also, rec will be treated like : write rec`1 f: `2 x : e`2. Finally, we assume that the initial run-time environment cannot contain closures.
Let Label denote the set of program labels. Given a program e in the source language, closure analysis generates two closure description functions, , : CDescription = Label ! P(Label), with the following intended meanings:
`is the set of closures that e`in `x : e`can evaluate to. `is the set of closures that `x : e`can be applied to,i.e., the set of closures that `x can be bound to. is called the result closure description and is called the argument closure description.
To help calculate and , we de ne two analysis functions, C a and C p , with the following intended meanings: ] ] ) Before proceeding to a formal de nition of C a and C p , let us try to understand closure analysis informally. Suppose, for an environment , and any identi er x`in its domain, if (x`) evaluates to a closure, say,`0, then we want`0 2 `and we say that is consistent with respect to . With this notion of consistency, we can show that the closure analysis is sound with respect to the dynamic semantics of Figure 5 . This means that in an environment which is consistent with respect to , if an expression e evaluates to a closure corresponding to the -abstraction`, then`must have been predicted by the closure analysis, i.e.`2 C a e] ] .
Let us clarify this with an example.
Example
Below is the labeled syntax tree for the example in Section 3 with its nodes annotated with the closure analysis information calculated by Sestoft's algorithm. The annotation at each node denotes the set of -abstractions that the node might produce during its actual evaluation. 
Soundness of Closure Analysis
Here are the de nitions of the functions C a and C p , taken from Sestoft 12 We show that closure analysis is sound with respect to the dynamic semantics of Figure  5 . We shall assume that all textual lambdas (and their binding identi ers) are labeled in the dynamic semantics. Towards the proof, we have the following de nitions: Let e be any given expression.
De nition (Consistency of Environments) For closure description , type assignment , and environment , where j = :
(ii) l and n are consistent with respect to . For all f m 2 Dom( ), if (f m ) = f:h `x : e`; Assume for any given expression e 0 , ( ; ) is a solution for e 0 of C a and C p .
Assume that is consistent. Then the proof is by induction on the depth of inference of the inferred sentence.
The interesting case is that of application. We conclude further that the local environment (x = v): l is consistent with respect to as is n . `e 1 ) h `x : e`; l ; n i `e 2 ) v (x`= v): l @ n`e`) w `(e 1 e 2 ) ) w 
The Static Criterion for Env-Stackability
Our goal is to use closure analysis to predict when the modi ed dynamic criterion (Criterion 2, Section 3.3) holds for an evaluation. Since the modi ed dynamic criterion focuses on the evaluation of applications, we use closure analysis to predict the behavior of the application expressions in a program.
For a program 0`e0 : 0 , its closure analysis ( ; ), and for each application subexpression e i1 e i2 within e 0 , we de ne these sets:
A i = C a e i1 e i2 ] ] O i = C a e i1 ] ] A i denotes the set of labels of the -abstractions that the application e i1 e i2 can evaluate to, and O i denotes the set of labels of the -abstractions that the operator e i1 can evaluate to.
Say that e i1 e i2 evaluates as follows:
`e i1 ) h `x : e`; l ; n i `e i2 ) v This inequality implies the modi ed dynamic criterion. Therefore, we can use closure analysis to enforce a su cient static criterion that implies the modi ed dynamic criterion. Now we formalize the above. First, given a labeled program 0`e0 : 0 we de ne:
De nition (Maximal -abstraction) A -abstraction `1 x 1 `n x n :e`n is maximal in e 0 if there does not exist an expression `0 x 0 : `1 x 1 `n x n :e`n in e 0 . Let abs(`) denote the abstract syntax tree for theabstraction labeled`, namely, `x : e`. Let max(abs(`)) denote the maximal -abstraction containing abs(`), namely, `1 x 1 : `i x i `x :e`. This criterion restates the ideas explained earlier: closure analysis predicts what the components of an application evaluate to, and by soundness, the type assignment predicts the environments that will appear during evaluation. Therefore, a statically-stackable expression must satisfy the modi ed dynamic criterion.
Example
Consider again the example in Section 3. Let its initial type assignment be . Its labeled abstract syntax tree annotated with closure analysis information, is shown in Section 4.2.
Consider the application ( ). Closure analysis predicts that the application must evaluate to the closure representingabstraction 3. This -abstraction has type assignment and is maximal. Consider now the operator part of the application, namely, . Closure analysis predicts that the application must evaluate to the closure representing -abstraction 3. This -abstraction has type assignment and is maximal. Consider now the operator part of the application, namely, 
Proof: Let 0`e0 : 0 and let ( ; ) be its closure analysis. Let j = 0 : 0 , and let 0 be consistent with respect to and 0`e0 ) v 0 .
For the modi ed dynamic criterion to be satis ed by 0`e0 ) v 0 , we must examine every subtree of the form `e i1 ) h `x : e`; l ; n i `e i2 ) v Since `e i1 ) h `x : e`; l ; n i, therefore, by soundness of closure analysis,`2 O i . By subject reduction we know that there exist type assignments l and n such that l n` `x : e`: 1 ! 2 , Dom( l ) = Dom( l ) and Dom( n ) = Dom( n ). Let = l n . Further, since `e i1 e i2 ) h `0 y : e`0; 
5 Implementation
In this section, we present the implementation of env-stackability as presented in Figure 1 . The BNF of the language is reproduced in Figure 9 . It di ers from the one in Figure 2 in that some arithmetic and boolean operations and the conditional have been added to get interesting programs. Figure 9 : BNF of the Simply-Typed, Call-by-value Lambda Calculus
We are interested in implementing the subset of the simply-typed call-by-value -calculus that is env-stackable. This implementation is described below. All values and static links exist on one data structure, namely, the stack.
Our implementation has two phases, a static (or compile-time) phase and a dynamic (or run-time) phase. In the static phase, an expression, e, is parsed and type-checked. It is then analyzed using the static criterion for env-stackability. If the expression is env-stackable, then we know by the safety of the static criterion that it can be run on a machine with a single, global, stack and no dangling references will ever arise. Accordingly, we compile (the abstract syntax tree of) e into stack-code. The implementation of this phase has been done in Standard ML of New Jersey.
The run-time machine interprets the compiled code for e. There is only one data structure that it manipulates: a single, global, stack. The stack not only contains all temporary values, but also environment frames (activation records) as found in a traditional compiler implementation 1]. There is a xed number of registers in the machine and this can be determined at compile-time. Essentially, the number of registers is the length of the biggest closure that can possibly arise. The implementation of the run-time machine has been done in C. We would like closures to be \boxed" whenever possible, i.e., they would occupy a xed number of words on the stack and references to them would be carried out via pointers to the boxes. This would prevent the copying of big chunks of the stack and provide faster access of non-local references. Below we give the layout of a closure:
Representation of Values
address of code size of closure number of arguments pointer to value 0 . . . pointer to value k static link value 0 . . . value k The address-of-code eld denotes the address where the code corresponding to the body of the -abstraction resides on the stack. The number-of-arguments eld denotes the number of identi ers in the local environment of a closure. The local environment itself is represented by pointers to the values of its identi ers. The non-local environment of the closure is represented by a (downwards) static link. Immediately following the static link, appear (some of) the values in the local environment.
The size-of-closure eld contains the sum of the following: one cell for the number-ofarguments, (n, say); one cell for the static link; n, for the n pointers to values; and the number of cells occupied by the values. The size of a basic value is 1.
As an example, consider the closure, h y:x; (x = 1); i, obtained as a result of evaluation of the application ( x: y:x)1 in an environment . The layout of this closure is as follows:
address to code for y:x 4 1 pointer to argument x static link to 1
Recursive closures are of the form f:h x:e; i. Such closures are 2-celled and have the following layout: address to code static link A recursive closure always appears within a \usual" closure, and does not have an independent existence of its own. When it is looked up in an environment, it is immediately expanded, as its natural semantics in Figure 3 if (null l) 0 (hd l) + sum(tl l)) ((rec interval = lambda n.
if (iszero n) nil cons n (interval (n-1))) 1000)
The fib function is the naive Fibonacci function and in this example it calculates the bonacci of 26.
The tak function is highly recursive and has three arguments. It has been chosen because it tests partial application and partially-applied closures.
The last example computes the sum of the rst 1000 natural numbers. Massive improvements are obtained for a stack-based implementation of fib26 and tak. For sum(interval...), the improvement is not so marked because our prototype stack architecture makes no e ort to improve list storage management. We hope to include analyses for data structures that would improve performance in the future. It also remains to be seen whether the analysis and the implementation model allow the e cient compilation of tail recursive functions.
Related Work
As has already been mentioned, George 's approach seems to be the rst in trying to syntactically characterize stackable expressions.
Another line of research, most notably that of Goldberg and Park 4], uses abstract interpretation-based escape analysis to detect stackability of environments. However, not all simple expressions are detected as stackable in their approach.
As noted in Section 1.1, Tofte and Talpin have used e ect inference (type inference, region inference) to overlay block-structured extents, letregion in e end, on an arbitrary program 13]. This allows them to translate the source language into a region-annotated target language at compile-time. In spirit, the target programs are env-stackable, but the run-time stack is a stack of heap regions, and static links can be dangling. (A soundness theorem ensures that dangling links are never traversed.) Finally, note that scope is controlled by , and extent is controlled by letregion. For these reasons our approach and Tofte-Talpin's are not readily comparable.
Conclusion
We have developed a statically checkable criterion to detect stackability of environments for a call-by-value -calculus. We have also provided an implementation of env-stackability. All programs that satisfy the static criterion are implemented with a single, global, stack-based environment.
An interesting variation on the implementation would be to have a heap as well as a stack. Instead of rejecting functions that cannot be stack-allocated, we could detect which of their parameters are env-stackable and allocate them on the stack. All other parameters can be allocated on the heap.
It is simple to extend the modi ed dynamic criterion to nd out whether a parameter of a function should be allocated on the heap or on the stack. First, let us recall that for the modi ed dynamic criterion to be satis ed, if an application, e i1 e i2 , evaluates as follows:
`e i1 ) h `x : e`; l ; n i `e i2 ) v For all nodes that satisfy the modi ed dynamic criterion, we can put the bindings (x`= v): l on the stack: at the end of e`'s evaluation they can be destroyed. Otherwise, they must be put on the heap | they cannot be destroyed as they maybe required in a future computation of e`0.
It is easy to extend the static criterion to handle the case of heap-allocation and thus our analysis can be extended for the implementation described in 5].
The analysis has been adapted to handle storage allocation of variables on storage stacks for block-structured imperative languages. In fact, we can use the analysis to give a more liberal interpretation of blocks than that in Algol-like languages: a block controls the scope of a variable, but not its extent. It is the analysis that provides an algorithm for inferring \extent blocks" in the program. These control the extent of a variable while still maintaining a store-stack. The details can be found in 2].
A Subject Reduction and the Equivalence of George 's Dynamic Semantics and the Standard Dynamic Semantics
We can show that subject reduction holds for the George -style dynamic semantics. We want a relation j = Value G Type that satis es j = v : i : (i) if v is c then j = v : .
(ii) if v is h x:e; l ; n i then there exist type assignments l and n such that l n` x:e : , Dom( i ) = Dom( i ) and j = i (x) : i (x) for all x 2 Dom( i ), for i 2 fl; ng. (iii) if v is f:h x:e; i then there exists a type assignment such that `rec f: x:e : , Dom( ) = Dom( ), and j = (x) : (x) for all x 2 Dom( ). We choose j = to be the least xpoint of the corresponding monotonic functional. Then we have the following theorem: Theorem 4 (Subject Reduction Property for George -style Semantics) If `e : , j = : , and `e ) v, then j = v : .
The semantic objects and the standard dynamic (natural 6]) semantics for the call-byvalue, simply-typed -calculus are shown in Figures 10 and 11 .
To show that it su ces to work with the George -style dynamic semantics exclusively, we prove that it is equivalent to the standard dynamic semantics.
We create a correspondence relation 9], rel, that relates Thus it su ces to work with the George -style semantics.
