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We present measurements of superconducting flux qubits embedded in a three dimensional copper
cavity. The qubits are fabricated on a sapphire substrate and are measured by coupling them
inductively to an on-chip superconducting resonator located in the middle of the cavity. At their
flux-insensitive point, all measured qubits reach an intrinsic energy relaxation time in the 6-20 µs
range and a pure dephasing time comprised between 3 and 10 µs. This significant improvement over
previous works opens the way to the coherent coupling of a flux-qubit to individual spins.
Electronic spins in semiconductors such as NV centers
in diamond or phosphorus donors in silicon can reach
coherence times up to seconds [1–3] and are therefore
promising candidates for quantum information process-
ing. However, the main obstacle to an operational spin-
qubit quantum processor is the difficulty of coupling dis-
tant spins. To solve this issue, it has been proposed to
couple each spin to a superconducting circuit which acts
as a quantum bus and mediates the spin-spin interaction
[4, 5]. This approach requires to reach the strong cou-
pling regime where the coupling strength g between the
spin and the circuit is larger than their respective deco-
herence rates. Among all superconducting circuits, the
largest coupling constants could be obtained with flux
qubits (FQ) [6–13] due to their large magnetic dipole.
They can reach up to g/2pi ∼ 100 kHz for realistic param-
eters, which is much larger than the best reported spin
decoherence rates. This brings a strong motivation for
developing FQs with a coherence time T2 > 2/g ∼ 4 µs.
FQ coherence times reported up to now are limited
to T2 . 2µs, with a sizeable irreproducibility [10, 13].
The reasons for these relatively short coherence times are
numerous but stem in part from the poor control of the
electromagnetic environnement of the qubit in previously
used dc-SQUID readout setups [9–11]. A better control of
the environnement was recently demonstrated in the case
of another superconducting qubit, the transmon, by using
a three dimensional (3D) cavity that allows reading out
the qubit and protecting it from spontaneous emission
[9]. A natural question is therefore whether it is also
possible to increase the coherence times of FQs and their
reproducibility by using such a setup.
In this work, we present the first measurements of FQs
in a 3D cavity. The six qubits measured reach repro-
ducible coherence times T2 between 2 and 8µs, which
would be already sufficient to reach the strong coupling
regime with a single spin. In addition, our results shed
light on decoherence of FQs, giving evidence that charge
noise is the dominant decoherence mechanism at their
flux-insensitive point.
A scheme of the three dimensional cavity used in our
experiment is shown in Fig. 1a. The cavity is made of
copper to enable the application of an external magnetic
Figure 1: (a) Cut-away representation of the 3D cavity, with
the LC circuit (in blue) on its sapphire chip. The green arrow
represents the applied magnetic field B. The red arrow repre-
sents the ac electric field E(t) of the first mode of the cavity.
(b) Transmission spectrum of the cavity coupled to the LC
resonator. The first peak at frequency ωLC/2pi = 4.643 GHz
corresponds to the resonance of the LC resonator while the
two other peaks correspond to the first modes of the cavity.
(c-d) Circuit diagram and colorized SEM micrograph showing
the FQ (in red) inductively coupled to the LC resonator (in
blue). (e) Amplitude of the transmitted signal at frequency
ωLC as a function of B, showing the signal from the six qubits.
field B to the FQs. Its dimensions are chosen for its
first mode to be at 5.6 GHz. The sample inserted in the
cavity is a sapphire chip with an LC resonator induc-
tively coupled to six FQs, with a coupling constant ∼ 50
MHz. The LC resonator acts as an intermediate cou-
pler [12] between the FQs and the first cavity mode. It
appears as a resonance peak at ωLC/2pi = 4.643 GHz in
the transmission spectrum (Fig. 1b) with a quality factor
QLC ∼ 1.5 × 104 determined by the length of the input
and output antennas inside the cavity (see Fig. 1a).
Figure 1d presents a colorized SEM micrograph of one
of the FQs. It consists of a superconducting aluminum
loop of area A intersected by four Josephson junctions.
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2Figure 2: Characterisation of Q3 (top panels) and Q4 (bottom panels): (a-b) (left panels) Measured qubit frequency ω01(Φb)
(blue dots) and fit (red curve) yielding the qubit parameters ∆ and IP . (Right panels) Spectroscopy data at Φb = 0 (blue dots).
Q3 spectrum is fitted with a single Lorentzian peak ; Q4 spectrum is fitted with a sum of two Lorentzian peaks separated by
150kHz. (c-d) (left panels) Qubit energy relaxation and spin-echo measurements. The excited state probability is plotted as a
function of the delay between the pi pulse and readout pulse (blue dots) or between the two pi/2 pulses of the echo sequence
(purple dots). Red (orange) solid line is an exponential fit to the energy relaxation (spin-echo) data. (Right panels) Measured
Ramsey fringes (blue solid line), with fit (red solid line) to exponentially damped single (top) and double (bottom) sine curves.
Three of the junctions are identical with a Josephson en-
ergy EJ/h = 250 GHz and a single electron charging en-
ergy EC/h = 3.6 GHz; the fourth junction area is smaller
than others by a factor α (see Table I). When the flux
threading the loop Φ = BA is close to half a flux quan-
tum Φ0/2, the two states characterized by a persistent
current ±IP in the loop become degenerate, hybridise
and give rise to an energy splitting ~∆ called the flux-
qubit gap. This circuit behaves therefore as a two-level
system and its transition frequency is ω01 =
√
∆2 + ε2
with ε = 2 IPΦb/~ and Φb = Φ− Φ0/2 [6, 7].
The qubits are fabricated by double angle-evaporation
of Al–AlOx–Al on sapphire . We use a tri-layer PMMA-
Ge-MAA process [18], which provides a good precision
and reproducibility of the junction size and a rigid germa-
nium mask, robust to the O2 ashing and ion milling clean-
ing steps, which evacuates efficiently the charges during
e-beam lithography. The measurements are performed
in a cryogen-free dilution refrigerator at a temperature
of 33 mK. The device is magnetically shielded with 2
Cryoperm boxes surrounding a superconducting enclo-
sure. The cavity is also closed using Ecosorb corks and
seals, in order to protect the sample from electromag-
netic radiation that could generate quasiparticles [19].
The input line is attenuated at low temperature to mini-
mize thermal noise and filtered with impedance-matched
radiation-absorbing filters. The readout output line in-
cludes several filters, two isolators and a cryogenic HEMT
amplifier. Qubit state manipulations are performed by
injecting in the input line microwave pulses at ωd ∼ ω01,
followed by a readout pulse at ωm ∼ ωLC whose ampli-
tude and phase yield the qubit excited state probability
[20].
An advantage of the cavity readout is the possibility
to measure several qubits in a single run, by fabricat-
ing them with different loop areas Ai so that the field
Bi = Φ0/2Ai at which the flux reaches Φ0/2 is different
for each qubit. Figure 1e presents the amplitude of the
transmitted signal at frequency ωLC as a function of B,
showing a dip in the amplitude of the transmitted signal
when the frequency of any of the six FQs comes close to
ωLC .
Each qubit is characterized by its spectroscopic pa-
rameters ∆ and IP , extracted from the dependence of
its resonance frequency on the applied flux. These val-
ues, given in Table 1, are in good agreement with the
predictions of the model described in [21] using both
the measured values of α and of the tunnel resistance
of the junctions. The coherence properties of each qubit
are measured with the appropriate microwave pulse se-
quence [22]: the energy-relaxation time T1, the Ramsey
coherence time T2R from which one gets the Ramsey pure
dephasing time (TϕR)−1 = (T2R)−1 − (2T1)−1, and the
echo decay time T2E yielding the echo pure dephasing
time (TϕE)−1 = (T2E)−1 − (2T1)−1.
We now present detailed measurements on the qubits
3Q3 and Q4 having the longest coherence times. The flux
dependence of their frequency, shown in Fig.2a (b), yields
∆/2pi = 8.47 (9.01) GHz and IP = 169 (160) nA for Q3
(Q4). Since both qubits were designed to have the same
parameters, this shows good control of our e-beam lithog-
raphy and oxidation parameters. We now turn to the
coherence times at the so-called optimal point Φb = 0,
where the qubit frequency ω01 = ∆ is insensitive to first
order to flux-noise [10, 11]. Energy relaxation (see Fig.2c-
d) is exponential with T1 = 8µs for Q3 and 18µs for Q4.
Ramsey fringes also show an exponential decay for Q3
with TϕR = 8.5µs, and an exponentially decaying beat-
ing pattern for Q4 with TϕR = 10µs. These features are
consistent with the qubit spectra measured after an exci-
tation pulse of ∼ 20µs with a power well below saturation
(see Fig.2a): Q3 line is Lorentzian with a full-width-half-
maximum (FWHM) of 85 kHz, while Q4 line consists of
a doublet of two Lorentzians separated by 150 kHz and
having a width of 40 kHz, whose origin is discussed fur-
ther below.
The amplitude of the spin-echo signal decays exponen-
tially (see Fig.2 c,d) with finite pure dephasing times
TϕE = 17µs for Q3 and TϕE = 16µs for Q4. This moder-
ate improvement compared to the Ramsey pure dephas-
ing times points out to the presence of high-frequency
noise in our circuit in contrast to previous reports [11, 13].
We attribute this effect to fluctuations in the photon
number (photon noise) of one or several cavity modes
inducing fluctuations of the qubit frequency due to the
dispersive shift [10, 23, 24]. This noise cannot be compen-
sated by the echo protocol because its correlation time
(∼ 100 ns - 1µs) given by the mode energy damping is
shorter than the echo sequence duration. By plunging
the antennas deeper in the cavity for reducing the cav-
ity damping time, the observation of a lower T2E con-
firms this explanation [23, 24]. Interestingly, removing
the photon-noise contribution from the Ramsey pure de-
phasing time yields a “low-frequency Ramsey dephasing
time” (T˜ϕR)−1 = (TϕR)−1 − (TϕE)−1 with T˜ϕR = 16µs
for Q3 and T˜ϕR = 30µs for Q4. This one order of mag-
nitude improvement compared to previous flux-qubit ex-
periments that reported T˜ϕR in the 0.2− 2.5µs range at
the optimal point [10, 11, 13] is discussed later.
Away from the optimal point, decoherence is gov-
erned mainly by flux-noise in agreement with previous
works [11, 13]. The Ramsey and spin-echo damping be-
come Gaussian as |Φb| increases, which is characteris-
tic of 1/f noise [25]. Fitting the Ramsey (or echo) en-
velope as fR,E(t) = e−t/(2T1)e−(ΓϕR,Et)
2
, we observe a
linear dependence of ΓϕR,E = (TϕR,E)−1 on |Φb|, with
ΓϕR ∼ 4.5 ΓϕE (see Fig. 3), consistent with dephas-
ing caused by flux-noise. Indeed, assuming a flux-noise
power spectral density SΦ(ω) = AΦ/ω, one can show
[11, 25] that ΓϕE =
√
AΦ ln 2 |∂ω01/∂Φb| and ΓϕR =√
AΦ ln(1/ωIRt) |∂ω01/∂Φb|, with ωIR an infrared cut-
Figure 3: Pure dephasing rates of Q4 as a function of Φb:
Experimental (dots) and fitted (line, see text) echo (a) and
Ramsey (b) dephasing rates.
off frequency determined by the rate of data acquisi-
tion, and |∂ω01/∂Φb| ' 2 IP |ε| /~∆. In our experiments,√
ln(1/ωIRt) ∼ 3.7 predicting ΓϕR ∼ 4.5 ΓϕE in agree-
ment with the measured value. We find an amplitude
AΦ = (2.5 µΦ0)
2 comparable to previously reported val-
ues [11, 13].
All six qubits were characterized in this way, over sev-
eral cooldowns (see Table I). Energy relaxation times
were found to change from cooldown to cooldown, and
also to occasionally change abruptly in the course of
one cooldown. Several mechanisms contribute to relax-
ation; among them, spontaneous emission of a photon by
the qubit in the measurement lines (the so-called Pur-
cell regime [26]). Because this spontaneous emission rate
T−1P is also the rate at which a photon coming from the
measurement line is absorbed by the qubit, it can be
quantitatively determined by measuring the qubit Rabi
frequency ΩR for a given microwave power Pin at the
cavity input. For a qubit coupled symmetrically to the
input and output lines, one gets
TP =
2
Ω2R
Pin
~ω01
. (1)
∆/2pi (GHz) IP (nA) α T1(µs) TP (µs) TϕR(µs) TϕE(µs)
Q1 2.70 245 0.61 6-10 1.1× 105 2 7
Q2 4.91 207 0.55 2 3 - -
Q3 8.47 169 0.49 6.5-8 30 8 17
Q4 9.01 160 0.49 13-18 270 10 16
Q5 9.71 171 0.43 5.5-12 90 5 >100
Q6 15.15 140 0.4 4 12 - -
Table I: Parameters of the different measured FQs. Here ∆
is the FQ gap, IP is the persistent current flowing in the loop
of the qubit, α corresponds to the measured ratio between
the small and big junctions, T1 is the relaxation time, TP the
Purcell limit time due to the coupling of the qubit with the
cavity, TϕR and TϕE the coherence times obtained by Ramsey
and Echo sequences respectively.
4Comparing these estimates with the measured T1 times
(see Table I), we find that Q2 and Q6 are almost Purcell-
limited. The intrinsic energy relaxation time 1/(T−11 −
T−1P ) of all six measured qubits at their optimal point
is thus in the 6 − 20µs range. This significant improve-
ment over previous reports of T1 in the 0.5 − 4µs range
[9–11, 27] (except one sample for which T1 = 12µs [13])
is probably due to a combination of several factors: good
control of the electromagnetic environment in the 3D cav-
ity [9], careful filtering and shielding against infrared ra-
diation [19], low-loss sapphire substrate and different fab-
rication process.
The frequency dependence of the relaxation rate Γ1 =
(T1)
−1 of Q4 in the vicinity of the optimal point is shown
in Fig. 4. Large variations are observed, with in partic-
ular a reproducible increase of the relaxation rate by a
factor 2 over 1 MHz, as also recently observed for a trans-
mon qubit [28]. No corresponding anomaly in the Rabi
frequency was observed at this point, which excludes
spontaneous emission into the measurement lines (see
Eq. (1)). We attribute therefore this peak to one reso-
nant microscopic two-level system (TLS) weakly coupled
to the qubit [28]. The remaining constant background
∼ (20µs)−1 could be due to dielectric losses, vortex mo-
tion, or out-of-equilibrium quasiparticles.
To estimate the quasiparticle contribution to re-
laxation, the same measurements were performed at
150 mK, a temperature at which the quasiparticle density
is expected to be close to its thermal equilibrium value.
The relaxation rate increases to Γ(150 mK)1 ' (5 µs)−1 due
to quasiparticles with a similar frequency dependence as
at 33 mK, although less prononced. Assuming that quasi-
particles are mainly generated in the pads of the LC res-
onator and diffuse into the galvanically coupled qubits,
we estimate the density of quasiparticles in the vicinity
of the qubit nqp(150 mK) = 1µm−3 [29]. This density
yields a theoretical relaxation rate Γ(qp)1 = (14µs)
−1[21],
lower than the measured value by a factor 3, a discrep-
ancy which we attribute to the crudeness of the modelling
of quasiparticle diffusion. Since Γ(qp)1 is proportional
to the quasiparticle density [29], we conclude that an
out-of-equilibrium quasi-particle density of ∼ 0.3µm−3
would be sufficient to explain the measured energy re-
laxation times at 33mK, which seems a plausible value
in view of earlier reports in other superconducting qubit
circuits [9–11]. However, the dielectric loss contribution
is also important. Taking into account reported val-
ues of dielectric loss tangents ∼ 2 × 10−5 [21], we find
Γ
(dielectric)
1 ∼ (25µs)−1, which is comparable to the mea-
sured values. Along these lines, we note that flux qubits
fabricated on a high resistivity silicon chip and measured
with the same setup at 33 mK showed a five-fold increase
in relaxation rate.
Another interesting aspect of our experiment is the
long Ramsey pure dephasing time TϕR measured for Q3
Figure 4: Frequency dependence of the relaxation rate Γ1 of
Q4 in the vicinity of its optimal point at T = 33mK (blue
squares) and T = 150mK (red circles), showing an increased
relaxation rate caused by quasi-particles.
and Q4 at their flux optimal point. Although not quite
as long, all measured qubits have TϕR in excess of 3µs
(see Table I). The origin of decoherence at the optimal
point for FQs has so far not been identified. One striking
feature is the large variability of reported values of TϕR at
the optimal point for rather similar FQ samples, ranging
from 0.2µs [10] up to 10µs in this work, whereas TϕR =
2.5µs in [13]. A doublet structure in the qubit line was
frequently observed at the optimal point [10, 11, 31], with
a greatly varying splitting (20 MHz in [10] and 150 kHz
in this work, as seen in Fig. 2b) which was also found to
vary in time.
All these features are consistent with charge noise be-
ing the dominant noise source limiting TϕR at the optimal
point. The sensitivity to this noise is exponentially de-
pendent on the ratio EJ/EC [7] which is twice smaller
in [10] compared to the present work. Using the model
described in [21], we estimate a charge modulation am-
plitude of ∼ 50 kHz for Q3/Q4 compared to ∼ 120 MHz
for [10] (∼ 300 kHz for [13]), yielding a three orders of
magnitude lower charge noise sensitivity which explains
qualitatively the difference in dephasing time. The dou-
blet lineshape of Q4 can be attributed to slow fluctua-
tions of the electron number parity on one of the qubit
islands [31] as observed for transmon qubits [11, 32].
In conclusion, we have characterized the coherence
properties of six FQs in a three-dimensional microwave
cavity. We consistently find intrinsic energy relaxation
times T1 ranging between 6 and 20µs, a significant
improvement over previous FQ measurements that we
attribute to good control of the electromagnetic envi-
ronment provided by the 3D cavity, low-loss substrate,
and careful filtering. We identify weakly coupled two-
level systems, quasiparticles and dielectric losses as likely
sources of energy damping. At the optimal point, long
Ramsey pure dephasing times up to 10µs are measured,
5limited by a combination of photon noise and charge noise
with roughly equal contribution. We argue that charge
noise is the dominant microscopic dephasing mechanism
for FQs at the optimal point, and that its effect can be
greatly minimized by chosing proper qubit parameters.
Our results prove that FQs can reliably reach long co-
herence times, which opens new perspectives for the field
of hybrid quantum circuits, in particular for the coherent
coupling of single spins to superconducting circuits.
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Appendix A: Hamiltonian of the 4-junction flux qubit
In this section, we present a model of a 4-junction flux qubit taking into account the main geometric capacitance
terms and compare the calculation results with our experimental data.
Fig. 5a presents the circuit diagram of our model. The loop of the qubit is formed by four islands Ii=1,4 shown on
Fig. 5b and connected by 4 Josephson junctions. Three junctions are identical while the area of the junction between
islands I1 and I4 is smaller than the others by a factor α.
The full (4×4) geometric capacitance matrix of the circuit was calculated using a three-dimensional electromagnetic
simulator [1]. We include in the diagram three capacitors which account for the main contribution of the geometric
capacitance. Capacitor Cc represents the capacitance between the largest qubit island I1 and I3; the latter is connected
galvanically to the pads of the LC resonator. Capacitors Cg1 and Cg3 are respectively the capacitances to ground of
I1 and I3.
For qubit Q4, the values of these capacitances were found to be Cg1 = 0.04 fF, Cg3 = 477 fF and CC = 0.57 fF.
In the limit Cg3  Cg1 relevant to our experiment, the circuit Hamiltonian can be written as:
H = −EJ [cos(ϕ1) + cos(ϕ2) + cos(ϕ3) + α cos(ϕ1 + ϕ2 + ϕ3 − 2piΦ/Φ0)] (A1)
+4EC
(1 + 2α+ 2cr)n
2
1 + (1 + 2α+ cr (1 + α))
(
n22 + n
2
3
)− 2α (n1n2 + n1n3 + n2n3)− 2cr (1 + α)n2n3
1 + 3α+ 2cr(1 + α)
where ϕi are the phase differences across the three large junctions of Josephson energy EJ , the operators ni are
conjugated to ϕi and count the number of Cooper pairs tunneling across the junctions, C is the capacitance of the
large junctions, EC is given by EC = e
2
2C , cr is a dimensionless parameter given by cr =
Cc+Cg1
C , Φ is the magnetic
flux through the qubit loop, and Φ0 is the magnetic flux quantum.
A complete description of the system includes all the inter-island capacitances, the capacitances to ground of the
two small qubit islands and the inductance of the qubit loop. Assuming symmetry between the small islands, it can
be shown [2] that the main effect of the additional capacitances is to slightly renormalize the parameters EC , α, and
cr entering the charging energy part of Eq. (A1). In our numerical calculations we take this renormalization into
account, using for the geometric capacitances the values extracted from the full capacitance matrix of our system but
neglected the effect of the loop inductance.
We approximately solve the Schrödinger equation in the charge basis by truncating the Hilbert space to a large but
finite number of charge states (∼ 253) and compare in Figs. c and d the results of the calculation to the measured
values of the flux qubit gap ∆ and persistent current IP .
The Josephson energy EJ was estimated from Ambegaokar-Baratoff relation EJ = h∆0/(8e2RN ) where ∆0 is
the superconducting gap of a 25-nm-thin aluminium film and RN the tunneling resistance of the junction at low
temperature and in the normal state. Assuming ∆0 = 200 µeV [3] and measuring the room temperature tunneling
resistance of the junctions, we find EJ/h = 250 ± 15 GHz.
The charging energy of the junctions EC was estimated by measuring their size and using standard values given in
the literature for the capacitance per unit area. Assuming c = 90 ± 10 fF/µm2 [4–6], we find C = 5.4 ± 0.6 fF and
EC/h = 3.6 ± 0.4 GHz.
The experimental data match well with the calculation and the major influence of adding the geometric capacitance
terms is to reduce the flux qubit gap ∆ by around 1 GHz.
Appendix B: Relaxation Rate Calculations
In this section, we discuss the calculations of the relaxation rates due to quasiparticles and dielectric losses; more
details will be presented elsewhere [2].
Our estimate of the contribution Γ(qp)1 of quasiparticle tunneling to the relaxation rate of Q4 is based on the general
theory of quasiparticle effects developed in Refs. [7, 8]. It was shown there that in a multi-junction qubit, Γ(qp)1 is
obtained by summing the contributions of each individual junction, and that at low temperatures each term in the
sum is proportional to the density of quasiparticles. A number of experiments [9–11] have shown that in aluminum
devices at temperatures & 150 mK, quasiparticles are in thermal equilibrium.
7Figure 5: (a) Circuit diagram of the flux qubit including the main contributions of the geometric capacitance. (b) SEM
micrograph of one of the flux qubits showing the different islands. The island I3 (in blue) is connected galvanically to the
pads of the LC resonator. (c) Persistent current IP vs its gap ∆. For the blue solide line, the parameters of the model were
EJ/h = 250 GHz, EC/h = 3.6 GHz, cr = 0.1102. The upper (lower) blue dotted line corresponds to EJ/h = 265 GHz and
EC/h = 4 GHz (EJ/h = 235 GHz and EC/h = 3.2 GHz). The green circles are the experimental values. (d) Persistent current
IP vs α for the same parameters as (c). The horizontal error bars correspond to the confidence interval in the measure of α by
SEM observation.
Based on the geometry of Q4, we estimate that at this temperature there are on average just 0.1 thermal quasi-
particles in island I1. This means that the with high probability qubit decay can only be induced by a quasiparticle
tunneling from the LC inductor gavanically connected to the qubit into one of the small island. Therefore, indicating
with xqp = nqp/2ν0∆0 the normalized quasiparticle density in the inductor (ν0 is the aluminum density of states at
the Fermi energy and ∆0 = 200 µeV), we have
Γ
(qp)
1 '
4
pi
EJxqp
√
2∆0
ω01
[∣∣∣〈1| sin ϕ1
2
|0〉
∣∣∣2 + ∣∣∣〈1| sin ϕ2
2
|0〉
∣∣∣2] (B1)
The matrix elements can be estimated numerically after having obtained the approximate eigenstates of the Hamil-
tonian in Eq. (A1) and we find ∣∣∣〈1| sin ϕ1
2
|0〉
∣∣∣ ' ∣∣∣〈1| sin ϕ2
2
|0〉
∣∣∣ ' 0.21 (B2)
Since in thermal equilibrium we have xqp =
√
2piT/∆0e
−∆0/T , using the values EJ = 250 GHz and ω01 = 9.01 GHz,
from Eq. (B1) we arrive at the value Γ(qp)1 = 0.07 µs
−1 reported in the main text. This calculation neglects completely
the role of quasiparticles having tunneled into the other islands of the qubit and therefore underestimates Γ(qp)1 .
Turning now our attention to the dielectric loss relaxation mechanism, we use Fermi’s golden rule and the quantum
fluctuation-dissipation relation to write each capacitor’s Ci contribution to the decay rate in the form [2]
ΓCi1 = 16 tan δiECi
3∑
j,k=1
AjiAkiNjk (B3)
where tan δi is the inverse quality factor of the material causing the loss, the Hermitian matrix Njk is defined, using
the matrix elements of the number operators, as
Njk = 〈1|nj |0〉〈0|nk|1〉 (B4)
8and the dimensionless matrix Aij accounts for the different coupling strengths between voltage fluctuations Vi in each
capacitors and the number operators; specifically, this coupling adds the term
2e
∑
i,j
njAjiVi (B5)
to the Hamiltonian in Eq. (A1).
For a simple order-of-magnitude estimate, we take the entries of matrix Nik to be approximately identical
Nik ≈ 0.09 (B6)
with the numerical value calculated numerically using the (approximate) eigenstates of the Hamiltonian in Eq. (1).
Then summing over indices j and k and over all four junctions, we find for the junction capacitors
∑
i∈J
ECi
3∑
j,k=1
AijAik ' EC (1 + 2cr)
2 + 2 + α(3 + cr)
2
[1 + 3α+ cr(1 + α)]
2 (B7)
Here we neglect for simplicity the renormalization of parameters, discussed above, due to the geometrical capacitances
not included in the diagram of Fig. a. Similarly, summing over the geometric capacitors we get
∑
i∈G
ECi
3∑
j,k=1
AijAik ' EC 4 cr
[1 + 3α+ cr(1 + α)]
2 (B8)
From the measured decay rate at 33 mK, we can put upper bounds on the loss tangents for junction and ground
capacitors; using Eqs. (B3) and (B7)-(B8). Assuming that the relaxation of the qubit would be due mainly to dielectric
losses, we find
tan δJ ∼ 2.1× 10−6 , (B9)
and
tan δG ∼ 2.4× 10−5 . (B10)
The value in Eq.(10) is an order of magnitude larger than recent estimates [12], where tan δJ ≤ 3 × 10−7 excluding
the junction dielectric loss as the likely source of relaxation in our qubits. On the contrary, the number in Eq.(11) is
close the the bound tan δG ≤ 2× 10−5 of Ref. [13], indicating that dielectric losses in the substrate or interface oxides
can be one of the main sources of low-temperature relaxation. We note that similar experiments, realized in the same
conditions but on a high-resistivity silicon chip, yielded an increased relaxation rate by a factor of ∼ 5.
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