The minimum message length principle is an information theoretic criterion that links data compression with statistical inference. This paper studies the strict minimum message length (SMML) estimator for d-dimensional exponential families with continuous sufficient statistics, for all d. The partition of an SMML estimator is shown to consist of convex polytopes (i.e. convex polygons when d = 2). A simple and explicit description of these polytopes is given in terms of the assertions and coding probabilities, namely that the i th polytope is exactly the set of data points where the posterior probability corresponding to the i th assertion and i th coding probability is greater than or equal to the other posteriors. SMML estimators which partition the data space into n regions are therefore determined by n(d + 1) numbers which describe the assertions and coding probabilities, and we give n(d + 1) equations that these numbers must satisfy. Solving these equations with a quasiNewton method then gives a practical method for constructing higher-dimensional SMML estimators.
Introduction
The minimum message length (MML) principle [10] is an information theoretic criterion that links data compression with statistical inference [9] . It has a number of useful properties and it has close connections with Kolmogorov complexity [11] . Using the MML principle to construct estimators is known to be NP-hard in general [4] so it is common to use approximations in practice [9] . The term 'strict minimum message length' (SMML) is used for the exact MML criterion, to distinguish it from the various approximations.
The only known algorithm for calculating an SMML estimator is Farr's algorithm [4] which applies to data taking values in a finite set which is (in some sense) 1-dimensional. A method for calculating SMML estimators for 1-dimensional exponential families with continuous sufficient statistics was also recently given in [3] . However, calculating SMML estimators for higher-dimensional data has been an open problem. This paper gives a method for calculating SMML estimators for d-dimensional exponential families of statistical models with continuous sufficient statistics. Section 2 recalls the relevant definitions and fixes our notation. Section 3 shows how the expected two-part code-length I 1 changes as the partition is changed by a small amount, though the proof of the main technical lemma is deferred to Appendix A. Section 4 uses this calculation to prove our main result, that the partition corresponding to an SMML estimator consists of certain convex polytopes. Section 5 shows how this can be used in practice to calculate SMML estimators and Section 6 states the main conclusions from this work.
SMML estimators for exponential families
Partly to define our notation, this section briefly recalls the relevant facts about exponential families and their SMML estimators.
Let X and Θ be the support and natural parameter space of the exponential family (respectively) which are both are open, connected subsets of R d with Θ convex. For each θ ∈ Θ, let f (x|θ) be the probability density function (PDF) on X given by
for any x ∈ X , where the dot denotes the Euclidean inner product, h : X → R is a strictly positive function and ψ : Θ → R is determined by the condition 1 = X f (x|θ)dx for every θ ∈ Θ. Let µ : Θ → R d be the function
which relates the natural parametrization of the exponential family to the expectation parametrization, where E[X | θ] is the expectation of any random variable with PDF (1).
Then by a standard result for exponential families (e.g. see Theorem 2.2.1 of [6] ), ψ is smooth (i.e. infinitely differentiable), µ is a diffeomorphism from Θ to its image (i.e. a smooth function with a smooth inverse) and
where Var(X | θ) is the variance-covariance matrix of any random variable with PDF (1), ∇ ψ is the gradient of ψ and Hess(ψ) is the Hessian matrix of ψ. Let π be a Bayesian prior on Θ and define the marginal PDF r by
for any x ∈ X . We assume π is chosen so that the first moment of r exists. For the case considered above, an SMML estimator with n ≥ 1 regions is defined as follows [9] . Suppose we are givenθ 1 , . . . ,θ n ∈ Θ (the assertions), q 1 , . . . , q n ∈ R so that 1 = q 1 +. . .+q n and each q i > 0 (the coding probabilities for the assertions) and a partition U 1 , . . . , U n of X , i.e. subsets U 1 , . . . , U n ⊆ X so that X = ∪ n i=1 U i and U i ∩ U j is a set of Lebesgue measure 0 for all i = j. We also assume that each U i has non-zero measure and we will place other restrictions on each U i in Section 3. Letθ : X → Θ and q : X → R be the functions which take the valuesθ i and q i on U i (respectively), and note that these definitions make sense except on the set of measure 0 where two or more U i overlap. If we discretize the data space X to a lattice then there is a 2-part coding of the data which has expected length
plus a constant which only depends on the width of the lattice, where X is a random variable with PDF r. Then an SMML estimator with n regions is a functionθ(x) which minimizes I 1 out of all estimators of this form.
The following lemma is a refinement for exponential families of some well-known facts about SMML estimators.
Lemma 1.
If an SMML estimator has partition U 1 , . . . , U n , assertionsθ 1 , . . . ,θ n and coding probabilities q 1 , . . . , q n then
for each i = 1, . . . , n. Also, for any partition U 1 , . . . , U n , not necessarily corresponding to an SMML estimator, if q i andθ i are as in (5) and (6) then
where C is the constant − X r(x) log h(x)dx.
Proof. From (4) we have
Now, assume U 1 , . . . , U n ,θ 1 , . . . ,θ n and q 1 , . . . , q n correspond to an SMML estimator, i.e. they represent a global minimum of I 1 . Then it is not possible to reduce I 1 by changing q 1 , . . . , q n so that 1 = q 1 + . . . + q n and with U 1 , . . . , U n andθ 1 , . . . ,θ n fixed. So by the method of Lagrange multipliers, at the SMML estimator the gradient of (8) (with only q 1 , . . . , q n varying) should be proportional to the gradient of the constraint function q 1 + . . . + q n − 1, i.e. there is some λ ∈ R so that for all i = 1, . . . , n,
where the last step is by (8) , so this and the condition 1 = q 1 +. . .+q n imply (5). Similarly, I 1 cannot be reduced by changingθ i while keeping U 1 , . . . , U n ,θ 1 , . . . ,θ i−1 ,θ i+1 , . . . ,θ n and q 1 , . . . , q n fixed. So ifθ i ∈ Θ ⊆ R d has co-ordinatesθ i = (θ i1 , . . . ,θ id ) then by (5) and (8), for every j = 1, . . . , d,
so (6) follows from (2) . Lastly, (7) follows from (5), (6) and (8) .
Deformations of the partition
By Lemma 1, finding an SMML estimator is equivalent to finding a partition of X which minimizes (7) when q i andθ i are as in (5) and (6) . In this section, we consider an estimator defined by a partition U 1 , . . . , U n and we calculate how I 1 varies as we change the partition by a small amount. This is interesting because, to first order, I 1 should not change under any small deformation when U 1 , . . . , U n corresponds to an SMML estimator. We now place some fairly mild restrictions on the partitions that we consider by assuming each U i is a (not necessarily connected) d-manifold in R d with a piecewise smooth boundary ∂U i (see §3.1 of [1] for a general description of manifolds in R d ). This means that each U i is the solid region in R d bounded by a (d − 1)-dimensional set ∂U i which locally has the same shape as the graph of some smooth real-valued function defined on a small ball in R d , except on a (d − 2)-dimensional set where ∂U i is allowed to have 'ridges' or 'corners' like those that can occur in the graph of the minimum of a finite number of smooth (and transverse) functions. We therefore allow each U i to have a very wide range of topologies and geometries but we do not consider partitions with fractal boundaries, for instance. Since we have already assumed that any two regions U i and U j overlap in a set of measure 0, we require that the interiors of U i and U j are disjoint and hence that
Now, suppose that U 1 and U 2 share a 'face', i.e. that ∂U 1 ∩∂U 2 contains a smooth, (d− 1)-dimensional, curvilinear disc D. We will deform the partition U 1 , . . . , U n by perturbing D slightly.
Let N be the unit normal vector field on D which points out of U 1 and into U 2 , and extend N in any way to a smooth vector field defined on all of R d . Let g : R d → R be any function so that g(x) = 0 except perhaps in a closed and bounded subset Supp(g) of R d (the support of g) which is contained in U 1 ∪ U 2 and which only meets
For all real t close to 0, let
be the position of a particle in R d which starts at x and whose velocity at time t is gN evaluated at the position of the particle (see §3.9 of [1] ). Each F t is a diffeomorphism from R d to itself and it is given by F t (x) = x + tg(x)N (x) to a first order in t, for small t. If we define
is also a partition of X for each t (since F t is a diffeomorphism). Also, F 0 is the identity so U i (0) = U i for all i = 1, . . . , n. Therefore we can consider U 1 (t), . . . , U n (t) to be a deformation of the partition U 1 , . . . , U n . Also, because of the restrictions on Supp(g) above, U i (t) = U i for all t if i = 1, 2 and D is the only part of ∂U 1 ∪ ∂U 2 which changes as t is varied.
We now have the following key lemma.
Lemma 2. Let i be 1 or 2 and let c(t)
where ∇ · (gρN ) is the divergence of gρN and both signs are positive if i = 1 and both are negative if i = 2.
Remark 1. In Lemma 2 and throughout this paper, we will often denote the integral of a function φ(x) over a subset
Proof of Lemma 2. See Sections 4.1, 6.2 and 6.3 of [2] , especially equations 4.7, 6.9, 6.14 and 6.15. The cases i = 1 and i = 2 have different signs because N is the outward-pointing unit normal for U 1 but the inward-pointing unit normal for U 2 . See the Appendix for an alternative proof of this key lemma.
The following theorem gives the first and second variations of I 1 corresponding to the above deformation of the partition, for small t.
Theorem 3. For all t ∈ R close to 0, let U 1 (t), . . . , U n (t) be the partition given above. Let q i andθ i be the functions of t given by (5) and (6) but with U i (t) replacing U i , and let I 1 be the function of t obtained by substituting these functions into (7). Ifİ 1 andÏ 1 are (respectively) the first and second derivatives of I 1 with respect to t then
and
where
)gr dx and Q i is the Hessian of ψ evaluated atθ i (so Q i is symmetric and positive-definite by (3)).
Proof. See Appendix A.
The partition of an SMML estimator
We can now prove our main theorem.
Theorem 4.
where λ i is the linear function of x given by λ i (x) = log q i + x ·θ i − ψ(θ i ). In particular, each U i is a convex polytope determined byθ 1 , . . . ,θ n and q 1 , . . . , q n .
Proof. As in the statement, let an SMML estimator have partition U 1 , . . . , U n , assertionŝ θ 1 , . . . ,θ n and coding probabilities q 1 , . . . , q n . If we define
mi be the closures of the connected components of
k is a d-dimensional convex polytope with boundary lying in ∪ j:j =i P ij but whose interior is disjoint from all of these hyperplanes.
Claim 1: U i is the union of one or more of C
mi . Assume without loss of generality that i = 1 and that U 1 meets U 2 in a (d − 1)-dimensional face. As in Section 3, let U 1 (t), . . . , U n (t) be a deformation of the partition U 1 , . . . , U n corresponding to some g, N and D and let q i ,θ i and I 1 be functions of t as in Theorem 3. An SMML estimator is a global minimum of I 1 soİ 1 = 0 andÏ 1 ≥ 0 at t = 0 for all deformations, so in particular these relations hold for any g, N and D. But by (9),İ 1 = D rg(λ 1 − λ 2 ) dx, and this integral can vanish for all g only if the integrand vanishes on D. So since r > 0, we must have λ 1 (x) = λ 2 (x) for all x ∈ D, i.e. D is contained in the hyperplane P 12 .
Since D is an arbitrary smooth (d−1)-dimensional disc contained in U 1 ∩U 2 , this shows that all of U 1 ∩ U 2 is contained in P 12 except perhaps a set of dimension d − 2 where ∂U 1 or ∂U 2 is not smooth or where ∂U 1 ∩ ∂U 2 has dimension d − 2 or less. Therefore a dense subset of U 1 ∩ U 2 is contained in P 12 . But P 12 is closed so this implies that U 1 ∩ U 2 ⊆ P 12 . Similar comments hold with U 2 replaced by any U j which shares a (d − 1)-dimensional face with U 1 . Therefore ∂U 1 ⊆ ∪ j:j =1 P 1j and the claim follows. 
and hence
(11) By Theorem 3, Q 1 and Q 2 are positive definite, so all terms on the right-hand side of (11) are non-negative for all g and strictly positive for some g, so 
and the claim is proved so assume, in order to derive a contradiction, that C
mi only overlap in sets of measure 0. Taking J to be the set of all j so that C
is on the same side of every P ij ′ as C Each V i has non-zero measure. Suppose, in order to derive a contradiction, that V 1 has zero measure. If V 1 , . . . , V k have zero measure and V k+1 , . . . , V n have non-zero measure for some k ≥ 1 then V i ⊆ U i for all i > k by Claim 3. But U 1 meets each U j (for j = 1) in a set of zero measure, so U 1 also meets each V i in a set of zero measure when i > k. Also, V 1 , . . . , V k all have zero measure so U 1 must meet them in sets of zero measure, too. Hence U 1 ⊆ X meets ∪ n i=1 V i = X in a set of zero measure, so U 1 has zero measure. But this contradicts the fact that U 1 , . . . , U n is a partition, so the claim is proved. k which is contained in U i but meets V i in a set of measure 0. But V 1 , . . . , V n is a partition of X so there is some j = i so that C (i) k meets V j in a set C of non-zero measure. But V j ⊆ U j so C lies in both U i and U j , contradicting the fact that U 1 , . . . , U n is a partition and proving the claim and hence the Theorem.
Theorem 4 is illustrated in Figure 1 . This figure shows an SMML estimator for 2-dimensional normal data with mean θ governed by a normal prior and variance-covariance matrix equal to the identity. The data space was broken into 12, 000 regions (represented by coloured dots in the figure) and each one was randomly assigned one of n = 8 colours.
Changes to the colour of individual points which resulted in lower I 1 were made until no more such changes were possible. The coding probabilities and assertions were then calculated from (5) and (6) and these were used to find the partition (black lines) predicted by Theorem 4, showing an excellent match between the discrete and predicted partitions.
Remark 2. By (1), log q i f (x|θ i ) = log h(x) + λ i (x), so Theorem 4 is equivalent to the statement that
i.e. U i is exactly the set of points where the posterior probability q i f (x|θ i ) corresponding to q i andθ i is greater than or equal to the posterior probability corresponding to any other q j andθ j .
Remark 3. The version (13) of Theorem 4 might generalize to non-exponential families of statistical models. If this is true then the partitions for these models will not, in general, consist of polytopes.
Remark 4. Theorem 4 also implies that each U i is the projection to R d of one of the facets (i.e. d-dimensional faces) of the convex polytope
This description is useful in practice when trying to construct the partition corresponding to given assertions and coding probabilities.
We also have the following corollary, which generalizes the one given in [3] to higher dimensions. Recall from Section 2 that q(x) andθ(x) are step functions which are constant on the interior of each U i and are not defined on ∪ n i=1 ∂U i , where two or more of the U i overlap.
Corollary 5. For an SMML estimator,
for all x in the dense subset of X where the left-hand side is defined. So even though q(x)f (x|θ(x)) is composed of step functions, it extends continuously to all of X .
Proof. Note the left-hand side of the equation in the statement is defined exactly when x lies in the interior of some U j . But in that case, log q(x)f (x|θ(x)) = log q j f (x|θ j ) = log h(x) + λ j (x) = log h(x) + max i∈{1,...,n}
where the second equality used (1) and the last equality used Theorem 4. Since this formula holds for all j, taking exponentials completes the proof.
Lastly, the conditionÏ 1 ≥ 0 on the second variation of I 1 gives us the following inequality. 
for any x ∈ U i ∩ U j , whereμ i = µ(θ i ) and Q i is the Hessian of ψ evaluated atθ i .
Proof. Assume, without loss of generality, that i = 1 and j = 2. Let g, N and D be as in Section 3 so, as in the proof of Theorem 4,Ï 1 ≥ 0 becomes the inequality (11) . Now, D ⊆ P 12 implies that N is proportional toθ 2 −θ 1 so the inequality (12) and the fact that N is a unit vector gives N · (θ 2 −θ 1 ) = θ 2 −θ 1 . Combining this with (11) gives
(14) for any g and D. Then take a sequence of g approaching a Dirac delta function to get the desired result at any x ∈ D. But D was arbitrary so the lemma holds for x in a dense subset of U 1 ∩ U 2 , hence it holds for all x ∈ U 1 ∩ U 2 .
Constructing SMML estimators
The usual approach to constructing an SMML estimator is to use (5) and (6) to, in effect, parameterize the assertions and coding probabilities by the partition and then to try to find the partition which minimizes the expression (7) for I 1 [9, 4, 3] . Theorem 4 allows us to reverse this approach, i.e. to use the assertions and coding probabilities to parameterize the partition. This is useful when d ≥ 2 because then the set of all possible partitions is infinite dimensional while the assertions and coding probabilities are described by n(d + 1) numbers. With this parametrization, (5) and (6) become n(d + 1) equations which are satisfied at the SMML estimator. It is therefore possible to find the SMML estimator for a given number n of regions by solving these equations (maybe with a quasi-Newton method).
In the case d = 1, the above approach finds an SMML estimator by solving 2n equations in 2n unknowns while the approach of [3] for the same problem solves n − 1 equations in n − 1 unknowns. Therefore the method of [3] is probably more efficient than the one above for 1-dimensional problems.
Summary and conclusions
We studied SMML estimators for d-dimensional exponential families with continuous sufficient statistics. Because the data space is continuous, we could use methods from calculus to study how the expected two-part code length I 1 changed under small deformations of the partition. Since SMML estimators are global minima of I 1 , all deformations of the partition of an SMML estimator must satisfy the conditionsİ 1 = 0 andÏ 1 ≥ 0 on the first and second variations of I 1 . These conditions were then used to prove that the partition of an SMML estimator consists of certain convex polytopes determined by its assertions and coding probabilities. We further gave equations which these assertions and coding probabilities must satisfy, thereby providing a method for constructing SMML estimators for exponential families in practice. While the results given here apply for all d, this approach is probably less efficient than the one given in [3] when d = 1.
Our results rest on the assumption that each set U i in the partition is a d-manifold with piece-wise smooth boundary. This is a mild assumption, since it still allows each U i to have a very wide range of topologies and geometries. However, properly speaking, we have only shown that convex polytopes minimize I 1 out of all partition consisting of d-manifolds with piece-wise smooth boundaries. It is therefore possible (though maybe unlikely) that other partitions, such as those with fractal boundaries, might give smaller expected codelengths. To address this possibility, it might be possible to use methods from geometric measure theory to generalize our results to partitions consisting of rectifiable sets or more general objects. However, this would still leave open the possibility that a smaller I 1 could be found by allowing even more general partitions. Also, while most geometric measure theory text books allow very general sets U i , they unfortunately seem to derive Lemma 2 only for ρ an integer-valued function [5, 8, 7] .
A Proofs of technical lemmas
We first prove the first and second variation formulae for I 1 under small deformations.
Proof of Theorem 3. Letμ i def = µ(θ i ). Then by (7),
so differentiating both sides with respect to t and denoting derivatives with dots gives
by the chain rule and (2), and 0 = n i=1q i since 1 = n i=1 q i for all t. Therefore
Differentiating this again and denoting second derivatives by double dots gives
We now apply Lemma 2 to calculate the derivatives of q i and q iμi . Setting ρ = r in this lemma givesq
where all the derivatives are evaluated at t = 0. Setting ρ(x) = x j r(x) in Lemma 2, where
gives us the first and second derivatives of the j th component of q iμi . Putting these components together gives
where, again, all the derivatives are evaluated at t = 0. Here we have used the fact that
When i = 1, 2, U i (t) = U i for all t so all derivatives of q i and q iμi vanish in this case. Then combining (15), (17) and (19) gives
Substituting (17)- (20) into (16) gives
Now,μ i = µ(θ i ) soμ i = J iθi where J i is the Jacobian matrix of µ evaluated atθ i . But by (2) and (3), J i = Q i and Q i is symmetric and positive definite. This implies that Q i is invertible soθ i = Q −1 iμ i . Writing the left-hand side of (19) asq 1μ1 + q 1μ1 , rearranging and using (17) giveṡ We cited the literature for a proof of Lemma 2. However, this is a key lemma, so we also give a proof in this appendix, beginning with a general lemma. See [1] for an introduction to differential forms, Lie derivatives, Stokes' theorem, etc. where d is the exterior derivative and i V α is the interior product of V and any differential form α.
Proof. We first note that
where L V is the Lie derivative of V . So using Cartan's formula L V = d i V + i V d, the fact that dω = 0 (since ω is top-dimensional) and Stokes' theorem we have
Similar reasoning gives
where the hat indicates that the term is excluded. Therefore
Substituting this into (22) then completes the proof of the lemma since g is 0 on ∂U i except perhaps in D and i N dx 1 ∧ . . . ∧ dx d is the volume form on ∂U 1 and minus the volume form on ∂U 2 .
