Abstract. In this paper, we consider the principal eigenvalue problem for Hormander's Laplacian on R n , and we find a comparison principle for such principal eigenvalues. We also study a related semi-linear sub-elliptic equation in the whole R n and prove that under a suitable condition, we have infinite many positive solutions of the problem.
Introduction
In this work, we study sub-elliptic problems arising from Hormander's vector fields on the whole Euclidean space R n . We shall study the principal eigenvalue problem of Hormander's Laplacian on R n . We shall also treat some related semi-linear sub-elliptic problems both in bounded domains of R n and in R n . Recently, people studied the geometry and analysis for the Hormander's vector fields, and some basic regularity properties of Hormander's Laplacian on bounded or closed manifolds have been found (see [1] , [2] , [3] ). In fact, many important geometric problems (such as the Yamabe problem on CR manifolds and sub-elliptic harmonic maps) have attracted a lot of attentions (see [4] and [5] ). From the analytical point of view, it is a challenge to extend some of the beautiful results for elliptic problems to those of sub-elliptic problems. Interestingly, the moving plane method has been used to study the symmetry properties of positive entire solutions of Yamabe-type equations on groups of Heisenberg type (see [6] , [7] , [8] ). All these extensions are nontrivial. The potential mathematical applications of this research direction may be found in complex geometry.
Before giving the statements of our results, let us now recall some definitions and properties concerning with Hormander's vector fields on R n . Given a family of smooth vector fields X j , 1 ≤ j ≤ m in R n . We say that {X j } are Hormander's vector fields if X 1 , ..., X m together with their communicators up to a certain fixed length p span the tangent space R n at each point x ∈ R n . The important thing here is that from this system of vector fields, we can define a metric in the following way. Let H be the space of horizontal curves, i.e., each such curve is a piecewise C 1 mapping γ : [0, T ] → R n such that it holds
f j (t)X j (γ(t)).
for some piecewise continuous functions
We call T the horizontal length of γ. For any x, y ∈ R n , define
It is known that this metric is equivalent to the usual Euclidean metric ( [9] [10]). We denote by B d (x 0 , R) the metric ball in (R n , d) with center x 0 ∈ R n and radius R > 0. Let D be an open domain in R n . We introduce the following Sobolev
where x ∈ D. We define
which is a norm defined on C 
We also use the definition
for the whole space D = R n .
Write by
Here and hereafter we use the standard summation convention. Throughout this paper, we always assume that the vector field group {X j } m 1 on R n is a family of Hormander's vector fields. For each j, we define the formal adjoint of X j by
where f ∈ C 1 0 (R n ). Then we give the definition of Hormander's Laplacian on R n (see also [3] ):
where
Remarks. Generally speaking, this operator is not elliptic, but it enjoys a lot of properties from elliptic operators. In particular, H is a hypoelliptic operator (see [11] ). We also have many properties just like in the elliptic case. For example, M 1 0 (D) is a Hilbert space for bounded domain D ⊂ R n , and we have Bony's maximum principle (see [12] ), the Harnack inequality (see [1] ), and Sobolev's inequality (see [13] ) under suitable conditions. Therefore, people can use variational methods to prove the existence of weak solutions of some semi-linear partial differential equations related to Hormander's Laplacian. Some well-known results will be recalled in the next section. In this paper, we say that a bounded domain D is a regular bounded domain if its boundary ∂D has non-characteristic points for the Hormander's Laplacian H.
Given a smooth function V (x), which may change sign in R n . People want to study the unique continuation property of the following equation
We will use another type of unique continuation property [14] . Harnack Inequality for (1.1) has a closed relation with unique continuation property. Hence, we assume that there holds the Harnack inequality for non-negative solutions of the equation (1.1) on Ω. Namely, if u is a non-negative smooth solution of the equation (1.1) on Ω, then, for each point x 0 ∈ Ω, there exist positive constants R and C such that
Remarks. We point out that our weak unique continuation property follows from the Harnack inequality. Note that this Harnack inequality is true for smooth potentials V (see [1] ). In fact, a larger class of potentials V for the Harnack inequality being true is found there. Assume that the vector field group X j , 1 ≤ j ≤ m is a family of Hormander's vector fields on R n . In [1] , the authors found the class K loc H for the potential functions V such that the Harnack inequality is true for the non-negative solutions of (1.1). Let's recall the definition for the interested readers. Let Γ be a positive fundamental solution of (1.1) which is
|V (y)|Γ(x, y)dy = 0 for every bounded set U ∈ R n . With these preparations, we state our following results.
We remark that, although this is a new result for sub-elliptic operator, its elliptic version is well-known in the theory of elliptic partial differential equations of second order (see [15] ). Actually, the proof of Theorem 1.2 is almost the same as in elliptic problems. However, for completeness, we will give a detailed proof for our case in the next section. In our proof of Theorem 1.2, we only make use the interior regularity of weak solution and our weak unique continuation property. It would be interesting to study viscosity solutions of non-linear heat flow/system with Hormander's Laplacian (see [16] for related work).
We also point out that every λ H 1 (D) is achieved in the sense that there is a positive smooth function u D satisfying
One can use the direct method and the compact imbedding theorem (see Theorem 2.2 below) to obtain this result. Another way to get this result is the approximation method. We give an idea for approximation method here. Define
Then we also have that
Hence, by standard elliptic theory [17] , we can find a positive smooth function
Using a priori estimate (see Lemma 3.6 in [5] ) we can find a subsequence (u k ) ⊂ (u ǫ ) which converges in M 2 loc (D) to a nontrivial nonnegative function u. This u satisfies
. Using the regularity result ( see [10] and [4] ) we know that u is the eigenfunction of λ H 1 (D). We come to consider the principal eigenvalue comparison results. Let g(x) be a nontrivial (maybe non-smooth) function, which may change sign in R n . We consider the principal eigenvalue problem for the equation:
By definition, a principal eigenvalue of (1.2) is a positive constant λ 0 such that there is a positive C 1 solution u(x) of (1.2) when λ = λ 0 . When H = −∆ is the standard positive Laplace operator on R n , there have been a number of authors studying such a problem. One may see [18] for references. However, there is few work on our problem (1.2). We have the following result Theorem 1.3. Assume that g + is a smooth potential (or more generally g + ∈ K loc H ) such that there is a principal eigenvalue µ for the problem (1.2) with g = g + . Let g(x) be a smooth function in R n such that
Then any number λ ∈ (0, µ] is a principal eigenvalue of (1.2).
Remarks. We believe that this kind of result is also true for some non-linear sub-elliptic problems. In the standard elliptic case, this result has been obtained by Z.R. Jin in his interesting paper [19] . Clearly, our result is more general than his result. Jin's argument can not be carried out to our case because he used stronger estimates for second order uniformly elliptic operators. Our argument is new and it is of variational nature. Our proof is based on Theorem 1.2.
We also study the existence of a non-trivial non-negative solution of the following sub-elliptic equations on regular domains:
with the Dirichlet boundary condition:
where a(x) and b(x) are continuous functions on Ω with a ∞ < ∞ and b(x) nonnegative and not identically zero, Ω is a smooth bounded regular domain in R n . our result is stated in Proposition 4.2 below. As we said before, we are also interested in studying the existence of positive solutions of a semi-linear sub-elliptic equation in the the whole space R n :
where k(x) and K(x) are given smooth functions in R n , p > 1 is a constant. It is clear that the equation is a Yamabe-type or logistic equation. To get a reasonable result, we need a basic property for the vector fields {X j } in R n . Property (P): There exists a suitable non-negative function f ∈ C α loc (R n ) such that for given any ǫ ∈ R, we have the property that the Poisson equation
Remark. Note that Property (P ) is always true when H is uniformly elliptic in R n . Property (P ) is also true for the HormanderLaplacian on the Heisenberg group ( [20] , [4] ). We do not know if Property (P) is true for a general class of Hormander vector fields.
Then we have the following Theorem 1.4. Assume that the property (P) is true for the Hormander vector fields X j in R n . Then there is a constant θ > 0 such that if |k(x)| ≤ θf (x) and |K(x)| ≤ θf (x) for every x ∈ R n , then (1.3) has a family positive solutions
We remark that a similar result was obtained by F. H. Lin ([21] ) when H is uniformly elliptic in R n . We think that such result may play an important role in understanding sub-elliptic Yamabe-type problems and Logistic equations on R n . Here is the plan of the paper. We shall state some well known facts in section two. Proofs of Theorems 1.2 and 1.3 are given in section three. We study the non-linear sub-elliptic problem with the Dirichlet boundary condition in bounded domains in section four. In section five, we study the Yamabe type or the logistic type nonlinear problem (1.3).
In the following, we denote C the varying constants in different positions.
Some facts about Hormander's vector fields
We first state Bony's maximum principle [12] . Let Ω be a regular domain in R n and let ρ(x, y) be the distance function defined by the Hormander vector fields {X j }. For α ∈ (0, 1), we define the Holder spaces then w = 0 in Ω. Furthermore, the maximum principle also holds for weak solutions w ∈ M 1 (Ω) of (H − V )w ≤ 0 in the usual weak sense .
A remarkable result for Hormander's vector fields is the following Poincare inequality of Jerison (see Theorem 11.20 and the remark afterward in [10] ): Theorem 2.2. Let X 1 , ..., X m be a system of Hormander's vector fields on R n . Then for every compact subset K ⊂ R n there are constants C and R 0 such that for any Lipschitz function u :
where B d is a ball center at K with radius R < R 0 and u B is the average of the integral of u over B d .
The doubling condition (in short,DC) is true for Hormander's vector fields on
For any bounded open domain D of R n , there exist positive constants C 1 and R 1 such that for any
Here | · | denotes the Lebesgue measure of the subset · of R n . The property (DC) is very important. With this property, one can show that the Poincare inequality (see page 79 in [10] ) implies the following Sobolev inequality:
with q > p for all smooth functions u with compact support in the metric ball B d . By using these Poincare and Sobolev inequalities, we have the RellichKondrachov compactness theorem (see Theorem 8.1 in [10] ):
Proofs of Theorems 1.2 and 1.3
We now prove Theorem 1.2.
Proof. Assume that we have a positive smooth function u satisfying
Let w = logu. We calculate and find:
Let f ∈ C 1 0 (D). Multiplying (3.1) by f 2 and integrating by parts, we have
By the Cauchy-Schwartz inequality we know that the right hand side of the above inequality is bounded by
Then we get
This gives that λ [5] and [3] ), we know that u D is smooth in the interior of the domainD. By our weak unique continuation property we find that u D = 0 inD. This is a contradiction to the fact that u D > 0 in D. Thus, we have proved Theorem 1.2.
In the rest of this section, we give the proof of Theorem 1.3.
Proof. Take a fixed λ ∈ (0, µ]. We choose a sequence of bounded domain D k such that 0 ∈ D k ⊂ D k+1 and R n = k D k . We use the direct method [22] to solve the following problem
with the boundary condition
we have
By the assumption of Theorem 1.3 and using Theorem 1.2, we have
So we have
By the Cauchy-Schwartz inequality we have
Hence, we have
As we showed in the remarks after Theorem 1.2, we can take a minimizing sequence of non-negative functions (u j k ) which can be written as u
Hence we have a unique non-negative weak solution u k of (3.2). By the regularity theory (see [10] and [5] ), we can assume that u k is smooth in D, and applying Bony's maximum principle to w = −u k (see also [12] ) we have u k > 0 in D.
We now normalize u k such that u k (0) = 1. Then we may use the Harnack inequality. So, for each compact subset Ω of R n , we can find uniform constants K and C such that for each k ≥ K, we have
Using the a priori estimates in [3] , we may assume that there is a subsequence which converges in C 3 loc (R n ) to a smooth non-negative solution u of the problem
with u(0) = 1. Again by Bony's maximum principle, we have u(x) > 0 for every x ∈ R n . This proves Theorem 1.3.
solutions of a sub-elliptic problem
Although we shall work only in a bounded regular domain of R n , we emphasize that in the remaining part of this paper, we always assume that the vector field group X j , 1 ≤ j ≤ m, is a family of Hormander's vector fields on R n . Assume that Ω is a bounded regular domain in R n . The main purpose of this section is to study the existence of a non-trivial nonnegative solution of the following sub-elliptic equation:
where a(x) and b(x) are continuous functions on Ω with a ∞ < ∞ and b(x) nonnegative and not identically zero. The basic ingredient in the proof consists of the following lemma (see [23] ).
Lemma 4.1. (Comparison Principle) Suppose that Ω is a bounded domain in R n , a(x) and b(x) are continuous functions on Ω with a ∞ < ∞ and b(x) nonnegative and not identically zero. Let u 1 , u 2 ∈ C 2 (Ω) be positive in Ω and satisfy
Proof. Let w 1 , w 2 be C 2 nonnegative functions on Ω vanishing near ∂Ω. Using (4.1), applying integration by parts and subtracting, we obtain
For ǫ > 0, denote ǫ 1 = ǫ and ǫ 2 = ǫ/2 and let Let Ω + (ǫ) = {x ∈ Ω : u 2 (x) + ǫ 2 > u 1 (x) + ǫ 1 }. We have that the integrands in (4.2) (with w i = v i ) vanish outside Ω + (ǫ). The integral on the left hand side of (4.2) equals
which is non-positive. On the other hand, as ǫ → 0, the first term on the right hand side of (4.2) converges to
while the second term in (4.2) converges to 0. Therefore, we must have u 1 ≥ u 2 on Ω, as required.
Using this lemma, we can prove the main result in this section, which is the following: Proposition 4.2. Let Ω be a bounded regular domain in R n . Suppose a(x) and b(x) are smooth positive functions on Ω, and let µ 1 denote the first eigenvalue of Hu = µa(x)u on Ω under Dirichlet boundary condition on ∂Ω. Then the problem
with the boundary condition:
has a unique positive solution u µ ∈ C 1 (Ω) for every µ > µ 1 .
Proof. The existence follows from a simple upper and lower solution argument. Clearly any constant greater than or equal to
is an upper solution. Let φ be a positive eigenfunction corresponding to µ 1 . Then for each fixed µ > µ 1 and all small positive ǫ, ǫφ < M is a lower solution. Thus, by using the monotone method (see Proposition 5.1 below) there is at least one positive solution. If u 1 and u 2 are two positive solutions, we apply Lemma 4.1 and conclude that u 1 ≤ u 2 and u 2 ≤ u 1 both hold on Ω. Hence u 1 = u 2 . This proves the uniqueness.
Poisson Problem and Yamabe Type Equation
In this section, we shall study a Yamabe-type or logistic equation in the following form :
Hu + k(x)u − K(x)|u| p−1 u = 0 where k(x) and K(x) are given smooth functions in R n , p > 1 is a constant.
The following result should be well-known to experts and its proof is similar to that of Theorem 2.10 in [24] . where F (x, y) is a locally Holder continuous function which is locally Lipschitz in y. Then there is an entire solution U of (4.2) satisfying U 2 ≥ U ≥ U 1 .
We now give the proof of Theorem 1.4.
Proof. According to our Property (P), we have a positive constant θ 1 such that 1). The Poisson equation on R n :
HU(x) = −Cf (x).
has a unique solution V ǫ with lim |x|→+∞ V ǫ (x) = ǫ and 0 < V ǫ (x) ≤ ǫ for any C ∈ (0, θ 1 ) and every ǫ ∈ (1/3, 1/2), and 2). The Poisson equation on R n :
HU(x) = Cf (x).
has a unique solution W ǫ with lim |x|→+∞ W ǫ (x) = ǫ and ǫ ≤ W ǫ (x) < 1 for any C ∈ (0, θ 1 ) and every ǫ ∈ (1/3, 1/2). Take θ = θ 1 /3 and C = 2θ 1 /3. Then, for K(x) ≤ θf (x) and ǫ ∈ (1/3, 1/2), we have 0 < V ǫ ≤ W ǫ < 1, By Proposition 5.1, we have a solution U of (5.2) with V ǫ ≤ U ǫ ≤ W ǫ and lim |x|→+∞ U ǫ (x) = ǫ.
