Long-term, large-scale monitoring programs are becoming increasingly common to document status and trends of wild populations. A successful program for monitoring population trend hinges on the ability to detect the trend of interest. Power analyses are useful for quantifying the sample size needed for trend detection, given expected variation in the population. Four components of variation (within-year variation at a given site, interannual variation within a site, variation among sites in the interannual variation, and variation among sites in mean abundance or density) are commonly considered in power analyses for population trend, but a fifth is rarely considered: variation among sites in the local trend. Spatial variation in trend is expected to reduce statistical power, but the magnitude of this reduction has not been fully explored. We used computer simulations to evaluate the consequences of ignoring spatial variation in trend under a variety of sampling designs and wide ranges of other components of variation. The effect of spatial variation in trend on power was minor when other input parameters took extreme values that made the trend either very difficult or very easy to detect. However, at moderate values of the other parameters, spatial variation in trend had a strong effect, reducing statistical power by up to 60%. In some cases, ignoring spatial variation in trend resulted in an 80% probability of a type I error (falsely detecting a trend in a stable population). Spatial variation in trend is therefore an important consideration when designing a long-term monitoring program for many species, especially those affected by local conditions at sites that are repeatedly surveyed. If variation in trend is ignored, as in many previous power analyses, the recommended sampling design will likely be insufficient to detect the trend of interest and lead to potentially false conclusions of a stable population.
Introduction
Long-term monitoring programs provide vital information on population trends and ecological relationships. Large-scale programs are becoming increasingly common as a result of the growing number of imperiled species, improvements in monitoring efficiency, and an increase in the contributions of citizen science (Marsh and Trenham 2008, Tulloch et al. 2013) . When planning a large-scale program, careful planning of the monitoring design should ensure that the substantial resources invested will allow the program to achieve its goals within a targeted time period.
When designing a successful study or monitoring program, power analysis is a crucial step to estimate the sample size needed to detect an effect size of interest (Gerrodette 1987 , Legg and Nagy 2006 , Reynolds 2012 . For example, when monitoring to detect an overall population trend of a specified magnitude, a power analysis will indicate the number of sites to monitor, as well as the number of time steps (e.g. years) over which the study should be continued. When monitoring might not continue indefinitely, understanding the timeframe necessary to achieve the program's goals is an important outcome of the planning phase. However, a power analysis is only helpful if it closely matches the study system. If the structure of the model or the values underlying the simulated data are unrealistic, the results of the power analysis will not accurately reflect the system. If the necessary sample size is overestimated, resources might be wasted in acquiring more samples than necessary. Even worse, if the necessary sample is underestimated, the resulting study could produce inaccurate results, such as failing to detect that a population is declining and thus falsely concluding that the population is stable.
The most important parameters in a power analysis are the estimates of temporal and spatial variation. For programs that monitor population trends by repeatedly sampling a fixed set of sites, power analyses have generally considered three components of temporal variation: within-year variation at each site, interannual variation within each site, and variation among sites in the magnitude of the interannual variance (Larsen et al. 2001) . Within-year variation can be addressed by targeting the surveying period appropriately or by sampling multiple times per year (Larsen et al. 2001) . Interannual variation, either within or across sites, has a stronger influence on statistical power: with high interannual variation, the duration of the study becomes more important than the number of sites (Thogmartin et al. 2007 , Urquhart 2012 .
One component of spatial variation has also commonly been considered for programs monitoring population trend: variation across sites in the mean value of the attribute, such as when some sites have lower or higher density than others. Variation in the mean can reduce statistical power and increase the probability of failing to reject the null hypothesis of a stable population, even if the population is showing a true trend (type II error; Larsen et al. 2001 ). However, a second component of spatial variation has less commonly been considered: the variation across sites in population trend, such as when subpopulations are declining at some sites but increasing or stable at others (Vanleeuwen et al. 1996 , Urquhart 2012 . Depending on conditions such as habitat quality, some sites or subpopulations may have higher or lower birth rates, survival rates, or net gains from immigration than others, thus showing local population trends that can differ from the overall trend (Ward et al. 2010 , Thogmartin et al. 2012 .
Site-specific differences in trends could have important biological or management implications. However, when the aim is to estimate an overall trend for a species or metapopulation, spatial variation in trend must be considered. Ignoring variation among sampling units could result in overconfidence in the estimated overall trend, increasing the probability of falsely rejecting the null hypothesis of a stable population (type I error; Schielzeth and Forstmeier 2009) . A power analysis that ignores spatial variation in trend would therefore be expected to overestimate the statistical power of a given sampling design, resulting in a recommended sample size (number of sites and/or years) that could be insufficient to detect the global population trend of interest (Urquhart 2012) .
However, spatial variation in trend has often been ignored in ecological power analyses. A survey of 20 papers published in 1987-2014 that estimated statistical power to detect population trend indicated that only four accounted for spatial variation in the population trend (Supplementary material Appendix 1). Three of those allowed the trend to vary by site, while the fourth included an interaction between year and a fixed effect of site and was interested in both the site-specific and overall trends. In the remaining 16 papers, the authors did not explain why they ignored spatial variation in trend. In some cases, the population might be assumed to be primarily regulated by factors outside of the study area for which the power analysis is being conducted. For example, many migratory birds are surveyed on the breeding grounds, but population trends might be driven by conditions at stopover sites or wintering areas (Weber et al. 1999) . However, most organisms would likely show some residual variation among sites regardless of the primary drivers of the overall trend, especially in species that are more strongly affected by local than global conditions, so consideration of spatial variation in trend is important whenever pilot data or estimates from similar systems are available.
The consequences of ignoring site-level variation in trend when estimating an overall population trend have not been fully explored. Urquhart (2012) presented the most detailed exploration to date and showed that power declines as spatial variation in trend increases, but did not evaluate whether the consequences might depend on other characteristics of the species or sampling design. Here, we used computer simulations to evaluate the consequences of ignoring spatial variation in trend when conducting a power analysis under a variety of monitoring designs. We compared predictions of power when spatial variation in trend was excluded versus included at various levels. We also varied the other input parameters (components of variance and study design) across a range of values observed in four diverse case studies to quantify how spatial variation in trend interacted with other factors to affect statistical power. Our work quantifies the risks associated with ignoring spatial variation in trend when planning a monitoring program and identifies situations in which ignoring variation in trend would be likely to result in an insufficient monitoring design.
Methods
Monte Carlo simulations can be used to evaluate statistical power when a study system is too complex for simple statistical tests (Gibbs and Melvin 1997) . In a simulation-based power analysis, data are simulated according to parameters specified by the user (Fig. 1) . A model is then fitted to the simulated data to evaluate whether the effect of interest (in our case, an effect of time on population size) is detected in the simulated data. Finally, the proportion of replicates in which the effect was detected is calculated to indicate the statistical power (P). A common target in power analyses is to achieve P ≥ 0.80, which indicates an 80% chance of detecting a trend of a specified magnitude or larger, although this target might not always be appropriate depending on the relative costs of type I and type II errors (Di Stefano 2003) .
We built a Monte Carlo simulation using base functions in R 3.4.0 (R Core Team) to generate survey data based on a sampling design and all components of variation. The R code used to conduct the simulation-based power analysis is publicly archived at < https://doi.org/10.5066/P9SFUH2K >.
We represented the index of the overall population size as µ. For this analysis, we assumed µ followed a log-normal distribution with a mean of 1 in all scenarios to allow our power analysis to be directly relevant to various metrics and programs. The sampling design specified the number of study sites (N), duration of the monitoring program (Y), and the overall population trend that we aimed to detect, expressed as the change per time-step as a proportion of µ (τ). We assumed that all sites were located within a sampling frame of interest that was suitable for the study species, based on factors such as geographic range and habitat type. We refer to the timestep of interest (Y) as a year, but any regular time-step could be used instead (e.g. monthly or five-year intervals). The levels of τ that we tested (−4, −7.5, and −16.5% yr −1 ) were based on IUCN Red List criteria for Vulnerable, Endangered, or Critically Endangered designations, respectively (Table 1; IUCN 2012 ).
We developed a range of scenarios to examine the effect of spatial variation in trend on power in the context of other parameter values (Table 1 ). The ranges we tested for variance parameters were based on values calculated from publicly accessible datasets for a variety of taxa (Table 2 ). Four datasets were selected based on data accessibility (public), availability of abundance data for > 10 sites over > 10 yr, and taxonomic representation: density of sagebrush steppe plants in Idaho, USA (Zachmann et al. 2010) , abundance of fish in kelp forests in California, USA (Reed 2016) , abundance of breeding dabbling ducks in North America (U.S. Fish and Wildlife Service 2017), and abundance of small mammals on a prairie in Kansas, USA (Kaufman 2016) . For each scenario, we simulated population data based on the value of each parameter ( Fig. 1) . We assumed that every site would be sampled every year. First, we randomly selected the mean population density at each site s based on the overall mean density (µ) and the coefficient of variation among sites in the mean (CV µ = SD µ /µ):
We expressed parameters with CVs rather than SDs to standardize parameters and improve relevance to a variety of programs regardless of what metric is used (e.g. abundance versus density). Even if the overall population followed an overall trend, the site-specific trend might vary depending on site quality, local conditions, and any factors affecting movements from nearby sites. Therefore, we selected each site-specific trend based on the mean trend (τ) and the variation among sites in the site-specific trend (SD τ ):
For each site, we then randomly selected the mean value of interannual variation based on the average interannual variation across the whole population (CV Y ) and the standard deviation across sites ( SD CV Y ):
We assumed that CV Y would be calculated as the detrended coefficient of variation to avoid an overestimation of variance that would result from a trend over time (Gibbs 2000) . We then selected the site-specific annual deviation from the expected value as: We then fitted a linear mixed model (LMM) to each simulated dataset to determine whether the population trend was detected. We used function 'lmer' in the 'lme4' package in R (Bates et al. 2015) to test for a trend on the log scale:
with a random effect on site on both the intercept (α) and the effect of year (β). We refer to this model that incorporated spatial variation in trend as the 'full model'. For comparison purposes, for a subset of scenarios, we also fitted a LMM that ignored spatial variation in trend, where only the intercept was allowed to vary by site (the 'naïve model'). This model represented a situation where spatial variation in trend was present in the dataset but not properly accounted for in the model, and comparison between the two models allowed a detailed evaluation of the consequences of ignoring spatial variation in trend. Kaufman (2016) . Values were calculated for each species that was included in each dataset, and are shown as the mean (range) across species, with the SD among sites also shown for CV Y . Each value is proportional to the species-specific mean population size. Abbreviations of parameters are defined in Table 1 For both models, if the overall mean of β was significantly different from zero based on the 95% confidence interval and in the expected direction (i.e. negative if we simulated τ < 0), we concluded that the simulated dataset had successfully sampled the population to enable detection of the population trend. We used 95% confidence intervals (α = 0.05) to minimize the chance of falsely detecting a trend that was not present in the population, as erroneously concluding that a population is increasing or declining when it is actually stable can result in disadvantageous or expensive management actions; but a different threshold might be appropriate in some contexts (Di Stefano 2003) . We repeated the data simulation and model fitting procedures 100 times for each of our 831 600 scenarios (Table 1) . For each scenario, we evaluated power (P) as the proportion of replicates in which the trend was successfully detected. We aimed to achieve P > 0.80 for a scenario to be considered successful.
We then evaluated the importance of spatial variation in trend relative to other measures of variance in determining statistical power. After simulating all scenarios, we used a generalized linear model (GLM) with a logit link on a binomial response (whether trend was detected in each replicate of each scenario) to determine which variables were most influential in determining P in our main model, where spatial variation among trend was accounted for. We fit the model with function 'glm' in base R and used function 'standardize' in the R package 'arm' (Gelman and Su 2016) to standardize the explanatory variables by subtracting the mean and dividing by two SDs. Standardization allows direct comparison of effect sizes across variables and ensures that main effects are interpretable even in the presence of interactions, as the standardized main effect represents the effect of a variable at the means of all other variables (Gelman 2008) . We tested the eight parameters that varied across scenarios (Table 1) as main effects, as well as all possible interactions as the products of all possible combinations of explanatory variables. We expected that most main effects would affect power, as we had built the data simulation around those variables (White et al. 2014 ), but we were particularly interested in the relative magnitudes of the main and interactive effects of SD τ .
Results
Relative to the full model that incorporated a random effect of site on trend, ignoring spatial variation in trend (SD τ ) had several important consequences in the power analysis. First, the naïve model overestimated power in all scenarios, especially with fewer sites (Fig. 2a-b) . Second, type I errors (mistakenly rejecting the null hypothesis of a stable population) were much more common in the naïve model, far exceeding our intended rate of type I errors (α = 0.05; Fig. 2c-d) . When a significant trend was detected, the 95% CI of the estimated trend was much less likely to include the true trend in the naïve model than in the full model (squares) show results from a model that included a random effect of site on the intercept only (ignoring spatial variation in trend; naïve model). The difference between models depends on the magnitude of spatial variation in trend (x-axes). Each row of panels indicates a different metric of model performance for small (left column) and large (right column) sample sizes (N = number of sites; Y = number of years). The power to detect a trend (τ) of −7.5% yr −1 (a-b) was higher when spatial variation was ignored. However, type I errors (falsely rejecting the null hypothesis of a stable population; (c-d)) were more likely when spatial variation in trend was ignored. An accurate estimate of the magnitude of the trend (e-f ) was more likely when spatial variation in trend was considered. The estimate of the trend was not biased, but was more precise (smaller 95% CI; (g-h)) when spatial variation was ignored. In all cases, CV Y = 1.00, SD(CV Y ) = 1.00, CV obs = 1.00, and CVµ = 0.50. (Fig. 2e-f ) . While the estimate of the trend generated by the naïve model was not biased, the SE of the trend estimate was underestimated (Fig. 2g-h ), which caused both the high frequency of type I errors and the low accuracy of the naïve model. As expected, the full model and the naïve model produced identical estimates when SD τ = 0.
In the full model, the magnitude of spatial variation in trend had important effects on power. At mean values of other parameters, SD τ was one of the most important parameters in determining statistical power, after N and τ and followed by Y (Fig. 3a) . The other four parameters (CV Y , SD CV Y , SD obs , and SD μ ) had smaller effects. Numerous complex interactions among parameters also affected statistical power ( Fig. 3 ; Supplementary material Appendix 2). SD τ interacted with all other parameters in determining statistical power and was included in half of the most important interaction terms (Fig. 3) . The number of study sites (N) had the strongest interactive effect on the relationship between SD τ and power.
In general, power declined as SD τ increased (Fig. 4) . In the most extreme cases, power dropped from 1.0 to near zero as SD τ increased from 0.0 to 0.5, which spanned the range observed in four example datasets ( Table 2 ). The effect of SD τ on power was less important with a large population trend (Fig. 4c) , with a large sample of sites (Fig. 4i) , or when the trend was difficult to detect regardless of SD τ due to small trend, short study duration, or few sites (Fig. 4a, d, g ). With few sites (N = 10), a population trend could not be detected unless SD τ was very small (SD τ = 0.0-0.1; Fig. 5 ). Only if sample sizes were large (N = 100-500 sites) and the trend was strong (7.5-16.5% yr −1 ) could the trend be detected with the maximum value of SD τ that we simulated (SD τ = 0.5).
In two of the four example datasets (kelp forest fish and small mammals), statistical power to detect a moderately strong population decline (−7.5% yr −1
, which corresponds to a Red List designation of 'Threatened') varied substantially depending on SD τ ( Table 2 ). The other two datasets (steppe plants and dabbling ducks) showed lower values of SD τ and also included more study sites, resulting in high statistical power with little variation across species.
Discussion
Ignoring spatial variation in trend, as in many previous power analyses, had strong consequences for estimating statistical power and accurately detecting a population trend in our
Parameter or interaction Figure 3 . Effects on statistical power of parameters used to define the study system, sorted by order (main effects followed by interactions: two-way, three-way, etc.; separated by horizontal black lines within panels) and then by magnitude (largest to smallest). Effect sizes were calculated from standardized values of parameters, so the magnitudes are directly comparable across parameters and the main effect indicates the effect of a parameter at the means of all other parameters. Absolute values of effect sizes are shown to facilitate comparison among variables; a black point indicates a positive effect and a white point indicates a negative effect. Interactions including SD τ , the parameter of primary interest in our analysis, are highlighted by gray shading. Error bars indicate 95% CIs (n = 831 600 scenarios with 100 replicates each). Parameters are defined in Table 1 and main effects are shown in Fig. 3 . All main effects are shown, but interactions are not shown if the absolute value of the effect size was < 1 (Supplementary material Appendix 2). study. When spatial variation in trend was ignored in our simulations, power was overestimated, thus underestimating the number of sites and year that would be needed to detect a population trend. Importantly, ignoring spatial variation in trend also resulted in a strongly inflated risk of type I errors, where a stable population would be falsely evaluated as declining or increasing. These errors resulted from underestimating the variance around the trend estimate from the naïve model, which did not consider all sources of variation that were present in the simulated dataset. When local conditions affect local population trends at study sites that are repeatedly surveyed, considering spatial variation in trend is thus a crucial component of a robust power analysis to ensure the success of a long-term monitoring program.
In our simulations, when spatial variation was present and accounted for, its magnitude had strong effects on estimates of statistical power, especially in interaction with other parameters. Spatial variation in trend influenced power to a similar extent as the magnitude of the trend, duration of the study, and the number of study sites, all of which have previously been recognized as important components of a power analysis (Larsen et al. 2001 , Urquhart 2012 . Relative to scenarios with no spatial variation in trend, adding small amounts of variation (up to SD τ = 0.10) typically had negligible effects on power unless very few sites were sampled. The consequences of ignoring spatial variation in trend therefore may be minor for cases in which the overall trend is primarily driven by factors that are common across sites or that act externally to the study area, which may be the case for some migratory species that are surveyed in breeding regions. However, spatial variation in trend was larger than 0.10 for a subset of species in two of the four sample of datasets that we surveyed.
Spatial variation in trend also had negligible effects on power when the population trend was very difficult to detect (weak overall trend, large interannual variation, and few years and sites), as other parameters constrained the statistical power in those cases. Likewise, spatial variation in trend had small effects on power when the overall trend was very easy to detect (strong trend, small interannual variation, and many years and sites). However, when the trend was moderately difficult to detect due to either a moderate to weak trend, moderate to high variation, or sampling few sites, spatial variation in trend had strong effects on the estimates of statistical power. Spatial variation in trend therefore could be an important consideration in power analyses for most species. When little previous information is available on spatial variation in trend, an average or range of values from related taxa could be used in power analyses as an initial estimate of variation. A conservative monitoring program could then plan for the worst-case scenario and update sampling recommendations as further data became available (Lindenmayer et al. 2009 ).
Adjusting several aspects of sampling design could help to mitigate the negative effect of spatial variation in trend on statistical power. First, increasing the number of study sites to hundreds rather than tens of sites would improve spatial replication and thus help to offset the spatial variation in trend. Second, a study duration on the order of decades, rather than years, not only is necessary to offset the effect of interannual variation (Urquhart 2012) , but also would help to mitigate the negative effects of spatial variation in trend when other variance values are moderate to high. If it is not feasible to monitor a sufficient number of sites for a sufficient time period, the results must be interpreted carefully, as the analysis might falsely indicate that the population is stable if power is insufficient to detect a trend. Third, our results serve as a reminder that weaker trends are much more difficult to detect than stronger trends (Gerrodette 1987) , especially with strong spatial variation in trend and moderate variance in other parameters. Managers and scientists seeking to design a monitoring program could start by carefully considering the magnitude of the trend (positive or negative) that is important to detect (Reynolds et al. 2016) . Even a trend of −4% yr −1 , which would not be reliably detected under most of the scenarios that we simulated, would qualify a species for classification as Vulnerable on the IUCN Red List if sustained for 10 yr or 3 generations (IUCN 2012).
Thus, while challenging, detecting weak trends over relatively short periods will continue to be an important goal.
If relevant information is available for the species of interest, spatial variation in trend also could be minimized by stratifying study sites, including explanatory covariates, or otherwise accounting for heterogeneity among sites (Hooten et al. 2012 , McDonald 2012 . Explicitly quantifying variation among sites could reduce the residual spatial variation in trend and thus improve statistical power. While the necessary information might not be available at the beginning of a new monitoring program, collecting such data could become a priority for programs that would otherwise be unable to achieve sufficient statistical power to monitor the overall trend of interest. The sampling design could be adjusted as new information became available within an adaptive monitoring framework (Ringold et al. 1996 , Lindenmayer et al. 2009 .
Conducting a power analysis is an important step in planning a long-term monitoring program, and is most valuable when the analysis accurately represents the population of interest. Our simulation study demonstrated that spatial variation in trend can be a highly influential variable in a power analysis. Methods to account for spatial variation in trend in a power analysis, such as mixed models with a random effect of site on the slope (trend), are now widely applied when analyzing ecological data (Bolker et al. 2009 ). Mixed models are therefore familiar to many ecologists, and are readily accessible to scientists through software such as the 'lme4' package for the R computing environment (Bates et al. 2015, R Core Team) . Implementation of mixed models in a power analysis is simplified by software such as 'simr' (Green and Macleod 2016) . Conducting a power analysis that considers spatial variation in population trend, which would avoid the risks of ignoring spatial variation that have been demonstrated by our work, would therefore be straightforward, and could help design programs that would be able to achieve the monitoring goal.
