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Abstrakt
Shlukova´nı´ dat je jizˇ delsˇı´ dobu intenzivneˇ zkoumany´m te´matem. V praxi mu˚zˇeme nale´zt
shlukova´nı´ dat na kazˇde´m kroku – vyhleda´va´nı´ podobny´ch obra´zku˚, reklamnı´ kampaneˇ
na cı´love´ skupiny, napovı´da´nı´ stra´nek, ktere´ by va´s mohly zajı´mat, cˇi lidı´, ktere´ byste
mohli zna´t, atd. Tato pra´ce se soustrˇedı´ na shlukova´nı´ dat pomocı´ algoritmu zalozˇene´m
na optimalizaci rojenı´ cˇa´stic, cozˇ je jedna z technik biologicky inspirovany´ch vy´pocˇtu˚.
Klı´cˇova´ slova: shlukova´nı´ dat, optimalizace rojenı´ cˇa´stic, swarm intelligence, simulace
vcˇelı´ kolonie, bio-inspirovane´ vy´pocˇty, diplomova´ pra´ce
Abstract
Data clustering has been intensively researched topic for quiet a long time. We can find
the data clustering in a real world on every corner – searching for similar images, ad-
vertisement campaigns aimed to specific groups, suggestion of web pages you could be
possibly interested in or of people you might know, etc. This work is focused on data
clustering using Paricle SwarmOptimization based algorithm,which is one of biologicaly
inspired computing techniques.
Keywords: data clustering, particle swarm optimization, swarm intelligence, simulated
bee colony, bio-inspired computing, master thesis
Seznam pouzˇity´ch zkratek a symbolu˚
ACO – Ant Colony Optimization
ES – Evolucˇnı´ strategie
EP – Evolucˇnı´ programova´nı´
EVT – Evolucˇnı´ vy´pocˇetnı´ techniky
FCM – Fuzzy c-means
GP – Graph Partitioning
GUI – Grafical User Interface
ICS – Intra-Cluster Spread
MEPSO – Multi-elitist Particle Swarm Optimization
PSO – Particle Swarm Optimization
SBC – Simulated Bee Colony
SI – Swarm Intelligence
TSP – Travelling Salesman Problem
WPF – Windows Presentation Foundation
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61 U´vod
Spousta zacˇı´najı´cı´ch (a bohuzˇel i nejen zacˇı´najı´cı´ch) programa´toru˚ se domnı´va´, zˇe pokud
budou mı´t k dispozici super vy´konny´ pocˇı´tacˇ, pak jsou schopni vyrˇesˇit u´plneˇ vsˇechny
proble´my, apokudnednes, pak zapa´r let, kdy se vy´konhardwareposune zase oneˇcoda´le.
Toto prˇesveˇdcˇenı´ je vsˇak mylne´. Nenı´ zˇa´dny´m tajemstvı´m, zˇe vy´kon pocˇı´tacˇu˚ je a vzˇdy
bude omezen urcˇity´mi fyzika´lnı´mi limity. Tyto limity cˇinı´ spousty proble´mu˚ v podstateˇ
nerˇesˇitelny´mi. Tedy ne doslova, ale „nerˇesˇitelny´mi v rozumne´m cˇase“. Jsou to cˇasto
proble´my, ktere´ jsou v teoreticke´ informace oznacˇova´ny jako NP-u´plne´ [5]. Algoritmy,
ktere´ tyto proble´my jednoznacˇneˇ rˇesˇı´, bud’mohou trvat prˇı´lisˇ dlouho, nebo dokonce ani
nemusı´ existovat.
Ale to, zˇe cˇloveˇk nevı´, jak neˇco udeˇlat jesˇteˇ neznamena´, zˇe to udeˇlat nejde. Lide´ jsou
dnes a denneˇ neusta´le fascinova´ni sofistikovanostı´ vy´tvoru˚ prˇı´rody. Prˇı´roda si sama nasˇla
zpu˚sob, jak rˇesˇit spoustu proble´mu˚, ktere´ by byly i pro dobrˇe organizovane´ho cˇloveˇka
te´meˇrˇ nemozˇny´ u´kol. Pokud neˇco neumı´me rˇesˇit, je velmi rozumne´ nechat se inspirovat
tam, kde to neˇjak funguje. Dı´ky te´to mysˇlence vzniklo odveˇtvı´ biologicky inspirovany´ch
vy´pocˇtu˚. Mysˇlenky jako evolucˇnı´ teorie, kolektivnı´ spolupra´ce roju˚ cˇi hejn, fyzika´lnı´
za´kony, apod. se lide´ snazˇı´ pochopit a aplikovat na nove´ proble´my.
V te´to pra´ci se budeme zaby´vat neˇktery´mi z NP-teˇzˇky´ch proble´mu˚, konkre´tneˇ proble´-
mem obchodnı´ho cestujı´cı´ho, proble´mem rozdeˇlenı´ grafu a shlukova´nı´m dat. Nastı´nı´me
problematiku evolucˇnı´ch vy´pocˇetnı´ch technik, prˇedstavı´me dva konkre´tnı´ algoritmy – si-
mulaci vcˇelı´ho roje a optimalizaci rojenı´ cˇa´stic. Probereme sta´vajı´cı´ metody shlukova´nı´ dat
a navrhneme vlastnı´ rozsˇı´rˇeny´ algoritmus shlukova´nı´ dat zalozˇeny´ na optimalizaci rojenı´
cˇa´stic. Sezna´mı´me se s pouzˇity´m softwarem a nakonec shrneme vy´sledky experimentu˚.
1.1 Struktura pra´ce
S proble´mem obchodnı´ho cestujı´cı´ho se sezna´mı´me v kapitole 2 a v kapitole 3 si prˇed-
stvı´me za´klady biologicky inspirovany´ch technik. Mezi neˇ patrˇı´ i algoritmus simulace
vcˇelı´ kolonie (sekce 3.2) a algoritmus optimalizace rojenı´ cˇa´stic (sekce 3.3). Dalsˇı´m probı´-
rany´m proble´mem je proble´m rozdeˇlenı´ grafu, ktery´ je popsa´n v kapitole 4. Hlavnı´ na´plnı´
te´to pra´ce je shlukova´nı´ dat, ktere´mu se veˇnuje kapitola 5. V sekci 5.3 jsou zmı´neˇny
nejcˇasteˇji pouzˇı´vane´ algoritmy shlukova´nı´ dat a sekce 5.4 popisuje, jak se dajı´ data shlu-
kovat pomocı´ algoritmu optimalizace rojenı´ cˇa´stic. V kapitole 6 je navrzˇen novy´ rozsˇı´rˇeny´
algoritmus automaticke´ho shlukova´nı´ dat, zalozˇeny´ na optimalizaci rojenı´ cˇa´stic. Kapi-
toly 7 a 8 jsou pak jizˇ prakticke´ a popisujı´ pouzˇity´ software a vy´sledky provedeny´ch
experimentu˚.
72 Proble´m obchodnı´ho cestujı´cı´ho
Kvysveˇtlenı´ tvrzenı´ z u´vodu, zˇe neˇktere´ proble´mynejsou rˇesˇitelne´ v rozumne´m cˇase, pou-
zˇijeme proble´m obchodnı´ho cestujı´cı´ho (anglicky Travelling Salesman Problem, zkra´ceneˇ
TSP) [6].
Definice 2.1 V dane´m ohodnocene´m u´plne´m grafu najdeˇte nejkratsˇı´ hamiltonovskou kruzˇnici.
Nebo taky laicky rˇecˇeno, zˇe existuje nmeˇst a vsˇechna jsou navza´jem propojena silnicı´.
Kazˇda´ silnice ma´ svoji de´lku. U´kolem obchodnı´ka je objet vsˇechna meˇsta tak, aby kazˇde´
navsˇtı´vil pra´veˇ jednou, aby urazil co nejmensˇı´ vzda´lenost a na konci sve´ cesty se vra´til
do meˇsta, ze ktere´ho vyrazil.
Prˇı´klad 2.1
Meˇjme meˇsta A, B, C a D. Vzda´lenosti mezi nimi jsou |AB| = 20, |AC| = 42, |AD| = 35,
|AB| = 20, |DB| = 34, |DC| = 12 a |CB| = 30. Pro tento prˇı´pad necht’ nenı´ rozdı´l
mezi vzda´lenostı´ z meˇsta X do meˇsta Y a naopak. Nejkratsˇı´ okruzˇnı´ cesta obchodnı´ho
cestujı´cı´ho je A→ D → C → B → A prˇicˇemzˇ obchodnı´k urazı´ vzda´lenost 35 + 12 + 30 +
20 = 97.
Pokud je ndostatecˇneˇmale´, pak lze tento proble´m vyrˇesˇit hrubou silou – tedy vyzkou-
sˇet kazˇdou mozˇnou cestu a na´sledneˇ vybrat tu nejlepsˇı´. Mozˇny´ch kombinacı´ existuje n!,
tedy pokud bychommeˇli na vstupu 10meˇst, pak bychommuseli vyzkousˇet 10! = 3628800
ru˚zny´ch cest. Dejme tomu, zˇe ma´me k dispozici pocˇı´tacˇ, ktery´ je schopen vyhodnotit 109
cest za sekundu. Tabulka 1 ukazuje za´vislost cˇasove´ slozˇitosti na pocˇtu meˇst n. Jak lze
videˇt, tak se zvysˇujı´cı´m se n exponencia´lneˇ roste doba potrˇebna´ k oveˇrˇenı´ vsˇechmozˇny´ch
kombinacı´ hrubou silou. Termı´nem „nerˇesˇitelny´ proble´m v rozumne´m cˇase“ tedymı´nı´me
to, zˇe se vy´sledku cˇloveˇk nemusı´ dozˇı´t (naprˇ. jizˇ pro n = 20).
n Cˇas
15 21minut 47 sekund
16 5hodin 48minut 42 sekund
17 5dnı´ 2hodin 48minut 7 sekund
18 2meˇsı´ce 16dnı´ 2hodin 26minut 13 sekund
19 4 roky 10meˇsı´cu˚ 8dnı´ 22hodin 18minut 20 sekund
20 78 let 1meˇsı´c 4dny 14hodin 6minut 48 sekund
21 1620 let 4dny 8hodin 22minut 51 sekund
Tabulka 1: Za´vislost cˇasove´ slozˇitosti nalezenı´ rˇesˇenı´ proble´mu obchodnı´ho cestujı´cı´ho
hrubou silou na velikosti vstupu prˇi 109 vyhodnocenı´ cest za sekundu
Experimenty spojene´ s TSP lze nale´zt v sekci 8.1 a vizualizaci rˇesˇenı´ TSP pomocı´
algoritmu SBC v sekci 7.3.
83 Biologicky inspirovane´ techniky
Nenadarmo se rˇı´ka´, zˇe v jednoduchosti je sı´la.Mravenec sa´m o sobeˇ je pro cˇloveˇka hloupy´
tvor, jehozˇ smyslem zˇivota je hledat potravu cˇi staveˇt a bra´nit mravenisˇteˇ. Nicme´neˇ
pokud se podı´va´me na mravencˇı´ kolonii, zjistı´me, zˇe jejich chova´nı´ jako celku je velmi
sofistikovane´. Jde o tzv. Swarm Intelligence (zkra´ceneˇ SI), neboli kolektivnı´ inteligenci [1].
S kolektivnı´ inteligencı´ se mu˚zˇeme setkat prakticky denneˇ, podı´va´me-li se na ptacˇı´ hejna,
vcˇelı´ kolonie,mravencˇı´ kolonie, hejna ryb, dokonce cˇa´stecˇneˇ i davy lidı´. Obecneˇ jde o to, zˇe
kazˇdy´ jedinec se rˇı´dı´ sadou jednoduchy´ch pravidel. Pokud se vsˇak podobny´mi pravidly
rˇı´dı´ vsˇichni jedinci v dane´m spolecˇenstvı´, postupem cˇasu zacˇne spolecˇenstvı´ vykazovat
urcˇite´ zna´mky organizovane´ho chova´nı´ a to i prˇes to, zˇe jedince nikdo doopravdy nerˇı´dı´.
3.1 Evolucˇnı´ algoritmy
Evolucˇnı´ vy´pocˇetnı´ techniky (zkra´ceneˇ EVT) jsou numericke´ algoritmy inspirovane´ teoriı´
evoluce Darwina a Mendela. Hlavnı´ mysˇlenkou je krˇı´zˇenı´ jedincu˚, prˇeda´nı´ genu˚ jejich
potomku˚m, kterˇı´ podle´hajı´ mutacı´m, a na´sledny´ za´nik stary´ch jedincu˚ a jedincu˚, kterˇı´
nejsou dostatecˇneˇ vhodnı´ pro dane´ zˇivotnı´ prostrˇedı´. Veˇtsˇinu EVT tvorˇı´ tzv. evolucˇnı´
algoritmy. Kromeˇ nich EVT ale zahrnuje i geneticke´ programova´nı´, evolucˇnı´ hardware aj.
Zobecneˇny´ cyklus evolucˇnı´ch algoritmu˚ je zna´zorneˇn na obra´zku 1.
Postup evolucˇnı´ho algoritmu je prˇiblizˇneˇ na´sledujı´cı´:
1. Definice vstupnı´ch parametru˚ – rˇı´dı´cı´ parametry, ukoncˇovacı´ parametry a funkce
Fitness [11]1 (funkce, ktera´ vypocˇı´ta´va´ podle atributu˚ jedince a jiny´ch dalsˇı´ch infor-
macı´ cˇı´selnou hodnotu – vhodnost jedince).
2. Vygenerova´nı´ pocˇa´tecˇnı´ populace jedincu˚ – jedinci jsou vektory odimenziD+1, kde
prvnı´ polozˇka slouzˇı´ k uchova´nı´ vhodnosti (vy´sledek funkce Fitness) a zbyly´ch D
polozˇek jsou hodnotyD optimalizovany´ch parametru˚ funkce Fitness, da´le atributy
jedince. Kazˇdy´ jedinec tedy prˇedstavuje jedno konkre´tnı´ rˇesˇenı´. Atributy jedincu˚
pocˇa´tecˇnı´ populace jsou nastaveny na´hodneˇ v ra´mci povoleny´ch hodnot.
3. Vy´pocˇet vhodnosti pomocı´ funkce Fitness u vsˇech jedincu˚.
4. Podle vhodnosti (prˇı´p. i jiny´ch krite´riı´) jsou vybra´ni rodicˇe.
5. Docha´zı´ ke skrˇı´zˇenı´ rodicˇu˚ a vznikajı´ novı´ potomci.
6. Novı´ potomci podle´hajı´ mutacı´m, tzn. neˇjaky´m na´hodny´m zpu˚sobem jsou drobneˇ
pozmeˇneˇni.
7. Je vypocˇtena vhodnost kazˇde´ho potomka stejneˇ jako v bodu 3.
1Prˇesneˇji bychom meˇli psa´t „u´cˇelova´ funkce“ (cost function). Fitness, neboli vhodnost, je pouze norma-
lizovana´ na´vratova´ hodnota u´cˇelove´ funkce. V te´to pra´ci pracujeme pouze s termı´nem „funkce Fitness“
a myslı´me tı´m u´cˇelovou funkci. Je to z toho du˚vodu, zˇe neza´lezˇı´ na tom, jestli porovna´va´me cˇı´sla z intervalu
⟨0; 1⟩, nebo jaka´koli rea´lna´ cˇı´sla, a protozˇe proces normalizace zbytecˇneˇ zpomaluje vy´pocˇty
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potomků
Mutace nových 
potomků
Ohodnocení kvality 
nových potomků
Výběr nejlepších 
jedinců z populace 
rodičů a potomků
Naplnění nové 
populace vybranými 
nejlepšími jedinci - 
řešeními
Náhrada staré 
populace populací 
novou
Evoluční cyklus
Kontrola 
ukončovacích 
podmínek
Obra´zek 1: Zobecneˇny´ cyklus evolucˇnı´ho algoritmu. Obra´zek prˇevzat z [11]
8. Jsou vybra´ni nejlepsˇı´ jedinci.
9. Nejlepsˇı´ jedinci „postupujı´“ do dalsˇı´ generace.
10. Jedinci, kterˇı´ se nedostali do dalsˇı´ generace vymı´rajı´ (jsou smaza´ni a nahrazeni teˇmi
lepsˇı´mi) a pokracˇuje se opeˇt krokem 4.
Kroky 4 - 10 tvorˇı´ jednu iteraci, ktera´ se opakuje tak dlouho, dokud nejsou splneˇny
ukoncˇovacı´ podmı´nky definovane´ v kroku 1. Vy´sˇe zmı´neˇny´ postup je velmi obecny´,
proto se bude u kazˇde´ho konkre´tnı´ho algoritmu mı´rneˇ lisˇit. Podobne´ algoritmy, ktere´ se
vsˇak nerˇı´dı´ kroky 1 - 10 se nerˇadı´ jako Evolucˇnı´ algoritmy, ale pouze jako algoritmy patrˇı´cı´
k EVT. Dokonce podle neˇktery´ch evolucionistu˚ vu˚bec k EVT nepatrˇı´ – naprˇ. v prˇı´padeˇ
algoritmu optimalizace mravencˇı´ kolonie (Ant Colony Optimization, zkra´ceneˇ ACO).
Cˇasto se evolucˇnı´ algoritmy dajı´ pomeˇrneˇ snadno paralelizovat, cozˇ je velka´ vy´hoda,
ktera´ umozˇnˇuje efektivneˇ vyuzˇı´t mozˇnosti modernı´ho hardware.
Zˇa´dny´ algoritmus ale nenı´ univerza´lnı´ a vsˇemocny´. I evolucˇnı´ algoritmy majı´ sve´
nevy´hody. Jednou z hlavnı´ch nevy´hod je to, zˇe jsou velmi citlive´ na vstupnı´ parametry.
Stacˇı´ minima´lneˇ zmeˇnit jeden z rˇı´dı´cı´ch parametru˚ a vy´sledky mohou zacˇı´t vycha´zet
u´plneˇ jinak 2. Velmi kriticka´ je definice funkce Fitness, ktera´ musı´ by´t navrzˇena opravdu
2Vy´sledky evolucˇnı´ch algoritmu˚ z pravidla by´vajı´ prˇi kazˇde´m spusˇteˇnı´ jine´. Tady vsˇakmyslı´me vy´sledky,
ktere´ se lisˇı´ hodneˇ. Naprˇ. mu˚zˇe dojı´t k prˇekona´nı´ loka´lnı´ho extre´mu, ktery´ s prˇedchozı´mi parametry prˇekonat
nesˇlo.
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sofistikovaneˇ cˇasto i s ru˚zny´mi penalizacemi pro neplatna´ rˇesˇenı´ apod. Dalsˇı´ nevy´hodou
je to, zˇe si nikdy nemu˚zˇeme by´t jistı´, zˇe algoritmus nasˇel opravdu nejlepsˇı´ rˇesˇenı´ (pokud
jej vsˇak prˇedem nezna´me). Algoritmus mu˚zˇe naprˇ. uvı´znout v loka´lnı´m extre´mu funkce
Fitness, nebo prosteˇ skoncˇit drˇı´ve, nezˇ se jedinci stihnou dopracovat k lepsˇı´mu rˇesˇenı´.
Tento nedostatek se vsˇak zpravidla rˇesˇı´ opakovany´m spousˇteˇnı´m algoritmu s ru˚zny´mi
vstupnı´mi parametry, cozˇ statisticky pravdeˇpodobnost chybne´ho vy´sledkuminimalizuje.
Z principu se evolucˇnı´ algoritmy tedy hodı´ na rˇesˇenı´ optimalizacˇnı´ch proble´mu˚, u ktery´ch
nepotrˇebujeme zna´t vy´sledek naprosto prˇesneˇ, ale stacˇı´ na´m alesponˇ prˇiblizˇna´ hodnota
[11].
3.2 Algoritmus simulace vcˇelı´ kolonie
Jednı´m z konkre´tnı´ch prˇı´kladu˚ biologicky inspirovany´ch technik je algoritmus simulace
vcˇelı´ kolonie (Simulated bee colony algorithm, zkra´ceneˇ SBC). Je inspirova´n chova´nı´m
vcˇelı´ho roje prˇi hleda´nı´ zdroju˚ potravy. Jedinci vcˇelı´ kolonie se v tomto prˇı´padeˇ deˇlı´ na
3 typy: aktivnı´ vcˇely, pru˚zkumnı´ci a neaktivnı´ vcˇely. Aktivnı´ vcˇely hledajı´ optima´lnı´ zdroj
potravy a pru˚beˇzˇneˇ se poohlı´zˇejı´ kolem, jestli nenı´ lepsˇı´ zdroj potravy o kousek da´l.
Pru˚zkumnı´ci take´ hledajı´ optima´lnı´ zdroj potravy, ale pa´trajı´ naprosto na´hodneˇ po okolı´.
Neaktivnı´ vcˇely vycˇka´vajı´ v u´le, pozorujı´ ostatnı´ vcˇely a ucˇı´ se od nich, aby pozdeˇji mohly
neˇktere´ jine´ aktivnı´ vcˇely nahradit.
Kazˇda´ vcˇela si pamatuje informace o nejlepsˇı´m zdroji jı´dla, ktery´ doposud nasˇla.
Zdrojem jı´dla se myslı´ konkre´tnı´ rˇesˇenı´ dane´ho proble´mu, naprˇ. u TSP je to posloupnost
meˇst. Nejlepsˇı´ zdroj jı´dla je takovy´, ktery´ po dosazeni do funkce Fitness da´va´ jako vy´sle-
dek nejnizˇsˇı´/nejvysˇsˇı´ hodnotu – nejlepsˇı´ vhodnost. Aby meˇlo pouzˇitı´ SBC smysl, musı´
existovat „podobne´“ zdroje jı´dla, ktere´ se lisˇı´ pouze neˇjaky´m detailem (simulace hleda´nı´
sousedsky´ch zdroju˚ jı´dla). Naprˇ. u TSP zı´ska´me podobny´ (sousedsky´) zdroj potravy tak,
zˇe prohodı´me navza´jem porˇadı´ dvou na´hodny´ch meˇst. Pokud neˇjaka´ podobnost mezi
rˇesˇenı´mi neexistuje, pak cela´ mysˇlenka SBC selha´va´.
SBC je inicializova´n populacı´ aktivnı´ch vcˇel, pru˚zkumnı´ku˚ a neaktivnı´ch vcˇel. Pomeˇr
aktivnı´ch vcˇel, pru˚zkumnı´ku˚ a neaktivnı´ch vcˇel by´va´ zhruba 75:10:15 [6]. Kazˇda´ vcˇela
ma´ na zacˇa´tku v pameˇti na´hodny´ zdroj jı´dla. Vcˇelı´ u´l drzˇı´ informace o nejlepsˇı´m zdroji
potravy – gBest. Nejlepsˇı´ zdroj potravy je aktualizova´n po kazˇde´m na´vratu vcˇel do u´lu,
pokud byl nalezen lepsˇı´.
Kazˇdy´ pru˚zkumnı´k prohleda´va´ zcela na´hodneˇ definovane´ okolı´ u´lu a pokud najde
lepsˇı´ zdroj potravy, pak si ho vzˇdy zapamatuje mı´sto pu˚vodnı´ho. Pru˚zkumnı´ci se nikdy
nemy´lı´. Pokud pru˚zkumnı´k nasˇel lepsˇı´ zdroj potravy, prˇedva´dı´ po na´vratu do u´lu tzv.
Waggle Dance. Waggle Dance je proces, kdy vcˇela prˇeda´va´ informace neaktivnı´m vcˇe-
la´m, cˇekajı´cı´m v u´le. To znamena´, zˇe se snazˇı´ prˇesveˇdcˇit kazˇdou neaktivnı´ vcˇelu, ktera´
ma´ v pameˇti horsˇı´ zdroj jı´dla, aby prˇevzala zdroj lepsˇı´. Pravdeˇpodobnost prˇesveˇdcˇenı´
u Waggle Dance je da´na PP . Pokud pru˚zkumnı´k nenasˇel lepsˇı´ zdroj potravy, vracı´ se do
u´lu a jeho akce v tomto cyklu koncˇı´.
Aktivnı´ vcˇela sbı´ra´ potravu ze zdroje, ktery´ ma´ v pameˇti. Je definova´no Nmax, cozˇ je
maxima´lnı´ pocˇet na´vsˇteˇv jednoho zdroje jı´dla, nezˇ se jeho obsah vycˇerpa´. Aktivnı´ vcˇela
prˇi kazˇde´ na´vsˇteˇveˇ zdroje jı´dla prohleda´va´ sousedske´ okolı´. Pokud nenajde lepsˇı´ zdroj
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jı´dla, pak u sve´ho zdroje jı´dla prˇicˇte 1 k pocˇı´tadlu na´vsˇteˇv tohoto zdroje. Jakmile hodnota
pocˇı´tadla na´vsˇteˇv zdroje prˇesa´hne Nmax, vcˇela se vracı´ do u´lu, sta´va´ se neaktivnı´ a jedna
z pu˚vodneˇ neaktivnı´ch vcˇel ji vystrˇı´da´ a stane se aktivnı´. Pokud vsˇak vcˇela najde lepsˇı´
zdroj jı´dla, prˇesune se na neˇj a da´le sbı´ra´ potravu z neˇj, tedy aktualizuje svou pameˇt’na
novy´ zdroj jı´dla a zacˇne pocˇı´tat jeho na´vsˇteˇvy opeˇt od 0. Du˚lezˇita´ vlastnost aktivnı´ch vcˇel
je to, zˇe se mohou zmy´lit s pravdeˇpodobnostı´ PO a prˇijmout horsˇı´, nebo odmı´tnout lepsˇı´
zdroj potravy. Pokud aktivnı´ vcˇela nasˇla lepsˇı´ zdroj potravy, po na´vratu do u´lu prˇedva´dı´
Waggle Dance a koncˇı´ svou cˇinnost v tomto cyklu.
Neaktivnı´ vcˇela pouze vycˇka´va´ v u´le, pozoruje prˇile´tajı´cı´ vcˇely a ucˇı´ se od nich. Jak jizˇ
bylo zmı´neˇno, pokud se jedna z aktivnı´ch vcˇel vra´tı´ s tı´m, zˇe vycˇerpala svu˚j zdroj jı´dla, je
vystrˇı´da´na jednou z neaktivnı´ch vcˇel.
Pseudoko´d algoritmu simulace vcˇelı´ kolonie je zna´zorneˇn v algoritmu 1.
1 Vstup:
2 vcˇely: celkovy´ pocˇet vcˇel,
3 XA: pocˇet aktivnı´ch vcˇel,
4 XN : pocˇet neaktivnı´ch vcˇel,
5 XP : pocˇet vcˇel pru˚zkumnı´ku˚,
6 iterace: maxima´lnı´ pocˇet cyklu˚ (provedenı´ akce vsˇech vcˇel),
7 Nmax: maxima´lnı´ pocˇet na´vsˇteˇv jednoho zdroje jı´dla (u aktivnı´ch vcˇel),
8 PP : pravdeˇpodobnost prˇesveˇdcˇenı´ neaktivnı´ch vcˇel o prˇijetı´ lepsˇı´ho zdroje jı´dla od jiny´ch vcˇel,
9 PO: pravdeˇpodobnost, zˇe se aktivnı´ vcˇela zmy´lı´ a prˇı´jme horsˇı´, nebo odmı´tne lepsˇı´, zdroj jı´dla.
10 Vy´stup:
11 gBest: Globa´lnı´ nejlepsˇı´ pameˇt’, obsahuje nejlepsˇı´ doposud nalezene´ rˇesˇenı´.
12
13 gBest = GenerujNahodnyZdrojJidla()
14 for i < pocˇet vcˇel do:
15 if i < XA then: beei.Status = Aktivnı´;
16 else if i < (XA + XP ) then: beei.Status = Pru˚zkumnı´k;
17 else: beei.Status = Neaktivnı´;
18 beei.ZdrojJidla = GenerujNahodnyZdrojJidla()
19 if beei.ZdrojJidla.Vhodnost > gBest.Vhodnost then: gBest = beei.ZdrojJidla;
20 end for
21
22 for i < iterace do:
23 for j < pocˇet vcˇel do:
24 if beei.Status = Aktivnı´ then:
25 zdroj = GenerujSousedskyZdrojJidla()
26 if zdroj .Vhodnost > beei.ZdrojJidla.Vhodnost then:
27 if random > PO then: // pokud se vcˇela nesplete, prˇejde na lepsˇı´ zdroj
28 beei.ZdrojJidla = zdroj
29 if gBest.Vhodnost > beei.ZdrojJidla.Vhodnost then: gBest = beei.ZdrojJidla;
30 DoWaggleDance()
31 else:
32 pocˇet na´vsˇteˇv ++
33 end if
34 else:
35 if random <= PO then: // pokud se vcˇela splete a prˇejde na horsˇı´ zdroj
36 beei.ZdrojJidla = zdroj
37 DoWaggleDance()
38 else:
39 pocˇet na´vsˇteˇv ++
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40 end if
41 end if
42 if pocˇet na´vsˇteˇv > Nmax then: // pokud byl zdroj vycˇerpa´n, vystrˇı´da´nı´ vcˇely
43 bee = na´hodna´ neaktivnı´ vcˇela
44 bee.Status = Aktivnı´
45 beei.Status = Neaktivnı´
46 end if
47 else if beei.Status = Pru˚zkumnı´k then:
48 zdroj = GenerujNahodnyZdrojJidla()
49 if zdroj .Vhodnost > beei.ZdrojJidla.Vhodnost then:
50 beei.ZdrojJidla = zdroj
51 // na´vrat do u´lu
52 if gBest.Vhodnost > beei.ZdrojJidla.Vhodnost then: gBest = beei.ZdrojJidla;
53 DoWaggleDance()
54 end if
55 else: // v podstateˇ nedeˇla´ nic aktivnı´ho, pouze cˇeka´
56 end if
57 end for
58 end for
59
60 DoWaggleDance:
61 vstup: zdrojJidla : zdroj jı´dla aktivnı´ vcˇely nebo pru˚zkumnı´ka
62
63 for each bee in neaktivnı´ vcˇely do:
64 if zdrojJidla .Vhodnost > bee.ZdrojJidla.Vhodnost and random <= PP then: bee.ZdrojJidla =
zdrojJidla;
65 end for
Algoritmus 1: Pseudoko´d SBC algoritmu
3.3 Algoritmus optimalizace rojenı´ cˇa´stic
Dalsˇı´m prˇı´kladem evolucˇnı´ch technik je optimalizace rojenı´ cˇa´stic (Particle Swarm Opti-
mization, zkra´ceneˇ PSO). Algoritmus simuluje chova´nı´ ptacˇı´ho hejna/roje cˇa´stic. Hlavnı´
mysˇlenka spocˇı´va´ v tom, zˇe hejno pta´ku˚ prohleda´va´ oblast a hleda´ vrcholek hory. Zˇa´dny´
z pta´ku˚ nevı´, kde prˇesneˇ vrcholek lezˇı´, ale kazˇdy´ vı´, ktery´ z nich nasˇel doposud nejvysˇsˇı´
mı´sto, a v na´sledujı´cı´m kroku tohoto pta´ka na´sledujı´.
Jedinci se v prˇı´padeˇ PSO nazy´vajı´ cˇa´stice. Atributy kazˇde´ cˇa´stice prˇedstavujı´ sourˇad-
nice v prohleda´vane´m prostoru oD dimenzı´ch. Da´le ma´ navı´c kazˇda´ cˇa´sticeD-rozmeˇrny´
vektor rychlostı´, ve ktere´m ma´ zaznamena´no, jak rychle se v dane´ dimenzi pohybuje,
a pozici nejlepsˇı´ho rˇesˇenı´ – pBest (podle vhodnosti dane´ funkcı´ Fitness), ktere´ doposud
nasˇla.
Pocˇa´tecˇnı´ populace je inicializova´na s na´hodny´mi pozicemi v ra´mci prohleda´vane´ho
prostoru a s na´hodny´mi vektory rychlostı´. Prˇi kazˇde´ zmeˇneˇ pozice a rychlosti je prˇepocˇı´-
ta´na vhodnost cˇa´stice pomocı´ funkce Fitness a pokud je nova´ pozice lepsˇı´, nezˇ sta´vajı´cı´
pBest, pak cˇa´stice nahradı´ pBest novou pozicı´. Roj ma´ spolecˇnou pameˇt’, ve ktere´ je udrzˇo-
va´na nejlepsˇı´ pozice, kterou nasˇly vsˇechny cˇa´stice dohromady – gBest. Kazˇda´ cˇa´stice tedy
vı´, kde globa´lneˇ nejlepsˇı´ doposud nalezene´ rˇesˇenı´ lezˇı´. Jedinci kontrolujı´ gBest a pokud
zjistı´, zˇe je jejich pBest lepsˇı´, pak nahradı´ gBest svou pBest.
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tendence k pBest
tendence ke gBest
rychlost částice
částice
nová pozice částice
Obra´zek 2: Skutecˇny´ pohyb cˇa´stice ovlivneˇny´ jejı´mi tendencemi
Pohyb cˇa´stice je slozˇen ze trˇı´ smeˇru˚:
• vlastnı´ smeˇr cˇa´stice,
• k loka´lneˇ nejlepsˇı´mu rˇesˇenı´ pBest,
• ke globa´lneˇ nejlepsˇı´mu rˇesˇenı´ gBest.
Pomeˇr slozˇenı´ teˇchto smeˇru˚ lze ovlivnit vstupnı´mi konstantami ω, c1 resp. c2. Princip
skla´da´nı´ smeˇru˚ pohybu˚ lze videˇt na obra´zku 2. V dalsˇı´m kroku cˇa´stice upravı´ svou
rychlost podle rovnice (1) a prˇesune se na novou pozici pomocı´ rovnice (2).
vd(t+ 1) = ω · vd(t) + c1 · rand · (pBesti,d − xi,d(t)) + c2 · rand · (gBestd − xi,d(t)), (1)
xi,d(t+ 1) = xi,d(t) + vd(t+ 1), (2)
kde d – je porˇadı´ dimenze,
vd(t) – je rychlost cˇa´stice v t-te´m kroku,
xi,d(t) – je pozice cˇa´stice v t-te´m kroku,
pBesti,d – je nejlepsˇı´ doposud nalezena´ pozice cˇa´stice,
gBestd – je nejlepsˇı´ doposud nalezena´ pozice v cele´ populaci,
rand – je na´hodne´ cˇı´slo 0 < rand ≤ 1,
ω – je konstanta setrvacˇnosti cˇa´stice ve sve´m vlastnı´m smeˇru,
c1 – je konstanta ovlivnˇujı´cı´ smeˇr k pBesti,d,
c2 – je konstanta ovlivnˇujı´cı´ smeˇr ke gBestd.
Jakmile se cˇa´stice prˇesune na novou pozici, je prˇepocˇı´ta´na vhodnost a cely´ cyklus
se opakuje. Rychlost cˇa´stice vsˇak ma´ tendenci prudce ru˚st, takzˇe cˇa´stice brzy dosa´hne
hranice prohleda´vane´ oblasti. Proto je rozumne´ zave´st maxima´lnı´ rychlost Vmax. Pokud
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rychlost cˇa´stice prˇekrocˇı´ Vmax, pak je jı´ bud’ vygenerova´na rychlost nova´, nebo je prosteˇ
omezena na rychlost Vmax [11].
Pseudoko´d PSO popisuje algoritmus 2.
1 Vstup:
2 iterace : maxima´lnı´ pocˇet iteracı´
3 vstupnı´ parametry: c1, c2, ω
4 omezenı´: hranice prohleda´vane´ho prostoru
5 Vy´stup:
6 gBest: nejlepsˇı´ nalezene´ rˇesˇenı´ v populaci
7
8 for j=< pocˇet cˇa´stic do:
9 inicializuj na´hodnou pozici a rychlost cˇa´stice particlej
10 end for
11 for i < iterace do:
12 for j =< pocˇet cˇa´stic do:
13 vypocˇı´tej rychlost cˇa´stice podle (1) s dany´mi vstupnı´mi parametry
14 vypocˇı´tej pozici cˇa´stice podle (2)
15 uprav pozici cˇa´stice podle dany´ch omezenı´
16 vhodnost = Fcost(pi)
17 if vhodnost > pBest.Vhodnost then:
18 pBest = pozice
19 end if
20 if pBest.Vhodnost > gBest.Vhodnost then:
21 gBest = pBest
22 end if
23 end for
24 end for
Algoritmus 2: Pseudoko´d PSO algoritmu
PSO ma´ i sve´ nedostatky [11]:
• pokud nenı´ nastavena Vmax, pak se cˇasto cˇa´stice velmi rychle vzdalujı´ od nejlepsˇı´ho
doposud nalezene´ho rˇesˇenı´,
• pokud ma´ funkce Fitness mnoho loka´lnı´ch extre´mu˚, ma´ PSO tendenci k prˇedcˇasne´
konvergenci,
• nastavenı´ vstupnı´ch parametru˚ mu˚zˇe by´t samo o sobeˇ proble´mem.
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4 Proble´m rozdeˇlenı´ grafu
Proble´m rozdeˇlenı´ grafu (Graph Partitioning, zkra´ceneˇ GP) je definova´n na´sledovneˇ [7].
Definice 4.1 Necht’G(V,E) je neorientovany´ graf, kde V je mnozˇina vrcholu˚, E je mnozˇina
hran, n = |V | je pocˇet vrcholu˚ am = |E| je pocˇet hran. Disjunktnı´ k-na´sobne´ vyva´zˇene´ rozdeˇlenı´
grafu G je D = (V1, V2, . . . , Vk), kde 2 ≤ k ≤ ⌊n2 ⌋ s omezenı´m |Vi| ≈ |Vj | ∀i, j. Da´le graf musı´
by´t spojity´, neboli nesmı´ obsahovat oddeˇlene´ podgrafy. Z toho vyply´va´, zˇe kazˇdy´ vrchol musı´ mı´t
alesponˇ 1 souseda. Chceme minimalizovat cenu rozdeˇlenı´, cozˇ je pocˇet hran, ktere´ majı´ vrcholy
v ru˚zny´ch oddı´lech. Necht’c(e) je jednotna´ cena hrany: (vi, vj) = 1 ∀i, j a necht’
Fi = {(va, vb) ∈ E | va ∈ Vi, vb ̸∈ Vi} ∀a, b (3)
je mnozˇina externı´ch vrcholu˚ oddı´lu˚ Vi, pak je cı´lem minimalizovat
c(D) =
1
2
k
i=1

Fi
c(e) (4)
Pocˇet c(D) se nazy´va´ pocˇet rˇezu˚ rozdeˇlenı´.
Obra´zek 3 ukazuje prˇı´klad proble´mu rozdeˇlenı´ grafu. Existuje neˇkolik cest, jak zajistit
omezenı´ vyva´zˇenosti, zˇe velikost vsˇech oddı´lu˚musı´ by´t prˇiblizˇneˇ stejna´. Jednı´mzbeˇzˇny´ch
prˇı´stupu˚ je omezit velikost nejveˇtsˇı´ho oddı´lu v P na me´neˇ nebo rovno ⌈nk ⌉. Dalsˇı´m
prˇı´sneˇjsˇı´m prˇı´stupem je vyzˇadovat, zˇe velikost prvnı´ch k − 1 oddı´lu˚ bude rovna ⌈nk ⌉
a proto velikost k-te´ho oddı´lu bude |V | −
k−1
i=1
|Vi|. Je zna´mo, zˇe rozdeˇlenı´ grafu je NP-
u´plny´ proble´m [9]. Obecneˇ nenı´ rˇesˇenı´ hrubou silou proveditelne´. Pokud je pocˇet vrcholu˚
stejneˇ deˇlitelny´ pocˇtem oddı´lu˚, cozˇ znamena´, zˇe nk = ⌊nk ⌋ = ⌈nk ⌉, pak je vy´pocˇetnı´ vzorec
pocˇtu mozˇny´ch rozdeˇlenı´ grafu ϕ(n, k) da´n rovnici (5)
ϕ(n, k) =

k−1
i=1
n−(|Vi|·(i−1))
|Vi|

k!
(5)
Funkceϕv rovnici (5) roste velmi rychle, jak sen zvysˇuje.Naprˇ. je 126 zpu˚sobu˚, jak rozdeˇlit
graf o 10 vrcholech do 2 oddı´lu˚ stejne´ velikosti, ale jednodusˇe vypadajı´cı´ proble´m roz-
deˇlenı´ grafu o 40 vrcholech do 8 oddı´lu˚ stejne´ velikosti ma´ 470624547891733205872277376
mozˇny´ch rˇesˇenı´. I kdyby bylo mozˇne´ vyhodnotit 109 mozˇny´ch rˇesˇenı´ za sekundu, pro-
zkouma´nı´ vsˇech mozˇnostı´ ke zjisˇteˇnı´ optima´lnı´ho rozdeˇlenı´ by zabralo prˇiblizˇneˇ 14, 9
miliard let [7].
4.1 Rˇesˇenı´ pomocı´ SBC
V cˇla´nku [7] byla zmı´neˇna mozˇnost rˇesˇenı´ proble´mu rozdeˇlenı´ grafu pomocı´ algoritmu
simulace vcˇelı´ kolonie. Ve sve´ pra´ci McCaffrey uvedl, zˇe na zna´my´ch datovy´ch souborech
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Obra´zek 3: Proble´m rozdeˇlenı´ grafu: vlevo zadany´ graf, vpravo nejlepsˇı´ rˇesˇenı´, kde jsou
prˇerusˇeny pouze 2 hrany
dosa´hl pomocı´ SBC stejny´chnebo i lepsˇı´ch vy´sledku˚ rozdeˇlenı´ grafu˚, nezˇ nejlepsˇı´ doposud
zna´me´ algoritmy. Za´rovenˇ zmı´nil cˇasovou na´rocˇnost uvedene´ metody, ktera´ se pohybuje
v minuta´ch azˇ hodina´ch. Algoritmus SBC se tedy hodı´ pouze pro prˇı´pady, kdy na´m
mnohem vı´ce za´lezˇı´ na prˇesnosti vy´sledku˚, nezˇ na dobeˇ exekuce programu.
Rozhodli jsme se rozdeˇlenı´ grafu pomocı´ SBC take´ vyzkousˇet. Algoritmus SBC jsme si
popsali jizˇ v sekci 3.2. Pro mozˇnost aplikace na proble´m GP bylo zapotrˇebı´ na´sledujı´cı´ch
u´prav:
1. Reprezentace dat jako neorientovany´ graf.
2. Vygenerova´nı´ na´hodne´ho rozdeˇlenı´ grafu.
3. Vygenerova´nı´ „sousedske´ho“ rozdeˇlenı´ grafu.
4. Upravenı´ vy´pocˇtu funkce Fitness.
Vy´pocˇet funkce Fitness odpovı´da´ rovnici (4). Postup bodu 2 – vygenerova´nı´ na´hodne´ho
rozdeˇlenı´ – mu˚zˇe by´t na´sledujı´cı´:
1. Na´hodneˇ vybrat 1 vrchol a zarˇadit ho do prvnı´ho oddı´lu.
2. Na´hodneˇ vybrat sousedsky´ vrchol drˇı´ve vybrane´ho a zarˇadit jej do prvnı´ho oddı´lu.
3. Na´hodneˇ vybrat 1 vrchol z pra´veˇ generovane´ho oddı´lu, ktery´ma´ alesponˇ 1 sousednı´
vrchol, ktery´ jesˇteˇ nebyl prˇirˇazen do zˇa´dne´ho oddı´lu.
4. Na´hodneˇ vybrat 1 sousednı´ vrchol vybrane´ho vrcholu, ktery´ jesˇteˇ nenı´ prˇirˇazen
k zˇa´dne´mu oddı´lu, a zarˇadit jej do pra´veˇ generovane´ho oddı´lu.
5. Opakovat kroky 3-4, dokud nenı´ generovany´ oddı´l naplneˇn dostatecˇny´m pocˇtem
vrcholu˚.
6. Opakovat kroky 3-5, dokud nejsou naplneˇny vsˇechny pozˇadovane´ oddı´ly kromeˇ
poslednı´ho.
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7. Poslednı´ oddı´l jsou vsˇechny vrcholy, ktere´ zu˚staly doposud neprˇirˇazeny.
Proble´m nastal ve chvı´li, kdy jsme chteˇli generovat sousedska´ rˇesˇenı´. V prˇı´padeˇ TSP
byl tento u´kol jednoduchy´, protozˇe se jednalo o u´plny´ graf. Dı´ky tomu jsme si mohli
dovolit prohodit libovolne´ dva vrcholy, anizˇ bychom se museli starat, jestli jsme na´hodou
neporusˇili spojitost grafu. V prˇı´padeˇ neu´plne´ho grafu to ale takto deˇlat nelze. Genero-
va´nı´ sousedske´ho rˇesˇenı´ GP musı´ totizˇ splnˇovat jesˇteˇ jednu podmı´nku navı´c: odebra´nı´m
vrcholu z oddı´lu ani prˇida´nı´m vrcholu k oddı´lu nesmı´me porusˇit spojitost tohoto ani
souvisejı´cı´ho oddı´lu. To znamena´, zˇe pokud zmeˇnı´me prˇı´slusˇny´ oddı´l dane´ho vrcholu,
musı´me vzˇdy oveˇrˇit spojitost obou oddı´lu˚, ktery´ch se zmeˇna ty´ka´ (toho, ze ktere´ho vrchol
odebı´ra´me + toho, do ktere´ho vrchol prˇida´va´me).
Oveˇrˇenı´ spojitosti podgrafu nenı´ trivia´lnı´ za´lezˇitost. V podstateˇ musı´me zjistit, jestli
existuje cesta prˇes vsˇechny vrcholy. Toho lze docı´lit tak, zˇe zacˇneme v jednom bodeˇ
a rekurzivneˇ budeme procha´zet prˇes vsˇechny sousedy dane´ho vrcholu a na´sledneˇ prˇes
vsˇechny sousedy teˇchto sousedu˚ a tak da´le a prˇi tom hlı´dat, aby nedocha´zelo k zacyklenı´.
Pokud alesponˇ jedna rekurzivnı´ cesta procha´zı´ prˇes vsˇechny vrcholy, mu˚zˇeme rˇı´ct, zˇe je
podgraf spojity´. Pokudvsˇak zˇa´dna´ rekurzivnı´ cesta prˇes vsˇechnyvrcholy nalezena nebyla,
znamena´ to, zˇe podgraf spojity´ nenı´, z cˇehozˇ vyply´va´, zˇe dany´ vzor takto vlozˇit/odstranit
nemu˚zˇeme, musı´me zvolit jiny´ a cely´ proces kontroly spojitosti prove´st znovu. Pokud
je vrcholu˚ v grafu hodneˇ, prˇedstavuje uzˇ jen operace vygenerova´nı´ sousedske´ho rˇesˇenı´
netrivia´lnı´ proble´m. A pokud si uveˇdomı´me, zˇe algoritmus SBC je stejneˇ jake´ ostatnı´
evolucˇnı´ techniky zalozˇen na kolektivnı´ inteligenci, tedy na spolupra´ci mnoha jedincu˚,
pak v prˇı´padeˇ, zˇe bychom chteˇli tento proces paralelizovat, by na´m velmi snadno mohla
jednodusˇe dojı´t pameˇt’.
Vy´sˇe zmı´neˇna´ podmı´nka na´mnavı´c naboura´va´ i drˇı´ve navrzˇeny´ postup vygenerova´nı´
na´hodne´ho rˇesˇenı´. Mu˚zˇe totizˇ nastat situace, kdy vygenerujeme k − 1 spojity´ch oddı´lu˚,
ale poslednı´ oddı´l spojity´ nebude. Navrzˇeny´ algoritmus totizˇ poslednı´ oddı´l vu˚bec ne-
kontroluje, pouze do neˇj prˇirˇadı´ zbyle´ body, at’uzˇ mezi nimi hrana je, nebo nenı´. Jsou tedy
2 mozˇnosti. Bud’ navrzˇeny´ postup opakujeme, dokud nenı´ splneˇna podmı´nka spojitosti
poslednı´ho oddı´lu, nebo musı´me navrhnout algoritmus jiny´.
Pokud bychom netrvali striktneˇ na podmı´nce, aby vsˇechny oddı´ly musely vzˇdy by´t
spojite´, pak by se proble´m dal rˇesˇit pomeˇrneˇ jednodusˇe podobneˇ jako v prˇı´padeˇ TSP.
Nicme´neˇ za teˇchto okolnostı´ to mu˚zˇe prˇedstavovat tak velky´ vy´konnostnı´ proble´m, zˇe
jeho rˇesˇenı´ pro na´s prˇestalo by´t aktua´lneˇ zajı´mave´.
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5 Shlukova´nı´ dat
Shlukova´nı´ (clustering) slouzˇı´ k reprezentaci velky´ch datovy´ch souboru˚ mensˇı´m pocˇ-
tem prototypu˚ cˇi shluku˚ (clusters) [1]. Prˇina´sˇı´ jednoduchost do modelova´nı´ dat a proto
hraje klı´cˇovou roli v procesu objevova´nı´ informacı´ a data miningu. U´lohy data miningu
dnes vyzˇadujı´ rychle´ a preciznı´ deˇlenı´ (partitioning) obrovsky´ch datovy´ch souboru˚, ktere´
mu˚zˇe vyuzˇı´vat ru˚zne´ atributy cˇi vlastnosti. To pro zmeˇnu vyzˇaduje na´rocˇne´ vy´pocˇetnı´
pozˇadavky na relevantnı´ techniky shlukova´nı´. Uka´zalo se, zˇe biologicky inspirovane´ al-
goritmy, zna´me´ jako Swarm Intelligence, tyto pozˇadavky splnˇujı´ a u´speˇsˇneˇ se vyuzˇı´vajı´
prˇi rˇesˇenı´ velke´ho pocˇtu shlukovacı´ch proble´mu˚ z rea´lne´ho sveˇta [1].
5.1 U´vod do shlukova´nı´ dat
Shlukova´nı´ znamena´ proces rozdeˇlenı´ nepopsane´ho datove´ho souboru do skupin podob-
ny´ch objektu˚. Kazˇda´ skupina, nazy´vana´ „shluk“, se skla´da´ z objektu˚, ktere´ jsou navza´jem
podobne´ a odlisˇne´ od objektu˚ v jiny´ch skupina´ch. V minuly´ch pa´r desetiletı´ch hra´la ana-
ly´za shluku˚ klı´cˇovou roli v ru˚zny´ch odveˇtvı´ch od strojı´renstvı´ (ucˇenı´ stroju˚, umeˇla´ inte-
ligence, rozpozna´va´nı´ znaku˚, mechanicke´ inzˇeny´rstvı´, elektro-inzˇeny´rstvı´), vy´pocˇetnı´ch
veˇd (web mining, analy´za prostorove´ databa´ze, kolekce textovy´ch dokumentu˚, segmen-
tace obra´zku˚), biologicke´ a medicı´nske´ veˇdy (genetika, biologie, mikrobiologie, paleonto-
logie, psychiatrie, patologie), azˇ po veˇdy o Zemi (geografie, geologie, da´lkovy´ pru˚zkum),
socia´lnı´ veˇdy (sociologie, psychologie, archeologie, vzdeˇla´va´nı´) a ekonomie (marketing,
byznys).
Z pohledu ucˇenı´ stroju˚ shluky odpovı´dajı´ skryty´m vzoru˚m v datech. Hleda´nı´ shluku˚
je typ ucˇenı´ bez ucˇitele a vy´sledny´ syste´m reprezentuje datovy´ koncept. K proble´mu shlu-
kova´nı´ dat je prˇistupova´no z ru˚zny´ch oblastı´ veˇdeˇnı´ jako statistika (multivariacˇnı´ ana-
ly´za), teorie grafu, algoritmy maximalizace ocˇeka´va´nı´, umeˇle´ neuronove´ sı´teˇ, evolucˇnı´
vy´pocˇetnı´ techniky atd. Veˇdci po cele´m sveˇteˇ pravidelneˇ prˇicha´zejı´ s novy´mi algoritmy
reagujı´cı´mi na vzru˚stajı´cı´ slozˇitost rozsa´hly´ch rea´lny´ch dat.
Data mining je mocna´ nova´ technologie, jejı´mzˇ cı´lem je extrakce skryty´ch prediktiv-
nı´ch informacı´ z velky´ch datovy´ch souboru˚. Na´stroje dataminingu prˇedpovı´dajı´ budoucı´
trendy a chova´nı´ a umozˇnˇujı´ cˇinit aktivneˇjsˇı´, znalostmi rˇı´zena´, rozhodnutı´ v byznyse.
Proces objevova´nı´ znalostı´ z databa´zı´ vyzˇaduje rychle´ a automaticke´ shlukova´nı´ velmi
rozsa´hly´ch datovy´ch souboru˚ s neˇkolika atributy ru˚zny´ch typu˚. Pro klasicke´ shlukovacı´
techniky to prˇedstavuje za´vazˇny´ proble´m. Neda´vno prˇita´hly biologicky inspirovane´ al-
goritmy pozornost neˇkolika vy´zkumnı´ku˚ z oblasti rozpozna´va´nı´ znaku˚ a shlukova´nı´.
Shlukovacı´ techniky zalozˇene´ na SI na´strojı´ch u´dajneˇ prˇekonaly spoustu klasicky´ch me-
tod pro rozdeˇlenı´ komplexnı´ch rea´lny´ch dat [1].
5.2 Definice proble´mu
Vzor (pattern) je fyzicka´ nebo abstraktnı´ struktura objektu˚. Navza´jem se lisˇı´ spolecˇnou
sadou atributu˚ nazy´vanou vlastnosti (features), ktere´ dohromady reprezentujı´ vzor. Ne-
cht’ R = R1, R2, . . . Rn je sada n vzoru˚ nebo datovy´ch bodu˚, kde kazˇdy´ ma´ d vlast-
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nostı´. Tyto vzory mohou by´t take´ reprezentova´ny profilovou datovou maticı´ Xn×d o n
d-rozmeˇrny´ch rˇa´dkovy´ch vektorech. i-ty´ rˇa´dkovy´ vektor Xi charakterizuje i-ty´ objekt ze
sady R a kazˇdy´ prvek Xi,j v Xi odpovı´da´ j-te´ rea´lne´ hodnoteˇ vlastnosti (j = 1, 2, . . . , d)
i-te´ho vzoru (i = 1, 2, . . . , n). Pomocı´ Xn×d, se shlukovacı´ algoritmus pokousˇı´ nale´zt od-
dı´l C = C1, C2, . . . , CK o K trˇı´da´ch takovy´ch, zˇe podobnost vzoru˚ ve stejne´m shluku je
maxima´lnı´ a vzory z ru˚zny´ch shluku˚ se lisˇı´, co nejvı´ce to lze. Oddı´ly by meˇly pocˇı´tat
s na´sledujı´cı´mi vlastnostmi:
• kazˇdy´ shluk by meˇl mı´t alesponˇ jeden prˇirˇazeny´ vzor, tedy Ci ̸= ∅,∀i ∈ 1, 2, . . . ,K,
• dva ru˚zne´ shluky by nemeˇly mı´t zˇa´dny´ vzor spolecˇny´. Tedy Ci ∩ Cj = ∅,∀i ̸= j
a i, j ∈ 1, 2, . . . ,K. Tato vlastnost je vyzˇadova´na pro ostre´ (crisp) shlukova´nı´. Prˇi
neostre´m (fuzzy) shlukova´nı´ tato vlastnost neexistuje,
• kazˇdy´ vzor by meˇl rozhodneˇ by´t prˇirˇazen ke shluku, tedy
K
i=1
Ci = R.
Protozˇe dany´ datovy´ soubor lze rozdeˇlit na oddı´ly mnoha zpu˚soby, pro dodrzˇova´nı´
vy´sˇe zmı´neˇny´ch vlastnostı´ musı´ by´t definova´na funkce Fitness (urcˇita´ mı´ra vhodnosti
rozdeˇlenı´). Proble´m se na´sledneˇ meˇnı´ na nalezenı´ oddı´lu C∗ s optima´lnı´ nebo prˇiblizˇneˇ
optima´lnı´ vhodnostı´ v porovna´nı´ s ostatnı´mimozˇny´mi rˇesˇenı´miC = C1, C2, . . . , CN(n,K),
kde
N(n,K) =
1
K!
K
i=1
(−1)i

K
i
i
(K − i)i (6)
je pocˇet mozˇny´ch oddı´lu˚, cozˇ je stejne´ co
Optimize
C
f(Xn×d, C), (7)
kde C je jeden oddı´l ze sady C a f je statisticko-matematicka´ funkce, ktera´ vypocˇı´ta´va´
vhodnost oddı´lu na za´kladeˇ mı´ry podobnosti vzoru˚. Definice odpovı´dajı´cı´ mı´ry podob-
nosti hraje za´kladnı´ roli ve shlukova´nı´. Nejpopula´rneˇjsˇı´ zpu˚sob vyhodnocenı´ podobnosti
mezi dveˇma vzory je meˇrˇenı´ vzda´lenosti. Nejpouzˇı´vaneˇjsˇı´m zpu˚sobem meˇrˇenı´ vzda´le-
nosti je Eukleidovska´ vzda´lenost, ktera´ je mezi dveˇma d-rozmeˇrny´mi vzoryXi aXj da´na
vzorcem
d(Xi, Xj) =
 d
p=1
(Xi,p −Xj,p)2 = ∥Xi −Xj∥ (8)
Bylo uka´za´no v [3], zˇe proble´m shlukova´nı´ je NP-teˇzˇky´ jakmile pocˇet shluku˚ prˇekrocˇı´ 3.
5.3 Klasicke´ shlukovacı´ algoritmy
Shlukova´nı´ dat vycha´zı´ prˇeva´zˇneˇ ze dvou prˇı´stupu˚: hierarchicky´ (hierarchical) a oddı´lovy´
(partitional). U obou teˇchto typu˚ existuje mnoho podtypu˚ a ru˚zny´ch algoritmu˚ pro nale-
zenı´ shluku˚. U hierarchicke´ho shlukova´nı´ je vy´stupem strom zna´zornˇujı´cı´ sekvenci shlu-
kova´nı´, kde kazˇdy´ shluk je oddı´lem datove´ho souboru. Hierarchicke´ algoritmy mohou
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by´t aglomeracˇnı´ (zdola-nahoru) nebo deˇlı´cı´ (shora-dolu˚). Aglomeracˇnı´ algoritmy zacˇı´najı´
s kazˇdy´m prvkem jako samostatny´m shlukem a postupneˇ je spojujı´ do veˇtsˇı´ch shluku˚.
Deˇlı´cı´ algoritmy zacˇı´najı´ s cely´m datovy´m souborem a postupneˇ jej rozdeˇlujı´ na me-
nsˇı´ shluky. Hierarchicke´ algoritmy majı´ dveˇ za´kladnı´ vy´hody. Zaprve´ nenı´ potrˇeba urcˇit
pocˇet trˇı´d prˇedem a zadruhe´ jsou neza´visle´ na pocˇa´tecˇnı´ch podmı´nka´ch. Nicme´neˇ hlav-
nı´m nedostatkem techniky hierarchicke´ho shlukova´nı´ je, zˇe prvky prˇirˇazene´ do shluku
nelze prˇesunout do jine´ho shluku. Navı´c mohou selhat prˇi oddeˇlova´nı´ prˇekry´vajı´cı´ch se
shluku˚ kvu˚li chybeˇjı´cı´m informacı´m o celkove´m tvaru cˇi velikosti shluku˚. V te´to pra´ci se
hierarchicky´mi algoritmy da´le nezaby´va´me.
Algoritmy oddı´love´ho shlukova´nı´ se naopak pokousˇejı´ rozlozˇit datovy´ soubor prˇı´mo
do sady disjunktnı´ch shluku˚. Snazˇı´ se optimalizovat urcˇita´ krite´ria. Funkce krite´riı´ mu˚zˇe
zdu˚raznit loka´lnı´ strukturu dat at’uzˇ prˇirˇazenı´m shluku˚ do vrcholu˚ funkce hustoty prav-
deˇpodobnosti, nebo globa´lnı´ strukturou. Typicky globa´lnı´ krite´ria zahrnujı´ minimalizaci
mı´ry odlisˇnosti mezi vzory uvnitrˇ kazˇde´ho shluku, ale za´rovenˇ i maximalizaci odlisˇnosti
ru˚zny´ch shluku˚. Vy´hody hierarchicky´ch algoritmu˚ jsou nevy´hody oddı´lovy´ch algoritmu˚
a naopak. Rozsa´hly´ pru˚zkum ru˚zny´ch shlukovacı´ch technik lze nale´zt v [4].
Shlukova´nı´ mu˚zˇe by´t prova´deˇno ve dvou ru˚zny´ch rezˇimech: ostry´ (crisp) a neostry´
(fuzzy). V ostre´m shlukova´nı´ jsou shluky disjunktnı´ a v za´sadeˇ se neprˇekry´vajı´. Jaky´koli
vzor mu˚zˇe v tomto prˇı´padeˇ patrˇit pouze do pra´veˇ jedne´ trˇı´dy. V prˇı´padeˇ neostre´ho
shlukova´nı´ mu˚zˇe vzor patrˇit do vsˇech trˇı´d s urcˇity´m stupneˇm neostre´ho cˇlenstvı´ .
Nejcˇasteˇji pouzˇı´vany´ iterativnı´ K-means algoritmus pro oddı´love´ shlukova´nı´ se za-
meˇrˇuje na minimalizaci ICS (Intra-Cluster Spread), kterou lze pro K strˇedu˚ shluku˚ defi-
novat jako
ICS(C1, C2, . . . , CK) =
K
i=1

Xi∈Ci
∥Xi −mi∥2 (9)
Algoritmus K-means (nebo Hard c-means) zacˇı´na´ sK strˇedy shluku (tyto strˇedy jsou
na pocˇa´tku vybra´ny na´hodneˇ nebo jsou odvozeny z neˇjake´ prˇedem dane´ informace).
Kazˇdy´ vzor v datove´m souboru je pote´ prˇirˇazen k nejblizˇsˇı´mu strˇedu shluku. Strˇedy jsou
aktualizova´ny pomocı´ pru˚meˇru asociovany´ch vzoru˚. Proces je pak opakova´n, dokud nenı´
splneˇna neˇjaka´ ukoncˇovacı´ podmı´nka.
Fuzzy c-means (zkra´ceneˇ FCM) algoritmus se zda´ by´t nejpopula´rneˇjsˇı´m algoritmem
v oblasti neostre´ho shlukova´nı´. V klasicke´m FCM algoritmu je minimalizova´na funkce
soucˇtu uvnitrˇ shluku˚ Jm pro rozvoj vhodny´ch strˇedu˚ shluku˚:
Jm =
n
j=1
c
i=1
(ui,j)
m∥Xj − Vi∥2, (10)
kde Vi je i-ty´ strˇed shluku, Xj je j-ty´ d-rozmeˇrny´ vektor dat a ∥.∥ je skala´rnı´m soucˇinem-
indukovana´ norma v d rozmeˇrech. Pokudma´me c trˇı´d, mu˚zˇeme urcˇit jejich strˇedy shluku˚
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Vi pro i = 1 azˇ c pomocı´ na´sledujı´cı´ rovnice:
Vi =
n
j=1
(ui,j)
mXj
n
j=1
(ui,j)
m
(11)
Zde je m neˇjake´ rea´lne´ cˇı´slo ovlivnˇujı´cı´ stupenˇ cˇlenstvı´, kde m > 1. Nynı´ diferencujeme
vy´konnostnı´ krite´rium vzhledem k Vi (ui,j povazˇujeme za konstantu) a vzhledem k ui,j
(Vi povazˇujeme za konstantu) a dosadı´me za neˇ nulu, lze zı´skat na´sledujı´cı´ vztah [1]:
ui,j =
 c
k=1

∥Xj − Vi∥2
∥Xj − Vk∥2
 1
m−1
−1 (12)
i = 1, . . . , c
j = 1, . . . , n
U je c × n matice, U = [ui,j ], kde ui,j je rea´lne´ cˇı´slo z intervalu ⟨0; 1⟩, ktere´ uda´va´ stupenˇ
cˇlenstvı´ j-te´ho vzoru v i-te´m shluku. Cˇı´m vysˇsˇı´ hodnota ui,j je, tı´m vı´ce vzor patrˇı´ do
dane´ho shluku.
5.4 Shlukova´nı´ dat pomocı´ PSO
U´silı´ v oblasti vy´zkumu umozˇnilo pohlı´zˇet na shlukova´nı´ dat jako na optimalizacˇnı´
proble´m. Tento prˇı´stup nabı´zı´ mozˇnost aplikovat PSO algoritmus pro vyvinutı´ sady
kandida´tsky´ch strˇedu˚ shluku˚ a tı´m pa´dem urcˇenı´ prˇiblizˇne´ho optima´lnı´ho rozdeˇlenı´ da-
tove´ho souboru. Vy´znamnou vy´hodou PSO je jeho schopnost vyporˇa´dat se s loka´lnı´mi
optimy udrzˇova´nı´m, rekombinacı´ a porovna´va´nı´m neˇkolika kandida´tsky´ch rˇesˇenı´ sou-
cˇasneˇ. Oproti tomu heuristiky loka´lnı´ho hleda´nı´, jako algoritmus simulovane´ho zˇı´ha´nı´,
vylad’ujı´ pouze jedno kandida´tske´ rˇesˇenı´ a jsou notoricky slabe´ ohledneˇ vyporˇa´da´va´nı´ se
s loka´lnı´mi extre´my. Deterministicke´ loka´lnı´ hleda´nı´, ktere´ je pouzˇı´va´no v algoritmech
jako K-means vzˇdy konverguje do nejblizˇsˇı´ho loka´lnı´ho extre´mu od startovnı´ pozice
hleda´nı´.
Algoritmus shlukova´nı´ na za´kladeˇ PSO byl poprve´ prˇedstaven Omranem. Jeho vy´-
sledky uka´zaly, zˇe metoda zalozˇena´ na PSO prˇekonala K-means, FCM a pa´r dalsˇı´ch
dosavadnı´ch shlukovacı´ch algoritmu˚. V jeho metodeˇ pouzˇı´val pro posouzenı´ vy´konu
shlukovacı´ch algoritmu˚ mı´ru fitness na za´kladeˇ kvantizacˇnı´ chyby. Kvantizacˇnı´ chyba je
definova´na jako:
Je =
K
i=1

∀Xj∈Ci
d(Xj ,Vi)
ni
K
, (13)
kde Ci je i-ty´ strˇed shluku a ni je pocˇet datovy´ch bodu˚ patrˇı´cı´ch do i-te´ho shluku. Kazˇda´
cˇa´stice v PSO algoritmu reprezentuje mozˇnou mnozˇinuK strˇedu˚ shluku˚ jako:
Z⃗i = V⃗i,1 V⃗i,2 · · · V⃗i,K ,
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kde V⃗i,p odkazuje na p-ty´ vektor strˇedu shluku i-te´ cˇa´stice. Kvalita kazˇde´ cˇa´stice je meˇrˇena
na´sledujı´cı´ funkcı´ Fitness:
f(Zi,Mi) = w1d¯max(Mi, Xi) + w2(Rmax − dmin(Zi)) + w3Je (14)
Rmax je maximum hodnoty vlastnosti v datove´m souboru a Mi je matice reprezentujı´cı´
prˇirˇazenı´ vzoru˚ do shluku˚ i-te´ cˇa´stice. Kazˇdy´ prvek mi,k,p znacˇı´, jestli vzor Xp patrˇı´ do
shlukuCk i-te´ cˇa´stice. Uzˇivatelem definovane´ konstantyw1,w2 aw3 jsou pouzˇity k va´zˇenı´
vy´znamu jednotlivy´ch slozˇek. K tomu
d¯max = max
k∈1,2,...,K
 ∀Xp∈Ci,K
d(Xp, Vi,k)
ni,k
 (15)
a
dmin(Zi) = min∀p,q,p ̸=q
{d(Vi,p, Vi,q)} (16)
je minimum Eukleidovske´ vzda´lenosti mezi neˇjaky´mi dveˇma shluky. ni,k je pocˇet vzoru˚,
ktere´ patrˇı´ do shluku Ci,k cˇa´stice i. Funkce Fitness je neˇkolikana´sobny´ optimalizacˇnı´ pro-
ble´m, ktery´ minimalizuje vzda´lenost uvnitrˇ shluku, maximalizuje separaci mezi shluky
a snizˇuje kvantizacˇnı´ chybu. Pseudoko´d PSO shlukova´nı´ je shrnut v algoritmu 3.
1 inicializace kazˇde´ cˇa´stice s K na´hodny´mi strˇedy shluku˚
2 for t < maximum iteracı´ do:
3 for all cˇa´stice i do:
4 for all vzor Xp in datovy´ soubor do:
5 vypocˇı´tat Eukleidovskou vzda´lenost Xp od vsˇech strˇedu˚ shluku˚
6 prˇirˇadit Xp do shluku s nejblizˇsˇı´m strˇedem k Xp
7 end for
8 vypocˇı´tat funkci fitness f(Zi,Mi)
9 end for
10 nale´zt osobnı´ nejlepsˇı´ a globa´lnı´ nejlepsˇı´ pozici kazˇde´ cˇa´stice
11 aktualizovat strˇedy shluku˚ podle vzorce zmeˇny rychlosti (1) a pozice (2) PSO
12 end for
Algoritmus 3: Pseudoko´d shlukova´nı´ dat pomocı´ za´kladnı´ho PSO algoritmu
Tento za´kladnı´ algoritmus pak prosˇel mnoha u´pravami a hybridizacemi. Vy´sledky
PSO vypadajı´ velmi slibneˇ, lepsˇı´ shlukova´nı´ nezˇ pomocı´ K-means uka´zali naprˇ. Paterlini
a Krink cˇi Cui a spol. [1].
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6 Algoritmus automaticke´ho shlukova´nı´ zalozˇeny´ na PSO
Za poslednı´ch pa´r let bylo snahou nale´zt shluky v komplexnı´ch datovy´ch souborech po-
mocı´ evolucˇnı´ch vy´pocˇetnı´ch technik stra´veno obrovske´ mnozˇstvı´ cˇasu. Uzˇ se ale tolik
nerˇesˇilo, jak urcˇit optima´lnı´ pocˇet shluku˚. Veˇtsˇina existujı´cı´ch shlukovacı´ch technik za-
lozˇeny´ch na evolucˇnı´ch algoritmech prˇijı´ma´ pocˇet trˇı´d K jako vstup, mı´sto aby jej samy
urcˇily za beˇhu. Nicme´neˇ ve spousteˇ prakticky´ch situacı´ nemusı´ by´t vhodny´ pocˇet skupin
v nove´m datove´m souboru zna´m, nebo mu˚zˇe by´t nemozˇne´ jej urcˇit i trˇeba jen prˇiblizˇneˇ.
Naprˇı´klad prˇi shlukova´nı´ mnozˇiny dokumentu˚ plynoucı´ z dotazu na vyhleda´vacˇ se pocˇet
trˇı´dK meˇnı´ pro kazˇdoumnozˇinu dokumentu˚, ktera´ z interakce s vyhleda´vacˇem vyply´va´.
Za´rovenˇ pokud je datovy´ soubor popsa´n vysoko-dimenziona´lnı´m vektorem vlastnostı´
(cozˇ se sta´va´ velmi cˇasto), mu˚zˇe by´t prakticky nemozˇne´ data vizualizovat kvu˚li zjisˇteˇnı´
jejich pocˇtu shluku˚.
Nalezenı´ optima´lnı´ho pocˇtu shluku˚ v rozsa´hle´m datove´m souboru by´va´ obvykle na´-
rocˇny´ u´kol. Proble´m byl neˇkolikra´t zkouma´n, nicme´neˇ vy´sledek je sta´le neuspokojujı´cı´.
Lee aAntonssonpouzˇilimetoduzalozˇenounaEvolucˇnı´ strategii (zkra´ceneˇ ES) kdynamic-
ke´mu shlukova´nı´ datove´ho souboru. Navrhli ES implementovane´ jednotlivce promeˇnne´
de´lky k hleda´nı´ strˇedu˚ a optima´lnı´ho pocˇtu shluku˚ za´rovenˇ. Sarkat a spol. uka´zal prˇı´stup
k dynamicke´ klasifikaci datove´ho souboru pomocı´ Evolucˇnı´ho programova´nı´ (zkra´ceneˇ
EP), kdy jsou optimalizova´ny dveˇ Fitness funkce za´rovenˇ: jedna da´va´ optima´lnı´ pocˇet
shluku˚, zatı´mco druha´ vede ke spra´vne´ identifikaci kazˇde´ho strˇedu shluku. Bandyopad-
hyay a spol. navrhl geneticky´ algoritmus promeˇnne´ textove´ de´lky k rˇesˇenı´ proble´mu dy-
namicke´ho shlukova´nı´ pomocı´ jedine´ Fitness funkce.Omran a spol. prˇisˇel s automaticky´m
teˇzˇky´m shlukovacı´m sche´matem.Algoritmus zacˇı´na´ rozdeˇlenı´mdatove´ho souboru do re-
lativneˇ velke´ho pocˇtu shluku˚ kvu˚li snı´zˇenı´ efektu inicializace. Optima´lnı´ pocˇet shluku˚ je
vybra´n pomocı´ bina´rnı´ho PSO. Nakonec jsou strˇedy vybrany´ch shluku˚ vyladeˇny pomocı´
K-means algoritmu. Autorˇi aplikovali algoritmus na segmentaci prˇı´rodnı´ch, synteticky´ch
a multi-spektra´lnı´ch obra´zku˚ [1].
V te´to sekci probereme neostry´ shlukovacı´ algoritmus, ktery´ doka´zˇe automaticky
urcˇit pocˇet shluku˚ v dane´m datove´m souboru. Algoritmus je zalozˇen na algoritmu PSO
s vylepsˇeny´mi konvergencˇnı´mi vlastnostmi.
6.1 Modifikace klasicke´ho PSO
Kanonicke´ PSO bylo podrobeno empiricke´mu a teoreticke´mu zkouma´nı´ neˇkolika veˇdcu˚.
V mnoha prˇı´padech je konvergence prˇedcˇasna´, zejme´na pokud pouzˇı´va´ roj malou hod-
notu parametru setrvacˇnosti/hmotnosti ω cˇi konstrikcˇnı´ho koeficientu. Protozˇe globa´lneˇ
nejlepsˇı´ rˇesˇenı´ nalezene´ brzy ve vyhleda´vacı´m procesu mu˚zˇe by´t loka´lnı´ minimum, pou-
zˇı´va´memulti-elitnı´ strategii hleda´nı´ globa´lneˇ nejlepsˇı´ho vy´sledku PSO nazvanouMEPSO
navrzˇenou Abrahamem a spol [1]. Definuje pro kazˇdou cˇa´stici tempo ru˚stu β. Jakmile
je vhodnost cˇa´stice t-te´ iterace vysˇsˇı´ nezˇ vhodnost cˇa´stice (t − 1)-te´ iterace, je β zvy´sˇena
o 1. Pote´, co jsou urcˇeny loka´lneˇ nejlepsˇı´ ze vsˇech cˇa´stic v kazˇde´ generaci, prˇesuneme
loka´lnı´ nejlepsˇı´ cˇa´stici, ktera´ ma´ vhodnost vysˇsˇı´ nezˇ globa´lneˇ nejlepsˇı´, do oblasti kandi-
da´tu˚. Na´sledneˇ je globa´lneˇ nejlepsˇı´ cˇa´stice nahrazena loka´lneˇ nejlepsˇı´ s nejvysˇsˇı´ hodnotou
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tempa ru˚stu β. Vhodnost nove´ globa´lneˇ nejlepsˇı´ cˇa´stice je tak jako tak vzˇdycky vysˇsˇı´, nezˇ
hodnota stare´ globa´lneˇ nejlepsˇı´ cˇa´stice. Tento prˇı´stup snizˇuje pravdeˇpodobnost rychle´
konvergence do loka´lnı´ho extre´mu. Pseudoko´d MEPSO je popsa´n v algoritmu 4. Algorit-
mus MEPSO jsme rozsˇı´rˇili navı´c o ru˚zne´ typy cˇa´stic (viz sekce 6.3). Vy´sledny´ rozsˇı´rˇeny´
algoritmus budeme znacˇit MEPSO*.
1 for t < tmax do:
2 for j < N do: // velikost roje je N
3 if cˇa´sticej.Vhodnost v t-te´m kroku > cˇa´sticej.Vhodnost v (t− 1)-te´m kroku then:
4 βj = βj + 1;
5 end if
6 aktualizovat pBestj
7 if loka´lnı´ pBestj.Vhodnost > gBest.Vhodnost nynı´ then:
8 vlozˇ pBestj do kandida´tske´ oblasti
9 end if
10 end for
11 vypocˇı´tat β pro kazˇde´ho kandida´ta a poznacˇit kandida´ta s βmax
12 nahradit gBest kandida´tem s βmax
13 end for
14 nahradit gBest cˇa´sticı´ s nejvysˇsˇı´ vhodnostı´
Algoritmus 4: Pseudoko´d algoritmu MEPSO
6.2 Reprezentace cˇa´stice
V navrzˇene´ metodeˇ pro n datovy´ch bodu˚, o d dimenzı´ch a pro uzˇivatelem specifikovane´
maximum pocˇtu shluku˚ cmax je cˇa´stice vektorem rea´lny´ch cˇı´sel s dimenzı´ cmax+ cmax×d.
Prvnı´ch cmax hodnot jsou kladna´ desetinna´ cˇı´sla v intervalu ⟨0; 1⟩, kde kazˇde´ rˇı´dı´, jestli
bude odpovı´dajı´cı´ shluk aktivova´n (tj. bude opravdu pouzˇit pro klasifikaci dat) nebo
ne. Zby´vajı´cı´ promeˇnne´ jsou rezervova´ny pro cmax strˇedu˚ shluku˚, kazˇdy´ o d dimenzı´ch.
Jednu cˇa´stici lze tedy zobrazit jako:
Z⃗i(t) = Ti,1 Ti,2 · · · Ti,cmax V⃗i,1 V⃗i,2 · · · V⃗i,cmaxflagi,1 flagi,2 · · · flagi,cmax  
Aktivacˇnı´ prahy
  
Strˇedy shluku˚
Kazˇdy´ pravdeˇpodobny´ strˇed shluku mi,j ma´ d vlastnostı´ a asociovany´ bina´rnı´ prˇı´znak
flagi,j . Strˇed shluku je aktivnı´ (tj. vybra´n pro klasifikaci), pokud flagi,j = True, nebo
neaktivnı´, pokud je flagi,j = False. Kazˇdy´ prˇı´znak je nastaven v za´vislosti na hodnoteˇ
aktivacˇnı´ho prahu Ti,j . Poznamenejme, zˇe tyto prˇı´znaky jsou skryte´ informace spojene´
se strˇedy shluku˚ a neu´cˇastnı´ se PSO mutace cˇa´stice. Pravidlo pro vy´beˇr shluku˚ urcˇeny´ch
jednou cˇa´sticı´ je:
if Ti,j > 0, 5 then flagi,j = True else flagi,j = False (17)
Nutno dodat, zˇe prˇı´znaky u potomka lze zmeˇnit pouze pomocı´ prahu˚ Ti,j (podle (17)).
Jakmile cˇa´stice prˇeskocˇı´ na novou pozici v pru˚beˇhu optimalizace podle (1) a (2), jsou
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nejprve zı´ska´ny hodnoty T , ktere´ jsou na´sledneˇ pouzˇity pro vy´beˇr hodnot m (nastavenı´
prˇı´znaku u strˇedu˚ novy´ch shluku˚). Pokud v pru˚beˇhu mutace neˇktery´ z prahu˚ T u cˇa´stice
prˇekrocˇı´ hodnotu 1, je opraven na 1 prˇı´padneˇ na 0. Pokud je zjisˇteˇno, zˇe zˇa´dny´ prˇı´znak
v cˇa´stici nebyl nastaven na True (vsˇechny aktivacˇnı´ prahy jsou mensˇı´ nezˇ 0, 5), vybereme
na´hodneˇ 2 prahy a prˇenastavı´me je na na´hodne´ hodnoty mezi 0, 5 a 1, 0. Proto je pocˇet
mozˇny´ch shluku˚ vzˇdy minima´lneˇ 2.
Abychom se le´pe orientovali, budeme pro orientaci da´le uvazˇovat dvou rozmeˇrny´
prostor (rovinu), ve ktere´m budeme shlukovat body o sourˇadnicı´ch X, Y. Pro hleda´nı´
maxima´lneˇ 5 shluku˚ (cmax = 5) bodu˚ v rovineˇ se strˇedy shluku˚ [4, 5; 18, 34], [89, 43; 116, 93],
[783, 44; 56, 29], [901, 84; 72, 66], [39, 14; 206, 82] a aktivacˇnı´ch prazı´ch 0, 64, 0, 32, 0, 87, 0, 19,
0, 71 by cˇa´stice vypadala takto:
0, 64 0, 32 0, 87 0, 19 0, 71 4, 5 18, 34 89, 43 116, 93 783, 44 56, 29 901, 84 72, 66 39, 14 206, 82
Na za´kladeˇ prvnı´ch peˇti hodnot se pak urcˇı´ prˇı´znaky flag pro kazˇdy´ shluk. Tyto prˇı´znaky
zde nejsou u´myslneˇ uvedeny, aby bylo zrˇetelneˇji videˇt, jaka´ cˇı´sla se doopravdy u´cˇastnı´
evolucˇnı´ho cyklu.
Vy´pocˇet matice U musı´ by´t lehce upraven, aby nepocˇı´tal s neaktivnı´mi shluky:
ui,j =

1 pokud je i-ty´ shluk aktivnı´ a vi = xj ,
ca
k=1
 ∥xj−vi∥
∥xj−ak∥
 2
m−1
−1
pokud je i-ty´ shluk aktivnı´,
0 jinak,
(18)
kde ca je pocˇet aktivnı´ch shluku˚, xj je j-ty´ vzor, vi je i-ty´ strˇed shluku, ak je k-ty´ strˇed
aktivnı´ho shluku a m je neˇjaky´ koeficient ovlivnˇujı´cı´ stupenˇ cˇlenstvı´, v nasˇem prˇı´padeˇ
1, 5 ≤ m ≤ 3.
6.3 Typy cˇa´stic
Uka´zalo se, zˇe nenı´ sˇpatny´ na´pad rozsˇı´rˇit algoritmus i o mysˇlenky ze SBC. Konkre´tneˇ jde
o ru˚zne´ typy cˇa´stic.
Pro dalsˇı´ vy´klad je zapotrˇebı´ nejprve definovat pojem teˇzˇisˇteˇ shluku. Cˇa´stice, ktera´ letı´
prohleda´vany´mprostorempo iteracı´ch posouva´ sve´ strˇedy shluku˚. Jednotlive´ shluky jsou
definova´ny jejich strˇedy. Cˇa´stice se svy´mi sourˇadnicemimohoubeˇhem letudostat do tako-
vy´ch pozic, zˇe vznikle´ sourˇadnice strˇedu˚ shluku˚ lezˇı´ u´plneˇ mimo rozlozˇenı´ vzoru˚, nebo
mohou by´t v prostoru mezi shluky. Obzvla´sˇteˇ, pokud prohleda´va´me velkou prˇeva´zˇneˇ
pra´zdnou oblast. Pokud budeme vycha´zet z mysˇlenky, zˇe cˇı´m blı´zˇe je strˇed k jake´mukoli
bodu A, tı´m veˇtsˇı´ je pravdeˇpodobnost, zˇe je blı´zˇe i k ostatnı´m bodu˚m shluku, ve ktere´m
bod A lezˇı´, mu˚zˇeme navrhnout syste´m shlukova´nı´ podle teˇzˇisˇt’. Teˇzˇisˇteˇ shluku je tedy
vzor, ktery´ lezˇı´ nejblı´zˇe ke strˇedu shluku. Rozdı´l mezi shlukem definovany´m strˇedem
a shlukem definovany´m teˇzˇisˇteˇm lze videˇt na obra´zku 4.
Mozˇna´ va´s napadne ota´zka, procˇ tedy cˇa´stice neobsahuje sourˇadnice teˇzˇisˇt’ mı´sto
sourˇadnic strˇedu˚. Prˇedstavme si dva shluky, ktere´ jsou od sebe velmi vzda´lene´. Dejme
tomu, zˇe cˇa´stice podle globa´lneˇ nejlepsˇı´ho rˇesˇenı´ vı´, zˇe by meˇla jeden strˇed posunout
26
Těžiště
Střed
Obra´zek 4: Vlevo shluk podle strˇedu, vpravo shluk podle teˇzˇisˇteˇ. Cˇervena´ kruzˇnice znacˇı´
orientacˇnı´ hranici prˇı´slusˇnosti k dane´mu shluku. Vzory mimo tuto hranici mohou by´t
soucˇa´stı´ jiny´ch shluku˚
smeˇremke druhe´mu shluku. Pokud by byla definova´na sourˇadnicemi teˇzˇisˇteˇ, nemohla by
se od neˇj nikdy vzda´lit na veˇtsˇı´ vzda´lenost, nezˇ je definovana´ maxima´lnı´ rychlost cˇa´stice.
Tı´m pa´dem by cˇa´stice stagnovala sta´le na prˇiblizˇneˇ stejne´ pozici a po cely´ zbytek beˇhu
algoritmubyna´mbyla knicˇemu. Proto je du˚lezˇite´migrace cˇa´stic prova´deˇt na sourˇadnicı´ch
strˇedu˚ i prˇes to, zˇe shluky podle teˇzˇisˇt’ veˇtsˇinou da´vajı´ lepsˇı´ vy´sledky (naopak tomu je
naprˇ. u shluku˚ ve tvaru O).
Samotne´ shlukova´nı´ podle strˇedu˚ shluku˚ mu˚zˇe velmi pomalu konvergovat. Nicme´neˇ
samotne´ shlukova´nı´ podle teˇzˇisˇt’taky nemusı´ vzˇdy prˇine´st nejlepsˇı´ vy´sledky – viz drˇı´ve
zmı´neˇne´ shluky tvaru U, O apod. Nabı´zı´ se tedy mozˇnost vytvorˇit ru˚zne´ typy cˇa´stic:
• za´kladnı´ – shlukuje podle sourˇadnic strˇedu˚,
• konzervativnı´ – shlukuje podle sourˇadnic teˇzˇisˇt’,
• na´hodny´ – shlukuje podle sourˇadnic teˇzˇisˇt’, ale sourˇadnice strˇedu˚ jsou v kazˇde´ iteraci
vygenerova´ny zcela na´hodneˇ.
Du˚vod, procˇ jsme zavedli i na´hodny´ typ cˇa´stice je snaha o minimalizaci mozˇnosti kon-
vergence do loka´lnı´ho extre´mu funkce Fitness. Pokud by naprˇ. hned na zacˇa´tku beˇhu
algoritmu vsˇechny cˇa´stice konvergovaly do loka´lnı´ho extre´mu, pak by uzˇ nemeˇly vu˚bec
zˇa´dnou sˇanci se z neˇj dostat prycˇ. Prˇida´nı´m na´hodny´ch cˇa´stic se tato mozˇnost alesponˇ
trochu zlepsˇı´.
Pomeˇr cˇa´stic je volitelny´,my jsmepouzˇili 15%za´kladnı´ch, 75%konzervativnı´ch a 10%
na´hodny´ch.
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6.4 Funkce Fitness
Kvalitu oddı´lu lze soudit pomocı´ odpovı´dajı´cı´ho indexu validity shluku. Indexy va-
lidity shluku odpovı´dajı´ statisticko-matematicky´m funkcı´m pouzˇı´vany´m k ohodnocenı´
vy´sledku˚ shlukovacı´ch algoritmu˚. Obecneˇ slouzˇı´ index validity shluku ke dveˇma u´cˇelu˚m.
Zaprve´ mu˚zˇe by´t pouzˇit k urcˇenı´ pocˇtu shluku˚ a zadruhe´ zjisˇt’uje nejlepsˇı´ odpovı´dajı´cı´
oddı´l. Jeden tradicˇnı´ prˇı´stup pro urcˇenı´ optima´lnı´ho pocˇtu trˇı´d je spustit algoritmus opa-
kovaneˇ s ru˚zny´mi pocˇty trˇı´d na vstupu a pote´ vybrat rozdeˇlenı´ dat s nejlepsˇı´ mı´rou
validity. Idea´lneˇ by meˇl index validity pocˇı´tat s na´sledujı´cı´mi aspekty deˇlenı´:
• soudruzˇnost – vzory v jednom shluku by si meˇly by´t navza´jem podobne´, jak nejvı´ce
to lze. Rozptyl vhodnostı´ vzoru˚ uvnitrˇ shluku indikuje soudruzˇnost a kompaktnost
shluku,
• oddeˇlenost – shluky by meˇly by´t dobrˇe oddeˇleny. Vzda´lenost mezi strˇedy shluku˚
(naprˇ. jejich Eukleidovska´ vzda´lenost) indikuje oddeˇlenost shluku.
V te´to pra´ci je funkce Fitness zalozˇena na validacˇnı´m indexu, ktery´ byl navrzˇen v [10].
Validacˇnı´ index je definova´n jako:
I =
cmax
i=1
n
j=1
u2i,j∥xj − vi∥2 + 1ca(ca−1)
ca
i=1
ca
k=1,k ̸=i
∥ai − ak∥2
min
i ̸=k
∥ai − ak∥2
, (19)
kde cmax je maxima´lnı´ pocˇet shluku˚, ca je pocˇet aktivnı´ch shluku˚ urcˇeny´ch pro klasifikaci,
ui,j je stupenˇ cˇlenstvı´ j-te´ho vzoru do i-te´ho shluku, xj je j-ty´ vzor, vx je strˇed/teˇzˇisˇteˇ
x-te´ho shluku a ax je x-ty´ strˇed/teˇzˇisˇteˇ aktivnı´ch shluku˚.
Prvnı´ cˇa´st cˇitatele je soucˇet vzda´lenostı´ vzoru˚ od strˇedu˚/teˇzˇisˇt’ shluku˚, do ktery´ch
prˇı´slusˇı´ podle stupneˇ cˇlenstvı´ui,j .Druha´ cˇa´st cˇitatele jepru˚meˇrna´ vzda´lenost strˇedu˚/teˇzˇisˇt’
aktivnı´ch shluku˚ a funguje jako postihova´ funkce, ktera´ zlepsˇuje chova´nı´ funkce pro pocˇet
aktivnı´ch shluku˚ ca → n.
V [10] je uvedena jesˇteˇ jedna postihova´ funkce – ve jmenovateli – a to z du˚voduhorsˇı´ho
chova´nı´ funkce Fitness v prˇı´padeˇ, kdym→∞ (m je koeficient ovlivnˇujı´cı´ vy´pocˇet stupneˇ
cˇlenstvı´, viz rovnice (18)). Vzhledem k tomu, zˇe funkce da´va´ rozumne´ vy´sledky pro
1, 5 ≤ m ≤ 3 [2], nema´ smysl sem→∞moc zaby´vat.
Pomocı´ I lze zı´skat optima´lnı´ pocˇet shluku˚ minimalizacı´ hodnoty validacˇnı´ho indexu.
Funkce Fitness tedy mu˚zˇe by´t napsa´na takto:
Fcost =
1
I + eps
, (20)
kde eps je neˇjaka´ velmi mala´ konstanta, zde je pouzˇita hodnota 0, 00002. Maximalizace
funkce Fitness tedy znamena´ minimalizaci validacˇnı´ho indexu I .
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6.5 Osˇetrˇenı´ nekorektnı´ch stavu˚
Cˇa´stice se nesmı´ dostat mimo hranice prohleda´vane´ho prostoru. Prˇi nacˇı´ta´nı´ dat je tedy
potrˇeba specifikovat platne´ rozmezı´ lowerBound a upperBound a to pro kazˇdou dimenzi
zvla´sˇt’. Je rozumne´ nastavit vy´chozı´ lowerBoundx a upperBoundx na nejnizˇsˇı´ respektive
nejvysˇsˇı´ hodnotu x-te´ sourˇadnice vzoru˚. Tı´m, zˇe specifikujememeze pro kazˇdou dimenzi
zvla´sˇt’docı´lı´me efektivneˇjsˇı´ho shlukova´nı´, kdy se cˇa´stice nebudou snazˇit hledat tam, kde
zˇa´dna´ data nejsou. Jakmile se cˇa´stice prˇesune na novou pozici, je pro kazˇdou dimenzi
zkontrolova´na hodnota dane´ sourˇadnice a pokud lezˇı´ mimo definovane´ hranice, je vy-
generova´na na´hodneˇ uvnitrˇ teˇchto hranic (pouze v te´to dimenzi). Pokud bychom pozici
pouze nastavili na lowerBound respektive upperBound, pak by se na´m mohlo sta´t, zˇe
vsˇechny cˇa´stice budou postupem cˇasu rozmı´steˇny po okrajı´ch prohleda´vane´ plochy, cozˇ
je na´m k nicˇemu.
Jak jizˇ bylo drˇı´ve zmı´neˇno, cˇa´sticemajı´ tendenci prudce zvysˇovat svou rychlost. Pokud
je rychlost prˇı´lisˇ velka´, cˇa´stice ska´cˇe od okraje k okraji prohleda´vane´ zo´ny a vzhledem
k osˇetrˇenı´ prˇekrocˇenı´ hranic vysveˇtlene´ v prˇedchozı´m odstavci se shlukova´nı´ sta´va´ zcela
na´hodny´m generova´nı´m sourˇadnic strˇedu˚ shluku˚. Proto je zapotrˇebı´ tuto rychlost neˇjak
korigovat. Jednou z mozˇnostı´ je jedna globa´lnı´ konstanta vmax prˇi jejı´mzˇ prˇekrocˇenı´ se
na ni rychlost omezı´. Tento prˇı´stup ale nenı´ vhodny´ pro nesymetricka´ data, kde jsou
veˇtsˇı´ rozdı´ly mezi rozsahy jednotlivy´ch dimenzı´. Naprˇ. pokud ma´me rovinu o sˇı´rˇce 2000
a vy´sˇce 150, pak pokud nastavı´me vmax na 200, cozˇ je pro velikost sˇı´rˇky plochy jesˇteˇ
sta´le akceptovatelna´ rychlost (cˇa´stice musı´ uskutecˇnit alesponˇ 10 iteracı´, nezˇ se dostane
z jednoho konce na druhy´), pak se zacˇne cˇa´stice velmi rychle dosta´vat mimo hranice
dimenze vy´sˇky, cˇı´mzˇ se zacˇne generovat na´hodneˇ. Dalsˇı´ alternativou je definovat vmax
pro kazˇdou dimenzi zvla´sˇt’. Tato mozˇnost uzˇ bude fungovat, nicme´neˇ je velmi pracna´.
Pokud bychom naprˇ. chteˇli shlukovat data o 60-ti dimenzı´ch, pak bychommuseli 60-kra´t
upravitmaxima´lnı´ rychlost, cozˇ obna´sˇı´ i 60-kra´t prozkoumat platny´ rozsah dane´ dimenze.
Abychom se tomuto vyhnuli, definujeme maxima´lnı´ rychlost maxV elocityPercent jako
pomeˇr rozsahu dane´ dimenze v procentech. Tı´m pa´dem stacˇı´ zadefinovat pouze jednu
hodnotu a pro kazˇdou dimenzi se uzˇ omezujı´cı´ rychlost vypocˇte za beˇhu. Poznamenejme,
zˇe rozsah hodnot aktivacˇnı´ch prahu˚ je vzˇdy 1 a vzhledemk tomu, zˇe je vhodnost cˇa´stice na
tyto hodnoty velice citliva´, nenı´ dobre´ je zateˇzˇovat stejneˇ velky´momezenı´m rychlosti, jako
klasicka´ data. V nasˇem prˇı´padeˇ je maxima´lnı´ rychlost pohybu v dimenzı´ch aktivacˇnı´ch
prahu˚ nastavitelna´ dalsˇı´ procentua´lnı´ konstantou.
Na´mi definovana´ funkce Fitness je navrzˇena´ tak, aby cˇa´stice smeˇrˇovaly strˇedy shluku˚
co nejda´l od sebe. Nicme´neˇ pokud bychom chteˇli pouzˇı´t funkci jinou, mohli bychom
narazit na to, zˇe nejlepsˇı´ vhodnost cˇa´stice bude takova´, kdy vsˇechny strˇedy shluku˚ budou
v jednom bodeˇ (vsˇechny vzda´lenosti najednou budou rovny 0 a vy´sledna´ vhodnost naprˇ.
∞). Idea´lneˇ by semeˇla samozrˇejmeˇ zmeˇnit funkceFitness. Pokud funkci Fitness zneˇjake´ho
du˚vodu meˇnit nechceme, pak je nutnostı´ definovat minima´lnı´ vzda´lenostiminDistancei
mezi jednotlivy´mi sourˇadnicemi. Osˇetrˇenı´ minima´lnı´ch vzda´lenostı´ vsˇak nemusı´ by´t tak
jednoduche´, jak se mu˚zˇe zda´t. Posunutı´m jedne´ cˇa´stice o kousek da´l mu˚zˇe nastat kolize
s jinou cˇa´sticı´. Je trˇeba tedy posunout i vsˇechny ostatnı´ prˇı´padne´ kolidujı´cı´ cˇa´stice. Pak
se zase mu˚zˇe sta´t, zˇe poslednı´ cˇa´stice prˇekrocˇila hranici prohleda´vane´ho prostoru, tı´m
29
pa´dem se musı´ vsˇechny cˇa´stice posunout zpa´tky. Aby vu˚bec bylo mozˇne´ vzˇdy cˇa´stice
takto umı´stit, musı´ platit vztah:
minDistancei <
upperBoundi − lowerBoundi
N
, (21)
kde N je pocˇet cˇa´stic a i je index dimenze.
Nakonec abychomminimalizovali shluky, ve ktery´ch jsou me´neˇ nezˇ 2 vzory, oveˇrˇı´me
po kazˇde´m prˇesunutı´ cˇa´stice na novou pozici, zda kazˇdy´ aktivnı´ shluk obsahuje alesponˇ
2 vzory s nejveˇtsˇı´m stupneˇm cˇlenstvı´ ui,j . Pokud ne, pak vypocˇı´ta´me vsˇechny sourˇadnice
te´to cˇa´stice jako pru˚meˇr sourˇadnic ostatnı´ch cˇa´stic. Provedeme drˇı´ve zmı´neˇne´ korekce,
prˇirˇadı´me stupneˇ cˇlenstvı´ znovu a pokud ani tentokra´t neobsahuje neˇktery´ aktivnı´ shluk
alesponˇ 2 vzory, pak posuneme strˇedy shluku˚ do jejich teˇzˇisˇt’neza´visle na typu cˇa´stice.
6.6 Shrnutı´ algoritmu
V kazˇde´ iteraci prˇesuneme cˇa´stice na nove´ pozice podle rovnic (1) a (2), cˇı´mzˇ zı´ska´me
u kazˇde´ z nich nove´ pozice strˇedu˚ shluku˚ a jejich aktivacˇnı´ prahy. Na za´kladeˇ aktivacˇ-
nı´ch prahu˚ urcˇı´me pomocı´ rovnice (17), ktere´ strˇedy shluku˚ se budou u´cˇastnit klasifikace
v te´to iteraci. Ke kazˇde´mu aktivnı´mu shluku najdeme jeho teˇzˇisˇteˇ a podle rovnice (18)
vypocˇı´ta´me stupneˇ cˇlenstvı´ (maticeU ) kazˇde´ho vzoru ke kazˇde´mu shluku. Jakmilema´me
k dispozici vsˇechny tyto informace, vypocˇı´ta´me u kazˇde´ cˇa´stice pomocı´ rovnic (19) a (20)
vhodnost nalezene´ho rˇesˇenı´. Po vyhodnocenı´ vsˇech kvalit rˇesˇenı´ aktualizujeme globa´lneˇ
nejlepsˇı´ nalezene´ rˇesˇenı´ (podle sekce 6.1). Jakmile je dokoncˇen prˇedem definovany´ pocˇet
iteracı´, je globa´lneˇ nejlepsˇı´ rˇesˇenı´ nahrazeno loka´lnı´m nejlepsˇı´m rˇesˇenı´m s nejvysˇsˇı´ vhod-
nostı´ (ze vsˇech cˇa´stic) a provede se u neˇj tzv. „defuzzyfikace“, neboli kazˇdy´ vzor se prˇirˇadı´
pouze do toho shluku, u ktere´ho ma´ nejveˇtsˇı´ stupenˇ cˇlenstvı´.
Mezi hlavnı´ vy´hody tohoto algoritmu patrˇı´ beze sporu fakt, zˇe doka´zˇe automaticky
urcˇit optima´lnı´ pocˇet shluku˚, da´ se pomeˇrneˇ snadno paralelizovat (kazˇda´ cˇa´stice mu˚zˇe
beˇzˇet v ra´mci jednoho cyklu ve vlastnı´m vla´kneˇ) a ma´ pomeˇrneˇ dobre´ vy´sledky shluko-
va´nı´.
Jako kazˇdy´ algoritmus ma´ i MEPSO* sve´ nevy´hody. Uzˇ z principu fungova´nı´ PSO je
nutne´, aby cˇa´stice meˇla rychlost a polohu ve vsˇech dimenzı´ch prohleda´vane´ho prostoru.
Tı´m pa´dem se algoritmus sta´va´ nepouzˇitelny´m pro obrovska´ data. Kazˇda´ cˇa´stice zabı´ra´
pameˇt’o velikosti cmax pro aktivacˇnı´ prahy+d.cmax pro sourˇadnice strˇedu˚ shluku˚+n.cmax
prvku˚ matice U , celkem tedy cmax.(1 + d+ n) rea´lny´ch cˇı´sel.
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7 Software
Soucˇa´stı´ te´to pra´ce je na´sledujı´cı´ software:
• implementace algoritmu˚ SBC, PSO a MEPSO*,
• hlavnı´ program pro shlukova´nı´ dat pomocı´ algoritmu MEPSO* a FCM,
• vy´pocˇet TSP pomocı´ SBC algoritmu,
• vizualizace rˇesˇenı´ proble´mu TSP a rozdeˇlenı´ grafu pomocı´ SBC algoritmu,
• vy´pocˇet TSP pomocı´ PSO algoritmu.
Vesˇkere´ ko´dy jsou napsa´ny v jazyce C# frameworku Microsoft .NET 4.5. Uzˇivatelska´
rozhranı´ slouzˇı´ pouzekusnadneˇnı´ interakceuzˇivatele s algoritmy.Cı´lem te´topra´ce nebylo
vytvorˇenı´ konzistentnı´ho a stabilnı´ho syste´mu, ale prozkoumat mozˇnosti shlukova´nı´
dat. Z tohoto du˚vodu nebyla veˇnova´na pozornost optima´lnı´mu rozlozˇenı´ prvku˚ GUI
a u aplikacı´ nejsou osˇetrˇeny vsˇechny mozˇne´ vstupy. Prˇesto by alesponˇ hlavnı´ aplikace
nemeˇla spadnout a vesˇkere´ chyby bymeˇla prˇinejmensˇı´m zapisovat do souboru˚ v adresa´rˇi
Logs.
7.1 Shlukova´nı´ dat pomocı´ algoritmu˚ MEPSO* a FCM
Hlavnı´ aplikace te´to pra´ce. Je napsa´na veWPF a slouzˇı´ k testova´nı´ shlukova´nı´ dat pomocı´
algoritmuMEPSO* cˇi FCM, prˇicˇemzˇ kazˇdy´ algoritmus ma´ sve´ vlastnı´ okno. V hornı´ cˇa´sti
se vzˇdy nacha´zı´ pole pro nastavenı´ vstupnı´ch dat a parametru˚ pro jednotlive´ algoritmy.
V leve´ cˇa´sti pak jsou zobrazeny presentery vy´sledku˚. Tyto presentery slouzˇı´ k prezentaci
vypocˇteny´ch dat v prˇehledneˇjsˇı´ formeˇ. Pro algoritmus MEPSO* jsou implementova´ny
tyto presentery:
• export dat – slouzˇı´ k ulozˇenı´ vy´sledku˚ do bina´rnı´ho souboru, nebo zjednodusˇene´mu
ulozˇenı´ vy´sledku˚ do textove´ho souboru,
• 2-D body – slouzˇı´ ke zobrazenı´ shlukova´nı´ bodu˚ v rovineˇ,
• podobne´ obra´zky – zobrazı´ shlukova´nı´ podobny´ch obra´zku˚, prˇicˇemzˇ cesta k adresa´rˇi
s obra´zky musı´ by´t specifikova´na v konfiguracˇnı´m souboru.
V dolnı´ cˇa´sti pak uzˇivatel mu˚zˇe sledovat a spousˇteˇt cˇi zastavit pru˚beˇh algoritmu˚.
Vy´beˇr vstupnı´ch dat pro algoritmus MEPSO* je slozˇen ze cˇtyrˇ kroku˚:
1. Vy´beˇr textove´ho souboru.
2. Vy´beˇr prvnı´ho rˇa´dku souboru a specifikace regula´rnı´ho vy´razu oddeˇlujı´cı´ho jed-
notlive´ hodnoty sloupcu˚.
3. Vy´beˇr sloupcu˚, ktere´ se budou u´cˇastnit klasifikace (naprˇ. pokuddata obsahujı´ neˇjake´
pozna´mky, sˇtı´tky apod. lze je zde vyloucˇit a nenı´ trˇeba upravovat samotny´ soubor).
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Obra´zek 5: Trˇı´dnı´ diagram algoritmu MEPSO*
4. Specifikace hranic prohleda´vane´ oblasti.
Vy´beˇr vstupnı´ch dat pro algoritmus FCM se skla´da´ pouze z kroku˚ 1, 2 a 3.
Vy´sledky algoritmu˚ MEPSO* a FCM lze pak vyhodnotit na´strojem v hornı´m menu.
Ten vyzˇaduje jako vstup slozˇku se soubory s prˇı´ponou .bin a na´zvy souboru˚musı´ splnˇovat
pravidlo, zˇe vy´sledky algoritmu FCMmusı´ zacˇı´nat znakem . Prˇi dodrzˇenı´ te´to struktury
pak lze zı´ska´vat statistiky velmi rychle.
Snı´mek obrazovky hlavnı´ho programu je na obra´zku 6 a zjednodusˇeny´ trˇı´dnı´ diagram
algoritmuMEPSO* je na obra´zku 5. Z du˚vodu lepsˇı´ cˇitelnosti jsou v diagramu zachyceny
pouze za´kladnı´ trˇı´dy algoritmu MEPSO* bez ru˚zny´ch deˇdicˇnostı´, rozhranı´ pro nacˇı´ta´nı´
dat a jiny´ch vazeb, ktere´ by zde mohly by´t matoucı´.
Struktura knihoven vypada´ na´sledovneˇ:
• dll knihovny zacˇı´najı´cı´ Rec052 jsou podpu˚rne´ knihovny se za´kladnı´ v .NET Fra-
meworku cˇasto pouzˇı´vanou funkcionalitou,
• DataClustering.Core.dll obsahuje za´kladnı´ trˇı´dy pro pra´ci se shlukova´nı´m,
• DataClustering.FCM.dll je konkre´tnı´ implementace shlukova´nı´ pomocı´ algoritmu
Fuzzy c-means,
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Obra´zek 6: Snı´mek obrazovky programu pro shlukova´nı´ dat pomocı´ algoritmu MEPSO*
+ dialog pro specifikaci dat
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• DataClustering.MEPSO.dll je konkre´tnı´ implementace shlukova´nı´ pomocı´ algoritmu
MEPSO*,
• DataClustering.MEPSO.GUI.WPF.exe je knihovna s graficky´mi uzˇivatelsky´mi roz-
hranı´mi,
• DataClusteringLibrary.dll obsahuje funkcionalitu exportu vy´sledku˚ do textove´ho
souboru.
7.2 Vy´pocˇet TSP pomocı´ SBC a PSO
Jedna´ se o konzolove´ aplikace, ktere´majı´ na vstupu (jako argument vola´nı´) na´zev souboru
s definicı´ u´plne´ho va´zˇene´ho orientovane´ho grafu a pocˇet iteracı´ pro jeden beˇh algoritmu.
Na´sledneˇ je algoritmus spusˇteˇn 100-kra´t za sebou a jsou vypsa´ny vy´sledky. Nakonec
umozˇnı´ aplikace zapsat vy´sledky do textove´ho souboru. Soucˇa´stı´ je i genera´tor XML
souboru˚ s definicemi grafu˚. Na vstupu je povinny´ pocˇet vrcholu˚ a nepovinny´ na´zev
vy´stupnı´ho souboru.
Knihovny te´to cˇa´sti jsou na´sledujı´cı´:
• SBC.dll obsahuje obecnou implementaci algoritmu simulace vcˇelı´ kolonie,
• SBC.Graph.dll definuje data pro SBC jako u´plny´ orientovany´ va´zˇeny´ graf a obsahuje
funkcionalitu s nimi spojenou,
• SBC.Graph.Generator.exe slouzˇı´ k vygenerova´nı´ validnı´ho XML souboru s na´hod-
ny´mi daty grafu,
• SBC.TSP.dll je konkre´tnı´ implementace algoritmu SBC pro u´cˇel rˇesˇenı´ proble´mu
obchodnı´ho cestujı´cı´ho,
• SBC.TSP.Console.exe slouzˇı´ k prova´deˇnı´ testu˚ rˇesˇenı´ TSP pomocı´ algoritmu SBC,
• PSO.dll obsahuje obecnou implementaci algoritmu PSO,
• PSO.TSP.dll je konkre´tnı´ implementace algoritmu PSO pro u´cˇel rˇesˇenı´ proble´mu
obchodnı´ho cestujı´cı´ho,
• PSO.TSP.Console.exe slouzˇı´ k prova´deˇnı´ testu˚ rˇesˇenı´ TSP pomocı´ algoritmu PSO.
7.3 Vizualizace algoritmu SBC
Jedna´ se o podpu˚rnou aplikaci napsanou ve Windows Forms, ktera´ slouzˇı´ k vizualizaci
pru˚beˇhu algoritmu simulace vcˇelı´ kolonie. Po spusˇteˇnı´ se zobrazı´ okno, ve ktere´m je trˇeba
nejprve vybrat vstupnı´ data. Jakmile jsou vybra´na vstupnı´ data, je zapotrˇebı´ vybrat typ
proble´mu. Na vy´beˇr jsou proble´my GP3 a TSP4. Po vyplneˇnı´ parametru˚ se zobrazı´ dialog
3Proble´m GP nenı´ dokoncˇen z du˚vodu˚ popsany´ch v sekci 4.1. Sousedske´ rˇesˇenı´ je generova´no na´hodneˇ
4Pro proble´m obchodnı´ho cestujı´cı´ho je nutno vybrat data s va´zˇeny´m grafem
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Obra´zek 7: Snı´mek obrazovky vizualizace proble´mu rozdeˇlenı´ grafu pomocı´ SBC
Obra´zek 8: Snı´mek obrazovky vizualizace proble´mu obchodnı´ho cestujı´cı´ho pomocı´ SBC
se zna´zorneˇnı´m grafu, dialog zobrazujı´cı´ globa´lneˇ nejlepsˇı´ pameˇt’a pokud je to aktua´lnı´,
zobrazı´ se dialog reprezentujı´cı´ danou vcˇelu, kde je vzˇdy napsa´no, co vcˇela zrovna deˇla´
a jaky´ ma´ obsah pameˇti – viz obra´zek 7 a 8.
Vizualizace SBC zahrnuje tyto knihovny:
• SimulatedBeeColony.dll obsahuje upravenou implementaci SBC pro rˇesˇenı´ proble´mu˚
TSP a GP,
• SimulatedBeeVisualDemo.exe zahrnuje upravenou implementaci u´lu pro mozˇnost vi-
zualizace a obsahuje vesˇkere´ souvisejı´cı´ GUI prvky.
XML soubor s definicı´ grafu musı´ mı´t strukturu popsanou ve vy´pise 5. V prˇı´padeˇ
proble´mu GP je mozˇno vynechat atributyWeight.
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8 Experimenty
Vesˇkere´ experimenty byly prova´deˇny na sˇkolnı´m serveru s procesorem s 8 ja´dry o frek-
venci 2, 7GHz a operacˇnı´ pameˇtı´ 12GB. Toto testovacı´ prostrˇedı´ bylo navrzˇeno prˇedevsˇı´m
proto, abychom mohli otestovat efektivitu vyuzˇitı´ modernı´ho hardware. S tı´m souvisely
drobne´ u´pravy testovane´ho algoritmu MEPSO*, aby vyuzˇı´val vı´ce vla´ken.
8.1 TSP
V sekci 2 jsme si popsali proble´m obchodnı´ho cestujı´cı´ho. V te´to pra´ci jsme vyzkousˇeli
k nalezenı´ rˇesˇenı´ TSP algoritmy SBC a PSO.
Algoritmus SBC byl naimplementova´n podle cˇla´nku Johna McCaffreyho [6]. Na
vstupu byl orientovany´ ohodnoceny´ u´plny´ graf a rˇesˇenı´m byla cesta (posloupnost vr-
cholu˚) naprˇ.A,F,B,E,C,D,A. Funkce Fitness byla obycˇejny´ soucˇet vah hran cesty a opti-
malizovali jsmeminimum funkce Fitness (cˇı´m kratsˇı´ celkova´ vzda´lenost, tı´m lepsˇı´ rˇesˇenı´).
Sousedska´ rˇesˇenı´ byla generova´na pouze prohozenı´m dvou na´hodneˇ vybrany´ch vrcholu˚
cesty.
U algoritmu PSO bylo zapotrˇebı´ specifikovat, jak bude reprezentova´na cˇa´stice. Kazˇde´
meˇsto ma´ sve´ cˇı´slo porˇadı´ a cˇa´stice je reprezentova´na polem rea´lny´ch cˇı´sel 1 ≤ x ≤ n, kde
n je pocˇet meˇst. V kazˇde´ dimenzi mu˚zˇe by´t libovolne´ cˇı´slo ve drˇı´ve zmı´neˇne´m rozsahu.
Prˇi vy´pocˇtu funkce Fitness se pak tato cˇı´sla zaokrouhlı´ na cela´ cˇı´sla, cˇı´mzˇ dostaneme
porˇadova´ cˇı´sla meˇst. Funkce Fitness pro SBC je tedy definova´na naprˇ. takto:
L =
n
i=1
dist

mi,m(i+1)%n

Fcost =

L pokud d = 0,
(L+ 100)2+
d
100 jinak
(22)
kdemi je i-te´ meˇsto v posloupnosti meˇst,%n znacˇı´ zbytek po celocˇı´selne´m deˇlenı´ pocˇtem
meˇst n, dist(a, b) je de´lka cesty z meˇsta a do meˇsta b a d je pocˇet duplicitnı´ch meˇst
v posloupnosti. Je totizˇ nutne´ penalizovat rˇesˇenı´, kde se nevyskytujı´ vsˇechna meˇsta.
V tabulce 2 jsou zna´zorneˇny vy´sledky testu˚ implementace algoritmu˚ SBC a PSO na
TSP. Pocˇet iteracı´ byl 1000, pocˇet cˇa´stic 100, maxima´lnı´ rychlost u PSO byla 20% pocˇtu
meˇst, pomeˇr aktivnı´ch, neaktivnı´ch a vcˇel pru˚zkumnı´ku˚ u SBC byl 75 : 15 : 10. Kazˇdy´
algoritmus byl spusˇteˇn desetkra´t v da´vka´ch po 100. Zna´zorneˇny´ cˇas tedy znacˇı´ dobu, za
jak dlouho byl dany´ algoritmus proveden 100-kra´t.N znacˇı´ pocˇet meˇst, Favg je pru˚meˇrna´
vhodnost, Fbest je nejlepsˇı´ nalezena´ vhodnost a Fworst je nejhorsˇı´ nalezena´ vhodnost.
Jak lze videˇt, algoritmus SBC da´va´ mnohem lepsˇı´ vy´sledky. Pro veˇtsˇı´ N se algoritmus
PSO v podstateˇ sta´va´ nepouzˇitelny´. Je to da´no prˇedevsˇı´m principem algoritmu, kdy PSO
funguje idea´lneˇ, pokud ma´ funkce Fitness neˇjaky´ trend, cozˇ v prˇı´padeˇ TSP rozhodneˇ
nema´. SBC vylozˇeneˇ trend funkce Fitness nepotrˇebuje. Za´rovenˇ to potvrzuje fakt, zˇe PSO
nenı´ univerza´lnı´ algoritmus, ktery´ se hodı´ na rˇesˇenı´ vsˇech optimalizacˇnı´ch proble´mu˚ a je
trˇeba dobrˇe zva´zˇit, na ktere´ proble´my jej pouzˇı´t.
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N Algoritmus Fbest Favg Fworst Cˇas [h:mm:ss]
6
SBC 197 197,000 197 0:00:13
PSO 197 3266, 036 10000 0:00:46
15
SBC 170 249,641 298 0:00:39
PSO 914 61924, 199 135424 0:01:57
30
SBC 447 606,158 689 0:02:10
PSO 314721 602637, 844 853776 0:04:49
Tabulka 2: Porovna´nı´ vy´sledku˚ proble´mu obchodnı´ho cestujı´cı´ho pomocı´ SBC a PSO. Oba
algoritmy meˇly shodny´ pocˇet ohodnocenı´ funkce Fitness
8.2 Shlukova´nı´ dat
Nı´zˇe zmı´neˇne´ testy byly prova´deˇny algoritmem MEPSO* popsany´m v sekci 6. Pokud
nenı´ uvedeno jinak, platı´ na´sledujı´cı´ konfigurace:
pocˇet iteracı´: 500 za´kladnı´ch cˇa´stic: 15% c1: 2
pocˇet cˇa´stic: 100 konzervativnı´ch cˇa´stic: 75% c2: 2
m: 2, 25 na´hodny´ch cˇa´stic: 10% ω: 1
cmax: 20 max. rychlost strˇedu˚: 5% max. rychlost prahu˚: 20%
Testy byly prova´deˇny s pocˇtem ohodnocenı´ funkce Fitness Fcount ≤ 50000. Jakmile
pocˇet ohodnocenı´ funkce Fitness dosa´hl Fcount algoritmus dokoncˇil iteraci a skoncˇil,
pokud vsˇak nebyly splneˇny ukoncˇovacı´ podmı´nky jizˇ drˇı´ve.
8.2.1 Body v rovineˇ
Otestovali jsme u´cˇinnost dynamicke´ho shlukova´nı´ na´mi navrzˇene´ho algoritmu MEPSO*
na bodechv rovineˇ. Vy´sledky se velmi lisˇily v za´vislosti na nastavenı´ vstupnı´chparametru˚
– zejme´na pomeˇr c1, c2 a ω, pak nastavenı´ omezenı´ rychlostı´ a stupneˇ neostrosti m.
Optima´lnı´ nastavenı´ vstupnı´ch parametru˚ velmi za´visı´ na charakteru datove´ho souboru
a jeho urcˇenı´ by mohlo by´t dalsˇı´m optimalizacˇnı´m proble´mem. Vy´sledky shlukova´nı´
byly srovna´ny s nejbeˇzˇneˇjsˇı´m algoritmem na shlukova´nı´ dat – Fuzzy c-means – a ukazujı´,
zˇe pokud jsou dobrˇe zvoleny vstupnı´ parametry, mu˚zˇe algoritmus MEPSO* shlukovat
skutecˇneˇ le´pe. Tabulka 3 dane´ vy´sledky zachycuje. K porovna´nı´ vy´sledku˚ byla pouzˇita
funkce Fitness zmı´neˇna´ v sekci 6.4.Nexp je ocˇeka´vany´/skutecˇny´ pocˇet shluku˚. Minima´lnı´,
pru˚meˇrny´ a maxima´lnı´ pocˇet nalezeny´ch shluku˚ je v tabulce znacˇen Nmin, Navg resp.
Nmax. Testy byly prova´deˇny cyklicky. Vstupnı´ parametry algoritmu MEPSO* byly mı´rneˇ
meˇneˇny, zatı´mco u algoritmu FCM byly zada´ny stejne´ hodnoty pocˇtu cyklu˚, stupneˇ
neostrosti m a byl da´n skutecˇny´ pocˇet ocˇeka´vany´ch shluku˚. Z tabulky lze vycˇı´st, zˇe
MEPSO* podle vy´sledne´ vhodnosti rˇesˇenı´ prˇedcˇı´ algoritmus FCM.
Dalsˇı´m testem bylo porovna´nı´ staticke´ho shlukova´nı´ algoritmem MEPSO* a FCM.
Cı´lem bylo otestovat, jak prˇesneˇ jsou schopny algoritmy urcˇit jednotlive´ shluky, pokud
znajı´ skutecˇny´ pocˇet shluku˚. I v tomtoprˇı´padeˇ se uka´zalo, zˇeMEPSO*da´va´ lepsˇı´ vy´sledky.
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Nexp Alg. Nmin Navg Nmax Fbest Favg Fworst
5
MEPSO* 3 5, 1875 9 0,02017 0,0375 0,0461
FCM − − − 1, 9.10−6 0, 0327 0, 0363
6
MEPSO* 3 4, 7 8 0,0052 0,0107 0,0129
FCM − − − 2, 7.10−6 0, 0056 0, 0104
7
MEPSO* 2 5, 1 8 0,0046 0,0071 0,0084
FCM − − − 1, 3.10−7 0, 0029 0, 0052
15
MEPSO* 3 6, 1 11 0,0014 0,0024 0,0029
FCM − − − 2, 6.10−6 1, 9.10−5 0, 0001
Tabulka 3: Porovna´nı´ vy´sledku˚ dynamicke´ho shlukova´nı´ algoritmemMEPSO* s vy´sledky
staticke´ho shlukova´nı´ algoritmem FCM
Nexp n Alg. Dmin Davg Dmax Fbest Favg Fworst
7 788
MEPSO* 162 263, 4 430 0,0111 0,0138 0,0178
FCM 174 303, 6 497 2, 3.10−6 0, 0022 0, 0060
15 600
MEPSO* 15 98, 7 195 0,0086 0,0129 0,0173
FCM 158 181, 6 241 1, 5.10−6 9, 0.10−6 , 4.10−5
Tabulka 4: Porovna´nı´ vy´sledku˚ staticke´ho shlukova´nı´ datove´ho souboru o Nexp defino-
vany´ch shlucı´ch algoritmem MEPSO* a FCM
Vy´sledky tohoto testu lze najı´t v tabulce 4. Dı´ky tomu, zˇe v tomto prˇı´padeˇ byly vzory
opatrˇeny sˇtı´tky, do ktery´ch vzoru˚ by meˇly patrˇit, bylo mozˇne´ dopocˇı´tat hodnoty Dmin,
Davg aDmax, ktere´ znacˇı´ minima´lnı´, pru˚meˇrny´ a maxima´lnı´ pocˇet sˇpatneˇ klasifikovany´ch
bodu˚. Prˇı´klad rozdı´lu staticke´ho shlukova´nı´ MEPSO* a FCM je videˇt na obra´zku 9.
I kdyzˇ vy´sledky vypadajı´ slibneˇ je trˇeba uve´st i na prvnı´ pohled prˇehle´dnutelne´ cha-
rakteristiky. MEPSO* ma´ velky´ rozptyl a jeho vy´pocˇet trva´ mnohona´sobneˇ de´le. Zatı´mco
FCM dobeˇhl zpravidla do neˇkolika sekund, doba trva´nı´ algoritmu MEPSO* byla spı´sˇe
ota´zkou minut azˇ desı´tek minut. S tı´m souvisı´ i pameˇt’ova´ na´rocˇnost, ktera´ je prˇı´mo
u´meˇrna´ pocˇtu cˇa´stic. Pokud vsˇak porovna´va´me vy´sledky na za´kladeˇ pocˇtu ohodnocenı´
funkce Fitness, da´va´ MEPSO* skutecˇneˇ lepsˇı´ vy´sledky. Da´le se uka´zalo, zˇe algoritmus ma´
proble´my s odhadem pocˇtu shluku˚, pokud jsou velmi blı´zko u sebe. Cˇasto ma´ tendenci
shluky blı´zko sebe spojovat do jednoho veˇtsˇı´ho shluku – viz obra´zek 10. Nicme´neˇ toto
chova´nı´ je da´no nedokonalostı´ funkce Fitness a ne samotny´m algoritmem.
8.2.2 Podobne´ obra´zky
Co se ty´cˇe vı´cerozmeˇrny´ch shluku˚, provedli jsme test na shlukova´nı´ obra´zku˚. Data jsme
cˇerpali z pra´ce [8], kde byly vektory jizˇ prˇichysta´ny. Ze vsˇech obra´zku˚ jsme vybrali 8
skupin na prvnı´ pohled podobny´ch obra´zku˚ a byly na nich otestova´ny shlukovacı´ algo-
ritmyMEPSO* a FCM.Ani jednomu algoritmu se ani jednou nepodarˇilo nale´zt ocˇeka´vane´
rozdeˇlenı´. Neˇktere´ shluky byly po defuzzyfikaci nakonec pra´zdne´, detailneˇjsˇı´ informace
vy´sledku˚ testu˚ jsou zachyceny v tabulce 5. Opeˇt se u algoritmu MEPSO* potvrdil velky´
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Obra´zek 9: Porovna´nı´ staticke´ho shlukova´nı´ pomocı´ MEPSO* (vzˇdy vlevo) a FCM (vzˇdy
vpravo)
Obra´zek 10: Rozptyl algoritmuMEPSO*.Naobra´zku lze videˇt (podle vhodnosti) tendence
ke shlukova´nı´ do veˇtsˇı´ch celku˚
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Nexp Alg. Nmin Navg Nmax Fbest Favg Fworst
8
MEPSO* 3 5, 7857 10 0,0827 0,107 0,1187
FCM 5 7, 3 8 2, 3.10−6 0, 0098 0, 0225
Tabulka 5: Porovna´nı´ vy´sledku˚ shlukova´nı´ podobny´ch obra´zku˚ pomocı´ algoritmu
MEPSO* a FCM
rozptyl nalezeny´ch shluku˚ a tendence spojovatmensˇı´ shluky do veˇtsˇı´ch. Kdyzˇ uzˇ obra´zky
byly v jednom shluku, byly si opravdu alesponˇ trochu podobne´. Podle vhodnostı´ jednot-
livy´ch rˇesˇenı´ jsou vy´sledkyMEPSO* algoritmu opeˇt lepsˇı´ nezˇ u FCM. Prˇı´klad shlukova´nı´
obra´zku˚ algoritmem MEPSO* je zachycen na obra´zku 11.
8.3 Zhodnocenı´
Uka´zali jsme si, zˇe rozsˇı´rˇeny´ algoritmus shlukova´nı´ dat zalozˇeny´ na PSO principu umı´
shlukovat le´pe, nezˇ dnes asi nejpouzˇı´vaneˇjsˇı´ shlukovacı´ algoritmus – Fuzzy c-means –
za prˇedpokladu, zˇe nalezneme optima´lnı´ vstupnı´ parametre. Algoritmus je na vstupnı´ch
parametrech extre´mneˇ citlivy´ a protozˇe je jich hodneˇ, nenı´ vu˚bec jednoduche´ jejich op-
tima´lnı´ nastavenı´ nale´zt. Rovneˇzˇ je PSO na´rocˇneˇjsˇı´ na pameˇt’ a prˇedevsˇı´m je mnohem
na´rocˇneˇjsˇı´ cˇasoveˇ. Uzˇ z principu PSO musı´ by´t cˇa´stic prˇimeˇrˇeneˇ hodneˇ, aby se kolektivnı´
inteligence meˇla mozˇnost projevit. Algoritmus se da´ sice paralelizovat, ale cˇı´m sofistiko-
vaneˇjsˇı´ je prˇeda´va´nı´ informacı´ mezi cˇa´sticemi, tı´m veˇtsˇı´ nasta´va´ proble´m se synchronizacı´
datovy´ch toku˚, je trˇeba pouzˇı´vat za´mky a pokud nebudete dost opatrnı´, nakonec to mu˚zˇe
ve´st azˇ k dead locku˚m a u´plne´mu znehodnocenı´ algoritmu. Pokud je pro va´s kvalita shlu-
kova´nı´ du˚lezˇiteˇjsˇı´ nezˇ doba exekuce, mu˚zˇete se zameˇrˇit na vyladeˇnı´ vstupnı´ch parametru˚
tohoto algoritmu tak, aby va´m da´val pro dany´ datovy´ soubor co nejlepsˇı´ vy´sledky. Pokud
byste vsˇak chteˇli shlukovacı´ algoritmus, ktery´ by meˇl beˇzˇet, pokud mozˇno, v rea´lne´m
cˇase naprˇ. neˇkde na webu, pak navrhovany´ algoritmus nenı´ spra´vna´ volba. Obzvla´sˇteˇ
pro velka´ data je nepouzˇitelny´ pra´veˇ z du˚vodu veˇtsˇı´ho pocˇtu cˇa´stic, kde kazˇda´ musı´
drzˇet informace ohledneˇ dat a jejich shlukova´nı´. S vyuzˇitı´m projekce do nizˇsˇı´ch dimenzı´
by se tento proble´m mohl kompenzovat. Definovana´ funkce Fitness se uka´zala by´t fun-
kcˇnı´, avsˇak nedokonala´, protozˇe uprˇednostnˇuje mensˇı´ pocˇet prolı´najı´cı´ch se shluku˚ prˇed
veˇtsˇı´m pocˇtem maly´ch shluku˚.
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Obra´zek 11: Shlukova´nı´ obra´zku˚ pomocı´ algoritmu MEPSO*
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9 Za´veˇr
V te´to pra´ci jsme si prˇedstavili za´kladnı´ principy evolucˇnı´ch vy´pocˇetnı´ch technik se za-
meˇrˇenı´m na simulaci vcˇelı´ho roje a optimalizaci rojenı´ cˇa´stic. Na´sledneˇ jsme si popsali,
co je to shlukova´nı´ dat a jake´ za´kladnı´ techniky se pouzˇı´vajı´. Navrhli jsme modifikaci
neostre´ho shlukovacı´ho algoritmu zalozˇene´ho na PSO a inspirovane´ho SBC. Tento algo-
ritmus doka´zˇe automaticky nale´zt optima´lnı´ pocˇet shluku˚, ktery´ je vsˇak silneˇ za´visly´ na
definici funkce Fitness. Z tohoto pohledu algoritmus minimalizuje nutnost analy´zy dat
uzˇivatelem. Je ale zapotrˇebı´ nastavit vstupnı´ parametry algoritmu a to uzˇ zase ve srov-
na´nı´ s jiny´mi beˇzˇny´mi algoritmy vyzˇaduje pra´ce mnohem vı´ce. Nicme´neˇ, pokud je vsˇe
spra´vneˇ nastaveno, umı´ algoritmus da´vat dobre´ vy´sledky. Ve srovna´nı´ s algoritmem FCM
dosahuje MEPSO* lepsˇı´ch vy´sledku˚ shlukova´nı´ dat, avsˇak za cenu delsˇı´ho cˇasu a vysˇsˇı´
pameˇt’ove´ na´rocˇnosti.
Navzdory tomu, zˇe je shlukova´nı´ dat velmi stary´ proble´m, zu˚sta´va´ dodnes aktivneˇ
zkoumany´m odveˇtvı´m. Nenı´ zna´m zˇa´dny´ jediny´ algoritmus, ktery´ doka´zˇe seskupovat
vsˇechny datove´ soubory rea´lne´ho sveˇta efektivneˇ a bez chyb. I samotne´ validacˇnı´ indexy
jsou veˇtsˇinou tvorˇeny empı´ricky a nenı´ zna´m zˇa´dny´ univerza´lnı´ index, ktery´ by fungoval
stejneˇ dobrˇe pro vsˇechny datove´ soubory. Evolucˇnı´ vy´pocˇetnı´ techniky obecneˇ stavı´ na
vhodnosti jednotlivy´ch rˇesˇenı´ a proto je definice funkce Fitness naprosto klı´cˇova´. Proto
by dalsˇı´ vy´zkum meˇl smeˇrˇovat i tı´mto smeˇrem, aby naprˇ. nemeˇlo shlukova´nı´ tendenci
spojovat mensˇı´ shluky do veˇtsˇı´ch celku˚.
Michal Recˇka
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A Vzor vstupnı´ch dat
1 <?xml version=”1.0” encoding=”UTF−8”?>
2 <Vertices>
3 <Vertex Name=”A” X=”2” Y=”1”>
4 <Neighbor Name=”B” Weight=”1” />
5 <Neighbor Name=”C” Weight=”2” />
6 <Neighbor Name=”D” Weight=”3” />
7 <Neighbor Name=”E” Weight=”4” />
8 <Neighbor Name=”F” Weight=”5” />
9 </Vertex>
10 <Vertex Name=”B” X=”3” Y=”1”>
11 <Neighbor Name=”A” Weight=”1,5” />
12 <Neighbor Name=”C” Weight=”1” />
13 <Neighbor Name=”D” Weight=”2” />
14 <Neighbor Name=”E” Weight=”3” />
15 <Neighbor Name=”F” Weight=”4” />
16 </Vertex>
17 <Vertex Name=”C” X=”4” Y=”2”>
18 <Neighbor Name=”A” Weight=”3” />
19 <Neighbor Name=”B” Weight=”1,5” />
20 <Neighbor Name=”D” Weight=”1” />
21 <Neighbor Name=”E” Weight=”2” />
22 <Neighbor Name=”F” Weight=”3” />
23 </Vertex>
24 <Vertex Name=”D” X=”3” Y=”3”>
25 <Neighbor Name=”A” Weight=”4,5” />
26 <Neighbor Name=”B” Weight=”3” />
27 <Neighbor Name=”C” Weight=”1,5” />
28 <Neighbor Name=”E” Weight=”1” />
29 <Neighbor Name=”F” Weight=”2” />
30 </Vertex>
31 <Vertex Name=”E” X=”2” Y=”3”>
32 <Neighbor Name=”A” Weight=”6” />
33 <Neighbor Name=”B” Weight=”4,5” />
34 <Neighbor Name=”C” Weight=”3” />
35 <Neighbor Name=”D” Weight=”1,5” />
36 <Neighbor Name=”F” Weight=”1” />
37 </Vertex>
38 <Vertex Name=”F” X=”1” Y=”2”>
39 <Neighbor Name=”A” Weight=”7,5” />
40 <Neighbor Name=”B” Weight=”6” />
41 <Neighbor Name=”C” Weight=”4,5” />
42 <Neighbor Name=”D” Weight=”3” />
43 <Neighbor Name=”E” Weight=”1,5” />
44 </Vertex>
45 </Vertices>
Vy´pis 5: Struktura vstupnı´ch dat pro vizualizaci TSP pomocı´ SBC
