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Abstract 
This thesis presents methods for vision-based obstacle detection and traversability estimation in 
field environments. The first challenge addressed by this research is that vegetation obscures the 
ground and obstacles, which limits structure-based methods. The second challenge addressed is that 
the large variance in environments, illumination conditions and obstacles limits appearance-based 
methods. 
Vegetation is a challenge for traversability estimation, as it obscures the ground. Traversability 
estimation requires complete and accurate knowledge of the ground height. This thesis presents a 
method to infer in real-time the ground height in the presence of vegetation, which is shown to 
significantly reduce the ground height estimation error in vegetation. The method is used with 
velocity modulation to reduce peak vertical acceleration during real-time operation. 
Vegetation is also a challenge for structure-based obstacle detection methods, as it obscures the 
obstacles. The large variance in environments, illumination conditions and obstacles are challenges 
for appearance-based obstacle detection methods, as it makes it infeasible to pre-train an obstacle 
detector. Some obstacles may be camouflaged in their appearance or their structure, and so a 
combination of the two is required to detect all obstacles. This thesis presents methods for real-time 
obstacle detection which utilise both appearance and structure cues to detect novel obstacles. 
These methods are capable of adapting in real-time to environmental and illumination changes. The 
results demonstrate that these methods are able to detect a wide variety of static and dynamic 
obstacles during field trials in a variety of environments at day and night.  
Vision-based methods can be improved via the design of image descriptors which are highly 
invariant to illumination changes. To improve the performance of invariant image descriptors it is 
necessary to be able to quantify the illumination variance of image descriptors. This thesis presents 
novel metrics for quantifying the illumination variance of descriptors. The results demonstrate that 
the metrics are suitable for quantifying the illumination variance of image descriptors, and make 
recommendations about the most invariant image descriptors.  
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Introduction 
Robots have key roles to play in field applications, including agriculture, mining and transportation. 
To operate persistently, robots require the ability to robustly perceive and react to all hazards, 
including obstacles and dangerous terrain. This necessitates obstacle detection and traversability 
estimation, which is not yet robust in many field environments. 
A key challenge for obstacle detection and traversability estimation in outdoor environments is the 
degree of variance in environments, illumination conditions, and obstacles. For robust operation a 
robot should be able to identify obstacles that it has never encountered, and learn to operate 
autonomously in novel environments and illumination conditions. This is because it is infeasible to 
train a method on all environments under all possible lighting conditions with all possible obstacles. 
This thesis describes robust vision-based methods for obstacle detection and traversability 
estimation in outdoor environments, and aims improve the robustness of visual processing to 
illumination and environmental variables. The first part of this thesis aims to address the limitations 
of existing traversability estimators, particularly the case where the ground is obscured by low-lying 
vegetation. The second part of this thesis investigates methods for visual obstacle detection which 
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are capable of operating in the presence of vegetation, and are invariant to illumination and 
environmental changes. The third part of this thesis investigates quantitative measures of the 
illumination variance of image descriptors, with the goal of allowing an informed choice of the most 
invariant descriptor for an application. These measures also enable the design of descriptors which 
are more illumination invariant. 
The remainder of this chapter is set out as follows. Sections 1.1 and 1.2 outline obstacle detection 
and traversability respectively, giving an overview of the methods and common issues. Section 1.3 
discusses challenges with dynamic environments. The scope and contributions of this thesis are 
outlined in Section 1.4, and Section 1.5 provides an overview of the remainder of the thesis. 
1.1 Obstacle Detection 
Many autonomous systems consider obstacles as the only hazards present in the environment (Kim, 
Oh, & Rehg, 2007; Rankin et al., 2010; Thrun et al., 2007; Upcroft et al., 2007). Obstacles are regions 
which the robot must avoid. Figure 1.1 outlines a possible output from an obstacle detection 
method.  
 
Figure 1.1. Example classification of a scene (a) using obstacle detection (b). Regions are marked as either 
traversable or obstacle. The correct labelling of the grass and mud regions is unclear, as they may be 
traversable depending on the robot. 
There are two sources of information available for obstacle detection. The first is structure cues, 
computed from a point cloud. Typically these cues include information about the height, shape and 
distribution of observations. The second is appearance cues, computed from imagery. Commonly 
these cues include information about colour and texture. 
The most common solution to obstacle detection is the use of structure cues, often simply labelling 
all points within a height range as an obstacle (Hadsell et al., 2009; Hadsell et al., 2007; Rankin, et al., 
2010; Thrun, et al., 2007; Upcroft, et al., 2007; Vernaza, Taskar, & Lee, 2008). This method is 
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adequate for many indoor environments due to their highly structured nature; traversable regions 
are invariably flat ground, while any protrusion from the ground can be considered an obstacle. 
Structure-based methods are, however, limited in many field environments. Consider Figure 1.2 (a); 
in vegetated environments structure-based obstacle detection methods aren’t suitable (Kim, et al., 
2007; Kim, Sun, Oh, Rehg, & Bobick, 2006). They require the choice of an appropriate height 
threshold, above which points are labelled as an obstacle; however there is no clear choice for the 
height threshold in many vegetated environments. Either the tall grass will all be labelled as an 
obstacle, making it difficult or impossible for the robot to operate given the high false positive rate, 
or the true obstacle amongst the tall grass would not be detected. Hence many structure-based 
obstacle detection methods are incapable of operating in the presence of vegetation. 
 
Figure 1.2. Examples of obstacles undetectable using only structure cues (a) and appearance cues (b). 
Structure cues are unsuitable when the obstacle is obscured, as by grass. Appearance cues are unsuitable 
when the obstacle is camouflaged. 
In this situation appearance cues are the most applicable method for detecting the true obstacle, 
since the appearance of the obstacle deviates significantly from the environment (Kim, et al., 2006; 
Ollis & Stentz, 1997; Wellington, Courville, & Stentz, 2005), motivating the use of vision. Similar 
cases can, however, be shown where appearance cues alone are insufficient to detect camouflaged 
obstacles (see Figure 1.2 (b)). This suggests that in order to detect all obstacles in unstructured field 
environments, an obstacle detection method needs to consider both appearance and structure cues. 
A significant challenge for robust obstacle detection methods is that there are a large variety of 
obstacles present in typical field environments, not all of which may be known beforehand. This 
makes pre-trained methods typically unsuitable since it is infeasible to train on all obstacles under all 
illumination conditions in all environments. 
This thesis provides two different methods for obstacle detection which operate on both 
appearance and structure information. These methods learn in real-time the definition of an 
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obstacle based on its novelty with respect to recent observations, and require no pre-training. As a 
result, they are robust to unseen obstacles and environmental variations. 
1.2 Traversability 
One of the key limiting factors of obstacle detection is illustrated in Figure 1.1. Since an obstacle 
detection method is required to make a binary classification of all regions, it would have to do so for 
mud and grass in this example. These terrain types may be traversable depending on the robot, but 
are certainly less preferable than the dirt road. If the obstacle detector were to label these as an 
obstacle, then they would be completely avoided. However, labelling as traversable would result in 
the method treating these regions in a manner identical to completely traversable regions such as 
the dirt road. Both outcomes are undesirable. 
This motivates the more general problem of traversability estimation. As opposed to obstacle 
detection which defines a binary classification into obstacle or traversable, traversability defines a 
continuous scale between fully traversable and fully untraversable. Obstacle detection can be 
thought of as a thresholding on the traversability of terrains. Figure 1.3 compares obstacle detection 
and traversability estimation. Traversability can encode different terrain properties such as its 
preferability, the safety of the robot while traversing these terrains (Papadopoulos & Rey, 1996), or 
the motions the robot must carry out in order to safely traverse these terrains (Papadakis, 2013). 
The latter is most applicable to legged robots. 
 
Figure 1.3. The traversability scale varies continuously from completely traversable to completely 
untraversable, while obstacle detection defines a thresholding on the traversability scale.  
Figure 1.4 shows a possible output for a traversability estimator. The true obstacles are still labelled 
appropriately, however within the traversability framework there is an understanding that grass and 
mud are traversable but are less preferable than dirt. 
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Figure 1.4. Example classification of a scene (a) using traversability estimation (b). The traversability metric 
varies from 0, denoting obstacles, to 1, denoting completely traversable. Each class is given a range of 
traversabilities, as there are more factors than just terrain class in determining traversability. 
Traversability is often phrased in terms of the shape of the ground (Goldberg, Maimone, & Matthies, 
2002; Papadakis, 2013; Papadopoulos & Rey, 1996), and as such these methods rely on complete 
and accurate knowledge of the ground height. Most methods assume that the ground is directly 
observable, and so use simple methods to estimate the ground height relative to the robot (K. Ho, T. 
Peynot, & S. Sukkarieh, 2013; Lacroix et al., 2002; Tarokh & McDermott, 2005). As a result the 
estimation of ground height can be significantly biased in the presence of vegetation.  
This thesis develops a method to infer in real-time the ground height in the presence of vegetation. 
It learns in real-time the typical distribution of height observations around the ground, and uses this 
information to infer the ground in future observations. This method enables the application of many 
traversability methods to vegetated environments. 
1.3 Traversability in Dynamic Environments 
There are two key challenges relating to dynamic environments for robots in field environments. The 
first challenge is that there are a large variety of different environments in which the robot needs to 
operate. This is illustrated by Figure 1.5. Even simple tasks may require the robot to transition 
between a number of distinct environments. 
The second key challenge is the degree of illumination variations experienced over the period of 
hours, as illustrated by Figure 1.6. Appearance-based descriptors are sensitive to lighting conditions 
(Mikulík, Perdoch, Chum, & Matas, 2010; Ranganathan, Matsumoto, & Ilstrup, 2013; Valgren & 
Lilienthal, 2007, 2010; Van de Sande, Gevers, & Snoek, 2008, 2010). As such, any pre-trained 
appearance-based method will begin to fail after a given amount of time simply by virtue of the 
lighting changes (Bellutta, Manduchi, Matthies, Owens, & Rankin, 2000; Howard & Seraji, 2001; 
Michels, Saxena, & Ng, 2005). 
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Figure 1.5. A number of different environments in which a robot may have to operate. These may vary in 
their appearance, the structure present, or both. 
 
Figure 1.6. The effect of illumination changes on a static environment. 
This can be mitigated by the design of lighting invariant descriptors. Some authors have worked 
towards this goal by quantifying the illumination variance of image descriptors (Valgren & Lilienthal, 
2007, 2010; Van de Sande, et al., 2008, 2010), however there are a number of key limitations to their 
approaches. 
This thesis develops methods to quantify image descriptors’ illumination variance. These methods 
are independent of external influences such as keypoint detectors. 
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1.4 Contributions and Scope 
This thesis presents methods and results for obstacle detection and traversability estimation in field 
environments, and the evaluation of illumination variance of image descriptors. This section 
describes the research contributions of this thesis, clarifies the scope and outlines the experimental 
platform used for much of the results. 
1.4.1 Contributions 
In Chapter 3 this thesis presents a method for inferring the ground height in the presence of 
vegetation, in order to allow traversability methods to be applied in vegetated environments. Since 
this method operates only on structure cues, it is independent of illumination conditions. This 
chapter provides the following contributions. 
 A method to iteratively infer in real-time the location of the ground in the presence of 
vegetation with no pre-training. 
 A novel traversability metric which considers the dynamics of the robot. 
Chapter 4 presents methods for novelty-based obstacle detection, which utilise both appearance 
and structure cues to detect obstacles. By defining novelty with respect to recent imagery, the 
methods are able to use appearance cues in a manner which is independent of illumination 
conditions. The proposed methods are evaluated on an hour of offline datasets, and ten hours of 
online real-time experiments, achieving 99.86% obstacle detection precision while successfully 
detecting almost all surveyed obstacles. This chapter provides the following contributions. 
 A method for real-time novelty detection, with forgetting over time to allow for model 
changes. 
 The application of novelty detection to obstacle detection, based on the concept of selective 
focus. This method requires only real-time learning in order to identify a theoretically 
unbounded set of obstacles. 
 A method for real-time obstacle detection which uses both structure and appearance cues. 
It can detect obstacles pathological to both appearance- and structure-based obstacle 
detection methods. 
 
 
 8 Vision-Based Traversability Estimation in Field Environments 
 
This thesis presents illumination variance measures in order to provide recommendations about the 
most illumination invariant descriptors in Chapter 5. This chapter provides the following 
contributions. 
 A mathematical derivation of two alternate lighting variance measures. The first metric is 
most useful in a relative sense, while the second is also useful in an absolute sense. 
 A comparison of different commonly used descriptors with respect to their illumination 
variance, and the effect of camera properties. 
1.4.2 Scope 
The goal of this thesis is to investigate methods for robust obstacle detection and traversability 
estimation in field environments. The work is carried out as part of a linkage project which aimed to 
develop cooperative platforms for broad-acre agriculture. For this reason, the experiments carried 
out are primarily focused on agricultural field environments. 
The work outlined in this thesis is developing sensing methods in order to produce obstacle maps (in 
the case of obstacle detection work) and velocity commands (in the case of the traversability 
estimation work). The integration of this into a complete navigation system is beyond the scope of 
this thesis, however was performed as part of several autonomous experiments. 
1.4.3 Experimental Platform 
The platform used for testing is a John Deere TE Gator, retrofitted for autonomous operation, shown 
in Figure 1.7. The vehicle is Ackermann-steered and is approximately 3.2 metres long. The target 
application for the platform is autonomously spraying weeds in an agricultural environment, and as 
a result it has a 5 metre boom for spraying and a 200L tank for herbicide. 
The platform has a number of low-cost sensors for real-time operation, and a high-precision RTK-
GPS system for location ground truthing. 
 Forward-facing stereo pair of cameras. These were initially iDS UI5240CP-C-HQ, but where 
later exchanged for Point Grey GS3-U3-23S6C-C. The cameras were calibrated using the 
Automatic Multi-Camera Calibration (AMCC) MATLAB toolbox (Warren, McKinnon, & 
Upcroft, 2013). These were externally triggered at 10Hz. 
 Quadrature encoders S63B-37ADQ-OCCP4-AF mounted on the rear wheels. 
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 A CH Robotics UM6 inertial measurement unit. 
 A Skytraq S1315F-RAW GNSS. 
 A dual antenna Novatel FlexPack with tactical grade IMU for high precision location. 
 
Figure 1.7. The testing platform. The methods developed in this thesis use the stereo pair of cameras and 
the strobe light for night time operation. A high precision Novatel GPS is used for ground truthing. 
These sensors are variously interfaced to the vehicle through CANOpen, Gigabit Ethernet and USB3 
interfaces. The control of the vehicle is also achieved through the CANOpen bus, via the use of smart 
motors and analogue and digital CANOpen IO modules. 
The platform has two PCs running Ubuntu 12.04 and Robot Operating System (ROS). One PC was 
used exclusively for the vision-based sensing methods outlined in this thesis, the other was utilised 
for vehicle interfacing and control, as well as path planning and higher level reasoning. 
For night time operation, a pulsed light source was used to illuminate the area in front of the robot, 
synchronised to the same trigger line used by the cameras. Capacitors were used to store energy to 
pulse 48 Cree XML EasyWhite 13 Watt LEDs at up to 2.5 times their rated continuous power output, 
achieving a luminous intensity of up to 28,000 candela. 
The work outlined in this thesis used the stereo camera pair, the pulsed light source and the high 
precision RTK-GPS system for positioning as necessary. The RTK-GPS was only used in generating 
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output figures, not in the methods themselves. Where odometry information was used in the 
methods, this was provided by visual odometry. 
1.5 Thesis Outline 
The remainder of this thesis is as follows. 
Chapter 2 of this thesis describes different methods for traversability estimation and the 
corresponding problem of obstacle detection in the literature. It explores issues with generalisation 
to different environments and lighting conditions, and the ability to operate in the presence of 
significant vegetation. It highlights common problems with existing methods and identifies key 
contributions beneficial to the field. 
Chapter 3 presents a method to infer in real-time the location of the ground in the presence of 
vegetation. It is used to provide an improved estimate of the traversability of the underlying terrain, 
and requires no pre-training. This method is applied in conjunction with a simple traversability 
metric to reduce the peak vertical accelerations of the robot. 
Chapter 4 develops methods for novelty-based obstacle detection. This is comprised of two main 
methods. The first method uses the concept of selective focus to identify potential obstacles as 
regions which deviate from the environmental appearance, and then to height threshold the 
resultant points to determine obstacles. This removes typical environmental features from the 
result, including the vast bulk of vegetation, and allows for frame rate (10Hz) operation of an 
obstacle detection method with no pre-training. The second method includes structure cues in the 
descriptor, allowing for detection of obstacles with only appearance or structure cues, where the 
previous method assumed obstacles had both cues.  
Chapter 5 describes two novel metrics for quantifying the illumination variance of descriptors over a 
given timelapse dataset, which requires only minimal input from a human operator. The methods 
are used to evaluate a series of commonly used descriptors over a number of datasets to make 
recommendations about the most illumination invariant descriptor for matching purposes. 
Chapter 6 comprises a discussion of the presented work, conclusions and future work. It summarises 
the key contributions of the thesis. 
 
  
 
2  
 
 
 
 
 
 
 
Literature Review 
This chapter presents a review of the prior art that is relevant to this thesis. The primary focus of this 
work is vision-based traversability estimation and obstacle detection, however this chapter also 
gives an overview of the visual processing pipeline with particular focus on the relevant steps for 
traversability estimation and obstacle detection. This information is crucial for the design decisions 
made in this research. Additionally, since this work aims to address issues due to illumination 
variance for these methods, an overview of work relating to illumination variance is provided. This 
chapter is structured as follows. 
 A review of methods for obstacle detection is provided in Section 2.1. Literature related to 
obstacle detection is far more widespread than for traversability estimation. In this section 
the three main types of obstacle detection methods are compared and contrasted with 
respect to their generalisation over changing environmental and lighting conditions and 
their ability to guarantee the safety of the robot. 
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 Section 2.2 provides an overview of traversability estimation. This section compares 
different methods for traversability estimation in terms of their ability to generalise to 
different environments, as well as their robustness to vegetation. 
 Details on the visual processing pipeline as relevant to traversability estimation and obstacle 
detection are provided in Section 2.3, highlighting methods that have been utilised for these 
problems. 
 Section 2.4 discusses the illumination variance of visual processing. It introduces methods 
for mitigating the effect of lighting variance on the result, methods for night time operation, 
and methods for quantifying the illumination variance of descriptors. 
 A discussion of the prior art presented in this chapter is provided in Section 2.5. It 
summarises the issues with environmental and lighting changes prevalent in state of the art 
methods, and gives an overview of how the prior art has motivated the work presented in 
this thesis. 
2.1 Obstacle Detection 
There are three main approaches to obstacle detection in the literature. 
 Structural obstacle detection. These methods consider only structure cues as relevant to 
detecting obstacles. Structural obstacle detection is the most widespread method due to the 
popularity of laser rangefinders; however they all consist of the same essential steps. 
Section 2.1.1 presents methods for structural obstacle detection. 
 Semantic obstacle detection. These methods aim to label image regions as an obstacle by 
considering their semantic class. This allows for a more robust definition of an obstacle since 
it can consider significantly more information than structural obstacle detection. Semantic 
obstacle detection methods typically utilise appearance cues for classification. Section 2.1.2 
presents methods for semantic obstacle detection. 
 Novelty-based obstacle detection. These methods define an obstacle as a region which 
differs from the existing environment. This definition is much more general than the 
previous obstacle definitions since it requires only training examples of non-obstacle. 
Section 2.1.3 presents methods for novelty-based obstacle detection. 
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Many methods for obstacle detection rely on accurate structural information. Most sensors which 
provide 3D information have denser information in the close field of view, with decreasing density at 
range (Hadsell, et al., 2009). As a result, obstacle detection methods are typically limited to close 
range. Some works have considered the problem of near-to-far learning, where classifications from 
close range are applied to longer ranges. Section 2.1.4 presents methods for near-to-far learning. 
2.1.1 Structural Obstacle Detection 
Structural obstacle detection typically aims to find positive obstacles (objects protruding above the 
ground) and negative obstacles (holes in the ground). Positive and negative obstacles can be 
detected in 3D data using a known ground plane, and then locating points which are above and 
below the ground respectively by a given threshold (Hadsell, et al., 2009; Hadsell, et al., 2007; 
Rankin, et al., 2010; Thrun, et al., 2007; Upcroft, et al., 2007; Vernaza, et al., 2008). 
Structure obstacle detection methods rely on the ability to either know where the ground plane is 
(for example using an Inertial Measurement Unit (IMU)), or extracting a ground plane from the 
observed data, the latter of which is much more common. The ground plane is typically extracted 
using sample consensus methods to find the single plane in the image with the maximum inliers 
(Hadsell, et al., 2009; Hadsell, et al., 2007), however this assumes that the ground itself is directly 
observable. Even when using the known location of the ground, vegetation is often then incorrectly 
classified as an obstacle (Kim, et al., 2006), reducing the utility of the obstacle detection method in 
vegetated environments. 
Most methods assume that the ground is flat throughout the entire observed world; Manduchi 
(2005) presents a method which is more robust to irregular ground by computing the ground plane 
over smaller windows in the observed world. 
Many structural methods accumulate obstacle information over multiple frames, and as such 
moving obstacles leave a trail of non-traversable regions through the map (Thrun, et al., 2007). To 
combat this, negative information (Upcroft, et al., 2007), which indicates which regions scan lines 
from the sensor to observed objects passed through, can be used to indicate free space. 
2.1.2 Semantic Obstacle Detection 
Semantic obstacle detection methods consider that the semantic class of a region is the most 
significant factor to whether it is an obstacle. This allows for an understanding that vegetation may 
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not be an obstacle (Kim, et al., 2007; Kim, et al., 2006). Semantic methods can either learn in real-
time what constitutes an obstacle, or be trained offline from a training dataset.  
Training in real-time is typically achieved by using an alternative sensor to define obstacles, for 
example a bump sensor (Kim, et al., 2007; Kim, et al., 2006). Camera observations are tracked over 
multiple frames using an odometry source, and when an obstacle is detected this label is propagated 
through the prior data in order to generate a series of training examples. Learning in real-time 
requires interacting with obstacles in order to identify them, an exercise which is potentially 
dangerous for the robot (Kim, et al., 2006). 
Offline training methods vary from training a classifier to predict the depth of a region from a 
monocular image (Michels, et al., 2005), all the way up to the more general problem of semantic 
classification (Poppinga, Birk, & Pathak, 2008; Wolf & Sukhatme, 2008). In this case, each semantic 
class is known a-priori whether it is an obstacle, and so the semantic classification indirectly gives 
obstacle detection. Many semantic classification problems are often effectively obstacle detection 
methods, for example pedestrian detection is a specific type of obstacle detection for cars 
(Bhowmick, Bhadra, & Sinharay, 2011; Luo, Remillard, & Hoetzer, 2010; Nuske & Yguel, 2007; 
Szarvas, Yoshizawa, Yamamoto, & Ogata, 2005). 
Semantic obstacle detection based on pre-training is limited in its generalisation to different classes 
of obstacle, as its output for a novel sample is typically undefined. This can lead to critical failure of 
the robot. Methods that are trained offline have poor generalisation over changing lighting 
conditions, so aren’t suitable for long-term operation (Bellutta, et al., 2000; Howard & Seraji, 2001; 
Michels, et al., 2005).  
Additional information about the class of a dynamic obstacle and its recent motion can allow for 
prediction of possible future locations of the obstacle (Ess, Schindler, Leibe, & Van Gool, 2010). The 
additional information in this work is in the form of specifying the presence of non-holonomic 
constraints where necessary, knowing that some motions are impossible for cars and bicycles. 
2.1.3 Novelty-Based Obstacle Detection 
Novelty-based obstacle detectors define an obstacle as an observation that deviates from the typical 
environmental appearance (Ollis & Stentz, 1997; Wellington, et al., 2005). This is a single-class 
classifier. As a result, only examples of the environment need to be provided for training, which are 
in boundless supply during real-time operation. Since the method only defines what an obstacle 
isn’t, it generalises well to different obstacle classes, subject to the discriminative power of the 
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descriptor (Wellington, et al., 2005). Training examples are continually produced, and so the method 
has the potential to continually adapt to changing lighting conditions and environments provided it 
can forget old samples. The ability to forget old samples is therefore key for novelty-based obstacle 
detection methods. 
Some novelty detectors aim to learn the Probability Density Function (PDF) in descriptor space of the 
typical environmental appearance, and look for regions with low likelihood to determine novelty. 
The PDF has been modelled using a histogram (Ollis & Stentz, 1997) and a variant of Parzen 
Windows (Neuman, Sofman, Stentz, & Bagnell, 2011; Sofman, Neuman, Stentz, & Bagnell, 2011) in 
the literature. Neither of these methods have a mechanism for forgetting. 
Other works have considered modelling a number of classes in the environment (such as ground and 
vegetation) using single-class classifiers, and labelling everything that doesn’t fit into these classes as 
an obstacle (Wellington, et al., 2005). The method is conceptually similar to the previous ones in that 
it is defining obstacles as regions which deviate from the environmental model, however it is 
achieved with explicit models of other classes. Each of the classifiers required pre-training. 
Many novelty detectors beyond these have been suggested for the use in other applications. For an 
in-depth review, readers should refer to the two-part review paper produced by Markou and Singh 
(2003a, 2003b).  
Image-based novelty detection is similar to the problem of visual saliency, which models the 
selective focus behaviour of primates (Itti, Koch, & Niebur, 1998). Both aim to find the most 
interesting (salient) image regions to make visual processing as efficient as possible. 
2.1.4 Near to Far Learning 
Traversability estimation and obstacle detection are inherently limited to close range where 
accurate structure information is available (Hadsell, et al., 2009). However, it is possible to make an 
educated guess at long range using near to far learning. In this paradigm, accurate labels in close 
range can be used to train a classifier, using only image data as the input. This classifier can then be 
used to estimate traversability wherever image data is available, significantly increasing the effective 
range of these methods. 
Close range terrain classification is typically performed with only structure information, and so the 
obstacle detection is inherently limited in the same ways as structural obstacle detection. In 
(Vernaza, et al., 2008), stereo matching is used to find a ground plane, and any points more than a 
given threshold above the ground plane are marked as obstacles in the close range. Sofman (2006) 
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do the same using laser information. A similar method is used in (Hadsell, et al., 2009; Hadsell, et al., 
2007), however the terrain is classified into a number of fuzzy classes between fully traversable and 
obstacle based on the height above the ground plane.  
 
Figure 2.1. Top view of a map generated by stereo matching. The map is "smeared" at long range because 
range estimates become inaccurate at long distance. Reproduced from (Hadsell, et al., 2009). 
Long-range classification is invariably performed using monocular camera imagery, since it has a 
much larger range than other sensors. Vernaza (2008) uses RGB features to classify each pixel, while 
Hadsell (2009; 2007) compares a number of learnt convolutional features for their discriminative 
power, concluding that an autoencoder is the most suitable for their application. Sofman (2006) 
utilise satellite imagery, and since it is sometimes annotated with additional elevation information, 
this was used in their classifier. They used HSV, texture and elevation-based features. 
Due to the fact that near to far learning methods retrain the long range classifier in real-time from 
examples, the method is robust to lighting changes. Near to far learning is only capable of identifying 
at range obstacles that are observed at close range. This means that in environments where 
obstacles may be sparse, the classifier may have few examples of obstacles for long range, leading to 
failure of the method. This can be mitigated by pre-training the classifier; however this is at the 
expense of lighting invariance. They tend to perform well at identifying traversable regions, however 
they exhibit poor performance at identifying non-traversable regions. 
2.2 Traversability Estimation 
The traversability of a patch of terrain is a continuous metric varying between fully traversable and 
fully untraversable, with its utility being interpreted in different manners by different authors. Some 
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authors consider that different methods of locomotion must be employed in order to safely traverse 
terrain with different traversability values (Filitchkin & Byl, 2012), while other works use 
traversability as an estimate of the preferability of different terrains, influencing only path planning 
directly (Ken Ho, T. Peynot, & S. Sukkarieh, 2013; K. Ho, et al., 2013). 
There are broadly three methods for traversability estimation present in the literature. 
 Direct traversability estimation. These methods use descriptors to predict the traversability 
of terrain, with no clear understanding of the influential factors. Machine learning methods 
typically learn the relationship between the two from labelled training data. Section 2.2.1 
presents methods for direct traversability estimation. 
 Attitude prediction. These methods utilise the known shape of the ground to predict the 
attitude of the robot while traversing that particular patch of ground. Information about the 
robot can then be used to determine how traversable the terrain is. Section 2.2.2 presents 
methods for traversability estimation using attitude prediction. 
 Terrain classification. These methods often build on attitude prediction, but also use 
information about the semantic class of the underlying terrain to inform the result. This 
encodes information such as that concrete is more traversable than sand. Section 2.2.3 
presents methods for terrain classification. 
Many of the traversability estimation methods require complete and accurate information about the 
shape of the load-bearing surface. By contrast, in many field environments the ground can be 
partially or completely obscured by vegetation, limiting the utility of these methods. Section 2.2.4 
presents methods for traversability inference in the presence of vegetation. 
2.2.1 Direct Traversability Estimation 
Direct traversability estimation aims to estimate the traversability of a region directly from 
observations. This can be achieved using either a pre-trained method with hand labelled examples, 
or by generating training examples in real-time via interaction with the environment. 
Pre-trained methods require extensive pre-labelled data to train a classifier offline, which is then 
used for real-time operation (Sun et al., 2006; Wolf & Sukhatme, 2008). The process of obtaining 
pre-labelled data can be quite difficult, and given that pre-labelled data would be required of all 
environments and lighting conditions, this can be infeasible. 
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Conversely, learning in real-time allows the method to continuously generate its own training 
examples, allowing adaption to different environments and lighting conditions. Kim (2007; 2006) 
generates training examples using a bump sensor to detect obstacles, while other works have 
considered traversability from slip estimation (Angelova, Matthies, Helmick, & Perona, 2007). 
Interacting with the environment in this way requires the robot to experience potentially dangerous 
terrain. 
2.2.2 Traversability Estimation from Attitude Prediction 
Methods that estimate traversability from attitude are those than consider the pose the robot will 
be in while traversing that region, whether directly or indirectly. These methods require intimate 
knowledge about the robot, since they are usually parameterised with respect to some system 
information. The resultant metric typically relies only on information about the load-bearing surface 
and the robot, and so it is independent of lighting conditions. It does, however, assume that the 
load-bearing surface is directly observable, an assumption which is invalid in many real-world 
environments. These methods all require an accurate Digital Elevation Model (DEM), which 
describes the height of the ground for each cell in a grid. 
Some works abstract the DEM and calculate a series of metrics, all of which contribute to the 
traversability of a patch of terrain. These are often combined as fuzzy classes. 
 Terrain discontinuity (Goldberg, et al., 2002; Howard & Seraji, 2001; Seraji & Howard, 2002). 
This metric prevents the robot from “bottoming out”. It is computed from the maximum 
difference between adjacent height estimates, and is compared to the minimum clearance 
of the robot. 
 Terrain roughness (Goldberg, et al., 2002; Howard & Seraji, 2001; Seraji & Howard, 2002). 
This metric limits the robot from traversing regions with high surface irregularities, since the 
resultant vibrations can be damaging to the robot. It is computed from the residual error on 
a plane fit to the region, and is compared to a metric based on the minimum clearance of 
the robot. 
 Terrain slope (Goldberg, et al., 2002; Howard & Seraji, 2001; Seraji & Howard, 2002). This 
metric prevents the robot from tipping or sliding. It is computed from the slope of the plane 
fit to a region, and compared to the maximum allowable pitch angle of the robot. 
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 Terrain hardness (Howard & Seraji, 2001; Seraji & Howard, 2002). This metric enables the 
robot to favour harder terrains to limit the possibility of bogging. It is computed by 
attempting to determine the terrain type, in these works from a set including dirt and sand. 
The combined traversability metric is well defined in terms of robot parameters; however the 
optimal tuning of these parameters can be counter-intuitive since the optimal choice for parameters 
often varies significantly from the intuitive choices (Berczi, Posner, & Barfoot, 2015). It doesn’t 
capture many of the important terrain characteristics since it assumes that all terrain is 
approximately planar (Berczi, et al., 2015). This is illustrated in Figure 2.2. 
 
Figure 2.2. An example of two terrain regions with very different characteristics which are deemed to be 
very similar to the GESTALT metric, given that their slope, maximum discontinuity and roughness are very 
similar. Reproduced from (Berczi, et al., 2015). 
Other works have used a DEM to predict the pose of the robot while traversing regions (K. Ho, et al., 
2013; Lacroix, et al., 2002; Tarokh & McDermott, 2005). Once the pose of the robot is known, simple 
metrics such as the stability margin (Papadopoulos & Rey, 1996) can be employed to determine a 
traversability estimate. 
 
Figure 2.3. The stability margin of a robot. The dotted circles indicate the wheels of the robot. Vectors 
indicate the location of the contact points relative to the centre of mass of the robot and the net force 
acting on the robot, including gravity. Reproduced from (Papadopoulos & Rey, 1996). 
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Figure 2.3 illustrates the stability margin of a robot. The stability margin is the minimum angle 
between the net force acting on the robot and the vectors to the edges of the support points of the 
robot. In Figure 2.3, this is given by   . As this metric goes to zero the robot becomes statically 
unstable, as so may fall at any time. For this reason is can be directly considered a traversability 
metric. 
The DEM can also be used to predict wheel slip, which can be used as a traversability metric 
(Karumanchi, Allen, Bailey, & Scheding, 2010). 
 
Figure 2.4. Observations of the height of terrain from the viewpoint of the robot, with occluded regions in 
white. Occlusions like this are common in many outdoor environments. Reproduced from (K. Ho, et al., 
2013). 
Attitude-based traversability estimation relies on complete and accurate knowledge of the ground 
height, however in many outdoor environments irregularities in the ground height and objects 
present can cause significant regions of the world to be occluded, as illustrated by Figure 2.4. Ho 
(2013) addresses the issue of extending this elevation map into unknown areas while maintaining an 
accurate estimate of the uncertainty on the measurement, allowing worst case traversability to be 
estimated. 
The other significant assumption is that the ground is rigid. Ho (2013) provides a method for 
predicting the deformation of observed terrain based on past experience, which allows for a more 
realistic estimate of traversability to be generated. 
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2.2.3 Terrain Classification 
The type of terrain is an important factor in determining its traversability. Some works (Angelova, et 
al., 2007) go so far as to train a different traversability estimator for each terrain type. Some terrain 
classifiers operate on a per-pixel level (Filitchkin & Byl, 2012; Manduchi, et al., 2005), some on 
segments in image space (Angelova, et al., 2007; Howard & Seraji, 2001; Seraji & Howard, 2002) and 
some on point cloud segments (Munoz, Vandapel, & Hebert, 2009; Vandapel, Huber, Kapuria, & 
Hebert, 2004). All of the methods reported issues with class mixing at boundaries, as illustrated by 
Figure 2.5 and Figure 2.6. This highlights the need to have good boundary adherence in 
segmentation when these cannot be identified as outliers. 
 
Figure 2.5. Typical output from a visual terrain classification method. In this example, the image isn’t clearly 
segmented. Reproduced from (Filitchkin & Byl, 2012). 
 
Figure 2.6. Typical output from a visual terrain classification method. In this example, the image is 
segmented using a grid. Reproduced from (Angelova, et al., 2007). 
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The use of smoothness constraints specified in a Conditional Random Field (CRF) has been shown to 
improve the quality of the inference (Munoz, et al., 2009). All of the presented methods for terrain 
classification require pre-training on hand-labelled data. 
2.2.4 Inference in Vegetation 
Most presented methods for traversability estimation assume that the load-bearing surface is 
observable, and moreover that it can be inferred using the median height of the samples in a cell 
(Berczi, et al., 2015; Goldberg, et al., 2002; Ken Ho, et al., 2013; K. Ho, et al., 2013). This is an 
incorrect assumption in vegetated environments, where the ground can be partially or complete 
obscured. There is minimal work addressing this issue despite the fact that it is a limiting factor in 
applying these methods to a large variety of environments. 
The use of Locally Weighted Regression (LWR) has been proposed for predicting the true ground 
height in a cell, given structure information (Wellington & Stentz, 2003), and some basic appearance 
information (Wellington & Stentz, 2004). These methods produced labelled training examples during 
real-time operation by remembering observations until the robot drives over them, at which point 
the true height of the ground can be inferred. Given the ability to continuously produce samples in 
real-time, these methods are capable of dealing with environmental changes, however they 
reported poor performance. 
 
Figure 2.7. Ground height estimation and terrain classification in the presence of vegetation. Original scene 
(left), output (right), showing obstacles (red), vegetation (green) and bare ground (white). Reproduced from 
(Wellington, et al., 2005). 
More recent efforts have modelled explicit vegetation and ground classes, and used a combination 
of colour and structure information to infer the true ground height (Wellington, et al., 2005). This 
work classified observations into vegetation or ground using pre-learnt models, and employed 
smoothness constraints on the labelling and ground height to infer the location of the ground. These 
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improvements are at the cost of a significant sensor suite, a highly restrictive model which only 
functions in certain environments, and significant pre-training in learning the difference between 
vegetation and ground. Figure 2.7 shows a typical output from the combined method. 
2.3 Visual Processing Pipeline 
The visual processing pipeline for all traversability estimators is essentially the same. It consists of 
three main stages. 
1. Segmentation. For many real-time applications, assigning labels on a per-pixel basis is too 
computationally intensive (Tighe & Lazebnik, 2013). For this reason the data is typically split 
into a set of segments, and labelling is performed on a per-segment basis. Segments in 
image space consist of a contiguous set of pixels; segments in a point cloud consist of a set 
of nearby points. The trade off in segmentation is between quality and processing time. 
Segmentation methods are discussed in Section 2.3.1. 
2. Description. In order to classify the segments, a fixed length descriptor must be generated. 
As many segments are irregularly shaped, it can be non-trivial to generate a fixed length 
descriptor. Many different methods exist, utilising a number of different cues from 
appearance, texture and structure, which are frequently combined to form a single high 
dimensional descriptor. Segment descriptors are discussed in Section 2.3.2. 
3. Classification. The segment descriptors can then be classified. Most methods for obstacle 
detection and traversability estimation use discrete classifiers as opposed to regressors, 
since it is easier to generate these discrete training examples. The problem of generating a 
continuous estimate of traversability is usually done using a closed-form equation, which 
therefore isn’t learnt from the training data (Goldberg, et al., 2002; Papadopoulos & Rey, 
1996). Relevant classifiers are discussed in Section 2.3.3. 
2.3.1 Segmentation 
Many methods exist to segment data either in the image space or in real world coordinates. An ideal 
segmentation results in each segment containing only a single class, since mixtures of classes within 
a single segment can lead to undefined behaviour. This is illustrated in Figure 2.8. Compare this to 
per-pixel classification, where a region around the pixel is used to compute its descriptor (Sun, et al., 
2006; Vernaza, et al., 2008), resulting in mixtures at boundaries (Filitchkin & Byl, 2012). The ability of 
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segmentations to provide sharp border on true class boundaries, its boundary adherence, is 
therefore key. 
Despite the benefits of preserving key boundaries, many authors segment using a grid in image 
space, also known as a patch segmentation (Achar, Sankaran, Nuske, Scherer, & Singh, 2011; 
Chambers et al., 2011; Kim, et al., 2006). The significant benefit to this approach is that the 
segmentation is effectively free in terms of computation, which makes this a necessity for many real-
time applications. 
 
Figure 2.8. Comparison of the regions considered for patch based segmentation compared to superpixel 
based segmentation. Patch based segmentations typically include information from multiple classes, 
resulting in undefined class mixing. Reproduced from (Kim, et al., 2007). 
 
Figure 2.9. Examples of traversability classification using patch segmentation and superpixels: Red areas 
represent non-traversable areas and green areas represent traversable area. Reproduced from (Kim, et al., 
2007). 
The corresponding segmentation in real world coordinates is a voxel segmentation, which is also 
frequently applied (Angelova, et al., 2007; Wellington, et al., 2005). This is especially prevalent 
because segmentation of point clouds is much more computationally expensive than image-based 
segmentations. 
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Image oversegmentation methods are those that segment the image into more segments than are 
required for an ideal segmentation. The resulting segments are known as superpixels. The idea is 
that by capturing more boundaries than are actually present, the likelihood of capturing the 
important boundaries is increased. The trade-off is that as the segments decrease in size, the 
computational benefits of operating at a per-segment level over a per-pixel level are decreased. 
A large variety of oversegmentation methods have been proposed with varying degrees of boundary 
adherence and processing speed. These include the basic watershed transform (Beucher & 
Lantuejoul, 1979), its extensions (Bleau & Leon, 2000; Frucci, 2006; Fernand Meyer, 2001; F. Meyer 
& Beucher, 1990), and more complex methods such as normalised cuts (Jianbo & Malik, 2000), 
graph-based segmentation (Felzenszwalb & Huttenlocher, 2004), mean shift (Comaniciu & Meer, 
2002), Turbopixels (Levinshtein et al., 2009), QuickShift (Vedaldi & Soatto, 2008) and most recently 
SLIC (Achanta et al., 2012). Achanta (2012) provides a good comparison of the various 
oversegmentation methods, concluding that their SLIC superpixels has by far the lowest 
computational cost, while providing state of the art boundary adherence. Figure 2.10 gives an 
example of two images segmented using SLIC, and shows the effect of varying the number of 
superpixels on the result. 
 
Figure 2.10. Examples of images oversegmented using SLIC superpixels. Reproduced from (Achanta, et al., 
2012). 
There is a comparative lack of methods for point cloud segmentation. This is because it is difficult to 
phrase neighbourhoods in a point cloud, whereas for an image the connectivity between pixels is 
clear. 
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Figure 2.11. Original 3D point cloud (left), approximation of the point cloud using planar segments (right). 
Reproduced from (Posner, Schroeter, & Newman, 2008). 
In many man-made environments, the most significant features are planar surfaces. For this reason, 
some works have considered iteratively clustering points into the component surfaces present in the 
scene for further processing (Anand, Koppula, Joachims, & Saxena, 2011; Posner, et al., 2008). Figure 
2.11 illustrates an example of this segmentation. While this assumption is valid in these more 
structured environments, in less structured outdoor environments there are many other key 
structures.  
Other works have extended this set to cluster the world into linear structures (like power lines), 
planar structures and volume structures (Lalonde, Vandapel, Huber, & Hebert, 2006; Vandapel, et 
al., 2004). This segmentation allows for a larger degree of discrimination; however it still 
oversimplifies many environments. 
 
Figure 2.12. Local appearance segmentation on laser point clouds. Reproduced from (Munoz, et al., 2009). 
Munoz (2009) uses a distance metric that accounts for both physical distance and difference in 
colour to cluster point clouds. The result is a set of local segments which contain similar colours. This 
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is functionally very similar to many oversegmentation methods. Figure 2.12 gives an example of a 
point cloud segmented in this manner. 
2.3.2 Segment Descriptors 
The segments generated by segmentation can be of an arbitrary shape and size. As a result, it 
becomes non-trivial to generate fixed length descriptors. 
Commonly cues like the colour and texture are computed over the entire segment, and information 
such as its mean and variance is used for the descriptor. Another solution is to generate a large 
number of local features such as Scale Invariant Feature Transform (SIFT) or Speeded-Up Robust 
Features (SURF) over the segment and combine them into a fixed length descriptor using the Bag of 
Visual Words (BoVW) approach (Csurka, Dance, Fan, Willamowski, & Bray, 2004). In this approach a 
number of prototype features are extracted from the environment in pre-processing. During real-
time classification, each of the features is assigned to the closest prototype in feature space, and 
then a histogram of these prototype counts is generated. The histogram is used as the descriptor, 
resulting in a fixed length descriptor which is independent of the number of features detected in 
that region. The difficulty is in ensuring that each of the descriptors used lay entirely within the 
segment in order to avoid class mixing. Additionally, the density of detected features can be an 
issue, especially when the variance in the texture of observed environments is large, as illustrated in 
Figure 2.13. To combat this issue, Filitchkin (2012) suggested the use of an adaptive threshold over 
images to control the total number of features generated. 
 
Figure 2.13. The result of using a constant threshold for feature generation in different environments. The 
number of features varies greatly with no parameter changes, necessitating the use of an adaptive 
threshold. Reproduced from (Filitchkin & Byl, 2012). 
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The relevant cues can largely be split into five categories; colour, texture, shape, structure and 
location cues. Many works combine multiple cues in order to increase the discriminative power of 
the descriptor. 
Colour Cues 
One of the most common cues is taking the average colour over the region (Achar, et al., 2011; 
Chambers, et al., 2011; Thrun, et al., 2007; Vernaza, et al., 2008), with some works including multiple 
colour spaces in the descriptor in order to increase discriminative power (Achar, et al., 2011; 
Chambers, et al., 2011). This effectively adds nonlinearities into the discriminant. Different works 
utilise different colour spaces. 
Texture Cues 
Texture cues are potentially more informative than colour cues, since they can also encode colour 
information. For example, the standard deviation of colour has been applied as a rudimentary 
texture cue (Kim, et al., 2007; Kim, et al., 2006), in a manner similar to (Tighe & Lazebnik, 2013).  
Typical feature descriptors such as SIFT (Lowe, 2004), SURF (Bay, Tuytelaars, & Gool, 2006) and 
DAISY (Tola, Lepetit, & Fua, 2008) can be used to give texture information. The difficulty in applying 
these descriptors is they rely on a feature detector to identify the location and size of the descriptor. 
As a result these descriptors cannot be directly applied to describing fixed segments. Some works 
address this issue by forcing the keypoint to the centroid of the segment, and rescaling the 
descriptor so that its entirety fits inside the segment (Khan, Komma, & Zell, 2011; Tighe & Lazebnik, 
2013). 
 
Figure 2.14. The LM filter bank, consisting of 48 filters. These include 36 oriented filters (first 3 rows), with 6 
orientations, 3 scales and 2 phases, 8 central derivative filters and 4 low-pass Gaussian filters. Reproduced 
from (Leung & Malik, 2001). 
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More detailed texture cues can be evaluated by a number of convolutional filters. Convolutional 
filters are typically much faster to compute over the region, and can easily be combined in much the 
same way as colour cues. There are a number of commonly applied filters. 
 Laws’ Masks (Laws, 1980). These describe a set of 3x3, 5x5 and 7x7 texture primitives which 
compute the texture energy of a pixel’s neighbourhood. These features are very low scale 
and are sensitive to imaging noise. For this reason, the results are often convolved with a 
box filter. 
 Gabor Filter (Gabor, 1946). These are a set of equations to generate arbitrarily sized filters, 
which are parameterised in terms of size and orientation. They are a noise robust edge 
detector in the described direction. Typical applications compute the responses at a series of 
angles and store this in the descriptor.  
 Hand-designed filter banks. Some authors define a set of hand-coded convolutional filters 
which they believe to be better than the standard ones for their particular application, such 
as (Leung & Malik, 2001). An example of such a filter bank is illustrated in Figure 2.14. 
Convolutional texture features operate on fixed size image regions, so care must again be taken to 
ensure that the feature lies entirely within the segment to ensure that it is representative of a single 
class. 
Learning the descriptors from a representative dataset from the environment can provide a 
descriptor that is better suited to the discriminative features of that environment. These approaches 
can provide better performance, at the expense of generalisation (subject to the size of the training 
dataset), and requiring pre-training. All learnt features surveyed are operating on texture 
information. Hadsell (2009) compares a number of learnt feature descriptors for utility in obstacle 
detection in the near-to-far learning problem. Their work compares Radial basis functions (RBF), 
convolutional neural networks, and convolutional autoencoders. 
Radial basis functions determine the feature descriptor for a patch by its distance from a set of bases 
in feature space. The feature is constructed as the concatenation of these distances, converted into 
weights using a kernel function. The bases are learnt from training data by extracting a large number 
of patches from representative data, and then extracting common features. In (Hadsell, et al., 2009), 
this is performed using k-means clustering on the data. Figure 2.15 illustrates an example series of 
bases as generated by Hadsell. Angelova (2007) use a similar approach, however the cluster centres 
are learnt in real-time using an iterative method. 
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Figure 2.15. An example of the 100 radial basis function centres used for feature extraction in (Hadsell, et 
al., 2009). The centers were learned using unsupervised k-means clustering on 500,000 patches. 
Reproduced from (Hadsell, et al., 2009). 
A convolutional neural network (CNN) is a variant of the feed-forward neural network (NN), where 
many of the weights are shared within the layer. This functionality is designed based on observations 
of the layout of the human visual cortex, and has a number of benefits over standard NNs, including 
fewer variables to learn, and greater invariance to feature location in imagery. CNNs have been 
applied to a wide variety of problems, including face detection (Lawrence, Giles, Ah Chung, & Back, 
1997) and pedestrian detection (Szarvas, et al., 2005), and often give state of the art performance. 
Training of a CNN requires significant offline processing of data. Hadsell (2009) have also applied this 
method to features for obstacle detection. 
An autoencoder is a specific type of feed-forward neural network where the input and output layers 
have the same number of units, and at some middle (hidden) layer, there are fewer units than the 
input and output layers (Olshausen, 1996). The autoencoder is trained to reconstruct the input, 
thereby learning a sparse encoding of the input space in the layer with fewest units. The output of 
these units can then be used as a feature descriptor for the input patch. Some recent works with 
autoencoders have looked at their application with convolutional neural networks (Masci, Meier, 
Cireşan, & Schmidhuber, 2011). The advantage of an autoencoder over a standard NN is that it 
doesn’t require labelled training data, however it does still require significant pre-training, and as 
such is specialised to the trained environment. Hadsell (2009) demonstrated that this method gives 
superior learnt features for obstacle detection. 
Shape Cues 
Information about the shape of the segment can also be an informative cue. Tighe (2013) use a 
coarse mask of the superpixel shape and a size metric in their descriptor.  
Structure Cues 
Cues can be computed from structure information, where this is available. This includes information 
about the average, variance, minimum, robust minimum and robust maximum of height (Kim, et al., 
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2007; Kim, et al., 2006; Wellington & Stentz, 2003, 2004). These measures ignore information about 
the distribution of the samples in the x and y directions, which can potentially be useful subject to 
the segmentation. 
Other works have used statistics from the covariance matrix of the 3D data to compute to its 
“pointness”, “surfaceness” and “linearness” (Munoz, et al., 2009). Since the data was pre-clustered 
into local segments, these descriptors are quite informative. It is expected that using less informed 
segmentations such as a voxel segmentation would result in poorer results using this method.  
Density estimates from the laser pass-through to hit ratio have also been successfully applied 
(Wellington, et al., 2005). This cue is more suited to voxel segmentations, and requires high density 
depth measurements to function well. Stereo matching would be unsuitable for this cue, since it 
often artificially smooths the situations where this cue would be the most discriminative. 
Location Cues 
The location of a segment in the image can be a powerful cue (Achar, et al., 2011; Chambers, et al., 
2011). In this application, the location in the image is necessary to differentiate between sky and 
water, since the appearance of the two is almost identical even to a human eye. In this way the 
image location encodes a prior about the locations where certain classes are expected. It has also 
been shown to improve semantic classification (Tighe & Lazebnik, 2013). 
2.3.3 Classifiers 
Classifiers for traversability estimation and obstacle detection broadly come under two categories; 
multi-class classifiers and single-class classifiers. In the case of the multi-class classifiers, the classifier 
seeks to learn an optimal decision boundary between the multiple classes in feature space. This 
contrasts with single-class classifiers, which aim to fit the smallest possible boundary around a single 
class in feature space. Single-class classifiers can be used both to determine if a sample belongs to a 
particular class, and to determine if it doesn’t (novelty detection). 
Each of the classifiers assumes that the class of a particular segment is independent of other 
segments. In practise, this is not the case. Segments of a particular class tend to occur near other 
segments of that class. These segment co-occurrences are typically modelled within the Markov 
random field (MRF) framework. In an MRF, the cost of assigning each label to a segment is defined, 
as is the cost of assigning label pairs to adjacent segments. Inference on this model is carried out by 
minimising the cost. 
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When performing inference on an MRF, the cost of a label is more frequently used than its 
probability (although the two are interchangeable). This cost is modelled as a weighted sum of the 
feature descriptor in (Munoz, et al., 2009; Vernaza, et al., 2008). An individual weighting vector is 
determined for each class. While it was shown to give good results, the danger in this method is that 
the effective decision boundary between classes is very simple, and typically the accuracy of these 
methods comes from the use of the MRF to compare nearby classes. Efficient methods for inference 
on an MRF exist (Boykov & Kolmogorov, 2004; Boykov, Veksler, & Zabih, 2001; Kolmogorov & Zabin, 
2004), so these can practically be realised for real-time applications. 
Single-Class Classifiers 
In many respects, single class classifiers are superior to multi-class classifiers, since they can be used 
in an ensemble configuration to classify as many classes as required, however they also have the 
concept of unknown instances. This enables for novelty detection, whereas most multi-class 
classifiers have undefined behaviour when presented with novel samples. 
Many single class classifiers are ones that effectively learn a PDF over the feature space, and 
threshold the PDF to determine whether a sample belongs to that class (Markou & Singh, 2003a). 
Some works parameterise the underlying PDF, often as a Gaussian (Wolf & Sukhatme, 2008) or a 
Gaussian Mixture Model (GMM) (Wellington, et al., 2005), and infer the parameters from training 
data. This can oversimplify the data in some situations. Other works consider nonparametric 
approaches, such as histogram bins (Ollis & Stentz, 1997), or the use of Parzen windows (Neuman, et 
al., 2011; Sofman, et al., 2011). 
A variety of real-time neural network based novelty detectors have also been presented for single-
class classification, however all of these have been shown to be very sensitive to initial observations 
(Marsland, Nehmzow, & Shapiro, 2005; Neto & Nehmzow, 2007), adapting poorly to changes, and as 
such aren’t suitable for real-time adaptation. 
There are many flavours of Support Vector Machines (SVMs) (Cortes & Vapnik, 1995). Single-class 
SVMs parameterise the minimum hypersphere in kernel space to enclose the data, which some 
outlier rejection. These models are very simple, and typically don’t account for the nuances present 
in data. This motivates the use of the kernel trick, which effectively maps the data from feature 
space into some undefined high dimensional kernel space by introducing nonlinearities. This allows 
the decision boundaries to represent much more complex shapes in feature space with minimal 
computational overhead. Since the SVM is parameterised, there is a limit on the complexity of the 
decision boundaries, which can be a limiting factor in many situations. 
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Multiclass Classifiers 
k-nearest neighbours (kNN) is a data-driven classification method where the classifier stores all of 
the training data. To classify new data, the k nearest neighbours in feature space all vote for the 
class, with the highest vote count winning (Cover & Hart, 1967). kNN has high memory requirements 
since it stores all of the training data. Additionally, the computation costs in looking up all of the 
training data can be prohibitive for large datasets. This can be alleviated by using approximations 
such as FLANN (Muja & Lowe, 2009) to quickly query the nearest neighbours, at the expense of 
some accuracy. In addition, since the L2 norm is typically used as the distance metric, the dimensions 
of the data need to be scaled by their importance. Automated rescaling in this way is an ongoing 
field of research (Nigsch et al., 2006). 
Statistical approaches can also be applied to the problem of multiclass classification, where the 
maximum likelihood class is usually taken as the classification. This also allows for implicit novelty 
detection, since the classifier provides a probability that its answer is correct. Some works learn a 
parametric representation for each class, such as a Gaussian (Sofman, et al., 2006) or GMM 
(Wellington, et al., 2005). Other works use nonparametric approaches such as histograms (Sun, et 
al., 2006). 
Conversely to single-class SVMs, multiclass SVMs parameterise a hyperplane in kernel space which 
defines the optimal separating plane between classes. Multiclass SVMs have been applied to water 
classification (Achar, et al., 2011; Chambers, et al., 2011) and terrain classification (Filitchkin & Byl, 
2012; Khan, et al., 2011; Wolf & Sukhatme, 2008; Yan, Aiguo, Jiatong, & Huatao, 2011), amongst a 
large variety of other applications beyond the scope of this thesis. 
Exemplars 
Nonparametric approaches are applicable to both single- and multiclass classification. The difficulty 
is that the storage requirements and corresponding lookup times become prohibitive for realistic 
datasets. As a result, some authors have considered methods for producing only exemplar samples 
which approximate the underlying PDF accurately. This is illustrated by Figure 2.16. 
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Figure 2.16. Representing an arbitrary probability distribution with a set of exemplars. The small squares 
indicate the areas samples can be drawn from, each of which has a uniform PDF and equal prior. The points 
show the chosen exemplars for the data. Reproduced from (T. M. Martinetz, Berkovich, & Schulten, 1993). 
At the simplest end is k-means clustering (MacQueen, 1967). This method iteratively updates the 
estimates of the means of a set of clusters using an EM-style method. Since it partitions the space 
based on L2 distance, the exemplars don’t tend to represent the density of the space well. 
Additionally, it can be quite sensitive to initial conditions, but this can be mitigated with pre-
processing such as in hierarchical k-means (Arai & Barakbah, 2007). It requires batch offline 
processing. 
The more general form of the same method is called Neural Gas (NG) (T. Martinetz & Schulten, 
1991). This is an iterative simulated-annealing type method where the centres are initialised 
randomly through feature space. They are then shifted towards new samples as these are presented 
to the method, by an amount that decays over time. At one extreme, this method corresponds to k-
means exactly. It can take large amounts of time to converge accurately, and requires batch offline 
processing in order to find the exemplars. 
Several extensions to NG have been proposed, including Growing Neural Gas (GNG), an iterative 
real-time version of NG which also learns the topology in feature space (Fritzke, 1995). The method 
continually updates the estimate in real-time. The significant shortcoming is that the method cannot 
deal with rapid changes in the PDF, leaving nodes in feature space where no feature has been 
observed for significant amounts of time. A further extension, GNG-T (Growing Neural Gas with 
Targeting) addresses this shortcoming (Frezza-Buet, 2008). Figure 2.17 demonstrates the adaption of 
this method over time, including the learnt network topologies. 
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Figure 2.17. Growing neural gas with targeting (GNG-T) for various sample distributions with transitions. 
The grey lines indicate links between the nodes in the model, the grey dots indicate the generated samples. 
GNG-T accurately represents the underlying probability distribution and its connectivity, while adapting to 
changes. Reproduced from (Frezza-Buet, 2008). 
In a similar theme is the Self-Organising Map (SOM) (Kohonen, 1982). This is a neural network-type 
structure which learns in an unsupervised manner a mapping from high dimensional feature space 
into a specified lower dimensional space. The connectivity between nodes is pre-specified, meaning 
that it can’t learn the topology of the space directly; this is assumed in the choice of the lower 
dimensional space. This requires offline batch processing in order to learn, so isn’t suited for 
changing probability distributions. 
2.4 Vision in Variable Lighting 
Many of the presented methods are dependent on appearance information from cameras. As a 
result, most descriptors will be corrupted by illumination changes, limiting the applicability of the 
methods over long-term operation (Bellutta, et al., 2000; Howard & Seraji, 2001; Michels, et al., 
2005). Section 2.4.1 discusses methods for mitigating the effect of lighting on visual descriptors. 
In order to realise persistent operation, visual methods need to be able to operate at night time. This 
can be an issue as many field environments have little to no external illumination at night time, so 
additional hardware needs to be investigated. Section 2.4.2 presents methods for night time vision. 
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In order to better understand the effect of illumination changes on different descriptors, it is 
necessary to quantify the illumination variance of those descriptors. This enables informed choices 
of the most illumination invariant descriptor, and the ability to design more illumination invariant 
descriptors in a structured manner. Section 2.4.3 discusses existing methods for quantifying the 
illumination variance of descriptors. 
2.4.1 Accounting for Variable Lighting 
The typical RGB colour representation is susceptible to illumination changes. To this end, a number 
of alternative colour spaces have been formulated in order to extract the chrominance information 
in two channels and the brightness in the third, which can be ignored or mitigated. Normalised RGB, 
HSV, YCrCb and Lab are examples of such a colour space, each of which have been shown to reduce 
the effects of global illumination changes (Finlayson & Schaefer, 2001; Gevers & Smeulders, 1997; 
Nuske, 2009; Smith, 1978; Zarit, Super, & Quek, 1999). This can effectively deal with brightness 
changes, but has issues with coloured light sources. These methods don’t account for the material 
brightness, and so discard information which may be useful. 
Image processing methods can consider only the relative difference between pixels, a strategy which 
discards the underlying brightness. This can be done by processing only edge information (Davis & 
Sharma, 2007; Javed, Shafique, & Shah, 2002; Yokoyama & Poggio, 2005). Other transforms which 
are based on the texture orientation, such as SIFT (Lowe, 2004), SURF (Bay, et al., 2006), DAISY (Tola, 
et al., 2008) and HoG (Dalal & Triggs, 2005) are invariant to global illumination changes for the same 
reason. These methods, however, don’t account for coloured light sources, and have issues with 
dynamic shadows. 
By considering the observed colour as a function of the material reflectivity and light source 
temperature, a lighting invariant transform can be defined which recovers the spectral reflectivity of 
the material (Finlayson, Hordley, & Drew, 2002). This can be used to recover shadow-free imagery 
(Finlayson, et al., 2002), or visual methods can process on this invariant image directly (Maddern et 
al., 2014), which has been shown to improve the quality of many tasks. The transform assumes that 
each of the RGB channels respond to only one frequency, which is an invalid assumption for many 
industrial and consumer grade cameras. It performs poorly in near under- or over-saturated image 
regions. 
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Figure 2.18. An example of removing shadows from an image. Left: original image, middle: illumination 
invariant greyscale image, right: recovered shadow-free colour image. Reproduced from (Finlayson, et al., 
2002). 
The typical dynamic range of cameras is much less than that of humans (Nuske, Roberts, & Wyeth, 
2006; Nuske & Yguel, 2007). As a result, many scenes which are easily viewable to the human eye 
contain over- and under-exposed image regions, which make visual processing difficult. Multiple 
images can be captured at different exposures and combined to create a High Dynamic Range (HDR) 
image, with significantly more usable image regions than any of the component images (Husmann & 
Pedersen, 2008; Nuske, et al., 2006; Nuske & Yguel, 2007; Pedersen, Han, & Vitus, 2008). These 
methods assume that each of the images was taken at an identical position. It is possible to register 
multiple images with inter-frame motion to recover a HDR image (Nuske, et al., 2006; Nuske & 
Yguel, 2007), or to convert the imagery into a common global reference frame using 3D information 
(Hrabar, Corke, & Bosse, 2009). 
Identifying lighting models in a scene has been shown to improve the results of facial recognition 
(Blicher, Roy, & Penev, 2004; Kee, Lee, & Lee, 2000). These methods identify the lighting model 
present in the scene by rendering expected imagery and comparing, effectively removing the lighting 
present in the scene. These methods make significant assumptions about the reflective properties of 
the target and the lighting model, and require accurate 3D models in order to function. 
2.4.2 Night Vision 
To achieve true persistent operation, robots must operate through night time. The difficulty is that 
in field environments there are typically no external light sources at night time, making vision 
difficult. 
Pedestrian detection methods for driver assistance have typically investigated the use of a Near 
Infra-Red (NIR) light in conjunction with a suitable camera for night time operation (Dubbelman, van 
der Mark, van der Heuvel, & Groen, 2007; Luo, et al., 2010). This solution is most appropriate to this 
application due to two factors; firstly this setup is very cost efficient, and secondly IR light is invisible 
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to humans, so it doesn’t interfere with human perception. The significant downside is that there is 
no colour information available, which is crucial for many vision methods. 
 
Figure 2.19. A comparison of TIR (top) and NIR (bottom). Reproduced from (Luo, et al., 2010). 
Military applications tend towards the use of Thermal Infra-Red (TIR) cameras (Rankin et al., 2011). 
This is beneficial in this situation because they give off no light, making the robot more difficult to 
detect. There are a number of difficulties with thermal IR; since they rely in heat to provide effective 
illumination, objects with no intrinsic heat are invisible. It provides no colour information, and 
typically preserves very little of the texture of surfaces, a feature which is also necessary for many 
vision methods. Figure 2.19 provides a comparison of TIR and NIR for the same scene. 
The similar application of surveillance also requires no emitted light, and a proposed solution is the 
use of image intensifiers (Schwartz, 2011). These amplify the low amounts of light present in the 
scene to levels where it can be perceived by the camera. Image intensifiers are however very fragile, 
and prone to damage in bright light. For this reason, any system using them would require them to 
be physically removed for day time operation. They also only provide greyscale information. 
Robots for extraterrestrial exploration have typically employed spotlights (Husmann & Pedersen, 
2008; Pedersen, et al., 2008). This solution has the advantages of being cheap, and maintaining 
colour information. The difficulty is in ensuring that there are uniform levels of lighting throughout 
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the image, otherwise the dynamic range of the camera can become a limiting factor. This can be 
mitigated by utilising HDR imagery. 
2.4.3 Quantifying Illumination Variance 
A key result in visual descriptors is that all are lighting variant, although to different degrees. In order 
to make informed decisions about the most appropriate descriptor in applications where 
illumination variance is an issue, it is necessary to quantify the illumination variance of descriptors. 
Such a metric also allows for the design of descriptors which are robust to these lighting changes. 
Valgren and Lilienthal (2007, 2010), in two key works, defined the illumination variance of 
descriptors with respect to their ability to be correctly matched across lighting and seasonal 
changes. Their analysis was geared towards Simultaneous Localisation and Mapping (SLAM) 
applications, and so their final quantification was in terms of matching precision. Their works 
evaluated matching accuracy for SIFT, SURF and a number of their greyscale counterparts. This 
method required tedious ground truthing by a human in order to function correctly, and included 
variance from both the keypoint location and the descriptor itself. Since different keypoint detectors 
were used for SIFT and SURF, this makes it difficult to directly compare the results between these 
different descriptors. 
Ranganathan (2013) demonstrated a similar result with only SIFT descriptors, however in a much 
more controlled environment. Their dataset was a timelapse from a single location, so it was much 
simpler to automatically determine correct matches. They showed that the total variance due to 
keypoint location and descriptor was sufficient that less than half of the descriptors were correctly 
matched less than five minutes after the original image was captured. Since the appearance of the 
scene was mostly unchanged over this time, this is expected to be due to variations in the keypoint 
location, highlighting the necessity of removing the effect of the keypoint detector from any 
determination of the lighting variance of a descriptor. 
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Figure 2.20. The effect of time of day on feature matching, showing the number of matched features 
relative to a keyframe at approximately 2pm. Reproduced from (Ranganathan, et al., 2013). 
Van de Sande (2008, 2010) considered also a number of colour variants of SIFT and SURF, and some 
more simplistic histogram-based descriptors. They however focussed on the problem of whole 
image descriptors, combining the various descriptors into a fixed-length descriptor using the Bag of 
Visual Words (BoVW) approach. While this does discard some of the variance due to keypoint 
detection from the result, it does introduce other sources of approximation, and so doesn’t provide 
a good understanding of the lighting variance of the descriptor itself. 
 
Figure 2.21. The effect of lighting changes on the SIFT descriptor. A 2D PCA projection of the descriptors 
taken from the same keypoint (left) shows highly nonlinear variation in the descriptor. The patches show 
the different appearances of the region in the dataset. Reproduced from (Mikulík, et al., 2010). 
Mikulik (2010) evaluated a large dataset of images (over 6 million), finding feature correspondences 
between imagery to evaluate the effect of lighting on SIFT descriptors. They showed that the 
variance due to lighting on the SIFT descriptor is highly nonlinear, and concluded that the standard 
use of the L2 norm to measure differences between descriptors is only a valid measure for 
descriptors that are close together in feature space. 
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2.5 Discussion 
This chapter has presented a survey of the research applicable to persistent obstacle detection and 
traversability estimation in outdoor environments. Obstacle detection and traversability estimation 
in dynamic outdoor environments is an ongoing field of research, with no as of yet robust solution in 
these challenging conditions. 
2.5.1 Obstacle Detection 
Three main methods for obstacle detection are present in the literature; structure-based methods, 
semantic methods and novelty-based methods. There are a number of limiting factors in field 
environments which are key to the design of robust obstacle detection methods. 
 It is infeasible to pre-train an obstacle detector on all possible obstacles under all possible 
lighting conditions in all possible environments. The behaviour of pre-trained methods when 
presented with novel samples is undefined, so the safety of the robot cannot be guaranteed. 
For this reason, pre-trained methods are unsuitable. 
 Vegetation can partially or completely obscure obstacles. In many situations vegetation is 
the most significant structural feature present in the field, and the obstacles are hidden 
amongst it. Standard structure based methods will fail in these environments, since they 
have no understanding that vegetation isn’t an obstacle (Kim, et al., 2007; Kim, et al., 2006). 
 The appearance of the environment and the obstacles isn’t static. Illumination changes cause 
the appearance of field environments to be constantly changing, and as such any pre-trained 
appearance-based obstacle detection method (including the surveyed semantic detection 
methods) will fail after a given amount of time (Bellutta, et al., 2000; Howard & Seraji, 2001; 
Michels, et al., 2005). 
Novelty-based obstacle detection shows promise. Since it requires only training examples of the 
environment, it is capable of detecting a large variety of obstacles without pre-training. If vegetation 
is a common environmental feature it has the capacity to learn that this isn’t an obstacle. It can 
adapt to changes in environmental and illumination conditions if it can forget old samples. Despite 
this, all surveyed novelty-based obstacle detection methods aren’t capable of adapting over time to 
changes, and haven’t exhibited high enough accuracy for real-time operation. 
This thesis develops methods for real-time novelty detection for use in obstacle detection which are 
capable of continuously adapting in real-time to gradual environmental changes. The first method 
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uses appearance cues to provide a method for frame rate obstacle detection based on the concept 
of selective focus. The second method uses both appearance and structure cues to detect a large 
variety of obstacles, including ones that are camouflaged in either their appearance or structure. 
These methods are presented in Chapter 4. 
2.5.2 Traversability Estimation 
Three main methods for traversability estimation are present in the literature; direct traversability 
estimation, attitude prediction and terrain classification. Most of the direct traversability methods 
and all of the attitude prediction methods rely on the construction of an accurate Discrete Elevation 
Map (DEM) (K. Ho, et al., 2013; Lacroix, et al., 2002; Tarokh & McDermott, 2005). The terrain 
classification methods in the literature were typically combined with one of the other methods for a 
complete traversability estimate. For this reason, the ability to construct an accurate and complete 
DEM is necessary for traversability estimation. There are two key challenges to the construction of a 
DEM. 
 Occlusions in the environment, whether objects or the terrain itself, lead to unobserved 
regions. This results in an incomplete DEM. There has been some work on predicting the 
traversability in these unobserved regions, including propagating prediction errors (K. Ho, et 
al., 2013). 
 Vegetation in the environment can partially or completely obscure the ground (Wellington, et 
al., 2005). This is distinct from the occlusion issue, since there are still observations in these 
regions; they just aren’t of the ground. This information can be used to produce an informed 
estimate of the true ground height (Wellington, et al., 2005; Wellington & Stentz, 2003, 
2004), however the surveyed methods either gave comparatively poor performance or 
required significant offline learning in order to function. 
The work presented in this thesis focuses on the latter issue, and develops a method for inferring the 
true ground height in the presence of significant vegetation. Doing so extends the environments that 
all surveyed traversability methods can be applied to. Chapter 3 describes a real-time method for 
inferring the location of the ground in vegetated environments, which requires no pre-training and is 
capable of adapting in real-time to environmental changes. It significantly improves the performance 
of ground height estimation compared to the surveyed methods. 
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2.5.3 Quantification of Illumination Variance 
The illumination variance of descriptors is a key problem for many visual processing methods 
beyond the scope of this thesis. It is a significant limiting factor for many surveyed obstacle 
detection methods and terrain classification for traversability estimation. For this reason the ability 
to design more illumination invariant image descriptors is applicable to this research. 
To drive the design of illumination invariant descriptors, the ability to quantify a descriptor’s 
illumination variance is necessary. A number of methods have been investigated in the literature, 
but there are a number of shortcomings which limit their applicability. 
The works by Valgren and Lilienthal (2007, 2010) included variance due to keypoint location in the 
result, making it difficult to quantify where the variance was from. This is especially prevalent given 
that the different descriptors utilised different keypoint detectors. Ranganathan (2013) 
demonstrated the significant variance present due to keypoint location, so it is difficult to quantify 
the illumination variance of the descriptor using their method. 
The works by Van de Sande (2008, 2010) investigated various fixed keypoint locations for the 
descriptor, however their final descriptors were whole image descriptors using the BoVW approach. 
This introduces additional sources of variance into the result, so it is difficult to quantify the variance 
of the descriptor itself. 
These various works have quantified illumination variance by looking at matching accuracy over 
illumination changes. This metric quantises the result by matching descriptors to the closest one in 
feature space, which is expected to introduce additional errors into the metric. Additionally, as 
discussed by Mikulik (2010), the standard matching criteria isn’t suitable over large illumination 
changes due to the nonlinear variations in the descriptor. 
This motivates the development of a metric to quantify the illumination variance of a descriptor 
which describes how much the descriptor itself changes with illumination changes. This metric, 
denoted the lighting variance ratio, is developed in Chapter 5. The method requires fixed keypoint 
locations over timelapse imagery, and as a result removes all variance due to keypoint location from 
the result. This chapter describes extensive experiments to quantitatively compare common image 
descriptors in order to make recommendations about the most invariant descriptors currently 
available. 
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Traversability in 
Vegetation 
This chapter presents a method for estimating the ground height in the presence of vegetation, and 
a novel traversability metric which accounts for the planned path and the robot’s dynamics. Many 
methods for traversability estimation in the literature are incapable of operating in the presence of 
vegetation, since they assume that the ground is directly observable. This work alleviates this 
requirement by introducing a method for inferring in real-time the true ground height in the 
presence of vegetation and other obscurants. The ground height estimation method should perform 
even in the absence of vegetation, since it uses a probabilistic model to account for errors and noise 
in the point cloud. The contributions of this chapter are as follows. 
 Formulation of a joint probability model for determining the true ground height in the 
presence of vegetation and other obscurants (Ross, English, Ball, Upcroft, & Corke, 2015a). 
 Development of a method for iterative real-time inference on the joint probability model 
(Ross, et al., 2015a). 
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 Comparison of the ground height estimation method with other commonly used metrics for 
determining the true ground height in point cloud data (Ross, et al., 2015a). 
 Development of a novel traversability metric which reduces the peak acceleration of the 
robot by regulating the commanded velocity (Ross, et al., 2015a). 
The ground height estimation method estimates the distribution of sample heights about the true 
ground height in point clouds over time by tracking observations until they pass under the wheels of 
the robot, allowing them to be absolutely positioned. It assumes that the new observations are 
drawn from this model, which allows a formulation of a probabilistic model of the true ground 
height. The method then iteratively infers the Maximum Likelihood (ML) ground height. The 
probabilistic nature of the method makes it robust to observational noise and errors in stereo 
matching. 
Figure 3.1 gives an overview of the process for a single cell. Each of the observations within the cell 
is used to generate a histogram of height observations for the cell. The ground height is then 
estimated by finding the optimal alignment between this histogram and the model built over 
multiple frames. 
 
Figure 3.1. Overview of the process for generating observations for a given cell. Each of the heights of the 
observations within the cell is put into a histogram, which is used to estimate the ground height within the 
cell. 
This chapter also introduces a novel traversability metric based on limiting the vertical acceleration 
of the robot. In an agricultural environment these accelerations are the most damaging feature of 
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the environment for which the robot needs to slow down. To this end, the traversability metric is 
employed to modulate the speed of the robot. Unlike most traversability metrics presented in the 
literature, this metric accounts for the path of the robot. 
Ground truthed results indicate that the ground height estimation method significantly out-performs 
other commonly used statistics for estimating the true ground height in the presence of vegetation, 
as shown in Table 3.1. 
Method ME RMSE 
95th 
Percentile 
Mean 15.777 92.379 171.742 
Median 9.387 74.783 94.563 
Minimum -78.182 307.761 264.296 
Presented 
Method 
-1.504 30.251 59.305 
Table 3.1. Errors in ground height estimation for a number of ground height estimation methods. The 
method presented in this chapter significantly out-performs the alternative methods. All numbers are in 
mm. 
The ground height estimation method is capable of operating at 4.4Hz, slightly faster than stereo 
matching on the same machine. Figure 3.2 shows a sample output from the ground height 
estimation method during real-time operation in an agricultural field. 
 
Figure 3.2. Sample output from the ground height estimator presented in this thesis, showing the original 
imagery (top) and the height map (bottom), with blue indicating low and red indicating high regions. The 
right images show correspondences. 
The ability to estimate the ground height is necessary for traversability estimators, and could likely 
further improve the quality of the obstacle detection methods presented in the next chapter. 
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Figure 3.3 shows the result of the velocity modulation method in conjunction with the ground height 
estimator. The traversability metric can be seen to successfully reduce the peak vertical acceleration 
of the platform, however not to the specified limit. This is expected to be due to the unmodelled 
decoupling between the platform and the contact point through the vehicle’s suspension. 
 
Figure 3.3. Vertical acceleration of the robot with and without the speed control method. The red circled 
region indicates a deep ditch that the method detected and subsequently slowed down the robot. The 
green circled region indicates a region where the method reduced the vertical acceleration of the robot for 
a hazard, although not less than the specified limit. 
3.1 Discussion 
The results evaluate the system on fairly small, dense vegetation. It is expected that it should extend 
well to taller vegetation, given that the result is independent of the shape of the vegetation. There 
are a couple of limiting situations. 
 
Figure 3.4. Typical model histogram for stubble fields showing the distribution of height observations 
around the true ground. The histogram includes noisy stereo matching results and stubble. 
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Firstly, the method implicitly assumes that there is some fraction of ground observations visible, 
even at longer ranges. This is because the typically observed model (an example of which is shown in 
Figure 3.4) will have a peak at the ground when ground is visible at close range. Given the method 
for aligning observations with the model, if only observations on the top of the vegetation are 
provided then the method will likely incorrectly associate the ground with the top of the vegetation. 
Secondly, there is the assumption that the height observations are unimodal, in that the heights in 
all cells can be represented by the same distribution. This holds for dense vegetation, but for sparser 
environments where the vegetation may not be observed in all cells, the performance may degrade 
significantly. This will apply especially to grassed environments, where there is often little uniformity 
in the distribution of cell observations. 
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Novelty-Based Obstacle 
Detection 
This chapter describes two methods for novelty-based obstacle detection in agricultural 
environments where crop and crop residue (stubble) are common environmental features. 
Vegetation is a common problem for structural obstacle detection methods, since it can obscure 
obstacles. Illumination and environmental changes are problems for appearance-based obstacle 
detection methods. Detecting all obstacles in field environments requires using both appearance 
and structure cues. The obstacle detection methods define an obstacle as a region (in imagery or 
point clouds) which is novel when compared to recent observations. Defining an obstacle in this way 
allows for continual real-time adaption to changes in environmental and illumination conditions, and 
enables the methods to detect novel obstacles. The methods are extensively tested on a robot in 
autonomous experiments at both day and night time. 
The first obstacle detection method uses the concept of selective focus to identify candidate 
obstacle regions using their novelty in image space, and confirms them through structural methods 
(Ball, English, et al., 2016; Ross et al., 2014). It only requires structure information for small amounts 
of the image, and so is capable of operating at frame rate (10Hz). This method requires obstacles to 
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have both a novel appearance and to have structure within a height range, so is incapable of 
detecting an obstacle without both of these cues. The contributions of the selective focus-based 
obstacle detector are as follows. 
 Development of a method for real-time novelty-based obstacle detection which adapts to 
changing environmental conditions and requires no pre-training or parameter changes (Ball, 
English, et al., 2016; Ross, English, Ball, Upcroft, & Corke, 2015b; Ross, English, Ball, Upcroft, 
et al., 2014). 
 Development of a texture cue that can be computed in real-time for novelty-based obstacle 
detection (Ball, English, et al., 2016). 
 Integration of the obstacle detection method with a path planner (Ball, English, et al., 2016; 
Ross, English, Ball, Upcroft, et al., 2014). 
 Comparison of stereo matching methods, and a demonstration that the selective focus-
based obstacle detection method is superior to a planar laser in agricultural field 
environments (Ross, English, Ball, Upcroft, et al., 2014). 
 A two hour autonomous experiment during daytime with the selective focus-based obstacle 
detection method (Ross, English, Ball, Upcroft, et al., 2014), and a further three hour 
autonomous experiment during night time (Ball, English, et al., 2016). 
The limitations of the selective focus-based obstacle detection method motivated the development 
of the second obstacle detection method, which defined obstacles using their novelty in both 
appearance and structure (Ball, Ross, et al., 2016; Ross, et al., 2015b), allowing for the detection of 
obstacles with only one of these cues. This is at the expense of speed; this method requires dense 
stereo matching, so was limited to the speed of stereo matching (approximately 4.4Hz). The 
contributions for the combined appearance and structure obstacle detector are as follows. 
 Design of a complete descriptor for real-time obstacle detection, combining colour, texture 
and structure cues (Ball, Ross, et al., 2016; Ross, et al., 2015b). 
 Rigorous evaluation of the combined appearance and structure obstacle detection method 
under a variety of different lighting conditions in a variety of environments with a large set 
of obstacles (Ross, et al., 2015b). 
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 Demonstration that the combined appearance and structure obstacle detection method can 
to adapt in real-time to changes in the environment (Ball, Ross, et al., 2016; Ross, et al., 
2015b). 
 A five hour autonomous experiment during daytime with the combined appearance and 
structure obstacle detection method (Ball, Ross, et al., 2016). 
Table 4.1 outlines the differences between each of the presented papers in this section. The first two 
papers (without structure information) are presented in section 4.1, while the latter two which 
combined structure information are presented in section 4.2. 
Paper Texture Structure Experiments 
Novelty-Based Visual Obstacle Detection in 
Agriculture (ICRA) 
 (Ross, English, Ball, Upcroft, et al., 2014) 
N N 
Offline & online (2 hours, 
daytime) 
Vision-Based Obstacle Detection and 
Navigation for an Agricultural Robot (JFR) 
 (Ball, English, et al., 2016) 
Y N 
Online (3 hours, night 
time) 
Online Novelty-Based Visual Obstacle 
Detection for Field Robotics (ICRA) 
(Ross, et al., 2015b) 
Y Y Offline 
Vision-Based Robotics for Broad-Acre 
Agriculture (RAM) 
(Ball, Ross, et al., 2016) 
Y Y Online (5 hours, daytime) 
Table 4.1. Differences between each of the papers presented in this chapter. 
4.1 Selective Focus-Based Obstacle Detection 
The first method for obstacle detection uses selective focus to identify candidate obstacle in image 
space, and then uses structure cues to further discriminate. Selective focus identifies candidate 
obstacles using their novelty with respect to the typical environmental appearance, which filters out 
the vast bulk of crop and stubble. Figure 4.2 shows the typical output from the selective focus-based 
novelty detector. Stereo matching is only performed in these regions, allowing the entire method to 
operate at frame rate (10Hz). The structure-based filtering marks points within a specified height 
range as an obstacle. Figure 4.1 provides an overview of the processing pipeline. 
The model consists of a series of recent observations of the environment (i.e. those that weren’t 
novel). Novelty is detected by estimating the probability density function (PDF) in descriptor space 
with a variant of Parzen Windows (Parzen, 1962). The variant allows for specifying the individual 
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weighting of each of the samples, which can be slowly forgotten over time. Descriptors with a PDF 
below a certain threshold are marked as novel. 
The initial novelty method detected candidate obstacles using colour information (Ross, English, Ball, 
Upcroft, et al., 2014), which was found to be sufficient for many obstacles. Some obstacles, such as 
hay bales and branches, however, required additional information. This was achieved by introducing 
texture cues into the novelty detector (Ball, English, et al., 2016). A texture descriptor was developed 
based on Laws’ Masks (Laws, 1980), which combined the different filters into a low dimensional 
descriptor. More complex descriptors, including Gabor filters (Gabor, 1946) were tested and found 
to perform well, however compute time restrictions were significant and these more complex 
texture descriptors were found to be far too computationally intensive. As a result, Laws’ Masks 
were chosen as they are one of the simplest texture descriptors available. The second part of the 
texture descriptor which combined the masks into a low dimensional descriptor was necessary to 
increase the efficiency of FLANN lookups, once again due to timing constraints. The resultant 
descriptor was found to be sufficient to detect the required obstacles, while being fast enough to 
compute online. 
The selective focus-based obstacle detection method is evaluated on three experiments. 
 
Figure 4.1. Overview of the selective focus-based obstacle detector. Candidate obstacles are detected in 
the imagery using their novelty with respect to recent imagery. These candidate obstacles are then 
confirmed with stereo matching. Only descriptors not marked as obstacles are added to the model. 
4.1.1 Novelty Detector Experiment 
The first experiment tested the ability of the image-based novelty detector to adapt to different 
environments without parameter adjustment, while still detecting the true obstacles. Some of the 
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results from this experiment are shown in Figure 4.2. The novelty detector was found to successfully 
adapt to these varying conditions.  
 
Figure 4.2. Typical output from the novelty detector in a number of different fields, showing that the 
method adapts to different environments while still successfully detecting the true obstacles. 
4.1.2 Offline Experiments 
The second experiment tested the selective focus-based obstacle detection method at daytime and 
night time. The platform was driven by a human operator through an obstacle course to gather the 
data. The obstacle course contained a total of five different obstacles; a utility vehicle, a person, a 
power pole, a tank and a drum, shown in Figure 4.3. Results show that the selective focus-based 
obstacle detection method out-performs the use of a planar laser as well as stereo matching on its 
own, as illustrated by Figure 4.4. 
 
Figure 4.3. Obstacles present in the obstacle course, shown at both day and night time. The obstacles are a 
utility vehicle, a person, a power pole, a tank and a drum. 
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Figure 4.4. Obstacle detection results, comparing (top to bottom) planar laser, block matching, block 
matching with novelty, LIBELAS and LIBELAS with novelty. The selective focus-based obstacle detection 
method used LIBELAS with novelty, since its performance was superior to all other methods for both the 
daytime (left) and night time (right) datasets. The red line indicates the vehicle’s path, and the black regions 
show the detected obstacles. 
The configuration of the laser used here is in a horizontal scan plane, at 0.7m above the ground. This 
is a somewhat unfair comparison to pure structure-based methods in general, as many methods 
build an in-depth point cloud over the scene, and use ground plane detection and semantic 
classification to detect obstacles. While these methods may have more success, there is an 
important distinction compared to the results presented here. Either the method would accumulate 
laser observations over multiple frames to build a representative point cloud, or the robot would 
require a multi-scanline laser. In the former case, the method would lose the ability to operate 
instantaneously and therefore perform worse on dynamic obstacles; however the latter case could 
be used to generate comparable results. If the solution were constrained to the use of a planar laser, 
the setup presented here is most comparable to the proposed method. 
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The other key result of the laser configuration is demonstrating that straight height-based filtering is 
unsuitable in these environments. 
4.1.3 Real-Time Experiments 
In the final experiment the selective focus-based obstacle detection method was integrated with a 
complete navigation stack, and was used as the sole means for obstacle detection for a two 
autonomous tests. The first test comprised a two hour autonomous operation at daytime in a 
sorghum field. The field contained three obstacles; a utility vehicle, a person and a power pole – the 
same as those used in the previous experiment. Figure 4.5 gives an overview of the experiment. 
Each of the true obstacles were successfully detected and avoided. There were a number of small 
false positives, most of which were present for only a single frame before being cleared from the 
obstacle map. Only one false positive persisted for long enough to be avoided. 
 
Figure 4.5. The obstacle map from the two hour daytime autonomous trial. All of the true obstacles were 
successfully detected and avoided. The red line indicates the vehicle’s path, and the black regions show the 
detected obstacles. 
The second test comprised a three hour autonomous operation at night time in a chickpea field, with 
a total of six obstacles including a hay bale, a utility vehicle, a tank, a person, some branches and 
drums, shown in Figure 4.6. Once again each of the true obstacles was successfully detected and 
avoided, this time with no false positives. There were some issues with obstacles being extended 
beyond their bounds. Since obstacles were only inflated around their bounds, this behaviour caused 
the robot to maintain additional space between itself and the obstacles. This expansion was 
concluded to be an artefact of stereo matching in the low texture imagery captured at night time. 
Figure 4.7 shows the complete map of all obstacles detected over the entire experiment. 
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Figure 4.6. The obstacles in the night time experiment. These included a hay bale, a utility vehicle, a tank, a 
person, some branches and some drums. 
 
Figure 4.7. Obstacle map constructed over the three hour night time autonomous experiment, with 
obstacles in black and the path in red. 
Several potential issues are discussed with respect to rapidly changing environmental models when 
navigating off-row (i.e. when avoiding obstacles). When the environmental appearance changes 
rapidly there is a significant false positive rate in the image novelty. This wasn’t found to be an issue 
in these experiments, however it could negatively impact longer term experiments. 
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4.2 Combined Appearance and Structure Obstacle Detection 
The second method presented in this chapter detects obstacles using novelty in their combined 
appearance and structure. This enables novelty in either appearance or structure alone to be 
sufficient to detect an obstacle, which allows the method to detect obstacles undetectable by the 
previous method. Figure 4.8 provides an overview of the combined obstacle detection pipeline. The 
significant difference between the two methods is the use of stereo matching; full resolution stereo 
matching is now required as structure information from stereo matching is combined into the 
descriptor, limiting the method to 4.4Hz. 
 
Figure 4.8. Overview of the combined obstacle detector. The significant difference between the previous 
method and this one is that the descriptor combines both structure and appearance information, and so 
either is sufficient to detect obstacles. 
The combined appearance and structure obstacle detection method utilises a Markov Random Field 
(MRF) for output filtering in place of the previous height-based filtering. The MRF ensures that 
obstacles effectively must be a minimum size, and also includes a temporal prior to give the method 
an understanding that where there were previously obstacles there are likely still obstacles, and 
vice-versa. The change from the previous islanding filter which is used in the selective-focus based 
method is for two reasons; firstly an MRF can consider the certainty of a particular observation 
(which in this case allows encoding how far above or below the novelty threshold an observation is), 
and secondly it was difficult to meaningfully phrase a temporal filter within the previous framework. 
The combined appearance and structure obstacle detection method is evaluated on two 
experiments. 
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4.2.1 Offline Experiments 
The first experiment tested the combined appearance and structure obstacle detection method on 
40 minutes of imagery at day and night time. The datasets included three distinct environments in 
both datasets and a large set of obstacles. The method achieved a 99.86% precision rate after an 
initial learning period, and successfully detected almost all obstacles in most environments. A key 
result is that this accuracy is achieved under vastly different lighting conditions in a wide variety of 
environments with a challenging set of obstacles with no pre-training and no parameter adjustment. 
Figure 4.9 shows some of the obstacle detections from this experiment. 
 
Figure 4.9. Various obstacles present in the datasets evaluated in this work. The blue outline indicates 
regions that have structure information from stereo matching, and the red boxes indicate the detected 
obstacles. Of note is the highly variable appearance of the environments and the obstacles. Despite this, 
most of the obstacles were successfully detected in all frames. 
 
Learning Duration 
(sec) 
Precision During 
Learning 
Precision 
After Learning 
Day Road 40.9 77.12 % 100 % 
Day Grass - - 91.91 % 
Day Field 67.4 93.78 % 99.92 % 
Night Road 67.8 94.50 % 99.67 % 
Night Grass - - 93.95 % 
Night Field 74.6 98.93 % 99.85 % 
Average  
(excl. grass) 
62.7 91.08 % 99.86 % 
Table 4.2. Learning duration and precision during and after learning in each of the environments for each of 
the datasets. Precision was lower for the grass environment due to issues with stereo matching. These 
issues made it difficult to determine the end of the learning period in the grass environment. 
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The significant limiting factor was found to be the quality of the stereo matching; stereo matching 
performed very poorly in the grassed environment, leading to reduced performance. In both the dirt 
road and field environments stereo matching performed well, and as such a high quality result was 
observed. Table 4.2 summaries precision and learning duration information for each of the 
environments under the different lighting conditions. The algorithm never fully adapted to the grass 
environment due to poor stereo matching performance, which made it difficult to determine the 
end of the learning period. 
4.2.2 Real-Time Experiment 
The second experiment used the combined obstacle detection method as the sole means of obstacle 
detection for a five hour autonomous operation in a wheat field. This experiment was run over two 
days. The obstacles present included a person, a tarp, an inflatable kangaroo, tyres, a trailer, 
wooden pallets, hay bales and a tank, shown in Figure 4.10. Some of these obstacles had only 
appearance cues (the tarp), while some had only structure cues (the hay bales). Each of the 
obstacles was successfully detected and avoided. 
 
Figure 4.10. Obstacles present in the five hour autonomous experiment of the combined obstacle detection 
method. These included a person, a tarp, a toy kangaroo, tyres, a trailer, wooden pallets, hay bales and a 
tank. Some obstacles had only appearance cues while others had only structure cues. 
The obstacle map constructed over the entire experiment is shown in Figure 4.11. The environment 
was particularly challenging given that the experiment required regular transitions between the field 
environment and the road environment in order to refill the robot’s tank. As a result, there were 
increased false positives around the environment transition. Despite this, each of the true positives 
was still detected and avoided. Within the field environment where the appearance of the 
environment was highly uniform the false positive rate was negligible, despite the significant 
illumination variations present in the environment over the entire experiment. These illumination 
variations included slow changes due to the time of day, and frequent changes due to scattered 
cloud. This highlights the robustness of the method to illumination changes. 
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Figure 4.11. Obstacle map constructed over the five hour experiment with true positive obstacles indicated 
in black, false positive obstacles in blue and the path indicated in red. There is an increase in false positives 
to the lower left due to the environmental transition. When the appearance of the environment is uniform 
(upper right) the false positive rate was negligible. 
4.3 Discussion 
One of the key obstacle types that weren’t addressed throughout this work is negative obstacles (i.e. 
holes in the ground). The challenge with these types of obstacles is that often there aren’t any 
observations inside the hole, given that it is by definition an absence of material.  All produced 
observations will typically be of the far wall, which itself may be labelled as an obstacle, but the 
remainder of the hole will be labelled as missing data, which within the current framework is 
considered traversable. 
Under the assumption that observations are produced within the negative obstacle, the combined 
obstacle detection method is likely able to detect these obstacles, given two key properties. Firstly, 
holes are often darker than the surrounding ground as they are shadowed, and so are potentially 
detectable using appearance cues. Secondly, their structure (in particular the average height) will 
differ significantly from the observed model of environmental appearance, and so could potentially 
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be detected. The selective-focus based method would be incapable of detecting these obstacles, as 
it assumed positive obstacles. 
A benefit of the presented methods is that they are capable of operating in dense vegetation, 
however to differing degrees. The selective-focus based system has reduced false positives in 
vegetation by default, however there is a nonzero false positive rate inherent in the system. 
Consequently, its ability to robustly operate in vegetation is fully dependent on the specified height 
threshold to filter out these false positives, which can severely restrict it in taller vegetation. 
Conversely, the combined obstacle detection method is more robust to taller vegetation. This is 
because it doesn’t require the choice of any height-based threshold, and is capable of adapting to 
the current observations. There are a few caveats to its performance. Firstly, it requires robust 
observations. This includes robust point clouds, which were observed to be an issue in some 
environments when using stereo matching, and assumes that the vegetation doesn’t completely 
obscure the imagery. Secondly, the true obstacles must be at least partially visible in some sense. 
Those that are completely hidden amongst the vegetation are impossible to detect. Thirdly, the 
environmental model must be approximately stable. This is a consequence of the observed issues 
with learning after environmental transitions; if the type of vegetation present is continually 
changing then the performance of the method will be significantly degraded. 
Both of the presented methods required significant expert hand-tuning of a number of parameters, 
including the relative scaling of different descriptor dimensions. This limits the ability of the methods 
to incorporate additional descriptors, and potentially limits the adaption of the system to different 
environments. It was shown that the tuning can be done in an environment agnostic manner; 
however this is expected to be at the expense of some performance. Adapting these parameters 
real-time could improve the performance of the methods, as they can better tune their detection 
model to the environment. 
A common theme throughout the results for both systems is that after environmental transitions 
there is a significant false positive rate as the system adapts. Whilst it wasn’t found to be a 
significant issue throughout the online experiments, this is expected to be somewhat related to the 
fact that there was a large degree of similarity between the environments used in individual 
experiments. In the more general use case, environmental transitions are a larger issue, and may 
even lead to the environmental model diverging. 
Two different cell sizes were tested in the presented papers for the selective-focus based obstacle 
detector. The finer resolution was preferred as it allowed for the detection of smaller obstacles, 
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consequently increasing the detection range. There are two limits on the resolutions; processing 
time and the stability of descriptor computation. With respect to the latter, as the number of pixels 
in a cell reduces, the descriptor becomes more susceptible to noise and other issues, which is 
expected to degrade the performance of the method. 
The presented results are from vegetated field environments, but the methods could be applied 
equally well to urban or road environments. For best performance, retuning the descriptor scaling is 
necessary when applying these methods. 
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Quantifying Illumination 
Variance 
This chapter presents two methods for quantifying the illumination variance of image descriptors. 
The ability to quantify the illumination variance of descriptors is necessary in order to design 
descriptors that are more invariant to illumination changes. Invariance to changes in illumination 
makes pre-trained methods viable for long-term outdoor operation since that method won’t need to 
be trained on all possible lighting conditions. This can be applied to improve the quality of many 
obstacle detection methods, and allows information about the terrain class to be readily applied to 
methods of traversability. 
Figure 5.1 illustrates the two quantities that are used in the lighting variance metrics. These are the 
global variance, which describes how the mean varies over time, and the local variance, which 
describes instantaneous variations about the mean. By this definition the global variance captures 
the variance that is due to illumination. The first metric this chapter presents is the ratio of the 
global variance to the local variance (Ross et al., 2013). It is only meaningful in a relative sense, 
however is shown to be useful for comparing different descriptors. The second metric this chapter 
presents quantifies the fraction of the total variance which is due to illumination changes (Ross, 
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English, Ball, & Corke, 2014), given by ratio of the global variance to the total variance. This metric is 
useful in an absolute sense, for determining if a descriptor is “invariant enough”. The contributions 
of this chapter are as follows. 
 Derivation of two lighting variance measures (Ross, English, Ball, & Corke, 2014; Ross, et al., 
2013). The former is useful in a relative sense; the latter is also useful in an absolute sense. 
 In-depth comparison of several commonly used descriptors with respect to their illumination 
variance (Ross, English, Ball, & Corke, 2014; Ross, et al., 2013), and the effect of camera 
properties (Ross, English, Ball, & Corke, 2014). 
 In-depth evaluation of the physical interpretation of the lighting variance measure (Ross, 
English, Ball, & Corke, 2014). 
The lighting variance metrics require the specification of a set of keypoints in the imagery, after 
which they compute the descriptors for each of the images. The keypoint includes information about 
scale and orientation as required, with allowance for orientation to be computed from the imagery. 
This specification of the keypoints removes variance due to keypoint location from the result, a 
significant limitation in the prior art. 
 
Figure 5.1. The two quantities that influence the lighting variance metrics presented in this chapter in a 
hypothetical one dimensional descriptor are the global and local variance. The global variance describes 
how the mean varies over time, while the local variance describes the instantaneous variations about the 
mean. 
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The data is then transformed into lower dimensional space using Isomap (Tenenbaum, Silva, & 
Langford, 2000), which preserves the geodesic distance between the descriptors. This was necessary 
due to the nonlinearity of the illumination variances experienced by many descriptors (Mikulík, et 
al., 2010). The resultant linear mapping is then used to compute the illumination variance metric. 
The effect of the parameters is explored in detail, and methods for marginalising some of the 
parameters are presented to make the analysis more generic. A number of greyscale and colour 
descriptors are evaluated. The effect of different cameras with vastly different camera properties is 
investigated to gain some understanding of the effect of these parameters on the illumination 
variance of descriptors. 
The key results are summarised in Table 5.1. Different descriptors were found to be the most 
invariant in different datasets, however the SIFT descriptor and its variant, U-SIFT, is shown to be 
either optimal or close to optimal in all instances. The results are much more mixed for all other 
descriptors. 
 Descriptor Lifecam iDS Point Grey Photonfocus 
O
u
td
o
o
r 
Block Mono 0.9221 0.8144 0.7838 0.9866 
SURF 0.3598 0.4884 0.3692 0.9054 
U-SURF 0.3412 0.5657 0.1897 0.849 
SIFT 0.1181 0.2516 0.2936 0.2449 
U-SIFT 0.1324 0.2155 0.1482 0.2126 
Block RGB 0.9235 0.8248 0.7894 - 
RGB-SURF 0.3201 0.5189 0.3596 - 
Opponent-SURF 0.3486 0.6146 0.5036 - 
RGB-SIFT 0.2898 0.3606 0.3093 - 
Opponent-SIFT 0.2866 0.2798 0.3204 - 
In
d
o
o
r 
Block Mono 0.9449 0.5651 0.86 0.9949 
SURF 0.0564 0.24 0.175 0.0497 
U-SURF 0.0316 0.1124 0.1406 0.0185 
SIFT 0.0748 0.1267 0.0815 0.1726 
U-SIFT 0.0442 0.1366 0.0399 0.0147 
Block RGB 0.9305 0.5555 0.8602 - 
RGB-SURF 0.1213 0.366 0.1348 - 
Opponent-SURF 0.1124 0.3422 0.5406 - 
RGB-SIFT 0.2439 0.2515 0.4733 - 
Opponent-SIFT 0.4783 0.163 0.429 - 
Table 5.1. The LVR for the descriptors examined in this chapter. The bolded result indicates the most 
invariant descriptor in each set. 
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5.1 Discussion 
While the presented methods address a number of limitations present in the literature, there is still 
at least one challenge remaining – the definition of illumination variance is directly tied to an 
evaluation dataset. This makes it difficult to make general assertions about the illumination variance 
of individual descriptors, because as shown by the results these are highly environment specific. A 
more robust analysis should include a significant set of datasets, should quantify the effect of 
different environmental conditions on the result, and categorise the different types of illumination 
variance present in order to define the robustness of the descriptor to the specific illumination 
change. 
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Conclusion 
Reliable obstacle detection and traversability estimation are challenging for robots operating in field 
environments. Obstacles may be camouflaged in either their appearance or structure. Appearance 
cues are subject to illumination variations, and structure cues are often corrupted by the presence of 
vegetation. These factors make robust obstacle detection challenging. Vegetation also obscures the 
ground, making it difficult to observe the shape of the ground from structure information. 
This thesis has presented traversability estimation for robots in natural outdoor environments under 
changing illumination and environmental conditions. To achieve this goal, ground height estimation, 
traversability estimation, obstacle detection and illumination variance quantification were 
presented. 
The first part of this thesis presented a method for traversability estimation in the presence of 
vegetation. The literature identified a number of factors as contributing to the traversability of a 
patch of terrain. The work presented here focused on issues relating to the pose and path of the 
robot, which require ground height information. The ground height estimation method presented in 
this thesis builds a model of the distribution of height observations around the ground, and uses this 
 
 
 190 Vision-Based Traversability Estimation in Field Environments 
 
to iteratively infer the ground height by incorporating smoothness constraints. The method 
continually adapts its model in real-time, so it is able to adjust for environmental transitions. It uses 
only structure information so has no dependence on the illumination conditions. The method 
operates at 4.4Hz, limited by the rate of stereo matching. A rigorously ground truthed dataset was 
gathered of a region with and without vegetation in order to compare the method to existing 
approaches. The method was shown to significantly out-perform other methods in removing the 
effect of vegetation, and also in its robustness to matching errors from stereo matching. For this 
reason it was hypothesised to be superior even in the absence of vegetation. This part also 
investigated a simple traversability metric based on the acceleration of the robot, which the method 
aimed to minimise by regulating the speed of the robot. While the method was successful in 
reducing the peak accelerations of the robot, further work is required in order to achieve this goal. 
The second part of this thesis presented methods for novelty-based visual obstacle detection. Two 
separate approaches were formulated. The first of these used novelty in the image to detect 
candidate obstacles, which were confirmed using their structure. The second used novelty in the 
combined appearance and structure data to detect obstacles. The former method is limited in the 
obstacles that it can detect, since it assumes that obstacles have both appearance and structure 
cues. Due to its use of selective focus, it was capable of operating at frame rate (10Hz), including 
stereo matching. Conversely, the latter method could detect obstacles with only appearance or 
structure cues, making it far more general. This was at the expense of frame rate; it was limited to 
4.4Hz by stereo matching. The experiments, including human operated datasets and long-term 
autonomous operations, demonstrated that both methods are suitable for use in vegetated field 
environments, successfully filtering out the vast bulk of crop and stubble. The methods successfully 
detected a large variety of obstacles in a number of different environments without pre-training or 
parameter adjustment. 
The third part of this thesis presented methods for quantifying the illumination variance of image 
descriptors. The metrics used a given set of keypoints in a timelapse dataset to compute the fraction 
of variance in the descriptor that is due to illumination changes. Variance due to illumination was 
assumed to take a finite amount of time to occur. Two metrics were presented; the ratio of variance 
due to illumination to all other variance, and the fraction of total variance that is due to illumination 
changes. Both are useful in a relative sense to compare descriptors, but the latter is also useful in an 
absolute sense. A number of timelapse datasets were gathered using a variety of cameras, and the 
illumination variance of a number of common monochrome and colour descriptors was evaluated in 
order to make recommendations about the most illumination invariant descriptors. 
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The remainder of this chapter is as follows. Section 6.1 compares the work presented in this thesis 
with respect to the literature. The key contributions of the thesis are outlined in section 6.2. Future 
work is discussed in section 6.3, and section 6.4 provides some concluding remarks. 
6.1 Comparison to Literature 
This section compares the three parts of this thesis with respect to the literature. 
6.1.1 Traversability Estimation 
The literature identified two key limitations to applying traversability methods in field environments. 
 Occlusions in the environment, whether objects or the terrain itself, lead to unobserved 
regions. There has been some work on predicting the traversability in these unobserved 
regions in the literature (K. Ho, et al., 2013). The ground height estimation method 
presented in this thesis has the capacity to interpolate observations to unobserved regions; 
however this was not investigated fully within the presented work, and remains future work. 
 Vegetation in the environment can partially or completely obscure the ground. There has 
been some work addressing this issue in the literature (Wellington, et al., 2005; Wellington 
& Stentz, 2003, 2004), however the most promising methods require significant pre-
modelling of the environment and significant sensor suites (Wellington, et al., 2005). This 
thesis has presented a method for estimating the ground height in the presence of 
vegetation. The method continually learns online, and as such requires no pre-training. It is 
independent of the type of vegetation present, and so alleviates some of the restrictive 
assumptions present in prior work. The ground height estimation method requires only 
structure information, and was shown to perform well with using noisy structure 
information from a stereo camera pair. 
The ability to robustly estimate the ground height is necessary for most surveyed traversability 
estimators, so the method can be used to inform many other works. 
6.1.2 Obstacle Detection 
The literature identified three key limiting factors for applying obstacle detection in field 
environments. 
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 It is infeasible to pre-train an obstacle detector on all possible obstacles under all possible 
lighting conditions in all possible environments. This precludes the use of pre-trained 
obstacle detection methods, which are widespread in the literature. The novelty-based 
obstacle detection methods presented in this thesis require no pre-training. Since they are 
capable of adapting in real-time, they can continually adjust to suit environmental and 
illumination changes. They were shown to operate in a number of different environments 
and illumination conditions without any adjustment. 
 Vegetation can partially or completely obscure obstacles. This limits the applicability of 
structural obstacle detection methods (Kim, et al., 2007; Kim, et al., 2006), since commonly 
applied structural methods cause significant false positives in the presence of vegetation. 
Despite this, structural cues are necessary for obstacles that are camouflaged in their 
appearance. Both of the novelty-based obstacle detection methods presented in this thesis 
were shown to filter out the vast bulk of vegetation and stubble from the result, while 
retaining the ability to detect true obstacles. 
 The appearance of the environment and obstacles isn’t static. Illumination changes cause 
pre-trained appearance-based obstacle detection methods to fail after a given amount of 
time (Bellutta, et al., 2000; Howard & Seraji, 2001; Michels, et al., 2005). However, 
appearance cues are necessary to detect many obstacles. The novelty-based obstacle 
detection methods presented in this thesis continually adapt in real-time to observations of 
the world, and so are capable of dealing with gradual illumination changes gracefully.  
The novelty-based obstacle detection methods presented in this thesis compare to some previous 
novelty-based obstacle detection methods, however these required significant sensor suites in order 
to perform well (Wellington, et al., 2005). Conversely, the methods presented in this thesis require 
only stereo vision, and so are suitable as a low-cost alternative. 
6.1.3 Quantifying Illumination Variance 
A number of methods to quantify illumination variance have been presented in the literature. Some 
included variance due to keypoint location (Valgren & Lilienthal, 2007, 2010), while others 
attempted to mitigate this issue by using whole image descriptors (Van de Sande, et al., 2008, 2010), 
introducing additional sources of variation. These analyses have shown to be dominated by the 
keypoint variance (Ranganathan, et al., 2013). These factors make it difficult to quantify the 
illumination variance of the descriptor separately from the keypoint detector, especially since 
different detectors were used for different descriptors. 
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This thesis has presented novel illumination variance metrics that overcome these challenges by 
utilising fixed keypoint locations throughout a static timelapse dataset. The use of static datasets 
means that point correspondences are easily determined. This enables the use of the same fixed 
keypoint throughout the entire dataset to evaluate the variance of a descriptor, and allows for an 
illumination variance metric which is independent of the keypoint detector and doesn’t use whole 
image descriptors. 
6.2 Summary of Contributions 
Each of the chapters has presented work towards the goals outlined in the introduction. The 
contributions of these chapters are as follows. 
 Design and implementation of a method for inferring in real-time the true ground height in 
the presence of vegetation with no pre-training (Chapter 3). The method was shown to be 
superior to all alternative metrics in the presence of vegetation. This chapter also presented 
a novel path-dependent traversability metric, which was shown to reduce the acceleration 
of the robot via velocity modulation. 
 Design and implementation of a novelty-based obstacle detection method, utilising colour 
and texture cues for novelty and confirming obstacles with height information, and requiring 
no pre-training (Chapter 4). In this chapter a real-time novelty detection method is 
developed, and the method is tested in a number of environments and illumination 
conditions, showing promising results independent of these conditions and the presence of 
vegetation. It included a two hour autonomous trial with few false positives and a three 
hour autonomous trial with no false positives. 
 Design of structure cues, and integration of these cues with the previous cues for a complete 
obstacle detection method (Chapter 4). The combined method is shown to be capable of 
detecting obstacles pathological to pure structure- or appearance-based methods, giving a 
precision of 99.86% in a wide variety of environments and lighting conditions. This section 
also presented a novel MRF filtering stage, which included a temporal prior. The method was 
evaluated on a five hour daytime experiment containing a number of obstacles and 
environment transitions, exhibiting few false positives and successfully detecting all 
obstacles. 
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 Development of quantitative measures for illumination variance of descriptors which are 
independent of the keypoint detector (Chapter 5). Two alternative metrics were developed, 
both of which compare the variance due to lighting to the overall variance of the descriptor. 
The metrics were evaluated on a variety of different common descriptors, a number of 
datasets and a series of different cameras with vastly different properties in order to make 
informed recommendations about the most illumination invariant descriptors. 
6.3 Future Work 
There are a number of directions in which the work presented in this thesis could be taken in order 
to further the research. 
 Improved traversability metric. The metric was found to only partially limit the acceleration 
of the robot. This is theorised to be due to the unmodelled system transfer function; i.e. the 
model limits the acceleration of the wheels rather than the body, and these are decoupled 
through the suspension. A possible improvement here could be incorporating this dynamic 
model into the calculations. 
 Appearance information in the ground height estimator. Currently the ground height 
estimator utilises only height information, and attempts to indirectly disambiguate between 
samples drawn from the crop and the ground. Adding in appearance information (which is 
readily available) therefore has the potential to significantly improve the quality of the 
inference. 
 Multimodal observational models in the ground height estimator. A significant limiting factor 
of the ground height estimator is that it assumes that all cells have the same distribution of 
heights. This assumption fails when the world is multimodal, which accounts for many field 
environments. 
 Interpolation into unobserved regions in the ground height estimator. The ground height 
estimator has the capacity to estimate heights in the absence of information in some cells by 
interpolating the available observations. This allows the method to deal with issues relating 
to complete occlusion, the other key issue for ground height estimation. 
 Confidence estimation for the ground height estimator. An uncertainty measure on the 
outputs from the ground height estimator allows for robust (worst case) traversability 
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estimation. This is especially prevalent when interpolating the ground height estimation to 
regions with no observations. 
 Storing and recalling models for novelty detection. A significant limiting factor of the current 
obstacle detection method is the time it takes to re-learn the environmental appearance 
after abrupt changes; it is designed to deal with gradual changes. This could be alleviated by 
periodically storing environmental models as appropriate to avoid duplicate models, and 
then recalling these models at system start-up and at environmental transitions. The 
challenge here is detecting that the environmental model has diverged from the active 
model. 
 Automated parameter learning for novelty detection. The current method for novelty 
detection requires tuning of data-specific parameters to rescale the individual dimensions. A 
method for approximately tuning these parameters was briefly introduced, but was found to 
be too computationally intensive for normal operation (it typically required on the order of 
10 hours of processing time). There is the capacity to adjust this tuning method to operate 
iteratively in real-time, in order to improve the generalisation of the novelty detector. 
6.4 Conclusion 
This thesis has demonstrated that vision is a powerful sensor, in particular for obstacle detection and 
traversability estimation in field environments. The availability of structure, appearance and texture 
information makes it ideal for this application, where each modality has limitations. This thesis has 
shown techniques for addressing typical challenges with using cameras, including illumination 
variations and pre-training issues. The novelty-based framework described in this thesis is well 
suited to obstacle detection by combining these sensing modalities to deal with environmental and 
illumination variations. 
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