Abstract Sentiment analysis is the process of determining a predefined sentiment from text written in a natural language with respect to the entity to which it is referring. A number of lexical resources are available to facilitate this task in English. One such resource is the SentiWordNet, which assigns sentiment scores to words found in the English WordNet. In this paper, we present an Arabic sentiment lexicon that assigns sentiment scores to the words found in the Arabic WordNet. Starting from a small seed list of positive and negative words, we used semi-supervised learning to propagate the scores in the Arabic WordNet by exploiting the synset relations. Our algorithm assigned a positive sentiment score to more than 800, a negative score to more than 600 and a neutral score to more than 6000 words in the Arabic WordNet. The lexicon was evaluated by incorporating it into a machine learning-based classifier. The experiments were conducted on several Arabic sentiment corpora, and we were able to achieve a 96% classification accuracy.
Introduction
Sentiment analysis is the process of determining a predefined sentiment from online texts written in a natural language with respect to a specific subject. The need for sentiment analysis is the product of a sudden increase in opinionated or sentimental texts in the form of blogs, reviews, and discussions (Pang and Lee, 2008) . The idea of processing these comments or reviews has attracted many researchers in the field of text mining, with the aim of extracting a general opinion about one item or theme among the substantial amounts of unstructured data available on the Internet. In this paper, we present an Arabic sentiment lexicon that was developed by exploiting the semantic relations found in the Arabic WordNet. While there are several previous examples of using WordNet to build an English sentiment lexicon (Kim and Hovy, 2004; Sebastiani, 2005, 2006) , to the best of our knowledge, this is the very first attempt to build an Arabic sentiment lexicon using the Arabic WordNet. The Arabic WordNet is the Arabic version of WordNet and can be seen as a network with a collection of semantically similar words, called synsets, as nodes and a number of semantic and lexical relations as links between the synset nodes. We used a semi-supervised approach to propagate the sentiment scores from a small seed list of positive and negative words in the Arabic WordNet. We devised an algorithm that identified the nodes in the Arabic WordNet that contain the words in the seed list and iteratively spread the scores of these words to the neighboring nodes until the entire network was reached. The score for each term was represented as a triplet containing a positive, negative and neutral score. Each of these constituent scores in the triplet for a term was represented as positive numerical values. The scheme is somewhat similar to how scores are represented in the SentiWordNet, but in our case, the scores were unnormalized, i.e., the positive, negative and neutral scores of the term do not sum to one.
The main contribution of this work is the development of an Arabic sentiment lexicon containing 7.5 K terms by exploiting the relations available in the Arabic WordNet. In addition to the sentiment scores, the lexicon also contains the part of speech tag of each term and its diacritized form for lexical disambiguation. For some of the terms, the gloss containing the term definition is also available.
The remainder of this paper is structured as follows: The next section briefly describes the Arabic WordNet. In Section 3, we present the previous major approaches to developing a sentiment lexicon. In Section 4, we describe the development of an Arabic sentiment lexicon. In Section 5, we evaluate the proposed algorithm. Finally, Section 6 is devoted to conclusions and future work.
What is the Arabic WordNet?
WordNet is a lexical database of the English language. Unlike a dictionary, the words, including nouns, verbs, adjectives and adverbs, are grouped into sets of synonyms called synsets. These synsets are related to each other through different semantic and lexical relations; hence, the WordNet can be viewed as a directed graph (Fellbaum, 1998) . The Arabic WordNet is the Arabic version of the English WordNet. The Arabic WordNet database structure is composed of four principal entity types: item, word, form and link. Items are conceptual entities, including synsets, ontology classes and instances. A word entity is a word sense. A form is a special form that is considered as dictionary information. Links are relations between synsets. They are classified according to the part of speech (POS) of the related synsets (verb, noun, adjective, and adverb) or according to their type (lexical, semantic and lexico-semantic relations). Table 1 presents WordNet and Arabic WordNet statistics (WordNet 3.0 database statistics), (Fellbaum et al., 2006) . Table 2 shows different relations in the Arabic WordNet according to their classification type (Mahdi Boudabous et al., 2013) .
Related work
Although plenty of research is available on building sentiment lexicons in English and other languages, Arabic has yet to receive the attention it deserves by researchers in this field. In this section, we will present the most notable studies on building English sentiment lexicons and previous attempts to build Arabic sentiment lexicons. In addition, we will also cover studies that claim language independence. Hatzivassiloglou and McKeown (1997) developed an algorithm for predicting the orientation of an adjective. Turney and Littman (2002) proposed a method to determine a document's polarity. The method involves issuing queries to a Web search engine. The approach targets adjectives and adverbs; therefore, it relies on the existence of a huge POS-tagged corpus, which is a rarity for the Arabic language. The available POS taggers are not fully qualified to identify all parts of speech and are not able to distinguish between different sentence types (Farra et al., 2010) . Lexical resources, such as WordNet (Fellbaum, 1998) , are used in Kim and Hovy (2004) , Sebastiani (2005, 2006) , Kamps et al. (2004) . These studies started with Esuli and Sebastiani (2005) used the WordNet to determine the orientation of a term based on the classification of its glosses. The authors assumed that terms with similar orientation tend to have similar glosses. extended their method from Esuli and Sebastiani (2005) to the determination of both term subjectivity and term orientation. Kamps et al. (2004) determined sentiments of adjectives in the WordNet by calculating the relative distance of the term from the two seed words ''good" and ''bad". The approach is difficult to adapt in Arabic because the number of relations in the Arabic WordNet is much smaller than its English counterpart. In addition, the glosses for most synsets are not available in the Arabic WordNet. Elhawary and Elfeky (2010) used a similarity graph to build an Arabic lexicon. A similarity graph is a type of graph whereby two words or phrases have an edge if they are similar in polarity or meaning. The weight of the edge represents the degree of similarity between two nodes. The researchers initially used a seed list of 1600 words (600 positive, 900 negative, and 100 neutral) and subsequently performed label propagation on an Arabic similarity graph. The Arabic lexicon created from the similarity graph consists of two columns, where the first column is the word or phrase and the second column represents the score of the word, which is the sum of the scores of all edges connected to this node (word/phrase). They applied filtering rules to avoid both the sparseness of the data and garbage nodes. They removed nodes with a high number of weighted edges and retained the 25 top-ranked synonyms of the word. This approach depends on a huge Arabic corpus to build the similarity graph, which is not available to us. The entries in the created lexicon are polarity words without scores.
Arabic lexical resources such as Penn Arabic Treebank (Maamouri et al., 2004) and SentiStrength project (Thelwall et al., 2010) are used in Abdul-Mageed and Korayem (2010) and El-Halees (2011), respectively. Abdul-Mageed and Korayem (2010) manually created an Arabic SSL based on the Penn Arabic Treebank. The researchers extracted all adjectives from the first four parts of the Penn Arabic Treebank and manually selected those adjectives that they believed are either positive or negative. Their approach targets only adjectives, and the intensity scores are missing. El-Halees (2011) manually created an Arabic SSL based on two resources: the SentiStrength project and an online dictionary. The researchers translated the English list from the SentiStrength project and subsequently manually filtered it. Common Arabic words were added to the lexicon. The drawbacks of machine translation include the loss of polarity sentiments of some words when translated to other language.
The authors in Elarnaoty et al. (2012) and Abdul-Mageed and Diab (2012) exploited a simple machine translation procedure on an existing English polarity lexicon. Elarnaoty et al. (2012) created an Arabic sentiment lexicon that contains strong as well as weak subjective clues by manually translating the MPQA lexicon (Wilson et al., 2005) . Abdul-Mageed and Diab (2012) used a machine translation procedure to translate available English lexicons, including SentiWordNet , which is the most famous and most widely used English polarity lexicon (Abdul-Mageed et al., 2011) , into Arabic. They retrieved 229,452 entries, including expressions commonly used in social media. The authors reported having problems with both coverage and with the quality of some of the entries. They also stated that they have not tested the system for the task of sentiment analysis.
El-Beltagy and Ali (2013) created an Egyptian dialect sentiment lexicon. The researchers identified a set of lexico-syntactic patterns indicative of subjectivity, used a seed list of 380 manually constructed words, and subsequently performed pattern matching on a data set collected from tweeter. The incorrectly learned candidate terms were manually filtered. They retrieved 4,392 entries (193 compound negative, 83 compound positive, 3,344 negative, and 772 positive).The work addressed dialectical or slang terms for the Egyptian dialect, which makes it unsuitable for use for other dialects.
Building the lexicon
This section presents our algorithm, which assigns sentiment scores to the words found in the Arabic WordNet to build a sentiment lexicon. Starting from a small seed list of positive and negative words, we used semi-supervised learning to propagate the scores on the Arabic WordNet by exploiting the synset relations. We used the relations that were employed in developing the WordNet-Affect (Valitutti et al., 2004 ) database. These relations include eight semantic/lexical relations {near_synonym, verb_group, see_also_wn15, has_derived, related_to, has_subevent, causes and near_antonym}. We used the seed list defined in D. Turney and L. Littman (2002) . The seed list contained 14 words {good, nice, excellent, positive, fortunate, correct, superior, bad, nasty, poor, negative, unfortunate, wrong, inferior}. We translated them to Arabic and filtered them based on their availability in the Arabic WordNet. The filtered list contained only four positive and four negative words. Initial runs of our expansion algorithm indicated that with the eight words in the seed list, the algorithm was not able to reach all of the synsets in the Arabic WordNet network. The seed list was extended by randomly choosing new words from the synsets that were unreachable by the previous seed lists and by adding these words to the previous seed lists. The process was repeated until all of the synsets were reached. Table 3 presents the positive  seed list, and Table 4 presents the negative seed list.
Expansion algorithm
The expansion algorithm pseudo-code is shown in Fig. 1 and in Fig. 2 . The procedure Expansion Algorithm, presented in Fig. 1 , takes three arguments as the input. These include the positive and negative seed lists, the Arabic WordNet database and a special sentiment orientation flag that is used in the process of extending the seed lists. The seed lists are initialized with zero levels and added to the expansion sets (lines 1-3 for positive seeds and lines 4-6 for negative seeds). The procedure in lines 8 and 9 call procedure Orientation Search twice, one time with the positive seed list and the next time with the negative seed list.
Procedure orientation search is presented in Fig. 2 .This procedure takes a seed list, the Arabic WordNet database, the sentiment orientation relations by which the seed list is extended, and the expansion sentiment orientation flag. A queue structure was used for the priority expansion, where the adjacent seed list was expanded level by level. The queue was initialized with the seed list in line 1. Then, the front node was iteratively removed from the queue to expand its adjacent (line 3), the Arabic WordNet database was searched for current node neighbors within the predefined relations (line 4), its depth was incremented by 1 for each unvisited neighbor (line 7).Then, if the relation between the current node and the neighbor had the same orientation relations, we added this node to the same orientation expanded set and to the queue for further expansions. If the relation between the current node and the neighboring node had the opposite orientation, we simply added this node to the opposite orientation expanded set. The procedure was repeated until all reachable nodes were visited.
After the expansion algorithm was completed, the sentiment scores for each synset were calculated using the formula described in Eq. (1):
Here, n is the number of synsets that reach the current synset; Seed score is the score of the seed word, which we set to 1; depth i is the synset depth starting from the initial seed i ; depth Pos is the maximum depth reached by the algorithm by positive orientation; and depth Neg is the maximum depth reached by the algorithm by negative orientation.
By using (1), the score of each synset was decreased as a function of depth from a seed word in each iteration by some ExpansionPos: the expanded set for the PosiƟve category. ExpansionNeg: the expanded set for the NegaƟve category. predefined value (Kim and Hovy, 2004; Godbole et al., 2007) . The final score of each synset is the sum of the scores received over all paths. We applied (1) to set the scores (positive and negative) for each synset returned by the expansion algorithm. We set all other non-reachable synsets in the Arabic WordNet as neutral words. At the end, the lexicon contained more than 23,000 terms with a score triplet describing the positive, negative and neutral scores for the term. For summary purposes, we assigned a sentiment orientation to each term in addition to the individual positive, negative and neutral scores. The sentiment orientation was assigned by considering the orientation of the sentiment carrying the highest score for the term. Table 5 displays the number of positive, negative and neutral terms thus obtained and categorized by their respective part of speech. The expanded lexicon was manually analyzed for word sense disambiguation, and all of the collocations and multiple senses of the words in the same part of speech were removed. The results of this operation are displayed in Table 6 .
Experimental evaluation
To evaluate the lexicon, we used a task-based evaluation method whereby the scores from the lexicon were incorporated into the features used for a sentiment polarity classification task. The task was carried on two different Arabic corpora, the OCA corpus (Rushdi-Saleh et al., 2011) and a book review corpus. The OCA is a movie review corpus consisting of 250 positive and 250 negative movie reviews in Arabic. Table 7 displays the statistics of the OCA corpus. The book review corpus was developed by crawling several book review websites and manually annotating each review with its sentiment polarity. Table 8 displays the statistics of the book review corpus. Table 9 displays the source websites used to develop the book review corpus. The corpus was annotated by two native Arabic speakers. The inter-annotator agreement computed as a Kappa statistic was 0.95.
ProcedureOrientaƟonSearch Input:
Seed: a set of nodes in AWN database to be expanded. G: an XML object contains the AWN database. R: a set of relaƟons by which the nodes are expanded. We used a vector space model (Salton et al., 1975) to represent the documents in the corpus. In the vector space model, each document is represented as a vector in an n-dimensional space, where n is the total number of terms in the corpus. The result is a d * n document term matrix, where d is the number of documents and m is the number of terms in the corpus. The document vector in the document term matrix can be represented using different weighting schemes, including binary, term frequency (TF), and term frequency-inverse document frequency (TF * IDF). To convert the text documents in the corpus into the vector representation, the documents were tokenized, and the terms were normalized using a simple letter normalization scheme in Arabic. No stemming or POS tagging was carried out because stemming would make it difficult to find the terms in the lexicon and because the POS tags for the term can be obtained from the lexicon. For a text categorization task such as sentiment polarity classification, feature selection is an important step to remove irrelevant and noisy features. We removed the univariate features, i.e., the features that occurred only once in each category. Removing the univariate features greatly improved the speed and memory requirement but, removing these features could reduce the classification accuracy because it may remove terms that have a sentiment score available in the lexicon. Therefore, we incorporated the lexicon in removing noisy features, where we kept those terms that occur in the lexicon even though they were found only once.
Term retrieval from lexicon
Instead of using exact matching to match document words with lexicon words, we defined an object of the SequenceMatcher class in Python for comparing pairs of sequences (Ratcliff and Metzener, 1988) . This object contains a function, called ratio, that returns a measure of the sequences similarity as a float in the range [0, 1] . The ratio can be computed as 2 M/ T, where T is the total number of elements in both the sequences and M is the number of matches. Note that this is 1.0 if the sequences are identical and 0.0 if they have nothing in common. We set the matching ratio to >0.80 and ordered the returned words by matching ratio. We then fetched the score of the word having the first maximum ratio from the ordered list. Table 10 presents some examples of the sequence-matching process.
We used RapidMiner 1 , a data mining tool, to build the sentiment polarity classification model with two machine learning classifiers: Support Vector Machine (SVM) and Naı¨ve Bayes (NB). These classifiers were applied to the document term matrices created from the two aforementioned corpora. For each corpus, five different document term matrices were created, representing five different weighting schemes. These include binary, TF, TF * IDF, score and binary score. The first three schemes did not include the sentiment scores from the lexicon and served as our baseline. The score-weighting scheme incorporated the unnormalized scores from the lexicon into the TF representation by multiplying the sentiment score from the lexicon with the frequency of the term. The binary score multiplied the score with binary representation of the term, with one indicating the presence and zero indicating the absence of the term in the document. Tables 11 and 12 display the results from applying the Naı¨ve Bayes and the support vector machine classifiers, respectively, on the book review corpus. Tables 13 and 14 display the results from applying the Naı¨ve Bayes and support vector machine classifiers on the OCA corpus. Figs. 3 and 4 plot the same results for the book review and the OCA corpora respectively.
The results show no improvement in the average classification accuracy. One possible explanation could be that incorporating sentiment scores without manipulating other factors, such as position and order of words, may not produce desirable results. Sentiment can be expressed in a subtle manner without any ostensible use of negative words. Other factors that make sentiment analysis difficult are that phrases can be expressed with sarcasm, irony, and/or negation.
Conclusions
In this paper, an Arabic SSL was created with more than 7.5 K terms, with three scores describing the terms being positive, negative or neutral. The created lexicon is context independent, and it can be used in any opinion corpora other than book reviews or movie reviews. The SSL was evaluated by incorporating it into a vector space model to apply machine learning classifiers. The experiments show that the accuracy produced by NB is higher than the SVM accuracy. The experiments were conducted on several Arabic sentiment corpora, and we were able to achieve a 97% classification accuracy. There is still much work that can be performed to develop AWN for sentiment analysis: first, considering different dialect and special regional words; second, considering Franco Arabic and transliteration; and finally, considering compound expressions, phrases and proverbs. Figure 4 Incorporating a word's score using movie review corpus. TF * , TF * IDF * are the results produced by the movie review corpus author.
