A low-degree test is a collection of simple, local rules for checking the proximity of an arbitrary function to a lowdegree polynomial. Each rule depends on the function's values at a small number of places. If a function satisfies many rules then it is close to a low-degree polynomial. Low-degree tests play an important role in the development of probabilistically checkable proofs.
Introduction
In this paper we consider functions mapping m variables from some finite field F to the same field. Let the dis-and verify that P (f,d)
x,h (t) = f (x+t·h)." For our purposes it is not important how P (f,d) is computed by the tester. This will become clear in the context of our applications. The correctness of the tester is proved by the following kind of a statement. The above statement does not specify the conditions on |F | and δ, and determining the exact conditions on these parameters turn out to be the interesting aspect in the analysis of low-degree tests. The improvements noted in this paper apply to these two parameters.
Informal

Reducing Field Size
The motivation for the following theorem is primarily one of curiosity. The smallest field size over which polynomials of a given total degree exhibit sufficient "redundancy" to, say, enable the application of the Schwartz-Zippel like theorems [16, 18] , is when the field size is at least d + 2. The low-degree tester of [11] uses sets of the same size, i.e., d + 2, as elementary test sets. Their proof manages to show that in a certain sense (see Lemma 5) fields of size d + 2 are sufficient to show some sort of robustness. However their proof falls short of showing low-degree tests that work over fields of size d + 2 because of the lack of an "exact characterization" (in the sense of [15] ). We complement their work by providing an exact characterization of low-degree polynomials, which shows that their tester is good for prime fields of size d + 2, and improves the bound for non-prime fields as well. We give examples to show that our characterizations are essentially the best possible.
Lemma 4
If q, the order of F , and p, its characteristic, satisfy q − q/p − 1 ≥ d and g : F m → F satisfy
x,h (t) = g(x + t · h) for all x, h, t then g is a degree d polynomial.
We use the above statement in combination with the following Lemma from [11, 15] , to get Theorem 6. 
x,h (t) = g(x + t · h) for all x, h ∈ F m and t ∈ F . 
Theorem 6 Let
In Section 2 we also show that the requirement on |F | is the tightest possible in the following sense: For all p, q, d such that d > q − q/p − 1, we show that there exist functions g :
Improving the efficiency
Improving the second of the two parameters in the statement of the Informal Statement is a task of greater significance. (Here an improvement would imply a larger value of δ.) The result in [11] shows that the test works for
2 ). The improvements in [14] and [1] yielded δ ≤ O(1/d) and δ ≤ δ 0 for some δ 0 > 0 respectively. The constant δ 0 coming from the latter analysis is not described explicitly but the number appears to be fairly small. Here we show that the theorem works for any δ < 1/8. More precisely,
Theorem 7 For every
.
Remark:
The bound on the field size in the above theorem is also better than that of [1] who are only able to show it for |F | ≥ d 3 . However, this improvement can already be inferred in the work of [13] . In fact, our analysis inherits this particular improvement from their analysis.
An Application
The second theorem given above turns out to have some implication to the properties of probabilistically checkable proofs. In particular it implies that the proofs constructed in [1] have a much smaller probe complexity than shown earlier. It turns out that all the known construction of holographic proof inherits part of their properties from the properties of some underlying error-correcting code. It is easiest to describe the effect of our analysis in terms of the improvement in the properties of the codes created in [1, 15] . The following definitions are from [15] .
An (k, n, d, a)-code consists of an alphabet Σ such that log |Σ| = a and a function C : Σ k → Σ n , such that for any two strings m, m ′ ∈ Σ k , the (Hamming) distance between C(m) and C(m ′ ) is at least d. For applications to probabilistically checkable proofs, it is sufficient to consider codes restricted a small range of these parameters. We call these the good codes. Such codes need to have constant relative distance. The encoded message is allowed to be much larger than the original message size, as long as the final length is polynomially bounded.
Definition 8 (Good Code) A family of codes
For the application to probabilistically checkable proofs, the primary question is the following: "Does the code admit very simple randomized error detection?". This notion is formalized in the next definition. Intuitively the definition says that the error-detection can be done by probing just p letters of a word to get a confidence δ that it is close to some codeword. • Functions q 1 , q 2 , . . . , q p : Ω → {1, . . . , n}.
•
with the property that for all w ∈ Σ n , if
The codes of [6] for instance produce good codes which are (polylog(k i ), Ω(1))-locally testable. The work of [2] implicitly describe a related code which achieves both p, 1 δ = O(1), but requires very large alphabet sizes to get this -namely their code requires a i = k ǫ i . The significant improvement in [1] is to get good codes which have p = 2, δ > 0 with a i = polylog(k i ). (By applying a recursive technique introduced by [2] to this code they later manage to reduce a to a constant as well.) The code used by [1] is the following (see also [15] 
is the line polynomial for the line l x,h described by its d + 1 coefficients. The code achieves
It is clear that for all constants c 1 and c 2 the PolynomialLine codes are good codes. [1] show that for all c 1 > 1 and c 2 ≥ 3 these codes give (2, δ > 0)-locally testable codes. [13] improve this to c 2 ≥ 1, without changing the δ in any significant way. Our analysis (Theorem 7) immediately yields that Polynomial-Line Codes are (2, 1/8 − ǫ)-locally testable. It can be easily shown that no code can achieve (2, 1/2 + ǫ)-local testability. Thus in this case our results come close to optimality.
Connection with proof checking Lastly we describe a very informal manner the way in which this affects the construction of probabilistically checkable proofs. We assume that the reader of this subsection is familiar with the notion of probabilistically checkable proofs (PCPs) as defined in [2] (see, for instance, [3] for a survey). In particular we discuss the probe complexity of proofs and the sizes of probabilistically checkable proofs.
As mentioned earlier every holographic proof ends up inheriting part of its properties on some underlying locallytestable code. In order to test that a given proof is valid one ends up testing that the proof corresponds to a valid codeword. This effectively implies that to obtain a fixed degree of confidence, one has to look at O(p/δ) letters in the proof. Thus the probe complexity of a PCP seems to be inherently dependent on the ratio of p and δ.
However, the relationship between p/δ and the probe complexity of PCP turns out to be not so simple. [7] manage to reduce the probe complexity of a PCP to about 24 bits to get a confidence of 1/2 (from some unknown number estimated to be around 10 4 in [1] ) without improving the analysis of low-degree tests! How do they obtain this reduction? It turns out that this reduction is obtained by exploding the proof size to the order of n 10 4 (from some smaller polynomial of size about n 12 in [1] ). But by incorporating the analysis from this paper into the analysis of PCP one can obtain better bounds on the probe complexity of proof systems. The verifier we construct probes a proof at most 165 bits (as opposed to the 10 4 of [1, 13] ) while increasing the proof size to only n 2+ǫ (to be contrasted with the n 10 4 in [7] ). (We point out that the improvement relies fairly heavily on the techniques developed in [7] and [13] , as well as those of [2] and [1] .)
Characterizing the Total Degree of Polynomials
Let F = F q be a finite field of order q = p s where p is its characteristic.
Theorem 11 Let g : F m → F be a function which satisfies
x,h (t) = g(x + t · h).
Remark. The inequality q − q/p − 1 ≥ d in the Theorem cannot be weakened for any q. Indeed, for any d
For every pair x, h, the univariate function P x,h given by P x,h (t) = g(x + t · h). Each term in this univariate polynomial has degree at most (p + 1)q/p = q + q/p and each exponent is divisible by q/p. As a function we have t q = t , and thus deg(P x,h )
is at most q − q/p. Thus we have P
≡ P x,h . On the other hand the total degree of g is q > d.
For the proof of Theorem 11, we first prove a lemma about the behavior of the binomial coefficients modulo p.
Proof: For any positive integer l, the largest power of
Therefore n! and r!(n − r)! are divisible by exactly the same power of p.
Proof of Theorem 11:
Assume for the sake of contradiction that the assertion of the theorem is false. Let m be the smallest positive integer for which the following holds:
Express g in the form:
(Notice that there exists α's such that the above is true, and these are unique.) Since g is not a degree d polynomial, there exist l and i 1 , . . . , i m such that (t) for all x, h ∈ F m−1 and t ∈ F . This follows from the Since this expression is a polynomial in the a j 's of degree less than q and is not identically zero, there exist a 1 , . . . , a m for which the coefficient of t l in g a1,...,am (t) is non-zero. But for x = 0 and a =< a 1 , . . . , a m >, we find that P We start with the observation that the coefficient of t r in the function g a1,...,am−1,b (t) is the same as the coefficient of t r in the formal power series expansion of g with the formal substitutions x i = a i t and x m = b + t. This is true because the formal power series contains terms of degree at most l and l satisfies the condition:
The coefficient of t r in the formal expansion is
where the summation ranges over all choices of k 1 , . . . , k m such that r ≤ m j=1 k j ≤ l. Thus coefficient is a polynomial in a j 's and b of degree at most q in each variable. Moreover for k j = i j , the term α k1,...,km is non-zero and the term which is also non-zero (by Lemma 12) . Thus the coefficient of t r is a non-zero polynomial of maximum degree at most q. Hence there exists a choice of a 1 , . . . , a m−1 and b such that the coefficient of t r is non-zero modulo p.
We now obtain the contradiction in the usual way. We observe that g a1,...,am−1,b ≡ P (g,d)
x,h for x =< 0, . . . , 0, b > and h =< a 1 , . . . , a m−1 , 1 >. Thus g a1,...,am−1,b should be a polynomial of degree at most d, contradicting the fact that the coefficient of t r is non-zero.
Efficiency of the Lines test
The main theorem of this section is motivated by the following tester: The tester T is provided access to an oracle for f : F m → F and an augmenting oracle O :
The augmenting oracle takes as input the description of a line by the pair x, h ∈ F m and provides the coefficients of the "line polynomial" P x,h . The effect of Theorem 13 is to show that the tester behaves as follows:
• If f is a degree d polynomial then there exists an O such that T f,O always accepts.
• If d(f, g) ≥ 1/4 for every degree d polynomial g, then for every oracle O : F 2m → F d+1 , T f,O rejects with probability at least 1/8 − ǫ.
• T makes exactly one call to each oracle (i.e., f and O).
The consequences of this theorem are summarized in Section 4. 
Our proof is based on the proof in [15] and borrows various ingredients from their technique. However our analysis seems to be simplify certain aspects of their proof by introducing an inductive analysis to their proof. The improvement in the value of δ is obtained by very careful sampling of the underlying space and the application of pairwise independent analysis to their space. The use of pairwise independent analysis in low-degree testing seems to be new.
In what follows we fix an ǫ > 0. We assume that c → ∞. Thus whenever the notation α = o (1) is used in what follows, it implies that α → 0 as c → ∞.
We start with a couple of definitions. Given a function f :
and let Corr f : F m → F be the function defined by
We start with a few basic facts about δ f and Corr f .
Fact 14 For any function
The above fact follows directly from the fact that for each x, h P f,d
x,h minimizes (over random t) the probability that f (x + t · h) = P x,h (t).
Lemma 15 ([11])
d(f, Corr f ) ≤ 2δ f .
Lemma 16 ([11]) For all
We need a slightly stronger version of the above lemma for our purposes which we prove next.
Lemma 17 For all
Proof: Consider randomly chosen x, h ∈ F m and the line l x,h . Notice that this line represents a pairwise independent collection of points from F m . Thus with probability 1 − α, where α = o(1), the number of points, y, on l x,h such that f (y) = g(y) is less than 1/2 − ǫ/2 and in
x,h . Now consider the set B = {x|P
x,h for a majority of h ∈ F m }. Based on the above argument notice that the fraction |B|/|F | m is at most 2α = o(1). But for x ∈ B, we have
The main lemma we prove is the following:
We defer the proof to the next subsection. We first show why this suffices.
Proof of Theorem 13:
We prove this theorem by induction of δ. (Observe that since we are talking of functions over finite domains, δ can only take finitely many values.) Say the theorem is true for functions f, {P x,h } with
the latter could also be used to point to the (unique) element that occurs with frequency more than half. Now consider functions f, {P x,h } with
For such a f consider the function Corr f . By Lemma 18,
By induction there exists a degree
d polynomial g such that d(Corr f , g) ≤ 2δ Corr f < 2δ f . By Lemma 15 d(f, Corr f ) ≤ 2δ f . Thus d(f, g) ≤ 4δ f ≤ 4δ ≤ 1/2 − 4ǫ. By Lemma 17 d(Corr f , g) = o(1). This in turn implies that d(f, g) ≤ 1/4 − ǫ + o(1). By Lemma 16 we now conclude that Corr f = g implying that d(f, g) ≤ 2δ f .
Proof of Main Lemma
The proof of Lemma 18 relies on a minor strengthening of the following lemma due to [13] , which in turn improves upon a similar lemma in [2] . 
We first strengthen the conclusion obtained above slightly. Proof: This lemma follows in a straightforward manner from Lemma 19. Let Q be the bivariate polynomial guaranteed by Lemma 19. We define the bad rows and bad columns as follows. Let B row = {i ∈ F |r i (·) = Q(i, ·)} and let x = |B row |/|F |.
Lemma 20 Let ǫ ≥ d/|F | and Let r i and c j be families of degree d polynomials such that
Pr i,j∈F [r i (j) = c j (i)] ≤ 1/4 − ǫ.
Then there exists a bivariate polynomial Q of degree d in each variable such that
Similarly let
B col = {j ∈ F |c j (·) = Q(·, j)} and let y = |B col |/|F |.
We count the number of points in B row × (F − B col ) which satisfy r i (j) = c j (i). For each bad row i , there are at most d points for which r i (j) = Q(i, j). All the remaining points must lie on a bad column or must satisfy r i (j) = c j (i). Thus the fraction of violations in any bad row (from the good columns) is at least (1 − d/|F | − y). Similarly we count the violations in bad columns and good rows and summing all theses violations we get:
We now use the fact that x, y ≤ 1/2 and that ǫ ≥ d/|F |, to reduce the above to x ≤ 1/4 and y ≤ 1/4.
We are now almost ready to prove Lemma 18. We first prove a variant and then show how it implies the final result.
Lemma 21
Proof: Pick x, h 1 , h 2 , h 3 at random from F m and consider the set of points {x + ih 1 + jh 2 + ijh 3 |i, j ∈ F }. We partition this set in two ways -by "rows" and by "columns" as follows. For i ∈ F let row i = {x+ih 1 +jh 2 +ijh 3 |j ∈ F }. Similarly for j ∈ F let col j = {x + ih 1 + jh 2 + ijh 3 |i ∈ F }. Notice that each row and column is a line from the space F m . We first observe that these are actually random lines (Here we call the distribution of lines picked by choosing a line l x,h by picking x, h ∈ F m uniformly and randomly, to be the uniform distribution over lines.) 
independence of the lines implies that the collection of real numbers {δ(row i )} i∈F is a pairwise independent collection of variables taking values from [0, 1] with expectation δ f . The second moment method thus allows us to estimate the mean of this sample and shows that:
A similar analysis applied to the columns yields:
By combining (2) and (3) yields that with probability all but at most 2αδ f over four tuples (x, h 1 , h 2 , h 3 ) we have,
This allows us to apply Lemma 20 to claim that for at least 3/4 fraction of the i's, r i (·) ≡ Q(i, ·) (and similarly for the columns).
Once again, we use pairwise independence to show that
Pr x,h1,h2,h3
Thus we now see that with probability at least 1 − 4αδ f all the events in (2), (3), (4) and (5) hold. In this case m(i, 0) = Q(i, 0) for at least 3/4 − 1/8 + ǫ fraction of i ∈ F , which implies that c 0 (·) = Q(·, 0). Thus we have P
x,h1 (0) = Q(0, 0).
Proof of Lemma 18:
We start with the following observation:
x,h2 (0) . We prove the above by running two different probabilistic experiments. Say, a bag has a number of colored balls, with the distribution of the number of balls of each color being known. In the first game we nominate a color and then pick a random ball and we lose if the color of the randomly chosen ball is different from the nominated one. In the second game we pick two balls (with replacement) at random from the bag and lose if the balls have different colors. It is clear that in the first game the best choice is to deterministically pick the most often occuring color in the bag, while the second game corresponds to a mixed strategy for nominating the color in the first game. Thus we are no more likely to lose in the first game than in the second. The inequality above represents this analysis, with the h's corresponding to the balls and P We now use the inequality above as follows:
Corr f (x) = plurality h1 {P By Lemma 21 the last quantity above is bounded by 4αδ f . Thus if we choose |F | to be sufficiently large (strictly greater than (16/ǫ 2 )) then we get the conclusion δ Corr f < δ f .
Conclusions
Here we list the two main consequences of Theorem 13. The first is a straightforward corollary of the efficiency of the lines test and talks about the local testability property of the Polynomial-Line Codes (see Definition 10).
Theorem 23
The Polynomial-Line Codes are (2, 1/8 − ǫ) locally testable.
By applying Theorem 13 to the task of constructing efficient probabilistic verifiers, we get small "transparent" proofs with low query complexity. The transparent proofs so obtained are only slightly super-quadratic (n 2+ǫ -sizedwhere n is the size of traditional proof) in the length of the traditional proofs and the verifier probes them in at most 165 bits and always accepts correct proofs, while rejecting incorrect theorems with probability 1/2. To be able to lay out precise bounds on the size of the proof, one needs to be careful about the model of computing used to define the size of a proof. The model we use here is the same as that used by [13] . In fact our verifier uses theirs as a black box and then builds upon it. In addition to the use of such size-efficient proof systems our construction also use many ingredients from the query-efficient proofs of [7] . The recursion mechanism of [2] plays a central role in the combination of the various proof systems used here. The final ingredient in the proof system is the randomnessefficient parallelization protocol of [1] (which is where the efficiency of the tester of [14] plays a role). Details of the construction will be available in the full paper.
Last we would also like to mention two interesting questions that may be raised about locally checkable codes.
1. Does there exist a family of good (2, 1/2) locallycheckable codes?
2. Does there exist such a family of codes with constant alphabet size?
