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We report the first measurement of the temperature dependence of muon transfer rate from muonic 
hydrogen atoms to oxygen between 100 and 300 K. Data were obtained from the X-ray spectra of delayed 
events in a gaseous target, made of a H2/O2 mixture, exposed to a muon beam. This work sets constraints 
on theoretical models of muon transfer and is of fundamental importance for the measurement of the 
hyperfine splitting of muonic hydrogen ground state as proposed by the FAMU collaboration.
© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND 
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).* Corresponding author.
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0375-9601/© 2020 The Authors. Published by Elsevier B.V. This is an open access article
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
We present the results of a systematic experimental investi-
gation of the temperature dependence of the muon transfer rate 
from the ground-state muonic hydrogen atom μp to oxygen. A  under the CC BY-NC-ND license 
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nal objective of the FAMU Collaboration – the measurement of the 
hyperfine splitting (HFS) of the 1S state of μp by means of laser 
spectroscopy [1,2].
In the experiment planned by the FAMU collaboration, a laser 
tuned to the hyperfine-splitting resonance energy induces singlet-
to-triplet transitions between the total-spin states F = 0 and F = 1
of 1S muonic hydrogen, which is formed and then thermalized in 
a gaseous H2 target. After the laser excitation, the μp(F = 1) atom 
quickly de-excites back to the F = 0 state in collisions with protons 
bound in the surrounding H2 molecules. As a result, the HFS en-
ergy is converted into additional μp kinetic energy up to 0.12 eV 
with a wide distribution due the simultaneous rotational transi-
tions in the affected H2 molecules.
A clear and strong signal from the “laser-accelerated” neutral 
μp atoms is necessary in order to perform a precise HFS measure-
ment. Our idea is to use an admixture of a high-Z element in the 
H2 target and detect characteristic X-rays from the de-excitation 
of the high-Z muonic atom formed when the muon is transferred 
from μp. Since muon transfer takes place both from the ther-
malized and laser-accelerated μp atoms, it is crucial to choose a 
higher-Z element which is characterized by a strong energy depen-
dence of the muon-transfer rate below about 0.1 eV.
According to the PSI experiments [3–5], oxygen is a good can-
didate. Although these experiments were performed only at room 
temperature, an unexpectedly high value of the muon transfer rate 
was found for the (μp)1S atoms not yet thermalized (“epither-
mal”). Energetic μp atoms are due to the acceleration via atomic 
cascade [6,7] after the negative muon capture in hydrogen and μp 
formation in excited Coulomb states (n ≈ 14). A strong dependence 
of the muon transfer rate to oxygen to the collision energy was 
also anticipated in the quantum-mechanical calculations reported 
in Ref. [8,9].
The PSI data on the energy-dependent muon transfer rate to 
oxygen were fitted with a two-step function of the collision en-
ergy [5]. This function, however, is inappropriate for modeling the 
HFS measurement because (a) the fit is too rough an approxima-
tion to the data and (b), most important, it provides no infor-
mation about the energy dependence of the transfer rate in the 
energy range below the threshold of 0.12 eV (corresponding to 
temperatures ∼ 1000 K), which in fact is the range of experimental 
interest. This information can only be obtained by measurements 
of the muon transfer rate to oxygen from μp thermalized atoms in 
a sufficiently wide temperature range below 1000 K, as performed 
in the present work.
In thermal equilibrium at temperature T , the observable trans-
fer rate pO(T ) is expressed in terms of the function that describes 
the dependence of the transfer rate on the collision energy E by 
means of the relation
pO(T ) =
∞∫
0
dE fMB(E; T )λpO(E), (1)
where
fMB(E; T ) = 2
√
E/π (kB T )
−3/2 e−E/(kB T ) (2)
is the Maxwell–Boltzmann distribution, with kB the Boltzmann 
constant. The main contribution to the integral in the right-hand 
side of Eq. (1) comes from the region around E = kB T ; therefore 
the measurement of pO(T ) in the range between 100 and 300 K 
will provide important information about the behavior of λpO(E)
for energies in and around the range 0.01 < E < 0.05 eV.
The obtained results allow us to test the available theoretical 
calculations of the muon transfer rate and will be used to choose 
optimal conditions for the FAMU HFS measurement.2. Experiment
The FAMU apparatus, used for the transfer rate measurement, is 
built around a pressurized and thermalized gas target contained in 
an aluminium vessel kept at thermal equilibrium and surrounded 
by X-ray detectors. The FAMU experimental method requires a de-
tection system suited for time resolved X-ray spectroscopy [2]. 
Eight scintillating counters are used, based on 1” Lanthanum Bro-
mide crystals and read by Hamamatsu high speed photomultipli-
ers. Data are acquired and processed by 500 MHz CAEN V1730 
digitizers, within the framework of the FAMU Data Acquisition Sys-
tem [10]. Output signals from the detectors provide measurements 
of both the energy and time spectrum of the recorded events. In 
this configuration, the detectors provide a good resolution, about 
8.5% (FWHM) at 133 keV, and an excellent time resolution, sig-
nal rise time of about 12 ns [11]. The experiment was performed 
at the RIKEN muon facility of the Rutherford Appleton Laboratory 
(UK) [12], using muons produced in bunches with a repetition rate 
of 50 Hz. More details about the FAMU apparatus can be found 
in [11].
The data used in this analysis were acquired using a gas mix-
ture of H2 and O2 with an oxygen concentration cO of 190 ppm. 
The target was filled at room temperature to 41 bar and subse-
quently brought to six different temperatures, from 300 to 104 K 
degrees. The lowest temperature was significantly higher than the 
oxygen condensation point for the mixture, 54 K, obtained from 
Ref. [13]. A thermally insulated vertical tube provided external 
connection to the target. After filling, the target was sealed by a 
valve placed just outside the cryogenic vessel. The portion of tube 
between the target and the valve had a volume about ten times 
smaller than the target itself. Due to gravity, the temperature gra-
dient inside the tube ranged from room temperature, at the valve, 
to the gas target temperature, at the vessel. The variation of den-
sity inside the target was sufficiently small that any associated 
systematic effects were negligible.
An accurate determination of the muon transfer rate as a func-
tion of kinetic energy requires measurements under steady-state 
conditions, when the kinetic-energy distribution of μp atoms is 
well known. The distribution of μp initial energy, after the muon 
capture in H2 and subsequent atomic cascade, is broad and can 
cover hundreds of eV depending on the target density [6,7,14,15]. 
The shape of this distribution is not well known. Therefore, we 
have measured the muon transfer rate only after the slowing down 
and thermalization of μp atoms, when their kinetic energies are 
described by the Maxwell–Boltzmann distribution for a given tar-
get temperature.
Data were taken with a target number density which enabled 
fast thermalization of μp atoms (many times faster than the muon 
lifetime) and rapid quenching of the initial statistical population 
of the spin state F = 1. For H2 gas at 41 bar and 300 K, the 
Monte Carlo simulation gives a thermalization time of 150 ns and 
a quenching time of 10 ns [16]. In order to observe the char-
acteristic X-rays from muonic oxygen over long times, the oxy-
gen concentration for a given target density cannot be too high. 
For cO = 190 ppm at this temperature and pressure, the average 
muon transfer rate from the thermalized μp atoms to oxygen is 
0.78 × 106 s−1 (using the experimental rate of 8.5 × 1010 s−1 at 
liquid-hydrogen density [5]), which is comparable with the muon 
decay rate. This choice enabled us to observe the muon-transfer 
process from thermalized μp atoms for several microseconds.
Muonic oxygen atoms are formed in excited Coulomb states, 
which promptly de-excite by emitting characteristic X-rays. A mea-
surement of the muon transfer rate is performed by studying the 
time evolution of muonic-oxygen lines. The muon-transfer process 
was studied at times beyond the end of the muon pulse and much 
larger than the prompt emission and μp thermalization time. In 
E. Mocchiutti et al. / Physics Letters A 384 (2020) 126667 3this way the large background of X-ray emissions due to the in-
teraction between muons and all the elements of the target — 
mostly aluminium, nickel, gold, and carbon — was strongly sup-
pressed and could be neglected.
Under these conditions, at a given temperature, T , the variation 
of the number Nμp of μp atoms in the target in the time interval 
dt is given by:
dNμp(t) = −Nμp(t)λdis(T )dt , (3)
where λdis(T ) is the total disappearance rate of muonic hydrogen 
atoms at temperature T , given by:
λdis(T ) = λ0 + φ [cpppμ + cdpd(T ) + cOpO(T )]. (4)
Here λ0 = (4665.01 ± 0.14) × 102 s−1 [17,18] is the disappear-
ance rate of the muons bound to protons (that includes both muon 
decay and nuclear capture), ppμ = 2.01 × 106 s−1 [17] is the for-
mation rate of the ppμ molecular ion in collisions of μp with 
a hydrogen nucleus (normalized to liquid hydrogen density, LHD, 
N0 = 4.25 × 1022 atom/cm3) and pO(T ) is the muon transfer 
rate from μp to oxygen atoms. The muon transfer rate pd(T )
from μp to deuterium, bound mostly in HD molecules, varies from 
8.65 × 109 s−1 at 100 K to 8.20 × 109 s−1 at 300 K (normalized to 
2.125 × 1022 HD molecules/cm3). The rate pd for muon transfer 
to bare deuterium nuclei is practically constant at the lowest ener-
gies [19]. The energy-dependent electron screening in hydrogenic 
molecules [20] leads to the above appreciable change of pd(T )
in the considered temperature interval. The number density of the 
atoms in the target gas is φ = (4.869 ±0.003) ×10−2 in LHD units, 
and cp, cO, and cd are the number concentrations of hydrogen, oxy-
gen, and deuterium respectively. We used hydrogen with measured 
natural deuterium abundance cd = (1.358 ± 0.001) × 10−4 [21].1
The oxygen concentration was cO = (1.90 ± 0.04) × 10−4 and cp =
1 − cO − cd.
Let us note that the rate of nonresonant ppμ formation is prac-
tically constant below 0.1 eV [22]. The μd atoms, which are cre-
ated via the muon transfer from μp atoms to the small natural ad-
mixture of deuterium, have an initial energy of about 42 eV. They 
are never thermalized since a deep Ramsauer-Townsend minimum 
in the cross section of scattering μd+H2 is present at 7 eV [23]. As 
a result, for target densities corresponding to 300 K hydrogen at 
41 bar, the mean kinetic energy of μd atoms is 26 eV and only 
a very small fraction of these atoms is thermalized. The muon 
transfer rate dO from μd atoms to oxygen is negligible at en-
ergies  1 eV, as confirmed by the absence of corresponding X-ray 
spectra from muonic oxygen at short times in the experiment per-
formed in a pure D2 target with a small admixture of SO2 [24]. 
Therefore, a contribution to the X-ray spectra due to the muon 
transfer from μd atoms to oxygen is neglected in the present anal-
ysis. Our Monte Carlo simulation, which used the experimental 
results of Ref. [24] for the rate dO at thermal, epithermal and 
higher energies, has shown that this contribution is smaller than 
1% for times up to several microseconds.
3. Data analysis
In our analysis, only the steady-state delayed X-ray events due 
to the thermalized atoms are considered. The only unknown vari-
able is the transfer rate pO(T ), which is determined using Eqs. (3)
1 A sample bottle of the same batch of pure hydrogen used to produce the mix-
ture was provided by the gas supplier. This sample gas was tested using a precise 
mass spectrometer to determine the deuterium abundance. Unfortunately, the same 
study could not be done with the gas mixture used during the acquisition to deter-
mine better the oxygen abundance.and (4) by numerically fitting the time evolution of the oxygen X-
rays at temperature T and leaving pO a free parameter. Details 
about the method can be found in Ref. [25].
The experimental sample used in this work consists of about 
2.6 × 106 muon triggers, and corresponds to ≈ 7.8 × 107 recon-
structed X-rays. The time, in nanoseconds, associated to each X-ray 
is relative to the trigger generated by the accelerator and beam 
control system. In this time reference frame, the two muon spill 
bunches peak at about 530 and 850 ns. Each muon spill bunch 
consists of about 103 muons.
Data were taken at six target temperatures: 104, 153, 201, 240, 
272, and 300 K. Two sensors were used to measure the target tem-
perature. The cryogenic system was able to keep the temperature 
stable by limiting fluctuations to about 10 mK/h, within the sys-
tematic errors of the temperature sensors. More details about the 
cryogenic system can be found in [11]. Each temperature was kept 
stable for an acquisition time of three hours.
X-ray signals were identified and reconstructed using a fitting 
procedure on the detector waveforms. A clean data sample was ob-
tained by applying light selection criteria based on the reduced χ2
of the waveform fit and on the distance between two consecutive 
reconstructed signals. The reduced χ2 selection (χ˜2 < 100) was 
used to reject not-converged fit and poorly reconstructed events. 
The requirement on the distance between two consecutive signals 
to be greater than 30 ns was chosen by testing the reconstruc-
tion algorithm by means of a GEANT4 simulation. The simulation 
showed that when two peaks are separated by more than 30 ns 
the software reconstruction efficiency and accuracy (correct en-
ergy reconstruction) is better than 99.9%. Selection efficiencies and 
fractional live time were estimated and taken into account in the 
analysis of the time evolution of the oxygen lines. The combined 
efficiencies and fractional live time were about 95%, constant above 
2000 ns, and smoothly decreased to about 92% at 1200 ns. A de-
tailed discussion of the data selection and selection efficiencies can 
be found in Ref. [25]. For each temperature, the energy spectrum of 
delayed events was studied as a function of time. The delayed time 
window – from ≈1200 to 10000 ns from the trigger – was split 
into 20 bins of increasing width, the narrowest being ≈ 140 ns. 
The time resolution of the reconstructed events was better than 
1 ns, hence any migration effect on neighboring bins was negligi-
ble and no time deconvolution was needed.
An estimation of the background below the oxygen-line signal 
was the most important aspect of the data analysis. The back-
ground was estimated for each time and temperature bin using 
the data taken with a pure H2-gas target and with the same selec-
tion criteria and same gas condition, but with a smaller statistical 
sampling.
Fig. 1 shows the energy spectra at 104 K in two different time 
bins. These energy spectra were obtained by summing the cali-
brated energy spectra of each single LaBr detector. Dotted lines 
represent the background (mostly induced by electrons from muon 
decay) estimated using a target of pure hydrogen gas. Due to the 
lower statistics, the fluctuations in the background spectra were 
higher, hence, the spectra were smoothed using a Gaussian ker-
nel algorithm [26]. The background was normalized to the data, 
for each time bin and energy spectrum, in the region between 250 
and 350 keV. In the figure, the signal after background subtrac-
tion is drawn as a shaded area. The tails towards lower energy are 
due to energy leakage from the LaBr crystal. This effect was stud-
ied by means of GEANT4 simulations and corresponds to X-rays 
hitting the crystals on the border, with an incoming direction al-
most parallel to the surface. The total number of detected oxygen 
X-rays in the range 100 to 200 keV varied from about ten thou-
sands to few hundreds, depending on target temperature and time 
bin. Systematic errors due to the normalization of the background 
were estimated by using a statistical approach on the number of 
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Fig. 1. Energy spectra at 104 K in two different time bins: [1140,1283] ns in the left panel and [3717,4183] ns in the right panel. Solid green line: energy spectra; dotted red 
line: estimated background; shaded area: signal after background subtraction. (For interpretation of the colors in the figure(s), the reader is referred to the web version of 
this article.)both background and signal events in the normalization interval. 
A further consideration of systematic errors in the shape of the 
background was estimated by comparing the pure hydrogen back-
ground distribution with analytical functions fitted to the data and 
by using gas target mixture with different composition (i.e., CO2
in hydrogen and Ar in hydrogen). The overall systematic error was 
quadratically summed to the statistical error for each signal spec-
trum (see, e.g., numbers reported in Fig. 1), before performing the 
fit to the data that provides the transfer-rate measurement.
Notice that, due to the background subtraction, a time mea-
surement cannot be associated to each oxygen x-ray, i.e., it is not 
possible to tag the single event. Hence, after background subtrac-
tion in a given time bin, there is not an average time measurement 
coupled to the signal spectrum.
The time evolution of the oxygen line X-ray spectra, at the 
two temperature limits of 300 K (red circles) and at 104 K (blue 
circles), is shown in Fig. 2 and reported in Table 1 for all the tem-
peratures. Each point represents the integrated signal, after the 
background subtraction and efficiency correction, divided by the 
time bin width. Data point are centered in the time bins and er-
ror bars on the x axis represent the time bin width. To perform a 
fit of the data versus time, a step-like fit function was used: the 
fit function is an exponential function, which is integrated within 
each time bin that was defined for the collected data. Function 
and data can then be considered as two histograms, which can be 
compared directly. For the purposes of this quantitative compari-
son the question of choosing the correct time value within the bin 
is irrelevant. The fit was performed starting at ≈1200 ns, about 
350 ns after the second muon spill in order to take into account 
only the thermalized phase, given a thermalization time of 150 ns. 
The upper limit of the time window was chosen according to the 
available statistics: data points were used if the measured inte-
grated signal was greater than three times the associated error. Fig. 2. Time dependence of oxygen line intensities at 300 K and 104 K. Two expo-
nential functions (solid lines) correspond to the transfer rate fit. Dashed lines are an 
extrapolation of the fit at shorter times. Vertical error bars associated to the points 
include the statistical and background-systematic errors. Horizontal error bars rep-
resent the bin width.
Fig. 2 shows that the slopes of the two distributions differ signifi-
cantly, corresponding to the different transfer rates as functions of 
temperature. Solid lines represent the exponential transfer rate ob-
tained by the fit. The comparison between data points and curves 
has to be done considering the bin width (error bars on the x axis). 
Dashed line lines are the extrapolation of the fit to shorter times. 
The first three data points were not included in the fit since they 
are too close to the muonic hydrogen production, hence the μp 
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Table 1
Time evolution of the oxygen line X-ray spectra measured at six different temperatures. Uncertainties asso-
ciated to the measurements include statistical and background-systematic errors. Notice that the first three 
time bins cover a non-thermalized phase which coincide with the second muon beam spill arrival, low de-
tection efficiency, and high pile-up effects. The fit was performed starting from the bin [1140, 1283] ns.
Time bin Oxygen line time evolution [X-rays/ns]
[ns] 300 K 272 K 240 K 201 K 153 K 104 K
800 – 900 435 ± 29 477 ± 28 451 ± 29 407 ± 28 365 ± 30 279 ± 28
900 – 1013 326 ± 15 333 ± 14 296 ± 15 266 ± 14 220 ± 15 202 ± 14
1013 – 1140 257 ± 11 252 ± 10 243 ± 11 224 ± 10 182 ± 11 146 ± 10
1140 – 1283 228 ± 8 216 ± 8 215 ± 8 192 ± 8 156 ± 8 111 ± 8
1283 – 1444 166 ± 7 165 ± 7 161 ± 7 133 ± 7 123 ± 7 83 ± 7
1444 – 1626 136 ± 5 124 ± 5 133 ± 5 119 ± 5 109 ± 6 88 ± 5
1626 – 1829 104 ± 5 104 ± 4 103 ± 5 96 ± 4 87 ± 5 68 ± 4
1829 – 2059 84 ± 4 85 ± 4 90 ± 4 83 ± 4 76 ± 4 63 ± 4
2059 – 2317 53 ± 3 60 ± 3 58 ± 3 57 ± 3 55 ± 3 47 ± 3
2317 – 2608 34 ± 3 36 ± 3 36 ± 3 40 ± 3 37 ± 3 34 ± 3
2608 – 2935 28 ± 2 26 ± 2 26 ± 2 30 ± 2 31 ± 2 30 ± 2
2935 – 3303 14.8±1.9 15.1±1.9 14 ± 2 17.1±1.9 20 ± 2 21.9±1.9
3303 – 3717 6.1±1.6 7.1±1.6 9.9 ±1.6 10.2±1.6 11.9±1.7 13.3±1.6
3717 – 4183 — — 4.2 ±1.3 4.6 ±1.3 6.2 ±1.4 6.9 ±1.4
4183 – 4708 — — — 4.2 ±1.0 4.5 ±1.1 6.1 ±1.1
4708 – 5298 — — — — — 4.4 ±0.8
5298 – 5963 — — — — — 2.2 ±0.7Table 2
Summary of transfer rates from muonic hydrogen to oxygen. The first error repre-
sents the statistical and background related systematic errors quadratically summed. 
The second error reports general systematic uncertainty. The third column reports 
the reduced χ2 of the fit. The fourth and fifth columns show the results of the 
Kolmogorov-Smirnov (K-S) test and its derived maximum distance, respectively, per-
formed on the pulls in comparison with a standard Gaussian distribution.
Mean pO(T ) Reduced K-S test K-S max
temperature T [K] [1010s−1] χ2 on pull distance
104 3.07± 0.29± 0.07 1.21 1.00 0.14
153 5.20± 0.33± 0.10 0.81 0.85 0.25
201 6.48± 0.32± 0.13 1.95 1.00 0.17
240 8.03± 0.35± 0.16 1.64 0.81 0.27
272 8.18± 0.37± 0.17 1.69 0.76 0.30
300 8.79± 0.39± 0.18 1.80 0.76 0.30
are still energetic and in an epithermal state. The same break in 
the spectra was observed at PSI and was helpful in understanding 
the existence of a kinetic energy dependence of the transfer rate 
from muonic hydrogen to oxygen [5]. The error bars associated to 
the points include the statistical and background-systematic errors, 
as described previously.
4. Results
The experimental results are presented in Table 2. During the 
measurements the temperature was kept stable, with a variation 
around the mean value T less than 0.1% (column 1), to which the 
measured rate pO (column 2) is referred. For each fit, the reduced 
χ2 is reported (third column). The quality of the fit was assessed 
also by studying the pull distribution, where the pull is defined 
as the ratio between the residual and the error associated to the 
point ((Xmeasured− Xfitted)/σX ). If the fit is good and the fluctuation 
purely statistical, then the pulls are distributed as a standard nor-
mal distribution (a Gaussian with zero mean and unit width). For 
each fit, the unbinned and ordered pulls data set was compared 
to a standard normal distribution using the Kolomogorov-Smirnov 
test. Results of probability and maximum distance are reported in 
columns four and five of Table 2. The results of the Kolmogorov-
Smirnov test applied to the six measurements could not exclude 
normally distributed pulls.
The six data sets and corresponding fits are reported also in 
Fig. 3, left panel, where each one is artificially adjusted vertically 
for clearer visualization. It can be seen that the epithermal compo-
nent becomes more evident at low temperatures when the thermal transfer rate is smaller. The right panel of Fig. 3 shows the overall 
distribution of the pulls for the six temperature fits. The solid line 
represents a Gaussian fit to the distribution and it is in excellent 
agreement with a standard normal distribution.
Fig. 4 shows the results obtained in this work. This is the first 
measurement of the transfer rate from muonic hydrogen to oxy-
gen as function of the temperature. The error bars represent the 
quadratic sum of statistical and systematic errors, as reported in 
Table 2. The analysis of systematic errors shows that the main 
source of uncertainty derives from the gas composition. The H2/O2
gas mixture was prepared by the supplier with a relative uncer-
tainty of 3%. Other sources of systematic effects, including temper-
ature and pressure measurements, timing, parameters error propa-
gation were estimated to be smaller than 1% each and considered 
negligible. Results are in excellent agreement with the PSI mea-
surement at 294 K [5]. The lines represent the theoretical results 
presented in [8,9] as function of kinetic energy, which we con-
verted to temperature using Eq. (1). Experimental data are not in 
agreement with theoretical calculations, however. This is not sur-
prising, since these rough calculations do not take into account in 
details the electron screening effects and also other aspects are 
simplified, e.g., oxygen is treated as a free atom and not as part of 
oxygen molecule.
5. Conclusions
In the first investigation of the temperature dependence of the 
muon-transfer process from the thermalized μp atoms to oxygen, 
we have observed a strong monotonic rise by a factor of ∼ 3 of the 
rate pO(T ) in the temperature interval 104–300 K.
The measurements were performed in conditions of thermal 
equilibrium that allows us to use Eq. (1) and anticipate a much 
greater rise of the muon transfer rate λpO(E) from energies E ∼
0.01 eV up to energies of the order of E ∼ 0.1 eV. The work 
on extracting the explicit energy dependence and the uncertainty 
of λpO(E) from the experimental data in Table 2 is currently in 
progress; the results will be presented elsewhere.
Such a strong change enables us to employ the muon trans-
fer rate to oxygen as a signature of the kinetic-energy gain of the 
μp atom in the planned FAMU spectroscopy measurement of the 
hyperfine splitting of 1S state of this atom.
These results allow to test the available theoretical methods for 
the calculation of charge transfer processes in non-elastic atom 
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Fig. 3. Left panel: time dependence of the oxygen line intensity for the six temperature bins. Each set of data has been scaled by the factor reported in the figure. Error bars, 
solid and dashed lines have the same meaning as in Fig. 2. Right panel: overall pull distribution. Solid line is a Gaussian fit of the data. Mean and width are consistent with 
a standard normal distribution.Fig. 4. Transfer rate from muonic hydrogen to oxygen: comparison of the present 
work with the experimental [5], and the theoretical results [8,9] converted in their 
temperature dependence using Maxwell–Boltzmann distributions.
scattering and will hopefully stimulate the development of new 
and more efficient computational approaches.
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