precision.
This paper gives an account of the weighted and non-linear regression methods applicable to general problems in enzyme kinetics. Application of the basic principles is illustrated in detail with the computational methods given for estimating the kinetic parameters Km and V of the MichaelisMenten equation, and the relevant standard errors. Further illustration is provided by a description of the analyses applied in estimating dissociation constants for enzyme and substrate (cf. Dixon, 1953) from the data of Atkinson, Jackson & Morton (1961) .
The methods described in this paper were applied in the kinetic studies described in the preceding paper by Atkinson et al.
BASIC PRINCIPLES AND METHODS
Random variation; terminology Most experimental determinations are subject to fluctuations of an unpredictable kind, usually on account of experimental factors which are not under rigid control and the inherent mechanical limitations of the experimental apparatus, and sometimes on account of the inherent variability in the phenomena under investigation, as with radioactive emissions. In this sense experimentally determined quantities can be described as 'random variates,' and associated with each observation or determination is a 'conceptual population' of all possible values of the random variate that might have arisen in similar circumstances to those which have produced the actual value(s). The relative frequencies with which different values of the variate occur in this conceptual population constitute the distribution of the variate (which may have more than one distribution according to the circumstances envisaged).
The true mean, or expected value, of a random variate y is the average value of y in the relevant conceptual population, and is denoted here by E(y), -,,, or simply ,. (The true mean is to be distinguished from the sample mean y of a series of observations.) If the expected value of a determination deviates from a specified theoretical value, the determination is described as being 'biased' in that respect.
The variance of y is the average value, E(yof squared deviations from the mean in the conceptual population, and is denoted here by V(y), a:, or a2. The square root a of the variance is referred to alternatively as the standard deviation (S.D.) or standard error (s.E.) according to context; ' standard deviation' is used primarily when referring to the basic variability in the experimental data, and 'standard error' when referring to the precision of a statistic (such as a mean or a regression coefficient) as an estimate of some parameter Two variates are described as 'statistically independent' if the probability that one of them takes any value or range of values is independent of the value taken by the other variate. It follows that the covariance or correlation of two statistically independent variates is zero. (The converse is true only for normally distributed variates.)
The parameters of random variation described above (and generally the parameters of any physical system) are usually not known with exactitude, but are, or have been, ascertained with an attendant degree of uncertainty, by estimation from experimental data. It is desirable in most contexts that a semantic distinction should be evident, between the parameters themselves and the corresponding estimates.
Combination and transformation of variability
Quantitative studies usually involve a sequence of calculations based on the experimental data. The following rules enable the influence of experimental variability to be determined at any stage of this process, at least to a first order of approximation:
Change in scale of a quantity y by a factor A clearly affects its mean and standard deviation similarly, so that E(Ay) = AE(y) (2) The basic rules for the addition of two or more quantities are (6) Bias in the last formula arises from bias in the transformed mean as well as from neglecting higherorder terms of the Taylor expansion, but again will be small under the conditions mentioned.
Use of the formula (6) 
the minus sign applying for the ratio. If Yi and Y2 are statistically independent, the correlation p is zero, so that the squares of the coefficients of variation are simply additive. Fisher, 1925.) The weighted-regression procedure is equivalent to fitting an unweighted regression to an enlarged set of points, each point of the original set being repeated the appropriate w times. The essential differences, therefore, are that weighted rather than simple means of observations are calculated and likewise weighted sums of squares and products. Details of the weighted analyses are set out below for the two cases relevant to this paper, in which the true regression is linear and dependent on either one or two determining variables: Omission of the constant term. If it is known that the true regression passes through the origin (a = 0), the fitted regression should be likewise constrained (a = 0). The essential modification of the formulae given above for this case is that crude sums of squares and products such as ZwX2, Zwxy are substituted everywhere for the corrected sums of squares and products Zw(x -x)2 etc. In the formulae for the residual mean squares, 8, the correction factor yyunj is omitted and the degrees of freedom are correspondingly increased by unity to (i) n -1, (ii) n -2.
Use of estimated weights. The relative weights w may not be known exactly, so that an approximate analysis must be performed with estimated weights. In some situations a more accurate analysis may then be obtained by repeating the process with improved estimates of the weights supplied by the first analysis. More than a single repetition of the process is seldom necessary, however, except as a check.
Non-linear regression functions. These can be fitted, with little extra complication, by linear-regression methods; the essential difference is that provisional estimates of certain of the urnknown parameters are required. If a function f (x, c) is non-linear in a parameter c whose value is to be estimated, and if a good provisional value co is available, the following linear approximation may be used: 
With the usual methods of determining velocities of reaction, as described in the preceding paper (Atkinson et al. 1961 ), the velocity determinations will be reasonably homogeneous in variance. If v has variance a2, the variances of l/v, 8/v are
In fitting the above linear forms, therefore, the correct relative weights are p4 and 14/82 respectively for the two types of fit.
As the true velocities pt, (8) 
where b, = V/VO, b2 = b1(Km-KO ), f(8) is the provisional fit of the Michaelis-Menten function, and f, (8) is the first derivative of the provisional fit with respect to Km. The problem is thus reduced to that of fitting a bilinear regression (without a constant term) as described above. The computational procedure is set out in Table 2 .
The standard errors for V and Km are derived from those for bL and b2 by application of the rules (2) and (9). In particular, Combined estimates of variability. In a series of similar experiments the basic experimental variability may be sensibly homogeneous, in which case a more accurate estimate of variance may be obtained by calculating a weighted average of the estimates from individual experiments. The individual estimates are weighted according to their degrees of freedom, so that the weighted average is the ratio of the pooled (or added) residual sums of squares from the individual experiments to the total number of degrees of freedom. In the preceding paper (Atkinson et al. 1961 ) a pooled estimate of the variance of velocity determinations was obtained in this way from 17 experiments, with a total of 66 degrees of freedom.
Rounding-off errors
The arithmetic process of rounding off to a given number of figures causes an artificial increase in the variance of computed quantities, which must be kept as small as practicable to avoid appreciable loss of information. The increase in variance of a quantity due to rounding off is c2/12, where c is the rounding-off interval. A simple rule is to retain, in rounding off, the first two figures that are affected by experimental variability. Thus if a quantity has the value 0-12345 say, and the standard error of the quantity is 0 003, the second decimal digit may be in error by unity and the third is appreciably affected. The variance of the rounded-off quantity 0-123 is (0.003)2+(0.001)2/12, in which case the relative loss of information is 1/109, or less than 1 %. If the standard error had been much less than 0-003, the fourth decimal should also have been retained, and, in the absence of any precise knowledge of experimental variability, retention of an extra figure is a desirable safeguard.
A number of aspects have not been mentioned here, such as the calculation of probabilities, significance tests and fiducial or confidence limits. A more detailed account of general principles and methods is given by Fisher (1925) , and of regression methods by Williams (1959) . ENZYME KINETIC DETERMINATIONS Estimation of Km and V The procedure set out below for estimating the kinetic parameters Km and V of the MichaelisMenten equation consists of two stages, the calculation of provisional estimates, and the fine adjustment of the provisional values, the latter stage also supplying standard errors for the estimates. A locally defined notation is used to describe each step of the computations in terms of the preceding computations; consequently some symbols, such as a, f, y, ..., occur with different meanings in each stage. Numerical illustration of the calculations is given in parallel, with data from Atkinson et al. (1961) .
Provisional estimates of Km and V. (i) Graphical. A number of graphical methods for determining Km and V have been suggested, based on various linear forms of the Michaelis-Menten relation (see Dixon & Webb, 1958 (ii) Statistical. Although in any case it may be necessary to determine a graphical plot in order to detect significant experimental aberrations, such as inhibition by an excess of substrate (Dixon & Webb, 1958) , statistically-determined provisional estimates take little time to compute, and their greater accuracy improves the accuracy of the fineadjustment process. The calculations are set out in Table 1 , the relevant formulae being derived by the weighted fit of a linear regression, as described in an earlier section.
With a standard desk calculator, x = v2 may be left in the machine and the division by s performed after recording x. For the accuracy with which v is determined by current experimental methods, recording of s and v to 3 significant figures (and likewise the columns x and y) is quite adequate. However, the sums of squares and products should be recorded to the full accuracy of 6 or 7 significant figures, since 2 or 3 significant figures may be lost by subtraction when computing A and the numerators of Kmi, V.
Fine adjustment of the provisional estimates. This process is based on fitting a bilinear regression of v on the corresponding values of the provisionally fitted Michaelis-Menten function and its first derivative, as described above. The calculations are set out in Table 2 , together with the supplementary calculations for determining standard errors, the numerical illustration continuing from Dixon & Webb, 1958) . The basic data for the calculations described here are presented in Table 3 , excluding an aberrant Km determination at pH 9 77 (see below).
Consideration of the experimental procedure (Atkinson et al. 1961) suggested that the Km determinations would be subject individually to biases fluctuating from experiment to experiment, or, differently expressed, that the inter-experimental variability of the Km values would be greater than indicated by their intra-experimental, or internal variance. This additional source of variation had to be taken into account, particularly in assessing the precision of the final estimates of K1 and K2 . In the actual estimates of K1 and K2, however, it was expected that the net effect of bias would be very small, since the data themselves exhibited no evidence of a systematic deviation from the theoretical form of the Km(H) function as given above, and that any systematic bias would be mostly absorbed in the estimate of the constant Km.
It was also evident that the biases would be essentially of a multiplicative kind in their effect on the Km values, so that the variance of the interexperimental fluctuations in bias would be essentially homogeneous on a logarithmic scale. It was thus appropriate to fit the Km function above in the (negative) logarithmic form pKm.
Provisional estimates of K1, K2 and Km were derived by fitting a weighted bilinear regression of Km on H and 1/H. The appropriate weights I The symbol S denotes a standard deviation. § Standard errors for Km and V may alternatively be calculated by using a more accurate estimate of experimental variance derived from a series of experiments. Table 3 . Data for the estimation of dissociation constants K1 and K2 derived from Atkinson, Jackson & Morton (1961) The provisional values KR, K0 and kR°are given in the text. Table 3 .
The final estimates obtained differ only very slightly from the provisional estimates; the major function of the subsequent analysis has been to determine the relevant estimates of standard error.
A determination of Km at pH 9*77 was omitted from the calculations described on account of gross aberration (-0 19 on the pKm scale) from the provisionally fitted pKm function. This aberration was judged, on account of its magnitude, to be almost certainly due to an atypical experimental defect such as an accidental contamination of the substrate. Omission of the aberrant determination increased the estimate of pK2 by 0 05. The main difference is in the standard error of pK2, from which it is evident that the unweighted analysis has resulted in the amount of information regarding pK2 being overestimated by nearly 100 %.
DISCUSSION
The utility of the statistical methods described is largely self-evident in the illustrations given. The basic principles can be applied, with analogous computations, to other problems in enzyme kinetics such as the determination of inhibitor constants (cf. Dixon & Webb, 1958) , and more generally are applicable whenever functions of known or assumed form are to be fitted to experimental series of values. The calculations required are not unduly time-consuming, usually involving only a fraction of the corresponding time spent in laboratory work and planning.
The statistical methods not only supply more accurate estimates and the necessary measures of precision but have a further advantage, in that subjective biases which might otherwise have arisen are thereby avoided. In fitting by eye, for instance, a series of straight lines to LineweaverBurk plots corresponding to a range of substrate pH values, there may be a subjective tendency to fit the lines either steeper or flatter than they should be, giving rise to distortions in the actual trend of Km with pH. Another kind of bias arises if there is a subconscious tendency to make the trend in slope of the series of lines rather more uniform than it should be. A plot of the Km determinations against pH would give, as a consequence of the subjective elimination of variability, a misleading visual impression of the accuracy of the experimental work, and certainly significance tests based on such determinations would be invalid.
It should be emphasized that statistical measures of precision supply a gauge for random variation only. An experiment may supply, in this sense, a precise determination, which nevertheless is seriously biased by some defect or limitation in the experimental procedure.
SUMMARY
1. An account is given of the weighted and nonlinear regressionmethods relevant to enzyme kinetic studies, with a briefpreliminary outline ofstatistical terminology and the basic calculus of random variation.
2. Statistical considerations indicate that, for graphical determinations of the parameters Km and V in the Michaelis-Menten equation, the linear plot of s/v against s is preferable to the double reciprocal plot.
3. A computational procedure is given for estimating Kmn, V and the relevant standard errors.
4. The application of regression methods is further illustrated with the estimation of dissociation constants from a series of Km determinations.
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