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Résumé
La migration vers la résolution HD de la plupart des appliations multimédias visuelles
a néessité la réation de nouveaux standards de ompression vidéo tels que le H264/AVC
(Advaned Video Coding) et le HEVC (High Eieny Video Coding). Ces standards
sont aratérisés par des hautes performanes de odage en termes de taux de ompres-
sion et qualité vidéo par rapport aux normes préédentes. Cependant, es performanes
entrainent de grandes omplexités de alul e qui rend diile d'assurer un enodage
en temps réel pour la résolution HD sur des proesseurs mono÷urs programmables qui
sont les plus répandus. De plus, omme atuellement les systèmes embarqués sont de plus
en plus utilisés dans diverses appliations multimédias, onevoir une solution logiielle
embarquée pour l'enodeur H264/AVC onstitue ainsi un dét très diile puisqu'il faut
répondre aux exigenes de l'embarqué au niveau des ressoures matérielles omme la mé-
moire et de la onsommation d'énergie.
Les réents systèmes embarqués dotés de la tehnologie multi÷ur représentent une
solution attrative pour surmonter es problèmes. Dans e ontexte, ette thèse s'intéresse
à exploiter la performane de la nouvelle génération de DSP multi÷urs de Texas Instru-
ments pour onevoir un enodeur H264/AVC embarqué de résolution HD fontionnant
en temps réel. Nous visons une solution logiielle, aratérisée par une forte exibilité, par
rapport aux IPs existants, qui permet de tout paramétrer (qualité, débit et). Cette exi-
bilité logiielle permet aussi l'évolutivité de système en suivant les améliorations de odage
omme la migration vers la nouvelle norme HEVC, partiellement abordée dans ette thèse.
Nous présentons ainsi les diverses optimisations appliquées que e soient algorith-
miques, arhiteturales et struturelles an d'améliorer la vitesse d'enodage sur un seul
÷ur DSP avant de passer à une implémentation multi÷ur. Ensuite, nous proposons des
implémentations parallèles de l'enodeur H264/AVC sur diérentes unités de alul en
exploitant le parallélisme potentiel au sein de la haine d'enodage an de satisfaire la
ontrainte de temps réel tout en assurant une bonne performane de odage en termes
de qualité vidéo et débit binaire. Nous étudions également le problème d'alloation des
ressoures (ressoures de alul, ressoures mémoire, ressoures de ommuniation) ave
de fortes ontraintes temporelles d'exéution. Finalement, ette thèse ouvre la voie vers
l'implémentation de la nouvelle norme de odage vidéo HEVC sur deux systèmes embar-
qués mono÷urs dans le but de préparer une solution logiielle embarquée pour les futurs
travaux de reherhe.
Mots-lefs : H264/AVC, implémentations parallèles, DSP multi÷ur, temps réel,
HEVC, systèmes embarqués
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Study and design of an H264/AVC high-denition video enoder
on multiore platform
Abstrat
The trend toward HD resolution in most of visual multimedia appliations has invol-
ved the emergene of a large number of video ompression standards suh as H.264/AVC
(Advaned Video Coding) and HEVC (High Eieny Video Coding). These standards
are haraterized by high oding performanes in terms of ompression ratio and video
quality ompared to previous standards. However, these performanes ome with large
omputational omplexities whih make it diult to meet real-time enoding for HD
resolution on the most ommon single-ore programmable proessors.
Moreover, as embedded systems have beome inreasingly used in various multimedia
appliations, designing an embedded software solution for the H264/AVC enoder repre-
sents another diult hallenge sine we have to meet the embedded requirements in
terms of hardware resoures suh as memory and power onsumption.
The new embedded systems with multiore tehnology represent an attrative solu-
tion to overome these problems. In this ontext, this thesis is interested in exploiting
the performane of the new generation of Texas Instruments multiore DSPs to design an
embedded real-time H264/AVC high denition video enoder. We aim a software solution,
haraterized by high exibility that allows setting all parameters (quality, bitrate et)
ompared to existing IPs. This software exibility allows also the system salability by
following the oding enhanements as the migration to the newest HEVC standard.
Thus, we present the algorithmi, arhitetural, and strutural optimizations whih are
applied to improve the enoding speed on a single DSP ore before moving to a multiore
implementation. Then, we propose parallel implementations of the H264/AVC enoder
exploiting the multiore arhiteture of our platform and the potential parallelism in the
enoding hain in order to meet real-time onstraints while ensuring a good performane
in terms of bitrate and video quality. We also explore the problem of resoures alloation
(omputing resoures, storage resoures, ommuniation resoures) with hard exeution
time onstraints. Finally, this thesis opens the way towards the implementation of the new
HEVC video oding standard on two embedded systems in order to prepare a software
solution for future researh.
Keywords : H264/AVC, parallel implementations, multiore DSP, real-time, HEVC,
embedded systems
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Problématique
Aujourd'hui, les proesseurs embarqués oupent la majorité de nos systèmes multi-
média tels que les améras intelligentes, les Smart TV, les Smartphones, les systèmes de
vidéosurveillane et. En outre, l'avènement de la tehnologie de améras numériques a
enouragé le développement de diverses appliations de traitement d'images et vidéo à
haute dénition (HD). Ainsi, l'utilisation d'un enodeur vidéo ave une performane de
ompression élevée devient indispensable an de réduire la quantité de données à trans-
mettre ou à stoker, minimiser le oût de stokage et ompenser la limitation de la bande
passante de transmission. Le standard de ompression H264/AVC [1℄ représente l'un des
enodeurs le plus performant en termes de odage vidéo. Il est développé par les deux
organismes internationaux de normalisation l'ISO/IEC et l'ITU-T [2℄, aratérisé par une
meilleure eaité de odage par rapport aux normes préédentes. Il assure un taux de
ompression deux fois plus élevé ave le même niveau de qualité vidéo. Toutefois, ette
eaité est le résultat d'une grande omplexité de alul néessitant une apaité de
traitement à haute performane pour répondre à la ontrainte d'enodage en temps réel
(25 à 30 frame/seonde). En outre, ette omplexité est enore multipliée en utilisant la
résolution HD, e qui rend plus diile de répondre aux exigenes d'enodage en temps
réel. Diverses solutions ont été proposées an de réduire la omplexité de l'enodeur vidéo
H264/AVC. Certaines appliquent des optimisations algorithmiques pour quelques modules
d'enodage suite à un prolage temporel de l'exéution. Parmi es algorithmes, on peut
noter les approhes d'estimation de mouvement rapide, d'intra prédition rapide ou bien
les algorithmes de déision de mode rapide. En général, es approhes améliorent notam-
ment la vitesse d'enodage mais en ontre partie, une dégradation de la qualité visuelle
et une augmentation de débit (bitrate) sont observées. D'autres propositions optimisent
et enodeur ave des aélérateurs matériels en protant de la tehnologie VLSI et le
grand nombre de portes logiques implantées sur les derniers FPGAs. D'autres exploitent
les arhitetures de proesseurs multithreads, multi÷urs an d'exploiter le parallélisme
potentiel de l'enodeur H264/AVC. Dans le adre de e travail, une autre approhe est
proposée an d'optimiser l'enodeur H264/AVC. Elle ombine plusieurs niveaux d'optimi-
sation : algorithmique, struturelle, arhiteturale ainsi que l'exploitation du parallélisme
au sein de et enodeur. Nous protons de la tehnologie multi÷ur de systèmes embar-
qués an de paralléliser le traitement de données et aboutir à un enodeur embarqué
de haute dénition (HD) entièrement paramétrable fontionnant en temps réel. Les DSP
multi÷urs les plus performants de Texas Instruments (TI) sont utilisés pour paralléliser
le proessus d'enodage. Ces proesseurs sont aratérisés par une forte puissane de al-
ul ave une faible onsommation d'énergie. Ils omportent plusieurs unités de traitement
qui ommuniquent à travers une mémoire partagée e qui réduit le oût de ommuniation
13
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entre eux. La ontrepartie est l'éventail des optimisations qui doivent être explorées et ex-
ploitées pour optimiser au maximum l'implantation des aluls de l'enodeur H264/AVC,
l'étude de la omplexité de ette famille de proesseurs innovants et les tehniques de
partitionnement adéquates à adopter pour paralléliser le traitement de données.
Objetifs
L'objetif de e travail est de onevoir un enodeur vidéo H264/AVC embarqué de
haute dénition aratérisé par une bonne performane d'enodage en termes de qualité
vidéo et débit de ompression. Cet enodeur doit fontionner en temps réel 25 f/s pour
la résolution HD en se basant sur une implémentation parallèle exploitant la dernière
tehnologie de proesseurs DSP de Texas Instruments. Nos objetifs sont détaillés omme
ei :
 Développer un enodeur vidéo H264/AVC de haute performane d'enodage four-
nissant une bonne qualité HD ave un faible débit.
 Appliquer une approhe d'enodage parallèle qui garde la même performane d'en-
odage que l'algorithme original ainsi qu'elle supporte un nombre variable de ÷urs
de traitement (générique).
 Créer une implémentation multi÷ur eae qui donne une bonne aélération selon
le nombre de ÷urs utilisés.
 Utiliser une approhe méthodologique qui permet de réutiliser l'ensemble de es
travaux pour l'implantation de la nouvelle norme de odage vidéo HEVC sur des
nouvelles arhitetures. En eet, ette nouvelle norme a vu le jour pendant le dé-
roulement de ette thèse. Il est don important que les travaux présentés puissent
être réutilisés.
Organisation du mémoire
Ce manusrit de thèse omporte inq hapitres. Il ommene par une introdution
générale et se termine par une onlusion.
Le premier hapitre détaillera les diérents types de parallélisme ainsi que les ar-
hitetures parallèles existantes. Nous introduirons les diérents systèmes de traitement
parallèles que e soient pour les proesseurs généralistes ou bien embarqués. Nous présen-
terons l'ensemble des arhitetures disponibles aujourd'hui : multiproesseurs, multi÷urs
et Hyper-Threading. Enn, nous étudierons diérents outils d'aide à l'implémentation sur
es arhitetures.
Le deuxième hapitre présentera le standard de ompression vidéo H264/AVC. Les
diérents modules seront dénis et spéialement les modules d'estimation de mouvement
et l'intra prédition. Un état de l'art sur le parallélisme de et enodeur sur diérentes
plateformes sera aussi étudié. Nous verrons diérentes tehniques de partitionnement de
l'enodeur H264/AVC ainsi que les approhes appliquées tout en disutant les résultats
obtenus pour haque implémentation.
Le hapitre 3 mettra en valeur notre méthodologie d'implémentation de l'enodeur
H264/AVC sur un seul ÷ur DSP TMS320C6472. Nous détaillerons les diérentes opti-
misations appliquées an d'améliorer la vitesse d'enodage et ainsi obtenir une implémen-
tation mono÷ur bien optimisée qui sera le point de départ pour notre implémentation
14
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multi÷ur. Des optimisations struturelles et matérielles sont appliquées an de proter
onvenablement de l'arhiteture interne du DSP. Une optimisation algorithmique pour le
module d'intra prédition est aussi proposée an d'aélérer la proédure de déision du
meilleur mode de prédition tout en gardant la même performane d'enodage en termes
de qualité vidéo et débit de ompression.
Au hapitre 4, nous détaillerons notre méthodologie d'implémentation multi÷ur de
l'enodeur H264/AVC. Des implémentations parallèles basées sur un partitionnement de
données sont détaillées. Les approhes  GOP Level Parallelism  et  Frame Level Pa-
rallelism  sont exploitées pour paralléliser le traitement et aélérer l'enodage. Deux
plateformes multi÷urs : le DSP TMS320C6472 omportant 6 ÷urs de 700 MHz et le
DSP TMS320C6678 ave 8 ÷urs de 1 GHz sont exploités pour assurer un enodage haute
dénition en temps réel. Des optimisations sont appliquées pour les deux tehniques de
partitionnement an d'atteindre plus d'eaité en termes d'aélération et rédution
de latene. Une plateforme de démonstration d'enodage vidéo est aussi présentée. Cette
réalisation prend en ompte l'aquisition des images à partir d'une améra HD, puis l'eno-
dage parallèle par le DSP et enn l'envoie du bitstream sur un réseau pour le sauvegarder
dans un hier ou le déoder sur une autre mahine.
Finalement, le dernier hapitre présentera notre premier essai d'implémentation de
la nouvelle norme de odage vidéo HEVC (High Eieny Video Coding) [3℄ (dévoi-
lée pendant ette thèse) sur des systèmes embarqués. Nous présenterons brièvement la
haîne de odage vidéo HEVC en itant les améliorations et les avantages de e ode
par rapport à la norme H264/AVC. Nous détaillerons la méthodologie d'implémentation
mono÷ur de l'enodeur HEVC sur deux plateformes de même fréquene de proesseur :
BeagleBoard-xM et le DSP TMS320C6678. Diérents systèmes d'exploitation embarqués
(Linux Angstrom, Linux-6x et le SYS BIOS) sont utilisés pour assurer l'implémentation
de et enodeur sur es plateformes.
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Les systèmes de traitement parallèle
Dans e hapitre, nous présenterons les diérents types de parallélisme ainsi que nous
détaillerons les diérentes arhitetures parallèles existantes. Vu le développement des
proesseurs atuels, nous mettrons l'aent sur les arhitetures multiproesseurs, multi-
÷urs et multithreading pour les systèmes généralistes et les systèmes embarqués. Nous
dérirons les outils et les environnements atuellement utilisés pour ahever une implé-
mentation parallèle optimisée qui respete l'arhiteture et les ontraintes de l'algorithme.
1.1 Introdution
De nos jours, pour assurer le onfort des onsommateurs dans plusieurs domaines tels
que le multimédia, la séurité, l'aéronautique, la robotique, le médial ; les appliations
développées sont devenues de plus en plus omplexes. Le traitement séquentiel de es al-
gorithmes sur des proesseurs mono÷urs devient inapable de répondre aux exigenes du
temps réel. Atuellement, nous avons atteint les limites au niveau d'augmentation de la
fréquene de proesseurs mono÷urs ainsi qu'au niveau du pipeline. En eet, le problème
d'éhauement, la diulté de oneption et de vériation, les limites tehniques et le
oût élevé ont poussé à trouver d'autres solutions pour surmonter es diultés, d'où
l'idée de penser au parallélisme qui onsiste à traiter plusieurs instrutions, données ou
tâhes d'une façon simultanée. Cei a mené au développement des nouvelles arhitetures
de traitement parallèle : multiproesseurs, multi÷urs et Hyper-Threading. Plusieurs ni-
veaux de parallélisme sont exploités au niveau des instrutions, des données et des tâhes
(threads). Cette nouvelle tehnologie a touhé les systèmes généralistes et aussi les sys-
tèmes embarqués. Pour failiter la gestion des unités de traitement et la synhronisation
entre eux, diérents outils que e soient des bibliothèques ou bien des environnements
ont été développés. Ces outils permettent de mieux utiliser le parallélisme oert par les
ressoures matérielles en fontion du parallélisme potentiel des algorithmes.
Dans e ontexte, e hapitre donne un aperçu sur les diérents types de parallélisme
ainsi que les diverses arhitetures parallèles ave leurs avantages et leurs inonvénients.
Nous mettrons l'aent sur les systèmes multiproesseurs, multi÷urs et Hyper-Threading.
Ensuite nous présenterons les diérents outils disponibles pour l'aide à l'implémentation
optimisée d'algorithmes sur des arhitetures parallèles.
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1.2 Les diérents types de parallélisme
Il existe diérents niveaux de parallélisme, haun possède un mode de fontionnement
adapté à une arhiteture bien déterminée.
1.2.1 Parallélisme au niveau des threads
Cette solution onsiste à déomposer l'appliation en sous programmes indépendants
qu'on appelle des threads puis exéuter es threads en parallèle sur diérentes unités de
traitement. La déomposition de l'appliation en threads est un problème logiiel. Ce genre
de déoupage peut être eetué par les programmeurs ou bien par des ompilateurs. Au
niveau de nos langages de programmation, il existe ertains méanismes qui permettent
de partager l'algorithme en des threads indépendants exéutables en parallèle selon la
disponibilité du matériel. Dans ertains as, les nouveaux ompilateurs évolués peuvent
se harger de e travail. Les systèmes qui s'adaptent ave e type de déomposition sont les
systèmes multiproesseurs ou bien multi÷urs. Ainsi, le partitionnement de programme
en threads dépend du nombre de ÷urs ou de proesseurs disponibles pour qu'on obtienne
un parallélisme eae.
1.2.2 Parallélisme au niveau d'instrutions
L'idée est non pas de déouper le programme en sous programmes qu'on pourrait
exéuter en parallèle mais de paralléliser le programme au niveau de ses instrutions.
Don, un seul proesseur exéute plusieurs instrutions d'un même programme d'une
façon simultanée. Pour ela, il faut avoir des arhitetures spéiales qui pourraient tenir
ompte e type de parallélisme. Ainsi, les onepteurs ont développé ertaines tehniques
qui permettent au proesseur d'exéuter plusieurs instrutions simultanément mais non
pas dans l'ordre prévu par le programmeur tel que le pipeline, l'Out Of Order ainsi que
la réation des proesseurs supersalaires.
1.2.3 Parallélisme au niveau des données
Le prinipe onsiste à exéuter le même programme sur des données diérentes et
indépendantes. Ainsi, N données peuvent être exéutées simultanément sur N unités de
traitement (proesseur, ÷ur). Toutes les unités traitent le même programmemais haune
sur une donnée diérente. Ce parallélisme est aratérisé par une très grande salabilité
mais n'existe pas dans toues les appliations. Atuellement, la majorité des proesseurs
possède des unités dédiées pour e type de traitement appelé SIMD (voir i-dessous). Elles
s'appellent SSE hez Intel, Neon hez ARM et. Enn, les proesseurs graphiques (GPU)
sont entièrement onçus pour exploiter le parallélisme de données.
1.3 Les diérentes arhitetures parallèles
Selon les diérents types de parallélisme, il existe diverses arhitetures parallèles.
Selon la taxonomie de Flynn (1966) [4℄, quatre atégories d'arhitetures existent. Ces
atégories sont lassées selon le type d'organisation du ux de données et le ux d'ins-
trutions.
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1.3.1 SISD
Cette arhiteture désigne les proesseurs purement séquentiels qui ne sont apables
que d'exéuter une seule instrution sur un ensemble de données d'où le nom de Single
Instrution Single Data. Cette atégorie orrespond à l'arhiteture de Von Neumann.
1.3.2 SIMD
Les arhitetures SIMD (Single Instrution Multiple Data) omportent plusieurs uni-
tés de alul qui peuvent exéuter une instrution sur plusieurs données d'une façon
simultanée. C'est le as des derniers DSP (Digital Signal Proessor) qui possèdent un jeu
d'instrution apable d'exéuter une instrution sur des données diérentes ainsi que les
unités SSE et Neon de proesseurs Intel et ARM. N'oublions pas les as des artes gra-
phiques et les proesseurs vetoriels qui omportent plusieurs unités de alul permettant
de laner un alul massif sur un nombre important des données.
1.3.3 MISD
Les arhitetures MISD (Multiple Instrution Single Data) sont rarement utilisées.
Elles peuvent exéuter plusieurs instrutions en parallèle pour une seule donnée en utili-
sant plusieurs unités de traitement.
1.3.4 MIMD
C'est la atégorie la plus intéressante. Les arhitetures MIMD (Multiple Instrution
Multiple Data) omportent aussi plusieurs unités de alul exéutant en parallèle des ins-
trutions diérentes sur des données diérentes. C'est le as des plateformes multiproes-
seurs et multi÷urs. Il faut ependant étudier les diérentes tehniques de ommuniations
entre les unités de alul. On distingue ainsi deux grandes familles : les ommuniations
par mémoire partagée et les ommuniations par passage de message que nous allons les
détaillées dans la setion 1.6.
1.4 Les systèmes généralistes parallèles
Après avoir vu les diérentes arhitetures parallèles, nous présenterons ii les diverses
tehnologies de traitement parallèle pour les systèmes généralistes. La notion de  multi
units  devient une syntaxe universelle et indispensable dans la nouvelle tehnologie de
proesseurs ; par onséquent, la notion d'un proesseur unique devient très rare. L'évolu-
tion de la tehnologie de gravure sur siliium a mené à l'apparition des nouvelles arhi-
tetures parallèles plus évoluées. Nous allons présenter trois types de systèmes parallèles :
les systèmes multiproesseurs, les systèmes supersalaires dotés de la tehnologie Hyper-
Threading et les systèmes multi÷urs. Tous es systèmes sont adaptés à la tehnologie
multithreading. Ils peuvent être aussi rassemblés ensemble dans un même système.
1.4.1 Les systèmes multiproesseurs
Les systèmes multiproesseurs sont apparus en 1960 ave les systèmes mainframe haut
de gamme. Ils sont omposés d'au moins deux proesseurs intégrés sur la même arte
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mère. Ces systèmes sont adoptés pour augmenter la salabilité de traitement et dans le
but d'adapter le système à la omplexité du problème traité, .à.d. orir plus de puissane
de alul.
Si tous les proesseurs du système sont identiques, on parle alors d'un système mul-
tiproesseur symétrique. Chaque proesseur possède une mémoire ahe privée et tous
les proesseurs sont interonnetés par un bus de données à la mémoire entrale et aux
périphériques omme l'indique la gure i-dessous. Un seul système d'exploitation gère
l'ensemble des ressoures matérielles et softwares. Les appliations multitâhes (multi-
threads) sont fortement aélérées grâe au parallélisme de traitement.
Pour tirer prot des apaités des systèmes multiproesseurs, le noyau du système
d'exploitation doit être fondé sur le onept de thread. Plusieurs fateurs limitent la
salabilité de systèmes multiproesseurs tels que les onits d'aès au niveau matériel
(bus), logiiel (système d'exploitation) et aussi le problème de la mémoire entrale qui reste
un goulot d'étranglement qui limite l'extensibilité de es systèmes malgré l'utilisation de
la tehnique de la mémoire ahe. Pour ela, il est indispensable d'utiliser des méanismes
de verrous pour gérer les onits d'aès aux ressoures.
Figure 1.1  Arhiteture multiproesseur
1.4.2 Proesseurs supersalaires et tehnologie Hyper-Threading
(HT)
Les proesseurs supersalaires sont apables d'exéuter plusieurs instrutions simul-
tanément parmi une suite d'instrutions. Ils omportent plusieurs unités de alul et ils
sont apables de déteter l'absene de dépendanes entre les instrutions et de les exé-
uter en désordre. Cette tehnologie évite de modier les programmes pour exploiter le
parallélisme : le proesseur détete lui-même les instrutions pouvant être exéutées en
parallèle. Cette tehnologie a été onçue pour aélérer le déroulement d'un thread et elle
a été entendue pour permettre d'aélérer plusieurs threads simultanément d'où le nom
SMT (Simultaneous Multi-threading). Intel lui a donné le nom de l'Hyper-Threading [5℄.
Elle garantit une utilisation plus eae des ressoures de proesseur en exéutant simul-
tanément les threads sur un seul proesseur omportant au moins deux unités logiques de
traitement. Un thread prinipal est exéuté. S'il n'utilise pas toutes les unités de alul,
19
Les systèmes de traitement parallèle
alors le proesseur reherhe dans un seond thread des instrutions qu'il peut exéuter
sur les unités restantes.
Atuellement, la plupart des proesseurs mettent en ÷uvre la tehnologie Hyper-
Threading tels que les proesseurs Pentium 4, Intel i3, i5, i7 et les proesseurs de IBM.
Cette tehnologie est limitée par deux fateurs prinipaux :
 Le degré de parallélisme réel dans le ux d'instrutions, à titre d'exemple, un nombre
limité de parallélisme au niveau des instrutions.
 La omplexité de ontrle de dépendanes assoié à l'appliation et le oût de l'or-
donnanement.
1.4.3 Les systèmes multi÷urs
La tehnologie multi÷ur est apparue en 2001 ave le premier proesseur d'IBM PO-
WER4, puis en 2005 Intel et AMD ont lané leurs proesseurs multi÷urs sur le marhé
d'ordinateurs personnels. Cette tehnologie onsiste à graver au moins deux unités de
alul (÷ur) sur une même pue de siliium dans le but d'augmenter la puissane de
alul sans augmenter la fréquene d'horloge, et don de réduire la dissipation thermique
par eet Joule. Dans la majorité des as, les ÷urs d'un proesseur multi÷ur sont tous
identiques d'où le terme de multi÷urs symétriques omme les proesseurs multi÷urs
d'Intel. Dans d'autres as, on peut mettre plusieurs proesseurs assez diérents sur la
même pue. On peut utiliser un ÷ur prinipal ave des ÷urs plus spéialisés autour ;
d'où le nom de multi÷urs asymétriques. A titre d'exemple, on ite le proesseur CELL
d'IBM et OMAP de Texas Instruments.
Les proesseurs multi÷urs ont une arhiteture MIMD, ils peuvent exéuter en pa-
rallèle plusieurs threads sur diérentes données. Chaque ÷ur dispose d'une mémoire
ahe privée. La ommuniation entre les diérents ÷urs se fait à travers une mémoire
partagée. La ommuniation à travers une mémoire partagée peut engendrer ertains
problèmes de synhronisation et ohérene de ahe. Pour ela, le matériel se harge de
fournir quelques instrutions pour failiter la ommuniation ou la synhronisation entre
les diérents ÷urs (interruptions inter-proesseurs, utilisation des Mutex, des sémaphores
et).
La tehnologie multi÷ur pourrait être ombinée ave la tehnologie SMT (Hyper-
Threading) an de fournir plus de performane. Ainsi un proesseur Quad ÷urs doté de
la tehnologie Hyper-Threading peut exéuter 8 threads en parallèle tels que les nouveaux
proesseurs multi÷urs Nehalem d'Intel [6℄.
1.5 Les systèmes embarqués parallèles
Atuellement, l'utilisation de systèmes embarqués augmente de plus en plus. Ces sys-
tèmes sont intégrés dans la plupart de nos appareils életroniques. Miniaturiser un sys-
tème, éonomiser l'énergie et assurer le onfort sont les prinipaux fateurs menés à l'utili-
sation de plus en plus des systèmes embarqués. Ils sont utilisés dans diverses appliations
tels que la téléommuniation, les réseaux d'infrastruture, multimédia, défense, séurité,
imagerie médiale, l'informatique à haute performane et. Les Smartphones, smart a-
méra, smart TV, les systèmes de surveillane, les onsoles de jeux sont tous basés sur
des systèmes embarqués. En parallèle, les appliations deviennent de plus en plus om-
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plexes e qui rend diile de satisfaire les ontraintes de traitement en temps réel sur des
proesseurs embarqués mono÷ur de faible fréquene.
Exploiter la tehnologie multiproesseur et multi÷ur rend es systèmes plus per-
formants et apables de répondre aux exigenes. Grâe aux nouvelles générations de
proesseurs embarqués multi÷urs, les développeurs peuvent désormais onevoir plus
failement des plateformes intégrées, éonomiques, de faible onsommation et dont les lo-
giiels peuvent être mis à niveau, pour des appliations de haute performane. Dans ette
setion, nous présenterons quelques systèmes embarqués multiproesseurs et multi÷urs.
1.5.1 Les DSP multi÷urs
Les DSP (Digital Signal Proessor) sont des miroproesseurs optimisés pour exéuter
des appliations de traitement numérique du signal (extration de signaux, ltrage, et.)
le plus rapidement possible par optimisation de l'exéution des opérations d'addition et
de multipliation. Les derniers DSP sont basés sur une arhiteture VLIW (Very Long
Instrution Word) et un jeu d'instrution SIMD. Ils sont aratérisés par une puissane
de alul importante ave une onsommation d'énergie faible en omparaison ave les
proesseurs généralistes ainsi qu'une exibilité de programmation. Ils sont onçus pour
le temps réel. Ils peuvent gérer des nombreuses entrées-sorties grâe à leurs unités DMA
(Diret Memory Aess).
Figure 1.2  Arhiteture du DSP TMS320C6678
Texas Instrument (TI) est parmi les entreprises les plus onnues dans le domaine
de fabriation des DSPs ave Analog Devie et Freesale. En 2010, TI a dévoilé son
nouveau DSP, le TMS320C6678 [7℄ orant ainsi les DSP multi÷urs les plus performants
du marhé. Conçu ave 8 ÷urs DSP adenés à 1,25GHz, TI propose le premier DSP
10 GHz ave des performanes à virgule xe et ottante. Chaque ÷ur dispose de deux
mémoires loales L1 et L2 omme l'illustre la gure 1.2. Une partie de L2 peut être
ongurée omme ahe. La ommuniation entre les diérents ÷urs se fait à travers une
mémoire partagée interne  Shared Memory  ou externe  DDR3 . TI fournit plusieurs
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outils tels que le kit de développement des logiiels multi÷urs (MC-SDK) pour aider à
la programmation multi÷ur.
1.5.2 Proesseurs ARM multi÷urs
Les proesseurs ARM, fabriqués par la soiété britannique ARM (Aorn Computers
Mahine) qui est spéialisée dans le développement d'arhitetures 32/64 bits de type
RISC (Redued Instrution Set Computer), sont devenus dominants dans le domaine
de l'informatique embarquée, en partiulier les tablettes életroniques et la téléphonie
mobile. Ces proesseurs ont une arhiteture relativement plus simple que d'autres familles
de proesseurs et sont aratérisés par une faible onsommation. Dernièrement, ARM a
proposé son miroproesseur le plus réent Cortex-A72 lané au début de l'année 2015
[8℄.
Le proesseur Cortex-A72 est un miroproesseur multi÷ur supportant une arhite-
ture 64 bits et possédant un jeu d'instrutions ARMv8-A ave un pipeline supersalaire
permettant l'exéution out-of-order. La fréquene du proesseur peut atteindre 2,5 GHz.
Ce proesseur est 3,5 fois plus performant que l'anien Cortex A15 de 32 bits. Le Cortex-
A72 peut être ouplé à un ou à plusieurs ÷urs Cortex-A53, permettant d'allier la puis-
sane du A72 ave la faible onsommation du A53 omme le as de la plateforme CoreLink
CCI-500 [9℄. Ces proesseurs supportent divers systèmes d'exploitation tels qu'Android et
Linux pour ARM.
1.5.3 Les FPGA
Un FPGA (Field Programmable Gate Arrays) [10℄ est un iruit intégré ontenant
un nombre important de blos logiques librement reongurables. Chaque blo peut être
onguré pour réaliser une fontion de base. En ongurant un FPGA, le iruit interne
est onneté pour réer une mise en ÷uvre matérielle de l'appliation logiielle.
Atuellement, les FPGA sont devenus de plus en plus utilisés dans divers seteurs grâe
à leurs performanes. Ils ombinent les meilleures aratéristiques des ASIC (Appliation-
Spei Integrated Ciruits) et des systèmes basés proesseur. Ils orent un adenement
par matériel qui leur assure vitesse et abilité ainsi qu'ils sont aratérisés par une er-
taine souplesse d'exéution logiielle qu'un système basé proesseur. Contrairement aux
proesseurs, les FPGA sont massivement parallèles par nature, de sorte que plusieurs
opérations de traitement diérentes ne se trouvent pas en onurrene lors de l'utilisation
des ressoures. Chaque tâhe de traitement indépendante est aetée à une setion spéi-
que du iruit, et peut don s'exéuter en toute autonomie sans dépendre auunement
des autres blos logiques. En onséquene, on peut augmenter le volume de traitement
eetué sans que les performanes d'une partie de l'appliation n'en soient aetées pour
autant.
On peut implémenter des ÷urs de proesseurs softore dans un FPGA (miro/pio
Blaze de la famille Xilinx, Nios d'Altera, MIPS et) ou onstruire des arhitetures hy-
brides. Ils sont alors assoiés à des miroproesseurs eux même onnetés aux E/S du
FPGA. Ces miroproesseurs, fontionnant ave des systèmes d'exploitation, fournissent
les outils néessaires pour gérer les hiers et assurer la ommuniation ave les périphé-
riques qui sont utilisés pour de nombreuses tâhes telles que l'enregistrement des données
sur disque. Réemment des ompagnies omme Xilinx, ave sa famille de ibles Zynq,
ont adopté ette approhe et mis sur le marhé des solutions qui ombinent deux ÷urs
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ARM Cortex A9 et un FPGA sur le même iruit intégré an de réer ette arhiteture
hybride.
1.5.4 Les MPSOC
Grâe aux outils de oneption atuellement existants, il est désormais possible de
onevoir nos propres Systèmes On Chip (SOC) dédiés à des appliations bien spéiques.
Le besoin de la exibilité et de la performane a mené à l'apparition des arhitetures
parallèles intégrant plusieurs proesseurs sur pue d'où le nom de MPSoC (MultiProes-
sor System On Chip) [11℄. De nos jours, les MPSOC sont utilisés dans la majorité des
domaines industriels tels que la téléommuniation, les appliations mobiles, multimédia,
l'automobile et l'aéronautique.
Un MPSoC est un système VLSI (Very Large Sale Integration) qui intègre tous les
omposants néessaires pour une appliation. Il peut ombiner des proesseurs embarqués
ave des aélérateurs matériels formant une arhiteture matérielle/logiielle qui se base
sur le prinipe de Codesign.
Il existe divers outils de simulation et de génération des MPSoC. Ces outils permettent
de dénir le type, le nombre de proesseurs, la mémoire et le type d'interonnexion et.
Parmi es outils, on note à titre d'exemple la plateforme Solib [12℄ qui est une plateforme
libre destinée pour le prototypage virtuel des systèmes MPSoC. Elle intègre plusieurs IPs
tels que des proesseurs (MIPS R3000, SPARCv8, ARM7), mémoire (RAM, FIFO, Cahe),
bus d'interonnexion (VCI), périphérique d'entrée/sortie et.
1.6 Topologie de la mémoire
En plus de la diérene entre les arhitetures parallèles au niveau des tehniques et
apaités de traiter les tâhes, les données ou les instrutions ; la topologie de la mémoire
est aussi un fateur important pour diérenier es arhitetures. En fontion du parti-
tionnement de la mémoire entre les proesseurs, plusieurs problèmes peuvent apparaitre.
Trois atégories d'arhitetures parallèles existent selon la topologie de la mémoire :
1.6.1 Mémoire partagée
Généralement, les arhitetures parallèles à mémoire partagée sont des systèmes mul-
ti÷urs. Du point de vue matériel, tous les proesseurs se partagent la même mémoire
et ils ont un aès diret à ette mémoire ommune mais haque proesseur possède sa
propre mémoire loale (ahe). Tous les CPUs aèdent à la totalité de la mémoire globale
ave un même espae d'adressage global. Chaque CPU peut travailler indépendamment
des autres mais les modiations des données partagées en mémoire globale eetuées par
un proesseur sont visibles par tous les autres CPUs. Du point de vue programmation :
toutes les tâhes peuvent diretement aéder au même emplaement mémoire.
L'avantage de ette atégorie est que l'adressage global failite le travail du program-
meur. Le partage des données entre les tâhes est plus rapide à mettre en ÷uvre (il n y'a
pas la notion de propriétaire d'une donnée). Cependant, ette famille d'arhitetures a
ertains défauts tels que :
 Manque de salabilité : le nombre de proesseurs (÷urs) pour une arhiteture
à mémoire partagée est limité par les ontentions au niveau d'aès à la mémoire
globale. Il est tehniquement diile de onevoir des mémoires partagées.
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 Augmenter le nombre de proesseurs inue beauoup sur le oût de prodution (la
mémoire et le bus de ommuniation à bande passante large sont oûteux ainsi
que la néessité d'avoir des ahes de grande taille pour masquer les ontentions au
niveau de la mémoire globale).
 Créer une implémentation multi÷ur eae qui donne une bonne aélération selon
le nombre de ÷urs utilisés.
 L'utilisation de la mémoire ahe en traitant des données partagées peut mener à
des problèmes de ohérene e qui néessite l'utilisation des verrous pour la syn-
hronisation (mutex, sémaphores, interruptions inter-proesseurs et.) an d'avoir
un aès orret à la mémoire. De plus, la mémoire ahe peut se révéler inutile si
les proesseurs éhangent trop souvent des données.
1.6.2 Mémoire distribuée
Les arhitetures parallèles à mémoire distribuée onernent en général les grappes
de serveurs (lusters), mais on les retrouve aussi dans les alulateurs embarqués. Elles
onsistent à regrouper plusieurs ordinateurs indépendants par un réseau loal an d'aug-
menter la salabilité, dépasser les limitations d'un seul ordinateur, répartir la harge de
travail et augmenter la performane de alul. Ainsi, un réseau d'interonnexion doit être
établi pour assurer la ommuniation entre les mémoires de diérents proesseurs. Chaque
proesseur possède une mémoire loale privée et la notion d'adressage globale entre tous
les proesseurs est absente. Les tâhes ne voient que la mémoire de la mahine loale et si
une tâhe néessite une donnée de la mémoire d'un autre proesseur, il faut dénir la om-
muniation néessaire pour y aéder. On parle alors de mahines à passage de messages.
Il existe diverses topologies d'interonnexion entre les proesseurs ave des performanes
variables.
L'arhiteture à mémoire distribuée a beauoup d'avantages tels que la possibilité
d'augmenter le nombre de proesseurs e qui fait augmenter proportionnellement la apa-
ité mémoire. Aussi, l'aès à des données loales est rapide (mémoire prohe du CPU) et
nalement l'absene de problème de ohérene de ahe. En revanhe, un temps d'aès
élevé aux mémoires non loales (latene élevée) et une gestion omplexe des ommu-
niations entre proesseurs à travers un réseau restent les deux points faibles de ette
atégorie même si des bibliothèques omme MPI (Message Passing Interfae) et PVM
(Parallel Virtual Mahine) permettent de failiter la programmation.
1.6.3 Arhiteture hybride
Cette arhiteture est un mélange de mémoire partagée et mémoire distribuée. Elle
est omposée de plusieurs n÷uds de proesseurs. Chaque n÷ud est un système multipro-
esseur à mémoire partagée. Ces diérents n÷uds sont interonnetés par un réseau loal
omme Ethernet.
1.7 Cohérene de ahe
Dans un système multiproesseur (ou bien multi÷ur) à mémoire partagée ave une
mémoire ahe distinte pour haque proesseur, il est possible d'avoir plusieurs opies
d'une donnée : une opie dans la mémoire partagée et une dans haque mémoire ahe.
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Quand une opie d'une donnée est modiée, les autres opies doivent être mises à jour.
La ohérene de la mémoire ahe est la disipline qui veille à e que les hangements des
valeurs de données partagées soient vus par tout le système, garantissant ainsi la ohérene
de toute les données du système. Le problème de ohérene de ahe [13℄ onsiste à e
que, par exemple, deux proesseurs, onnetés à une mémoire partagée et ayant haun
une mémoire ahe, manipulent la même donnée dans une mémoire partagée. Les deux
proesseurs font une opie de ette donnée dans leurs ahes. Une fois qu'un proesseur
modie ette donnée, la modiation n'est faite en ériture qu'au niveau de la ahe, don
le deuxième proesseur ne voit pas ette modiation e qui fait il ontinue à manipuler
une donnée périmée.
Pour maintenir la ohérene de la ahe, il existe deux solutions : utiliser un protoole
d'espionnage de bus (snoop) ou un protoole à base de répertoire :
 L'espionnage de bus (snooping protool) : puisque toutes les ahes sont onnetées
à la mémoire globale par le même bus, elles vont surveiller e bus pour être au
ourant de toute modiation des données par un autre proesseur. Cei engendre
l'atualisation de lignes de ahe périmées.
 Protoole à base de répertoire : e protoole sauvegarde des informations pour
haque blo de mémoire (l'emplaement des données dans la mémoire ahe, leurs
états) dans un répertoire (mémoire spéialisée aessible en parallèle du ahe) au
lieu de disperser es informations dans les diérentes lignes de ahe. Ces protooles
sont rarement utilisés vu que le répertoire prend trop de mémoire en omparaison
ave un protoole à base de snoop.
Deux tehniques de mise à jour de données sont appliquées par l'espionnage de bus :
 Write invalidate : lorsqu'un ontrleur de ahe remarque un hangement à propos
d'une adresse qu'il ontient, il marque ette donnée omme étant invalide. Cela
engendrera un  ahe miss  à la prohaine requête de e proesseur, qui devra
don aller à la mémoire globale et lire la valeur atualisée.
 Write update : les ahes sont atualisées automatiquement, même si le proesseur
ne herhe pas à les lire. Une mise à jour est eetuée avant même toute tentative
de leture. Dès que les ahes détetent une ériture sur le bus, elles modieront
leurs opies périmées par elle qui est sur le bus.
La gestion de la ohérene de ahe varie selon l'arhiteture disponible. En eet, pour
le as des DSP multi÷urs TMS320C6472 et TMS320C6678 par exemple, es sont les pro-
grammeurs qui doivent gérer la ahe algorithmiquement. Par ontre, pour les proesseurs
multi÷urs d'Intel à titre d'exemple, la gestion de la ahe est faite automatiquement à
travers des algorithmes de ohérene implémentés en matériel. Dans e dernier as, il faut
bien omprendre que la gestion automatique de la ohérene de ahe peut engendrer des
latenes d'aès à la mémoire de façon non déterministe et non ompatible ave le temps
réel. C'est pourquoi, ertaines arhitetures omme les DSP multi÷urs permettent de
gérer et maitriser diretement les ahes.
1.8 Performane d'une appliation parallèle
Le alul de l'aélération (speedup) donne une évaluation générale sur l'eaité du
parallélisme appliqué et la performane réelle de l'appliation exéutée sur l'arhiteture
parallèle. Si on suppose que Ts soit le temps d'exéution séquentielle et Tp(N) est elui
25
Les systèmes de traitement parallèle
de l'exéution parallèle sur n unités de traitement alors, l'aélération est dénie par
l'équation 1.1 :
Acc(N) =
Ts
Tp(N)
(1.1)
Dans le as idéal, l'aélération est égale à N (nombre d'unités de traitement mais
en général, ette valeur est diile à atteindre à ause du oût de ommuniation et de
synhronisation entre les unités de alul.
1.8.1 Loi d'Amdahl
En 1967, Gene Amdahl a proposé une loi [14℄ qui permet d'estimer le gain théorique
d'une implémentation parallèle. Soit T le temps total de l'exéution séquentielle sur une
seule unité de alul.
Ts : le temps d'exéution de la partie séquentielle
Tp : le temps d'exéution de la partie parallèle
Don T= Ts+Tp.
Sur N unités de alul, le temps total devient T(N)= Ts+Tp/N.
En alulant :
T (N)
T
=
Ts+ Tp/N
T
=
Ts
T
+
Tp/N
T
(1.2)
Ts/T n'est que le pourentage du ode séquentiel, on le note par S et Tp/T est la
fration parallèle du ode, on la note par P don S+P=1.
T (N)
T
= S +
P
N
= S +
1− S
N
(1.3)
Ainsi l'aélération est déterminée par l'équation (1.4).
Acc(N) =
T
T (N)
=
1
S + 1−S
N
(1.4)
Quel que soit le nombre d'unités de traitement qui vont exéuter la partie parallèle
du ode, l'aélération est limitée par la portion séquentielle du ode. En outre, ette
loi ne tient pas ompte du temps de ommuniation qui est aussi important. Ce modèle
ne orrespond don pas toujours à la réalité, mais donne une idée sur la faisabilité de
l'objetif de parallélisation.
1.8.2 Loi de Gustafson
En 1988, Gustafson a proposé une loi [14℄ pour déterminer le gain d'une implémenta-
tion parallèle en tenant ompte de l'augmentation de la harge de travail. Contrairement
à Amdahl qui exéute un programme sur la même quantité de données quel que soit le
nombre de proesseurs, Gustafson va exploiter le parallélisme de données, 'est-à-dire exé-
uter le même programme sur des données diérentes et indépendantes. Don N données
peuvent être traitées sur N proesseurs en même temps. Tous les proesseurs exéutent
un seul programme, mais haun traite sur une donnée diérente.
Soit un programme s'exéutant sur un seul proesseur. Ts est le temps de sa partie
séquentielle et Tp elui de la partie parallèle. Le ode parallèle sera exéuté sur N données
en utilisant N proesseurs. Le temps du ode série reste le même quel que soit le nombre
de proesseurs.
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Pour une seule donnée : T =Ts+Tp.
Pour N données sur N proesseurs : T(N)=Ts+Tp.
Pour N données sur 1 seul proesseur T=Ts+N*Tp.
En alulant l'aélération :
Acc(N) =
T
T (N)
=
Ts+N ∗ Tp
Ts+ Tp
=
Ts
Ts+ Tp
+
N ∗ Tp
Ts+ Tp
(1.5)
Ts/(Ts+Tp) est la fration du ode série, on la note par S et Tp/(Ts+Tp) est elle du
ode parallèle sur N proesseurs, on la note par P.
Don l'aélération(N) =S+N*P ; sahant que S+P=1, alors l'aélération est déter-
minée par l'équation (1.6) i-dessous.
Acc(N) = S +N ∗ (1− S) = N − S ∗ (N − 1) (1.6)
La loi de Gustafson tient ompte de la harge de travail et donne une aélération
théorique plus élevée que elle d'Amdahl. Plus on augmente le nombre de données à
traiter, plus l'eaité augmente. Cependant, il faut noter que ette loi s'applique sur
une durée déterminée, elle ne rend pas le alul plus rapide.
1.9 Les outils logiiels d'aide à l'implémentation paral-
lèle
Les systèmes multiproesseurs ou multi÷urs orent un gain très important en termes
d'aélération et vitesse d'exéution pour les appliations qui néessitent un traitement
de haute performane. De l'autre té, passer à une implémentation parallèle présente
un grand dé pour les programmeurs. Ainsi, ils doivent gérer la ommuniation entre
les diérentes unités de alul, la synhronisation entre les tâhes et les proesseurs, les
problèmes de mémoire (ohérene, bande passante, partage de données) et adaptation du
ode pour une implémentation parallèle en hoisissant le déoupage de leur algorithme le
plus adapté à l'arhiteture parallèle.
Pour ahever e travail, deux approhes peuvent être utilisées :
 Utiliser les syntaxes et les outils fournis par le langage de programmation (C, Java
et.) : le programmeur doit gérer la synhronisation entre tâhes, les problèmes
d'implémentation parallèle
 Utiliser des outils ou des environnements de programmation parallèle : ils permettent
de failiter la tâhe des programmeurs et adapter l'algorithme à l'arhiteture an
de proter au maximum du parallélisme de l'appliation et l'arhiteture du système
parallèle utilisé.
Dans ette partie, nous présenterons les outils de développement parallèle les plus
utilisés tout en préisant leurs avantages et ave quelles arhitetures ils sont les plus
adaptés.
1.9.1 Pthreads
Pthreads [15℄ ou Posix Threads est une interfae de programmation parallèle de bas
niveau utilisée pour développer des appliations en langage C sur des arhitetures pa-
rallèles à mémoire partagée. C'est un sous standard de la norme POSIX pour dérire un
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modèle multithreading. Pthreads est disponible sur la plupart des systèmes Unix. L'ex-
ploitation de la bibliothèque Pthreads se fait en appelant le hier d'entête  pthread.h 
dans les hiers soures C. Cette interfae fait appel à des fontions (API) permettant la
réation des threads, la synhronisation entre eux, la destrution des threads et la gestion
des données partagées.
L'utilisation de Pthreads permet d'améliorer la performane du programme ave le
minimum de ressoures système. Les programmeurs doivent gérer la synhronisation entre
les threads à travers l'utilisation des barrières ou des mutex  mutual exlusion  puisque
le ompilateur n'en est pas apable.
Atuellement, Mirosoft Visual C/C++ fournit un support pour le développement des
appliations multithreading sous Windows ; 'est le Winthreads ou Windows Threads. Il
est presque semblable au Pthreads API. C'est un ensemble des fontions qui permettent
de réer des threads, les détruire, faire la synhronisation entre eux et. Deux solutions
peuvent être utilisées ave Visual Studio pour programmer une appliation multithrea-
ding : le  Mirosoft Foundation Class library (MFC)  ou le  C run-time library  et le
 Win32 API .
1.9.2 OpenMP
OpenMP (Open Multi-Proessing) [16℄ est un outil de programmation parallèle en lan-
gage C/C++ ou Fortran. Il est basé sur un modèle multithreading pour des arhitetures
à mémoire partagée. Il se présente sous la forme de diretives de ompilation insérées dans
le ode soure (des pragmas), des variables d'environnement et d'une bibliothèque logi-
ielle permettant de développer rapidement des appliations parallèles à petite granularité
en restant prohe du ode séquentiel.
Un programme OpenMP est fait de régions séquentielles ainsi que de régions paral-
lèles qui peuvent être exéutées par plusieurs threads en parallèle sur diérents ÷urs.
Le ompilateur se harge de la réation des threads, leurs synhronisations et les ommu-
niations entre eux, e qui failite fortement le travail des programmeurs. L'injetion du
parallélisme ave OpenMP peut se faire sur trois niveaux [16℄ :
 Parallélisation d'une région parallèle du ode sur diérents threads omme indiqué
par la gure 1.3.
Figure 1.3  Parallélisation d'une région parallèle ave OpenMP
Le nombre de threads est dénit par la variable d'environnement :
set OMP_NUM_THREADS = x
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En général, le nombre de threads est égal au nombre de proesseurs (ou ÷urs).
 Parallélisation des boules en répartissant les itérations entre les threads omme
l'indique la gure 1.4.
Figure 1.4  Parallélisation des boules ave OpenMP
 Parallélisation des setions indépendantes sur diérents threads omme illustré par
la gure 1.5.
Figure 1.5  Parallélisation des setions ave OpenMP
Il faut ependant être très prudent ave OpenMP. En eet, il faut veiller à ne pas
réer de  Data rae , .à.d. des aès simultanés à des variables partagées par diérents
threads.
1.9.3 TBB d'Intel (Threading Building Bloks)
TBB [17℄ est une bibliothèque logiielle développée en C++ par Intel pour failiter le
développement des appliations parallèles sur des arhitetures multiproesseurs / multi-
÷urs à mémoire partagée. Elle permet d'exploiter le parallélisme au niveau des tâhes,
données et instrutions. Contrairement aux POSIX et Thread Windows, le développeur
ne s'oupe pas de la gestion de verrous ; TBB s'oupe de tous les détails spéiques.
TBB permet de faire une exéution multithread basée sur une optimisation de la réuti-
lisation des mémoires ahes et de l'équilibrage de harge. Cette bibliothèque est basée es-
sentiellement sur des algorithmes de parallélisation tels que parallel_for, parallel_while,
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parallel_do, parallel_scanet parallel_reduce et. Elle fournit aussi plusieurs lasses
onteneurs (concurrent_queue, concurrent_vector, concurrent_hash_map) pour la ges-
tion des veteurs, tableaux assoiatifs et les listes hainées. Elle assure aussi des alloations
mémoire qui sont salables (passent à l'éhelle), onurrentes et sans erreurs de partage à
travers l'utilisation des alloateurs mémoire (scalable_allocator, cache_aligned_allocator
et).
Comme OpenMP, TBB failite l'implantation parallèle d'un algorithme, mais les hoix
de déoupage et de parallélisation restent à eetuer par le onepteur.
1.9.4 MPI (Message Passing Interfae) et PVM (Parallel Virtual
Mahine)
MPI [18℄ est une norme dénissant une bibliothèque de fontions utilisée pour dé-
velopper des appliations parallèles en C, C++ et fortran sur des systèmes parallèles
(homogènes ou bien hétérogènes) à mémoire distribuée ommuniant par passage de mes-
sages.
Atuellement, MPI est aussi exploitée pour obtenir des bonnes performanes sur des
mahines massivement parallèles à mémoire partagée ou hybride en plus des grappes d'or-
dinateurs à mémoire distribuée. Ave MPI, on peut assurer des ommuniations point-
à-point entre deux proessus à l'intérieur d'un même ommuniateur an d'éhanger
des données (salaires, aratères, tableaux). Il est aussi possible de faire des ommu-
niations olletives entre tous les proessus d'un même ommuniateur (envoyer un
message à tous les proessus (MPI_Bcast), déouper un tableau entre tous les pro-
essus (MPI_Scatter) et. La ommuniation olletive permet de faire en une seule
opération plusieurs ommuniations point-à-point. Parmi les avantages de ette biblio-
thèque est sa simpliité, ainsi six fontions seulement peuvent assurer une appliation
parallèle par passage de messages (MPI_Init, MPI_Finalize, MPI_Comm_size,
MPI_Comm_rank, MPI_Send et MPI_Recv).
Conernant la bibliothèque PVM [19℄, elle est basée sur une approhe similaire à MPI.
C'est une bibliothèque portable de passage de messages permettant d'agréger un réseau
de mahines hétérogènes (PC, Superordinateur, Serveur,) en une seule mahine virtuelle
permettant ainsi d'augmenter la onurrene des aluls, d'où l'appellation de (mahine
virtuelle parallèle). Cette bibliothèque gère tout le routage des messages, la onversion
des données et la répartition des tâhes entre les diérentes unités de alul à travers le
réseau de onnexion. En onluant, MPI et PVM aident à la ommuniation, mais les
hoix de déoupage d'implantation parallèle restent aux développeurs.
1.9.5 OpenCL (Open Computing Language)
OpenCL [20℄ est une API de bas niveau, onçue pour faire des aluls massivement
parallèles sur des systèmes parallèles hétérogènes tels que les artes graphiques (GPU
(Graphis Proessing Unit) d'intel et NVIDIA), les proesseurs multi÷urs (CPU x86) et
les proesseurs CELL. Cette interfae est basée sur le langage C permettant de supporter
le parallélisme au niveau des tâhes et des données d'une manière hiérarhique.
A travers l'interfae OpenCL, un graphe de tâhes peut être réé. Ensuite, le partage
des tâhes ou bien des données se fait d'une manière hiérarhique. Tenant l'exemple d'un
GPU, en utilisant les APIs d'OpenCL, les données peuvent être aetées en premier
temps à des Work-Groups qui forment un  NDrange  e qui permet aux Work-Items
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à l'intérieur de es Work-Groups de partager les données ou les tâhes entre eux omme
l'illustre la gure 1.6. La synhronisation entre les Work-Items se fait à travers l'utilisation
des barrières.
Figure 1.6  Conguration d'un NDrange d'OpenCL
1.9.6 CUDA (Compute Unied Devie Arhiteture)
CUDA [21℄ est une API qui permet d'eetuer des aluls massivement parallèles sur
des GPU de NVIDIA (GeFore, Tesla et). La arte graphique est onsidérée omme un
oproesseur pour l'Hte (CPU). A travers les API de CUDA, les programmes vont être
exéutés sur le GPU.
La hiérarhie d'un GPU est presque la même pour OpenCL et CUDA. Les NDranges
pour OpenCL sont notés des grilles pour CUDA, les Work-Groups sont des Bloks et les
Work-Item orrespondent aux threads.
En exploitant les APIs du CUDA, le partage des données peut être eetué à plusieurs
niveaux : au niveau des Bloks, des threads ou bien une ombinaison de deux.
1.9.7 MCSDK (Multiore Software Development Kits)
MCSDK [22℄ est une bibliothèque des APIs développée par la soiété Texas Instru-
ments. Elle vise à fournir un kit de développement logiiel qui permet aux programmeurs
de démarrer rapidement le développement des appliations embarquées sur des plate-
formes DSP multi÷urs. Cette bibliothèque permet de :
 Congurer et utiliser des périphériques, des aélérateurs et d'autres ressoures ma-
térielles (EDMA, SRIO, PCIe et.) à travers le  Low-Level Drivers (LLDs).
 Mettre en ÷uvre des paquets et des protooles basés sur le réseau (NDK Network
development Kit)
 Intégrer un support pour le système d'exploitation en temps réel SYS/BIOS et le
système d'exploitation Linux de haut niveau sur des plateformes multi÷urs.
 Fournir des méthodologies et des utilitaires de programmation multi÷ur à l'aide de
 interproessor ommuniation IPC driver  qui gère les diérentes ommuniations
entre les proessus, les ÷urs et même entre plusieurs plateformes.
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 Fournir des solutions logiielles pour résoudre ertains problèmes de programmation
multi÷ur telle que la ohérene de ahe en se servant de la bibliothèque CSL (Chip
support Library).
1.9.8 3L Diamond
3L Diamond [23℄ est un environnement de travail (IDE Integrated Development En-
vironment) onçu pour les développeurs d'appliations qui utilisent des DSP, FPGA et
GPU pour réer des systèmes parallèles multiproesseurs. Il simplie le développement
des systèmes multiproesseurs pour améliorer la produtivité et réduire les risques et les
délais de mise sur le marhé. 3L Diamond est un outil de haut niveau qui fournit un ux
de développement fortement automatisé pour réaliser des appliations sur des systèmes
parallèles. Ainsi pour érire une appliation parallèle ave 3L Diamond, il faut suivre trois
étapes :
 La première étape onsiste à déomposer l'appliation en tâhes indépendantes. Les
tâhes sont érites en C ou bien en VHDL. Ensuite, il faut dérire le graphe de
dépendanes entre les tâhes en onnetant les blos de tâhes par des anaux.
 La deuxième étape onsiste à faire une desription du matériel à utiliser en termes
de proesseurs et leurs inter-onnexions. Un proesseur peut être un DSP, un ÷ur
d'un système multi÷ur, ou un FPGA. Pour la onnexion, il faut dénir seulement
les onnexions entre les omposants distints .à.d. les âbles physiques à ajouter
au système.
 La dernière étape omporte la distribution de la desription logiielle des tâhes et
le graphe de dépendanes sur le matériel dérit antérieurement tout en indiquant
omment les tâhes doivent être plaées sur les proesseurs. Il faut probablement
disposer d'une version ompilée de haque tâhe appropriée à haque type de pro-
esseur sur laquelle elle va être exéutée.
Après avoir dénit les trois parties (software, matériel et le mappage entre eux) ; le
ongurateur de 3L Diamond onstruit l'appliation et gère automatiquement la ommu-
niation et la synhronisation entre les diérentes unités de traitement.
1.9.9 AAA/SynDEx
SynDEx (Synhronized Distributed Exeutive) [24℄ est un logiiel de CAO (Coneption
assistée par ordinateur) niveau système basé sur la méthodologie AAA (Adéquation Al-
gorithmique Arhiteture). Il vise à optimiser l'implémentation d'une appliation à temps
réel sur des arhitetures multi-omposants formées de plusieurs proesseurs et iruits
intégrés spéiques interonnetés.
La méthodologie AAA repose sur la théorie des graphes an de modéliser à la fois le
parallélisme potentiel de l'algorithme de l'appliation et le parallélisme disponible de l'ar-
hiteture de la plateforme visée. SynDEx est basé sur le ot d'implémentation AAA qui
assure automatiquement la distribution des opérations de l'algorithme sur les ressoures
de alul et de ommuniation de l'arhiteture ainsi que l'ordonnanement de elles-i. Il
permet de prédire les performanes de l'implémentation et de générer automatiquement
l'exéutif distribué orrespondant. Ce ot omporte 4 étapes essentielles omme l'illustre
la gure 1.7.
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Figure 1.7  l'approhe AAA/SynDEx
 Spéier l'algorithme en utilisant des blos ou des sommets pour dénir les opéra-
tions (apteurs, alul, ationneurs, mémoire) et des hyper-ars orientés pour dérire
les dépendanes de données (qui induisent un ordre partiel d'exéution) et les éven-
tuelles dépendanes de onditionnement pour modéliser les instrutions de ontrol
lassiques (if, then, else, swith). Il existe aussi des sommets spéiques dédiés à la
spéiation des répétitions (boules).
 Spéier l'arhiteture en plaçant des sommets pour dénir les opérateurs qui re-
présentent les ressoures de alul et les ommuniateurs qui sont les moyens de
ommuniation entre es diérents opérateurs (Mémoire RAM, FIFO, BUS, TCP).
Des ars orientés onnetent es sommets pour modéliser les transferts de données
possibles entre unités.
 Laner l'adéquation qui est basée sur une heuristique d'optimisation qui va dis-
tribuer les opérations de l'algorithme sur les sommets du graphe d'arhiteture.
SynDEx produit le résultat sous la forme d'un graphe où haque olonne représente
une ressoure de alul ou de ommuniation et sur laquelle on voit la distribution
(alloation spatiale), l'ordonnanement (alloation temporelle) des opérations sur
les proesseurs et les transferts de données entre les proesseurs sur les supports de
ommuniation.
 Génération automatique du ode : après l'adéquation et à travers l'interfae gra-
phique de SynDEx, on peut laner la génération automatique du ode d'exéutifs
pour les arhitetures programmables ou bien le VHDL synthétisable pour les arhi-
tetures ongurables (FPGA) par la version SynDEx mixte [25℄ qui supporte les
FPGA. Un hier m4 se génère pour haque proesseur et haque type de ommuni-
ateur. Le hier m4 ontient des maro-odes qui sont indépendants des omposants
matériels e qui néessite un post traitement en utilisant le maro-proesseur m4. Ce
dernier remplae haque maro-instrution par le ode soure orrespondant dans
les noyaux exéutifs et les bibliothèques d'appliations (.M4X). Ces odes soures
dépendent des omposants matériels et seront à leur tour ompilés pour obtenir le
ode exéutable.
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1.9.10 PREESM
PREESM (Parallel and Real-time Embedded Exeutives Sheduling Method) [26℄ [27℄
est un outil de prototypage rapide dont l'objetif prinipal est d'automatiser le déploie-
ment des appliations modélisées ave des graphes de ux de données (Dataow graphs)
sur des systèmes MPSoCs hétérogènes. Cet outil est développé à l'Institut d'Életroniques
et de Téléommuniations de Rennes (IETR) omme un ensemble de plugins open-soure
pour l'environnement de développement intégré Elipse. PREESM est basé sur la mé-
thodologie AAA omme l'outil SynDEx ave quelques diérenes au niveau de l'analyse
de l'ordonnanement et la génération automatique du ode. Le proessus de prototypage
[28℄ ave PREESM est dérit par la gure 1.8. Les entrées de et outil sont un graphe
d'algorithme, un graphe d'arhiteture, et un sénario qui est un ensemble des paramètres
et des ontraintes qui préisent les onditions sous lesquelles le déploiement sera exéuté.
Figure 1.8  Proessus de prototypage ave PREESM
Le graphe d'algorithme est une extension paramétrée et hiérarhique des graphes SDF
(Synhronous Dataow) [26℄ nommé PiSDF (Parameterized and Interfaed Synhronous
Dataow). Le modèle PiSDF [28℄, utilisé pour dérire des algorithmes, vise à fournir des
desriptions parallèles d'algorithmes spéiant préisément les données irulant entre les
ateurs tout en en orant un ompromis entre omportement dynamique et prévisibilité.
Le graphe d'arhiteture est nommé  System-Level Arhiteture Model  (S-LAM). Il
permet de faire une desription de l'arhiteture ible sous forme d'un graphe omportant
l'ensemble des éléments de traitement les diérents n÷uds de ommuniation entre eux.
A partir de es entrées, PREESM mappe et ordonnane automatiquement le ode sur les
diérents éléments de traitement et génère nalement le ode multi÷ur.
1.10 Conlusion
Dans e hapitre, nous avons présenté les prinipales tehnologies matérielles et lo-
giielles de développement de la tehnologie des systèmes parallèles. Nous avons disuté
les diérentes arhitetures parallèles pour les systèmes généralistes et pour les systèmes
embarqués. Nous avons omparé les avantages et inonvénients de haque système et les
problèmes qui peuvent nous renontrer lors d'une implémentation parallèle sur un sys-
tème multi-omposants ainsi que les solutions disponibles pour résoudre es problèmes.
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Enn, nous avons présenté un état de l'art sur les divers outils d'implémentation parallèle
pour diérents systèmes et plateformes multi-omposants qui ont été onçus pour faili-
ter la tâhe des programmeurs et assurer plus de performane ainsi que réduire le temps
de mettre sur le marhé  Time to Market . Ce travail va nous permettre de hoisir
l'arhiteture et les outils les plus adaptés pour l'implémentation HD en temps réel de
l'enodeur vidéo H264/AVC que nous allons maintenant étudier.
Dans le hapitre suivant, nous parlerons de l'enodeur vidéo H264/AVC ainsi que nous
présenterons un état de l'art sur les diérentes implémentations parallèles de et enodeur
sur des systèmes de traitement parallèle.
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Chapitre 2
Parallélisme de l'enodeur vidéo
H264/AVC
Ce hapitre présentera dans ses premières parties le prinipe général de odage vidéo en
utilisant la norme H264/AVC. Nous introduirons une desription de la haîne de odage et
les performanes de e standard de ompression vidéo. Nous présenterons la déomposition
hiérarhique d'une séquene vidéo pour la norme H264/AVC ainsi que les diérentes
dépendanes qui existent entre les étapes d'enodage et les strutures de données. Pour
nir la première partie, nous présenterons les diérentes tehniques de partitionnement
exploitables pour paralléliser et enodeur.
La seonde partie de e hapitre onernera la présentation d'un état de l'art sur les
diérentes implémentations parallèles de l'enodeur H264/AVC sur des systèmes multi-
omposants an d'aélérer le traitement et satisfaire la ontrainte d'enodage en temps
réel de 25 à 30 frames/s (f/s). Nous présenterons les diverses méthodes de partitionnement
appliquées ainsi que les résultats obtenus pour haque implémentation.
2.1 Introdution
Au ours de ette déennie, le développement rapide de la tehnologie des améras
numériques a ontribué à l'augmentation du nombre de onsommateurs d'appliations
vidéo de haute qualité telles que la télévision numérique HD, la vidéoonférene HD, la
téléommuniation visuelle sur les dernières générations de Smartphones, les améras de
surveillane HD, les appliations vidéo militaires et médiales et. Fae à ette migration
vers la qualité HD et ultra HD, il faut trouver des solutions performantes pour réduire la
grande quantité de données à transmettre, réduire le oût de stokage et faire fae à la
limitation de la bande passante de transmission.
Dans e ontexte, les experts de traitement vidéo de deux organisations internationales
l'ITU-T et l'ISO/IEC n'ont pas essé à développer des standards de ompression vidéo
dont les plus répondus sont la norme H264/AVC et la norme HEVC. Dans e hapitre,
nous nous sommes intéressés à la norme vidéo H264/AVC. Notons que la norme HEVC
est apparue durant ette thèse et que la plupart des résultats développés dans ette thèse
pourront être réutilisés pour le standard HEVC omme nous le verrons.
La norme H264/AVC a été développée pour ompenser la grande quantité de données
à transmettre et à stoker ainsi qu'améliorer le taux de ompression en omparaison ave
les aniens standards de ompression (MPEG1, MPEG2,. . . , H263) tout en gardant la
même qualité vidéo. En eet, l'enodeur H264/AVC permet de réduire la quantité de
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données de 50% tout en onservant presque la même qualité vidéo.
Cette performane est quasiment le résultat des diverses améliorations et nouvelles
ontributions au niveau de l'algorithme de odage. Ainsi, une nouvelle transformée a rem-
plaé l'anienne DCT (disrete osine transform). Des nouveaux modes de prédition que
e soit pour l'intra prédition ou l'inter prédition sont ajoutés an d'aner la reherhe et
avoir plus de préision. On note aussi l'appliation d'un proessus de ltrage pour réduire
les artefats et l'utilisation de plusieurs images de référene au niveau de l'estimation de
mouvement an de réduire eaement les redondanes temporelles dans la vidéo.
Toutes es améliorations ave la migration vers la résolution HD ont engendré une
grande omplexité de alul au niveau de l'enodeur H264/AVC. Cette omplexité rend un
peu diile de réaliser un enodage vidéo de haute dénition en temps réel pour ertaines
implémentations. Cei entraine d'une part l'appliation de diverses optimisations que e
soient algorithmiques, logiielles ou matérielles et de penser d'autre part au parallélisme
de et enodeur en protant de la nouvelle tehnologie de proesseurs atuels, les outils de
développement parallèle et le parallélisme potentiel existant au sein de ette appliation.
2.2 La haîne d'enodage vidéo
La ompression (enodage) d'une séquene vidéo a pour but de réduire son débit
et par onséquene le oût de stokage, ou rendre possible sa diusion en minimisant
la harge du réseau de transport. Cela est possible en éliminant les redondanes grâe
à un odage spéique : un odage intra-image pour réduire les redondanes spatiales
au niveau de l'image elle même et un odage inter-image pour éliminer les redondanes
temporelles entre les images suessives. La séquene vidéo est alors érite d'une manière
plus ompate. L'enodeur H264/AVC est un hybride de es deux types de odage intra
et inter. En eet, la première image d'une séquene est forement odée  Intra . Pour les
autres images d'une séquene, on peut utiliser soit un odage inter soit un odage intra.
La haîne de odage de la norme H264/AVC omporte plusieurs étapes an d'aboutir à
la génération du bitstream odé (ux ompressé) de la vidéo d'entrée qui se traite image
par image (frame).
Pour l'enodeur H264/AVC baseline prole, le format de l'image utilisé est YUV 4 :2 :0
.à.d. pour haque 4 pixels de la luminane Y, on a un seul pixel de hrominane rouge U
et un autre pixel pour la hrominane bleue V. Cei a pour but de réduire la omplexité
d'enodage sans trop aeter la qualité visuelle puisque le système de vision humaine
présente une sensibilité moindre à la ouleur qu'à la luminosité. La taille d'une image
à enoder est don égale à 1,5 fois la taille de la omposante luminane. Les étapes
d'enodage sont dérites par la gure 2.1 et onsistent à :
2.2.1 Division en maroblos
Les tehniques de ompression vidéo atuelles odent l'image en la déomposant en
blo appelé maroblo (MB). Chaque image d'une séquene vidéo est partitionnée en
maroblos de taille 16x16 pixels pour la omposante luminane (appelé Y) et de 8x8 pixels
pour la hrominane rouge (appelé Cr) et la hrominane bleue (appelé Cb). L'enodage
se fait MB par MB jusqu'à terminer tous les MBs de l'image.
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Figure 2.1  La haîne d'enodage vidéo H264/AVC
2.2.2 Prédition
Chaque MB de l'image ourante (à enoder) subit omme première étape d'enodage
deux types de prédition pour assurer une bonne ompression qui garantit une diminution
de la quantité d'information sans dégradation de la qualité visuelle :
2.2.2.1 Intra prédition
L'intra prédition est utilisée pour éliminer les redondanes spatiales dans une image
vidéo. Elle exploite la orrélation spatiale entre les maroblos adjaents dans l'image
qui tendent à avoir des propriétés semblables. On peut prévoir le MB d'intérêt à partir
des maroblos voisins (typiquement eux situés en dessus et à gauhe du MB d'intérêt,
puisque es maroblos auraient été déjà odés).
La diérene entre le MB réel et sa prédition, désignée par le résiduel, est alors odée.
Ainsi, on a une représentation ave un nombre de bits limité en le omparant ave elui
utilisé pour la transformation direte du MB lui-même.
L'intra prédition se devise en trois parties [29℄ :
 Intra prédition pour la luminane 16x16 (appelée Intra16x16)
 Intra prédition pour la luminane 4x4 (appelée Intra4x4)
 Intra prédition pour la hrominane 8x8
2.2.2.1.1 Intra16x16
L'intra16x16 est une prédition uniforme ; appliquée pour l'ensemble du MB (16x16).
Elle est reommandée dans les as des zones régulières qui ne ontiennent pas beauoup
de détails et qui sont aratérisées par une faible texture. Le MB prédit est déterminé à
partir de es pixels voisins (haut et gauhe) selon 4 modes de prédition omme indiqué
par la gure i-dessous.
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Figure 2.2  Les modes de prédition intra16x16
Le meilleur MB prédit est elui qui donne la valeur du RDO (Rate Distortion Opti-
mization) la plus faible, dénie par l'équation 2.1.
Costmode = Distortion(MB) + λmode ∗Rate(MB) (2.1)
Où la distorsion représente la somme de la diérene en valeur absolue (SAD) dénie par
l'équation 2.2.
SADmode =
16∑
i=1
16∑
j=1
|MBsrc(i, j)−MBpredmode(i, j)| (2.2)
Ave :
 MBsr : blo soure (16x16)
 MBpredmode : maroblo prédit (16x16) selon le mode appliqué (0, 1, 2 ou 3)
 N=16.
λ : Multipliateur de Lagrange basé sur une fontion exponentielle du paramètre de
quantiation QP dont l'équation est :
λ = 0.85 ∗ 2((QP−12)/3) (2.3)
Rate (MB) : Nombre de bits pour oder le blo en appliquant le mode testé. Notons que
le Costmode peut être alulé seulement ave le SAD sans tenir ompte du débit (bitrate)
an de réduire la omplexité du alul, dans e as, Costmode = SADmode.
2.2.2.1.2 Intra4x4
L'intra4x4 est généralement appliquée dans les zones d'images à haute texture par
rapport au 16x16 où il y a beauoup de détails. Elle est appliquée à la luminane Y an
d'aner la prédition et avoir un taux de ompression plus élevé ave une bonne qualité
vidéo.
L'intra4x4 onsiste à déomposer le MB 16x16 en 16 blos de taille 4x4 et par la suite
faire la prédition de haque blo4x4 à partir de es voisins qui ont été odés avant suivant
un ordre bien déterminé qu'on appelle  ordre onventionnel  présenté par la gure 2.3.
Neuf modes de prédition sont appliqués à haque blo 4x4 an de déterminer le
meilleur blo prédit et le meilleur mode de prédition parmi les neuf omme indiqué par
la gure 2.4.
Le mode qui donne la valeur du SAD la plus petite est elui qui va être séletionné
omme meilleur mode de prédition pour le blo 4x4, ette valeur est notée SAD4x4. Pour
l'Intra4x4 on aura 16 meilleurs SAD4x4 haun orrespond à un blo4x4 puisque un MB
39
Parallélisme de l'enodeur vidéo H264/AVC
Figure 2.3  Ordre de parours onventionnel de l'intra4x4
Figure 2.4  Les modes de prédition intra4x4
est formé par 16 blos de taille 4x4. Don le SAD de l'intra4x4 est noté SADintra4x4 et il
est égal à la somme de es 16 SAD4x4.
Après la détermination du meilleur MB prédit 4x4, il faut enoder e blo pour dé-
terminer le blo 4x4 reonstruit utilisé par la suite dans la prédition de prohains blos
4x4 (utilisation des pixels voisins).
2.2.2.1.3 Intra prédition pour la hrominane 8x8
La prédition de la hrominane que e soit rouge ou bleue est semblable à la prédition
de la luminane intra16x16. La taille du MB est 8x8 au lieu de 16x16 et les 4 modes de
prédition intra16x16 sont appliqués de même façon pour les hrominanes 8x8. Chaque
MB 8x8 de la hrominane est prédit à partir des pixels voisins hauts et /ou gauhes déjà
odés et reonstruits. Les deux hrominanes rouge et bleue doivent avoir le même mode
de prédition. On ne fait le alul que pour l'une de deux et par la suite on détermine le
MB prédit de la deuxième omposante selon le mode séletionné pour la première.
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2.2.2.2 Inter prédition
L'inter prédition est basée sur l'estimation et la ompensation de mouvement an
de réduire les redondanes temporelles qui existent entre les images suessives. En eet,
l'estimation de mouvement onsiste à reherher les parties identiques de l'image ourante
dans les images préédemment odées et à ne oder que les veteurs de mouvement de
es parties ainsi que leurs diérenes. Cei assure une rédution du débit d'une façon très
importante par rapport au odage intra ave une bonne qualité d'image.
Parmi les algorithmes d'estimation de mouvement les plus utilisés on trouve le  Blok
Mathing Algorithm BMA .à.d. l'algorithme de orrespondane des blos. Pour haque
MB de l'image ourante, l'algorithme herhe le MB qui lui orrespond le plus dans les
images préédemment enodées  images de référene et spéialement dans une zone
bien déterminée appelée  fenêtre de reherhe  omme présenté par la gure i-dessous.
L'estimation de mouvement se fait pour la omposante luminane Y, puis on aete le
même veteur de mouvement aux deux hrominanes U et V.
Figure 2.5  Estimation de Mouvement pour la norme H264/AVC
La méthode BMA la plus simple est la reherhe exhaustive  Full Searh , qui onsiste
à parourir la totalité de la fenêtre de reherhe pixel par pixel. Le MB le plus similaire
est elui qui fournit une distorsion minimale en se basant sur le alul du Cost (équation
2.1). En dépit de l'eaité de ette méthode, le temps d'exéution reste énorme, e
qui explique la diversité des algorithmes de reherhes élaborés omme le Line Diamond
Parallel Searh (LDPS), Three Step Searh (TSS), Nearest Neighbors Searh Algorithm
(NNS) [30℄ et. Pour raner la reherhe et avoir plus de préision ainsi que pour ouvrir
les as où le mouvement des pixels d'un même MB n'est pas uniforme, la norme H264/AVC
introduit des nouveautés au niveau de l'inter prédition. Ainsi, sept modes de prédition
sont testés au lieu d'un seul mode omme illustré par la gure 2.6.
Le MB entier peut avoir un seul veteur de mouvement et ei dans les as des zones
homogènes et uniformes omme il est possible aussi, pour les zones à haute texture, les
sous-blos de e MB peuvent avoir haun un veteur de mouvement propre à lui. Cei
permet d'engendrer plus de préision sur l'origine des blos et ainsi améliorer la qualité
vidéo et le taux de ompression.
Suite à l'estimation de mouvement, l'étape de ompensation de mouvement s'établit.
Elle onsiste à déterminer le MB prédit selon les meilleurs modes d'inter prédition sé-
letionnés. Ainsi, le MB prédit est une opie des blos de l'image de référene selon les
veteurs de mouvement alulés.
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Figure 2.6  Les modes d'inter prédition
2.2.3 Déision de mode
La détermination du meilleur MB prédit se fait après avoir eetué les trois types de
préditions (intra16x16, intra4x4 et inter) ave tous leurs modes. Le type de prédition
qui donne le Cost le plus petit sera hoisi omme le meilleur type de prédition et ainsi
son mode qui a été séletionné sera le meilleur mode de prédition omme indiqué par la
gure i-dessous. Si le meilleur type de prédition est l'inter, alors il faut ensuite eetuer
la ompensation de mouvement qui onsiste à opier les pixels de la fenêtre de reherhe,
selon le veteur de mouvement alulé, dans le buer du MB prédit.
Figure 2.7  La haine de prédition et déision de mode pour la norme H264/AVC
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2.2.4 Transformée entière
Cette étape est la plus importante des algorithmes de ompression. Elle permet de
passer à une présentation fréquentielle de l'image au lieu d'une présentation spatiale e
qui donne plus d'eaité en termes de débit de par la suite. La transformée permet de
séparer les basses fréquenes qui représentent l'information utile de l'image des hautes
fréquenes (moins importantes). L'information utile sera loalisée dans un nombre limité
de oeients (Coeients DC).
Puisque la transformée s'applique sur le MB résiduel qui est la diérene entre le MB
ourant et le meilleur MB prédit, les oeients AC (les hautes fréquenes) sont en gé-
néral des oeients nuls. Cei permet de diminuer signiativement le nombre de bits
néessaire pour la représentation de données. La nouveauté de la norme H264/AVC au
niveau de la transformée est l'utilisation d'une transformée en Cosinus Disret TCD mo-
diée. C'est une transformée entière ICT [31℄  Integer Cosine Transform  qui manipule
seulement des données entières et elle se base seulement sur des opérations d'addition et
de déalage. Par onséquent, elle permet de réduire eaement le oût d'une implémen-
tation matérielle.
L'enodeur H264/AVC fait reours aussi à une transformée HADAMARD [1℄ pour les
oeients DC de haque blo résiduel d'une prédition intra16x16 ainsi que les oe-
ients DC de haque blo 2x2 de la hrominane.
2.2.5 Quantiation
Après la transformation entière (f. gure 2.1), la quantiation s'applique sur les
oeients du MB résiduel déjà transformés. Elle onsiste à diviser les oeients trans-
formés par un pas de quantiation (Qstep). Cei permet d'éliminer au maximum les
hautes fréquenes et augmenter le nombre de oeients nuls. On améliore ainsi le taux
de ompression mais en ontre partie ela provoque une perte de données don baisse de
la qualité.
2.2.6 Codage entropique
La dernière étape avant la transmission de données sur le anal (séparant le odeur et
le déodeur) est le odage des données résiduelles transformées et quantiées en utilisant
le odeur entropique (f. gure 2.1).
La norme H264/AVC présente plusieurs odeurs entropiques :
 CABAC (Context-adaptive binary arithmeti oding) : Il s'agit d'un odage arith-
métique. C'est une tehnique sophistiquée de odage entropique qui produit d'exel-
lents résultats en termes de ompression mais possède une grande omplexité (non
disponible dans les prols baseline et extended).
 CAVLC (Context-adaptive Human variable-length oding) : Il s'agit d'un odage
adaptatif de type Human à longueur variable, qui est une alternative moins om-
plexe que CABAC pour le odage des tables de oeients de transformation. Bien
que moins omplexe que CABAC, CAVLC est plus élaboré et plus eae que les
méthodes habituellement utilisées jusqu'à présent pour oder les oeients. En
eet, en exploitant les probabilités d'ourrene de haque symbole ou séquene
de symboles à émettre, on peut leur assoier un mot binaire d'une longueur d'au-
tant plus ourte que leur ourrene est grande. Cei entraîne une ompression plus
eae.
43
Parallélisme de l'enodeur vidéo H264/AVC
 Une tehnique simple et hautement struturée de odage à longueur variable (Va-
riable length oding) pour de nombreux éléments de syntaxe non odés par CABAC
ou CAVLC, onsidéré omme du ode exponentiel-Golomb (Exp-Golomb).
Après le odage entropique, il y a une ouhe réseau (la ouhe NAL : Network Abs-
tration Layer), omme indiqué par la gure 2.8, qui organise le ux binaire dans des
unités (NALU) an d'assurer l'intégration et le transport de ux binaire (Bitstream) sur
divers types de réseaux.
Figure 2.8  Les ouhes d'enodeur entropique
2.2.7 La haîne de déodage
La haîne de déodage qui existe au niveau de l'enodeur H264/AVC est formée par
la quantiation inverse et la transforme ICT inverse. Elle a pour but de reonstruire
les MBs odés. Ainsi, après es deux étapes, le MB résiduel est realulé et par la suite
additionné ave le meilleur MB prédit pour obtenir le MB reonstruit. Ce dernier sera
exploité dans la prédition de MBs suivants de la même image (les pixels voisins) et aussi
pour les MBs des images suivantes (fenêtre de reherhe dans l'image de référene).
2.2.8 Le ltrage anti-blos
L'enodeur H264/AVC intègre également un ltre qui améliore la qualité visuelle de
séquenes vidéo en éliminant ertains eets indésirables du odage omme les eets des
blos (les artéfats). Après la reonstrution, le proessus de ltrage prend plae pour
lisser les bords horizontaux et vertiaux de haque MB 16x16. Les artéfats sont alors
réduits sans aeter la netteté du ontenu ainsi que la qualité subjetive de l'image qui
s'améliore énormément omme on peut le voir sur l'exemple d'images ompressées de la
gure 2.9. En plus de l'amélioration de la qualité, le proessus de ltrage aete aussi le
débit binaire (bitrate) en introduisant une rédution de 5 à 10%.
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Figure 2.9  Eet de ltre anti-blos
2.3 Les types d'images dans la norme H264/AVC  Ba-
seline prole 
La norme H264/AVC intègre plusieurs prols de odage (proles) [1℄ qui se diérent
entre eux par les outils, les algorithmes ainsi que les options de odages appliqués. Chaque
prol est destiné à une appliation vidéo bien déterminée. On trouve le  Baseline prole 
pour les appliations mobiles et vidéoonférenes, le  Main prole  pour les appliations
de grand publi, le  extended prole  pour la diusion en streaming et le  high prole
 pour les appliations TV de haute dénition et le stokage.
Dans e manusrit on s'intéresse uniquement au Baseline prole. Ainsi, pour e type
de prol, on aura deux types d'images  I frame  et  P frame  omme indiqué par la
gure 2.10 :
Figure 2.10  Les types d'images pour la norme H264/AVC Baseline prole
45
Parallélisme de l'enodeur vidéo H264/AVC
 Intra Frame  I Frame  : Au niveau de e type d'images, seulement l'intra prédition
est appliquée ave ses deux types de prédition (intra16x16 et intra4x4). Le meilleur
mode qui engendre le minimum de distorsion (SAD : Sum of Absolute Dierene)
sera séletionné. Les images I sont généralement utilisées pour rafraihir la sène
vidéo quand on a des hangements de plan par exemple.
 Predited Frame  P frame  : les deux types de prédition sont appliqués : l'intra
prédition et l'inter prédition qui est basée sur l'estimation de mouvement. Une
omparaison est eetuée entre les 3 modes de prédition selon leurs Costs. Le type
de prédition, qui induit une distorsion minimale, sera séletionné.
2.4 La déomposition hiérarhique d'une vidéo
Pour la norme H264/AVC Baseline prole, une séquene vidéo est une suession des
GOP (Group Of Pitures) omme indiqué par la gure 2.11. Chaque GOP est un ensemble
des images  Frames . La première image de haque GOP est une image intra  I Frame
 et le reste sont des images de type P  Predited Frames . La taille du GOP est variable
et peut prendre les valeurs 8 (une image I et sept images P), 16 ou 32.
Les images peuvent être aussi déoupées en tranhes  slies  indépendantes les unes
des autres. Ainsi, les MBs de la première ligne de haque slie ne tiennent pas ompte des
voisinages en haut. La prédition de es MBs se fait seulement en exploitant les pixels
voisins du MB à gauhe. Une slie peut omporter une ou plusieurs lignes de MBs. Chaque
ligne omporte un nombre N de MBs de taille 16x16 selon la largeur de l'image. Ces MBs
sont aussi déoupés en blos de taille 4x4 utilisé au niveau de l'intra4x4, transformée ICT
et.
Figure 2.11  La déomposition hiérarhique des données pour la norme H264/AVC
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2.5 Les diérents types de partitionnement
A partir de la struture de l'enodeur H264/AVC et de la déomposition hiérarhique
de données dans une séquene vidéo, nous pouvons explorer deux prinipaux types de
partitionnement :
2.5.1 Partitionnement fontionnel : Task Level Parallelism TLP
Le partitionnement fontionnel onsiste à déomposer l'enodeur en plusieurs étapes,
les identier en groupes de tâhes égaux au nombre d'unités de traitement (÷urs, pro-
esseurs) disponibles sur le système et exéuter es groupes de tâhes simultanément en
les pipelinant.
Ce type de partitionnement doit être basé sur le résultat d'un prolage préalable
de l'enodeur pour distinguer les soures de omplexité de alul et les parties les plus
gourmandes en termes de temps d'exéution. Ainsi, la omplexité de alul de diérentes
tâhes doit être prise en onsidération an de maximiser le gain de odage et assurer un
équilibre de harge sur les diérentes unités de traitement. Enn, lors du regroupement des
fontions, le oût de synhronisation doit être minimisé autant que possible, en éliminant
les dépendanes de données entre les diérentes tâhes. Par exemple, les modes de l'intra
prédition (13 modes) et les modes de l'inter prédition (7 modes) peuvent être traités en
parallèle puisqu'il n'y a pas des dépendanes entre eux. Par ontre, la transformée entière,
la quantiation et le odage entropique doivent être traités en série an de respeter les
dépendanes entre eux.
2.5.2 Partitionnement de données : Data Level Parallelism DLP
Ce type de partitionnement onsiste à exploiter le parallélisme existant entre les dif-
férentes strutures de données de la norme H264/AVC (gure 2.11). En protant de la
déomposition hiérarhique d'une séquene vidéo, plusieurs niveaux de données pour-
raient être traités simultanément sur diérentes unités de traitement. Cependant, e type
de parallélisme est limité par les dépendanes que e soient spatiales ou temporelles qui
existent entre es diérentes strutures de données. Dans ette setion, nous étudierons
es dépendanes ainsi que nous présenterons les diverses tehniques de parallélisme de
données qui pourraient être appliquées en respetant es dépendanes. Nous disuterons
aussi les avantages et les inonvénients de es tehniques par rapport à l'algorithme de
odage ainsi que les ontraintes qu'elles imposent sur le système d'exéution.
2.5.2.1 Dépendanes spatiales de l'enodeur H264/AVC
Elles existent entre les MBs de la même image à enoder. Ces dépendanes apparaissent
au niveau de trois modules essentiels :
2.5.2.1.1 Dépendanes au niveau de l'intra prédition
Pour déterminer le MB prédit qui orrespond au MB ourant de ordonnées (Y, X) de
l'image ourante à enoder, le module d'intra prédition utilise les pixels des MBs voisins
reonstruits (déjà enodés). Ces voisinages sont les pixels des bords du MB à gauhe
(LEFT : MB (Y, X-1), le MB en haut (TOP : MB (Y-1, X), le MB en haut à droite (TOP
RIGHT MB (Y-1, X+1) et le MB en haut à gauhe (TOP LEFT MB (Y-1, X-1) omme
47
Parallélisme de l'enodeur vidéo H264/AVC
indiqué par la gure 2.12. Ainsi, le MB (Y, X) ne pourra être odé que si et seulement si
es MBs voisins ont été déjà odés et reonstruits.
Figure 2.12  Dépendanes de données pour l'intra prédition
2.5.2.1.2 Dépendanes au niveau du module de ltrage
Pour ltrer un MB (Y, X), le module du ltrage néessite quatre lignes de pixels du
MB en haut (MB TOP) et quatre lignes aussi du MB à gauhe (MB LEFT) omme
présenté par la gure 2.13. Ainsi, pour ltrer le MB ourant, il faut que le MB TOP et le
MB LEFT soient déjà ltrés.
Figure 2.13  Dépendanes de données pour le ltre-anti-blo
2.5.2.1.3 Dépendanes spatiales au niveau de l'estimation de mouvement
Avant d'appliquer l'algorithme d'estimation de mouvement, il faut aluler tout d'abord
le entre de la fenêtre de reherhe (x : [-15,15℄ et y : [-15,15℄) puisque le entre ne oïnide
pas forément ave la position (x=0, y=0). En protant de la forte orrélation entre les
MBs voisins, le entre de reherhe est déterminé en alulant le veteur de mouvement
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(VM) prédit du MB ourant. Ce dernier est alulé par la valeur médiane de trois veteurs
de mouvement des MBs voisins déjà enodés omme l'illustre la gure 2.14.
Figure 2.14  Estimation du entre de reherhe
Ainsi, la reherhe du veteur de mouvement réel pour le MB ourant s'eetue dans la
fenêtre de reherhe au niveau de l'image de référene à partir de la position alulée par le
VM prédit. Cette approhe réduit énormément la omplexité de l'algorithme de reherhe
et permet d'avoir un gain important en termes de vitesse d'enodage puis qu'elle assure
une onvergene plus rapide de l'algorithme de reherhe. Cei nous amène à eetuer
l'estimation de mouvement pour le MB ourant si et seulement si ses MBs voisins ont
déjà été odés.
2.5.2.2 Dépendanes temporelles de l'enodeur H264/AVC
Les dépendanes temporelles orrespondent aux dépendanes qui existent entre les
données qui appartiennent à des images diérentes (suessives dans le temps). Cei est
noté au niveau du module d'estimation de mouvement qui onsiste à déterminer le veteur
du mouvement d'un MB (X, Y) dans l'image ourante i par rapport à ses positions dans
les images de référene i-n. La reherhe est limitée, omme nous avons indiqué auparavant
(setion 2.2.2.2), dans une zone bien déterminée appelée  fenêtre de reherhe  dont la
position dans les images de référene est X-15, X+15, Y-15, Y+15. Ainsi, pour enoder
un MB (X, Y) dans une image i, il faut que les MBs qui forment la fenêtre de reherhe
dans les images de référene i-n soient déjà odés.
Figure 2.15  Dépendanes au niveau de l'inter prédition
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2.5.2.3 Les tehniques de parallélisme de données
Selon la struture hiérarhique de données pour la norme H264/AVC et les dépen-
danes partielles qui existent entre les diérents niveaux, plusieurs points pourraient être
notés ainsi que diverses approhes de parallélisme pourraient être exploitées an d'aé-
lérer l'enodage.
Nous pouvons noter l'absene totale de dépendanes temporelles entre les GOP su-
essives puisque haque GOP ommene par une image intra  I Frame  qui impose
seulement des dépendanes spatiales (pas d'estimation de mouvement). Ainsi, plusieurs
GOP pourraient être odés en parallèle et ette approhe est nommée par  GOP Le-
vel Parallelism . Cette approhe se aratérise par une haute évolutivité et salabilité
puisque l'aélération d'enodage est améliorée en fontion du nombre d'unités d'exéution
disponibles dans le système. Elle ne néessite pas en plus un oût élevé de synhronisation
et de ommuniation inter-proesseurs et n'introduit pas de distorsion ni au niveau de la
qualité ni au niveau de débit puisque toutes les dépendanes sont respetées. Cependant,
ette tehnique exige la disponibilité d'une grande quantité de mémoire pour sauvegarder
tous les GOP. Cei rend ette approhe inappropriée pour ertaines plateformes omme les
systèmes sur pue (SOC) où la surfae de la pue joue un rle important dans l'évaluation
de la oneption.
Nous remarquons aussi qu'il existe une dépendane partielle entre les images sues-
sives d'un même GOP. C'est une dépendane temporelle omme nous l'avons indiqué
auparavant au niveau du module d'estimation de mouvement liée à la fenêtre de re-
herhe. Ainsi, plusieurs MBs de diérentes images pourraient être odés en parallèle dès
que les MBs qui forment la fenêtre de reherhe seraient odés. Ainsi, plusieurs images
(frames) pourraient être odées en pipeline. Cette approhe est notée  Frame Level
Parallelisme . En eet, ette méthode parallèle respete les dépendanes de données et
n'engendre auune distorsion au niveau de la qualité ni au niveau du débit. Elle présente
aussi un bon ompromis entre la salabilité et la quantité de mémoire utilisée. Cependant,
ette approhe néessite plus de synhronisations et de ommuniations inter-proesseurs
omparé à la méthode GOP Level Parallelism ; don plus de omplexité au niveau de
l'implémentation.
Étant donné que la norme H264/AVC donne la possibilité de diviser l'image en tranhes
indépendantes (slies) alors, plusieurs tranhes pourraient être traitées en parallèle selon
le nombre d'unités de traitement disponibles. Chaque unité va traiter une tranhe in-
dépendamment des autres puisqu'il n'y a auune dépendane spatiale entre elles. Cette
approhe est notée par  Slie Level Parallelism . Elle est aratérisée par une haute
salabilité et un très faible oût de synhronisation entre les threads. Cette approhe
n'exige pas une quantité de mémoire importante sur le système et permet de réduire si-
gniativement la latene d'enodage. Cependant, ette tehnique de parallélisme induit
une dégradation de la performane d'enodage en termes de qualité visuelle et de débit
binaire puisque les dépendanes spatiales ne sont pas respetées. Cette dégradation est
proportionnelle au nombre de tranhes dans l'image.
Finalement, puisque la proédure d'enodage dans une image se fait par MB et que
e dernier est seulement lié aux MBs voisins (MB à gauhe, en haut, en haut à droite et
en haut à gauhe), nous en déduisons qu'il est possible à un ertain moment de laner
l'enodage de plusieurs MBs d'une même image en parallèle, ei lorsque ses voisins sont
odés. Cette approhe est notée par le nom de  MB Level Parrallelism . Elle est
aratérisée par un temps de latene très réduit et n'exige pas une grande quantité de
mémoire. Cependant, le oût élevé de synhronisation, la diulté d'assurer un équilibre
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de harge de travail entre les diérentes unités de traitement et la ommuniation inter-
proesseurs pour le transfert de données entre eux, restent les inonvénients majeurs de
ette approhe.
Le tableau i-dessous représente une réapitulation sur les avantages et les inonvé-
nients de haque approhe de parallélisme en termes de salabilité, quantité de mémoire
néessaire, performane de odage (Qualité, débit) et oût de synhronisation.
Tableau 2.1  Comparaison entre les approhes de parallélisme
Approhe de parallélisme Task GOP Frame Slie MB
Salabilité Faible Haute Moyenne Haute Faible
Quantité de mémoire néessaire Faible Grande Grande Faible Faible
Dégradation débit/qualité Non Non Non Oui Non
Synhronisation Haute Non Faible Non Haute
2.6 État de l'art sur le parallélisme de l'enodeur
H264/AVC
Vu la grande omplexité de l'enodeur H264/AVC, qui s'aroit d'autant plus ave
des vidéos à haute résolution, satisfaire la ontrainte d'enodage en temps réel (25 à 30
f/s) représente un dét diile pour les systèmes mono÷urs ave une faible fréquene
de CPU. Cei entraine les développeurs à appliquer diverses tehniques d'optimisation et
à proposer des implémentations diérentes an d'aélérer le proessus d'enodage. Nous
pouvons lassier es optimisations en plusieurs atégories :
 Optimisations algorithmiques (softwares) : elles onsistent à réduire la omplexité
du alul pour ertains modules d'enodage en proposant de nouveaux algorithmes
plus rapides tels que les algorithmes de déision de mode rapide pour l'intra et l'inter
prédition [32℄, [33℄, [34℄, [35℄, [36℄ et.
 Optimisations matérielles : elles protent des avanements au niveau des arhite-
tures ongurables omme les FPGA an d'aélérer matériellement ertains mo-
dules d'enodage tels que l'estimation de mouvement [37℄, l'intra prédition [38℄, le
ltrage [39℄ et même faire une implémentation matérielle pour la totalité de l'eno-
deur [40℄, [41℄.
 Optimisations struturelles : elles onsistent à proposer une méthodologie d'implé-
mentation optimisée pour l'enodeur H264/AVC sur des systèmes mono÷urs en
tenant ompte des alloations mémoires, transfert de données, pipeline, utilisation
d'un jeu d'instrution dédié pour l'arhiteture ible (assembleur, intrinsis) [42℄,
[43℄.
 Implémentations parallèles sur des systèmes multi÷urs et multiproesseurs : elles
protent de la nouvelle tehnologie des systèmes parallèles pour surmonter la li-
mitation de la fréquene de proesseurs mono÷urs. En exploitant le parallélisme
potentiel de l'enodeur H264/AVC que e soit au niveau des tâhes ou bien au ni-
veau de la struture de données, diverses implémentations parallèles peuvent être
proposées an d'aélérer le traitement et augmenter la vitesse d'enodage.
Dans ette setion, nous sommes intéressés à la tehnique d'implémentation parallèle
sur diverses plateformes multi-omposants. Comme nous l'avons expliqué auparavant,
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le parallélisme de l'enodeur peut se faire au niveau des tâhes aussi qu'au niveau des
données, Nous présenterons i-dessous quelques solutions de parallélisation de l'enodeur
H264/AVC exploitant le Task Level Parallelism, le GOP level Parallelism, le Frame Level
Parallelism, le Slie Level Parallelism et le MB Level Parallelism .
2.6.1 Task Level Parallelism
Plusieurs développeurs ont hoisi d'appliquer le parallélisme au niveau des tâhes an
d'aélérer l'enodage tout en assurant une latene minimale. A titre d'exemples, nous
itons :
 Zhibin Xiao et al [44℄ ont partitionné les modules de l'enodeur H264/AVC sur un
système many-÷ur AsAP (Asynhronous Array of Simple Proessors) omposé de
164 ÷urs DSP haun ave une petite mémoire de haute eaité énergétique, trois
aélérateurs matériels dont un est destiné pour l'estimation de mouvement et trois
mémoires partagées intégrées de 16 Kilo-otets (Ko) ; tous sont interonnetés par
un réseau maillé reongurable omme illustré dans la gure 2.16.
Zhibin Xiao et al ont eetué l'enodage de la luminane et la hrominane en pa-
rallèle. Tous les modes de l'intra4x4 et l'intra16x16 sont aussi alulés en parallèle.
Seulement trois modes pour l'intra4x4 au lieu de neuf et trois modes pour l'in-
tra16x16 au lieu de quatre sont testés an d'éliminer la dépendane ave le MB en
haut à droite. Huit proesseurs sont utilisés pour la transformée et la quantiation
et 17 proesseurs pour l'enodage entropique CAVLC. Finalement, un aélérateur
matériel est utilisé pour l'estimation de mouvement.
En dépit de toutes es ressoures matérielles exploitées, l'enodage en temps réel
n'est pas atteint. La vitesse d'enodage obtenue est 21 f/s pour une vidéo de réso-
lution VGA (640x480). Réduire le nombre de modes pour l'intra4x4 et l'intra16x16
induit une dégradation de la qualité visuelle ainsi qu'une augmentation au niveau
de débit.
Figure 2.16  Mappage de l'enodeur H264/AVC sur le système AsAP
 Hajer krihene et al. [45℄ ont aussi exploité la déomposition en tâhes an d'avoir
un modèle parallèle de l'enodeur H264/AVC destiné aux SOCs embarqués. Leur
implémentation est basée sur l'exploration du parallélisme au niveau des tâhes et
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l'utilisation du modèle KPN (Kahn proess network) [46℄ de alul pour dérire
l'algorithme et l'arhiteture. Ce modèle permet d'assurer un réseau de ommuni-
ation entre les proessus onurrents qui ommuniquent d'une façon point-à-point
à travers des anaux FIFO (First Input First Output) unidiretionnels.
Dans leur implémentation, ils ont déomposé l'enodeur en plusieurs tâhes. Les
modules d'estimation et ompensation de mouvement sont divisés en trois proes-
sus pour aélérer leurs exéutions. Les résultats expérimentaux ont montré qu'une
aélération d'enodage de 3,6x est obtenue pour une résolution QCIF (176x144).
Cependant, le temps réel n'est pas atteint vu la vitesse d'enodage obtenue pour
ette résolution est égale à 7,7 f/s en utilisant quatre proesseurs MIPS R3000.
 Ming-Jiang Yang et al [47℄ ont implémenté l'enodeur H264/AVC sur un proesseur
DSP Dual-ore ADSP-BF561 de fréquene 600 MHz exploitant le partitionnement
fontionnel. Le prinipe de leur implémentation est dérit par la gure 2.19. Le Core
A de e DSP est onsaré à l'exéution des modules d'intra prédition, ompensation
de mouvement, transformée (direte et inverse), quantiation (direte et inverse)
et odage entropique. Le Core B traite le module de ltrage, l'extension de l'image
et l'interpolation.
L'exéution se fait en pipeline sur deux étapes. Cette implémentation a assuré un
enodage en temps réel seulement pour la résolution CIF (352x288). Le temps réel
n'est pas obtenu pour des résolutions plus élevées (22 f/s pour une résolution VGA).
 Seongmin Jo et al [48℄ ont exploité le modèle de programmation OpenMP pour
paralléliser l'enodeur H264/AVC en utilisant l'approhe TLP (Task Level Paral-
lelism). Ils ont exéuté l'estimation de mouvement (16x16, 16x8, x8x6 and 8x8)
et l'intra prédition (intra4x4 and intra16x16) pour le MB ourant et le ltrage
du MB préédent en parallèle omme sept tâhes indépendantes sur un proesseur
ARM Quad MPCore. La déision de mode et l'enodage se font par la suite en série.
Les résultats expérimentaux ont montré que l'aélération obtenue est de 1.67 sur
4 CPU. Cette aélération est onsidérée faible par rapport au nombre de ÷urs
utilisés puisqu'on peut atteindre une valeur optimale de 4.
2.6.2 GOP Level Parallelism
Plusieurs travaux ont adopté l'approhe  GOP Level Parallelism  pour se proter
de sa haute salabilité, sa simpliité et le faible oût de ommuniation inter-proesseurs.
Nous présentons à titre d'exemples :
 S.Sankaraiah et al. [49℄ [50℄ ont exploité ette tehnique en utilisant un algorithme
multithreading. Deux GOP buers ont été réés pour sauvegarder les images brutes
non ompressées. Un thread maitre planie le hargement des images de es buers
vers quatre buers temporaires selon leurs types. Les images sont transférées par
la suite séquentiellement vers le ÷ur orrespondant pour l'enodage. Le thread
maitre gère aussi les dépendanes entre les images et leurs aetations aux ÷urs
libres. Quatres threads ont été réés pour faire l'enodage des images qui sont en
attente dans les buers temporaires. Les simulations ont montré qu'une aélération
de 5,6x est obtenue sur un proesseur Intel ore2 Duo CPU T5750 et de 10x sur un
proesseur Intel Core2 Quad 9400 pour la résolution QCIF et CIF en utilisant le
software H264/AVC JM 17.2 (Joint Model) [51℄.
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 Rodriguez et al. [52℄ ont proposé une implémentation parallèle de l'enodeur H264/AVC
sur des lusters (grappes d'ordinateurs) en ombinant deux approhes de partition-
nement an d'assurer une haute salabilité ave une faible latene. Chaque GOP
de la séquene vidéo est aeté à un groupe de proesseurs. Chaque groupe om-
porte un gestionnaire loal (P0) qui ommunique ave un gestionnaire global (P0')
à travers le Message Passing Interfae (MPI). Dès que l'enodage d'un GOP est
omplètement terminé, P0 demande un nouveau GOP à enoder par son groupe. Le
gestionnaire global P0' informe P0 sur l'aetation du GOP en envoyant un message
ave le numéro du GOP assigné.
Les images du haque GOP sont aussi divisées en tranhes (slies). Par onséquent,
haque proesseur du groupe se onsare à enoder une tranhe omme indiqué la
gure 2.17. Les simulations ont été eetuées sur deux types de lusters : Mozart
basé sur 4 n÷uds biproesseurs (8 unités de traitement) et Aldebaran omposé de
44 n÷uds de traitement Itanium II. Les simulations sur la première arhiteture ont
montré que l'aélération obtenue varie entre 5,9 (1 GOP / 8 slies) et 6,8 (8 GOP
/ 1 slie) sur 8 unités de traitement. L'implémentation sur la deuxième arhiteture
a donné une aélération qui varie entre 11 (1 GOP / 16 slies) et 14,5 (16 GOP /
1 slie) sur 16 n÷uds de traitement.
L'inonvénient de ette solution est que le luster est une solution oûteuse et elle
n'est pas destinée aux les appliations embarquées. En outre, une augmentation
du débit binaire est onstatée du fait de l'utilisation de la tehnique de Slie Level
Parallelism. Et nalement, la ontrainte d'enodage en temps réel n'est pas atteinte.
La vitesse d'enodage obtenue est de 0,6 f/s pour l'arhiteture Mozart.
Figure 2.17  Parallélisation de l'enodeur H264/AVC sur des lusters
 Fang Ji et al. [53℄ ont implémenté l'enodeur H264/AVC sur une plateforme MPSOC
exploitant aussi l'approhe de GOP Level Parallelism. Ils ont hargé trois ÷urs de
proesseurs logiiels (softore) Miroblaze sur un FPGA XILINX. Un proesseur
maître est onsaré à l'aquisition des images dans la mémoire partagée. Les deux
autres proesseurs vont enoder haun un GOP. L'enodage des GOP se fait en
pipeline. Cei est pour réduire le retard provoqué par le problème de shadow (la
dépendane de la première image P non seulement à l'image I du GOP ourant
mais aussi à la dernière image P du GOP préédent).
Les résultats expérimentaux ont montré que l'aélération d'enodage obtenue est
de 1,831. En ontre partie, le temps réel n'est pas atteint. Cette solution ne permet
d'enoder que 3 f/s pour une résolution QCIF (176x144).
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2.6.3 Frame Level Parallelism
En général, l'approhe Frame Level Parallelism est ombinée ave une autre teh-
nique de parallélisme an d'assurer plus de salabilité ave une faible latene d'enodage.
Zhuo Zhao et al. [54℄ ont proposé une méthode de parallélisation notée 3D-Wavefront qui
onsiste à ombiner la tehnique Frame Level Parallelism et MB level Parallelism omme
l'illustre la gure 2.18. Vu que la dépendane temporelle entre les images suessives est
limitée au niveau de la fenêtre de reherhe, plusieurs MBs dans des images diérentes
sont odés en parallèle. Plusieurs MBs dans la même image soure sont aussi traités en
parallèle. Les simulations sont eetuées sur un proesseur Pentium 4 adené à 2,8 GHz
en utilisant le software JM 9.0. L'aélération obtenue sur un tel proesseur Quad ÷urs
est égale à 3,17 pour la résolution QCIF et à 3,08 pour la résolution CIF. Un enodage
en temps réel n'est pas validé ar la vitesse d'enodage obtenue est d'environ 0.6 f/s pour
une résolution CIF.
Figure 2.18  Parallélisation de l'enodeur H264/AVC ave la tehnique 3D-Wavefront
Pour ertains prols de l'enodeur H264/AVC où la notion de l'image B (Bidire-
tionnelle) est utilisée, nous pouvons exploiter les relations de dépendane qui existent
entre les images de type I, P et B pour paralléliser le traitement d'une série de trames
IBBPBBPBBPBBP. Le prinipe onsiste à paralléliser deux images B ave la deuxième
image P qui les suit omme l'illustre la gure 2.19. La performane de ette tehnique
de parallélisme est don liée au temps d'enodage de l'image P par rapport au temps
d'enodage d'une image B et inversement.
Figure 2.19  Parallélisation de l'enodeur H264/AVC exploitant les relations de dépen-
dane entre les types des images
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2.6.4 Slie Level Parallelism
Certains travaux ont exploité l'approhe Slie Level Parallelism pour paralléliser l'en-
odeur H264/AVC an d'assurer une aélération de haute salabilité ave un minimum
de synhronisation inter-proesseurs.
 Yen-Kuang et al. [55℄ ont ombiné ette tehnique ave elle de Frame Level Pa-
rallelism selon la proédure indiquée par la gure 2.20. Ils ont utilisé le modèle de
programmation parallèle OpenMP pour la réation de threads et l'appliation du
parallélisme. Un thread maitre  Thread0  est réé pour gérer la leture des images
entrantes et l'ériture des images sortantes selon leurs ordres d'exéution. Ce thread
divise aussi les images en tranhes indépendantes et les sépare dans deux queues
diérentes selon leur type. Quatre threads supplémentaires sont rées pour assurer
l'enodage de es tranhes. Les simulations sur 4 proesseurs Intel Xeon dotés de
la tehnologie Hyper-Threading montrent qu'une aélération maximale de 4,53 est
obtenue pour la résolution CIF (352x288) et de 3,7 pour la résolution SD (720x480).
En ontrepartie de es bons résultats, une augmentation onsidérable au niveau de
débit est notée si le nombre de tranhes est supérieur à 4 par image [55℄.
Figure 2.20  Méthode de Yen-Kuang et al pour la Parallélisation du l'enodeur
H264/AVC
 Olli lehtoranta et al. [56℄ ont appliqué la méthode Slie Level Parallelism sur 4
DSPs TMS320C6201. Un premier DSP est onsidéré omme  maître  utilisé pour
reevoir les images brutes du PC à travers le bus PCI puis diviser haque image en N
tranhes. Ce DSP aete haque tranhe à un DSP parmi les 3 qui restent pour les
enoder en parallèle. Après l'enodage, haque DSP  eslave  envoie le bitstream
odé au DSP  maître  qui va de même l'envoyer au PC pour le sauvegarder. Les
résultats expérimentaux ont montré que le temps réel est seulement atteint pour la
résolution CIF. On note en revanhe une dégradation de la qualité vidéo en termes
de PSNR de 1 dB ainsi qu'une augmentation de débit.
 António Rodrigues et al. [57℄ ont implémenté l'enodeur H264/AVC sur une arhite-
ture Non-Uniform Memory Aess (NUMA) de 32 ÷urs en utilisant 8 proesseurs
Quad ÷urs AMD 8384. Vu la limitation du nombre de tranhes à 16 tranhes au
max par la norme H264/AVC, l'approhe Slie Level Parallelism est ombinée ave
l'approhe MB Level Parallelism omme l'indique la gure 2.21 an d'exploiter au
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maximum les ÷urs disponibles (32 ÷urs). Un algorithme multithreading exploi-
tant le modèle OpenMP est utilisé pour appliquer le parallélisme et ordonnaner les
tâhes. Chaque tranhe est aetée à un groupe de ÷urs. L'enodage des tranhes
se fait en parallèle. Dès que les dépendanes spatiales sont respetées, plusieurs MBs
de la même tranhe sont enodés en parallèles par les ÷urs de haque groupe. Les
résultats de simulations ont montré qu'une aélération maximale de 7,4x est obte-
nue pour des vidéos 4CIF (704x576) en exéutant 4 tranhes et 8 MBs en parallèle.
Cette aélération s'augmente et atteint la valeur 12 si l'approhe Slie Level Pa-
rallelism ave 16 tranhes est appliquée toute seule, mais ça reste faible par rapport
au nombre de ÷urs disponibles (32 ÷urs).
Figure 2.21  Combinaison de la méthode Slie Level Parallelism et MB Level Parallelism
sur une arhiteture NUMA
2.6.5 MB Level Parallelism
Le parallélisme au niveau de MBs représente la méthode de parallélisation la plus
omplexe vu sa ne granularité et le grand nombre de dépendanes à respeter (intra et
inter). Cei néessite un eort important au niveau de la programmation, des synhroni-
sations inter-proesseurs et nalement assurer un équilibre entre les diérentes unités de
traitement. Malgré es diultés, e type de parallélisme est souvent utilisé. Il assure une
bonne aélération ave une faible latene d'enodage et une salabilité élevée. Cette teh-
nique est souvent ombinée ave un autre type de partitionnement omme nous l'avons
vu dans les approhes préédemment présentées.
 Sun et al. [58℄ ont partitionné l'image en des régions adjaentes formées par des
olonnes de MBs omme présente la gure 2.22. Ensuite, haque olonne est aetée
à un proesseur. Ce dernier ommene l'enodage de son premier MB dans la ligne
diretement après que le proesseur antéédent termine l'enodage du dernier MB de
la même ligne dans la olonne préédente. Cei permet de respeter les dépendanes
spatiales entre les MBs sans avoir une dégradation au niveau de la performane de
ompression (qualité, bitrate). Les simulations sur un PC pentium4 adené à 1.7
GHz utilisant le software JM 10.2 montrent que le temps d'enodage est aéléré
d'un fateur de 3,33. Cependant, la vitesse d'enodage n'atteint pas le temps réel.
La solution proposée permet d'enoder 1 frame/1.67s pour la résolution CIF et 1
frame/6.73s pour la résolution SD.
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Figure 2.22  Parallélisation de l'enodeur H264/AVC basée sur une partition en région
de MBs
 Shenggang Chen et al. [59℄ ont présenté une implémentation parallèle de l'enodeur
H264/AVC sur une plateforme hiérarhique de 64 ÷urs DSP. Cette plateforme est
formée de 16 n÷uds de 4 ÷urs DSP haun. L'approhe MB Level Parallelism  2D
wave-front  est exploitée an de paralléliser l'enodage. Dès que les dépendanes
spatiales sont vériées, plusieurs MBs sont enodés en parallèle en attribuant haque
MB à un n÷ud. An que tous les ÷urs de haque n÷ud soient oupés, les modules
d'enodage d'un MB tels que l'estimation de mouvement, l'intra prédition et la
déision de mode sont aussi parallélisés. Cette implémentation a permis d'aélérer
la proédure d'enodage d'un fateur de 13, 24, 26 et 49 respetivement pour la
résolution QCIF, SIF(352x240), CIF et HD sans introduire de dégradation de la
qualité vidéo.
 Bruno Alexandre [60℄ a développé une implémentation parallèle pour le module d'in-
tra prédition, utilisant les ressoures de alul d'un GPU Nvidia GeFore 580 GTX
ontenant 512 ÷urs de fréquene 1,5 GHz et exploitant le modèle de programma-
tion  CUDA . Le mode d'enodage utilisé est  intra only  e qui fait que toutes
les images sont de type I (intra) don pas de dépendanes temporelles. L'enodage
de MBs est lié seulement aux dépendanes spatiales. Trois méthodes de parallélisme
ont été appliquées :  Frame Level Parallelism ,  MB Level Parallelism 2D wave-
front  et  Task Level Parallelism  omme présenté dans la gure 2.23 et la gure
2.24. Plusieurs images sont traitées en parallèle vu l'absene de dépendanes entre
les images I. En outre, plusieurs MBs dans la même image sont aussi enodés en
parallèle dès que leurs voisins sont traités.
L'enodage de la luminane et la hrominane se fait aussi en parallèle. L'intra4x4,
l'intra16x16 et la prédition hroma sont aussi exéutées d'une manière onurrente
sur diérents blos GPU omme présenté par la gure 2.24. Les résultats expéri-
mentaux ont montré qu'une aélération de 11x est obtenue pour le module d'intra
prédition. Cependant, le temps total d'enodage est augmenté pour la résolution
CIF à ause du temps pris pour l'initialisation des tasks et la ommuniation CPU-
GPU pour l'envoi des données dans les deux diretions. Le temps réel est atteint
pour la résolution CIF. Les vitesses d'enodage obtenues sont en moyenne 30 f/s
pour la résolution CIF, 13,6 f/s pour la résolution 4CIF (705x576) et 3,75 f/s pour
les vidéos HD 1080p (1920x1080).
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Figure 2.23  MB Level Parallelism 2D wavefront pour des images I (intra)
Figure 2.24  Mappage de données et de fontions pour le module d'intra prédition sur
GPU
2.7 Conlusion
Dans e hapitre, nous avons présenté la norme H264/AVC en détaillant haque mo-
dule de l'enodeur et en illustrant les dépendanes qui existent entre les diérentes tâhes
et les strutures des données. Nous avons disuté les diérentes tehniques de partition-
nement et les approhes de parallélisme à appliquer an d'aélérer la vitesse d'enodage
et répondre aux exigenes de traitement en temps réel. Un état de l'art sur le parallélisme
de l'enodeur H264/AVC sur diérentes arhitetures parallèles que e soient généra-
listes ou embarquées est détaillé. Nous avons ité la plupart des solutions existantes telles
que les solutions multithreading, multiproesseurs et multi÷urs. Nous avons également
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mentionné les diérentes implémentations parallèles exploitant les diverses approhes de
parallélisme que e soit le Task Level Parallelism, GOP Level Parallelism, Frame Level
Parallelism, slie Level Parallelism et MB level Parallelism.
Cette étude va nous permettre de hoisir les approhes les plus adaptées à notre
arhiteture DSP multi÷ur an d'assurer une implémentation parallèle de l'enodeur
H264/AVC. Elle nous aidera a bien exploiter le parallélisme potentiel de et enodeur
en respetant les dépendanes exigées par la norme an d'éviter une dégradation de la
performane d'enodage en termes de qualité vidéo et débit binaire.
60
Chapitre 3
Optimisation et implémentation
mono÷ur de l'enodeur H264/AVC
sur un DSP TMS320C6472
Ce hapitre présente la méthodologie suivie an de réaliser une implémentation opti-
misée de l'enodeur H264/AVC sur un seul ÷ur DSP TMS320C6472 avant de passer à
une implémentation multi÷ur. La première partie de e hapitre dérit notre plateforme
et défend notre hoix d'un DSP multi÷ur. Dans les parties suivantes, nous présenterons
les diérentes optimisations appliquées que e soit struturelle, matérielle et algorith-
mique an d'aélérer le traitement des données et améliorer la vitesse d'enodage tout
en assurant une bonne performane d'enodage en termes de qualité vidéo et débit de
ompression. La version mono÷ur optimisée sera le point de départ d'une implémenta-
tion parallèle de l'enodeur H264/AVC an d'atteindre le temps réel pour des vidéos de
haute dénition en exploitant les six ÷urs disponibles dans le DSP TMS320C6472.
3.1 Introdution
Comme nous l'avons indiqué au niveau du hapitre préédent, l'enodeur H264/AVC
permet d'atteindre une haute performane d'enodage en termes de qualité vidéo et taux
de ompression en omparant ave les aniens standards. Cette performane entraine une
haute omplexité de alul due aux nouvelles fontionnalités intégrées dans la haîne de
odage.
Assurer un enodage vidéo en temps réel pour une résolution HD représente un dét
important pour la plupart des proesseurs mono÷urs programmables. En plus, omme
atuellement les systèmes embarqués sont devenus de plus en plus utilisés dans divers
domaines d'appliation multimédia telles que la domotique, séurité, militaire, robotique
et téléommuniation ; ainsi une solution logiielle embarquée de l'enodeur H264/AVC
représente aussi un autre dét plus diile puisqu'il faut répondre aux exigenes de l'em-
barqué au niveau des ressoures matérielles omme la mémoire et de la onsommation
d'énergie.
C'est le ontexte de notre travail qui sera utile pour la réente norme HEVC. Le but
est de onevoir un enodeur H264/AVC embarqué de haute résolution fontionnant en
temps réel qui pourrait être intégré dans divers systèmes multimédia tels que la vidéo
surveillane, la TV numérique HD, les améras intelligentes (smart ameras), les smart-
phones, les systèmes de séurité automobiles, les robots ommandés a distane et les avions
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sans pilote et. Nous visons une solution logiielle, aratérisée par une forte exibilité par
rapport aux IPs qui existent atuellement dans les proesseurs iMx6, ARM, Raspberry Pi
et, qui permet de tout paramétrer (Qualité, débit et). Cette exibilité logiielle permet
aussi l'évolutivité de système en suivant les améliorations de odage omme la migration
vers la nouvelle norme HEVC.
Pour surmonter la omplexité de la proédure d'enodage d'une part et ompenser la
faible fréquene de proesseurs d'autre part, diverses approhes dans l'état de l'art ont été
appliquées an de répondre aux exigenes de traitement en temps réel. En eet, appliquer
des optimisations algorithmiques au niveau des modules d'enodage, onevoir des aé-
lérateurs matériels en VHDL et les implémenter sur des FPGA et nalement exploiter
les nouvelles arhitetures des systèmes embarqués (multiproesseurs ou multi÷urs que
e soient homogènes ou hétérogènes) sont en général des solutions intéressantes qui pour-
raient être exploitées pour réaliser une implémentation optimisée apable de fontionner
en temps réel.
3.2 Plateforme ible
Atuellement, la majorité des solutions embarquées existantes sur le marhé pour l'en-
odeur H264/AVC sont ou bien implémentées sur des IPs matériels (ASIC) ou bien sur
des proesseurs programmables omme les DSP, les proesseurs ARM et. Les IPs ma-
tériels permettent d'assurer une bonne performane d'enodage en termes du temps réel
pour ertaines résolutions mais ils sont aratérisés par une faible exibilité de telle sorte
qu'on ne peut pas suivre les améliorations du standard vidéo et modier les paramètres
d'enodage selon la sène lmée. Les proesseurs programmables orent une forte exibi-
lité de programmation e qui rend possible l'évolutivité du standard et son paramétrage.
En outre, les proesseurs programmables, et en partiulier les DSP qui sont éonomes
en énergie sont aratérisés par un oût de développement et un temps de mise en mar-
hé (Time to Market) réduits en omparant au développement des ASICs. En plus, ave
l'évolution de la tehnologie VLSI, les nouveaux DSPs sont aratérisés par une haute
performane de alul ave une faible onsommation d'énergie e qui les rend plus appro-
priés pour des nombreuses appliations embarquées. Cependant, en passant à des vidéos
de haute résolution, un omposant mono÷ur n'est pas généralement apable de satisfaire
un enodage HD en temps réel [61℄-[70℄ sans l'utilisation d'IPs internes gés vu d'une part
la omplexité de e standard et de l'autre part la limitation de la fréquene du proesseur.
Pour ela, nous avons déidé d'exploiter la tehnologie DSP multi÷ur pour onevoir un
enodeur vidéo embarqué H264/AVC de résolution HD et dont le but est de satisfaire la
ontrainte d'enodage en temps réel et assurant des bonnes performanes en termes de
qualité vidéo, taux de ompression, oût et onsommation d'énergie.
Notre hoix s'est xé sur le DSP TMS320C6472 [71℄ qui fait partie d'une des dernières
générations de DSPs multi÷urs fabriqués par TI. Bien que très performant, il est ara-
térisé par un prix onurrentiel et une faible onsommation életrique (0,15 mW / MIPS
à 3 GHz) en omparant ave les GPPs et les GPUs [72℄ [73℄ e qui le rend approprié et
idéal pour de nombreuses appliations embarquées. En revanhe, il faut bien onnaitre
l'arhiteture interne de e type de proesseur an de l'exploiter eaement.
Le TMS320C6472 est basé sur six ÷urs DSP C64x+, 4.8 Motets (Mo) de mémoire
sur pue, un jeu d'instrutions "Very Large Instrution Word" (VLIW) et une fréquene de
700 MHz pour haque ÷ur se ombinent tous pour orir une performane de 33600 MIPS
(Million Instrutions Par Seonde). En eet, 8 unités d'exéution travaillent en parallèle
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à haque yle d'horloge (700MHz x 8 unités x 6 ÷urs = 33600 MIPS). Noter également
que ette arhitetures VLIW est déterministe et dédiée aux appliations embarquées en
temps réel  dur  ; ei doit être pris en ompte en le omparant ave les proesseurs
supersalaires dites GPP (proesseurs à usage général) basés sur des unités de gestion
de mémoire oûteuses (Memory Management Units) et des unités out-of-order dont le
fontionnement n'est pas doumenté.
Comme présenté dans la gure 3.1, haque ÷ur C64x+ intègre une grande quantité
de mémoire sur pue partagée sur deux niveaux pour haque ÷ur : mémoires niveau1
L1P et L1D de taille 32 Kotets (Ko) et mémoire loale niveau 2 (L2) partagée entre
le programme et les données de taille 608Ko. La mémoire L2 peut également être on-
gurée en tant que SRAM, ahe, ou une ombinaison de deux. Les six ÷urs ont aussi
une mémoire partagée SL2RAM (Shared L2) de 768 Ko e qui permet d'éliminer dans
ertains as l'aès à la mémoire externe DDR2 et ainsi aélérer l'exéution puisque
les mémoires sur pues sont plus rapides que les mémoires externes. La performane est
également améliorée en utilisant le ontrleur EDMA (Enhaned Diret Memory Aess)
qui est apable de gérer les transferts de données de mémoire à mémoire ou ave les
périphériques indépendamment du CPU. Il est ainsi possible de réduire la latene du
alul due au transfert des données d'un blo mémoire à un autre en l'utilisant judiieu-
sement. De plus, le TMS320C6472 intègre diérents périphériques de ommuniation que
e soit Gigabit Ethernet pour les appliations réseaux, UTOPIA II pour les appliations
de téléommuniation et Serial RapidIO pour assurer une ommuniation DSP-à-DSP.
Ce proesseur englobe par onséquent tous les omposants néessaires (DMA, RAM, la
gestion d'entrée-sortie) pour ommuniquer ave un apteur améra. Enn, il est lair que
les aratéristiques de ette famille DSP en termes de performane de alul, onsom-
mation d'énergie, mémoire disponible, prix et time to market répondent parfaitement
aux exigenes qui doivent être validées pour onevoir un tel enodeur qui pourrait être
embarqué dans un système de vision intelligent par exemple. Toutes es performanes
devraient aussi enourager les onepteurs à onstruire des améras hautement évolutives
qui peuvent suivre les dernières améliorations en termes de ompression vidéo.
Figure 3.1  Arhiteture interne du DSP TMS320C6472
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3.3 Point de départ
Le hoix d'une plateforme DSP nous amène à adapter l'algorithme de référene de
l'enodeur H264/AVC JM (Joint Model) pour qu'il soit fontionnel sur une arhiteture
DSP. Des travaux antéédents au sein de notre laboratoire LETI (Laboratoire d'Éle-
tronique et Tehnologies de l'Information de Sfax) ont ommené e travail. Le résultat
est un ode H264/AVC développé et testé en premier lieu sur un environnement PC
pour la validation. Diverses optimisations ont été appliquées pour les diérents modules
d'enodage tels que le ltre anti-blo, la métrique de distorsion (SAD), le module d'inter
prédition, le odeur entropique CAVLC [61℄ [67℄ [69℄. Cependant, la version développée
n'ést pas générique ; elle fontionne seulement ave une résolution CIF (352x288). Nous
avons onsidéré ette version omme un point de départ pour notre implémentation sur
le DSP multi÷ur TMS320C6472. Nous avons don ommené par modier ette version
pour qu'elle soit générique de telle sorte qu'elle fontionne ave n'importe quelle résolution
vidéo. Par la suite, nous avons passé à l'implémentation de e ode sur un ÷ur DSP
TMS320C6472. Le but étant d'avoir en premier lieu une version la plus optimisée possible
avant de passer à une implémentation multi÷ur pour une résolution HD.
Diverses optimisations ont été proposées an d'exploiter eaement l'arhiteture
interne de notre plateforme DSP et aélérer la vitesse d'enodage tout en assurant une
bonne performane d'enodage en termes de qualité vidéo et de débit. Dans la partie
suivante, nous présenterons es diérentes optimisations tout en détaillant les résultats
obtenus pour haque proposition.
3.4 Optimisation de la struture des données
L'optimisation struturelle des données onsiste à onevoir une implémentation qui
exploite eaement un ÷ur du DSP et surtout l'utilisation de la mémoire interne a-
ratérisée par sa rapidité par rapport à la mémoire externe SDRAM. Chaque ÷ur pos-
sède une mémoire interne LL2RAM de taille 608 Ko, partagée entre le programme et
les données. De préférene et dans la mesure du possible, nous devons don y harger le
programme et les données. Deux variantes sont proposées.
3.4.1 Implémentation  MB par MB 
Cette implémentation présente la struture standard du traitement des données dans
la norme H264/AVC basée sur l'enodage d'un MB suivi d'un autre jusqu'à terminer tous
les MBs d'une image. Le prinipe de ette implémentation est dérit par la gure 3.2 et
onsiste à harger le ode H264/AVC de taille 120 Ko dans la mémoire interne LL2RAM.
Cei laisse 488 Ko d'espae mémoire LL2RAM libre sur les 608 Ko disponible. Pour un
format d'image YUV 4 :2 :0 (pour 4 pixels luminane Y, on a 1 pixel hrominane U et
1 pixel hrominane V) et pour une résolution HD, nous avons hargé dans la mémoire
externe DDR2 (256 Mo) du DSP :
 L'image soure (1280x720x1.5=1.32 Mo)
 l'image de référene étendue par un MB sur les 4 faes néessaires à l'estimation de
mouvement ((16+1280+16) x (16+720+16) x1.5=1.41 Mo)
 l'image reonstruite (1.41 Mo)
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 le bitstream (1 Mo)
Figure 3.2  Implémentation  MB par MB 
Dans notre implémentation, nous avons hoisit d'utiliser une seule image de référene
an de simplier le alul. Pour éviter de travailler diretement sur la mémoire externe,
les données néessaires pour enoder un MB sont opiées de la mémoire DDR2 vers des
buers réés en mémoire interne omme le MB soure, la fenêtre de reherhe et le MB
reonstruit pour les 3 omposantes YUV. Les autres données néessaires pour l'enodage
tels que les matries de quantiation et transformée, les MBs prédits, les matries de
SAD sont aussi alloués dans la mémoire interne an d'aélérer le traitement et minimiser
l'aès à la mémoire externe.
La quantité totale des données allouées dans la mémoire interne est égale à 55.54 Ko
pour une résolution HD 720p e qui signie que 432.46 Ko (608 (taille L2)  120 (ode) -
55.54 (données)) de mémoire interne sont enore libres.
Le prinipe d'enodage d'un MB luminane Y pour ette implémentation est le suivant
(même prinipe pour la partie hrominane) : le CPU harge un MB soure (16x16) et la
fenêtre de reherhe (9 MBs pour haque MB soure : 48x48) de la mémoire DDR2, où il
y a l'image soure à traiter à et instant t et l'image de référene qui est l'image traitée
à l'instant t-1, vers la mémoire interne. Tout le traitement de la haîne H264/AVC est
eetué ainsi dans la mémoire interne du ÷ur DSP. Le MB reonstruit (20x20), étendu
par 4 pixels en haut et 4 pixels à gauhe néessaires pour le ltrage, sera généré après
avoir terminé toute la proédure d'enodage. Avant de passer au ltrage du MB (Y, X)
reonstruit, il faut sauvegarder les pixels néessaires pour la prédition des MBs ultérieurs
omme l'illustre la gure 3.3.
En eet, selon la norme H264/AVC, le module d'intra prédition utilise les pixels
reonstruits non ltrés et non pas les pixels ltrés du MB à gauhe de position (Y, X-1) et
eux de MBs en haut de positions (Y-1, X) et (Y-1, X+1) an de déterminer le meilleur
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Figure 3.3  Sauvegarde des pixels néessaires pour la prédition des MBs ultérieurs
mode de prédition pour le MB ourant de position (Y, X) dans l'image ourante. Pour
ela, un buer de taille 16 pixels est alloué dans la mémoire interne pour sauvegarder les
16 pixels de la dernière olonne du MB ourant (Y, X) qui serviront omme des pixels
voisins gauhe (LEFT) pour l'intra prédition du MB (Y, X+1).
Un autre buer de taille (1 pixel x frame_width) est aussi rée dans la mémoire
LL2RAM pour reevoir à haque fois les 16 pixels de la dernière ligne du MB ourant (Y,
X) utilisés omme des pixels voisins haut (TOP) durant la prédition du MB de la ligne
ultérieure d'absisse (Y+1, X). Nous avons dû allouer toute ette ligne de pixels étant
donné que la norme H264/AVC ommene par enoder tous les MBs de la ligne Y (MB
par MB) avant de passer à la prohaine ligne de MBs. Cei nous amène à sauvegarder
à haque fois les 16 pixels de la dernière ligne du MB ourant (Y, X) dans la position
appropriée de la ligne de pixels an de les utiliser après durant l'intra prédition du MB
(Y+1, X). Sans faire ette alloation, es pixels vont être érasés par les pixels du MB
(Y, X+1).
Après avoir sauvegardé les pixels néessaires pour l'intra prédition, le module de
ltrage est traité. Comme nous l'avons déjà indiqué dans le hapitre 2, pour ltrer le MB
ourant reonstruit, le module de ltrage utilise les 4 pixels ltrés de MBs voisins à gauhe
et en haut. Pour ela, le MB reonstruit réservé dans la mémoire interne LL2RAM est de
taille (20x20) étendu par 4 pixels à gauhe et 4 pixels en haut ontenants les pixels ltrés
de MBs voisins. Pour respeter es dépendanes, il faut suivre la démarhe présentée par
la gure 3.4.
Figure 3.4  Sauvegarde des pixels néessaires pour ltrer les MBs ultérieurs
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Un buer de taille (4 pixels x (4 + Frame_width)) est alloué dans la mémoire interne
LL2RAM pour sauvegarder à haque fois les 4 dernières lignes du MB ltré. Ces 4 lignes
de pixels serviront ultérieurement à ltrer les MB de la ligne suivante (Y+1, X). Ensuite,
dès que le ltrage du MB reonstruit (Y, X) est terminé, il faut opier les 4 dernières
olonnes de e MB vers les 4 premières olonnes pour les utiliser omme des pixels voisins
gauhe ltrés pour le MB (Y, X+1). En outre, il faut opier (4 pixels x 20) de la ligne
ontenant les pixels ltrés du MBs en haut (Y-1, X+1) vers les 4 premières lignes du MB
à ltrer (Y, X+1) an de les utiliser omme des pixels voisins haut.
Finalement, le MB ltré sera transféré de la mémoire interne vers la mémoire externe
dans l'image reonstruite. Ce proessus doit être répété jusqu'à terminer tous les MBs
de l'image ourante. En passant à l'image suivante, l'image reonstruite sera onsidérée
omme image de référene et le buer de l'image de référene sera utilisé pour sauvegarder
l'image reonstruite ltrée de l'image atuelle et vie versa. L'avantage de ette implé-
mentation est qu'il est possible de l'adapter à n'importe quel type de DSP même s'il n'a
pas une mémoire interne importante puisque ette implémentation ne demande pas une
grande mémoire interne, même pour une résolution HD. On peut dire qu'elle est presque
indépendante de la résolution vidéo.
Les inonvénients majeurs de ette implémentation sont d'une part, l'aès important
à la mémoire externe à haque leture d'un MB ourant, leture de la fenêtre de reherhe
et à haque ériture du MB ltré dans l'image reonstruite. D'autre part, la néessité de
sauvegarder, après haque enodage d'un MB (Y, X), les pixels voisins (à gauhe et en
haut) néessaires pour la prédition et le ltrage des MBs ultérieurs (Y, X+1) et (Y+1,
X).
3.4.1.1 Résultats expérimentaux de l'implémentation  MB par MB 
L'enodeur H264/AVC, basé sur l'implémentation  MB par MB , est implémenté sur
un seul ÷ur DSP TMS320C6472 fontionnant ave une fréquene de 700 MHz. Comme
première étape, nous herhons à valider le temps réel pour la résolution CIF (352x288).
Si ette étape est ahevée ave suès, nous passerons à tester l'implémentation la plus
optimisée ave des résolutions plus élevées telles que VGA (640x480), SD (720x480) et
HD (1280x720).
Les premières simulations sont eetuées sur des séquenes de test CIF non ompres-
sées reommandées par les deux organisations internationales : Joint Video Team (JVT)
de ISO/IEC et MPEG & ITUT VCEG. Le nombre de frames enodés est 300. La taille
du GOP est 8. Le paramètre de quantiation (QP) utilisé est 30. Le SAD est utilisé
pour mesurer la distorsion d'enodage. Le ontrle de débit (Rate ontrol) est désativé.
L'algorithme utilisé pour l'estimation du mouvement est LDPS (Line Diamond Parallel
searh). La performane de ette implémentation est évaluée selon la vitesse d'enodage
(frame/seond) présentée par l'équation 3.1.
vitesse d′encodage(f/s) =
frquence duDSP
nombre de cycles pour une image
(3.1)
On note que le nombre de yle pour une image est alulé pour la fontion d'enodage
sans tenir ompte des transferts ave l'extérieur.
Le tableau 3.1 présente les vitesses d'enodage alulées pour plusieurs séquenes vidéo
CIF omportant des aratéristiques texturales diérentes. Les résultats montrent que la
vitesse d'enodage moyenne obtenue sur un seul ÷ur DSP pour une résolution CIF est
de 14.38 f/s. Cette vitesse ne satisfait pas la ontrainte d'enodage en temps réel 25 f/s.
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L'implémentation MB par MB est très lente, à ause, d'une part les multiples transferts
des données entre la mémoire externe et la mémoire interne et d'autre part, les opérations
de sauvegarde des voisinages après haque enodage d'un MB.
Tableau 3.1  La vitesse d'enodage pour l'implémentation  MB par MB 
Séquene CIF (352x288) Vitesse d'enodage (f/s)
Foreman 14.73
Akiyo 14.83
News 14.73
Container 14.56
Tb420 13.68
Mobile 13.76
Vitesse moyenne (f/s) 14.38
Vu es résultats, il faut optimiser ette implémentation tout en essayant de proter au
maximum de l'arhiteture interne du DSP et minimiser les transferts des données entre
les mémoires.
3.4.2 Implémentation  1 ligne de MBs 
Une deuxième implémentation a été onçue an de réduire les points faibles de la
première implémentation  MB par MB . Elle a pour objetif de diminuer l'aès à la
mémoire externe et éviter à haque fois les sauvegardes de voisinages. Le prinipe de ette
implémentation est illustré par la gure 3.5.
Figure 3.5  Implémentation  1 ligne de MBs 
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Elle onsiste à faire la leture d'une ligne de MBs soure (16 x largeur_image) et 3
lignes pour la fenêtre de reherhe (48 x (16+largeur_image+16)) de la mémoire externe
vers la mémoire interne dans les buers appropriés.
Le CPU enode toute la ligne de MBs soure sans aès à la mémoire externe et quand il
termine le traitement, il transfère la ligne de MBs reonstruite (20 x (16+largeur_image+16))
de la mémoire interne du DSP vers la mémoire externe dans l'image reonstruite.
Cette image joue aussi le rle d'image de référene puisque les données érasées ne
sont plus utiles (elles sont déjà opiées dans les 3 lignes de la fenêtre de reherhe).
En passant à la deuxième ligne soure, il n'est pas néessaire de harger 3 lignes pour la
fenêtre de reherhe de l'image de référene, il sut de déaler en haut les deux dernières
lignes de la fenêtre de reherhe dans la mémoire interne et amener la troisième de la
mémoire externe à partir de la quatrième ligne de l'image de référene omme l'illustre la
gure 3.6 et ainsi de suite.
Figure 3.6  Préparation de la fenêtre de reherhe pour la ligne de MBs ultérieure
La quantité totale des données allouées dans la mémoire interne pour ette implémen-
tation en onsidérant la résolution HD 720p est de 206 Ko au lieu de 55.54 Ko pour la
première implémentation. Ainsi, e design a satisfait les ontraintes mémoires de notre
plateforme DSP et 282 Ko (608 (Taille L2) - 120 (ode) - 206 (données)) de mémoire
LL2RAM reste enore libre.
Cette deuxième struture de données a permis de réduire l'aès à la mémoire externe.
En eet, en onsidérant la résolution HD (1280x720) dont une ligne fait 80 MBs (1280/16),
on ne fait plus qu'un seul aès externe alors qu'il fallait 80 aès pour l'implémentation
 MB par MB .
En outre, on a éliminé la sauvegarde des voisinages à gauhe pour la prédition et le
ltrage d'un MB à l'absisse X puisque ils sont déjà existants dans la ligne reonstruite à
l'absisse X-1 omme indiqué par les gures 3.7 et 3.8.
De plus, on a réduit la sauvegarde des voisinages en haut, ontrairement à l'implé-
mentation  MB par MB  qui néessite de faire ela pour haque MB traité. Cette
implémentation néessite de faire la sauvegarde une seule fois après avoir terminé l'eno-
dage de toute la ligne de MBs.
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Figure 3.7  Position de pixels voisins pour l'intra prédition ave l'implémentation  1
ligne de MBs 
Figure 3.8  Position de pixels voisins pour le module de ltrage ave l'implémentation
 1 ligne de MBs 
3.4.2.1 Résultats expérimentaux de l'implémentation  1 ligne de MBs 
L'implémentation  1 ligne de MBs  est évaluée ave les mêmes onditions d'enodage
que l'implémentation  MB par MB . Le tableau 3.2 illustre les résultats trouvés en termes
de vitesse d'enodage pour des séquenes CIF.
Tableau 3.2  La vitesse d'enodage pour l'implémentation  1 ligne de MBs 
Séquene CIF (352x288) Vitesse d'enodage (f/s)
Foreman 19.96
Akiyo 20.19
News 20.02
Container 19.73
Tb420 18.67
Mobile 18.84
Vitesse moyenne (f/s) 19.56
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La deuxième implémentation proposée a permis d'aélérer le temps de traitement en
assurant un gain de 36.02% par rapport à l'implémentation  MB par MB  (Tableau 3.1).
La vitesse d'enodage résultante passe de 14.38 f/s pour l'implémentation  MB par MB 
à 19.56 f/s en moyenne pour la deuxième proposition. Malgré ette amélioration, le temps
réel n'est pas enore atteint e qui nous amène à trouver des nouvelles optimisations.
3.5 Optimisations matérielles
Pour optimiser d'avantage notre enodeur, nous avons exploité les avantages matériels
du DSP tel que l'utilisation d'EDMA (Enhaned Diret Memory Aess) pour réduire le
temps de transfert de données ombiné ave l'ativation de la mémoire ahe.
3.5.1 Utilisation d'EDMA : implémentation  2 lignes de MBs 
Le but de ette optimisation est de minimiser le temps de transfert des données de la
mémoire externe vers la mémoire interne et inversement en utilisant le ontrleur EDMA
du DSP (Enhaned Diret Memory Aess) [74℄. Ce ontrleur permet de transférer des
données entre deux espaes mémoires diérents indépendamment du CPU. Le C6472
dispose d'un ontrleur EDMA3 permettant d'assurer un transfert en 3 dimensions [74℄,
exploitant 64 anaux DMA et 4 anaux QDMA (Quik DMA) omme indiqué par la
gure 3.9. Ces anaux peuvent être délenhés par plusieurs méthodes (Event Triggering,
manual Triggering et hain Triggering). Ils peuvent adresser 256 registres PaRAM Sets
à travers 4 queues (les d'attente Q0 à Q3). Chaque queue peut supporter 16 événements
et haque événement dans la le d'attente est traité dans l'ordre FIFO (First Input First
Output). Les registres PaRAM Sets ontiennent les informations de onguration de
transfert tel que l'adresse soure, l'adresse de destination, la taille des données à transférer,
le mode de synhronisation...et. L'EDMA3 omporte 4 ontrleurs de transfert TC0 à
TC3. Dès qu'un TC reçoit une demande de transfert, il va envoyer les ommandes de
leture et ériture vers les périphériques ibles en se basant sur la onguration du registre
PaRAM Sets.
Figure 3.9  Arhiteture d'EDMA
Pour exploiter les avantages d'EDMA, nous avons développé une troisième implémen-
tation  2 lignes de MBs  basée sur la notion lassique des buers  ping pong  dont le
but est de paralléliser le transfert des données ave le traitement. Pour ela deux buers 
ping pong  ont été réés dans la mémoire interne : un pour les MBs soures et un pour les
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MBs reonstruits. Le prinipe de fontionnement de ette implémentation est déomposé
en trois phases omme suit :
 Première phase : pendant que le CPU enode les premières lignes de MBs soure 
ping  pour les 3 omposantes Y, U et V, trois requêtes EDMA hargent la deuxième
ligne de MBs pour es 3 omposantes de l'image soure allouée dans la DDR vers
la mémoire interne LL2RAM au niveau des buers  pong . Trois anaux EDMA
sont utilisés pour harger en parallèle les 3 omposantes Y, U et V. La gure 3.10
illustre la première phase de ette implémentation pour la omposante Y. Le CPU
et l'EDMA fontionnent en parallèle de telle sorte qu'en passant à la deuxième ligne,
le CPU entame diretement l'enodage sans attendre le hargement de la prohaine
ligne de MBs. Ainsi, ave ette proédure, le temps de transfert des données à
enoder est presque masqué par l'enodage.
Figure 3.10  La première phase de l'implémentation  2 lignes de MBs  pour la
omposante Y
 Deuxième phase : puisque le module de ltrage ommene après avoir terminé l'eno-
dage de la totalité de la ligne de MBs soure ainsi nous n'avons pas besoin d'utiliser
la fenêtre de reherhe à e niveau, on peut exploiter et ordre de fontionnement
pour paralléliser le ltrage ave la préparation de la fenêtre de reherhe (3 lignes
de MBs) pour la prohaine ligne de MBs soure  pong . Le CPU ltre la ligne
reonstruite  ping  pour les 3 omposantes Y, U et V et en parallèle, l'EDMA
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prépare les 3 lignes de la fenêtre de reherhe. IL n'est pas néessaire d'utiliser un
buer  ping pong  pour la fenêtre de reherhe vu que es données sont non uti-
lisables au niveau du ltrage. Nous pouvons don les éraser. L'EDMA déale les
deux dernières lignes de MBs de la fenêtre de reherhe vers le haut du même buer
omme indiqué par la gure 3.6, puis il amène la troisième ligne de MBs à partir de
l'image de référene au niveau de DDR2 vers la troisième ligne de MBs au niveau
de LL2RAM omme l'illustre la gure 3.11.
Figure 3.11  La deuxième phase de l'implémentation  2 lignes de MBs  pour la
omposante Y
Cei permet de réduire le temps de transfert de données de la fenêtre de reherhe
et permet au CPU de laner diretement l'enodage de la prohaine ligne de MBs
soure étant donné que la ligne de MBs  pong  est déjà prête dans la mémoire
interne ainsi que la fenêtre de reherhe qui est aussi hargée.
 Troisième phase : dès que le CPU termine le ltrage de la ligne reonstruite  ping ,
il passe instantanément à l'enodage de la ligne de MBs soure  pong  déjà hargée
dans la mémoire interne LL2RAM au ours de la première phase. En même temps,
3 requêtes EDMA vont sauvegarder la ligne de MBs reonstruite ltrée pour les 3
omposantes Y, U et V dans l'image reonstruite allouée dans la mémoire externe.
De plus, 3 autres anaux DMA vont amener la prohaine ligne de MBs soure pour
les 3 omposantes de la mémoire externe vers l'interne et la sauvegarder dans le
buer  ping .
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Figure 3.12  La troisième phase de l'implémentation  2 lignes de MB  pour la om-
posante Y
Ave ette tehnique, l'enodage de la ligne  pong , la sauvegarde de la ligne
reonstruite  ping  et le hargement de la prohaine ligne soure  ping  sont
eetués pratiquement en parallèle omme l'illustre la gure 3.12.
Cette implémentation onsomme 274 Ko des données allouées dans la mémoire in-
terne LL2RAM pour une résolution HD (1280x720) e qui fait que 214 Ko (608-120-
274) d'espae mémoire n'est pas enore utilisé.
3.5.2 Ativation de la mémoire ahe
La mémoire loale de haque ÷ur DSP TMS320C6472 peut également être ongurée
en tant que L2 SRAM, L2 ahe, ou une ombinaison de deux. Étant donné que l'on a
enore 214 ko d'espae libre dans ette mémoire, on peut ongurer une partie de ette
mémoire omme ahe an d'aélérer le traitement et diminuer le temps d'aès (en
leture ou en ériture) du CPU à es données. Pour le DSP TMS320C6472, la mémoire
ahe peut être ongurée selon 4 voies assoiatives : 32 Ko, 64 Ko, 128 Ko et 256 Ko.
Dans e as, on peut hoisir la valeur du ahe 128 Ko an de minimiser la probabilité de
 ahe misses  'est_à_dire l'absene des données dans la mémoire ahe. Pour ativer
la ahe, Texas Instruments fournit une bibliothèque des fontions  hip support library
(CSL)  [75℄ permettant de gérer les diérents modules du DSP TMS3210C6472. Ainsi,
pour dénir la taille de la mémoire ahe, la fontion "CACHE_setL2Size" est utilisée.
En plus de la dénition de la taille de ahe, il faut néessairement ativer la ahabilité
des données de la mémoire externe. Cei est fait en mettant à 1 les bits de registre
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MAR orrespondant à la mémoire externe (Memory Attribute Register) en utilisant la
ommande "CACHE_enableCahing". Si les bits de registre MAR ne sont pas mis à 1,
les données de la mémoire externe ne passeront pas dans la ahe même si la ahe est
ativée.
3.5.3 Résultats expérimentaux
La troisième implémentation, basée sur l'utilisation d'EDMA pour masquer le temps
de transfert des données tout en ativant la mémoire ahe pour réduire le temps d'aès à
la mémoire externe, est évaluée ave les mêmes onditions d'enodage que les implémen-
tations proposées auparavant. Le tableau 3.3 présente les vitesses d'enodage alulées
pour des séquenes CIF.
Tableau 3.3  La vitesse d'enodage pour l'implémentation  2 lignes de MBs 
Séquene CIF (352x288) Vitesse d'enodage (f/s)
Foreman 22.41
Akiyo 22.40
News 22.29
Container 22.01
Tb420 20.95
Mobile 21.34
Vitesse moyenne (f/s) 21.90
Les résultats trouvés montrent que notre optimisation matérielle a assuré un gain de
11.96% au niveau du temps d'exéution par rapport à l'implémentation  1 ligne de MBs
. Le gain n'est pas trop important vu que le proessus d'enodage est très omplexe
par rapport au transfert des données. La vitesse d'enodage obtenue est améliorée en
passant de 19.56 f/s à 21.9 f/s en moyenne pour la troisième implémentation. Malgré
ette amélioration, le temps réel n'est pas enore atteint e qui nous oblige à optimiser
une fois enore notre implémentation.
3.6 Optimisation algorithmique : déision de mode ra-
pide pour l'intra prédition
Le prolage de notre enodeur H264/AVC, en exéutant le ode initial de notre
laboratoire LETI sur un seul ÷ur DSP TMS320C6472, montre que l'intra prédition
prend la plus grande part du temps d'enodage omme l'illustre la gure 3.13.
Dans la référene JM, l'inter prédition est le module le plus omplexe par rapport aux
autres. Suite à diverses optimisations qui ont été appliquées dans des travaux antérieurs
pour e module dans notre ode LETI telles que l'utilisation d'un algorithme d'estimation
de mouvement rapide LDPS, rédution du nombre de modes testés pour l'inter prédition
et rédution de la taille de la fenêtre de reherhe [61℄, la omplexité de alul de e module
a été réduite onsidérablement. Ainsi, le temps néessaire pour l'intra prédition devient
relativement important en omparant ave elui de l'inter prédition. Elle représente 33%
de la omplexité totale de l'enodeur H264/AVC e qui nous amène à l'optimiser an
d'aélérer l'enodage tout en essayant de garder la même performane d'enodage en
termes de la qualité vidéo et du débit de ompression.
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Figure 3.13  Prolage de l'enodeur H264/AVC en utilisant le ode initial du LETI
3.6.1 État de l'art sur l'optimisation du module d'intra prédition
Comme nous l'avons ité dans le hapitre préédent, la omplexité de l'intra prédi-
tion est liée au nombre des RDOs (Costmode) alulés pour haque MB. En eet, pour
l'intra4x4, le MB (16x16) est divisé en 16 blos de taille 4x4. Chaque blo subit le alul
du Costmode selon les neuf modes de prédition 4x4. Ainsi 144 (16x9) Costintra4x4 sont
alulés pour déterminer le meilleur mode de l'intra4x4. Pour l'intra16x16, quatre Costin-
tra16x16 sont alulés pour séletionner le meilleur mode de prédition parmi les quatre
modes de l'intra16x16. Pour la hrominane rouge et bleue (Cr, Cb), quatre Costs sont
aussi alulés pour une seule omposante selon les 4 modes dénis pour la hrominane. La
deuxième omposante suit le même mode de prédition que elui de la première. Au total,
152 Costs sont alulés an de déterminer le meilleur mode de prédition pour haque
MB (luminane et hrominane). Devant ette omplexité, diverses tehniques d'optimi-
sation ont été proposées an d'aélérer le module d'intra prédition tout en essayant
d'avoir le minimum de distorsion au niveau de la qualité et le débit. Nous en présentons
les prinipales :
3.6.1.1 Réduire le nombre de modes testés
Cette tehnique onsiste à tester un nombre limité de modes de prédition au lieu
d'eetuer un algorithme de reherhe omplet qui onsiste à tester les 17 modes de
l'intra prédition an de séletionner le meilleur mode selon le Cost (13 modes pour la
luminane et 4 modes pour la hrominane). Parmi les algorithmes de déision rapide
basés sur le prinipe de rédution de nombre de modes à tester, nous itons :
 L'algorithme de Jun Sung Park et al. [76℄ : il est basé sur la similarité entre le mode
de prédition du MB 16x16 et elui du blo 4x4. En eet, il y a une homogénéité
spatiale au niveau d'un MB e qui fait que les blos 4x4 au sein de e MB vont suivre
presque la même diretion que elle du MB entier, que e soit vertiale, horizontale
ou diagonale (Figure 3.14).
A partir de ette observation, Jun Sung Park et al ont exploité le résultat de l'in-
tra16x16 pour déterminer les modes à tester pour l'intra4x4. Le prinipe de leur
algorithme est illustré par le tableau 3.4. Si par exemple le meilleur mode de l'in-
tra16x16 est le mode vertial alors, les modes testés pour l'intra4x4 sont les modes
qui ont une diretion vertiale (le mode vertial (0), le mode vertial à gauhe (7),
le mode vertial à droite (5). Le mode DC (2) ainsi que les modes des blos voisins
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(Up U et Left L) sont à haque fois testés omme le montre la gure 3.15. Il en
résulte que et algorithme onsiste à tester entre 4 et 7 modes au lieu de 9 pour
l'intra4x4. Cei permet de réduire dans les meilleurs as le nombre de osts alulés
de 144 (9 modes x 16 blos 4x4) à 64 (4 modes x 16).
Figure 3.14  Similarité entre le mode de prédition du blo 4x4 et elui du MB 16x16
Figure 3.15  Les 9 modes diretionnels de l'intra4x4 et les blos voisins pour le blo
ourant
Tableau 3.4  Prinipe de l'algorithme de Jung Sung Park
Mode de l'intra16x16 Modes à tester pour l'intra4x4
0 : vertial 0-2-5-7-mode de U, L
1 : horizontal 1-2-6-8-mode de U, L
2 : DC 0-1-2-3-4-mode de U, L
3 : plane 0-1-2-3-mode de U, L
Les résultats de simulation obtenus ave le JM 9.6 en utilisant un PC pentium4 de
fréquene 2.66 GHz sur des séquenes vidéo de résolution CIF ont montré que et
algorithme a réduit la omplexité de alul du module intra prédition de 40%. En
ontre partie, ette optimisation a mené à une augmentation du débit de 1,2% ave
une légère diminution du PSNR de 0.1 dB.
 L'algorithme de Chao-Chung Cheng et al. [77℄ : il onsiste à réduire le nombre de
modes à tester pour l'intra4x4. Il repose sur trois étapes an de déterminer les modes
à tester au lieu de tester les 9 modes. Le prinipe de et algorithme est dérit dans
la gure 3.16. Comme première étape, l'algorithme alule les osts des modes les
plus probables (mode vertial :0, mode horizontal :1 et le mode DC :2). Ensuite,
omme deuxième étape, si la diretion du blo est vertiale par exemple (mode 0),
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il teste seulement les modes qui ont une diretion vertiale (5 et 7). À la troisième
étape, il teste le mode qui a une diretion plus prohe (gure 3.15) que elui du
mode séletionné à l'étape 2. Cette proposition permet de réduire les modes testés
à 6 au lieu de 9. Les résultats de simulation pour des vidéos CIF en utilisant une
onguration  intra only  (toutes les images sont odées intra) ont montré que
l'algorithme proposé permet de réduire la omplexité de l'intra prédition de 31%
et assurer un gain de 16% au niveau de temps d'enodage total. En ontre partie,
l'optimisation proposée a engendré une augmentation du débit qui peut atteindre
1,5% ave une légère baisse du PSNR.
Figure 3.16  Le prinipe de l'algorithme rapide à 3 étapes pour l'intra prédition 4x4
3.6.1.2 Tehniques basées sur la omparaison ave un seuil
Certains algorithmes de déision rapide se basent sur la détermination d'un seuil de
omparaison à partir des osts de MBs voisins, la variane du MB ourant ou elles de es
MBs voisins et an d'eetuer une déision antiipée du meilleur mode de prédition.
Parmi es algorithmes, nous itons :
 L'algorithme de Huang et al. [78℄ : il alule la variane du MB 16x16 selon l'équation
3.2 et selon la valeur trouvée, il fait une lassiation du MB selon la omplexité de
texture.
variance =
15∑
i=0
15∑
j=0
[y(i, j)]2 −
1
256
[
15∑
i=0
15∑
j=0
y(i, j)]2 (3.2)
Si la variane > T1 alors le MB 16x16 est de haute texture sinon le MB est faiblement
texturé. Ave T1 le seuil de omparaison qui est égal à 92735. Cette valeur a été
déterminée selon des tests eetués sur diérentes séquenes vidéo.
Le prinipe de l'algorithme de Huang est présenté par la gure 3.17. Si le MB est
de haute texture selon la valeur de la variane, seulement les modes de l'intra4x4 et
eux de l'intra8x8 sont testés. Dans le as ontraire, les modes de l'intra 8x8 et les
modes de l'intra16x16 sont traités. L'intra8x8 est un troisième mode de prédition
qui est pris en ompte dans le  High prole . Puis que nous travaillons uniquement
ave le  Baseline prole , l'intra prédition 8x8 ne sera pas traitée.
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Les résultats de simulations sur un PC Intel pentium de fréquene 2,13 GHz et en
utilisant le software JM 13.2 ont montré que ette proposition a permis d'avoir un
gain de temps qui varie de 7% à 53% selon la nature de la séquene et sa résolution.
En ontre partie, et algorithme a engendré une augmentation du débit qui peut
atteindre 0,5% ave une légère diminution du PSNR.
Figure 3.17  L'algorithme de Huang pour l'intra prédition basé sur le alul de la
variane
 L'algorithme de Chang et al. [79℄ : il s'agit de séletionner le type de prédition à
eetuer (l'intra4x4 ou bien l'intra16x16) ou lieu de faire à haque fois les deux en
se basant sur la tehnique de omparaison à un seuil. La proposition de Chang est
présentée par la gure 3.18. Elle onsiste à aluler la somme de déviation absolue
(SDA) du MB par rapport à sa moyenne m selon l'équation suivante (3.3) :
SDA =
15∑
i=0
15∑
j=0
abs[y(i, j)−m] (3.3)
Par la suite, la valeur de SDA est omparée à un seuil adaptatif T qui n'est pas xe
et qui dépend du paramètre de quantiation QP selon l'équation 3.4.
T = 1050 + (λQP − λ32) ∗ 3 (3.4)
ave λQP est le multipliateur de Lagrange qui dépend de la valeur de QP dénie
dans l'enodeur (voir equation 2.3) et λ32 est la valeur ave un QP=32.
Chang a onsidéré que si la valeur de SDA est prohe de T alors on ne peut pas
distinguer entre les deux types de prédition. Pour ela, il ompare le SDA par
rapport à T+100 et T-100. Si la valeur de SDA est supérieure à T+100, alors il
onsidère que le MB est non homogène et omporte plusieurs détails ; don l'intra4x4
est la seule prédition traitée. Si la valeur de SDA est inferieure à T-100, il onsidère
que le MB est uniforme e qui fait que l'intra16x16 est seulement testée. Finalement,
si la valeur de SDA est très prohe de T alors, les deux types de prédition sont
traités. Cette approhe permet d'avoir un gain de temps qui varie entre 52% et 64%.
En ontre partie, on note une dégradation de la qualité par 0.1 dB en termes de
PSNR ave une augmentation de débit par 1.4%
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Figure 3.18  L'algorithme de Chang pour l'intra prédition
 L'algorithme de Do Quan et al. [80℄ : basant sur une étude statistique montrant que
le mode DC (mode 2) est le mode le plus hoisi parmi les modes de l'intra4x4 et
l'intra16x16 (gure 3.19), ils ont proposé un algorithme de déision rapide pour la
séletion de e mode.
Figure 3.19  Statistique sur la séletion des modes de prédition
En eet, si les pixels voisins du blo traité ont la même valeur ou bien sont similaires
(ils ont des valeurs prohes) omme le montre la gure 3.20, le mode DC, qui onsiste
à aeter la moyenne de pixels voisins à tous les pixels du blo ou MB traité, sera
séletionné.
Figure 3.20  Condition de séletion du mode DC
Pour ela, la variane de pixels voisins est alulée pour haque blo 4x4 et haque
MB 16x16. Cette variane est omparée à un seuil adaptatif qui dépend de la valeur
du pas de quantiation Qstep (il est proportionnel au paramètre de quantiation
QP et qui augmente approximativement de 12,5% lorsque QP augmente de 1).
Cette omparaison sert à déterminer le degré de similarité des pixels voisins. La
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valeur du seuil T1 pour l'intra4x4 et elle de T2 pour l'intra16x16 sont dénies par
les équations 3.5 et 3.6.
T1 = (Q2step + 8)/16 (3.5)
T2 = (Q2step + 32)/64 (3.6)
Si la variane de pixels voisins est inférieure au seuil alors le mode DC est hoisi
omme meilleur mode de prédition sans tester les autres modes ; sinon, tous les
modes de l'intra4x4 (9 modes) et l'intra16x16 (4 modes) sont testés. Les résultats
de tests eetués sur un proesseur Pentium4 de fréquene 3.6 GHz en utilisant le
software JM 11.0 ave des séquenes vidéo de résolution QCIF et CIF ont montré
que et algorithme permet de réduire le temps de l'intra prédition de 60%. En
ontre partie, ette proposition a engendré une augmentation importante de débit
de 4.5% ave une baisse au niveau du PSNR de 0.03 dB.
 L'algorithme de Golam Sarwer et al. [81℄ : il onsiste à optimiser le module de
l'intra4x4 en se basant sur la variane de pixels voisins du blo 4x4 traité (P1 à P12
omme l'illustre la gure 3.21).
Figure 3.21  Les pixels voisins du blo 4x4 et les diretions de haque mode intra4x4
La proposition de Golam Sarwer est présentée par la gure 3.22 et elle se repartit
en 3 as :
Figure 3.22  L'algorithme de Golam Sarwer pour l'intra4x4 basé sur le alul de la
variane
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Cas 1 : si les pixels voisins (P1 à P12) ont la même valeur ou bien sont similaires
alors, les 9 modes vont donner presque le même blo 4x4 prédit. Dans e as, on n'a
pas besoin de aluler les 9 modes de prédition. Seul le mode DC peut être utilisé.
Ainsi, si la variane var1 de l'ensemble des pixels voisins est inférieure à un seuil
T1, seul le mode de prédition DC est utilisé. La variane var1 de pixels voisins et
le seuil T1 sont dénis par les équations 3.7 et 3.8.
var1 =
12∑
i=1
|Pi− µ1|
µ1 = ⌊(
12∑
i=1
Pi)/12⌋
(3.7)
T1 = QP + 12 si QP < 24
= 5 ∗QP − 90 sinon
(3.8)
Cas 2 : si les pixels voisins en haut (P5 à P12) ont la même valeur ou bien sont simi-
laires, alors les modes vertial (0), diagonal-down-left (3), vertial-left (7), vertial-
right (5) et horizontal-down (6) vont donner presque la même valeur de prédition.
Dans e as, le mode vertial est le seul mode testé parmi e groupe. Ainsi, si la
variane var2 de l'ensemble des pixels voisins en haut (P5 à P12) est inférieure à un
seuil T2, 4 modes de prédition sont testés au lieu de 9 (mode vertial (0), horizontal
(1), diagonal down right (4) et horizontal up (8)). La variane var2 de pixels voisins
en haut et le seuil T2 sont dénis par les équations 3.18 et 3.10.
var1 =
12∑
i=5
|Pi− µ2|
µ2 = ⌊(
12∑
i=5
Pi)/8⌋
(3.9)
T1 = ⌊2 ∗ T1/3⌋ (3.10)
Cas3 : s'il n'y a pas une similarité entre les pixels voisins, alors l'algorithme omplet
de l'intra4x4 est eetué et les 9 modes sont testés. Les résultats des simulations
sur un PC Pentium 4 de fréquene 2.2 GHz ave le JM12.4 en ativant seulement
l'intra4x4 ont montré que l'algorithme de Golam Sarwer a permis de réduire la
omplexité de l'enodeur intra de 37% en moyenne ave une amélioration de la
qualité vidéo en termes de PSNR de 0,37 dB et une rédution de 12,4% au niveau
du débit.
3.6.1.3 Tehniques basées sur la détetion de la diretion loale
An de réduire la omplexité de l'intra prédition en minimisant le nombre de modes
testés, ertaines propositions ont été basées sur la détetion de la diretion du blo. Et
selon la diretion estimée, une déision sur les modes à tester est eetuée. Parmi es
algorithmes, on trouve :
 L'algorithme de ÖZGÜ ALAY [82℄ : il onsiste à réduire le nombre de modes à tester
pour l'intra4x4 en se basant sur la diretion loale du blo. En outre, il exploite le
résultat de la prédition intra4x4 pour réduire le nombre de modes à tester pour
l'intra16x16. Le prinipe de et algorithme pour l'intra4x4 est le suivant :
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- Extration de la diretion loale du blo 4x4 : haque blo 4x4 est subdivisé
en 4 sous-blos (A, B, C et D) omme l'indique la gure 3.23.
Figure 3.23  Extration de la diretion loale du blo 4x4
- Extration des informations sur la diretion horizontale et vertiale du blo
4x4
Pv = abs(((A + C −B −D))/s) (3.11)
Ph = abs(((A+B − C −D))/s) (3.12)
s=4 si QP=20 ; s=8 si 20<QP<30 ; s=12 si 30<QP<40
- Extration des informations sur la diretion diagonale droite (right Pdr) et
diagonale gauhe (left Pdl) du blo 4x4
Pdl = abs(((A + I13 + I31−D − I24− I42))/s) (3.13)
Pdr = abs(((C + I21 + I43−B − I12− I34))/s) (3.14)
Le prinipe de l'algorithme de ÖZGÜ ALAY pour l'intra4x4 est dérit par la gure
3.24.
Figure 3.24  Le prinipe de l'algorithme de ÖZGÜ ALAY pour l'intra4x4
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Selon les tests eetués sur la diretion du blo, ette proposition permet de tester
un nombre limité de modes qui varie entre 1, 4 et 6 au lieu d'eetuer un test
omplet de 9 modes. Conernant le prinipe de et algorithme pour l'intra16x16,
ÖZGÜ ALAY a été basé sur ertaines observations telles que :
- La distribution intra4x4 donne une idée sur le niveau d'homogénéité du MB.
- La distribution intra4x4 ontient des informations sur la diretion du MB.
Ainsi la distribution des modes de l'intra4x4 est exploitée pour minimiser les modes
de l'intra16x16 à tester.
La gure 3.25 montre un exemple de distribution des modes de l'intra4x4 dans un
MB 16x16.
Figure 3.25  Exemple de distribution des modes de l'intra4x4
Le prinipe de l'algorithme de ÖZGÜ ALAY pour l'intra16x16 est illustré par la
gure 3.26.
Figure 3.26  Prinipe de l'algorithme de ÖZGÜ ALAY pour l'intra16x16
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Il onsiste à éliminer le mode plane (mode 3) d'une façon dénitive et de tester entre
2 ou 3 modes au maximum au lieu de 4. Si le test d'homogénéité a montré aussi que le
MB est de haute texture, l'intra16x16 est non traitée et le meilleur mode hoisi sera
par défaut l'intra4x4. Les résultats de tests ont montré que l'algorithme de ÖZGÜ
ALAY permet de réduire la omplexité du module d'intra prédition de 52% en
moyenne (le nombre de modes testés). Il a permis de réduire le temps d'exéution
de l'intra prédition de 21%. En ontre partie, ette proposition a introduit une
remarquable augmentation de débit de 1.1% à 3% ave une baisse négligeable de la
qualité vidéo en termes de PSNR.
 L'algorithme de Byeongdu LA et al. [83℄ : il se base sur la détermination de la
diretion dominante dans le blo en alulant la DED (Dominant Edge Diretion)
an de réduire le nombre de modes à tester vu qu'il y a une orrélation entre
les modes de prédition et la DED omme le montre la gure 3.27. La DED est
déterminée en appliquant la sommation et la soustration des valeurs de pixels dans
la diretion horizontale et vertiale. Ainsi, la déision de modes à tester se fait
selon la DED séletionnée. L'algorithme de Byeongdu onerne les trois types de
prédition : intra4x4, intra16x16 et l'intra8x8 pour la hrominane.
Figure 3.27  La relation entre les DEDs et les modes de l'intra4x4
Le prinipe de et algorithme pour l'intra4x4 est le suivant :
- Calul des omposantes de diretivité horizontale et vertiale Ch et Cv dénies
par les équations i-dessous et en se basant sur les sommations présentées par
la gure 3.28.
Figure 3.28  Sommation des pixels pour l'intra4x4
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Figure 3.29  L'algorithme de Byeongdu LA pour l'intra4x4
- Déterminer la DED du blo selon le diagramme présenté par la gure 3.29.
- Basant sur la DED séletionnée, 3 modes de préditions sont exéutés au lieu
de 9 en se basant sur le tableau 3.5.
Tableau 3.5  Les modes de l'intra4x4 à tester selon la DED
DED Modes testés
0 0-2-7
1 0-2-5
2 2-3-7
3 2-3-8
4 2-4-5
5 2-4-6
6 1-2-8
7 1-2-6
Pour l'intra16x16 et l'intra8x8, le même prinipe est appliqué. Deux modes
sont testés au lieu de 4 pour les deux types de prédition.
Les résultats de simulations pour des vidéos de résolution QCIF et CIF ave
une onguration  intra only  ont montré que ette proposition a permis
d'avoir un gain en temps d'enodage de 67% en moyenne pour la résolution
CIF. En ontre partie, une augmentation importante de 6.7% pour le débit a
été notée ave une faible dégradation du PSNR de 0.04 dB.
 L'algorithme de Pan et al. [84℄ : il onsiste à déterminer la diretion du blo en
se servant de l'operateur de sobel utilisé pour la détetion des bords. Ensuite, un
histogramme est alulé selon les amplitudes de pixels onvolés par les masques de
sobel horizontal et vertial.
Pour l'intra4x4, au lieu de tester 9 modes, 4 modes seulement sont testés : le mode
DC, le mode qui a la valeur de l'histogramme la plus grande et les deux modes voisins
au mode séletionné par l'histogramme en termes de diretion. Pour l'intra16x16 et
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Figure 3.30  L'algorithme de Pan pour l'intra prédition basé sur le alul d'histo-
gramme
la hrominane, deux modes sont testés au lieu de 4 : le mode DC et le mode qui a
la valeur de l'histogramme la plus grande. Les résultats de simulation ave JM6.1 en
utilisant des vidéos de résolution QCIF et CIF ont montré que l'algorithme proposé
ave une onguration IPPPP a permis d'avoir un gain en temps d'enodage de
26% ave une augmentation de débit qui peut atteindre 4%. Pour une onguration
 intra only, la proposition de Pan assure une diminution de temps de l'intra
prédition de 60%. En ontre partie, une augmentation importante de débit qui
peut atteindre 6% ave une baisse de PSNR de 0,25 dB sont notées.
3.6.2 Algorithme proposé
La diversité des algorithmes proposés pour réduire la omplexité du module d'intra
prédition et les résultats très intéressants obtenus (jusqu'à 60% de gain) montrent bien
l'intérêt d'optimiser e module an d'aélérer le proessus d'enodage. Bien que es
algorithmes aient réussi à réduire le temps d'exéution du module d'intra prédition,
quelques points à noter :
 Certains algorithmes [78℄ [81℄ [84℄ ont augmenté la omplexité de alul à ause
de pré-aluls ajoutés pour prédire la diretion du blo, alul de la variane et
détermination des bords par le ltre de sobel.
 L'estimation de la diretion du bord [82℄ [83℄ n'est pas toujours vraie ave haque
blo e qui amène dans ertains as à une prédition non orrete.
 La tehnique basée sur la omparaison ave un seuil rend l'algorithme proposé dé-
pendant au ontenu de la vidéo. Ainsi, le seuil déterminé pour une vidéo pourrait
être non adapté ave une autre.
 Réduire le nombre de modes à tester touhe seulement la partie prédition (alul des
osts) alors que le module d'intra prédition omporte aussi une partie d'enodage
au niveau de l'intra4x4 omme noté dans la gure 2.7. Ainsi, le gain trouvé onerne
seulement la partie prédition et non pas tout le module d'intra prédition e qui
réduit l'eaité de l'algorithme proposé.
 Certains algorithmes ont introduit une dégradation de la qualité vidéo en termes de
PSNR ave une augmentation de débit surtout en désativant l'option de ontrol de
débit  rate ontrol .
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le tableau 3.6 présente une synthèse de ette étude indiquant la dégradation du PSNR
(dB), l'augmentation du débit (%) et le gain du temps obtenu pour le module d'intra
prédition (%) en appliquant un algorithme de déision rapide.
Tableau 3.6  Réapitulatif sur les approhes d'optimisation du module d'intra prédition
Approhe PSNR (dB) Débit (%) Gain (%)
Ref[76℄ -0.1 +1.2 40
Ref[77℄ négligeable +1.5 31
Ref[78℄ négligeable +0.05 7 à 53
Ref[79℄ -0.1 +1.4 52 à 64
Ref[80℄ -0.03 +4.5 60
Ref[81℄ +0.37 -12.4 37
Ref[82℄ négligeable +1.3 à 3 52
Ref[83℄ négligeable +6.7 67
Ref[84℄ 0.25 +6 60
An de surmonter les points faibles des algorithmes préédents, nous présenterons
notre approhe de déision rapide pour séletionner le meilleur mode d'intra prédition.
L'objetif prinipal est d'avoir une prédition préise ave le minimum de alul sans
utiliser des seuils ou eetuer des opérations supplémentaires pour déterminer la diretion
ou la texture du blo. L'algorithme à proposer doit être aussi simple et eae de telle sorte
qu'il réduira toute la omplexité de l'intra prédition et non seulement la partie de alul
des osts omme il a été adopté par les algorithmes préédents. Finalement, la nouvelle
approhe de déision pour l'intra prédition doit aussi assurer un gain important en temps
d'exéution sans introduire une dégradation de la qualité visuelle ni une augmentation de
débit.
La meilleure façon de réaliser et objetif est de hoisir la ondition appropriée pour
exéuter un seul type de prédition au lieu de deux de telle sorte qu'on traite l'intra4x4
seulement ou bien l'intra16x16 seulement. Cei nous guide à réduire le nombre des modes
à tester pour la luminane ainsi que sauter la partie enodage qui fait partie de l'intra4x4
si ette dernière est non testée. L'approhe que nous proposons est le résultat de plusieurs
analyses eetuées sur diérentes séquenes vidéo de résolution CIF et HD. Ces analyses
statistiques montrent que :
 Le mode  inter  est le mode le plus hoisi omme meilleur mode de prédition
pour les images P en omparant ave les modes intra4x4 et intra16x16. En eet,
entre 80% et 86% de MBs sont odés  inter  et seulement 15% à 20% de MBs
sont odés  intra  (intra4x4 et intra16x16). Cei est montré par la gure 3.31
présentant les pourentages des modes de prédition pour diérentes valeurs de QP
ave les résolutions CIF et HD et une taille du GOP égale à 8 (IPPPPPPP). Ainsi, si
un algorithme de déision rapide pour l'intra prédition est proposé pour les images
P, la distorsion au niveau de la qualité visuelle et le débit sera négligeable.
 Les modes d'inter prédition 16x16, 16x8 et 8x16 sont généralement hoisis pour les
blos d'arrière plan et les blos stationnaires. En ontre partie, les modes P8x8 (8x8,
8x4, 4x8 et 4x4) sont séletionnés pour les blos ontenant des détails et aratérisés
par un mouvement rapide omme l'illustre la gure 3.32.
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Figure 3.31  Pourentages des modes de déision pour la résolution : (a) CIF (b) HD
Figure 3.32  Partition des modes de déision pour une image P
 Le mode intra16x16 est généralement hoisi pour les MBs d'arrière plan, les MBs
stationnaires et homogènes aratérisés par une variation légère au niveau de la
luminane. D'autre part, le mode intra4x4 est séletionné pour les blos de haute
texture où il y a une variation importante de la luminane omme indiqué par la
gure 3.33.
Figure 3.33  Partition des modes de déision pour une image I
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Basé sur es observations, nous avons estimé qu'il y avait une haute orrélation entre
les modes d'inter prédition et les modes d'intra prédition. Pour ela, l'algorithme que
nous proposons pour l'intra prédition est basé sur le résultat d'inter prédition. Cet
algorithme est présenté par la gure 3.34 et onsiste à :
 Garder l'algorithme original de déision du mode d'intra prédition du JM pour les
I frames. Les deux types d'intra prédition sont testés intra4x4 (9 modes) et intra
16x16 (4 modes). Cei pour éviter d'avoir une distorsion onsidérable au niveau de
la qualité et du débit.
 Pour les P frames, la déision du mode d'intra prédition est ouplée au résultat
d'inter prédition.
- Si le meilleur mode d'inter prédition est le P8x8 .à.d. le mode 8x8, 8x4,
4x8 ou bien 4x4 est séletionné, alors le MB est onsidéré non homogène et
aratérisé par une haute texture. Dans e adre, l'intra 16x16 est non exéutée
et l'intra4x4 est le seul type de prédition testé.
- Sinon, si le mode 16x16, 16x8 ou bien 8x16 est séletionné, alors le MB est
supposé homogène et présente une faible texture. Pour ela, l'intra4x4 est non
onsidérée et seuls les modes de l'intra16x16 sont testés.
 Pour la omposante hrominane, nous avons gardé le même algorithme de prédi-
tion que l'algorithme de référene JM.
Au nal, l'algorithme que nous proposons est relativement simple, mais eae. En
eet, il n'ajoute auune omplexité de alul pour avoir une déision antiipée du mode
d'intra prédition et il élimine toute la omplexité d'un type de prédition, et pas seule-
ment la partie de alul des osts.
Figure 3.34  Algorithme de déision rapide proposé pour l'intra prédition
3.6.3 Résultats expérimentaux
L'algorithme proposé est testé ave diérentes séquenes vidéo de aratéristiques dif-
férentes et ave diérentes valeurs de QP. Les paramètres d'enodage utilisés sont dérits
par le tableau 3.7.
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Tableau 3.7  Les paramètres d'enodage
Taille du GOP (intra period) 8
QP 22, 30, 38
Nombre de frames enodés 104 (13 GOP)
Métrique de distorsion SAD
Enodeur entropique CAVLC
Control de débit o
Taille de la fenêtre de reherhe -8, +8
Nombre d'images de référene 1
Frame rate 30
Résolution CIF (352x288) et HD720p (1280x720)
La performane de notre algorithme proposé est évaluée selon les ritères ités i-
dessous :
 ∆PSNR (dB) : la diérene du PSNR entre l'algorithme proposé et l'algorithme de
référene.
 ∆Bits (%) : le pourentage d'augmentation du débit en utilisant l'algorithme pro-
posé par rapport à l'algorithme de référene.
 ∆I16 (%) : le pourentage de  skip  du module intra16x16
 ∆I4 (%) : le pourentage de  skip  du module intra4x4
Ces ritères sont dénis par les équations i-dessous.
∆PSNR = PSNR(propose)− PSNR(reference) (3.15)
∆Bits(%) =
Dbit(propose)−Dbit(reference)
Dbit(reference)
∗ 100 (3.16)
∆I16(%) =
Nb_I16_prop−Nb_I16_ref
Nb_I16_ref
∗ 100 (3.17)
∆I4(%) =
Nb_I4_prop−Nb_I4_ref
Nb_I4_ref
∗ 100 (3.18)
Ave :
 Nb_I16_prop et Nb_I4_prop : représentent le nombre de fois que l'intra16x16 et
l'intra4x4 sont exéutées ave l'algorithme proposé.
 Nb_I16_ref et Nb_I4_ref : représentent le nombre de fois que l'intra16x16 et l'in-
tra4x4 sont exéutées ave l'algorithme de référene.
Les résultats des simulations, présentés par les tableaux 3.8, 3.9, 3.10 et 3.11, montrent
bien que notre approhe permet de réduire la omplexité de l'enodeur H264/AVC sans
aeter la performane d'enodage. Elle assure un gain de temps d'exéution de l'intra
prédition exprimé par le pourentage de  skip  variant de 31% à 54% pour l'intra16x16
et de 33% à 55% pour l'intra4x4 selon la résolution et la valeur de QP. La dégradation de
la qualité vidéo en termes de PSNR est faible et ne dépasse pas 0.03 dB en moyenne. Notre
algorithme proposé a permis d'avoir une rédution de débit qui peut atteindre 1.81% pour
la résolution HD ontrairement aux autres algorithmes proposés dans la littérature qui
induisent une augmentation de débit ave une baisse du PSNR.
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Ces résultats démontrent bien que notre algorithme, basé sur l'estimation de l'homogé-
néité du MB à travers le résultat d'inter prédition, a réussi à oupler la prédition intra
ave elle de l'inter en xant la bonne ondition pour séletionner le bon type d'intra
prédition à tester (intra16x16 ou bien l'intra4x4).
Tableau 3.8  Performane d'enodage de l'algorithme proposé pour la résolution CIF
QP=22 QP=30 QP=38
séquene
∆PSNR
(dB)
∆Bits
(%)
∆PSNR
(dB)
∆Bits
(%)
∆PSNR
(dB)
∆Bits
(%)
Akiyo -0,01 -0,86 -0,03 -1,54 -0,01 -2,01
Foreman -0,01 -0,18 -0,01 -1,20 -0,04 -2,15
News -0,00 -0,85 -0,01 -1,62 -0,02 -2,50
Container -0,01 +0,16 -0,00 -0,98 +0,01 -1,92
Tb420 -0,03 +1,69 -0,06 +1,08 -0,08 -0,46
Mobile -0,00 -0,01 -0,01 -0,16 -0,00 -0,48
Moyenne -0,01 -0,00 -0,02 -0,73 -0,02 -1,58
Tableau 3.9  Performane d'enodage de l'algorithme proposé pour la résolution HD
QP=22 QP=30 QP=38
séquene
∆PSNR
(dB)
∆Bits
(%)
∆PSNR
(dB)
∆Bits
(%)
∆PSNR
(dB)
∆Bits
(%)
Mob_al -0,01 -0,07 -0,01 -0,15 -0,02 -1,32
Parkjoy -0,03 -0,10 -0,02 -1,04 -0,04 -3.71
Stokholm -0,01 -0,00 -0,01 -0,59 -0,02 -1,92
Sunower -0,05 -0,48 -0,06 -1,78 -0,11 -2,64
Parkrun -0,00 +0,03 -0,00 -0,05 -0,02 -0,67
Crowdrun -0,00 -0,08 -0,00 -0,37 -0,01 -1,19
Shields -0,01 -0,02 -0,01 -0,21 -0,03 -1,28
Moyenne -0,01 -0,10 -0,01 -0,60 -0,03 -1,81
Après avoir évalué la performane de notre algorithme, nous avons implémenté ette
nouvelle proposition sur la dernière implémentation du ode LETI  2 lignes de MBs 
sur le DSP TMS320C6472 et sous les mêmes onditions d'enodage pour une résolution
CIF et ave un QP égale à 30.
Les résultats expérimentaux présentés par le tableau 3.12 montrent que notre opti-
misation algorithmique pour le module d'intra prédition a permis d'obtenir un gain de
14.66% au niveau du temps d'enodage global. La vitesse obtenue est augmentée de 21.90
f/s pour l'implémentation  2 lignes de MBs  à 25.11 f/s ave l'algorithme proposé pour
l'intra prédition. Ce gain se onforme ave les pourentages de  skip . En eet, ave
un QP égale à 30, le pourentage de  skip  est d'environ 44% (tableau 3.10) ; et puisque
l'intra prédition représente 33% de la totalité du temps d'enodage, alors le 44% de 33%
est équivaut à 14,5%.
Finalement, en ombinant toutes les optimisations proposées, que e soient strutu-
relles, matérielles et algorithmiques, nous avons réussi à atteindre un enodage en temps
réel 25 f/s pour la résolution CIF sur un seul ÷ur DSP.
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Tableau 3.10  Pourentages de skip de l'intra16x16 et l'intra4x4 pour la résolution CIF
QP=22 QP=30 QP=38
séquene
∆I16
(%)
∆I4
(%)
∆I16
(%)
∆I4
(%)
∆I16
(%)
∆I4
(%)
Akiyo -31,11 -56,38 -45,09 -42,40 -52,20 -35,29
Foreman -37,53 -49,96 -51,85 -35,64 -60,32 -27,17
News -29,90 -57,59 -38,58 -48,91 -46,25 -41,24
Container -20,27 -67,22 -42,74 -44,75 -47,93 -39,56
Tb420 -44,03 -43,46 -47,20 -40,29 -53,43 -34,06
Mobile -27,90 -59,59 -33,88 -53,61 -43,04 -44,45
Moyenne -31.79 -55.70 -43.22 -44.26 -50.52 -36.96
Tableau 3.11  Pourentages de skip de l'intra16x16 et l'intra4x4 pour la résolution HD
QP=22 QP=30 QP=38
séquene
∆I16
(%)
∆I4
(%)
∆I16
(%)
∆Bits
(%)
∆PSNR
(%)
∆Bits
(%)
Mob_al -24.37 -63,12 -31,28 -56,22 -44,76 -42,74
Parkjoy -31,69 -55,80 -34,42 -53,08 -44,36 -43,14
Stokholm -43,61 -43,88 -47,91 -39,59 -59,33 -28,17
Sunower -48,7 -38,72 - 59,30 -28,20 -65,95 -21,55
Parkrun -34,57 -32,09 -28,51 -58,99 -46,48 -41,02
Crowdrun -41,50 -45,99 -49,96 -37,54 -61,30 -26,20
Shields -34,23 -53,26 - 42,06 -45,44 -55,19 -32,31
Moyenne -39,05 -47,55 -41,92 -45,58 -53,91 -33,59
Tableau 3.12  La vitesse d'enodage en utilisant l'algorithme de déision rapide pour
l'intra prédition
Séquene CIF (352x288) Vitesse d'enodage (f/s)
Foreman 25.07
Akiyo 25.98
News 26.47
Container 25.56
Tb420 23.45
Mobile 24.17
Vitesse moyenne (f/s) 25.11
Nous avons ensuite testé notre implémentation sur des vidéos de résolution plus élevée
telle que la résolution SD (720x480) et la résolution HD (1280x720).
Les résultats présentés par le tableau 3.13 indiquent les vitesses d'enodage obtenues
pour des vidéos de résolution SD et HD. Il est lair qu'une implémentation mono÷ur
ave un proesseur de faible fréquene du CPU (700 MHz) ne peut pas répondre aux
exigenes du temps réel pour des séquenes vidéo de haute dénition. Ainsi, passer à
une implémentation multi÷ur tout en exploitant le parallélisme potentiel de l'enodeur
H264/AVC devient indispensable an d'améliorer la vitesse d'enodage et satisfaire la
ontrainte d'enodage en temps réel pour des vidéos de résolution élevée.
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Tableau 3.13  La vitesse d'enodage sur un seul ÷ur DSP pour des vidéos SD et HD
Séquene Vitesse d'enodage pour
la résolution SD (720x480)
(f/s)
Vitesse d'enodage pour la
résolution HD (1280x720)
(f/s)
mob_al 7,50 2,81
parkrun 6,86 2,60
shields 7,19 2,69
stokholm 7,22 2,71
rowdrun 6,91 2,58
parkjoy 7,26 2,74
sunower 7,20 2,70
Vitesse moyenne (f/s) 7,13 2,69
3.7 Conlusion
Dans e hapitre, nous avons présenté notre méthodologie d'implémentation de l'eno-
deur H264/AVC sur un seul ÷ur DSP an d'avoir une solution optimisée au maximum.
Nous avons ité les diérentes optimisations appliquées pour aélérer le proessus d'en-
odage et bien exploiter l'arhiteture interne du DSP.
Comme souhaité, nous avons réussi à réaliser un enodage en temps réel 25 f/s pour la
résolution CIF tout en assurant une bonne performane d'enodage en termes de qualité
vidéo et débit de ompression.
Comme attendu, notre implémentation mono÷ur n'a pas aboutit à un enodage en
temps réel pour des vidéos de résolution SD et HD vu d'une part la haute omplexité de
e standard et de l'autre part la faible fréquene du CPU de notre DSP.
Dans le hapitre suivant, nous passerons à une implémentation multi÷ur de et eno-
deur an de surmonter le problème de la fréquene de proesseur. Nous présenterons nos
propositions pour exploiter le parallélisme potentiel de l'enodeur H264/AVC, aélérer
le traitement des données et assurer un enodage en temps réel pour la résolution HD.
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Chapitre 4
Implémentation multi÷ur de
l'enodeur H264/AVC sur des
plateformes DSP multi÷urs
Ce hapitre présente nos implémentations parallèles de l'enodeur vidéo H264/AVC sur
deux plateformes DSP multi÷urs TMS320C6472 (6 ÷urs) et TMS320C6678 (8 ÷urs)
an d'assurer un enodage en temps réel pour la résolution HD. Les approhes  GOP
Level Parallelism  et  Frame Level Parallelism  étudiées préédemment, sont exploitées
pour paralléliser le traitement et aélérer l'enodage. Des optimisations vont être appli-
quées pour les deux tehniques de partitionnement an d'avoir plus d'eaité en termes
d'aélération et de rédution de latene. Une plateforme d'évaluation d'enodage vidéo
est aussi présentée. Elle tient en ompte l'aquisition des images à partir d'une améra
HD, l'enodage des données par le DSP et l'envoie du bitstream sur un réseau pour le
sauvegarder dans un hier ou le déoder à un autre moment.
4.1 Introdution
La omplexité de alul de l'enodeur H264/AVC ave l'utilisation des vidéos de haute
dénition rendent diile l'enodage en temps réel sur des plateformes mono÷urs ave
une faible fréquene de CPU. Comme nous l'avons montré dans le hapitre préédent,
malgré les diérentes optimisations appliquées, notre implémentation sur un seul ÷ur
DSP de fréquene 700 MHz a assuré un enodage en temps réel seulement pour des vidéos
de faible résolution (CIF). En visant la haute dénition, une implémentation parallèle
exploitant la tehnologie multi÷ur devient indispensable an de ompenser la limitation
de la fréquene de CPU.
Exploiter le parallélisme potentiel de l'enodeur H264/AVC que e soit au niveau de
sa struture fontionnelle ou bien au niveau de la struture hiérarhique de données ainsi
que proter de l'arhiteture multi÷ur de notre DSP représentent la solution la plus
adéquate an de répondre aux exigenes de traitement en temps réel.
Le hoix d'une méthode de parallélisme parmi les diérentes méthodes itées au niveau
du hapitre 2 dépend essentiellement de la plateforme multi÷ur utilisée. Le nombre de
÷urs exploités, la quantité de mémoire disponible, sa topologie, le moyen de ommunia-
tion et de synhronisation et le problème de ohérene de ahe sont tous des ontraintes
qui inuent sur le hoix de la tehnique de parallélisme.
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Dans e ontexte, nous présenterons dans e hapitre notre méthodologie d'implé-
mentation parallèle de l'enodeur H264/AVC sur des plateformes DSP multi÷urs. Nous
disuterons deux tehniques de parallélisme à appliquer an d'aélérer l'enodage tout
en respetant les ontraintes imposées par le standard H264/AVC d'une part et elles
imposées par la plateforme ible d'autre part. Nous présenterons aussi nos améliorations
pour les méthodes de partitionnement hoisies an d'avoir plus d'eaité en termes d'a-
élération de traitement et exploitation des CPU. Et nalement, nous proposerons une
plateforme de démonstration d'enodage vidéo en temps réel tenant ompte l'aquisition
des images à partir d'une améra, l'enodage parallèle des données par le DSP et l'envoie
du bitstream sur le réseau pour le déoder ou le sauvegarder.
4.2 Choix de la méthode de parallélisme
D'après les travaux préédents, il existe plusieurs méthodes de partitionnement et
haune d'elles a des avantages mais aussi quelques inonvénients (tableau2.1). L'approhe
 GOP Level Parallelism  assure une bonne aélération d'enodage mais elle exige
une quantité de mémoire importante pour sauvegarder toutes les images des GOP. La
tehnique  Frame Level Parallelism  permet d'aélérer le traitement tout en imposant
une faible synhronisation inter-proesseurs. Le  Slie Level Parallelism  assure un gain
important en temps de alul ave une faible latene mais en ontre partie, ette tehnique
engendre une dégradation de la qualité vidéo en termes de PSNR et une augmentation du
débit. Une harge de travail non uniforme, beauoup des transferts de données et un oût
de synhronisation inter-proesseurs élevé restent les inonvénients majeurs de l`approhe
 MB Level Parallelism  et l'approhe  Task Level Parallelism . En revanhe, es
deux dernières tehniques assurent une faible latene d'enodage et ne néessitent pas
une quantité de mémoire importante.
Le hoix de l'approhe de partitionnement appropriée doit se baser sur les avantages
et les inonvénients de haque tehnique de parallélisme tout en tenant ompte de la
plate-forme ible. En eet, le nombre d'unités de traitement disponibles et le moyen de
ommuniation inter-proesseurs (mémoire partagée, point à point, NOC, FIFO, MPI)
doivent être néessairement pris en ompte pour eetuer une implémentation parallèle
simple et eae. Par onséquent, plusieurs points doivent être pris en onsidération :
 Notre plateforme DSP omporte une quantité de mémoire importante que se soit
sur pue  ON CHIP  ou bien en externe (DDR). Cela donne plus de liberté pour
hoisir une méthode de partitionnement.
 La mémoire ahe de notre DSP n'est pas automatiquement ohérente omme le
as des proesseurs généralistes où la ahe est gérée par un module matériel. Ainsi,
les programmeurs sont ensés forer manuellement les  ahe write bak  et les
invalidations de ahe à l'aide des instrutions spéiques. Par onséquent, une mé-
thode de partitionnement simple qui ne néessite pas beauoup de synhronisation
et de ommuniation inter-proesseurs doit être hoisie. Cei permet de simplier la
tâhe des programmeurs an d'éviter le problème de ohérene de ahe.
 Notre objetif est de onevoir un enodeur H264/AVC ave une haute performane
d'enodage. Ainsi, la méthode hoisie ne doit pas engendrer une augmentation du
débit ou une dégradation de la qualité vidéo.
Tenant en onsidération es points, nous avons hoisi d'adopter un partitionnement
de données basé sur la déomposition en GOP et en images. La tehnique de  Frame
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Level Parallelism  et elle de  GOP Level Parallelism  sont hoisies pour paralléliser
l'enodage. Ces deux approhes sont aratérisées par une simpliité d'implémentation
par rapport aux autres tehniques de partitionnement, une haute salabilité, un faible
oût de synhronisation inter-proesseurs ainsi qu'elles n'engendrent pas une distorsion ni
au niveau de la qualité vidéo ni au niveau du débit de ompression.
4.3 Communiation inter-÷urs pour les DSP de Texas
Instruments
Pour passer à une implémentation multi÷ur, il faut onnaitre les tehniques nées-
saires pour assurer la ommuniation et la synhronisation inter-÷urs. Les plateformes
DSP de TI orent divers méanismes arhiteturaux pour supporter la ommuniation
inter-÷urs. Tous les CPU ont un aès omplet à la arte mémoire du DSP de telle
sorte qu'ils puissent lire de / érire à n'importe quelle mémoire. Ainsi, après avoir préparé
les données par un CPU A et es données vont être utilisées par un CPU B, il est né-
essaire d'informer le CPU B sur la disponibilité des données. Cette proédure s'appelle
notiation, elle peut être aomplie par une signalisation direte, indirete ou par voie
d'arbitrage atomique [85℄.
4.3.1 Signalisation direte
Les DSP de TI omportent un périphérique simple (registre de ontrle) qui permet
pour un ÷ur DSP de générer un événement physique  event  à un ontrleur d'in-
terruption d'un autre ÷ur DSP. Le périphérique omporte un registre drapeau  ag
register , indiquant l'origine de l'événement an que le CPU notié puisse prendre les
mesures appropriées (y ompris la mise à zéro du ag), omme indiqué sur la Figure 4.1.
Figure 4.1  Prinipe de notiation inter-÷urs basé sur la signalisation direte
Les étapes de notiation selon la signalisation direte sont :
1. CPU A érit dans le registre IPC (inter proessor ommuniation) du CPU B
2. Un  IPC event  est généré vers le ontrleur d'interruption du CPU B
3. Le ontrleur d'interruption informe le CPU B
4. CPU B teste son registre IPC
5. CPU B met à zéro le IPC ag(s)
6. CPU B lane l'ation appropriée
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4.3.2 Signalisation indirete
A part le transfert de données d'une mémoire à une autre, le ontrleur EDMA peut
servir omme un outil de signalisation inter-÷urs. La notiation suit ainsi le transfert
de données. Le prinipe de la signalisation indirete est le suivant :
1. Le CPU A ongure et délenhe le transfert en utilisant l'EDMA
2. L'EDMA génère un évènement EDMA ompletion event vers le ontrleur d'in-
terruption  interrupt ontroller  du CPU B, indiquant la n du transfert
3. Le ontrleur d'interruption notie ainsi le CPU B
Figure 4.2  Prinipe de notiation inter-÷urs basé sur la signalisation indirete
4.3.3 Arbitrage atomique
L'arbitrage atomique onsiste à gérer l'aès à une ressoure partagée en utilisant des
méanismes de synhronisation entre tâhes. Un proesseur peut d'une façon atomique
aquérir un verrou, modier toute ressoure partagée et par la suite libérer le verrou
omme le montre la gure 4.3.
Figure 4.3  Prinipe de notiation inter-÷urs basé sur l'arbitrage atomique
Parmi les méanismes de synhronisation, on trouve les sémaphores. Ces sont des
variables utilisées pour restreindre l'aès à des ressoures partagées (variable partagée
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ou une zone de mémoire partagée) et synhroniser les proessus dans un environnement
de programmation onurrente.
Il existe également les sémaphores bloquants. Ces sont des sémaphores initialisés ave
la valeur 0. Cei a pour eet de bloquer n'importe quel thread qui veut aéder à une
ressoure partagée tant qu'un autre thread n'a pas libéré le verrou. Ce type d'utilisation
est très utile lorsqu'on a besoin de ontrler l'ordre d'exéution entre threads. Cette
utilisation des sémaphores permet de réaliser des barrières de synhronisation.
4.4 La méthode de gestion de ressoures partagées
Pour notre implémentation multi÷ur de l'enodeur H264/AVC et an de gérer une
ressoure partagée entre les diérents ÷urs DSP, la tehnique de signalisation direte est
utilisée pour eetuer la notiation inter-÷urs ainsi que l'arbitrage atomique ave des
sémaphores est exploité pour assurer la synhronisation entre eux. En supposant qu'une
donnée est allouée dans la mémoire partagée de notre DSP TMS320C6472 et que ette
donnée sera traitée en premier temps par le ore0 et par la suite le ore1 va utiliser la
donnée modiée, alors les étapes à appliquer pour établir ette opération ave suès sont
détaillées omme suit :
1. Le ore1 est bloqué jusqu'à e que le ore0 termine le traitement. Ce bloage est ee-
tué à l'aide d'un sémaphore bloquant en utilisant la fontion SEM_pend(&SEM,SYS_
FOREVER) fournit par la bibliothèque CSL(Chip Support Library) [86℄ de Texas
Instruments, sert à bloquer le task du ore1 jusqu'a e que le sémaphore  SEM 
soit validé.
2. Après avoir terminé le traitement de la donnée partagée, le ore0 notie le ore1 en
érivant 1 dans le hamp IPCG du registre IPCGR du ore1 omme l'indique la gure
4.4. Chaque CPU possède un registre IPCGR pour gérer les interruptions inter-
÷urs. Ce registre fournit aussi 28 soures ID pour identier la soure d'interruption.
Le ore0 met ainsi à 1 le bit SRCn an que le ore1 identie la soure d'interruption.
Figure 4.4  IPC generation register IPCGR
3. L'ériture dans le registre IPCG du ore1 par le ore0 génère une impulsion d'in-
terruption vers le ore1. Ce dernier vérie son registre IPCGR et identie la soure
d'interruption en parourant les hamps SRCn.
4. Selon haque soure d'interruption, le ore1 va laner la fontion appropriée déjà
dénie par le programmeur et enregistrer dans un tableau de fontion IpHandler-
Table[sr℄ = (fontion). Dans e as, ette fontion onsiste à débloquer le ore1
pour eetuer son traitement. L'API SEM_post(&SEM) de la bibliothèque CSL
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permet de valider le sémaphore  SEM  et par onséquent débloquer le task du
ore1.
4.5 Implémentation multi÷ur de l'enodeur H264/AVC
sur le DSP C6472
4.5.1  Frame Level Parallelism  lassique
Le prinipe de ette méthode de parallélisme onsiste à assigner à haque ÷ur DSP
une image pour l'enoder. Si toutes les images sont de type I (intra seulement), alors,
il n'y a pas de dépendanes entre les images. Les CPU peuvent par onséquent traiter
toutes les images en parallèle. Dans le as ontraire, .à.d. travailler ave la notion du
GOP (IPPP. . . PPP IPPPPP. . . ), une ertaine dépendane doit être respetée. Cette dé-
pendane est liée à l'estimation de mouvement qui néessite la leture de la fenêtre de
reherhe à partir de l'image de référene qui est l'image traitée à l'instant t-1 puisqu'on
travaille seulement ave une seule image de référene.
Le design de notre implémentation multi÷ur de l'enodeur H264/AVC sur le DSP
TMS320C6472 est illustré dans la gure 4.5.
Figure 4.5  Plateforme d'évaluation d'enodage vidéo ave la méthode  Frame Level
Parallelism  sur le DSP TMS320C6472
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An d'assurer une démonstration d'enodage vidéo de haute dénition en temps réel,
l'aquisition d'images doit également être eetuée en temps réel. Pour ela, une bande
passante d'un débit de 277 Mbits/s est néessaire pour transférer 25 f/s de résolution HD
720p en YUV 4 :2 :0 format ((1280 x 720 x 1.5) x 8bits x 25 f/s). Vu que notre DSP
ne omporte pas une interfae d'aquisition vidéo, un ordinateur personnel (PC), lié à
une webam HD, est utilisé omme première étape pour envoyer les images brutes (sans
ompression, mode RAW) au DSP. Le PC et le DSP sont équipés d'une interfae Gigabit
Ethernet (1000 Mbits/s), assurant ainsi un débit de données susant pour le temps réel.
Comme notre plate-forme DSP omporte six ÷urs DSP, le ore0 est utilisé içi omme
un CPU maître jouant le rle d'un serveur TCP (Transfert Control Protool). Il est
onsaré à établir la onnexion TCP/IP (Internet Protool) ave le lient (PC) exploitant
la bibliothèque NDK (Network Development Kit) de Texas Instruments [87℄. Dans une
première étape, il reçoit les images brutes envoyées par le PC après une apture améra
et les stoke dans la mémoire externe qui est une mémoire partagée pour tous les CPU.
Les inq ÷urs DSP restants sont exploités pour assurer un enodage parallèle basé sur la
tehnique  Frame Level Parallelism . Pour haque ÷ur DSP, une setion de mémoire
est réservée dans la mémoire externe ontenant un buer pour l'image ourante (SRC), un
autre pour l'image reonstruite (RECT, servira omme image de référene pour le CPU
suivant) et enn un buer pour le bitstream (débit). Après avoir terminé l'enodage, le
serveur ore0 envoie le ux binaire (bitstream) de toutes les images odées au lient (PC)
an de le stoker ou le déoder après.
Dans la mémoire interne L2RAM du ore0, un programme  TCP server.out  est
hargé d'établir une onnexion TCP/IP entre le DSP et le PC. Un exéutable  H264
enoder.out  est hargé dans haque mémoire interne d'un CPU dédié pour l'enodage
(ore1 à ore5). Un projet C/C++ est développé et exéuté sur le PC an de apturer la
vidéo à partir d'une améra HD. Ce projet est basé essentiellement sur deux bibliothèques :
la bibliothèque OpenCV [88℄, utilisée pour apturer l'image d'une améra et onvertir es
images du format RGB en YCrCb 4 :2 :0, et la bibliothèque winsok [89℄ utilisée pour
réer un soket TCP (IP, numéro de port) assurant la onnexion TCP/IP entre le serveur
(ore0) et le lient (PC).
Le ode que nous avons fait est un ode générique qui s'adapte au nombre de CPU
utilisés pour l'enodage. Le nombre d'images à traiter en parallèle, la quantité de mémoire
réservée dans la mémoire externe et le nombre des sémaphores de synhronisation sont
tous liés au nombre de CPU dédiés pour l'enodage qui est onguré par l'utilisateur.
L'implémentation  1 ligne de MBs  (setion3.4.2), eetuée sur un seul ÷ur DSP,
est hoisie pour réaliser une implémentation parallèle de l'enodeur H264/AVC sur les 5
÷urs DSP. On a préféré ne pas utiliser l'implémentation  2 lignes de MBs  basée sur
l'utilisation d'EDMA pour deux raisons majeures :
1. Ave six ÷urs DSP, la gestion d'EDMA devient plus diile. La synhronisation
des transferts EDMA entre les diérents CPU omplique l'implémentation parallèle
de l'enodeur H264/AVC et pourrait ralentir l'enodage.
2. L'ativation de la mémoire ahe ave l'implémentation  1 ligne de MBs  a donné
presque les mêmes résultats que l'implémentation  2 lignes de MBs  ave une
mémoire ahe ativée. En eet, la mémoire ahe joue presque un rle similaire
que l'EDMA au niveau de la préparation en avane des données au CPU. En plus,
l'utilisation d'EDMA tout seul, sans onsidération de la mémoire ahe, n'a pas
apporté eetivement un gain important au niveau de la vitesse d'enodage (setion
3.5.3). Cei est expliqué par le temps de transfert de données entre la mémoire
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externe et la mémoire interne qui est faible par rapport au temps néessaire pour
l'enodage.
En se basant sur l'implémentation  1 ligne de MBs , un ore i ne peut laner
l'enodage d'une image i que si et seulement si le ore i-1 termine l'enodage d'au moins 3
lignes de MBs de son image i-1. Ces trois lignes serviront omme une fenêtre de reherhe
pour le ore i (gure 3.5). De ette façon, on garantit que la dépendane temporelle soit
respetée et par onséquent, on n'a pas de distorsion ni au niveau de la qualité ni au
niveau du débit.
Les étapes d'enodage, en appliquant l'approhe  Frame Level Parallelism  lassique,
sont illustrées dans la gure 4.6 et détaillées omme suit :
Figure 4.6  Sénario d'exéution temporelle de l'approhe  Frame Level Parallelism 
lassique sur le DSP TMS320C6472
1. Après avoir établi la onnexion entre le lient (PC) et le serveur (ore0), e dernier
reçoit 5 images envoyées par le lient puisque 5 CPU sont utilisés pour l'enodage.
Chaque image sera stokée dans le buer SRC approprié pour haque CPU (ore1
à ore5). Durant ette étape, les ore1 à ore5 sont en état d'attente.
2. Après avoir terminé la réeption de 5 images, le ore0 envoie inq interruptions IPC
vers les 5 CPU restants (1 à 5) pour indiquer que les images sont déjà dans la
mémoire externe et qu'ils peuvent ommener l'enodage.
3. Le ore1 est le premier CPU qui va ommener l'enodage. Dès qu'il termine l'en-
odage des trois premières lignes de MBs de son image soure, il envoie un IPC au
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ore2 qui est en état d'attente d'une interruption du ore1 pour ommener le trai-
tement de son image. La même proédure se reproduit pour les autres CPU (ore3
à ore5).
4. Pour éviter qu'un ore i dépasse le ore i-1 (e qui est possible dans ertains as vu
que la harge de travail n'est pas équitable pour les images suessives) et on pourrait
avoir un résultat erroné, l'enodage de la ligne de MBs ultérieure est onditionné par
la réeption d'un IPC du CPU préédent. Ainsi, haque CPU envoie un IPC au CPU
suivant après avoir terminé l'enodage de la ligne de MBs ourante dont son index
est supérieur à 3. Puisque les CPU sont déphasés les uns des autres par 3 lignes de
MBs, alors, le ore i-1 termine l'enodage de son image avant le ore i par 3 lignes de
MBs. Pour ela, si le ore i arrive au traitement de la ligne MBY=MBY_Max -3, il
ne doit plus attendre un IPC du ore i-1. Sinon, il va rester bloqué puisque le ore i-1
a déjà terminé le traitement et il n'enverra plus d'IPC. On note que MBY_Max est
le nombre total de lignes de MBs dans une image. Il est égal à la longueur de l'image
divisée par la longueur d'un MB. Pour la résolution CIF (352x288), MBY_Max est
égal à 288/16=18.
5. Après avoir terminé l'enodage des inq premières images et la génération des bits-
treams, les ore1-ore5 envoient haun un IPC au ore0, qui est en état d'attente,
pour l'informer qu'il peut maintenant envoyer les bitstreams vers le PC pour les
sauvegarder.
6. Après avoir reçu les 5 IPCs, le ore0 envoie les 5 bitstreams qui orrespondent aux 5
images enodées vers le PC en ommençant par le bitstream du ore1 et terminant
par le bitstream du ore5 an de les sauvegarder dans l'ordre.
7. En terminant la réeption des bitstreams et leurs sauvegardes, le PC aquière les 5
images suivantes et les envoie au ore0. La proédure d'enodage se répètera de la
même façon.
4.5.1.1 Cohérene de ahe
Comme nous l'avons ité auparavant, un traitement multi÷ur basé sur une arhite-
ture de mémoire partagée ave une mémoire ahe pour haque CPU, peut onduire à
un problème de ohérene de ahe. Pour éviter e problème, la bibliothèque CSL (Chip
Support Library) fournit deux fontions :
  CACHE_wbL2  : fait un  write-bak  des données qui sont en mémoire ahe
vers leurs emplaements dans la mémoire partagée.
  CACHE_invL2  : onsiste à invalider les données dans la mémoire ahe et forer
le CPU à lire es données à partir de leurs emplaements dans la mémoire partagée.
Dans notre as, lorsque le ore0 reçoit les images soures (SRC) du PC, il doit eetuer
un  write-bak  de es données qui sont hargées dans la ahe vers la mémoire externe
puisqu'elles vont être traitées par les autres CPU. De l'autre té, avant de ommener
l'enodage, les ore1-ore5 doivent invalider les adresses SRC dans leurs mémoires ahes
puisque es données ont été modiées par le ore0.
Le même prinipe doit être aussi appliqué pour le bitstream. Ainsi, après avoir terminé
l'enodage et la génération du bitstream, il faut que les ore1-ore5 fassent un  write-
bak  des bitstreams hargés dans la mémoire ahe vers la mémoire externe puisqu'ils
vont être transférés par le ore0 vers le PC. Avant le transfert des bitstreams, le ore0 doit
aussi invalider es adresses dans sa ahe et aller à la mémoire externe pour les transférer.
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Finalement, entre les ore1-ore5, le problème de ohérene de ahe est imposé. En
eet, au niveau de l'estimation de mouvement, l'image reonstruite pour un ore i repré-
sente l'image de référene pour le ore i+1. Ainsi, le même prinipe devrait être appliqué
an d'éviter le problème de ohérene de ahe. À haque ériture de la ligne reons-
truite, un ore i doit eetuer un  write-bak  ainsi qu'à haque leture de la fenêtre
de reherhe, un ore i+1 doit aussi invalider les données dans sa mémoire ahe.
4.5.1.2 L'aélération théorique estimée pour une implémentation multi÷ur
basée sur la méthode  Frame Level Parallelism  lassique
En appliquant la méthode  Frame Level Parallelism  ave l'implémentation  1 ligne
de MBs  sur 5 ÷urs DSP, haque CPU est en retard par rapport à son antéédent de
3 lignes de MBs. Le inquième CPU est ainsi retardé de 12 lignes de MBs par rapport
au premier CPU. Si on onsidère T le temps moyen néessaire pour enoder une ligne de
MBs et qu'une image omporte N lignes de MBs alors, enoder 5 images en parallèle ave
la méthode  Frame Level Parallelism  lassique néessite N*T+12*T au lieu de 5*N*T
pour une exéution séquentielle ave un seul CPU. Le sénario d'enodage d'une séquene
vidéo de résolution CIF en appliquant la méthode  Frame Level Parallelism  lassique
sur 5 ÷urs DSP est illustré par la gure 4.7.
Figure 4.7  Le temps d'enodage estimé pour une vidéo CIF ave la méthode  Frame
Level Parallelism  lassique sur 5 ÷urs DSP
Ainsi, l'aélération théorique estimée pour une implémentation multi÷ur sur 5 CPU
basée sur la méthode  Frame Level Parallelism  lassique est alulée omme ei :
Pour la résolution CIF (352x288), N=288/16=18 don :
l′acce´le´ration =
(18 ∗ 5) ∗ T
(12 + 18) ∗ T
= 3 (4.1)
Pour la résolution SD (720x480), N=480/16=30 don :
l′acce´le´ration =
(30 ∗ 5) ∗ T
(12 + 30) ∗ T
= 3.57 (4.2)
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Pour la résolution HD (1280x720), N=720/16=45 don :
l′acce´le´ration =
(45 ∗ 5) ∗ T
(12 + 45) ∗ T
= 3.94 (4.3)
4.5.1.3 Les résultats expérimentaux de la méthode  Frame Level Parallelism
 lassique
Les performanes de l'approhe  Frame Level Paralleslism  sur le DSP TMS320C6472
sont évaluées en termes de vitesse d'enodage et aélération. Diérentes séquenes vidéo
sont utilisées au ours des simulations. Les tableaux 4.1, 4.2 et 4.3 présentent respetive-
ment les vitesses d'enodage ainsi que les aélérations obtenues pour la résolution CIF,
SD et HD. Les simulations sont eetuées ave deux tailles diérentes de GOP (8 et 16)
et deux valeurs de QP (30 et 37). Les résultats expérimentaux montrent que l'implémen-
tation multi÷ur, en utilisant la méthode  Frame Level Parallelism  sur 5 CPU dédiés
pour l'enodage, a assuré une aélération d'enodage de 2.92, 3.27 et 3.79 respetivement
pour la résolution CIF, SD et HD. Ces résultats sont très prohes des résultats théoriques
estimés par alul.
Tableau 4.1  Vitesse d'enodage ave  Frame Level Parallelism  lassique pour des
vidéos CIF
Taille du GOP=8 Taille du GOP=16
QP=30 QP=37 QP=30 QP=37
Vidéo
CIF
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
Aéle-
ration
Akiyo 24,19 71,22 24,50 71,07 24,41 72,19 24,61 71,61 2,93
Foreman 24,73 72,36 24,81 71,97 24,63 71,29 24,76 71,16 2,90
News 25,21 74,16 25,34 72,69 25,16 73,14 25,62 72,87 2,89
ontainer 24,80 72,18 24,67 70,54 24,64 71,96 24,59 70,47 2,89
Tb420 22,79 65,66 23,23 70,76 24,35 65,68 23,11 70,35 2,97
Mobile 22,77 66,99 23,56 69,42 22,69 67,58 23,21 69,21 2,96
Moyenne 24,08 70,43 24,35 71,08 24,03 70,31 24,32 70,95 2,92
Tableau 4.2  Vitesse d'enodage ave  Frame Level Parallelism  lassique pour des
vidéos SD
Taille du GOP=8 Taille du GOP=16
QP=30 QP=37 QP=30 QP=37
Vidéo
SD
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
Aéle-
ration
Mob_al 7,30 23,80 7,52 24,12 7,20 23,62 7,29 23,82 3,25
Parkjoy 6,71 21,23 7,02 22,97 6,65 20,92 6,83 22,56 3,22
Stokholm 7,01 23,12 7,11 23,68 6,83 22,73 6,75 23,24 3,35
Sunower 7,05 22,98 7,23 23,25 6,91 22,79 7,09 22,71 3,24
Parkrun 6,73 22,36 6,98 22,66 6,35 21,97 6,28 22,35 3,40
Crowdrun 7,08 22,65 7,23 22,98 6,68 21,37 7,12 22,61 3,19
Shields 7,12 23,05 7,42 23,84 6,89 22,87 7,15 22,63 3,23
Moyenne 7,00 22,74 7,22 23,36 6,79 22,32 6,93 22,85 3,27
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Tableau 4.3  Vitesse d'enodage ave  Frame Level Parallelism  lassique pour des
vidéos HD
Taille du GOP=8 Taille du GOP=16
QP=30 QP=37 QP=30 QP=37
Vidéo
HD
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
Aéle-
ration
Mob_al 2,75 10,34 2,81 10,53 2,71 10,37 2,79 10,46 3,77
parkrun 2,54 9,15 2,62 10,05 2,48 9,10 2,54 10,03 3,76
shields 2,63 10,01 2,74 10,21 2,57 9,85 2,63 10,11 3,80
stokholm 2,65 10,07 2,58 9,87 2,61 10,01 2,55 9,88 3,83
rowdrun 2,51 9,59 2,63 9,85 2,44 9,55 2,51 9,81 3,85
parkjoy 2,67 9,89 2,71 9,90 2,42 8,80 2,66 9,84 3,67
sunower 2,63 9,99 2,58 9,81 2,56 9,90 2,51 9,75 3,84
Moyenne 2,63 9,86 2,67 10,03 2,54 9,65 2,60 9,98 3,79
Notre implémentation multi÷ur a permis d'atteindre une vitesse d'enodage de 70
f/s pour la résolution CIF et validant par onséquent la ontrainte d'enodage en temps
réel. La vitesse d'enodage est signiativement améliorée pour la résolution SD et HD en
omparant à l'implémentation mono÷ur. En eet, la vitesse obtenue pour la résolution
SD est d'environ 23 f/s en moyenne au lieu de 7 f/s sur un seul CPU e qui nous rap-
prohe bien du temps réel. Pour la résolution HD, malgré que l'augmentation de la vitesse
d'enodage de 2.6 f/s à 10 f/s, e résultat reste à 50% de la performane d'enodage en
temps réel.
Se basant sur es résultats, il est bien lair que ette implémentation ne répond pas
aux exigenes de temps réel pour les résolutions les plus hautes. Ainsi, optimiser ette
implémentation devient indispensable an d'améliorer enore plus la performane de ette
approhe et satisfaire la ontrainte de temps réel pour la résolution SD et HD.
4.5.2  Frame Level Parallelism  améliorée
Bien que l'implémentation lassique de l'approhe  Frame Level Parallelism  a amé-
lioré onsidérablement la vitesse d'enodage en omparaison ave l'exéution séquentielle
sur un seul CPU, ette implémentation présente quelques défauts oté eaité d'ex-
ploitation des CPU. Un temps important d'attente des données par les CPU est observé
pour ette version ainsi qu'un proessus de transfert de données insusamment optimisé.
En eet, les ore1-ore5 attendent la réeption de toutes les images par le ore0 alors
que l'enodage pourrait être immédiatement lané dès la réeption de la première image.
En outre, le ore0 reste en état d'attente jusqu'à les ore1-ore5 terminent l'enodage
de toutes les images pour envoyer les bitstreams alors qu'il est plus rentable d'envoyer
au fur et à mesure le bitstream disponible sans attendre la n d'enodage par les inq
CPU. Et nalement, durant l'enodage, le ore0 reste inatif jusqu'à e que les inq CPU
terminent l'enodage alors que l'on peut exploiter e temps pour préparer en avane les
images suivantes an de superposer le proessus d'aquisition de données ave le proessus
d'enodage.
An de surmonter es points faibles, nous présentons ainsi la version améliorée de
l'approhe  Frame Level Parallelism . La nouvelle version onsiste à optimiser le oût
de ommuniation (transfert de données) en se référant à la tehnique de buers ping-pong
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et la méthodologie multithreading omme l'indique la gure 4.8.
Figure 4.8  L'approhe  Frame Level Parallelism  améliorée sur 5 ÷urs DSP
Pour haque ÷ur DSP, un buer ping-pong est utilisé pour l'image SRC et le bits-
tream au lieu d'un seul buer utilisé pour la première version. Cei a pour but de faire
se hevauher le proessus d'enodage ave le proessus de leture / ériture de données.
Coté PC, trois threads ont été réés. Le premier est onsaré pour l'aquisition et l'envoi
des images vers le DSP, le seond va reevoir les bitstreams envoyés par le DSP via Ether-
net et le troisième va enregistrer es bitstreams dans un hier. Le sénario d'exéution
temporelle ave ette implémentation est illustré par la gure 4.9 et se résume omme
suit :
1. Le thread1 apte la première image et l'envoie au ore0 qui va la sauvegarder dans
le buer ping SRC[0℄ du ore1. Après avoir terminé la réeption, le ore0 notie le
ore1 en envoyant un IPC pour délenher l'enodage de son image.
2. En reevant l'IPC, le ore1 ommene l'enodage. Au même temps, le thread1 apte
la deuxième image et l'envoie au ore0 qui va la sauvegarder ette fois dans le buer
ping du ore2. Cette étape se répète pour les inq ÷urs DSP. Ainsi, haque CPU
ommene l'enodage immédiatement après la sauvegarde de son image dans sa
propre zone mémoire sans attendre la réeption de toutes les images.
3. Au ours de l'enodage de inq premières images par les ore1-ore5 ave le même
prinipe que la première version de  Frame Level Parallelism , le thread1 apte et
envoie les inq prohaines images au ore0. Ce dernier sauvegarde ette fois haque
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image reçue par ordre dans le buer pong SRC[1℄ de haque CPU. Comme le pro-
essus d'enodage prend plus de temps que le proessus d'aquisition de données, le
oût de leture de données est par onséquent optimisé et il ne sera pas omptabilisé
ave le temps d'enodage.
4. Après avoir terminé l'enodage par un ore i, le bitstream est sauvegardé dans le
buer ping bitstream[0℄. Ce ore i envoie ainsi un IPC au ore0 pour l'informer sur la
disponibilité du bitstream an de l'envoyer au PC. Par la suite, le ore i ommene
l'enodage de l'image suivante déjà sauvegardée dans le buer pong SRC[1℄ sans
auun retard. Le bitstream qui va être généré sera ainsi sauvegardé dans le buer
pong bitstream[1℄ an d'éviter l'érasement des données en ours d'envoi vers le PC
par le ore0.
5. En envoyant les ping bitstreams par le ore0 vers le PC, le thread2 reçoit es bits-
treams et les sauvegarde dans les ping buers Bitstream[0℄[i℄ (ave i varie de 0 à
4). A e moment, le thread3 ommene l'enregistrement des bitstreams reçus dans
un hier et le thread1 envoie les inq images suivantes vers le DSP. Le ore0 re-
çoit es images et les sauvegarde par ordre dans les ping buers SRC[0℄ de haque
CPU. Ave ette tehnique, l'ériture des bitstreams, l'enodage des images pong et
l'aquisition des images suivantes ping sont tous eetués en parallèle.
6. Cette proédure se reproduit en ordre inverse à travers les ping pong buers pour
les images SRC et les bitstreams jusqu'à la n de l'enodage de toute la séquene
vidéo.
4.5.2.1 Résultats expérimentaux de l'approhe  Frame Level Parallelism 
améliorée
Les vitesses d'enodage obtenues ave l'approhe  Frame Level Paralleslism  amé-
liorée sont présentées dans les tableaux 4.4, 4.5 et 4.6 respetivement pour la résolution
CIF, SD et HD. Les mêmes paramètres d'enodage sont utilisés pour la version lassique
et la version améliorée an d'avoir une omparaison logique entre les deux implémenta-
tions. Pour évaluer nos optimisations, le temps d'aquisition et de transfert de données
du PC vers le DSP et le temps d'envoi des bitstreams du DSP vers le PC sont pris en
onsidération lors du alul de temps d'enodage.
Tableau 4.4  Vitesse d'enodage ave  Frame Level Parallelism  améliorée pour des
vidéos CIF
Taille du GOP=8 Taille du GOP=16
QP=30 QP=37 QP=30 QP=37
Vidéo
CIF
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
Aéle-
ration
Akiyo 24,19 99,55 24,50 101,10 24,41 98,56 24,61 99,86 4,08
Foreman 24,73 102,08 24,81 102,30 24,63 101,43 24,76 101,56 4,12
News 25,21 103,77 25,34 104,25 25,16 102,56 25,62 103,68 4,09
Container 24,80 102,19 24,67 103,41 24,64 101,32 24,59 101,72 4,14
Tb420 22,79 94,14 23,23 96,32 22,67 92,96 23,11 94,52 4,12
Mobile 22,77 91,52 23,56 95,24 22,69 91,31 23,21 94,42 4,04
Moyenne 24,08 98,88 24,35 100,44 24,03 98,02 24,32 99,29 4,10
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Tableau 4.5  Vitesse d'enodage ave  Frame Level Parallelism  améliorée pour des
vidéos SD
Taille du GOP=8 Taille du GOP=16
QP=30 QP=37 QP=30 QP=37
Vidéo
SD
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
Aéle-
ration
Mob_al 7,30 31,93 7,52 31,98 7,20 31,35 7,29 31,82 4,34
parkrun 6,71 29,56 7,02 30,28 6,65 29,12 6,83 29,87 4,37
shields 7,01 30,02 7,11 31,20 6,83 29,87 6,75 29,76 4,36
stokholm 7,05 30,82 7,23 29,93 6,91 30,12 7,09 30,12 4,28
rowdrun 6,73 29,56 6,98 30,20 6,35 28,69 6,28 29,38 4,48
parkjoy 7,08 30,89 7,23 31,11 6,68 29,56 7,12 30,89 4,36
sunower 7,12 30,15 7,42 29,87 6,89 30,02 7,15 29,76 4,19
Moyenne 7,00 30,42 7,22 30,65 6,79 29,82 6,93 30,23 4,34
Tableau 4.6  Vitesse d'enodage ave  Frame Level Parallelism  améliorée pour des
vidéos HD
Taille du GOP=8 Taille du GOP=16
QP=30 QP=37 QP=30 QP=37
Vidéo
HD
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
1 CPU
(f/s)
5 CPU
(f/s)
Aéle-
ration
mob_al 2,75 12,24 2,81 12,56 2,71 12,13 2,79 12,38 4,46
parkrun 2,54 11,51 2,62 11,79 2,48 11,15 2,54 11,41 4,50
shields 2,63 11,74 2,74 12,24 2,57 11,57 2,63 11,84 4,48
stokholm 2,65 11,43 2,58 11,72 2,61 11,40 2,55 11,62 4,45
rowdrun 2,51 11,24 2,63 11,85 2,44 10,98 2,51 11,25 4,49
parkjoy 2,67 11,98 2,71 12,29 2,42 10,96 2,66 11,73 4,49
sunower 2,63 11,83 2,58 11,97 2,56 11,49 2,51 11,31 4,53
Moyenne 2,63 11,71 2,67 12,06 2,54 11,38 2,60 11,65 4,49
Les résultats expérimentaux montrent lairement que notre implémentation parallèle
sur 5 ÷urs DSP, basée sur la version améliorée de l'approhe  Frame Level Paralleslism
, a assuré une bonne aélération d'enodage. Le traitement est aéléré de 4.1, 4.34 et
4.49 fois respetivement pour la résolution CIF, SD et HD au lieu de 2.92, 3.27 et 3.79
ave la version préédente par rapport à la version mono÷ur.
Cei met en évidene l'eaité de notre proposition en termes d'exploitation des
CPU et rédution du temps d'attente. Notre optimisation basée sur la fameuse tehnique
de buers ping pong et la méthodologie multithreading a réussi à faire se reouvrir la
proédure d'enodage ave elle de la leture et l'ériture de données. Cette amélioration
a permis d'atteindre un enodage en temps réel pour la résolution CIF et SD. En eet, les
vitesses d'enodage obtenues pour es deux résolutions sont respetivement 99 f/s et 30 f/s
en moyenne. Pour la résolution HD, la vitesse d'enodage est améliorée onsidérablement ;
elle est passée de 2.6 f/s (implémentation mono÷ur) à 11.7 f/s mais elle reste enore loin
du temps réel.
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Figure 4.9  Sénario d'exéution temporelle ave l'approhe  Frame Level Parallelism
 améliorée
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4.5.3  GOP Level Parallelism 
La deuxième tehnique de parallélisme hoisie pour aélérer le traitement est l'ap-
prohe  GOP Level Parallelism . Cette tehnique onsiste à assigner à haque CPU un
GOP à traiter. Comme nous l'avons ité auparavant, l'absene de dépendanes entre les
GOP rend ette approhe plus faile à implémenter.
La même méthodologie, utilisée pour la version améliorée de l'approhe  Frame Level
Parallelism , est appliquée aussi pour ette méthode. La tehnique de buer ping pong
et l'approhe multithreading sont exploitées durant ette implémentation parallèle. Pour
haque CPU (ore1 à ore5), une zone mémoire est réservée dans la mémoire externe
omme l'indique la gure 4.10. Un buer ping pong est alloué pour les images SRC et le
bitstreams. La taille de e buer est égale à la taille du GOP. Si la taille du GOP est égale
à 8, alors pour haque CPU, 16 buers (8 ping et 8 pong) sont réservés pour les images
soures SRC et 16 autres pour les bitstreams. Pour l'image reonstruite RECT, on n'a
pas besoin d'utiliser la notion du ping pong puisque il n'y a pas des transferts appliqués
à ette image omme le as des images SRC et les bitstreams.
Figure 4.10  Le design de l'approhe  GOP Level Parallelism  sur le DSP
TMS320C6472
Le sénario d'exéution temporelle de la proédure d'enodage, basée sur l'approhe
améliorée du  GOP Level Parallelism , est présenté par la gure 4.11 et se manifeste
omme suit :
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Figure 4.11  Le sénario d'exéution temporelle de l'approhe  GOP Level Parallelism
 améliorée sur le DSP TMS320C6472
1. Après avoir établi la onnexion TCP/IP entre le PC et le DSP, le thread1 apte la
première image du premier GOP et l'envoie au ore0 qui va la sauvegarder au buer
ping SRC1[0℄[0℄ du ore1 qui est en état d'attente. Dès qu'il termine la réeption, le
ore0 envoie un IPC au ore1 pour qu'il démarre l'enodage de la première image
du son GOP.
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2. En reevant l'IPC, le ore1 ommene l'enodage de la première image du GOP.
Au même temps, le thread1 ontinue l'aquisition des images suivantes du premier
GOP et les envoie au ore0 qui va les sauvegarder dans les buers ping SRC1[0℄[i℄
du ore1 (ave i=1 jusqu'à GOP_size-1).
3. Après avoir terminé l'aquisition et l'envoi du premier GOP, le thread1 ommene
l'aquisition et l'envoi des images du deuxième GOP au ore0 qui va les sauvegarder
ette fois dans les buers ping du ore2 SRC2[0℄[i℄. Même prinipe que le premier
GOP, en reevant la première image du deuxième GOP, le ore0 envoie un IPC
au ore2 pour l'informer sur la disponibilité de l'image et par onséquent il peut
ommener l'enodage. Cette proédure se répète pour les inq CPU. Ainsi, haque
CPU ommene l'enodage immédiatement après la réeption de la première image
du son GOP. Vu l'absene totale des dépendanes entre les GOP, haque CPU
(ore1-ore5) est lié seulement qu'au ore0 qui ommande le début de l'enodage.
4. Pendant l'enodage de inq ping GOP, le thread1 envoie les inq prohains GOP au
ore0 qui va les sauvegarder dans les buers pong SRC[1℄[i℄ de haque CPU.
5. Après avoir terminé l'enodage de la totalité du GOP et les bitstreams sont sau-
vegardés dans les buers ping Bitstream[0℄[i℄ (i=0 jusqu'à GOP_size-1), le CPU
orrespondant envoie ainsi un IPC au ore0 pour le notier sur la disponibilité des
bitstreams pour les envoyer au PC. Par la suite, e CPU délenhe immédiatement
l'enodage de son prohain GOP déjà sauvegardé dans les buers pong SRC[1℄[i℄.
Les bitstreams qui vont être générés seront sauvegardés dans les buers pong Bits-
tream[1℄[i℄ an d'éviter l'érasement des bitstreams en ours de transfert vers le
PC.
6. Le ore0 envoie ainsi les bitstreams ping vers le PC en ommençant par eux du
ore1 et terminant par eux du ore5 an qu'ils soient sauvegardés en ordre hrono-
logique. Le thread2 reçoit es bitstreams en les sauvegardant dans les buers ping
Bitstream[0℄[i℄ alloués dans la mémoire du PC. Par la suite, le thtread3 sauvegarde
es bitstreams dans un hier et en même temps le thtread1 envoie les inq prohains
GOP au ore0 qui va à son tour les sauvegarder dans les buers ping SRC[0℄[i℄ de
haque CPU.
7. Ce sénario se reproduit en inversant l'ordre des buers ping pong jusqu'à la n de
l'enodage de toute la séquene vidéo.
4.5.3.1 Résultats expérimentaux de la méthode  GOP Level Parallelism 
sur le DSP C6472
La nouvelle implémentation parallèle, basée sur l'approhe  GOP Level Parallelism
, est testée ave diérentes séquenes vidéo de résolution CIF, SD et HD. Le nombre
d'images enodées est 300 pour la résolution CIF et 1200 pour la résolution SD et HD.
La taille du GOP hoisie est 8. Le paramètre de quantiation QP utilisé est égal à 30.
La performane de ette approhe est évaluée en termes de vitesse d'enodage et
aélération. Les tableaux 4.7, 4.8 et 4.9 illustrent respetivement les vitesses obtenues
pour la résolution CIF, SD et HD en aélérant l'enodeur H264/AVC ave l'approhe 
GOP Level Parallelism  sur inq CPU destinés pour l'enodage.
Les résultats expérimentaux montrent bien que notre implémentation parallèle sur
inq CPU a assuré une bonne aélération d'enodage d'environ 4.87 en moyenne pour les
diérentes résolutions. Cette aélération est meilleure que elle obtenue ave l'approhe
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 Frame Level Parallelism  qui varie entre 4.1 et 4.49. Cei est dû à l'absene totale
des dépendanes entre les CPU et les GOP. La vitesse d'enodage est aussi améliorée
par rapport à l'approhe  Frame Level Parallelism . En eet, la vitesse sur 5 CPU est
augmentée de 98.88 f/s à 117.39 f/s pour la résolution CIF, de 30.42 f/s à 34.11 f/s pour
la résolution SD et de 11.71 f/s à 12.87 f/s pour la résolution HD. Le temps réel est ahevé
pour la résolution CIF et SD mais pas enore pour la HD.
Bien que l'on ait exploité tous les CPU de notre DSP, la performane d'enodage
en temps réel n'est pas atteinte pour la résolution HD. Le DSP TMS320C6472 ave
une fréquene de 700 MHz et 5 CPU pour l'enodage n'est pas apable de surmonter la
omplexité de l'enodeur H264/AVC ave une résolution vidéo élevée omme la HD. Pour
ela, nous avons déidé d'utiliser un autre DSP plus performant en termes de fréquene
de CPU et nombre d'unités de traitement. Le hoix s'est porté sur la dernière génération
des DSP de TI, le KeyStone multi÷ur DSP TMS320C6678.
Tableau 4.7  Les vitesses d'enodage obtenues ave l'approhe  GOP Level Parallelism
 pour des vidéos CIF sur le DSP TMS320C6472
Vidéo
SD
vitesse d'En
sur 1 CPU (f/s)
vitesse d'En
sur 5 CPU (f/s
Aélération
Akiyo 24,19 118,29 4,89
Foreman 24,73 119,19 4,82
News 25,21 123,78 4,91
Container 24,80 121,02 4,88
Tb420 22,79 111,21 4,88
Mobile 22,77 110,89 4,87
Moyenne 24,08 117,39 4,88
Tableau 4.8  Les vitesses d'enodage obtenues ave l'approhe  GOP Level Parallelism
 pour des vidéos SD sur le DSP TMS320C6472
Vidéo
SD
vitesse d'En
sur 1 CPU (f/s)
vitesse d'En
sur 5 CPU (f/s
Aélération
Mob_al 7,30 35,25 4,83
parkrun 6,71 32,54 4,85
shields 7,01 34,06 4,86
stokholm 7,05 34,47 4,89
rowdrun 6,73 32,84 4,88
parkjoy 7,08 34,76 4,91
sunower 7,12 34,88 4,90
Moyenne 7,00 34,11 4,87
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Tableau 4.9  Les vitesses d'enodage obtenues ave l'approhe  GOP Level Parallelism
 pour des vidéos HD sur le DSP TMS320C6472
Vidéo
HD
vitesse d'En
sur 1 CPU (f/s)
vitesse d'En
sur 5 CPU (f/s
Aélération
mob_al 2,75 13,33 4,85
parkrun 2,54 12,44 4,90
shields 2,63 12,70 4,83
stokholm 2,65 12,87 4,86
rowdrun 2,51 12,15 4,84
parkjoy 2,67 13,05 4,89
sunower 2,63 12,94 4,92
Moyenne 2,63 12,87 4,87
4.6 Implémentation multi÷ur de l'enodeur H264/AVC
sur le DSP C6678
4.6.1 Desription de la plateforme DSP TMS320C6678
Comme nous l'avons ité dans la setion 1.5.1, le TMS320C6678 est le DSP le plus
puissant sur le marhé basé sur la nouvelle arhiteture multi÷ur KeyStone de TI. Il
fontionne en virgule xe et ottante. Ce DSP omporte huit CPU ave une fréquene
qui varie entre 1 et 1,25 GHz selon le modèle hoisi. Une arhiteture SIMD ave 8.5 Mo
de mémoire sur pue ore une performane de 64000 MIPS. Chaque CPU dispose d'une
mémoire interne L2RAM de taille 512 Ko. Les huit CPU peuvent tous aéder à une
mémoire partagée de taille 4 Mo. Pour les appliations néessitant une grande quantité
de mémoire, ette plateforme dispose d'une mémoire externe DDR3-1333 de taille 512
Mo. Le DSP C6678 supporte un système d'exploitation temps réel SYS BIOS v6 et vient
ave le kit de développement logiiel MCSDK assurant la gestion et l'exploitation de
diérents modules intégrés sur le système. Le C6678 peut assurer diverses ommuniations
ave plusieurs périphériques externes à travers diérentes interfaes rapides telle que le
RapidIO pour les ommuniations DSP-DSP, PCI Express Gen2 pour se omporter omme
une arte d'extension et le Gigabit Ethernet pour les ommuniations réseaux et.
4.6.2 Migration du C6472 au C6678
L'arhiteture de DSP C6678 est pratiquement semblable à elle du DSP TMS320C6472.
Par onséquent, l'implémentation multi÷ur de l'enodeur H264/AVC ne demande pas
des grande modiations ni au niveau des alloations des données ni au niveau de la
proédure de synhronisation inter-÷urs. La même méthodologie d'implémentation de
l'enodeur H264/AVC sur le DSP C6472 sera appliquée ave le DSP C6678. Le design
de notre enodeur H264/AVC reste le même et se base toujours sur l'implémentation 
1 ligne de MBs . Notre ode est déjà générique de telle sorte qu'il s'adapte automati-
quement au nombre de CPU utilisés pour l'enodage, qui est xé par l'utilisateur. Étant
donné que l'on a exploité inq CPU pour l'enodage ave le DSP C6472, ette fois on
peut utiliser jusqu'à sept CPU et le huitième sera le maitre pour l'aquisition des données
via le Gigabit Ethernet. La même tehnique de synhronisation entre les CPU est aussi
utilisée en se basant sur la notiation direte par IPC et l'arbitrage atomique à l'aide
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des sémaphores bloquants. Ainsi, il faut bien faire attention aux adresses mémoires des
registres IPCGR pour le C6678 qui ne sont pas les mêmes pour le DSP C6472. Finalement,
il y a très peu de modiation pour faire migrer notre enodeur sur le DSP C6678.
4.6.3  Frame Level Parallelism  améliorée sur le DSP C6678
L'approhe  Frame Level Parallelism  améliorée est adaptée sur le DSP TMS320C6678.
Le model dont on dispose est elui d'un proesseur adené à 1 GHz. La seule résolution
onernée dans ette implémentation est la résolution HD (1280x720) étant donné que
nous avons déjà atteint le temps réel pour la résolution CIF et SD. La performane de
ette implémentation est évaluée en termes de vitesse d'enodage et aélération. Le pa-
ramètre de quantiation QP utilisé est égal à 30, la taille du GOP est 8 et le nombre
d'images odées est 280. Diérentes séquenes vidéo HD sont testées. Le tableau 4.10
présente les vitesses d'enodage obtenues ave l'approhe  Frame Level Parallelism 
améliorée en fontion de nombre de CPU utilisés pour l'enodage.
Les résultats expérimentaux montrent lairement qu'en passant d'un proesseur a-
dené à 700 MHz à un autre de fréquene 1 GHz, la vitesse d'enodage est forement
améliorée. Cette amélioration de la vitesse de traitement est due aussi à la aratéristique
de la mémoire externe du DSP C6678, où les images SRC, les bitstreams et les images
reonstruites sont alloués, par rapport à elle de C6472. En eet la mémoire externe du
C6678 est une DDR3 64-bits de fréquene 1333 MHz assurant ainsi un débit de transfert
égal à 10664 Mo/s alors que elle du C6472 est une DDR2 32-bits de fréquene 533MHz
assurant un débit de transfert égal à 2133 Mo/s. Cette performane fait bien la dié-
rene puisque il y a un aès multiple par les CPU à ette mémoire pour lire ou érire
des données e qui permet de réduire énormément l'eet de goulot d'étranglement de
mémoire.
D'après le tableau 4.10, on onstate que le temps réel est atteint pour la résolution HD
en utilisant sept CPU pour l'enodage. La vitesse moyenne obtenue est égale à 26,7 f/s dé-
passant ainsi la ontrainte de 25 f/s. L'implémentation parallèle de l'enodeur H264/AVC
ave l'approhe  Frame Level Parallelism  améliorée a assuré une bonne aélération
d'enodage égale à 6.22 en moyenne sur sept CPU e qui montre la bonne exploitation
des CPU.
Tableau 4.10  Les vitesses d'enodage obtenues ave l'approhe  Frame Level Parallelism
 améliorée pour des vidéos HD 720p sur le DSP TMS320C6678
Séquenes
HD
Vitesse d'En
sur 1 CPU
(f/s)
Vitesse d'En
sur 3 CPU
(f/s)
Vitesse d'En
sur 5 CPU
(f/s)
Vitesse d'En
sur 7 CPU
(f/s)
Aélération
sur 7 CPU
Shields 4.26 11.10 17.68 25.15 5.90
Parkjoy 4.91 12.98 21.81 28.87 5.87
Parkrun 4.05 11.01 17.58 25.75 6.35
sunower 4.29 12.07 18.92 26.83 6.25
Crowdrun 3.98 10.80 17.13 25.12 6.31
Birds 4.80 12.37 22.04 30.46 6.34
Mob_al 4.11 11.24 18.28 26.18 6.36
Stokholm 3.97 10.78 17.32 25.34 6.38
Moyenne 4.29 11.54 18.84 26.71 6.22
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4.6.4  GOP Level Parallelism  sur le DSP TMS320C6678
Le même prinipe est appliqué ave l'approhe  GOP Level Parallelism . Les mêmes
paramètres d'enodage ainsi que les mêmes séquenes sont utilisés pour ette implémen-
tation. Le tableau 4.11 illustre les vitesses d'enodage alulées en fontion de nombre de
CPU utilisés pour l'enodage. Les vitesses mesurées sont meilleures que elles alulées
ave l'approhe  Frame Level Paralelism  vu l'absene totale des dépendanes entre les
GOP. Notre implémentation a aéléré le traitement par un fateur de 6.69 par rapport
à une implémentation mono÷ur en exploitant sept CPU pour l'enodage, e qui permet
de satisfaire la ontrainte du temps réel pour la résolution HD. La vitesse d'enodage
obtenue est d'environ 28.8 f/s dépassant ainsi la moyenne de 25 f/s exigée par la norme
de odage vidéo.
Tableau 4.11  Les vitesses d'enodage obtenues ave l'approhe  GOP Level Parallelism
 pour des vidéos HD 720p sur le DSP TMS320C6678
Séquenes
HD
Vitesse d'En
sur 1 CPU
(f/s)
Vitesse d'En
sur 3 CPU
(f/s)
Vitesse d'En
sur 5 CPU
(f/s)
Vitesse d'En
sur 7 CPU
(f/s)
Aélération
sur 7 CPU
Shields 4.26 11.93 19.91 28.11 6.59
Parkjoy 4.91 14.22 22.52 32.09 6.53
Parkrun 4.05 11.96 19.83 27.26 6.73
sunower 4.29 12.14 21.08 28.79 6.71
Crowdrun 3.98 11.71 18.58 25.92 6.51
Birds 4.80 13.70 23.61 32.46 6.76
Mob_al 4.11 12.09 20.16 28.26 6.87
Stokholm 3.97 11.72 19.60 27.31 6.87
Moyenne 4.29 12.43 20.66 28.86 6.69
4.7 Consommation d'énergie
La onsommation d'énergie est parmi les ritères importants à tenir en ompte au
ours de développement des appliations sur des systèmes embarqués. En eet, pour un
système embarqué, elle a une inidene direte sur l'autonomie du système. Dans e adre,
TI fournit un outil sous forme d'un tableur [90℄ an d'estimer l'énergie onsommée par
une telle appliation implémentée sur l'un de ses DSP. Ce tableur, omme l'indique la
gure 4.12, omporte des paramètres ongurables par l'utilisateur indiquant haun la
valeur ou le pourentage d'utilisation d'un module. Ces paramètres sont dénis omme
suit :
 Frequeny : spéie la fréquene du CPU ou la fréquene de l'interfae externe
omme la DDR3.
 Modes : spéie le mode de onguration d'un périphérique.
 Status : indique si un périphérique est utilisé (Enabled) ou bien non utilisé (Disa-
bled).
 % d'utilisation : indique le pourentage du temps que le module soit atif par rapport
à son état inatif ou un état de repos. Il omporte le % Signal Proessing (SP)
Utilization, le % Control Code (CC) Utilization et le % Idle Utilization.
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Figure 4.12  Le tableur de TI pour l'estimation de la onsommation d'énergie
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 %SP : représente les senarios ayant un niveau élevé d'ativité de DSP. Cei orres-
pond à e que huit instrutions sont exéutées en parallèles e qui signie que les
huit unités de traitement (.M, .L, .S, .D) sont atives haque yle.
 %CC : représente les sénarios ayant un faible niveau d'ativité de DSP. Il orrespond
à e que deux unités fontionnelles sont atives haque yle d'horloge.
 %Write : représente la quantité relative de temps que le module transmet par rapport
à reevoir.
 Bits : spéie le nombre de bits de données à utiliser dans une interfae de séletion
de largeur omme pour la DDR (64 bits, 32 bits ou bien 16 bits).
 Lane : indique le nombre de voies utilisées par ette interfae.
 % Swithing : spéie la probabilité qu'un bit de données sur le bus de données
hangera d'état d'un yle à l'autre.
Plus de détails sur es paramètres sont présentés dans la référene [91℄ qui parle de la
onsommation d'énergie pour le Keystone C66x. Pour proéder à l'estimation de l'énergie
onsommée par notre enodeur H264/AVC implémenté sur le DSP C6678, nous avons
spéié pour les pourentages d'utilisation %SP et %CC respetivement les valeurs 30%
et 40%. Cette spéiation présente un sénario réaliste pour un ode de traitement très
intensif [92℄. En fait, il est très rare de réussir à exéuter huit instrutions par yle tout
le long du traitement. Pour les interfaes externes, nous avons ativé la DDR3, EMIF16
(External Memory Interfae) et le NetCP (Network Coproessor). La température du
boitier est xée à 40 degrés. La onsommation d'énergie estimée par le tableur de TI est
égale à 7,2 W (watts). Cette valeur de onsommation est onsidérée omme non élevée en
omparaison ave les onsommations des plates-formes à base des proesseurs graphiques
GPU ou à base de proesseurs à usage général (GPP) [93℄.
4.8 La performane de notre enodeur H264/AVC par
rapport aux autres implémentations parallèles
Notre implémentation de l'enodeur H264/AVC sur le DSP TMS320C6678 est om-
parée ave quelques implémentations parallèles, basées sur des diérentes méthodes de
partitionnement et exéutées sur des diérentes plateformes embarquées. Le tableau 4.12
montre que de nombreux travaux n'ont pas réussi à réaliser un enodage en temps réel
surtout en utilisant le ode de référene JM qui est un ode non optimisé. D'autres
ont réussi à satisfaire la ontrainte d'enodage en temps réel pour ertaines résolutions
omme QCIF ou CIF mais pas pour des résolutions plus élevées (SD ou HD). Les im-
plémentations parallèles sur des GPU ont permis d'assurer une performane d'enodage
en temps réel grâe au nombre important d'unités de traitement (environ 500 unités).
Cependant, il y a une perte au niveau de la qualité ave une augmentation du débit vu les
optimisations appliquées pour augmenter le parallélisme. D'autre part, la onsommation
d'énergie élevée reste le problème majeur pour les GPU bien que e problème s'améliore
atuellement ave les nouveaux GPU de la famille Nvidia Tegra K1 (onsommation entre
10 et 15 watt dans la plupart des as [95℄).
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Tableau 4.12 - comparaison de performances avec d’autres implémentations parallèles de l’encodeur H264/AVC 
Approche Notre approche [44]  [45] [47] [48] [53] [56] [58] [59] [94] 
Méthode de 
parallélisme 
GOP ou  frame  Task  
Task avec 
KPN 
model 
Task 
Task et MB 
avec OpenMP 
GOP  slice 
Frame, MB 
et Task 
2D wave-front 
MB 
Task  
plateforme 
DSP multicœur 
C6678 
(7 CPU pour 
l’encodage) 
167-core 
asynchronous 
array of simple 
processors  
 SOC 
platform : 
4 MIPS 
processors 
Low power 
dual DSP 
ADSP 
BF561 
 
ARM Quad 
MPcore 
3 Microblaze 
soft cores sur  
FPGA XILINX  
quad  DSP 
C6201  
Nvidia 
GeForce 
580 GTX  
512 cores 
DSP plateforme 
64-cores  
NVIDEA’s 
GPU using 
CUDA with 
448 cores 
Référence 
software et 
paramètres 
d’encodage 
LETI’s H264 
codec, baseline 
profile, 
Algorithme 
d’EM est LDPS, 
search range=8, 
Nombre 
d’images de 
référence=1,  
RDO est 
désactivée, 
entropy coding 
est CAVLC. 
JM baseline 
profile, search 
range=3, 
Algorithme 
d’EM est 
Diamond 
Search,  
Nombre 
d’images de 
référence =1, 
entropy coding 
est CAVLC. 
JM 10.2, 
RDO est  
activée , 
entropy 
coding est 
CAVLC. 
H264/AVC 
baseline 
profile. 
JM 13.2 
baseline 
profile, search 
range=1,  
Algorithme 
d’EM est full 
search,  
Nombre 
d’images de 
référence =1, 
entropy coding 
est CAVLC. 
AVS reference 
code RM5.2, 
Algorithme 
d’EM est full 
search, entropy 
coding est 
CAVLC.  
H263/MPEG4 
baseline 
profile, search 
range=16, 
Algorithme 
d’EM est 
diamond 
search, entropy 
coding est 
VLC. 
H264/AVC 
“intra 
only” 
JM Main 
Profile, search 
range=16,  
Algorithme 
d’EM est fast 
full search,  
Nombre 
d’images de 
référence =1, 
RDO est 
activée, entropy 
coding est 
CABAC. 
X264 codec, 
search 
range=32,  
Algorithme 
d’EM est 
MRMW,  
Nombre 
d’images de 
référence =1, 
entropy 
 coding est 
CAVLC. 
Vitesse 
d’encodage 
(f/s) 
> 120 f/s pour 
CIF,  
> 30 f/s pour SD 
>25 f/s pour HD 
720p 
21 f/s for VGA 
(640 x 480) 
7.77 f/s  
pour 
QCIF  
29 f/s  pour 
CIF et 22 
pour VGA 
accélération= 
2.36  pour 
QCIF sur 4 
processors 
3 f/s  pour 
QCIF 
30 f/s  pour  
CIF  
30 pour 
CIF, 13.6 
pour 4CIF 
et 3.75 
pour HD 
1080p 
accélération = 
13, 24, 26 et 49 
pour QCIF, SIF, 
CIF et HD  
30 f/s  pour 
HD720p 
Distorsion 
PSNR/Débit  
No Yes No Yes No No Yes No Yes Yes  
1
2
0
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Conernant notre solution, la haute puissane de alul de notre DSP multi÷ur le
KeyStone C6678 a permis d'assurer un enodage en temps réel même pour la résolution
HD. Notre implémentation parallèle n'a pas introduit auune distorsion ni au niveau de
la qualité ni au niveau du débit en omparaison ave la version mono÷ur. Toutes les
dépendanes, exigées par la norme, ont été respetées en appliquant l'approhe  Frame
Level Parallelism  et l'approhe  GOP Level Parallelism . Même, l'algorithme proposé
à la setion 3.6.2 pour optimiser le module d'intra prédition a déjà maintenu la même
performane d'enodage en termes de qualité vidéo et débit de ompression. En eet, il
n'a pas introduit auune distorsion au niveau du PSNR et en ontre partie, il a amélioré
le débit par un pourentage de 1.8% pour la résolution HD.
4.9 Conlusion
Dans e hapitre, nous avons présenté nos implémentations parallèles de l'enodeur
H264/AVC basées sur un partitionnement de données. Les deux approhes  Frame Level
Parallelism  et  GOP Level Parallelism  ont été exploitées an d'aélérer la proédure
d'enodage sur des plateformes DSP multi÷urs.
La méthodologie de synhronisation inter-÷urs, basée sur la notiation direte et
l'arbitrage atomique, a été dérite aussi au niveau de e hapitre. Des améliorations ont
été appliquées pour les versions lassiques de  Frame Level Parallelism  et  GOP Level
Parallelism . Ces améliorations ont été basées sur la tehnique de buers ping pong et
l'approhe multithreading an de réduire le oût du transfert de données et hevauher
la proédure d'enodage ave elle de la leture / ériture de données.
Une première implémentation parallèle de et enodeur sur le DSP multi÷ur C6472 a
permis de réaliser un enodage en temps réel pour les résolutions CIF et SD ave une bonne
aélération d'enodage pour la résolution HD. Le passage vers un DSP plus puissant en
termes de nombre de CPU et fréquene de proesseur, le KeyStone TMS320C6678, nous
a permis de satisfaire la ontrainte d'enodage en temps réel pour la résolution HD.
Notre implémentation multi÷ur n'a pas introduit de distorsion au niveau de la per-
formane d'enodage par rapport à la version mono÷ur que e soit en termes de PSNR
ou débit de ompression vu que toutes les dépendanes des données ont été respetées.
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Chapitre 5
Implémentation de la nouvelle norme
vidéo HEVC sur des plateformes
embarquées
Dans e hapitre, nous présenterons brièvement la haîne de odage vidéo HEVC en
itant les améliorations et les avantages de e ode par rapport à la norme H264/AVC.
Nous détaillerons la méthodologie d'implémentation mono÷ur de l'enodeur HEVC sur
deux systèmes embarqués : la arte BeagleBoard-xM et le DSP TMS320C6678 en exploi-
tant diérents systèmes d'exploitation.
5.1 Introdution
Malgré l'eaité de la norme de odage vidéo H264/AVC en termes de taux de
ompression et de qualité visuelle, ette norme devient insusante fae à l'évolution de
la tehnologie visuelle. En eet, la popularité roissante de la vidéo HD, l'émergene
d'au-delà-de la HD (format 4k, 8k), la tehnologie 3D ou Multiview et le désir aru de
l'utilisation des résolutions élevées ave une qualité visuelle exellente surtout dans les
appliations mobiles, imposent des ontraintes strites pour le odage qui dépassent les
apaités de la norme H264/AVC. En outre, plus de 50% du tra de réseau atuel de
la vidéo est destiné aux appareils mobiles et les tablettes-PC. Cette roissane du tra
ainsi que les besoins de transmission pour les servies de vidéo à la demande, imposent
des dés diiles dans les réseaux d'aujourd'hui.
Pour es raisons, et prinipalement en raison de la néessité urgente d'une ompression
plus eae, la nouvelle norme de odage vidéo H265/HEVC [96℄ (High Eieny Video
Coding) a été élaborée. Cette reommandation traite toutes les appliations existantes du
H264/AVC et aussi beauoup de nouvelles appliations telles que elles préitées. Elle a
été onçue pour aorder une attention partiulière aux trois points lés : augmentation de
la résolution vidéo, la failité d'intégration du système de transport et l'utilisation arue
des arhitetures de traitement parallèle.
Grâe à plusieurs améliorations et à un shéma de odage optimisé, le standard HEVC
a permis d'améliorer l'eaité de ompression en réduisant en moyenne de 50% le dé-
bit binaire pour la même qualité vidéo par rapport à son prédéesseur H264/AVC. Cela
est au prix d'une omplexité de alul généralement beauoup plus élevée par rapport
aux normes préédentes. Cette omplexité représente un dé très diile pour les déve-
loppeurs des appliations multimédias sur des systèmes embarqués, qui visent répondre
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aux exigenes de traitement en temps réel. Dans e ontexte, nous présenterons dans e
hapitre nos implémentations préliminaires de l'enodeur HEVC sur quelques systèmes
embarqués qui seront utiles pour des travaux de reherhes ultérieurs d'implémentation
temps réel de l'enodeur HEVC de résolution HD sur des arhitetures embarquées. Nous
n'avons pas pu réaliser une implémentation temps réel HD, mais il faut onsidérer e tra-
vail omme préalable. Dans e hapitre, nous essayons d'appliquer quelques optimisations
an d'améliorer la vitesse d'enodage sans aeter la performane d'enodage. L'enodage
temps réel omplet en HD sur multi-omposant en utilisant les optimisations du hapitre
préédent sera don fait ultérieurement.
5.2 Desription du HEVC
Le H265/HEVC est une norme de odage vidéo qui suède la norme H264/AVC. Ses
appliations onernent aussi bien la ompression des vidéos en très haute dénition (2K,
4K, 8K...). Le développement de ette norme de odage vidéo s'est eetué onjointement
au sein de l'UIT-T Q.6/SG16 VCEG(Video Coding Experts Group) ainsi que l'ISO/CEI
MPEG (Moving Piture Experts Group). Cette norme a été publiée et approuvée o-
iellement le 25 Janvier 2013 (plus que deux années ans après le début de ma thèse). La
haîne de odage vidéo H265/HEVC, illustrée par la gure 5.1, est semblable à elle des
autres normes telle que H264/AVC. Il s'agit d'un hybride de prédition temporelle (mode
Inter) et de prédition spatiale (mode Intra). En eet, la première image d'une séquene
est forément Intra odée. Pour les autres images d'une séquene, on peut utiliser soit un
odage inter, soit un odage intra. Le hoix du mode de prédition s'est fait par le blo
de  déision du mode  basé sur le alul de RD Cost (Rate Distorsion Cost).
Figure 5.1  La haîne de odage vidéo HEVC
123
Implémentation de la nouvelle norme vidéo HEVC sur des plateformes embarquées
Le fontionnement du HEVC repose globalement sur les prinipes du H264/AVC mais
ave quelques améliorations. Tout démarre par le odage d'une image Intra. Le odage
de ette image ne fera référene à auune autre, ontrairement au odage des images
suivantes dites inter-images. Les images à traiter seront déoupées en blos de pixels. Là
où dans les odes préédents on se ontentait de déouper l'image à traiter en maroblos
de 16x16 pixels pour la luminane et de 8x8 pixels pour la hrominane, le ode HEVC
utilise le prinipe de Coding Tree Unit (CTU). Ces CTU sont globalement de tailles plus
grandes (16, 32 ou 64) et sont hoisis par l'enodeur. L'image intra sera odée grâe à
un ensemble de prédition spatiale à l'intérieure de l'image traitée alors que les images
inter seront odées en se basant sur un algorithme d'estimation et de ompensation de
mouvement.
Ensuite, une transformation DCT (Transformation en Cosinus Disret) suivie par une
quantiation est appliquée à l'erreur résiduelle qui est la diérene entre le CTU soure
et le meilleur CTU prédit an de réduire la quantité de données à transmettre. Les oe-
ients transformés et quantiés sont par la suite odés ave un odage entropique CABAC
(Context-adaptive Binary Arithmeti Coding) an de générer le bitstream qui sera trans-
mis sur le réseau ou enregistré pour le déoder plus tard.
Comme pour le H264/AVC, une haîne de déodage est intégrée dans la struture de
l'enodeur HEVC. Elle est formée par la quantiation inverse et la transformée inverse,
utilisée pour reonstruire l'image odée qui sera exploitée omme une image de référene
pour les images ultérieures au niveau de l'estimation de mouvement. Le HEVC applique
deux ltres à l'image reonstruite au lieu d'un seul pour le H264/AVC, un ltre anti blo
lassique et un ltre SAO (Simple Adaptative Oset), an d'améliorer la qualité et la
netteté de bords et réduire les artéfats.
5.2.1 Slie et Tiles
Une image pour la norme HEVC est divisée en une ou plusieurs tranhes (slies) omme
le montre la gure 5.2. Une slie peut ontenir un nombre variable de CTU (Coding Tree
Unit, expliquée dans la setion suivante). Le but prinipal des slies est la resynhroni-
sation après les pertes des données. Les slies sont utilisées pour ontrler la taille des
paquets. Chaque slie peut être odée en utilisant diérents types de odage omme suit :
 I Slie : toutes les CU (unités de odage, dénie dans e hapitre) de la slie sont
odées en utilisant une prédition intra-image. Elles peuvent être reonstruites sans
auune référene à d'autres images.
 P Slie : ertaines CU sont odées en utilisant une prédition inter-image unidire-
tionnelle basée sur une seule liste de référene : la liste 0 (les images dont l'ordre
temporel est inferieur à l'ordre de l'image ourante et qui sont odées aussi avant
l'image ourante).
 B Slie : ertaines CU sont odées en utilisant une prédition inter-image bidire-
tionnelle basée sur deux listes de référene. Les B slies peuvent utiliser omme
référene des images de la liste 0 ou de la liste 1 (les images dont l'ordre temporel
est supérieur à l'ordre de l'image ourante mais elles sont odées en premier lieu)
ou les deux simultanément.
En outre, une nouvelle fontionnalité a été introduite au niveau du HEVC qui divise
une image en groupes retangulaires de CTU omme indiqué par la gure 5.3, appelés
Tiles. Un seul Tile peut ontenir plusieurs slies.
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Figure 5.2  Déomposition de l'image en slies pour le standard HEVC
Figure 5.3  Déomposition de l'image en Tiles pour le standard HEVC
5.2.2 Strutures de blos
Les normes préédentes répartissent les images en maroblos de taille 16x16 pixels.
Aujourd'hui, ave des vidéos de haute résolution, l'utilisation des blos de tailles plus
grandes est plus avantageuse pour l'enodage. Pour soutenir ette grande variété de tailles
de blos d'une manière eae, le HEVC divise les images en plusieurs unités dites CTU
ouvrant haune une zone retangulaire de l'image allant de 64x64 à 8x8. Au ours
de l'enodage, haque CTU est divisée en Coding Unit (CU), Predition Unit (PU) et
Transformation Unit (TU) ave des tailles n'exédant pas la taille maximale du CU.
5.2.2.1 Unité de odage
L'unité de odage (CU) est dénie omme une unité de base qui a une forme ar-
rée. Bien qu'elle joue un rle similaire au maroblo et sous-maroblo dans la norme
H264/AVC, la prinipale diérene réside dans le fait que les CU peuvent avoir des tailles
diérentes sans distintion. L'ensemble du traitement est eetué sur une base des CU,
omprenant la prédition intra / inter, la transformée, la quantiation et le odage en-
tropique. Au ours de l'enodage, haque CTU est divisée en une ou plusieurs CU dont
les tailles sont variables selon quatre niveaux de profondeur omme illustré par la gure
5.4. La plus grande unité de odage est notée par LCU (Large Coding Unit) ave une
taille de 64x64 pixels. La plus petite unité de odage est notée par le terme SCU (Small
Coding Unit) dont la taille est de 8x8 pixels. Selon le module de déision de mode en se
basant sur les RD Cost alulés pour haque partitionnement, une CTU peut être odée
ave diérentes tailles de CU omme l'indique la gure 5.5.
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Figure 5.4  Les tailles d'un CU
Figure 5.5  La struture d'un CTU pour HEVC
5.2.2.2 Unité de Prédition
L'unité de base pour le proessus de prédition est l'unité de prédition (PU). Il
onvient de noter que la PU est dénie pour toutes les CU de profondeur quelonque et
sa taille maximale est limitée à elle de la CU.
Le mode de prédition est l'une des valeurs parmi Skip, Intra ou Inter, qui dérivent
la nature de la méthode de prédition. Les tailles possibles pour les PU sont dénies
en fontion du mode de prédition omme présenté dans la gure 5.6. Pour l'intra, il
y a deux déompositions possibles pour la PU : 2Nx2N (.-à-d. pas de déomposition)
et NxN (ave déomposition). Pour l'inter, huit déompositions possibles : quatre blos
symétriques (2Nx2N, 2NxN, Nx2N, NxN) et quatre blos asymétriques (2NxnU, 2NxnD,
nLx2N et nRx2N). Un PU odé en mode SKIP ne peut être que de taille 2Nx2N .-à-d.
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que le odage de l'ensemble de la PU est ignoré. Le nombre N provient de la taille de la
CU au quelle la PU appartient. Par exemple, si la taille de la CU est 64x64, deux PU
64x64 et 32x32 sont possibles pour la prédition intra.
Figure 5.6  Les tailles d'un PU pour HEVC
5.2.2.3 Unité de transformation
En plus de CU et de PU, une unité de transformation (TU) pour la transformée
et la quantiation est dénie séparément. Il onvient de noter que la taille de la TU
pourrait être plus grande que elle de la PU, e qui est diérent par rapport aux normes
préédentes, mais elle ne peut pas dépasser la taille de la CU. La taille de la TU n'est
pas arbitraire et une fois la struture de la PU est hoisie pour une unité de odage, trois
partitions sont possibles pour la TU omme indiqué par la gure 5.7. Si le  split ag 
de la TU est xé à 0, sa taille est la même que elle de la CU au quelle elle appartient.
Sinon, elle sera dénie omme NxN ou N/2xN/2 selon le partitionnement de la PU. La
taille maximale d'une TU est de 32 et sa taille minimale est de 4.
Figure 5.7  Les strutures d'un TU pour HEVC
5.2.3 La Prédition Intra
En H264/AVC, la prédition intra du blo ible est menée dans le domaine spatial en
se référant aux éhantillons voisins de la région de gauhe, en haut, en haut à droite et
enn à gauhe. Bien que la prédition intra soit toujours menée dans le domaine spatial
en HEVC, les pixels voisins de la PU gauhe en bas sont aussi utilisés omme l'indique la
gure 5.8 ontrairement à la norme H264/AVC.
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Figure 5.8  Dépendanes de données pour l'intra prédition en HEVC
L'intra prédition en HEVC présente jusqu'à 35 modes de prédition pour les dif-
férentes PU (au lieu de neuf modes pour le H264/AVC) pour la omposante luminane
omme présenté dans la gure 5.9. Les diretions de modes de l'intra prédition présentent
des angles de + / - [32..32℄. Notons que le mode partiulier 10 orrespond au mode hori-
zontal et le mode 26 orrespond au mode vertial. Outre les 33 modes angulaires, il existe
aussi deux autres modes à savoir le mode DC et le mode plane similaires à eux de la
norme H264/AVC.
Figure 5.9  Les angles et les modes de l'intra prédition en HEVC
5.2.4 La Prédition Inter
Le odage inter suit plusieurs étapes à savoir :
 Détermination du veteur de mouvement prédit : avant de proéder à l'estimation de
mouvement, l'enodeur alule un point de départ pour ommener la reherhe an
de onverger rapidement. Ce point est déterminé par le veteur de mouvement pré-
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dit. En H264/AVC, e veteur est alulé par le médian de veteurs de mouvement
de MB voisins au MB ourant.
Pour le HEVC, une des deux tehniques suivantes est appliquée pour déterminer le
veteur de mouvement prédit :
- Le mode AMVP [97℄ (Advaned Motion Vetor Predition) : le veteur de
mouvement prédit est alulé à partir d'une liste de veteurs de mouvement
omposée de deux veteurs spatiaux déterminés à partir de veteurs de mouve-
ment des PU adjaentes à la PU ourante dans l'image ourante et un veteur
temporel déterminé a partir des PU adjaentes dans l'image de référene.
- Le mode Merge [98℄ : le veteur de mouvement prédit est alulé à partir d'une
liste de andidats omposée de veteurs spatiaux (PU adjaentes dans l'image
ourante) et des veteurs temporels (PU adjaentes dans l'image de référene).
Le meilleur veteur sera déterminé en se basant sur l'évaluation de RD ost.
Le PU ourant va hériter ainsi de la même information de mouvement que la
PU dont son veteur de mouvement a été séletionné par le mode Merge.
 L'estimation du veteur de mouvement : elle onsiste à assoier à haque blo PU
de l'image ourante, un veteur de mouvement permettant de déterminer son dé-
plaement par rapport à l'image préédente. Cela se fait par divers algorithmes de
reherhe [99℄.
 La ompensation de mouvement : elle permet de déterminer la CU prédite selon le
veteur de mouvement alulé. Une préision d'un quart de pixel est utilisée pour
les veteurs de mouvement et des ltres de 7 tap_oef ou 8 tap_oef sont utilisés
pour interpoler les positions de pixels frationnaires (au lieu de 6 tap_oef pour
le quart de pixel dans H264/AVC). La hrominane bénéie pour sa part d'un
ltre bilinéaire d'une préision d'un 1/8 de pixel qui améliore onsidérablement sa
prédition.
5.2.5 La Transformation
Le signal résiduel, qui est la diérene entre le blo initial et sa prédition, est trans-
formé en utilisant une transformée par blos sur la base de la transformée en osinus
disrète (DCT) ou la transformée en sinus disrète (DST). Cette dernière n'est utilisée
que pour la prédition intra 4x4. La transformée permet d'avoir des données non orré-
lées, séparées en omposants ave interdépendane minimale et ompates de telle sorte
que l'énergie soit onentrée dans un petit nombre de valeurs. Le HEVC prend en harge
quatre tailles d'unité de transformation (TU) : 4x4, 8x8, 16x16 et 32x32 amenant à un
odage plus eae.
5.2.6 La Quantiation
La quantiation est appliquée au blo transformé an de réduire d'avantage les oef-
ients non nuls. Elle est semblable à elle de H264/AVC. La quantiation est ontrlée
par un paramètre de quantiation (QP) qui est déni de 0 à 51. Ce paramètre agit di-
retement sur le débit et la qualité de la vidéo. Par onséquent, si le QP est très faible,
presque tous les détails sont onservés et quand le QP augmente, le débit (la quantité de
données) diminue onsidérablement au prix d'une ertaine perte de qualité.
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5.2.7 Le ltrage
Nous avons déjà vu que la proédure d'enodage en HEVC est basée essentiellement
sur un odage par blos (CU, PU et TU) omme ave les préédentes tehniques d'en-
odage par blo pour le H264/AVC (16x16, 8x8 et 4x4). Cette proédure introduit un
eet de blos au niveau de l'image reonstruite e qui réduit la qualité de l'image. An de
surmonter e problème, deux types de ltre sont appliqués : un ltre de débloage (ltre
anti blo lassique en ompression) puis un ltre SAO (Sample Adaptive Oset). Le ltre
de débloage a pour but réduire l'eet de blos (bloking artefats) et il s'applique uni-
quement aux éhantillons des frontières de blo, tandis que le ltre SAO vise à améliorer
la préision de la reonstrution de l'amplitude du signal d'origine. Il est appliqué d'une
manière adaptative à tous les éhantillons, en ajoutant onditionnellement une valeur de
déalage  Oset  à haque éhantillon, basée sur des valeurs dénies dans des tableaux
 look-up tables  délarés par l'enodeur.
5.2.8 Le odage entropique
Le standard HEVC utilise l'algorithme CABAC [96℄ au niveau du odage entropique
pour reonstruire le bitstream. Il est fondamentalement semblable à CABAC dans la
norme H264/AVC. Le CABAC est la seule méthode d'enodage entropique utilisée en
HEVC alors qu'on peut hoisir entre le CAVLC et le CABAC pour le H264/AVC. Le CA-
BAC et le odage entropique des oeients transformés en HEVC ont été onçus pour
supporter un débit supérieur [100℄ à la norme H264/AVC tout en gardant une eaité
de ompression plus élevée pour les tailles de blos plus larges grâe à des simples amélio-
rations [101℄ [102℄. Par exemple, le nombre de  ontext oded bins  a été réduit de 8 fois
et le CABAC  bypass-mode  a été amélioré au niveau de son design pour augmenter le
débit. Une autre amélioration en HEVC est que les dépendanes entre les données odées
ont été modiées pour augmenter enore le débit. La modélisation du ontexte en HEVC
a été également améliorée an que CABAC puisse mieux séletionner un ontexte qui
augmente l'eaité en omparant ave H264/AVC.
5.3 Conguration de Codage
Le odeur HM (HEVC Test Model) [103℄ prend en harge trois types de onguration
de odage, omme indiqué dans les onditions d'essai ommunes [104℄ et [105℄. Ces on-
gurations sont : Intra-only, Low-delay et Random-aess. La gestion de la liste des images
de référene dépend de la onguration temporelle.
5.3.1 Conguration Intra-Only
Pour la onguration de odage Intra-Only [96℄, haque image de la séquene vidéo
est odée omme une image I (Intra). Il n'utilise pas d'images de référene temporelles
puisque seule l'intra prédition est appliquée. La valeur du QP est onstante pour toutes
les images. La gure 5.10 donne une représentation graphique de la onguration Intra-
Only. Le numéro assoié à haque image représente l'ordre de odage.
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Figure 5.10  Représentation graphique de la onguration Intra-Only
5.3.2 Conguration Low-Delay
Deux ongurations de odage ont été dénies pour tester la performane de odage en
Low-Delay, nommées Low-Delay P et Low-Delay B [96℄. Ave la onguration Low-
Delay, la première image est la seule odée omme une image I (Intra), les autres sont
haune odée omme une slie-P pour le mode Low-Delay P ou omme une slie B pour
le mode Low-Delay B. Pour les deux modes, au niveau de l'inter prédition, haque image
ourante prend omme image de référene l'image I et l'image qui la préède. Pour le mode
Low-Delay B, les deux listes de référene RefPiList0 et RefPiList1 sont identiques.
Figure 5.11  Représentation graphique de la onguration Low-delay B
La gure 5.11 montre une représentation graphique de la onguration Low-Delay.
Le numéro assoié à haque image représente l'ordre de odage. Le QP de haque image
odée inter (QPI) est obtenu en ajoutant un oset au QP de l'image odée intra (QPI)
selon la ouhe temporelle. En terminant l'enodage de toutes les images de diérentes
ouhes temporelles, la dernière image de la première ouhe (image 8) prend la plae de
l'image I dans la liste de référene. Ainsi, si on onsidère l'image 9, alors elle aura omme
image de référene seulement l'image 8. Pour l'image 10, les images de référene seront
l'image 8 et l'image 9 et.
5.3.3 Conguration Random-Aess
Pour la onguration Random-Aess, une struture hiérarhique pour les slies B est
utilisée au niveau du odage. La gure 5.12 montre une représentation graphique de la
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onguration Random-Aess. Le numéro assoié à haque image représente l'ordre de
odage. Une image intra est odée à environ une seonde d'intervalle, onformément à
l'option de onguration  intra period , ongurée en fontion de la fréquene d'images
 Frame rate . La première image est odée omme image I. Les images situées entre
deux images I sont odées omme images B. Une image d'une ouhe temporelle basse
(de niveau 1 à 3) peut se référer à une image I ou B au niveau de l'inter prédition. Les
images de la ouhe temporelle la plus élevée ne sont pas utilisées omme des référenes.
Le QP de haque image odée inter est obtenu en additionnant un oset au QP de l'image
I en fontion de la ouhe temporelle.
Figure 5.12  Représentation graphique de la onguration Random-Aess
5.4 Implémentation de l'enodeur HEVC sur des pla-
teformes embarquées
L'implémentation de l'enodeur HEVC sur des systèmes embarqués vient dans le adre
d'un projet de oopération entre l'éole Nationale d'ingénieurs de Sfax (ENIS), la faulté
de sienes et tehnologies de Fès Maro (FSTF) et l'éole supérieure d'ingénieurs en
életronique et életrotehnique de Paris (ESIEE). Ce travail onsiste à préparer une
solution embarquée pour l'enodeur HEVC qui sera utilisée à l'éhelle aadémique dans
des travaux de reherhe ultérieurs.
Dans e ontexte, nous présenterons dans e hapitre nos implémentations prélimi-
naires de et enodeur sur deux plateformes embarquées : la BeagleBoard-xM [106℄ à base
d'un proesseur ARM et le DSP TMS320C6678 à base de 8 ÷urs C66x. Dans ette thèse,
seule la version mono÷ur de HEVC a pu être explorée, mais les travaux sur le paral-
lélisme eetués appliquées dans le hapitre préédent pourront bien sûr être appliqués
ultérieurement. Ii, le but est don eetuer une étude omparative en termes de vitesse
d'enodage sur deux types de proesseurs distints fontionnant ave une même fréquene
d'horloge.
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5.4.1 Desription de la plateforme BeagleBoard-xM
La BeagleBoard-xM est un système embarqué basé sur un proesseur ARM DM3730
de Texas instruments (ortex - A8) adené à 1 GHz ave 512 Mo de mémoire DDR
RAM. Cette plateforme est onçue spéiquement pour s'adresser à la ommunauté Open
Soure. Elle est aratérisée par une faible onsommation d'énergie et elle intègre une
grande quantité de mémoire sur pue. En plus d'un proesseur ARM Cortex A8, e SOC
omporte également un noyau DSP d'arhiteture C64x+. La BeagleBoard-xM est très
extensible e qui permet d'ajouter des nombreuses fontionnalités. Plusieurs interfaes
sont liées à ette arte omme l'indique la gure 5.13 [107℄ telles que l'Ethernet 10/100
pour les onnexions réseaux de type TCP/IP et quatre ports USB de haut débit permet-
tant de onneter divers périphériques omme une souris, un lavier, une améra web et
un module Wi ou Bluetooth. La BeagleBoard-xM supporte un leteur de arte miroSD
de haute apaité (4 Go) permettant aux développeurs d'y démarrer divers systèmes d'ex-
ploitation omme Linux Angstrom, Ubuntu et Android sans auune dépendane à une
mémoire non volatile xe omme la mémoire NAND ash. Une sortie vidéo est aes-
sible via des onneteurs S-vidéo ou DVI-D (HDMI). Cette plateforme intègre aussi un
onneteur pour une améra vidéo externe permettant une aquisition simple et rapide
des données vidéo. Toutes es aratéristiques rendent la BeagleBoard-xM une solution
très intéressante pour tester et évaluer des diverses appliations telles que développement
des noyaux linux, des appliations de traitement d'images embarquées et des vidéos dans
le domaine de domotique ou la robotique et. Pour es raisons, nous avons déidé d'im-
plémenter l'enodeur HEVC sur ette plateforme d'autant qu'elle supporte un OS Linux
qui nous permet don de ompiler failement l'appliation HEVC et de l'exéuter ave le
proesseur ARM Cortex A8.
Figure 5.13  La arte BeagleBoard-xM
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5.4.2 Utilisation d'un OS Linux embarqué
5.4.2.1 Stratégie d'implémentation de l'enodeur HEVC sur BeagleBoard-
xM
Le software HM (HEVC Test Model) de l'enodeur HEVC est un ode C++ qui
peut être ompilé sous diérents OS tel que Windows ou Linux. Pour générer le ode
exéutable de l'enodeur HEVC qui va être exéuté par le proesseur ARM, la tehnique
de ompilation roisée est utilisée. La ompilation de l'enodeur HEVC est eetuée sur
le PC (fontionnant ave un OS Ubuntu) au lieu de la plateforme BeagleBoard-xM et par
la suite l'exéutable sera opié dans la mémoire SD et exéuté par le proesseur ARM.
La ompilation roisée fait référene à des haînes de ompilation permettent d'avoir un
exéutable ompatible ave la plateforme sur la quelle l'exéution du ode est eetuée.
Les étapes d'implémentation et d'exéution de l'enodeur HEVC sur la plateforme
BeagleBoard-xM et exatement sur le proesseur ARM sont ainsi dérites omme suit :
 Un ompilateur roisé ave un toolhain dédié pour l'arhiteture ARM sont installés
sur le PC pour ompiler l'enodeur HEVC.
 Un noyau Linux Angstrom [108℄ est installé sur la arte SD de BeagleBoard-xM.
 Après avoir ompilé l'enodeur HEVC sur le PC, l'exéutable généré, les vidéos à
enoder et le hier de onguration  .fg  ontenant les paramètres d'enodage
sont tous opiés dans la arte SD. Conernant les vidéos utilisées, on n'enode
pas pour le moment un ux de améra. On utilise atuellement des séquenes pré-
stokées an de pouvoir omparer les vitesses.
 La arte BeagleBoard-xM et le PC sont interonnetés via le port série RS232.
L'outil miniom [109℄, qui est un programme d'émulation de terminal équivalent à
un HyperTerminal sous windows, est utilisé pour assurer la ommuniation entre le
PC et la BeagleBoard-xM.
 En mettant sous tension la arte BeagleBoard-xM, elle démarre sous Linux à partir
de la arte SD. Ainsi, à travers l'interfae miniom, l'exéution de l'enodeur HEVC
sur la plateforme BeagleBoard-xM est lanée.
5.4.2.2 Stratégie d'implémentation de l'enodeur HEVC sur le DSP C6678
Le ode HM de l'enodeur HEVC est un ode C++ ontenant un nombre très grand
de lasses, des fontions et des exeptions C++ dont ertaines ne sont pas ompatibles
ave les strutures logiielles (frameworks) d'un DSP en utilisant le ompilateur stan-
dard C6000[110℄ ave l'OS SYS BIOS. Ainsi, an d'avoir une solution fontionnelle sur
DSP, ertaines modiations [111℄ doivent être appliquées au niveau du ode. Comme
première étape, nous avons déidé d'éviter es hangements et de herher une autre so-
lution permettant d'avoir un exéutable fontionnel sur le DSP C6678. La solution était
d'augmenter le niveau d'abstration en utilisant un ompilateur Linux à la plae du ompi-
lateur standard C6000 SYS BIOS. En eet, le DSP TMS320C6678 omporte une mémoire
NAND Flash de taille 64 Mo supportant un OS Linux embarqué dédié pour l'arhiteture
C6000. Cei nous amène à utiliser un deuxième ross ompilateur (le premier était pour
ARM) an d'obtenir un exéutable ompatible ave l'arhiteture de DSP C6678. Les
étapes d'implémentation et d'exéution de l'enodeur HEVC sur le DSP TMS320C6678
en utilisant un OS Linux sont détaillées omme le suivant :
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 Un noyau Linux-6x [112℄, qui est Linux embarqué dédié pour la famille de DSP
C6000, est hargé dans la mémoire NAND Flash du DSP C6678.
 Un ompilateur roisé ulinux-6x [113℄ est installé sur le PC et utilisé pour ompiler
l'enodeur HEVC an d'obtenir un exéutable fontionnel ave l'arhiteture C6000.
 Vu la petite taille de la mémoire NAND Flash, l'exéutable généré, les vidéos à
enoder et le hier de onguration  .fg  ontenant les paramètres d'enodage
sont tous onservés sur le PC dans un hier partagé. Le DSP aèdera à e hier
via une liaison Ethernet en utilisant le protoole NFS (Network File System) [114℄.
 Le DSP C6678 est onguré pour se démarrer à partir de la mémoire NAND Flash.
Cei est assuré en xant les positions des interrupteurs de onguration de mode de
démarrage sur les positions onvenables ave le mode de démarrage  NAND Flash
boot mode  [112℄.
 Le DSP et le PC sont interonnetés à travers deux liaisons : une liaison Ethernet en
xant une adresse IP statique pour haun et aussi une liaison série RS232. L'outil
miniom est utilisé pour gérer la ommuniation entre les deux systèmes.
 Un dossier est réé dans la partition hier système du DSP. Il servira omme un
point de montage sur le DSP.
 Le DSP aède au hier partagé, qui a été réé sur le PC, en utilisant la ommande
NFS  sudo mount -t nfs IP_du_PC :/dossier_partagé_sur_PC
/point_de_montage_sur_DSP  et exéute l'appliation de l'enodeur HEVC.
5.4.2.3 Résultats expérimentaux de l'enodeur HEVC ave un OS Linux em-
barqué
Pour évaluer la performane de notre travail, l'enodeur HEVC du ode HM 12.1
[103℄ est implémenté sur les deux plateformes, BeagleBoard-xM et le DSP TMS320C6678
fontionnant ave la même fréquene de proesseur égale à 1 GHz. Dans ette thèse, l'im-
plémentation sur le DSP C6678 est limitée à une exéution sur un seul des 8 CPU du
C6678. Les paramètres d'enodage sont identiques aux onditions générales de tests dé-
nies par le standard HEVC [104℄. La taille de LCU est xée à 64x64 ave une profondeur
égale à 4. Le odeur entropique est le CABAC. Plusieurs séquenes vidéo ave diérentes
aratéristiques sont testées. Une seule résolution appartenant à la lasse D (416x240)
est testée omme point de départ. Le but est d'avoir une implémentation optimisée pour
ette résolution. En arrivant au temps réel, on passera par la suite à des résolutions plus
élevées. Le nombre d'images enodées pour haque séquene est 100. Quatre valeurs de
QP (22, 27, 32 et 37) sont utilisées au ours de tests. La onguration  Intra Only  est
hoisie pour l'enodage. La performane de l'enodeur HEVC sur les deux plateformes est
évaluée en termes de temps d'enodage. Conernant la qualité et le débit, es deux para-
mètres ne sont pas tenus en onsidération vu que nous n'avons pas modié l'algorithme
d'enodage.
Le tableau 5.1 présente les moyens de temps d'enodage par image (en seonde) ob-
tenus pour haque séquene vidéo sur les deux plateformes BeagleBoard-xM et le DSP
TMS320C6678. Le gain de temps d'enodage est aussi alulé pour évaluer la performane
de deux plateformes. Ce gain est alulé selon l'équation 5.1.
gain de temps(%) =
temps d′Enc surBeagleBoard− temps d′Enc surDSP
temps d′Enc sur BeagleBoard
(5.1)
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Tableau 5.1  Temps d'enodage (seondes) pour des vidéos de lasse D (416x240) sur
une plateforme BeagleBoard-xM et un DSP C6678 en utilisant un OS linux
Séquene
de Classe D
(416x240)
QP
Temps d'enodage moyen
pour une seule image
sur la BeagleBoard-xM (s)
Temps d'enodage moyen
pour une seule image
sur le DSP C6678 (s)
Gain (%)
BasketballPass
22 23,07 18,23 20,98
27 20,24 16,09 20,50
32 17,75 14,57 17,92
37 15,90 13,35 16,04
BQSquare
22 29,59 22,72 23,22
27 26,15 20,05 23,33
32 22,72 17,97 20,91
37 20,10 16,12 19,80
BlowingBubbles
22 28,77 22,25 22,66
27 24,79 19,18 22,63
32 21,02 16,71 20,50
37 17,88 14,62 18,23
RaeHorses
22 26,58 20,48 22,95
27 23,54 18,25 22,47
32 20,28 16,71 17,60
37 17,88 14,33
Moyenne 22,27 17,60 20,60
Les résultats expérimentaux montrent bien la haute omplexité de l'enodeur HEVC.
Le temps d'enodage sur un proesseur de fréquene 1 GHz est relativement grand même
pour des vidéos de faible résolution. En eet, la BeagleBoard-xM néessite environ 22
seondes en moyenne pour enoder une seule image de lasse D (416x240). Le DSP C6678
assure un gain de 20% en moyenne par rapport à la BeagleBoard-xM en terminant l'en-
odage dans 17,6 seondes. Malgré une fréquene de proesseur identique sur les deux
plateformes (1 GHz), le DSP est plus rapide. Ce gain est expliqué par la rapidité de la
mémoire externe DDR du DSP, où on a alloué le ode et la plupart des données, par rap-
port à elle de la BeagleBoard-xM. En eet, la mémoire externe du C6678 est une DDR3
de 64-bits fontionnant ave une fréquene de 1333 MHz fournissant ainsi une large bande
passante que elle de la mémoire de BeagleBoard-xM qui est une DDR de 32 bits ave
une fréquene de 166 MHz. Cei inue onsidérablement sur le temps d'enodage vu que
l'enodeur HEVC omporte un nombre très grand d'instrutions de hargement et de
sauvegarde (Load/Store).
Malgré la omplexité d'implémentation de l'enodeur HEVC en termes de strutures
de données et nombre important de fontions et de lasses, on a réussi à implémenter
et enodeur sur diérents systèmes embarqués. Cependant, d'après les résultats obtenus,
il est bien lair qu'on est enore très loin du temps réel. Cei nous guide à proposer et
appliquer une méthodologie d'optimisation pour améliorer le temps d'enodage tout en
gardant une bonne performane d'enodage.
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5.5 Optimisation de l'implémentation du HEVC sur le
DSP C6678
Étant donné que l'exéution sur un seul ÷ur DSP C6678 a donné le meilleur résultat
du temps d'enodage, les optimisations à proposer vont onerner également ette pla-
teforme. Notre objetif essentiel est d'avoir une implémentation optimisée de l'enodeur
HEVC sur le DSP C6678 fontionnant ave une bonne vitesse d'enodage sans dégrader
les performanes d'enodage que soit au niveau de la qualité ou bien le débit. Le but est
de préparer une solution fontionnelle bien optimisée sur un seul ÷ur DSP qui sera le
point de départ pour les travaux de reherhe ultérieurs.
5.5.1 Utilisation d'un OS temps réel SYS BIOS
Étant donné que l'implémentation de l'enodeur HEVC sur DSP en utilisant l'OS
Linux-6x n'a pas donné des bons résultats en termes de temps d'enodage, nous avons
déidé de migrer vers l'exploitation de l'OS temps réel SYS BIOS ave le ompilateur
standard C6000 tout en travaillant ave l'environnement de développement Intégré (IDE)
Code Composer Studio v5 [115℄. L'utilisation du ompilateur C6000 néessite de faire des
modiations au niveau du ode HM pour qu'il soit ompatible ave les frameworks du
DSP. Ainsi, les hangements néessaires à faire sont dénis i-dessous :
 Utiliser la bibliothèque string à la plae de memory.
 Redénir la fontion nd au niveau de la lasse TComIterator pour adapter les
paramètres d'entrée.
 Utiliser la bibliothèque math.h et exploiter la fontion intrinsis abs alulant la
valeur absolue d'une variable.
 Redénir ertaines lasses C ++ an d'adapter ertaines variables non prises en
harge par le ompilateur C++ du DSP.
 Redénir le type Bool pour qu'il soit reonnu par le ompilateur C6000.
 Remplaer les fontions utilisées pour mesurer les performanes ave les timers du
PC par les fontions adéquates qui font appel aux timers du DSP.
 Dénir la fontion strdup qui n'est pas disponible dans l'environnement de dévelop-
pement DSP.
 Congurer le ompilateur pour que le format des hiers exéutables de sortie soit
en format ELF (Exeutable and Linkable Format) [116℄ au lieu de COFF (Common
Objet File Format) [117℄. Le format ELF est néessaire pour supporter ertains
types de données et ertaines fontions et strutures C++.
 oher l'option de ompilation au niveau de l'environnement ode omposer studio
 Support C++ run-time type information rtti , sert à déterminer le type d'une
variable pendant l'exéution du programme.
En appliquant les modiations indiquées i-dessus, nous avons réussi à exéuter l'en-
odeur HEVC sur 1 seul ÷ur DSP C6678.
An de omparer entre l'utilisation de Linux-6x et l'OS temps réel SYS BIOS pour
exéuter l'enodeur HEVC, les mêmes onditions de test et les mêmes séquenes vidéo sont
utilisées. Le tableau 5.2 présente les moyens de temps d'enodage obtenus pour enoder
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Tableau 5.2  Comparaison entre l'utilisation de Linux-6x et SYS BIOS ave le DSP
C6678 en termes de temps d'enodage HEVC pour des vidéos de lasse D (416x240)
Séquene
de Classe D
(416x240)
QP
Temps d'enodage
moyen pour une
seule image sur le
DSP C6678 ave
Linux-6x (s)
Temps d'enodage
moyen pour une
seule image sur le
DSP C6678 ave
SYS BIOS (s)
Gain (%)
BasketballPass
22 18,23 13,70 24,85
27 16,09 11,83 26,48
32 14,57 10,39 28,69
37 13,35 9,32 30,19
BQSquare
22 22,72 16,74 26,32
27 20,05 14,61 27,13
32 17,97 12,71 29,27
37 16,12 11,32 29,78
BlowingBubbles
22 22,25 16,53 25,71
27 19,18 14,03 26,85
32 16,71 11,90 28,79
37 14,62 10,27 29,75
RaeHorses
22 20,48 15,45 24,56
27 18,25 13,55 25,75
32 16,71 11,77 29,56
37 14,33 10,26 28,40
Moyenne 17,60 12,77 27,43
une image de lasse D (416x240) ave diérentes valeurs de QP et ei pour la version
ave Linux-6x et elle ave SYS BIOS.
D'après les résultats obtenus, nous onstatons que le temps d'enodage est amélioré
d'environ 27% en utilisant SYS BIOS par rapport à Linux-6x. En eet, le temps d'eno-
dage néessaire pour enoder une image lasse D est diminué de 17.6 seondes ave Linux
à 12.77 seondes en moyenne ave SYS BIOS. Cei est bien évident puisque le ompilateur
C6000 utilisé ave SYS BIOS est plus performant que le ompilateur ulinux-6x utilisé
ave l'OS Linux-6x en termes de génération d'un ode assembleur plus optimisé qui tient
en ompte de l'arhiteture de la plateforme utilisée.
5.5.2 Optimisations système
L'environnement Code Composer studio (CCS) donne la possibilité d'appliquer di-
verses optimisations que e soit à partir d'options de ompilation du projet (Build op-
tions) ou bien à partir du hier de onguration de SYS BIOS basé sur l'outil XDCtools
[118℄ qui est un produit installé ave le CCS ontenant tous les outils néessaires pour
utiliser les omposants de SYS BIOS et la onguration de l'appliation.
5.5.2.1 Optimisations à partir du hier de onguration SYS BIOS
Parmi les optimisations possibles qu'on peut les appliquer à partir du hier de on-
guration de SYS BIOS on ite :
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 Conguration de la arte mémoire du programme en termes d'alloation des setions
 Edition de la plateforme
Chaque programme C/C++ se ompose de diérentes parties appelées setions dont
les noms se ommenent par . omme l'indique la gure 5.14.
Figure 5.14  Les setions mémoires d'un programme C
Durant la première implémentation de l'enodeur HEVC sur le DSP C6678 ave SYS
BIOS, toutes les setions mémoire du programme ont été allouée dans la DDR3 an
d'éviter tout problème d'alloation mémoire puisque la taille de ette mémoire (512 Mo)
est largement susante pour supporter la omplexité de l'enodeur HEVC.
An d'optimiser ette implémentation, nous avons déidé d'exploiter la mémoire in-
terne L2RAM de taille 512 Ko et la mémoire partagée MSMCSRAM de taille 4 Mo pour
allouer ertaines setions mémoire an de bénéier d'un aès plus rapide [119℄ aux
données que la DDR3.
Tableau 5.3  Conguration des setions mémoires à partir du hier de onguration de
SYS BIOS
Program.setMap ["heap"℄ = "DDR3" ;
Program.setMap [".text"℄ = "MSMCSRAM" ;
Program.setMap [".far"℄ = "L2SRAM" ;
Program.setMap [".init"℄ = "L2SRAM" ;
Program.setMap [".rodata"℄ = "L2SRAM" ;
Program.setMap [".swith"℄ = "L2SRAM" ;
Program.setMap [".args"℄ = "L2SRAM" ;
Program.setMap [".bss"℄ = "L2SRAM" ;
Program.setMap [".neardata"℄ = "L2SRAM" ;
Program.setMap [".stak"℄ = "L2SRAM" ;
Program.setMap [".data"℄ = "L2SRAM" ;
Program.setMap [".io"℄ = "L2SRAM" ;
Program.setMap [".ves"℄ = "L2SRAM" ;
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Par onséquent, omme présenté dans le tableau 5.3, la setion  .text  indiquant le
segment qui ontient le ode exéutable du programme est ongurée dans la mémoire
partagée puisque sa taille est d'environ 1 Mo. Le segment  heap , qui onerne tout
e qui est alloation dynamique, est gardé dans la mémoire DDR3 an de supporter les
alloations mémoire de grande taille. Les autres setions, omme la  .stak  par exemple
qui ontient les variables loales, sont allouées dans la mémoire interne L2RAM puisque
leurs tailles ne dépassent pas 250 Ko.
En plus de la onguration de setions mémoires, le SYS BIOS donne la possibilité de
ongurer la plateforme utilisée à travers l'outil RTSC (Real Time Software Components)
[120℄ de XDCtools. Par onséquent, an d'optimiser notre implémentation, on a onguré
une partie de la mémoire L2RAM omme ahe permettant d'aélérer le traitement de
données. Pour la première implémentation, la taille de la mémoire ahe L2 était 0 Ko.
Puisque sa taille totale est 512 Ko et sahant que ertaines setions mémoires ont été
allouées y dedans, on a xé dans e as la taille de la ahe L2 à 256 Ko omme l'indique
la gure 5.15. Les mémoires L1D (mémoire données niveau 1) et L1P (mémoire programme
niveau 1) sont toujours ongurées omme ahe de taille 32 Ko même pour la première
implémentation ave SYS BIOS.
Figure 5.15  Conguration de la mémoire ahe à partir du hier de onguration
RTSC
5.5.2.2 Les options de ompilation (Build options)
A travers l'environnement CCS, on peut xer les options de ompilation que le om-
pilateur C6000 doit tenir ompte au ours de ompilation du ode et génération de l'exé-
utable. Ainsi, nous avons xé ertaines options omme le suivant :
 Le mode de onguration : Release
 Le niveau d'optimisation  Optimization level (opt_level,O)  : 3
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 Le niveau d'optimisation du ode  Optimize for ode size (opt_for_spae,-ms)
 : 3
 Le niveau de rapidité  Optimize for speed (opt_for_speed, -mf)  : 5
 L'option  inline funtion alled one single_inline  : ativée
Cei permettra de générer un ode bien optimisé au niveau du parallélisme et du
pipeline software.
5.5.3 Les résultats expérimentaux ave un OS temps réel SYS
BIOS
L'enodeur HEVC est exéuté sur le DSP C6678 en appliquant toutes les optimisations
itées auparavant. Les mêmes onditions de test sont utilisées pour ette implémentation.
Le tableau 5.4 présente une omparaison entre la version non optimisée et la version opti-
misée de l'enodeur HEVC sur le DSP C6678 en utilisant l'OS temps réel SYS BIOS. La
performane est évaluée en termes de temps d'enodage des vidéos de lasse D (416x240)
pour diérentes valeurs de QP.
Tableau 5.4  Temps d'enodage (seondes) pour des vidéos de lasse D (416x240) ave
la version optimisée
Séquene
de Classe D
(416x240)
QP
Temps d'enodage moyen
pour une seule image
sur le DSP C6678
ave SYS BIOS
sans optimisation système (s)
Temps d'enodage moyen
pour une seule image
sur le DSP C6678
ave SYS BIOS
ave optimisation (s)
Gain (%)
BasketballPass
22 13,70 6,97 49,12
27 11,83 6,07 48,69
32 10,39 5,35 48,51
37 9,32 4,81 48,39
BQSquare
22 16,74 8,46 49,46
27 14,61 7,41 49,28
32 12,71 6,51 48,78
37 11,32 5,80 48,76
BlowingBubbles
22 16,53 8,26 50,03
27 14,03 7,12 49,25
32 11,90 6,10 48,74
37 10,27 5,30 48,39
RaeHorses
22 15,45 7,86 49,13
27 13,55 6,95 48,71
32 11,77 6,06 48,51
37 10,26 5,30 48,34
Moyenne 12,77 6,52 27,43
Les résultats expérimentaux montrent bien que les optimisations appliquées ont assuré
un gain important en temps d'enodage d'environ 48% par rapport à la version non
optimisée. En eet, le temps d'enodage d'une image lasse D est diminué de 12.7 seondes
à 6.52 seondes en moyenne. En omparant ette dernière implémentation optimisée ave
SYS BIOS par rapport à elle sur la BeagleBoard-xM, on onstate bien une onsidérable
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amélioration. On a passé de 22,27 seondes à 6.52 seondes pour enoder une image de
lasse D en assurant un gain de 71% en moyenne. Malgré ette amélioration, on reste
toujours loin du temps réel. En résumant, notre travail onsiste à préparer une version
fontionnelle et optimisée de l'enodeur HEVC sur un système embarqué. Cette version
sera le point de départ pour les futurs travaux de reherhe. On a réussi à exéuter
l'enodeur HEVC sur un seul CPU sans touher aux performanes d'enodage que e
soit la qualité vidéo ou bien le débit binaire. An d'améliorer le temps d'enodage, les
travaux prohains peuvent se baser sur l'appliation de diérentes optimisations que e
soient algorithmiques ou struturelles an de réduire la omplexité de alul. Il sera aussi
utile d'utiliser les instrutions pragmas (MUST_ITERATE, UNROLL, INLINE et) pour
optimiser les boules et les fontions. En outre, une programmation de bas niveau en
langage assembleur de quelques fontions omme le SAD, SSE (Sum of Square Error),
HAD (Transformée HADAMARD) pourrait aussi améliorer onsidérablement la vitesse
d'enodage étant donné que es fontions se répètent plusieurs fois pour haque CTU.
Finalement, l'exploitation de l'arhiteture multi÷ur du DSP C6678 et la migration vers
une implémentation parallèle pourrait être une solution intéressante pour aélérer la
proédure d'enodage en réutilisant les travaux du hapitre préédent (hapitre 4).
5.6 Conlusion
Le H264/AVC est le ode vidéo dominant aujourd'hui, mais il n'est pas très eae
lors du odage des vidéos de haute résolution 2k ou 8k (ultra HD). Pour soutenir les
nouvelles appliations néessitant des images à haute résolution, la norme HEVC a été
élaborée. Par rapport aux normes antérieures, le HEVC ore une vidéo de qualité similaire,
à la moitié du débit binaire. Cette amélioration a néessité l'utilisation des algorithmes
plus omplexes entraînant plus de diultés aux développeurs d'assurer un enodage en
temps réel surtout dans le domaine de l'embarqué.
Dans e ontexte, on a essayé par e présent travail d'entamer l'implémentation de
l'enodeur HEVC sur quelques systèmes embarqués. Le but est de préparer une solution
fontionnelle et optimisée pour qu'elle soit le point de départ des prohains travaux dans le
domaine de développement des appliations vidéo de haute performane sur des systèmes
embarqués. On a proposé deux solutions embarquées pour l'enodeur HEVC. La première
était sur la plateforme BeagleBoard-xM à base d'un proesseur ARM Cortex A8 et la
deuxième était sur le DSP C6678. On a exploité diérents systèmes d'exploitation et
diérents ompilateurs an de générer un exéutable fontionnel.
L'utilisation d'un OS temps réel SYS BIOS ave le DSP C6678 a donné les meilleurs ré-
sultats par rapport à l'utilisation d'un OS Linux embarqué que e soit ave la BeagleBoard-
xM ou bien ave le DSP C6678. Des optimisations ont été appliqués an d'améliorer le
temps d'enodage sans touher aux performanes d'enodage en termes de qualité vidéo
et débit binaire.
Les résultats obtenus sont enourageants mais ils restent toujours loin du temps réel.
An d'améliorer le temps d'enodage sur le DSP C6678, nous proposons pour les futurs
travaux de faire une étude de omplexité de l'enodeur HEVC en se basant sur un prolage
temporel. Par la suite, selon ette étude, une programmation de bas niveau en assembleur
pourrait être appliquée pour les modules les plus omplexes. Aussi, nous suggérons de
d'appliquer quelques optimisations algorithmes omme des algorithmes de déision ra-
pide an de réduire la omplexité d'enodage tout en essayant de maintenir une bonne
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performane d'enodage. Finalement, passer à une implémentation multi÷ur sur le DSP
C6678 pourrait être une solution intéressante pour paralléliser le traitement et aélérer
l'enodage.
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Durant es dernières années, les systèmes embarqués multimédia sont devenus un pro-
duit de grand publi. Ils sont présent partout : dans les TV numériques, les terminaux de
ommuniation sans l, l'automobile, les usines, les systèmes de vidéoonférenes et de
vidéosurveillane et. Ave l'avènement de la tehnologie VLSI, es systèmes embarqués
deviennent de plus en plus performants en termes de puissane de alul et onsommation
d'énergie. En eet, les fréquenes atuelles de proesseurs embarqués peuvent atteindre
et même dépasser le 1 GHz. En outre, les nouveaux systèmes embarqués sont dotés de la
la tehnologie multi÷ur an de supporter les nouvelles ontraintes exigées par les appli-
ations multimédia de haute performane. Quant à ette évolution de la tehnologie des
systèmes embarqués, les appliations multimédia deviennent de plus en plus omplexes.
En eet, à l'éhelle des appliations vidéo, la haute dénition devient la résolution la plus
utilisée e qui a engendré des ontraintes supplémentaires au niveau de traitement.
Fae à ette migration vers la HD, des normes de odage vidéo ont été élaborées an
de réduire la grande quantité des données à transmettre, minimiser le oût de stokage
et surmonter la limitation de la bande passante de transmission. Parmi es normes, nous
avons étudié les deux plus réentes, la norme H264/AVC et la norme HEVC. Ces deux
normes garantissent un taux de ompression élevé par rapport aux normes préédentes
tout en assurant une exellente qualité visuelle. Cependant, ette performane de odage
vient ave une grande omplexité de alul surtout ave la résolution HD e qui rend di-
ile de satisfaire la ontrainte d'enodage en temps réel par ertains systèmes embarqués.
Dans e ontexte intervient notre sujet de thèse. Le but est d'exploiter la nouvelle généra-
tion des systèmes embarqués pour onevoir tout d'abord un enodeur vidéo H264/AVC
embarqué de résolution HD fontionnant en temps réel 25 f/s. Ensuite, travailler ave la
nouvelle norme HEVC pour préparer un enodeur HEVC embarqué qui sera un point de
départ pour les travaux de reherhe ultérieurs.
An de réaliser e travail, les DSP multi÷urs de TI ont été hoisis et présentés.
Conernant l'enodeur H264/AVC, l'idée était d'exploiter le parallélisme potentiel existant
dans et enodeur an d'aélérer le traitement et assurer un enodage en temps réel pour
des vidéos HD. Pour ela, nous avons ommené par assurer une implémentation optimisée
sur un seul ÷ur DSP avant de passer à une implémentation parallèle multi÷ur. Le
DSP TMS320C6472, omportant six ÷urs DSP de fréquene 700MHz, a été hoisi en
premier lieu pour exéuter l'enodeur H264/AVC développé au sein du laboratoire LETI.
La première version de et enodeur sur un seul ÷ur DSP TMS320C6472 a donné une
vitesse d'enodage de 14,38 f/s pour la résolution CIF (352x288).
Diérentes tehniques d'optimisation ont été proposées an d'améliorer la performane
de et enodeur. Des optimisations ont été appliquées au niveau des alloations mémoire
et au niveau des strutures de données. Ces optimisations ont assuré un gain de 36,02% en
temps d'enodage tout en arrivant à une vitesse de 19,56 f/s. L'ativation de la mémoire
ahe ainsi que l'exploitation du ontrleur EDMA pour masquer le proessus d'eno-
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dage ave le proessus de leture/ériture de données ont permis d'améliorer la vitesse
d'enodage à 21,9 f/s.
Un algorithme de déision rapide pour le module d'intra prédition, basé sur le ré-
sultat d'inter prédition, a été proposé pour améliorer enore la vitesse d'enodage. Cet
algorithme a permis d'atteindre le temps réel 25 f/s pour la résolution CIF sur un seul
÷ur DSP sans dégrader la performane d'enodage en termes de qualité vidéo et débit
binaire. Cependant, les vitesses d'enodage pour des vidéos SD et HD restent enore loin
du temps réel (7,13 f/s pour la résolution SD et 2,69 pour la HD).
La migration vers une implémentation multi÷ur a été indispensable. Un état de l'art
a été établi sur le parallélisme au sein de l'enodeur H264/AVC ainsi que les diérentes
approhes de partitionnement possibles. En se basant sur les avantages et les inonvénients
de haque tehnique de partitionnement par rapport à notre plateforme, un partitionne-
ment de données, basé sur les approhes  Frame Level Parallelism  et  GOP Level
Parallelism , a été hoisi. L'enodeur H264/AVC a été parallélisé selon es deux teh-
niques sur six ÷urs DSP C6472.
Une démonstration d'enodage vidéo a été réalisée tenant ompte de l'aquisition de la
vidéo à partir d'une amera HD, envoie des images RAW par Ethernet au DSP, enodage
multi÷ur, envoie du bitstream sur le réseau et le sauvegarde dans un hier. La fameuse
tehnique de buers ping pong oté DSP ave l'approhe multithreading oté interfae
d'aquisition d'images (PC) ont été exploitées an de réduire le oût de ommuniation.
L'implémentation multi÷ur de l'enodeur H264/AVC sur six ÷urs DSP C6472 a
permis d'atteindre une vitesse très importante pour la résolution CIF tout en assurant
également un enodage en temps réel pour la résolution SD (720x480). Les vitesses d'en-
odage obtenues sont d'environ 117 f/s et 34 f/s respetivement pour la résolution CIF
et SD en appliquant l'approhe  GOP Level Parallelism . En ontrepartie, ette im-
plémentation n'a pas réussi à assurer un enodage en temps réel pour la résolution HD
(1280x720). En eet, la vitesse obtenue pour ette résolution est d'environ 11,71 f/s. Par
onséquent, l'utilisation d'un autre DSP plus puissant a été notre deuxième hoix pour
valider l'objetif d'avoir un enodage en temps réel 25 f/s pour la résolution HD.
Le DSP TMS320C6678 de la dernière génération de DSP multi÷urs de TI appartenant
à la famille KeyStone et omportant huit ÷urs DSP de fréquene 1 GHz a été hoisi. Les
mêmes approhes de partitionnement, appliquées ave le DSP C6472, ont été réappliquées
ave le DSP C6678. La haute puissane de alul de e DSP a permis de satisfaire la
ontrainte d'enodage en temps réel pour la résolution HD. La vitesse d'enodage obtenue
est d'environ 26 f/s ave l'approhe  Frame Level Parallelism  et d'environ 28,8 f/s ave
l'approhe  GOP Level Parallelism .
En validant notre objetif pour l'enodeur H264/AVC et parallèlement ave l'appa-
riation de la nouvelle norme HEVC pendant le déroulement de ette thèse, nous avons
déidé d'entamer l'implémentation de l'enodeur HEVC sur quelques systèmes embarqués.
Ce travail s'intervient dans le adre d'un projet de ollaboration entre l'éole nationale
d'ingénieurs de Sfax (ENIS), la faulté des sienes et tehniques de l'université Sidi Mo-
hamed Ben Abdellah à Fès, Maro (FST) et l'éole supérieure d'ingénieurs en életronique
et életrotehnique (ESIEE) de l'université Paris-EST. La plateforme BeagleBoard-xM,
basée sur un proesseur ARM CortexA8 et le DSP C6678 ont été utilisés pour exéuter
et enodeur.
Diérents OS embarqués omme Linux Angstrom, Linux-6x et SYS BIOS ave dif-
férents ompilateurs (µlinux-6x, C6000 ompiler) ont été utilisés pour aboutir à une
solution embarquée de l'enodeur HEVC. Comme premier travail, nous avons réussi à
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faire fontionner et enodeur sur les deux plateformes utilisées malgré la limitation de
leurs ressoures matérielles fae à la très haute omplexité du standard HEVC. Les pre-
miers résultats obtenus pour l'enodeur HEVC en termes de temps d'enodage sont 22,27
seondes pour enoder une image de lasse D (416x240) sur la plateforme BeagleBoard-xM
et 6,52 seondes sur un seul ÷ur DSP C6678.
Pour faire suite à ette thèse, nous proposons omme perspetives de réutiliser notre
méthodologie d'implémentation parallèle de l'enodeur H264/AVC an d'améliorer la vi-
tesse d'enodage de l'enodeur HEVC. Nous suggérons également de faire reours à la
méthodologie de prototypage rapide, Adéquation Algorithme Arhiteture (AAA), pour
le partitionnement de l'enodeur HEVC sur des plateformes multi÷urs omme le DSP
C6678. Nous proposons d'utiliser un outil logiiel, basé sur la théorie de graphe omme
SynDEx ou Preesm, pour assurer une implémentation parallèle optimisée fontionnant en
temps réel pour des vidéos HD sur des arhitetures multi-omposants.
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