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Estimation of Pulse Heights 
and Arrival Times* 
HUIBERT KWAKERNAAKf  
The heights and arrival times of randomly arriving pulses observed with white 
measurement oise may be estimated using Rissanen's modification of the maximum 
likelihood principle. 
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likelihood methods. 
Abstract--The problem is studied of estimating the arrival 
times and heights of pulses of known shape observed with 
white additive noise. The main difficulty is estimating the 
number of pulses. When a maximum likelihood formulation is 
employed for the estimation problem, difficulties imilar to 
the problem of estimating the order of an unknown system 
arise. The problem may be overcome using Rissanen's shor- 
test data description approach. An estimation algorithm is 
described, and its consistency is proved. The results are 
illustrated by a simulation study using an example from seismic 
data processing also studied by Mendel. 
1. INTRODUCTION 
A WELL-KNOWN and well documented problem 
in statistical communication theory is the prob- 
lem of estimating the size and arrival time of a 
pulse that is observed in the presence of noise 
(Van Trees, 1971). Problems of this kind arise in 
radar and sonar. A problem which seems to have 
been less extensively studied is that of estimating 
the sizes and arrival times of a sequence of pulses 
arriving with random intervals. 
The mathematical model to be used for this 
problem is the following. It is assumed that a 
discrete-time random signal is observed, given by 
Y~= ~ H,g(ti-Ti)+W j, (1) 
i=1  
j=1 ,2  ..... n. Here g is a given pulse shape, as- 
sumed to be known and fixed from one pulse to 
the next. The observation instants are given by t~ 
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=jA, j - -1 ,2  ..... n, with A a fixed sampling in- 
terval. T~, i=1,2 ....  are the (random) arrival 
times of the pulses, and Hi, i = 1, 2 ..... the (random) 
pulse heights. Finally, IV;, j=1 ,2  ..... n, are the 
observation errors. More detailed statistical as- 
sumptions are introduced in the next section. We 
shall consider the problem of estimating the 
arrival times and pulse heights from a single 
observed record. 
I first learned about this problem in the con- 
text of ultrasound medical diagnosis (Mars, 
1974). Mendel (1977) has studied the problem as 
it originates from seismic signal processing. In 
both cases, the delayed pulses g(t~-T~) represent 
echos, with T~ the travelling time of the pulse, 
while the size H i of the ith pulse represents the 
strength of the echo. 
In earlier work on this problem (Kwakernaak, 
1975; Nauta, 1977; Kwakernaak and Nauta, 
1977) an attempt was made to solve different 
versions of it using martingale stimation theory. 
To this end, it was assumed that the obser- 
vations were continuous, and represented as 
dYt=~ Hig(tj-T~)dt+dW t, O<t<I, 
i=1  
with I the duration of the observation interval, 
and W~, t>0,  Brownian motion. Using mar- 
tingale estimation theory it is perfectly well pos- 
sible to obtain recursive equations for the con- 
ditional expectations (given the observations) of 
processes such as the time elapsed since the 
arrival of the ith pulse, and the height of the ith 
pulse. These recursive quations, however, belong 
to a countably infinite set of coupled conditional 
moment equations. As in nonlinear filtering, the 
numerical solution of these equations forms a 
considerable problem. Naive approaches involv- 
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ing simple truncation of the moment equations 
produced very poor results in simulated problems 
lNauta, 1977). During this work, it became clear 
that the difficulty of establishing whether or not a 
pulse has occurred at any given time is a central 
problem. 
As it appears that in the intended applications 
(seismic and ultrasound signal processing) there 
is no pressing need for recursive estimation, but 
that batch processing of observed signal records 
is also acceptable, it was decided to look into 
maximum likelihood estimation methods. In 
Section 2 of this paper an approximate method 
of estimating the arrival times and pulse heights 
based on a matched filter type of approach is 
developed under the simplifying assumption that 
the number of pulses occurring during the obser- 
vation interval is known. In Section 3 the pro- 
blem of estimating the number of pulses is attack- 
ed using Rissanen's shortest data description 
approach. The consistency properties of the pro- 
posed method and the estimation of the statisti- 
cal parameters are treated in Section 4. Section 5 
is devoted to the presentation of some simulation 
results, while the conclusions of the work are 
summarized in Section 6. 
Related work on the estimation of pulse heights 
and arrival times has been done by several 
other authors. Liechtenstein and Young (1968) 
formulated a maximum-likelihood hypothesis test 
for a general problem of parameter estimation, 
which is specialized to the problem of range 
resolution. Bounds on the interarrival times are 
imposed and sub-optimal solutions are obtained 
for special pulse shapes in a matched-filter set- 
ting. Young (1969) develops a recursive like- 
lihood test for pulse arrival detection and pulse 
height estimation based on simplifying assump- 
tions. Au and Haddad (1978) consider the esti- 
mation of the state of a linear system driven by 
Poisson white noise and employ a sequential 
maximum a poster ior i  likelihood schema to de- 
tect and estimate tile arrival of pulses. 
By assuming that the pulse shape g is the 
impulse response of a finite-dimensional system, 
Mendel (1977) represents the observed signal as 
the noisy output of a linear system excited by 
Poisson white noise. By applying optimal smooth- 
ing theory the best linear filter to estimate the 
pulse heights is obtained. The arrival time esti- 
mation problem is not really tackled in this 
work. Kormylo (1979) uses a maximum- 
likelihood approach related but not identical to 
the present approach, and resolves it using 
Kalman smoothing techniques. Various approx- 
imate solutions are proposed. 
In none of the works referenced is a con- 
sistency analysis attempted, nor is the problem of 
estimating the number of pulses explicitly dis- 
cussed. A comment on the consistency of 
Kormylo's method is made in Section 4. 
2. ESTIMATION OF THE PULSE 
HEIGHTS AND ARRIVAL TIMES 
In this section, we shall consider the problem 
of estimating the pulse heights and arrival times, 
where we assume that the number of pulses is 
given. In the next section we shall consider the 
more difficult situation where this number is not 
known. 
First we state more detailed statistical assump- 
tions for the model (l) introduced in the pre- 
vious section. The random variables 1+), 
j= l ,2  ..... n', Hi, i= 1,2 .... and T,.+ ~ - T,., i= 1,2 ..... 
will all be assumed to be independent. For each j, 
the observation error Wj is assumed to be 
Gaussian with zero expectation and variance a 2. 
For each i, the pulse height H i is also assumed to 
be Gaussian, with expectation zero and variance 
v 2, while the interarrival time T~+~-T~ will be 
taken to be exponentially distributed with para- 
meter 2. 
We next define the random variable Q 
=max{ilTi__<l }, where l=nA is the duration of 
the observation interval. Q is the number of 
pulses occurring during the observation interval 
and has the probability distribution 
(21) ~ 
P (Q=q)  . . . . .  e ~ q=O, 1,2 ..... (2) 
q~ 
This distribution is determined by the arrival 
time rate 2, which is a deterministic statistical 
parameter, and the observation period I. 
Since the fact that the number of pulses occur- 
ring during the observation interval is a random 
variable, and thus is not known, considerably 
complicates the estimation problem, we shall 
first consider the situation that the number of 
pulses is given and equal to q, with q a natural 
number. The log-likelihood function to be used 
for the estimation of the pulse heights and arrival 
times will then consist of three terms. The first 
term is the log-likelihood of the observations 
111, Y2 ..... Y,, given the pulse heights and arrival 
times, and can be written as 
L 1 = log[pr, ..... r.lnL,u ...... u~,w,.r2 ..... ,~ (Ylh, O)] 
= log Pw h ig ( t j -O i )  . (31 
j= l  "= 
Pulse height and arrival time estimation 369 
Here y=col(y~,y 2 ..... y,) represents the observed 
signal, h=col(hl,h 2..... hq) the pulse heights, and 
0=col(0~,02,...,0q) the pulse arrival times. 
Finally, Pw is the density of the observation 
error. The two other terms in the log-likelihood 
function represent the a priori log-likelihoods L 2 
and L 3 on the pulse heights and arrival times, 
respectively, and are given by 
q 
L2 = ~, log[pM(hi)], (4) 
i=l 
where Pn is the density of the pulse heights, and 
is a quantity that is a measure for the 'strength' 
of the pulse, 
(O~U2 ~1/'2 (10) 
d: =taV) 
is a quantity that is called the detection index in 
communication theory and is a measure for the 
signal-to-noise ratio, 
A 
z(Oi):=-- ~ Yjg(tj-Oi), 
~j=l  
i=1,2 .... ,q, (11) 
L3=l°g[Prl.r2 ..... rqlQ (0iq)], (5) is a signal that is to be computed from the 
observed signal, while 
with Pr,,r, ..... rqie(0iq) the joint probability den- 
sity of T1, T 2 ..... Tq given that the number of 
pulses during the observation interval [0, I] 
equals q. This density may be found to be given 
by 
Pr,.r2 ..... role(01q) 
~ ql/l q for O < O l < 0 2 < . . . < O q < l  , 
= (0 otherwise. 
(6) 
Substituting Gaussian densities with appropriate 
variances for Pw and PH we find that the neg-log- 
likelihood N=-L1-Lz -L  3 is given by the 
expression 
,hi 12 N(h'O'q)=2r;2j~=l Y;- ,=l ~' hig(tj-Oi) 
1 q 
+ 2~ Z__I h2 + ½n log (2zcr z) 
+½qlog (2rtv2)-log (q!/lq). (7) 
To find maximum-likelihood estimates for the pulse 
heights and arrival times, this expression has to 
be minimized with respect to h and 0. For this 
purpose, only the first two terms of N are 
relevant. These can be written as 
1/d\2[-A n 
+,=,~ k=,h'hkr(Oi'Ok)+~t2,_ h . (8) 
Here 
,x:=A ~ g2(tj)..~[, gZ(s)ds {9) 
j= l  0 
r(Oi'Ok) :=~ i g(t~--Oi)g(tj--Ok), 
O~ j= 1 
i , j= 1,2 ..... q, (12) 
is determined by the pulse shape alone. If both 
0 i and O k are integral multiples of the sampling 
period A and neither 0i nor O k is close to 0 or I, 
we may approximate 
r(Oi,Ok) ~--A ~ g(tj--Oi)g(tj--Ok) 
. j = - ~x, 
=p(Oi--Ok), (13) 
where 
P (z) :=~ i g(tj)g(tj-z). (14) 
j= :~ 
The function p is of course the normalized auto- 
correlation of the pulse shape. We can now 
rewrite (8) in vector form as 
l(d)2(#-2hrzo+hrMoh). (15) 2b'/ 
where 
m ,~ ,2 
#:=--  zL Yj, (16) 
j=l 
the superscript T denotes the transpose, z o 
=col(z(G), z(02) ..... z(0q)), and Mo is a q xq 
matrix whose (i,k)th entry is r(Oi, Ok)-t-6ik/d 2. 
The index 0 has been appended to z and M to 
recall that both depend on 0. 
As (15) is quadratic in h, minimization with 
370 HUIBERT KWAKERNAAK 
respect o h is simple and results in the minimiz- 
ing value 
ho = Mo 1ZO' (17) 
Here 
A Z 
U(r ) :=- -  )_, VV]g(tj-r), re [0 , / ] .  (22) 
~j=l  
with the corresponding minimum value of (15) 
1//d\ 2 
z\t , ' /  
The difficulty now is to minimize R o with respect 
to 0. Let us assume for the moment that the q 
pulses do not overlap, i.e., the interarrival time 0i 
-0~ between any two different pulses is so large 
that g(0i-0k) is zero or very close to zero. This 
means that r(Oi,O D is zero or very close to zero 
and as a consequence Mo is diagonal with its ith 
diagonal element equal to r(O~, Oi) + lid 2 ~ 1 
+l /d  2, if we assume A~Oi~l .  It follows that in 
the case of non-overlapping pulses we have 
l[d\Z[- d2 f z2(0i)l. (19) 
e°=2~v)  [ # 1-Fd2i=l ~ J 
The estimation of the arrival times now is simple. 
Minimization of R o with respect to 01,02 ..... 0q 
amounts to maximization of ~iz2(0i). This is 
easily done by locating the q largest maxima of 
the time series zZ(r), r e [0, I], which may be done 
by a straightforward search procedure if we re- 
strict the maximization to a time grid with 
resolution A. Equivalently, we may locate the q 
largest maxima of Iz(r)[, ~ e [0, I]. 
If the pulses overlap, which may easily be the 
case, this procedure fails. Let us consider the 
function z in more detail. We can consider z as a 
realization of the random process Z, given by 
A 
Z(r )= ~ Yjg(tj-r), re[0,1].  (20) 
~j=l  
Substituting for Yj, this can be rewritten as 
] g( r )=~ j~l i=1 f Hig(tJ-- Ti)~- Wj g(/'j-- 
i=1 j=l 
+ f Wjg(t i -r)  
j=l 
q 






If we temporarily overlook the second term on 
the right-hand side of (2l), which represents 
noise, we see that the time series Z(T), re [0 , / ] ,  
consists of a superposition of wave forms with 
shape p, shifted to the arrival times 71 of the 
pulses and with amplitudes equal to the pulse 
heights H i. If in the original time series the pulses 
overlap, also in the time series z the different 
wave shapes will interfere, which makes it im- 
possible to estimate the arrival times by simply 
finding the q largest absolute maxima of tz]. 
To overcome this difficulty, the following pro- 
cedure may be used to eliminate the interfering 
pulses successively, starting with the largest. 
Suppose that m estimates 01,0 z ..... 0,, of arrival 
times have been obtained. Let Mm denote the m 
xm matrix whose (i,k)th entry is r(0~,0k) 
+(3i~/d 2, and let z,, denote the m-dimensional 
column vector whose ith entry is z(Oi). Then an 
estimate /~,,=col(~7, h 7 ..... fi~) of the pulse height 
vector, corresponding to the estimated arrival 
times 01,02 ..... 0 m, may' be obtained as /]" 
M,, 1- For obtaining an estimate of the next ~m' 
arrival time, we first correct the time series z for 
the pulses already estimated by calculating 
z" ( r t :=z(r ) -  f h'i"p(r-Oi), re [0 , / ] .  (23) 
i= 1 
We then obtain the next arrival time estimate 
0,,+~ by locating the absolute maximum of the 
time series tz"(r)], re [0 , / ] .  
The procedure is repeated until estimates 
01,02 ..... Oq have been obtained. The procedure is 
initialized for m= 1, choosing 01 as the location 
of the absolute maximum of Iz(r)t, re  [0, I]. Note 
that the consecutive arrival time estimates 
01,02 .... are numbered in the order in which they 
are found, not in temporal order. 
By this procedure, the largest pulses are elim- 
inated first, so that the smaller pulses can be 
estimated without interference from the larger 
ones. The whole procedure is an adaptation of 
the familiar matched filtering technique. 
The computing load for this procedure is mo- 
dest. The computations are prepared by first 
calculating the time series z and the function r. 
using the approximation (13) for the lattec both 
on a time grid with resolution A. Then the 
recursive procedure described above is started. 
Numerical results for a simulated example will be 
described in Section 5. 
As the matrix Mm is Toeplitz, special methods 
could be employed for its inversion, especially as 
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its dimensions are increased by one at each step. 
It was not felt that it was necessary to go to this 
length for the example considered in Section 5, 
where m was at most 20. 
3. ESTIMATION OF THE NUMBER 
OF PULSES 
In the preceding section it has been described 
how the pulse heights and arrival times may be 
estimated for a given number of pulses. 
Estimating this number is a problem in itself. The 
difficulty is that the minimum of the neg-log- 
likelihood function 
min N(h, O, q) (24) 
h,O 
given by 
S= - Z log [pw(Wj)e]- Z log [pn(hi)rli ] 
j= l  i=1  
--log[_pTle(Olq)61 62 ...6q]-log[P(Q=q)]. 
(25) 
Here e is the resolution with which the measure- 
ment noises wj are digitized, rh the resolution for 
digitizing the pulse height hi, and 6 i the re- 
solution for digitizing the arrival time 0/. The 
choice of the resolutions is to be discussed later. 
Rissanen's approach to estimation consists in 
minimizing S with respect o the unknown quan- 
tities q, 01,0 2. . . .  ,0q ,  h l ,h  2 . . . . .  hq, W1, W 2 . . . .  , Wn, 
subject to the constraint imposed by the obser- 
vations, in this case, 
is a monotically decreasing function of the num- 
ber of pulses q. This phenomenon is caused by 
overfitting: by increasing the number of free 
parameters (for a fixed number of observations) 
the corresponding increase in the number of 
degrees of freedom is used to artificially improve 
the fit. This situation is only partly remedied by 
including in the neg-log-likelihood function an 
extra term -log[P(Q=q)] for the a priori like- 
lihood of the number of pulses. Simulation shows 
that the minimum of the extended neg-log- 
likelihood function thus obtained still is at a 
much too high value of q. 
This problem is quite similar to that encoun- 
tered in estimating the system order in system 
identification. For this difficulty several solutions 
have been proposed. We shall discuss those of 
Akaike (1974), Rissanen (1978) and Fine and 
Hwang (1979). 
Akaike's approach consists of estimating the 
amount of overfitting, and compensating for this. 
The formula he obtains is particularly simple and 
therefore appealing. Application of the formula to 
the present situation shows that the number of 
pulses is still estimated far too high. Moreover, 
the formula is not really applicable since it is 
derived under the assumption that the estimated 
parameter values are close to the true values. 
This assumption is not fulfilled in the pulse 
estimation problem since the procedure described 
in the preceding section leads to the estimation of 
false pulses, i.e., pulses that do not exist. 
A more promising method, which has been 
given serious attention, is Rissanen's shortest 
data description method. We shall give a conden- 
sed exposition of its application to the present 
problem. Rissanen concludes from elementary 
information theory that the symbol length (ex- 
pressed in nats) minimally needed to encode the 
data q, 01, 02,..., Oq, hi,  h 2 . . . . .  hq, wl, w 2 ..... w, is 
q 
yj= ~, h/g(tj-Oi)+w J, j= l ,2  ..... n. (26) 
i=1  
These constraints can be taken care of by sub- 
stituting w~=yj-~/h/g(t~-Oi) into S as given by 
(25), which leads to the expression 
q 
S=Ne(h,O,q)-nlog(e ) -  ~ log(ql) 
i=1  
q 
- Z log (8/), 
/=1  
(27) 
where Ne=N-log[P(Q=q)],  with N the neg- 
log-likelihood function of the preceding section. 
We note that Rissanen's data length S is the neg- 
log-likelihood function including an a priori term 
on q, augmented with a number of additional 
terms. 
The minimization of S has to be performed 
within the appropriate digitizations of the pulse 
heights and arrival times. This is done by first 
minimizing S with respect to h and 0 con- 
tinuously, and then rounding off the minimizing 
values with resolutions r/i for the pulse heights h i 
and resolutions 8/for the arrival times 0/. Let us 
denote the minimizing values of h and 0 as ~ and 
0, and the rounded values as h* respectively 0". 
Assuming that the rounding errors are inde- 
pendent and uniformly distributed, the rounding 
process results in the following approximate x- 
pression for the minimum data length: 
1 q 
Nhih i~i  S,=Ne(fLO, q)+~_~i~= ' ^ 2 
1 q 
+~ i~=11Vo,o,62 - nlog(e) 
q q 
- ~ log (t/i)- ~ log (6,). 
i=I i=I 
(28) 
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Here  [~hihi is the second partial derivative of N 
with respect o h i in the point (i,0) and N0~0~ the 
second partial derivative with respect o 0~. Now 
the best values of the resolutions rh and 3~ are 
found by minimizing S* with respect o qi and 3 i. 
The resolution e for the measurement noise, 
incidentally, should be chosen equal to the (sup- 
posedly given) accuracy with which the obser- 
vations yj, j=  1,2 ..... n, are recorded; this allows 
reconstruction of the measured data from the 
estimated ata with the correct accuracy. 
The optimal resolutions may be found to be 
given by 
Oi = (12/l~hihi)1/2, 3i = (12/IQO,O~)1,2, (29) 
both for i = 1, 2 ..... q. The partial derivatives are 
l+d  2 . .  [ \[flil2 fl d2, (30) 
j ' ~° ,° ,=\7 /  ;7 
where in No,o, we have introduced a certain 
approximation. The quantities d and c~ are as 
defined previously, while 
f i :=A ~ g'2(tj)"~ g'2(s)ds. (31) 
Substituting these results we obtain 
• /  12 *. 1 1]]"~lvl ~i=v l+d  2' 6 '=d i f i -~ i '  (32) 
both for i= l, 2 ..... q. With this we find from (28) 
for the minimum data length 
(m,2) 
S*=N.(h,O,q)+q-nlog ( )-½qlog \1 +d2j 
1 /12~\ 
-2q l °g~)+i~l l °g (~)  ' (33) 
where 
1"  I 12 Ne(h'O'q)=-2~zj~=l YJ-i=l ~ hlg(tj-Oi) 
1 q 
+2r 2 i~  h~ +nlog(ax /~)  
+qlog(vx/-2r~)-qlog(2)+2l. (34) 
Thus, the estimation procedure consists in 
evaluating S* as a function of q, to which end 
N(h,O,q) has to be minimized with respect o h 
and 0 for each q, and selecting that value of q 
that minimizes S*. 
It is seen that Rissanen's approach augments 
the likelihood function. It is interesting to note 
that the first of the additional terms, q, is pre- 
cisely the Akaike correction term. It is also 
interesting to observe that the optimal pulse 
height and arrival time resolutions r~i and 3i are 
/._u 
upon omission of the factor x/12 equal to the 
Cramer Rao lower bounds for the standard de- 
viations of the estimation error of the pulse 
heights respectively arrival times. Rissanen's meth- 
od seems to offer an alternative approach to 
the maximum likelihood philosophy, with the 
advantage that it can also handle order esti- 
mation problems. As in the maximum-likelihood 
approach, however, one can never trust an esti- 
mator before its properties have been investi- 
gated. Therefore, we shall study in Section 4 the 
consistency of Rissanen's estimation method as 
applied to the problem at hand. 
Finally, another approach to order determin- 
ation is offered by Fine and Hwang (1979). 
Their idea is very basic. Transposed to the pre- 
sent context, it amounts to selecting a clip level 7, 
and deciding that a pulse is really absent if [hi] 
<7. The problem then is how to choose the clip 
level. We shall consider this in the next section. 
There we shall also see that Rissanen's method is 
essentially equivalent o the clip level approach, 
where the level is implicitly produced through the 
use of the augmented neg-log-likelihood function. 
4. CONSISTENCY AND ESTIMATION 
OF THE STATISTICAL PARAMETERS 
In the problem at hand, a consistency analysis 
of the statistical estimation procedure for the case 
where the number of observations n increases 
indefinitely does not make much sense, since 
from a certain point on new observations carry 
no new information about the arrival time and 
size of a given pulse. We shall therefore perform 
a different kind of consistency analysis, namely 
for the case where the detection index d goes to 
infinity. The detection index d, which is defined 
by d 2= (ow2)/(Ao2), is a measure for the signal- 
to-noise ratio. 
It is not necessary to make this consistency 
analysis very complicated. We restrict ourselves 
to the case where the pulses do not overlap. 
Because of the successive limination procedure 
developed in Section 2, we believe that the ana- 
lysis also has relevance for the overlapping case. 
Let us first consider the Fine Hwang approach, 
where a clip level is chosen to determine whether 
a pulse is really present or not. As we saw in 
Section 2, the pulses are detected by considering 
the maxima of the time series IZI, for which we 
have with good approximation 
Z(z)= ~ Hip(z-Ti)+U(z), z~[0, l], (35) 
i=1  
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where the H i are the pulse heights, the T~ the 
arrival times, and 
A .L 
U(z)=-- L W~g(tj-z), ze[O,I],  (36) 
~j=l  
is to be considered as noise. It is easily found 
from (36) that for each z, the random variable 
U(z) is Gaussian with zero expectation and va- 
riance v2/d 2. Now, if z is a true arrival time, it is 
seen from (35) that Z(z) is a Gaussian random 
variable with expectation zero and variance v 2 
+ v2/d 2 = (1 + 1/d 2 )v 2. Since for the non- 
overlapping case, if 0 i is an estimate of an arrival 
time, the corresponding pulse height estimate is/]i 
= (d2/(1 +d2))z(Oi), application of a clip level Y to 
the estimated pulse heights is equivalent to 
applying a clip level ((1 +d2)/d2)y to the maxima 
of the time series IZI for deciding whether a pulse 
is present or not. Now there are two possibilities: 
either a maximum of the time series [Z I cor- 
responds to a true pulse, or it is a spurious 
maximum caused by the noise U. If we let the 
detection index d approach infinity, clearly we 
shall in the limit detect the true pulses with 
probability one, and reject all false pulses with 
probability one, if at the same time 
l+d 2 
d 2 7 
~,0, 
standard eviation 
of pulse plus noise 
l+d  2 
d 2 7 
standard eviation 
of noise alone 
(37) 
~OO. 
The first condition ensures that in the limit all 
true pulses exceed the clip level with probability 
one, while the second condition ensures that all 
spurious maxima of the noise do not exceed the 
clip level with probability one. Substituting the 
appropriate expressions for the standard de- 
viations, it may be seen that the conditions are 
equivalent to 
7-~0, ~-d-. oo. (38) 
/) /) 
detection index, does not help to choose a parti- 
cular clip level. The type of reasoning employed 
above, though, may be used to find crude es- 
timates for various probabilities of error, and 
guide in choosing the clip level. 
Let us now study the consistency of the 
Rissanen method. In the non-overlapping case, as 
q is increased in steps of one, the successively 
estimated pulse heights decrease monotonically. 
Let us consider the effect on S* as given by (33) 
of increasing q to q+ 1; in doing this, we denote 
f~+ 1l =7, where for the moment 7 has nothing to 
do with a clip level. It may be found that when 
increasing q to q + 1, the corresponding change in 
S* is given by 
AS*  --  
l l+d  2d / (~)  2 11 ['re l+d2 )) 2 d2 - _  +~ og[g(  
+~log [ 12~)+ 1 +log . (39) 
Note that this expression does not depend on q 
but only on 7- Now S* assumes a minimum if 
AS*=0. We can consider the value of 7 that 
makes AS*=0 as the clip level implicitly gene- 
rated by the procedure of minimizing S* with 
respect o q. By letting d approach infinity, it is 
easily found that the solution of AS*=0 that 
corresponds to a minimum of S* asymptotically 
behaves as 
~--~ 2x /~ (d) . (40) 
This shows that the Rissanen estimator is con- 
sistent in the sense discussed before. 
It may be inferred from the consistency ana- 
lysis given above that Rissanen's modification of 
the neg-log-likelihood function is not the only 
way to achieve consistency. Kormylo (1979), for 
instance, bases the estimation of the number of 
pulses on the minimization of a neg-log- 
likelihood function that differs from ours in this 
respect hat the pulse heights are considered as 
nuisance parameters. Thus, he chooses the neg- 
log-likelihood function 
--l°g[Prl,r2 ..... r.lrl, r2 ..... Tq(YIO)] 
- log[pr,, r2 ..... r~lQ (Olq)] -- log [P (Q = q)]. (41) 
This means that asymptotically the clip level 
should approach zero, but not too fast. The 
asymptotic behaviour 7/v~log(d)/d would be 
satisfactory, for example. 
The trouble with a consistency analysis of this 
type is that it gives information about the desir- 
able asymptotic behaviour, but, given a particular 
Here, Pr,.r~ ..... r. lr, ,r2 ..... T~ is obtained by 
integrating 
Pr,, Y2 ..... r . , t l l  ,H2 ..... Hal TI, Tz ..... Tq (Y, hI O) 
=Pr,, r2 ..... r.ln,.n2 ..... uq, r~, r2 ..... r~ (Yl h, O) 
xpn, ..... nq(h) (42) 
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woth respect to h over RL It is not difficult to 
find that the modified neg-log-likelihood function 
is given by 
q 1 {' ~2rw2 
Ne(fl, O,q)-~ og~)  
+ ½ log [det (Mo)], (43) 
with N e are defined in (34) and the matrix M o as 
defined in Section 2. Compared with (33), this is 
a different modification of the neg-log-likelihood 
function. A consistency analysis shows that for 
the neg-log-likelihood function (43) 7/v shows an 
asymptotic behaviour that is identical to that 
given by (40) for the Rissanen modification. 
Thus, also the modification (43) yields a con- 
sistent estimation procedure. 
Up to this point we have assumed that the 
statistical parameters are known. The statistical 
parameters are understood to be the observation 
noise variance a2, the pulse height variance v 2, 
and the arrival time rate 2. If these parameters 
are unknown, maximum likelihood estimates may 
be obtained by minimizing Ne as given by (34) 
with respect o a, v and 2. This yields respectively 
a = -  Y" YJ-i hlg(tj-Oi) , (44) 
nn=l  
A 1 q 
v2 =q i~ /~2, (45) 
; =-q. (46) 
1 
the minimum data length as given by (33), replac- 
ing the statistical parameters with their estimates. 
5. SIMULATION STUDY 
To test the procedure described in the preced- 
ing sections, a numerical simulation study has 
been performed. For comparison purposes the 
example presented by Mendel (1977) was chosen, 
with as much as possible the same data. 
Simulation runs were made for the third pulse 






The pulse shape is plotted in Fig. I. Following 
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The difficulty here is that for calculating 6, ~ and 
we need estimates for the pulse heights and 
arrival times, while for obtaining the latter the 
statistical parameters are required. Inspection of 
the procedure proposed in Section 2 shows, ho- 
wever, that the only statistical parameter that is 
really needed is d. Moreover, if d is reasonably 
large, its effect is minor, since it occurs in the 
configuration 1+ 1/d 2. A practical method there- 
fore is to eliminate the statistical parameters from 
the procedure of Section 2 by setting d=~,  
accordingly obtain estimates of the pulse heights 
and arrival times, and then estimate the statistical 
parameters from (44) to (46). If necessary, a 
corrected value for the detection index may be 
determined from the estimated statistical para- 
meters, and the procedure of Section 2 repeated 
for this corrected value of d. 
The procedure of the preceding paragraph may 
be used to obtain simultaneous estimates for the 
pulse heights and arrival times and the statistical 
parameters for any given value of q. The number 
of pulses may then be estimated by minimizing 
Mendel, the pulse arrival rate was taken as 2 
=16.67s -1 and the pulse height standard de- 
viation as v=0.15. In Mendel's work the sam- 
pling period was chosen as 0.003 s. For reasons to 
be explained below it was felt that this sampling 
period was too large, and subsequently it was 
reduced to A = 0.0005 s. For the given pulse shape 
and sampling period the constants c~ and fl as 
given by (9) and (31) equal ~=0.005778s and fl 
= 1435 s- 1. 
In Table 1 the simulated pulse arrival times 
and corresponding pulse heights are listed. These 
data were taken to correspond as closely as 
possible to the data used by Mendel. Sufficient 
decimals were randomly added to the arrival 
times to avoid the possibility that the arrival 
times are multiples of the sampling period. The 
total observation time, which was 0.9s in 
Mendel's case, was extended to 1 s to avoid 
truncation effects near the end of the observation 
interval. 
Mendel parameterized his simulation study ac- 
cording to the signal-to-noise ratio, which he 
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TABLE 1. PULSE ARRIVAL TIMES AND PULSE HEIGHTS 
Pulse Arrival Pulse 
number time height 
1 0.03760 0.029 
2 0.13743 -0.060 
3 0.14094 0.080 
4 0.18931 0.038 
5 0.23879 -0.070 
6 0.26521 -0.017 
7 0.34622 0.170 
8 0.40318 -0.010 
9 0.41530 0.108 
10 0.49108 0.059 
11 0.49733 0.116 
12 0.50879 -0.057 
13 0.51962 0.028 
14 0.66807 -0.113 
15 0.67797 -0.220 
16 0.73691 0.078 
17 0.79491 0.155 
18 0.86944 0.040 
19 0.89424 -0.230 
defines as the ratio of the average signal power to 
the observation oise variance. The average sig- 
nal power equals 2~v2; if the signal-to-noise ratio 
in Mendel's sense is to be 10 (one of the cases 
considered by Mendel), this would imply that the 
observation oise variance O "2 equals 1/10 of/~0~D 2. 
Mendel's definition of signal-to-noise ratio is not 
appropriate, however, if the sampling time is 
reduced, such as we do. If the sampling time is 
reduced and the signal-to-noise ratio according 
to Mendel's definition is kept constant, the esti- 
mation situation actually becomes more favour- 
able, because for each pulse we obtain more 
independent observations with the same obser- 
vation error standard deviation. This is the rea- 
son that the detection index is a more suitable 
measure for the signal-to-noise ratio. In Mendel's 
work, with his signal-to-noise ratio equal to 10, 
the detection index is equal to d=14.141. We 
have kept the detection index the same as in 
Mendel's simulation by choosing the observation 
noise variance equal to ~2=0.001300, or cr 
= 0.03606. 
We now state the reason for choosing the 
sampling interval A smaller than Mendel did. 
The resolution for the arrival times 3 i according 
to Rissanen's method is given in formula by (32). 
For the data given above, we find numerically 
3, = 0.0004916' (48 ) 
As we pointed out, this number is of the same 
order of magnitude as the Cramer-Rao lower 
bound on the error standard deviation for the 
arrival time estimates. For pulses with heights 
equal to the pulse height standard eviation v the 
resolution is about equal to 0.0005s, while for 
smaller pulses it is larger and for larger pulses 
smaller. In view of this a sampling time of 
0.0005 s seems better than one of 0.003 s. 
With the data adopted, the resolution for the 
pulse height according to Rissanen is r~=0.03665. 
This means that pulses whose heights are less 
than about 0.037 are likely to be overlooked or 
eliminated by the estimation procedure. 
The given pulse shape is a Bohl function, i.e., 
there exist a row vector c, a square matrix A and 
a column vector b such that g(t)=ceatb for t>0,  
and g( t )=0 for t<0 (see Mendel, 1977). This 
means that for the computation of the time series 
z and of the function p, a state representation 
can be used to advantage. In the computations, 
we used the approximation r(Ol,0z)=p(O 1-02) 
throughout. 
For the simulation study, a seismic track was 
simulated according to the data listed. Then the 
time series z and the function p were computed, 
and the successive elimination procedure de- 
scribed in Section 3 was followed. In Fig. 2 we 
illustrate graphically the functions z" for m = 0, 1, 
2, 3, 4. It can clearly be seen how the largest 
pulses are successively removed. The plots are for 
the case where the detection index d is assumed 
to be known, but they are indistinguishable from 
the case where d is not known and set equal to 
infinity. 
To estimate the number of pulses, the Rissanen 
approach may be followed. Computation of the 
minimum data length S* according to (33) has 
been performed both for the case where the 
statistical parameters were assumed to be known 
and where they were assumed unknown. The plot 
of S* for the known case is given in Fig. 3; it 
assumes a minimum for q= 14. In computing S*, 
the value of e, although not relevant for the 
eventual results, was taken equal to 0.01. The 
plot of S* for the case of unknown parameters i
quite similar; it assumes its minimum for q= 13, 
however. The successively estimated arrival times 
and pulse heights for the case of unknown stat- 
istical parameters are listed in Table 2. Also these 
estimates are not much different from the case of 
known statistical parameters. The estimates of 
the statistical parameters that were found for q 
=13 are 6=0.03766, t~=0.1281 and ~= 13.00s -1. 
The 13 pulses that are estimated are all true 
pulses. It turns out that if one more pulse is 
estimated, this is also a true pulse, but that all 
pulses additionally estimated are 'false' pulses, 
i.e., pulses that correspond to spurious maxima of 
the time series [Z[. The remaining five true pulses, 
all with small amplitudes, are not recovered, and 
appear irretrievably lost. Clearly, at least in this 
case, the Rissanen method is conservative in the 
sense that false pulses are rejected at the expense 
of losing a number of true pulses. 
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TABLE 2. EST IMATES OF" THE PULSE ARRIVAL  T IMES AND HE IGHTS 
FOR THE CASE OF  UNKNOWN STAT IST ICAL  PARAMETERS WIF I I  
q= 13 
Actual Estimated Actual Estimated 
Sequential arrival arrival pulse pulse 
number time(s) time(s) height height 
1 0.89424 0.8940 -0.230 .4).237 
2 0.67797 0.6780 -0.220 I).214 
3 0.79491 0.7950 0.155 0.137 
4 0.34622 0.3460 O. 170 0.160 
5 0.66807 0.6680 -/).113 0.135 
6 0.49733 0.4965 0.116 0.127 
7 0.41530 0.4150 0.108 0.087 
8 0.73691 0.7375 0.078 0.090 
9 0.50879 0.5100 0.057 - 0.078 
10 0.14094 0.1420 0.080 0.048 
11 0.23879 0.2380 0.070 - 0.062 
12 0.03760 0.0400 0.029 0.047 
13 0.18937 0.1890 0.038 0.049 
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6. CONCLUSIONS 
In this paper, the problem has been considered 
of estimating the arrival times and sizes of pulses 
observed with additive noise. It has turned out 
that a crucial problem is that of estimating the 
number of pulses. Rissanen's approach yields an 
augmented likelihood function that allows es- 
timating the number of pulses. From the simu- 
lation study and the corresponding analysis 
Rissanen's method appears to work well. We 
have noted that it is a bit conservative in the 
sense that it keeps on the safe side, rejecting false 
pulses with a high probability at the expense of 
losing a few (small) true pulses. The mathemati- 
cal analysis has shown Rissanen's method to be 
consistent. 
It was also found thatRissanen's method can 
be seen as a version of the clip level method, 
which implicitly generates the value of the clip 
level. Explicit application of the clip level tech- 
nique would permit direct control over the pro- 
babilities of errors of the first kind (rejection of 
true pulses) and the second kind (acceptance of 
false pulses). The calculation of these errors re- 
quires a detailed statistical analysis, however, 
involving the statistical properties of the maxima 
and minima of a stationary time series (see e.g. 
Cramer and Leadbetter, 1967). 
We conclude this section with a few brief and 
necessarily superficial comments on the robust- 
ness of the proposed estimation method. It is felt 
that the approach is reasonably insensitive with 
respect to deviations of the observation noise 
from the white noise model, as long as the noise 
remains more or less stationary, Gaussian and 
wide-band. Also deviations from the Poisson 
arrival model are quite tolerable. A crucial role, 
however, is played by the assumption that the 
pulse shape is known and fixed from one pulse to 
the next. If this assumption is not satisfied, the 
problem has to be studied from a new point of 
view. 
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