We study the least squares estimator for the drift parameter of the Langevin stochastic equation driven by the Rosenblatt process. Using the techniques of the Malliavin calculus and the stochastic integration with respect to the Rosenblatt process, we analyze the consistency and the asymptotic distribution of this estimator. We also introduce alternative estimators, which can be simulated, and we study their asymptotic properties.
Introduction
While the parameter estimation for continuously observed classical diffussion processes has a long history (see e.g. [10] and the references therein), the statistical inference for stochastic equations driven by fractional Brownian motion (fBm) and related processes started more recently, in the nineties. Since then a large number of reserarch articles considered the problem of drift parameter estimation for various fractional diffussions and in particular for the fractional Ornstein-Uhlenbeck process, which is defined as the solution to the Langevin equation
with α ∈ R, σ > 0 and (B H t ) t≥0 a fractional Brownian motion with Hurst parameter H ∈ (0, 1). We refer among many others to [8] , [16] , [6] or [20] . More recently, a non-Gaussian extension of the model (1) has been considered by several authors (see e.g. [14] , [17] ), by replacing the fractional Brownian noise in (1) by a Hermite process. The Hermite processes are self-similar processes with stationary increments and long memory, with the same covariance as the fBm, but non-Gaussian. The Hermite process of order q ≥ 1 lives in the qth Wiener chaos, i.e. it can be expressed as a iterated stochastic integral with respect to the Wiener process. For q = 1 it coincides with the fBm (which is the only Gaussian Hermite process) while for q = 2 it is known as the Rosenblatt process.
We will consider the following model:
where the random noise (Z H t ) t≥0 is a Rosenblatt process with self-similarity order H ∈ 1 2 , 1 and L is a periodic function. We will assume that L can be written as L(t) = p i=1 µ i ϕ i (t) with some suitable known periodic functions ϕ, i = 1, .., p. The purpose is to estimate jointly the parameters µ 1 , .., µ p and α based on a continuous-time observation of the solution to (2) . Models similar to (2) have been considered in [5] for the case of Wiener noise and in [1] , [3] for fractional Brownian noise. These models are proposed in order to better capture the characteristics of the empirical data in some applications (related to seasonalities, for example).
We estimate the parameters µ 1 , .., µ p and α in (2) by using a least-square estimator introduced in [5] or [3] . The resulting estimator involves stochastic integrals with nondeterministic integrands with respect to the Rosenblatt process and this fact makes its analysis more complex. Since the Rosenblatt process is neither a semimartingale nor a Gaussian process, we cannot use the classical stochastic integration with respect to it. Instead, we will use the stochastic analysis of the Rosenblatt process developed in [18] . We show the consistency of the estimator and we find its asymptotic behavior in distribution. Our proofs are based on the Malliavin calculus, the correlation structure of the solution to (2) and the properties of the random variables living in the second Wiener chaos.
We organized our paper as follows. In Section 2 we introduce some preliminaries concerning the Rosenblatt process and in Section 3 we discuss the details of our setting and demonstrate some auxiliary results. Sections 4 and 5 are concerned with the construction of the least squares estimator as well as with the analysis of its asymptotic behaviour. In Section 6, alternative estimators are defined and studied. Finally, the Appendix serves as a brief compendium of definitions and results from Malliavin calculus.
2 Preliminaries: The Rosenblatt process and the stochastic integral with respect to it
Let us start by recalling the definition and the basic properties of the Rosenblatt process as well as the construction of the stochastic integral with respect to this process, which is neither Gaussian nor a semimartingale. For a more complete exposition, we refer to the monographs [15] , [19] or to the reference [18] . Notice that there are several possibles definitions of the Rosenblatt process. Here, we chose to work with the so-called finite interval representation of it. Let H > 1 2 and (B t ) t≥0 a Brownian motion. Consider the kernel
with t > s and c H a deterministic constant.The Rosenblatt process with self-similarity index H ∈ 1 2 , 1 is defined as
with
and d(H) a deterministic constant that ensures E(Z H t ) 2 = t 2H for every t ≥ 0. The stochastic integral in (4) is a multiple integral of order 2 with respect to the Wiener process B, see the Appendix. The process Z H t t≥0 is a self-similar stochastic process (with the self-similarity index H) with stationary increments, living in the second Wiener chaos, with Hölder continuous paths of order δ ∈ (0, H).
Let us denote by H the canonical Hilbert space associated to the fractional Brownian motion with parameter H, i.e. H is the closure of the linear space generated by the indicator functions {1 [0,t] , t ≥ 0} with respect to the inner product
It is also possible to define Skorohod integrals of random integrands with respect to the Rosenblatt process. For a square integrable stochastic process (g t ) t≥0 we set
with the transfer operator
The notation dB in (5) indicates the Skorohod integral with respect to the Wiener process (B y ) y≥0 . From Lemma 1 in [18] , the Skorohod integral (15) is well-defined if
Moreover, if g ∈ L 2,p (p ≥ 2), then for every t ≥ 0
If g ∈ H is deterministic, then the integral (5) is a Wiener integral with respect to the Rosenblatt process (also called Wiener-Rosenblatt integral) and it satisfies the following isometry
for ant t ≥ 0 and for any functions g, h such that
3 The Rosenblatt Ornstein-Uhlenbeck process with periodic mean
The Rosenblatt Ornstein-Uhlenbeck (ROU in the sequel) process is defined as the solution of the Langevin equation driven by a Rosenblatt noise, see e.g. [11] or [17] . The ROU process with periodic mean is defined as the solution to the Langevin equation whose drift is a periodic function. More precisely, we will consider the stochastic differential equation
with vanishing initial condition, where Z H is the Rosenblatt process with self-similarity index H ∈ 1 2 , 1 . L is assumed to be a deterministic function that can be expressed as a linear combination of known bounded 1-periodic functions (assumed to be orthonormal in L 2 ([0, 1]), without loss of generality), i.e., for p ≥ 1,
Let us focus on the basic properties of the solution to (9) . As in the case when the noise is a fractional Brownian motion, it can be shown that (9) admits a unique strong solution which can be written as
where we use the notation 
for every t ≥ 0. The stochastic integral dZ H s in (11) is a Wiener integral with respect to the Rosenblatt process Z H and we will call the process (X t ) t≥0 the Rosenblatt Ornstein Uhlebeck process with periodic mean. We can also define the so-called stationary Rosenblatt Ornstein-Uhlenbeck process with periodic mean by putting
The existence of the stochastic integrals in (11) and (13) has been showed in e.g. [2] or [11] . We also recall the correlation structure of the processỸ (see [2] or [11] ): for every t ≥ 0 and for s → ∞ we have with c H ∈ R
We will start by proving some ergodic type properties of the process X. These properties will be needed in order to analyze the asymptotic properties of our estimators in the sequel.
Proposition 1 Let ϕ : R → R be a bounded 1-periodic function and let (Ỹ t ) t≥0 be given by (14) . Then 1 n n 0 ϕ(t)Ỹ t dt → n→∞ 0 almost surely.
Proof:
We have for every n ≥ 1
First notice that for every integer n 0 < n we have 1
Indeed, using the notation a n b n to indicate that for n large we have a n ≤ cb n + c n with c n → n→∞ 0, we can write 1
where we used EY 2 t ≤ c for every t ≥ 0 (see relation (2.16) in [14] ). We obtain by (16) and the periodicity of ϕ
We obtain
Because ϕ is bounded and H > 1 2 , the two integrals above are finite and then the summand converges to zero as n → ∞.
For the second summand note that
and since for i − j ≥ 2 we have 1 −
, we deduce that this summand is bounded by
up to a constant. In total, we have
SinceỸ t is a second Wiener chaos element, so is the integral n 0 ϕ(t)Ỹ t dt as a pointwise limit. Therefore, due to the hypercontractivity property (37) we obtain the bound
We can choose an m ∈ N big enough, depending on H, such that the statement follows by the usual Borel-Cantelli argument.
As a consequence of Proposition 1, we can deduce a discrete ergodic property for the shifted processX.
Corollary 1 For every n ≥ 1, define the process Y n := {Ỹ n+s , s ∈ [0, 1]}. Then Y satisfies the following discrete ergodic property
Moreover, the process X n := {X n+s , s ∈ [0, 1]} (n ∈ N) also satisfies the discrete ergodic property, i.e.
Proof: For Y n , the conclusion follows since
while for X n we simply use the fact thath is 1-periodic.
The least squares estimator
We will analyze the least squares estimator for the parameters of the model (9), inspired by the construction in [5] and [3] . In the first part we recall its definition and basic properties and in the second part we study its consistency and its limit behavior in distribution.
Definition and basic properties
Our purpose is to estimate the (p + 1)-dimensional parameter
where µ i , i = 1, .., p, are the coefficients that appear in the definition of the periodic function L (see formula (10)) while α is the drift parameter of the ROU process (9) . We will construct a least squares estimator (LSE) to estimate ϑ. The construction of this estimator borrows the idea from [5] and [3] . In these references, a general definition of the LSE of the parameter θ ∈ R p+1 of the stochastic differential equation
is presented, B being a general noise. The idea is to minimize the error function
where t i , i = 1, .., N , denotes an equidistant discretization of [0, T ] with ∆t = T N and f j are the components of the function f : R + × R p+1 → R. As in [5] , [3] we are led to the following LSEθ
with the (p + 1)-dimensional random vector P n given by ("T" denotes the transpose)
and with the matrix Q n ∈ M p+1 (R)
where Id p denotes the identity matrix in M p (R),
Note that in the definition of the estimatorθ n (18) stochastic integrals with respect to X appear. This integral is understood in the following sense
for every t ≥ 0, where the second integral is a Skorohod integral with respect to the Rosenblatt process (see Section 2), provided that the integrals above exist. We need to chose a Skorohod and not a pathwise integral with respect to the Rosenblatt process because, similarly to the explanation for the fBm given in e.g. [6] , the choice of the pathwise integrals (which can be easily defined for the Rosenblatt process since it has Hölder continuous paths or every order δ ∈ (0, H)) does not lead to a consistent estimator.
First, we need to argue that the stochastic integrals that appear in (19) and (20) are well-defined. The Wiener integrals t 0 ϕ i (s)dZ H s are obviously well-defined since ϕ i , i = 1, .., p are bounded and periodic. In the next result we show that the Skorohod integral in (19) is also well-defined.
Proposition 2 Let (X t ) t≥0 be the solution to (9) . Then for every t ≥ 0 the Skorohod integral t 0 X s dZ H s is well-defined.
Proof: From relation (7) in Section 2 we need to show that
By taking the Malliavin derivative in (11), we get for every
where I is the transfer operator (6) . Hence,
since e α(u ′ −u) ≤ 1 and the other integrands are nonnegative. From Example 1 in [18] we know that E[
< ∞, and the result follows. In the sequel, we will need a more convenient expression of the estimator (18) . Notice that the inverse of the matrix Q n can be expressed as (see [3] )
and
Another useful fact is that we can deduce a different expression forθ n which allows to access the errorθ n − ϑ directly.
Proposition 3
The estimatorθ n (18) has the following representation:
with Q n given by (20) and
Proof: This follows easily if the relation
is plugged as the integrator in each component of P n (19) .
.
The relation (25) will be used in order to study the asymptotic behavior of the LSE.
Strong consistency
We study the asymptotic properties of the LSE (18) . In this part we prove thatθ n is strongly consistent, i.e. it converges almost surely to the parameter ϑ (17) as n → ∞. In order to prove the estimator's consistency we will need several auxiliary results. First, we quote a technical lemma from [9] .
Lemma 1 Let γ > 0 and p 0 ∈ N. Moreover, let (Z n ) n∈N be a sequence of random variables. If for every p ≥ p 0 there exists a constant c p > 0 such that for all n ∈ N
then for all ε > 0 there exists a random variable η ε such that
To show strong consistency of the estimator (18), we will treat the quantities 1 n R n and nQ −1 n separately, as in [3] and [1] .
Proposition 4 Let R n be given by (26). Then, as n tends to infinity, 1 n R n → 0 almost surely.
Proof: Due to (8) it suffices to demonstrate that
for g = ϕ i (i = 1, . . . , p) and for g = X for all p * ∈ N. Then the result will follow by taking γ = 1 − H in Lemma 1. Since by assumption all ϕ i are bounded, the statement for g = ϕ i (i = 1, . . . , p) is immediate. For g = X recall that
Recalilng that L is bounded, we clearly have
and by the triangle inequality it is enough to prove the inequality (8) for the random part of X, i.e. for g t = t 0 e α(s−t) dZ H s = Y t (see (12)). We write, for every r > 0,
For the term N 1,r we note that since Y r is a multiple Wiener-Itô integral of order two with respect to a Brownian motion, so the hypercontractivity property (37) is applicable, and this will give the inequality 
Since it is nonrandom, it is enough to prove the boundedness of
. We have, with I given by (6),
to isometry of the Wiener-Itô integrals (36). As was shown above, the obtained expression is bounded by a constant independent of r and of n. Thus, our claim (27) is proved.
The next step is the almost sure convergence of the matrix nQ −1 n . The proof is similar to the one given in [3] for the case of the fractional Brownian motion.
Proposition 5 Let Q n be defined by (20) . As n tends to infinity, nQ −1 n tends almost surely to the deterministic matrix
where
withh from (14) and
Proof: We will use the expression (22) of the matrix Q −1 n . From this formula it suffices to prove almost sure convergence of the quantities Λ n, i from (23) to the constant Λ i given by (29) for every i ∈ {1, . . . , p} as well as almost sure convergence of γ −1 n to the nonzero real number γ −1 from (30). Concerning Λ n, i using the fact that the difference
converges to zero almost surely as t → ∞ (and the same holds true for |X t −X t |), we obtain almost surely via Corollary 1
Since |h(t) −h(t)| = e −αt | 0 −∞ e αs L(s)ds|, we conclude that the first integral converges to by applying Proposition 1. The almost sure limit of the third integral equals α −2H HΓ(2H), as demonstrated in [14] . So almost surely
and by Bessel's inequality we can see as in [3] that the above limit is indeed a positive real number.
As a consequence of Propositions 3, 4 and 5 we obtain the strong consistency of the least squares estimator.
Theorem 1 As n → ∞, the LSE (18) converges almost surely to the parameter ϑ = (µ 1 , ..., µ p , α) .
Limit distribution of the least squares estimator
We will analyze the asymptotic behavior in distribution of the LSE. We use the decomposition ofθ n given in Proposition 3. It follows from this result, since the random matrix nQ −1 n given by (20) converges almost surely to the deterministic matrix Q from Proposition 5, it is enough to consider the asymptotics of the vector R n in (26).
We start with a result concerning the first p components of the vector (26). In the sequel, by a Rosenblatt random variable we mean a random variable with the same law as Z H 1 from (4).
Proposition 6
For every n ≥ 1, consider U n := n −H n 0 f (s)dZ H s for a bounded 1-periodic function f . As n tends to infinity, this sequence converges in distribution to U = 1 0 f (t)dt V , where V is a Rosenblatt random variable. 
First,
the symbol ∼ signifying asymptotic equivalence, i.e., both sides having the same limit as n tends to infinity. The equivalence is obtained by considering the binomial expansion of
. On the other hand,
Now, again by the binomial expansion,
Moreover,
with the same argument as above. This gives the desired L 2 (Ω)-convergence. Now let us consider the last component of the vector R n in (26). First we show that the stochastic integral part does not contribute to the limit.
Proposition 7 Let (Y t ) t≥0 be given by (12) . Then, as n tends to infinity,
Proof: Let us estimate the L 2 -norm of the random variable n −H n 0 Y t dZ H t with Y from (12) . In [18] the following bound is given:
Since Y u is a double integral, it is easy to note that the two summands above only differ by a constant, so it is enough to consider one of them. We obtain using the isometry for the Rosenblatt process
and it was demonstrated in [6] and [7] that this bound multiplied by The next proposition concludes the asymptotic analysis.
Proposition 8 Let (Y t ) t≥0 be given by (11). The sequence n −H n 0 X t dZ H t converges in distribution to U = 1 0h (t)dt V , where V is a Rosenblatt random variable.
Proof: Recall that for every t ≥ 0, X t = Y t + h(t), see (12) , so we need to analyze the limit of n −H n 0 h(t)dZ H t . Sinceh from (14) is a periodic function, it suffices to demonstrate that n −H n 0 (h(t) −h(t))dZ H t converges to zero in L 2 (Ω) and then to apply Proposition 6. Since |h(t) −h(t)| is bounded by e −αt times a constant, we get by the isometry property (36)
which is bounded uniformly in n, and the desired convergence follows.
By putting together the above results, we state and prove the main result of this section.
Theorem 2 Letθ n be given by (18) . Then the sequence n 1−H θ n − ϑ converges in distribution, as n → ∞, to QR where the matrix Q is given by (28) and R is the following random vector
where V is a Rosenblatt ranfom variable andh is defined by (14) .
Proof:
The almost sure convergence of nQ −1 n to the matrix Q follows from Proposition 5 an we need to prove the asymptotic behavior in distribution of the vector 1 n R n (26). For any a 1 , . . . , a p+1 ∈ R and for 1-periodic functions f 1 , . . . , f p+1 we have
and by Proposition 6 this converges in distribution as n → ∞ to U = (
By applying the results to f i = ϕ i , i = 1, .., p and f p+1 = −h and by using the L 2 convergence from Proposition 7, we obtain the conclusion.
Note that for functions ϕ i , i = 1, . . . , p, whose integrals are equal to zero one might obtain an improvement in the speed of convergence. This case is, however, not treated here.
Different estimators
The estimator ϑ n (18), although consistent and with explicit limit distribution, involves a Skorohod integral. It is well-known that it is difficult to simulate such a stochastic object. Therefore, we will define some alternative estimators that can be expressed only in terms of Wiener and Lebesque integrals and consequently they can be simulated. One of these new estimators represents an extended version of the estimators proposed in [6] or [14] as it reduces to them when the periodic drift L reduces to a constant.
Recall that the the functions ϕ i from (10) are assumed to be orthogonal in L 2 ([0, 1]). We will consider the following assumptions (the functionh is defined in (14) ):
(A1)h does not belong to span(ϕ 1 , . . . , ϕ p ). In this case there exists a bounded function ϕ p+1 orthogonal to all ϕ i (i ∈ {1, p}), but not orthogonal toh.
(A1*)h ∈ span(ϕ 1 , . . . , ϕ p ). Then there is no L 2 function satisfying the above orthogonality conditions.
We will show below in Remark 1 that in the case when ϕ i , i = 1, .., p are elements of the trigonometric basis of L 2 ([0, 1]), then it is easy to check which of these assumptions is satisfied and to determine the function ϕ p+1 without the knowledge ofh in case of (A1).
Proposition 9
Assume that (A1) is satisfied. Define for every n ≥ 1
and for i = 1, .., pμ
Then (ᾱ n ,μ 1,n , ...,μ p,n ) is a consistent estimator of the parameter (α, µ 1 , .., µ p ) of the model (9) .
Proof: From (21) and (A1) we have
so we can writeᾱ
As demonstrated in Proposition 4, the numerator of (31) converges to zero almost surely as n → ∞. Moreover, we can conclude using Proposition 1 that
almost surely. Since this is nonzero by the assumption (A1), strong consistency ofᾱ n follows. Consistency ofμ i follows by observing that
and this implies, for every i = 1, .., p
and the last summand again converges to zero almost surely as n → ∞ while 1 n n 0 ϕ i (t)X t dt tends to a constant.
The asymptotic behavior in distribution of the above estimators can be easily obtained from the proofs in Section 5.
Proposition 10
As n tends to infinity the vector n 1−H (ᾱ n − α,μ 1,n − µ 1 , . . . ,μ p,n − µ p ) T converges in distribution to the vector
where V is a Rosenblatt random variable.
Proof:
This follows by construction from relations (31), (32), Proposition 1 and the non-central limit theorem in Proposition 6.
When the assumption (A1*) is satisfied, we can also define consistent estimators for the parameters of the model (9) which involve only Wiener and deterministic integrals. and for i = 1, .., p,μ
1,n , ...,μ
p,n is a consistent estimator of the parameter (17).
Proof: It was shown in Proposition 5 that with γ n defined in (24)
almost surely. Because (A1*) is satisfied, we obtain the equality h
, and thus consistency follows by the continuous mapping theorem. Consistency of the estimators of the µ i is a direct consequence and can be shown similarly to the strong consistency in Proposition 9.
Concerning the limit in law of ᾱ (1) n ,μ
p,n , we have the following result.
Proposition 12
As n tends to infinity the vector n 1−H (ᾱ
. . .
and G ∞ = B H × R with R being σ(Z H )-measurable and having a Rosenblatt distribution and B H being defined as follows:
Proof: Using a Taylor expansion we obtain for large n α (1)
Therefore, it suffices to calculate the asymptotics of the quantity
As in the previous computations, the above expression has the same limit in distribution, as n → ∞, as
Note that f (x)g(x)dx, the orthonormality assumption of ϕ i , as well as (A1*), will still hold for the periodic extensions on [0, n] of ϕ i andh under the scalar product ·, · n , and by the assumption (A1*) we obtain 
. This fact combined with Slutsky's lemma for vectors yields the desired result.
The random vector (G ∞ , Z H 1 ) whose components appear in the statement of the above result can be understood as a two dimensional Rosenblatt vector. Its marginals are Rosenballt distributed and it is well-defined as a limit in L 2 (Ω) of the sequence (34).
Let us end by a discussion concerning the hypotheses (A1) and (A1*) in the case of the trigonometric basis of L 2 ([0, 1]).
Remark 1
• Consider the orthonormal basis of
This implies a simple rule: If {ϕ 1 , . . . , ϕ p } are elements of the trigonometric basis and if this set is "symmetric" (i.e., sin(2πn·) ∈ {ϕ 1 , . . . , ϕ p } ⇔ cos(2πn·) ∈ {ϕ 1 , . . . , ϕ p }), then the assumption (A1*) is satisfied; otherwise, (A1) is verified and ϕ p+1 can be chosen from the missing counterparts.
• The pathwise estimators of α considered in [6] and [14] are special cases of the estimator defined in Proposition 11. Indeed, for a constant mean function the assumption (A1*) is satisfied.
Appendix: The basics of the Malliavin calculus
Here we present the tools from Malliavin calculus needed throughout the paper. See [13] or [12] for more details.
Multiple Wiener-Itô Integrals
Let (B t ) t∈[0,T ] be a Brownian motion defined on a probability space (Ω, F, P). 
From the many properties of multiple Wiener-Itô integrals we recall now two that we will need in our study. The first one is the isometry property, which states that for every
, with p, q ≥ 1, the following holds:
The second one is the hypercontractivity property which states that for f ∈ L 2 s ([0, T ] q ), q ≥ 1, the multiple Wiener-Itô integral I q (f ) satisfies a hypercontractivity property (equivalence in H B q of all L p (Ω) norms for all p ≥ 2), which implies that for any F ∈ ⊕ 
It should be noted that the constants c p,q above are known with some precision when F is a single chaos term: indeed, by Corollary 2.8.14 in [12] , c p,q = (p − 1) q/2 .
Malliavin derivative
Let (B t ) t∈[0,T ] be a Wiener process and let S be the class of smooth functionals of the form F = f (B t 1 , .., B tn ), t 1 , .., t n ∈ [0, T ],
with f ∈ C ∞ (R n ) with at most polynomial growth (for f and its derivatives). For the random variable (38) we define its Malliavin derivative with respect to B by
The operator D is an unbounded closable operator and it can be extended to the closure of S with respect to the norm
, F ∈ S, p ≥ 2, k ≥ 1, denoted by D k, p .
We denote by D (j) the jth iterated Malliavin derivative. The Skorohod integral integral, denoted by δ, is the adjoint operator of D. Its domain is
and we have the duality relationship
This set is a subset of Dom(δ).
