Abstract. We correct one erroneous statement made in our recent paper Medial axis and singularities.
Introduction
In this note 'definable' means 'definable in an o-minimal structure over the field of real numbers' that in addition is required to be polynomially bounded.
Let d(x, X) denote the Euclidean distance of x ∈ R n , to X ⊂ R n . We recall that given a closed, nonempty, proper subset X ⊂ R n , we consider its medial axis as the set defined by
where m(x) = {y ∈ X | d(x, X) = ||x − y||} is the set of closest points to x in X. A closely related concept is that of the central set C X of X that consists of the centres of maximal balls contained in Ω = R n \ X
1
. It is known that M X ⊂ C X ⊂ M X (cf. [2, Theorem 2.25]).
During the preparation of the revised version of our recent paper [2] we decided, as an afterthought, to include in it the following observation:
Proposition 1.1 ([2] Proposition 3.24). Assume that X ⊂ R
2 is a definable curve such that 0 ∈ X and the germ (X \ {0}, 0) is connected.
Unfortunately, only shortly after the paper had been published we realized that there is a flaw in the proof and this statement is altogether erroneous. This may seem surprising at first sight. Below we give the correct version of the result (Proposition 2.1) preceded by a short introductory preparation. The corrected Proposition has also some mild impact on two other results from [2] -see Remark 2.2 and Theorem 2.4 hereafter.
Definable plane single branches
If X ⊂ R 2 is a definable curve such that 0 ∈ X and the germ (X \{0}, 0) is connected, i.e. X has a single branch ending at the origin, then the tangent cone C 0 (X) is a half-line that we can identify with R + × {0} n−1 ⊂ R n in properly chosen coordinates and X is near zero the graph of a definable C 1 function f : [0, ε) → R with f (0) = 0 and, clearly, f ′ (0) = 0. Then for 0 < t ≪ 1, we can write f (t) = at α + o(t α ) with a = 0, α ≥ 1, provided f ≡ 0. We say that X is superquadratic at zero iff f ≡ 0 and α < 2 (cf. [2, Section 3.3] ).
The definability of f allows us also to assume that f has constant convexity on [0, ε) and is C 2 on (0, ε). We shall be using the reaching radius from [2, Definition 4.24] (Section 4 in [2] is independent from the previous sections).
The If X is not superquadratic at zero, then either f ≡ 0, or α ≥ 2, where f is the function from the argument preceding the Proposition. In both cases f has a C 2 extension by 0 through zero and the Nash Lemma ([3, Lemma 1.1]) leads to the conclusion that 0 / ∈ M X . ′ are superquadratic is a straightforward consequence of the two results cited).
As we have an additional case in which the medial axis reaches the set X, we have to extend the statement of [2, Theorem 3.27]. To this aim we prove the following assertion concerning the tangent cone Proof. As in [2, Theorem 3.27] we know that dim 0 M X = 1 3 . Again, we assume that X is the graph of a convex definable function f : [0, +∞) → R of class C 1 that is C 2 on (0, ε), f (0) = f ′ (0) = 0 and f is superquadratic at the origin (by Proposition 2.1). Thanks to the convexity, for some neighbourhood U of the origin, we have
is a unit normal vector to X at b ν and for each θ ∈ [0, d(a ν , X)), b ν is the unique closest point in X to b ν + θv ν and so the unit vector v ν is proximal, which implies, as in the proof of [2, Theorem 4.35], the inequality
From this, after multiplying both sides by d(a ν , X) and taking c = 0, we obtain 1 2
whence ||b ν ||/||a ν || ≤ 2 cos α ν , where α ν = ∠(b ν , a ν ). In particular all the angles α ν are acute. Since ||b ν || → 0, we obtain b ν /||b ν || → (1, 0), for C 0 (X) = [0, +∞) × {0}. Our proof will be accomplished, if we show that α ν → π/2, since α ν = ∠(b ν /||b ν ||, a ν /||a ν ||) → ∠((1, 0), v). As the angles are acute, we immediately get ∠ ((1, 0) 
We know that X is superquadratic at zero, which implies that for any y > 0, the origin does not belong to m((0, y)) (cf. In particular, we can find r, ρ > 0 such that there is a continuous definable surjection [0, r) ∋ y → F (y) ∈ X ∩ B(0, ρ) satisfying F (y) ∈ m((0, y)). Then, for any (x, y) ∈ B(0, ρ/2) such that x > 0, y > f (x), the distance d((x, y), X) is realized in B(0, ρ) ∩ X. If b is a closest point to (x, y), then the vector (x, y) − b is normal to X at b, but as b = F (y ′ ) for some y ′ ∈ [0, r), we conclude that (x, y) ∈ [(0, y ′ ), b] and so m((x, y)) = {b}. Therefore,
This means that M X ∩ B(0, ρ/2) ⊂ {(x, y) ∈ R 2 | y ≥ 0, x ≤ 0}, whence ∠ ((1, 0) , v) ∈ [π/2, π]. Summing up, we obtain ∠ ((1, 0) , v) = π/2 as required.
The correct version of Proposition 2.1 has also some impact on [2, Theorem 3.27] in that we have to slightly modify its statement and include in its proof one more case. Before we state it, we need to recall a few things from [2] .
If (X, 0) ⊂ R 2 is a definable pure one-dimensional closed germ, then X \ {0} consist of finitely many branches Γ 0 , . . . , Γ k−1 ending at zero and dividing a small ball B(0, r) into k regions. For k > 1, if we enumerate the branches in a consecutive way, we can call these open regions D(Γ i , Γ i+1 ), i ∈ Z k . Assuming that 0 ∈ M X , we say that a pair of consecutive branches
Let 1 ≤ c ≤ k be the number of contributing regions. For each such region D(Γ i , Γ i+1 ) we have two half-lines ℓ i , ℓ i+1 tangent to Γ i , Γ i+1 at zero, respectively. These half-lines define an oriented angle α(i, i + 1) ∈ [0, 2π], consistent with the region 4 . As we know that M X is one-dimensional, the germ (M X , 0) consists of finitely many branches ending at zero. For a definable curve germ (E, 0), we will denote by b 0 (E) the number of its branches at the origin. If α ∈ [0, π), we proceed as in [2, Theorem 3.27]: for a ∈ M X near zero, m(a) cannot contain zero and has points both from Γ 0 and Γ 1 -these tend to zero when a → 0. The set M X ∩ D(Γ 0 , Γ 1 ) coincides with the conflict set of Γ 0 , Γ 1 (compare the proof of Theorem 3.21 in [2] ) and the Birbrair-Siersma Theorem from [1] (see also [2, Theorem 3 .26]) gives the result as in the original proof in [2] .
reaches the origin iff Γ is superquadratic at zero 6 . But then no point from the normal cone at zero can have its distance realized at the origin (cf. [2, Lemma 3.17]) and so we are in a position that allows us to repeat the argument based on the Birbrair-Siersma Theorem just as in [2] .
If α > π (clearly, there can be only one such contributing region), then the only possibility that the region D(Γ 0 , Γ 1 ) be contributing is that at least one of the two delimiting curves be superquadratic at zero and B(0, r) \ D(Γ 0 , Γ 1 ) be non-convex. In this case we are exactly in the situation from Proposition 2.3 and the result follows. Of course, M X ∩ D(Γ 0 , Γ 1 ) may have two branches at zero which explains why we have b 0 (M X ) ≤ c + 1. Remark 2.6. In our article [2] there is one misprint in Proposition 3.8 that definitely should be corrected as it makes the statement unclear. Namely the set S from Proposition 3.8 should be defined as S = B ∩ S(m(x 0 ), d(x 0 )), i.e. the sphere is centred at m(x 0 ) (not at x 0 as appeared in print).
