Abstract. Global weak solutions of bounded variation to systems of balance laws with non-local source are constructed by the method of vanishing viscosity. Suitable dissipativeness assumptions are imposed on the source terms to assure convergence of the method. Under these hypotheses, the total variation remains uniformly bounded and integrable in time, the vanishing viscosity solutions are uniformly stable in L 1 with respect to the initial data and converge to equilibrium as t → ∞. The motivation to study these systems is the observation that conservations laws with fading memory can be written in such form under appropriate conditions on the flux.
Introduction
Systems of conservation laws in one-space dimension are equations of the form (1.1) ∂ t U (t, x) + ∂ x S(t, x) = 0, where x ∈ R and U , S ∈ R n . Such equations are called conservation laws because in classical physics, conservation of mass, momentum and energy of media are governed by equations of this type.
In this context, U (t, x) determines the state of the medium at the point (t, x) and S(t, x) is the flux of U . In general, materials are identified by constitutive relations which describe how the flux is determined by the state vector U . The medium is called elastic if S(t, x) is determined by the value of state U at (t, x) i.e. (1.1) reduces to (1.2) ∂ t U (t, x) + ∂ x F (U (t, x)) = 0, where F : R n → R n is a given smooth function. The Cauchy problem to (1.2) has been studied in great detail. When F is nonlinear, the profile of solutions starting out from smooth initial data gets progressively steeper and eventually breaks in finite time, by developing jump discontinuities which propagate on as shock waves. This raises the need to deal with weak solutions, cf. [18] . The global existence of weak solutions was first established by the "random choice method" in the celebrated paper of Glimm [16] . Expositions of the current state of the theory may be found in the books [4, 9, 26, 28] .
The model (1.2) fails in the presence of viscosity and relaxation phenomena. In such circumstances, the flux S(x, t) depends also on the past history U (x, τ ) for τ < t and we say that the material has memory. An important class of media of this type are materials with fading memory for which the constitutive relations yield (1.3) U t + F (U (x, t)) x + t 0 k(t − τ )G(U (x, τ )) x dτ = 0 where F , G : R n → R n are smooth functions and k : [0, ∞) → M n×n is a smooth kernel integrable over [0, ∞). Extensive studies have been conducted to contrast the behavior of elastic media with the behavior of media with fading memory. The results show that when the kernel satisfies appropriate conditions motivated by physical considerations, the influence of the memory term in (1.3) is dissipative. Consequently, global smooth solutions to (1.3) exist for given small and smooth initial data and tend to the equilibrium as t → ∞, in constract to the situation with elastic media that classical solutions in general break down in finite time. However, when the initial data is large, the destabilizing action of nonlinearity of the flux function F prevails over the damping, and solutions to (1.3) break down in a finite time. (cf. Renardy-Hrusa-Nohel [25] and the references therein).
It worths mentioning that there are several results in classical theory in the literature on nonlinear viscoelasticity and heat flow that can be represented by a second order equation
which is equivalent to system (1.3). E.g., see [12, 15, 19, 20, 21, 22, 23, 27, 29, 17] . Global weak solutions have also been constructed for special equations of the form (1.3) mainly in L ∞ by the method of compensated compactness. See [10, 24, 6] . However, it is still an open problem to establish globally defined weak solutions of bounded variation (BV ) of (1.3).
As suggested by Dafermos [13] , systems (1.3) are equivalent to hyperbolic systems of the form (1.5)
for special F and G, where A, H, K are n × n matrices, g ∈ R n andŪ ∈ R n is the initial data. The motivation is to view (1.3) as a Volterra equation and by means of resolvent kernel and integration by parts to reduce the memory term to the above non-local source term. This observation is due to MacCamy [19, 20] and later employed by Dafermos [10, 11] and Nohel-Rogers-Tzavaras [24] in order to get L ∞ weak solutions. The advantage of studying system (1.5) is that it is easier to extract the damping effect from the source g(U ) than from the fading memory term in (1.3) . It should be noted that the same approach was followed to apply the method of compensated compactness in the aforementioned papers. However, system (1.5) is written in a more general form than the one treated in the past. Memory damping is similar to frictional damping, therefore, the damping may not be always balanced and this would be reflected on the g(U ) term in the sense of Dafermos-Hsiao [14] , i.e. the diagonal dominance condition. In such cases, we may attempt to transfer part of the damping and achieve a good balance. For more details on this subject and some examples see [13] .
The aim of this paper is to construct global weak solutions of BV to (1.5) as suggested by Dafermos, whence to (1.3). Here, we employ the vanishing viscosity method that was first established for systems of conservation laws in a spectacular way by Bianchini and Bressan [3] . This method was extended to systems of conservation laws with dissipative source (1.6) U t + A(U )U x + g(U ) = 0
by Chistoforou [7] . The dissipativeness assumptions imposed to (1.6) are the same as the ones suggested by Dafermos-Hsiao [14] , who employed Glimm's scheme [16] .
Our goal is to prove that the vanishing viscosity approximations are globally defined with uniform bounded total variation independently of the viscosity parameter. Therefore, as the viscosity coefficient tends to zero we can pass to the limit and get an admissible weak solution to (1.5) in BV . Because of the damping effect, we are actually able to show that the total variation as a function of time is integrable over [0, ∞), hence the weak solution constructed by this method converges to the equilibrium as t → ∞. Thus, we validate the results of the classical theory in the general context of weak solutions. Recently, Chen and Christoforou [5] studied the non-local conservation law with fading memory, that is the scalar equation of the form (1.3) with F = G and showed that there exists a unique global weak solution by the method of vanishing viscosity. They also established the limit to the local conservation law when there is a relaxation kernel. We remark that the results in this paper extend the project [5] to systems. It would be interesting to study the case of a relaxation kernel for systems (1.3) as well. However, this is a difficult task since the techniques of vanishing viscosity for systems are still new and complex. Nevertheless, we are able to recover the limit of solutions to
as K → 0 pointwise a.e. The strategy of the paper is the following: In Section 2, we state the assumptions and the theorem. In section 3, we give a roadmap of the proof. The proof is presented in Section 3-8 and follows closely the fundamental work of Bianchini and Bressan and the additional techniques of Christoforou to deal with source terms. Last, the limit as the K tends to zero pointwise almost everywhere to the local conservation law (1.7) is discussed in the end of Section 2.
Assumptions and Theorem
In view of the analysis in the introduction, we consider the following Cauchy problem in one-space dimension (2.1)
Here A :
, are given sufficiently smooth functions andŪ ∈ R n . The subscripts t and x denote partial derivatives. We assume that the system is strictly hyperbolic, i.e. A(U ) has n real distinct eigenvalues
and thereby n linearly independent right eigenvectors r i (u), i = 1, . . . , n. Note that we do not require system (2.1) to be conservative.
In this project, we would like to construct global weak solutions to (2.1)-(2.2) of bounded variation via the vanishing viscosity method, namely we consider the viscous hyperbolic system
and obtain globally defined viscous approximations U ε that are uniformly stable and converge in L 1 loc to the weak solution U to (2.1)-(2.2). For arbitrary source terms in (2.1), only local weak solutions exist even if the initial data are small. In order to prove global existence, we need to impose conditions on the hyperbolic system that induce dissipative mechanisms. Namely, let U * be a constant equilibrium to (2.1), then the assumptions are the following:
is strictly column-diagonally dominant, i.e. there exists a positive constant β > 0, such that
is absolutely column dominated byB, i.e. there exists a positive constant κ > 0, such that
for all i = 1, . . . , n and 0 ≤ κ < β.
Some comments on the above assumptions: We recall that Dafermos and Hsiao [14] treated systems (1.6) by the random choice method and proved global existence under Assumption (1) . Also, Christoforou [7] recently established the vanishing viscosity method for systems (1.6) under the same assumption. In other words, Assumption (1) induces the dissipation on the system via the source g. Moreover, we impose Assumption (2) to assure that the convolution K * u term can be treated as a lower order perturbation in terms of g. Last, Assuption (3) is needed since we require L 1 bounds. For symmetry, we defineH(t)
The principal results are stated in the following theorem. Theorem 1. Consider the Cauchy problem
Assume that the matrices A(U ) have real distinct eigenvalues λ 1 (U ) < λ 2 (U ) < . . . < λ n (U ) and Assumptions A hold. There exists a constant
then for each ε > 0 the Cauchy problem (2.5)-(2.6) has a unique solution U ε , defined for all t ≥ 0, that satisfies
where C is a positive constant that is independent of t and ε. Moreover, the solutions to (2.5) are stable L 1 with respect to the initial data; if V ε is another solution of (2.5) with initial dataV , then
Furthermore, the continuous dependence property with respect to time holds, i.e.
(2.10)
loc to a function U , which is the admissible weak solution U of (2.1)-(2.2), when the system is in conservation form, A = DF .
The integrability of the total variation is induced by the dissipativeness Assumptions (1)-(2) and in particular the requirement κ < β. Recall that in [7] , when H = K = 0, the total variation is exponentially decaying in time. Thus, the above result is an expected generalization of the result in [7] . In view of the discussion in the introduction, this theorem implies the global existence of weak solutions of bounded variation to hyperbolic systems of conservation laws with fading memory (1.3) when (1.3) can be written in the form (2.1).
As already mentioned, we follow closely the fundamental work of Bianchini and Bressan [3] and the techniques of Christoforou [7] to prove Theorem 1. To begin with, by rescaling the coordinates, t ∼ t/ε, x ∼ x/ε, system (2.5)-(2.6) reduces to (2.11)
The total variation of the initial data U ε 0 does not change with ε, while the L 1 norm does. Our goal is to establish a bound
for all times t ≥ 0, with C depending solely on the total variation ofŪ and not on U 0 L 1 . In order to establish the stability estimate (2.9) in Theorem 1, we shall also work with the linearized evolution equation which governs an infinitesimal perturbation Z of U : (2.13)
and establish a bound of the form (2.14)
Having (2.12) and (2.13), we can complete the proof. The proof of the theorem is presented in the following sections. The structure of the paper is: In Section 3, we outline the proof for the convenience of the reader. In Section 4, we prove (2.12) and (2.14) over a time interval of length O(δ −2 0 ) by using standard parabolic estimates. We also obtain L 1 bounds of higher order derivatives of U x and Z. In Sections 5-7, we extend the validity of these estimates up to t = ∞, by using the hyperbolic structure of the system. The reason of this two-step approach is that the parabolic estimates apply even when the derivatives of the initial data are large, but are only valid on a finite time interval, whose length depends on total variation of initial data; whereas, the hyperbolic estimates are valid for all times, but require initial values with small derivatives. Finally, in Section 8 by rescaling the coordinates backwards, we complete the proof of Theorem 1. Now, lets return to the original hyperbolic system (2.1) for a moment. Since the existence of weak solutions to (2.1)-(2.2) has been established by Theorem 1, we raise the question of letting the kernel K tend to zero pointwise or equivalently κ → 0. To emphasize the dependence of solutions to (2.1)-(2.2) on K, we denote the admissible weak solution constructed by the method of vanishing viscosity by U κ and assume κ ∈ (0, κ 0 ). 
The validity of the above remark is due to the observation that all estimates (2.8)-(2.10) are independent not only of ε, but also of 1/κ. Indeed, all calculations in the following sections show that as the viscosity parameter ε vanishes
where α − (β − κ) = O(1) δ 0 and C > 0 depends on κ 0 and 1/(β − κ). Therefore, we can extract a convergent subsequence U κj that converges to the admissible weak solution of (2.15)-(2.16).
It should be noted that if H ≡ 0, then in this way we recover the weak solution to (1.6) as constructed in [7] . Observe that in such a case α ≈ β, which is the same exponential decay rate of the total variation as shown in [7] . Thus, the estimates to (2.1)-(2.2) reduce to the corresponding ones in [7] as κ → 0.
Outline of the proof
The proof is carried out in two steps. Using parabolic estimates, we first obtain the local existence of solutions to (2.11) and prove the desired bounds (2.12) and (2.14) for t ∈ [0,t], wheret = O(δ −2 0 ). We also show that if (2.12) and (2.14) hold for t ≥t, then similar L 1 -bounds hold in on higher-order derivatives of U and Z.
Having this result, we are able to decompose the gradient
into a sum of gradients of viscous traveling waves selected by a center manifold technique. This critical idea of Bianchini and Bressan in [3] helps to get a sharp estimate in U x (t) L 1 . We modify the decomposition for the time derivative U t in order to correct the speed of the viscous traveling waves to our setting, in other words to take care the source terms in a way similar to Christoforou in [7] , i.e.
. It remains to study the evolution of each component V i and W i . We show that (V, W ) satisfy a 2n × 2n coupled-system of viscous balance laws of similar type to (2.11). More precisely, we have
where Λ = diag(λ i ) is a diagonal matrix withλ i ≈ λ i , the matrix
is diagonally dominant and satisfies
whereB is defined by Assumption (2). Also, the matrix
Last,
is absolutely column dominated by B for sufficiently small δ 0 . More precisely,
Similarly for the matrices K 2 and K ♯ . By O(1), we denote a universal constant independent of ε and t. It worths noting that the ε factor in the above estimates is induced by the rescaling of coordinates.
It suffices to show that all |Φ i | and |Ψ i | are integrable over the half plane {t > t, x ∈ R}. We analyze the form of the various source terms Φ and Ψ that can be regarded as the result of interactions between viscous waves. To achieve this, we employ various functionals that were introduced in [3] as well as supplementary functionals that control source terms as in [7] . In this way, we finally estimate the integral
and this yields the desired a priori bound on
This was a summary of the main steps in the proof of the following lemma which plays a central role in the proof of BV bounds (2.12).
Assume that the vectors Φ and Ψ that appear in the source of (3.2) satisfy
then the following estimate holds
for sufficiently small δ 0 . Now, we proceed to complete the proof of the uniform BV bounds. Consider any initial dataŪ : R R n , with
for some appropriate constant k. By parabolic estimates, the solution U to (2.11) exists on an initial time interval [0,t], satisfying the bound
and can be prolonged in time as long as its total variation remains small. Define the time
We claim that T = ∞. Indeed, if T < ∞, then, for t ∈ [t, T ], the properties of system (3.2) imply
where · denotes the L 1 -norm and µ > 0 an arbitrarily small positive constant
Integrating with respect to time, changing the order of integration and using (3.4), we get
Equivalently,
for sufficiently small δ 0 . Since β − κ − 2µ > 0 for sufficiently small δ 0 , without loss of generality we assume β − κ − 2µ = 1. Otherwise, we can always scale all multiples of δ 0 to achieve the same contradiction argument. Hence for all t ∈ [t, T ], by (3.9), (3.8), (3.3) and (3.10), we conclude
which leads to a contradiction by the choice of T in (3.10) provided that δ 0 is suitably small. Thus, the total variation remains bounded, T V {U (t)} < δ 0 for all t ∈ [t, ∞), whence the solution U is globally defined.
The proof of Lemma 3.1 will be established by studying carefully the form of the source terms Φ i and Ψ i , i = 1, . . . , n.
The analysis of stability is in Section 7. The proof of (2.14) is a generalization of the above techniques.
Parabolic estimates.
This section investigates the local existence of solutions to (2.11) and (2.13) and bounds (2.12) and (2.14) over an initial time interval by means of parabolic estimates.
To begin with, we rewrite system (2.13) as
where A * . = A(U * ) and D is the gradient operator with respect to the state vector U . Also, s • Φ denotes the derivative of Φ in the direction of s, i.e. ∇ s Φ.
We quote the following lemma of [7] , which provides us with L 1 bounds on the Green's kernel of the principal part of (4.1).
Lemma 4.1. Under the hypotheses of Theorem 1, for all t > 0, the Green's kernel G of the parabolic system
satisfies the bounds
for some appropriate constant k.
To be precise, the above lemma in [7] states that the above L 1 bounds have exponential decay, i.e. G(t) L 1 ≤ ke −εβt , etc, where β is the constant induced by the diagonal dominance condition, see Assumption (1).
Here, we define some useful constants:
where k is the constant in (4.3) and δ 0 << 1. By means of parabolic arguments, we now establish the following results:
Proposition 4.2. Let U , Z be solutions of systems (2.11), (2.13) respectively, satisfying the bounds (4.6)
for some constant 0 < δ 0 < 1 and for all t ∈ [0,t] and ε ∈ [0, ε 0 ]. Then for t ∈ [0,t] the following estimates hold:
, where k is the constant in (4.3).
Moreover, if the bounds (4.6) hold on a larger interval
Proof. Employing the Green's function G(t, x) and (4.1), the infinitesimal perturbation Z of U can be written as follows
where * denotes convolution. Differentiating with respect to x yields
(4.14)
Let T <t be the first time at which (4.7) holds as an equality, then we estimate Z x (T ) L 1 via (4.14). By (4.6) and Lemma 4.1, we get
For values of ε in [0, ε 0 ], the above estimate simplifies to
which contradicts the choice of T . Hence the estimate (4.7) holds over the interval [0,t]. Moreover, a solution of (4.1) is Z = U x , hence the same bound holds for
To prove the remaining estimates, we argue in the same manner. We first express Z xx (t) in terms of the Green's kernel G and then estimate Z xx (t) L 1 and Z xx (t) L ∞ via the above equation.
To prove (4.10)-(4.12) for t ∈ [t, T ], apply the same estimates on the time interval [t −t , t], whose length ist ≈ δ
Similarly, we prove (2.12) and (2.14) over [0,t]. Proposition 4.3. Let U = U (t, x), Z = Z(t, x) be solutions of (2.11), (2.13), respectively, such that (4.17)
.
Then U , Z are well-defined on the whole interval [0,t] satisfying the bounds
Proof. The proof is by contradiction. If T <t is the first time at which (4.18) holds as an equality, then by the expression (4.13) for t = T , we get
If one sets Z = U x , then the above estimate proves the bound (4.18.1) by a contradiction argument. Having this, we derive the bound (4.18.2) on Z as follows: by (4.7), (4.17), (4.18.1) and the above inequality, yields
where
It is easy to verify that G(t)
, using the proof of Lemma 4.1 in [7] . Hence, the above estimate reduces to
for all ε ∈ [0, ε 0 ). This contradicts the choice of T <t. The proof is complete.
Decomposition along gradients of viscous traveling waves.
In this section, we decompose the gradient U x and the time derivative U t pointwise along gradients of viscous traveling waves as first constructed by Bianchini and Bressan [3, 2] by a center manifold argument. The decomposition is similar to that one used in [7] . First, we quote a summary of the results and the main estimates in [3] . For each i, we consider the viscous traveling i-waves U (x − σ i t) that are solutions to the system of conservation laws U t + A(U )U x = U xx , having speed σ i ≈ λ i (U * ) and corresponding to trajectories of the flow
as described in Section 4 of [3] . The unit vectorr i =r i (U, V i , σ i ) is defined in a small neighborhood of (U * , 0, λ * i ) and tends to r * i
. We use the same notation as in [3, 7] :
The following identity plays a key role in controlling the component source terms Φ i and Ψ i :
whereλ i is the "generalized eigenvalue" defined asλ i . = r i , A(U )r i . This identity is fundamental since it corresponds to (A(U )
Without loss of generality, we can assume that the eigenvectors r i (U * ) form an orthonormal basis, hence
These estimates of [3] will be used in the forthcoming sections in order to control the component source terms Φ i , Ψ i . Now, we employ the above construction to decompose U x . Let U be a smooth solution of system of viscous balance laws (2.11). For each point x, given (U , U x , U xx ), we seek (V, W ) ∈ R 2n such that (5.10)
The speed is given by
where θ is a cutoff function
It is necessary to insert the cutoff function θ in order to guarantee that the speed σ i remains close to λ * i and thereforer i (U, V i , σ i ) is well defined. From now on, we use the usual abbreviation θ i . = θ( Wi Vi ). The presence of ε-term in the decomposition of U t is crucial, as it corrects the speed of the viscous i−traveling waves when passing from the system of conservation laws to the system of balance laws. Observe that the decomposition (5.10) corresponds to viscous traveling waves U i such that
when the cutoff function θ is the identity map. For more details, see the calculations in [7] . In other words, when the cutoff is not active, there is also a good fit of the second derivative U xx due to the ε-term in (5.10).
The validity of the decomposition is confirmed by the following lemma.
Lemma 5.1. Assume that |U − U * |, |U x | and |U xx | are sufficiently small. Then there exists a unique solution (V, W ) to system (5.10) such that the map (U, U x , U xx ) → (V, W ) is smooth outside the manifolds N i = (V, W ); V i = W i = 0 , i = 1, . . . , n; more precisely it is C 1,1 , i.e. continuously differentiable with Lipschitz continuous derivatives on a neighborhood of the point (U * , 0, 0).
Proof. Following [7] , the map (V, W ) → G(U ; V, W ) defined by
, is C 1 and invertible in a small neighborhood of (0, 0). Thus given (U, U x , U xx ), there exists unique (V, W ) such that
and (5.10) holds. Following the details in [7] , one can complete the proof.
The following lemma states the bounds on V and W that correspond to the bounds on the U x , U xx and U xxx derived in Section 4. 
Proof. Use the local invertibility of the map G(U ; ·, ·) and the estimates in Lemma 4.2.
6. The evolution of the components.
This section investigates the evolution of the components V i and W i in the decomposition (5.10), which places a significant role in the proof of Lemma 3.1.
Lemma 6.1. The unique solution (V, W ) of decomposition (5.10) satisfies a 2n×2n system of balance laws with source of the form:
where Λ is the n × n diagonal matrix with entries {λ i }, the matrix B .
is absolutely dominated by B. More precisely,
whereB,H,K, κ and β are given in Assumptions A. Furthermore, the component source terms Φ and Ψ in (6.1) satisfy the bounds
Proof. To begin with, upon differentiating (2.11) with respect to x and t respectively, one obtains the evolution equations of U x and U t (6.10)
Using the decomposition (5.10), we can rewrite the above equations as shown below. It should be noted that many of the calculations are omitted and we refer the reader to the appendix of [7] for more details. Here, we only choose to present the resulting equations after heavy computations.
where α i and β i are as given in Appendix A of [7] . Observe that system (6.11)-(6.12) can be written in the form:
Here,B,H andK are 2 × (2n) matrices with entries:
, (6.14)
for j = 1, . . . , n,B 1j = 0 j = n, . . . , 2n,
for j = n, . . . , 2n;
In Lemma 5.1, it is shown that
and it is therefore invertible in a neighborhood of (U * , 0, 0). Hence, by (6.13), we obtain the evolution equation (6.1). By employing the properties of ∂G ∂(V,W ) already derived in Lemma 5.1, Assumptions A and estimates (5.6), we verify the statements (6.2)-(6.4), which imply (6.5)-(6.8). To complete the proof it suffices to investigate the various component source terms Φ = O(1) i α i and Ψ = O(1) i β i − λ * i α i that appear in the force of (6.1), where α i and β i are given explicitly in [7] . One can follow similar calculations to those presented in Appendix A of [7] to verify that the source (Φ, Ψ) can be written in the given form (6.9). Here, we choose to omit this part of the proof.
In view of the above lemma, the component source terms Φ, Ψ belong to the four categories given in (6.9), as in [3, 7] . The name that each category is labeled comes from the construction of the decomposition and they are the same as in [7] . Having the above result, we prove Lemma 3.1 in the following 4 subsections. For convenience, we adopt the terminology introduced in [7] : Definition 6.2. We call a scalar function ξ = ξ(t, x) controllable if (3.6) implies
Thus Lemma 3.1 amounts to showing that |Φ i (t, x)| and |Ψ i (t, x)| are controllable for all i = 1, . . . , n. We employ an interaction potential to control the transversal terms in Section 6.1. The terms that belong to the change in speed category whether linear or quadratic, are handled by means of the area and length functionals of suitable planar curves introduced in Sections 6.2-6.3. Last, in Section 6.4, by employing energy methods, it is shown that the cutoff terms are monitored by terms in the preceding categories and are therefore controllable.
The estimates of the wave interactions follow closely that ones in [7] , which are certainly a generalization of the fundamental techniques first introduced in [3] . In this paper, we would like to emphasize the structure of system (6.1) and most importantly to indicate the role of the ε-terms of (6.1) in the proof and the treatment of the memory term.
For future use, we introduce the following constants:
The presence of the ε factor is due to the rescaled coordinates. Indeed, notice that M B , M H and M K are almost equal to the corresponding constants if you replace B, H and K byB,H andK respectively, (6.2)-(6.4) imply that (6.19)
are independent of ε.
Transversal terms.
In this subsection, we prove that the transversal terms are controllable, i.e. if the assumptions of Lemma 3.1 hold, then we establish the following estimate:
for sufficiently small δ 0 . By the strict hyperbolicity of system (6.1), there exists a positive constant c > 0 such that (6.21) inf
First, we prove the result for only those terms that do not involve derivatives.
Lemma 6.3. Let (V, W ) be solution of (6.1) defined for t ∈ [0, T ]. Then for i = j,
Proof. Consider the interaction potential functional
where the kernel K is given by
To verify (6.22) , apply the functional Q on the pairs (
If system (6.1) is homogeneous, then by direct calculations, we get
′′ is the delta function centered at the origin. Let M B , M H and M K as given in (6.18) . Recalling (5.18), (6.18) and the integrability in time of the component terms ε V k L 1 , we obtain 25) which easily reduces to (6.22) . Similarly, we treat the terms V i W j , W i W j . Hence, the result clearly holds for the homogeneous system. To complete the proof, consider the fundamental solution (Γ,Γ) to system (6.1). In view of the above analysis, the fundamental solution (Γ,Γ) satisfy (6.22) . Consequently, it suffices to write the solution (V, W ) of (6.1) in terms of (Γ,Γ) and use the corresponding estimates (6.22) on the pairs (Γ i , Γ j ), (Γ i ,Γ j ) and (Γ i ,Γ j ). The result follows.
The next step would be to establish the estimate (6.20) for terms of the type |V j,x V k |, |V j W k,x |, |V j,x W k | and |W j W k,x |. We can express V j,x by employing the heat kernel. Then, combining the L 1 estimates in Lemma 5.2, we deduce that the integral
is monitored by the integral (6.22) , that is already estimated and this provides the desired bound. This procedure can also be similarly extended to the remaining transversal terms, |V i,x W j,x |, |V i,x W j,x | and |W i,x W j,x | by employing the terms that are already treated. For more details see [3, 7] . Thus we have shown that all transversal terms are controllable and (6.20) is valid.
6.2. Swept Area functional. The aim here is to study the "change in speed, linear" terms and prove
assuming that (3.5) and (3.6) hold. As it was first demonstrated in the fundamental work of Bianchini and Bressan [3, 1, 2], we should introduce the planar curves
and investigate their evolution in time. Because of the coupling of the system (6.1), we further need to study theγ i curves given by
The motivation to employ these additional curvesγ i has already been illustrated by Christoforou in [7] . By virtue of system (6.1), these curves γ i andγ i evolve in time according to the following equations:
(6.30) Now, we consider the area functional A
associated with an ordered pair of curves (γ, ζ) as defined in [7] . It should be noted that this is a generalization of the definition in [3, 1, 2] . In order to derive (6.26), we employ the functionals A(γ i , γ j ) and A(γ i ,γ j ) for i, j = 1, . . . , n. It should be noted that if γ i is a closed curve, A(γ i , γ i ) provides an upper bound for the sum of the areas of the regions enclosed by the curve counting the corresponding winding number. It will be shown that the area functionals are monotonically decreasing, because of the presence of the memory term, which appears as the ε-terms in system (6.29)-(6.30). This is the result of the next lemma.
Lemma 6.4. Let (V, W ) be solution to (6.1) for t ∈ [0, T ] and assume that the maps x → V (t, x), x → W (t, x) and x →λ(t, x) are C 1,1 . Then the area functionals satisfy:
where the function Ω satisfies (6.33)
Proof. At each x where γ i,x = 0, define the vector η i (x) in R 2 to be
For fixed x, consider the projection of γ j along the vector η i (x),
We quote from [7] that Substituting in (6.36) and using further identities of η i and χ ηi(x),γj , we arrive at
and
Similarly, we estimate
Summing (6.38) and (6.39) over all i, j = 1, . . . , n, yields
Here, µ is a small positive constant that is µ = O(1) δ 0 . The above estimates on (6.40), (6.41) and (6.42) are due to the properties of the matrices B, H and K as stated in Lemma 6.1 and by virtue of (6.18) and Lemma 5.2. It should be noted that according to the notation in the statement of this lemma, the function Ω(t) is given by
Combining (6.7), (5.18) and (6.31), we arrive at (6.44) where µ = O(1)δ 0 can become arbitrarily small for sufficienlty small δ 0 . By virtue of (6.43), (6.44), (6.18) , estimate (6.33) follows. The proof is complete.
Turning now to estimate (6.26), let us integrate (6.32) over [t, T ]. Because β > κ ≥ 0 and µ = O(1)δ 0 can become arbitrarily small, then by (3.6), we deduce
Thus, the change in speed, linear terms are controllable.
6.3. Length Curve functional. Here, we prove that the change in speed, quadratic terms are controllable.
Consider the length functional L applied to the curve γ to be the length of this curve. If γ is a curve that moves along the curvature then the length is monotonically decreasing. For more details on such curves, see [1] . In order to derive (6.46), apply the length functional on the curve γ i defined on (6.27), whence
One can easily check that
Integrating by parts, employing the above identities and the estimates in Lemma 5.2, one can get
Therefore, (5.19) implies
Consequently, integrating the above inequality over [t, T ], (6.46) follows. Indeed,
and the last term can be written in the form
Similarly the W k expression. By virtue of (5.18) and changing the order of integration, the result follows. Thus we actually get a cubic power of the total variation of initial data for this type of terms.
6.4. Energy estimates. In this subsection, we show that the cutoff terms in (6.9) are controllable, i.e.
(6.48)
We proceed in the same way as in [3, 7] . In other words, the aim is to reduce the integrand of (6.48) into controllable terms and other new terms and to treat the latter by means of energy methods. To achieve this, we first establish some useful relations between V i , W i and V i,x . Consider the cutoff functions η, ζ :
For shorthand, we will be using η i = η( wi vi ) and ζ i = ζ( wi vi ). The following lemma is the tool needed to express the cutoff terms in (6.48) in terms of quantities that are easier to handle.
Proof. Combining equation (2.11) and the decomposition (5.10), yields
Taking the inner product withr i , one obtains (6.53)
From this point and on, one can establish the bounds by carefully studying (6.53). The proof can be completed by applying the same arguments as in Lemma 6.6 in [7] , since the relation (6.53) is the same as in [7] because of the choice of (5.10). Now, observe that the quantity
By means of the cutoff function ζ and the relation (6.50), one has
which implies that (6.55)
by Schwarz's inequality. Because all transveral terms are controllable, in order to prove (6.48), it suffices to prove (6.56)
Here, we choose to present only the energy estimate (6.56.1), since the corresponding estimate (6.56.2) follows similarly. To begin with, we multiply the evolution equation of V i given in (6.1) by η i V i and integrate by parts, to get
Upon employing the evolution equation of η i , we can treat all non-ε terms of (6.57) in the same way as in [7] . However, it worths explaining the treatment of the ε-terms in (6.57), that distinguish these estimates here from those in [7] . It turns out that the three terms that have a factor of ε or ε 2 in (6.57) are bounded by
respectively. By virtue of (5.18) and (6.18), all above terms are integrable over [t, T ] and thus, it implies the validity of (6.56.1).
To sum up, the four estimates (6.22), (6.26), (6.46) and (6.48) together with Lemma 6.1 prove Lemma 3.1. Thus, we showed that the solution U is globally defined having bounded BV norm, which is also in L 1 [0, +∞), i.e.
(6.58)
for all t > 0. It worths noting that there is actually a factor (β − κ) in front of the integral in (6.58), which we omit. More precisely, O(1) depends on 1/(β − κ) because of the integrability of ε V (t) and ε W (t) over [0, ∞).
Stability
In this section, we establish the stability of solutions to (7.1)
Let Z(t, x) be the infinitesimal perturbation of U , then Z satisfies the following equation:
Lemma 7.1. If Z is the infinitesimal perturbation of U then it satisfies the following bounds
for some constant L independent of ε.
We claim that the above lemma implies the stability of solutions U to (7.1), by employing the standard homotopy argument of Bressan. Indeed, we consider the path of initial data
, and let U θ denote the solution to (7.1) with initial data U θ 0 . By direct calulations, one can verify that the tangent vector Z θ (t, x) = dU θ dθ to the path θ → U θ , for θ ∈ [0, 1], is the corresponding infinitesimal perturbation to U θ with initial data
Therefore, by Lemma 7.1, it follows
Thus, the claim holds. This establishes that the solutions to parabolic system (7.1) are uniformly stable in L 1 and moreover that the L 1 distance of two solutions tends to zero as t → +∞. The argument is similar to the one used in [3, 7] , however here because of the presence of the memory term that induces dissipation, the integrability with respect to time can further be established. Note that in [7] , K = H = 0, hence a stronger result holds, i.e. Z(t) L 1 decays exponentially in time.
In view of the above discussion, it remains to prove Lemma 7.1. Recall that in Section 4, (7.3) is established for t ∈ [0,t]. The proof of (7.3) for greater times retraces the steps followed in Sections 5-6 to get the BV bounds. Note that if Z = U x then (7.3) reduces to (2.12). Therefore, in the author's opinion it is enough to outline how this procedure can be extended to establish (7. 3) and omit the details.
First, we define the flux Y of Z by
The aim is to decompose (Z, Y ) pointwise along a suitable basis so that the decomposition must be compatible with (5.10), when Z = U x . Given a solution U and the corresponding components V i of the decomposition (5.10), we seek (P, Q) ∈ R 2n so that (7.8)
wherer i are the vectors defined in Section 5. We use the standard notation introduced [3] :
We can show that there exist unique P and Q so that the decomposition (7.8) holds and get the corresponding result to Lemma 5.1. Also, we get L 1 estimates on the perturbed components P i and Q i in the same way already treated for V i and W i . (See also Lemma 7.2 and 7.3 in [7] ). Having achieved that, the next step is to study the evolution of the components. As before, we show that they satisfy a 2n × 2n hyperbolic system with source. The following lemma states these results.
Lemma 7.2. The decomposition (7.8) holds for |U − U * | and |V | small. If the bound (7.3) holds for t ∈ [0, T ], then for all t ∈ [t, T ] the perturbed components P i , Q i satisfy the following estimates
The unique solution (P, Q) of the decomposition (7.8) satisfies a 2n × 2n viscous hyperbolic system of balance laws with source of the form
where Λ is the n × n diagonal matrix with entries {λ i }, the matrix
is diagonally dominant, the matrix
is in L 1 (M 2n×2n ; [0, +∞)) and the matrix
is absolutely dominated by
. Moreover, the corresponding differences to those in (6.2)-(6.4) are of order O(|U − U * |, |V |) and the corresponding estimates to those (6.5)-(6.8) hold, e.g. Furthermore, the source terms in (7.14) satisfy the bounds T V {U (s)} ds ≤ C T VŪ , for all t and the solution is uniformly stable with respect to initial data:
An immediate implementation of the stability estimate is a uniform L 1 bound
where U * is the equilibrium. Now, to investigate the continuous dependence of U in time, it suffices to combine the above estimates. Indeed, by Proposition 4.2 and (8.3), we get
2kδ 0 √t for t ≥t.
Combining equation (8.1) and estimate (8.5), we arrive at imply
for an appropriate constant L ′ . For fixed times t > s ≥ 0, by integrating the above estimate over [s, t], we deduce
Our results so far refer to the solution of the parabolic system (8.1)-(8.2). However, in view of the discussion in Section 2, by rescaling the coordinates, our analysis can be extended to the vanishing viscosity approximations U ε = U ε (t, x). Consider the viscous hyperbolic system (2.5)-(2.6) and recall that (8.8)
where U satisfies (8.1)-(8.2). Consequently, parabolic system (2.5)-(2.6) has a unique solution U ε defined for all t > 0 and 
