Human sound localization is acute for frontal locations, but relatively poor in the lateral hemifields. Previous studies in man have not, however, provided evidence on the tuning of the perceptual channels for auditory space that subserve this pattern of acuity. The spatial tuning of perceptual channels used in human azimuthal sound localization was determined using a between-channel auditory temporal gap detection paradigm. In this paradigm, gap thresholds are low when the markers bounding the silent period ͑gap͒ activate the same perceptual channel but are elevated when the two markers activate different channels. To determine the tuning of spatial channels, gap thresholds were obtained in an anechoic room with white noise markers coming from each combination of 12 leading marker locations and 18 trailing marker locations throughout the full 360°of azimuth in the horizontal plane through the interaural axis. Gap thresholds remained low ͑2-4 ms͒ for all combinations of leading and trailing markers between 30°and 150°in both lateral hemifields. When the leading marker was located deep in one hemifield, and the trailing marker was in the opposite hemifield, gap thresholds rose to 8-16 ms. For leading marker locations at 30°from the midline, gap thresholds were low for all trailing marker locations in the ipsilateral hemifield and locations near the midline in the contralateral hemifield, and were elevated ͑6-8 ms͒ only near the contralateral pole. Finally, for leading marker locations at 0°or 180°, gap thresholds were low for any trailing location within 30°of the midline at the front or back, and thresholds were elevated for trailing locations at the lateral poles. These data are accountable in terms of two broadly tuned perceptual channels, occupying the left and right auditory hemifields, respectively, each extending 30°across the midline. These channels have widths and locations similar to the spatial receptive fields previously described for central auditory neurons in animals. The data suggest a model of spatial acuity based on the rates of activation of two spatially overlapping channels, rather than the selective activation of members of a large population of finely tuned channels.
INTRODUCTION
One of the challenges in sensory neuroscience is to link the properties of neuronal receptive fields with the properties of the perceptual dimensions they underlie ͑after Teller, 1984͒ . The following report describes the architecture of the perceptual mechanisms used for the human spatial localization of sound, and reveals those mechanisms to have properties comparable to those seen in the central auditory system of other mammals.
Behavioral lesion studies have demonstrated that the primary auditory sensory cortex ͑AI͒ of each cerebral hemisphere is required for the accurate localization of sounds in the contralateral hemifield of auditory space ͑Jenkins and Masterton, 1982; Jenkins and Merzenich, 1984; Kavanagh and Kelly, 1987; Heffner, 1997͒ . Localization experiments with macaques that had unilateral or bilateral lesions to the auditory cortex demonstrated that each cortex contains a representation of contralateral auditory space which also extends 20 deg or so into the auditory hemifield ipsilateral to the ablation ͑Heffner, 1997͒. Neurophysiological recordings of single neurons in AI of animals have revealed relatively broad azimuthal tuning in most cells, especially at suprathreshold levels of stimulation. Of the neurons with spatially restricted receptive fields, most of those receptive fields occupy much of the contralateral auditory hemifield, and have boundaries near the midsaggital plane ͑Middlebrooks and Pettigrew, 1981; Phillips and Brugge, 1985; Imig et al., 1990; Rajan et al., 1990; Clarey et al., 1995; Brugge et al., 1996͒, a finding that extends to nonprimary auditory cortex ͑Middlebrooks et al., 1998͒ and to the tectum ͑e.g., Semple et al., 1983; Wise and Irvine, 1985͒. The stimulus information available for determining the azimuthal location of a sound source is the set of disparities in the timing and amplitude of the sounds as they arrive at the two ears ͑Middlebrooks and Green, 1991; Wightman and Kistler, 1992; Middlebrooks, 1992͒ . The azimuthal extents of spatial receptive fields are probably based on neural sensitivity to these interaural disparities. However, despite the knowledge that human listeners have greatest azimuthal sound localization acuity for sources near the midsaggital plane ͑Mills, 1972; Middlebrooks and Green, 1991; Recanzone et al., 1998͒ , there has been no demonstration of the spatial tuning of the perceptual channels that mediate human localization performance.
We have exploited a recent innovation in human auditory gap detection paradigms to address this issue. Gap de-tection refers to the ability to detect a brief silent interval in an otherwise homogeneous stream of sound ͑Eddins and Green, 1995͒. If the sounds that mark the beginning and end of the silent period are the same ͑i.e., if they activate the same perceptual channel͒, then the minimum detectable gap can be as short as a few ms ͑Plomp, 1964; Penner, 1977; Eddins and Green, 1995; Phillips et al., 1997 Phillips et al., , 1998 Formby et al., 1998; Chatterjee et al., 1998; Taylor et al., 1999͒. If, however , the gap's markers are different ͑i.e., if the markers activate different perceptual channels͒, then the shortest detectable gap ͑gap threshold͒ can be lengthened to 10-50 ms. This acuity difference likely reflects the difference between that of a discontinuity detection mechanism in the withinchannel case, and a mechanism for the relative timing of activity in different channels in the between-channel case ͑Phillips et al Formby et al., 1998; Taylor et al., 1999͒. In the spatial domain, it is known that gap thresholds are low ͑2-3 ms͒ when white noise markers come from the same location ͑directly opposite a given ear͒, but are highly elevated ͑10-30 ms͒ when the two white noise markers come from opposite hemifields, indicating that the latter markers were activating different central perceptual channels for spatial location ͑Phillips et al., 1998͒. In the present study, it was hypothesized that by systematically varying the location of the leading and trailing markers, we could determine the azimuthal tuning of these perceptual channels. That is, low gap thresholds would indicate that the two marker locations were activating the same perceptual channel and asymptotically high gap thresholds would indicate the two marker locations were activating different perceptual channels ͑see Phillips et al., 1997 Phillips et al., , 1998 Formby et al., 1998͒ .
I. METHOD

A. Subjects
Data presented are from one highly trained and two relatively untrained female listeners ͑one of them S.E.B.͒ who provided data for locations throughout the 360°of azimuth. An additional four listeners ͑two untrained males, one trained male, one trained female͒, whose data are not presented in what follows, were tested throughout the frontal 180°only ͑Ϫ90°to ϩ90°͒. The data from these subjects were completely consistent with those of the three more intensely studied listeners. The listeners ranged in age from 20 to 32 years with a mean age of 26 years. The three trained listeners had significant experience in auditory psychophysical studies and had participated in previous studies of gap detection by Phillips et al. ͑1997, 1998͒ . The untrained listeners had little or no experience in auditory perception studies. However, all were musically trained and the two males were professional musicians. All of the listeners had freefield noise detection thresholds within laboratory norms. The purpose of the experiment was known to all participants and all except the author were paid for their participation.
B. Gap stimuli and apparatus
Stimulus presentation and data acquisition were controlled by a custom-programmed Macintosh IIfx computer.
All stimuli were wide-band ͑20 kHz͒ noise bursts, generated by a white-noise source ͑Coulbourn Instruments White Noise Generator-S81-02͒. All rise-fall times used to shape the stimuli were linear and of 0.5-ms duration. The gap durations are defined as the length of the silent period excluding the rise-fall times. The gated stimuli were passed through a passive attenuator ͑Hewlett Packard 350D attenuator set͒, a power amplifier ͑Realistic SA-155 integrated stereo amplifier͒, and were transduced by two Optimus speakers ͑XTS 36 40-1994͒ with a frequency response of 0.14-20.0 kHz. Each stimulus consisted of a leading marker that was 10 ms in duration and a trailing marker that was 300 ms in duration. This leading marker duration was used because it is short enough to enable visualization of a robust between-channel effect ͑Phillips et al., 1998͒, yet is long enough to result in a manageable task for participants. The two speakers were suspended at approximately ear level by inflexible metal rods from a 70-in. diameter circular track mounted on the ceiling of an Eckel sound-attenuating room ͑95-in. wide, 83-in. deep, and 80-in. high internal measurements͒. The ceiling and walls of this booth had been lined with 1-in. thick acoustic foam. This foam had 0.5-in. deep ͑egg carton͒ ripples to improve sound absorption. A vertical yellow line ͑1-in. width͒ was placed through zero azimuth to act as a visual fixation point in an attempt to control for gross movements of the head.
C. Procedure
Sensation level determination
Each participant was seated below the center of the circular track from which the speakers were hung, and was therefore in the direct field of the sound. Noise detection thresholds were obtained by the method of limits using 300-ms noise bursts from a speaker located directly ahead at 0°azimuth. This was repeated for both speakers used in the experiment and there was no difference between speakers in the thresholds obtained through them. For each subject, all experimental trials were presented at 35-dB sensation level. Although the detection threshold is somewhat lower ͑about 3 dB͒ when the speaker location is in the lateral positions ͑90°a zimuth͒, a previous study in which small loudness differences between markers were compensated for suggested that the compensation was inconsequential to the patterns of data obtained ͑Phillips et al., 1997͒. Thus stimulus sensation level was always based on thresholds obtained at the 0°azimuth location.
The gap detection task
Each stimulus trial consisted of two sequences of noise bursts, usually separated by an interval of 300 ms ͑see below͒. ͑One untrained subject used a 500-ms interval.͒ One of the two sequences of noise-the signal-contained a detectable silent period ͑gap͒ between the leading and trailing marker. The other sequence was the standard, which included a 1.0-ms gap between the leading and trailing marker. This 1-ms gap was below the gap-detection threshold for each listener and was present to control for gating transients that were present in the signal sequence. In both sequences, the leading marker was 10 ms and the trailing marker was 300 ms in duration, and the two sequences came from the same locations in any given trial. In conditions in which the leading and trailing marker were located at the same eccentricity, a single speaker was used.
In the trials for each gap threshold determination, the locations of the leading and trailing markers were held constant. On each trial, the order of the standard and signal presentation was randomized by the computer and the task of the subject was to indicate by button press whether the signal stimulus came first or second. No feedback was provided. Gap thresholds for every stimulus condition were obtained in blocks of two-interval, two-alternative forced-choice trials. The inter-trial interval was typically 300-500 ms plus a 500-ms warning light. The listener tracked the gap duration across the block of trials in a two-down/one-up adaptive paradigm ͑after Levitt, 1971͒ . The starting duration of the gap in the signal stimulus was long, around 20-30 ms for within-channel conditions and 30-60 ms for betweenchannel conditions. After every two successive correct responses, the length of the gap was decreased by a factor of 1.2, and after every incorrect response, the length of the gap was increased by the same factor. This two-down/one-up procedure was continued until there had been 14 reversals in the direction of change of the gap duration. The gap threshold for that block of trials was taken as the mean gap duration across the last 10 trials that produced reversals in the adaptive step. Listeners typically took 40-80 trials to reach this criterion.
There were 12 locations of the leading marker ͑0°, Ϯ30°, Ϯ60°, Ϯ90°, Ϯ120°, Ϯ150°, and 180°͒, and for each leading marker condition gap thresholds were obtained with trailing markers at each of 18 locations ͑0°, Ϯ15°, Ϯ30°, Ϯ45°, Ϯ60°, Ϯ90°, Ϯ120°, Ϯ150°, Ϯ165°, and 180°͒. Trailing marker locations were more closely spaced near the midline because it was expected that gap thresholds would be more sensitive to changes in trailing marker near the midline. Gap-detection thresholds were obtained for each condition for each subject ͑fully repeated measures͒. The conditions with frontally located leading markers ͑0°to Ϯ90°͒ were completed first and studied in random order. The rear leading-marker conditions ͑Ϯ120°, Ϯ150°, 180°͒ were completed later, also in random order. The randomization procedure across all conditions was repeated at least three times and the subjects' final gap threshold for each condition was the mean of the three last repetitions of each condition. The order of trailing conditions within a leading condition began at a random location and progressed, in serial order, around the azimuth. The direction of progression was usually alternated across repetitions, and no effect of trailing marker order was observed. Full randomization of conditions was not done because of the importance of stimulus certainty in obtaining the best possible performance. While there were no systematic order effects, there was a general practice effect that was distributed randomly across conditions and will be discussed later.
II. RESULTS
A. Dependence of gap threshold on leading and trailing marker azimuth
Functions relating gap threshold to trailing marker location were obtained for each leading marker condition. There was no laterality effect between any leading marker conditions ͑30°, 60°, 90°, 120°, 150°͒ at the same spatial location in opposite hemifields. The left leading function for each location was flipped to coincide with the right and no pair interacted statistically (pϾ0.13 for each comparison͒ indicating the left and right functions for any given leading marker location did not differ. The data for the 30°, 60°, 90°, 120°and 150°leading-marker conditions were therefore collapsed across the hemifield and all further analyses were completed using these collapsed data.
The effect of trailing marker on gap thresholds was different for different leading marker conditions. These differences between curves were demonstrated statistically by an interaction between leading and trailing markers in a 7ϫ18 fully repeated measures analysis of variance ͑ANOVA͒ ͓F(102,204)ϭ6.95, pϽ0.0002͔ on the collapsed data and the 0°and 180°leading marker conditions. For this and all subsequent tests, the H-F correction ͑Huynh and Feldt, 1976͒ for violations of compound symmetry in repeated measures designs was used, unless otherwise specified.
Figures 1-3 present the gap threshold mean data for the three listeners. Each figure presents the data in two forms. In Figs. 1͑A͒, 2͑A͒, and 3͑A͒, gap threshold has been plotted as a function of trailing marker location, separately for the leading marker locations indicated. In Figs. 1͑B͒, 2͑B͒, and 3͑B͒, gap threshold is illustrated in polar plots, in which gap thresholds ͑in ms͒ are plotted along the radius, as a function of trailing marker location, separately for the specified leading marker locations. The three groupings of these functions are based on their visual and statistical similarity. The curves for 60°, 90°, and 120°leading conditions ͑Fig. 1͒ did not interact when tested separately ͓F(34,68)Ͻ1, ns͔, indicating that they did not differ significantly. The two midline-leading conditions, 0°and 180°, also did not interact ͓F(17,34) ϭ1.09, ns͔ indicating they did not differ either in their dependence of gap threshold on trailing marker location ͑Fig. 2͒. Finally, the locations 30°from the midline, 30°and 150°, did not interact ͓F(17,34)ϭ3.31, pϭ0.15͔ and thus did not differ ͑Fig. 3͒. In this final test, the Greenhouse and Geisser ͑1959͒ correction had to be used due to an overly elevated epsilson value. The interaction observed in the omnibus ANOVA was between these three sets of groups. Error bars shown in Figs. 1-3 are the standard error of the three repetitions for each condition calculated separately for each subject and averaged. This measure avoided the inclusion of between-subject magnitude differences which were inconsequential to the pattern of results. In practice, the three listeners had similar absolute within-channel gap thresholds ͑often in the range from 2.1 to 4.0 ms͒, but their between-channel thresholds had ceilings that differed, being in the ranges from 8 to 9 ms, 9 to 10 ms, and 12 to 16 ms, respectively.
In Fig. 1͑A͒ , data are shown for stimulus conditions with leading markers at 60°, 90°and 120°. It is apparent that both the absolute gap thresholds, and the pattern of dependence of gap threshold on the location of the trailing marker, were virtually identical. Gap thresholds were low ͑''withinchannel''͒ when the markers were in the same hemifield, and became elevated when the trailing marker was within about 30°of the midline, reaching asymptotically high values when the trailing marker was 30°or more into the contralateral hemifield. The coincident spatial boundaries associated with low gap thresholds, in the face of widely separated leading markers ͑60°, 90°, 120°͒, indicates that these three leading markers are within a single perceptual channel, and that this channel has borders extending 30°into the contralateral hemifield. Figure 2͑A͒ and ͑B͒ shows the data obtained when the leading markers were in the midsaggital plane ͑not collapsed͒. For both the 0°and 180°leading markers, gap thresholds were at minima when the trailing marker was within 30°of the midline, irrespective of whether the markers were in the same frontal or caudal hemifield. Gap thresholds were elevated for trailing markers in the lateral hemifields, but the absolute maximum values of the thresholds were approximately 30% lower than those seen when leading markers were located deep in the lateral hemifields ͓Fig. 1͑A͒, ͑B͔͒.
Finally, Fig. 3͑A͒ and ͑B͒ presents collapsed data obtained when the leading markers were positioned at 30°and 150°, i.e., 30 degrees from the midsaggital plane. For these conditions, gap thresholds were at minima for all trailing marker locations in the ipsilateral hemifield, and were elevated to maxima only for locations more than 30°into the contralateral hemifield. Note that this asymptotic maximum in the contralateral hemifield is lower than that seen in Fig. 1 for more lateral leading marker locations.
B. A two-channel model for auditory space perception
The similarity of the data for the 60°, 90°, and 120°l eading conditions ͑Fig. 1͒ is important. First, it indicates that it was not simply the eccentricity difference per se in   FIG. 1 . Dependence of gap threshold on trailing marker location, for each of three leading marker locations deep in the lateral hemifields. ͑A͒ Data are presented as a conventional x-y plot, with the parameter being the location of the leading marker. Values plotted are the means of three threshold measurements averaged across each of the three listeners, i.e., a mean of nine thresholds. Error bars are the standard error of the three repetitions for each condition calculated separately for each subject and averaged. ͑B͒ Same data presented as a polar plot, in which gap threshold ͑in ms͒ plotted along the radius, and separate plots for data obtained with the three different leading markers. Gradations along the radius are steps of 2.0 ms. Shading in the polar plot identifies the plots for the data for each leading marker location ͑shown as shaded rectangles to left of plot͒. marker locations which resulted in elevated gap thresholds. Second, as mentioned above, the fact that the spatial boundaries of the ''within-channel'' gap thresholds did not vary over a 60°variation of leading marker locations suggests that those boundaries delimit a single spatial channel for each of the left and right auditory hemifields. Because there was a spatial region associated with intermediate gap thresholds ͑those trailing marker locations р30°from the midline͒, the borders of such hemifield channels must extend about 30°i nto the contralateral hemifield, i.e., the two channels overlap through the midline region of space, and the region of overlap extends to the azimuth where asymptotic gap thresholds were reached. Figure 4͑A͒ depicts the response profiles of the two hypothetical channels, i.e., it shows a plot of the extent to which each channel would be activated by a source located anywhere in the frontal sound field ͑from 90°left to 90°r ight͒. The profiles, based on the data in Fig. 1 , would be mirror symmetric for the caudal hemifield. Note that activation rates are high, and undifferentiated, for sources deep in the lateral hemifields. Activation rates decline in the region spanning Ϯ30°from the midline. Now, we have argued previously that gap thresholds in the between-channel paradigm depend on the extent to which the leading and trailing markers activate the same perceptual channels ͑Phillips et al., 1997; Taylor et al., 1999 ; see also Formby et al., 1998͒ . For the stimuli used in the present study, a ratio of the activation of each channel can be obtained for each combination of azimuths used.
We calculated the proportion of ''representational overlap,'' i.e., the extent to which the two channels were coactivated, for every stimulus pair used, and then plotted our direct measurements of gap threshold as a function of that overlap. To illustrate the percent overlap calculation, consider the case of a leading marker at 30°Left, and a trailing marker at 15°Right. From Fig. 4͑A͒ , the left channel would be activated to 90% and 25% of maximum by the leading and trailing markers, respectively ͑for a 25% overlap͒, and the right channel would be activated to 10% and 75% of maximum ͑10% overlap͒ by the same two markers. The total representational overlap was thus 35% ͑i.e., 25% plus 10%͒.
The data are shown in Fig. 4͑B͒ . We emphasize that the only data contributing to the profiles of the hypothetical channels ͓Fig. 4͑A͔͒ were those of Fig. 1 . In contrast, the gap thresholds plotted in Fig. 4͑B͒ include those obtained in all the stimulus conditions. It is apparent that there is a nearly linear relationship between representational overlap and gap FIG. 3 . Dependence of gap threshold on trailing marker location for each of two leading marker locations 30 degrees from the midsaggital plane. Other details as for Fig. 1.   FIG. 4 . ͑A͒ Model of a two-channel mechanism of sound localization. A left and a right hemifield channel respond at a relatively undifferentiated rate for a broad range of azimuths deep in their own hemifields; their activation rates decline for sources near the midline, to near zero for sources 30 deg into the opposite hemifield. Model is loosely based on the data in Fig. 1 . ͑B͒ Measured gap thresholds ͑from Figs. 1-3͒ plotted as a function of the ''representational overlap'' of the markers, i.e., as a function of the proportion of channel activation common to both markers. Note that the relationship is linear, and that it accounts for more than 80% of the data variance.
threshold. The simple two-channel model accounted for 81% of the variance in all the data.
III. DISCUSSION
Our working hypothesis is that when gap thresholds are at minima, the leading and trailing markers are activating the same perceptual channel ͑or stimulus representation͒, and when gap thresholds are elevated, the two markers are activating channels that are only partially overlapping. Asymptotically high gap thresholds are seen when there is minimal overlap in the neural representations of the stimuli ͑Phillips et al Formby et al., 1998; Taylor et al., 1999͒ . The results with leading markers deep in the lateral hemifields indicate that there is probably one spatial channel serving each lateral hemifield, and that their borders extend about 30°into the contralateral side ͓Fig. 1͑A͒, ͑B͒; Fig. 4͑A͔͒ . The argument is specifically for one spatial channel per hemifield, because a 60°variation in the location of the leading marker ͑60°, 90°, 120°͒ resulted in no difference in the spatial boundaries of the low gap threshold region. The overlapping borders of the left and right hemifield channels are inferred from the left-right, mirror-symmetric trailing marker locations associated with rising gap thresholds ͑which started at locations 30°ipsilateral, and extended 30°into the contralateral hemifield͒. Beyond that, gap thresholds were asymptotically high, indicating minimal representational overlap of the markers, and thus stimulation of separate spatial perceptual channels.
Patterns of gap thresholds for leading markers in the other locations are explicable in terms of the relative activations of the two hemifield channels. For a leading marker located in the midsagittal plane ͑Fig. 2͒, there will always be some representational overlap of the two markers, irrespective of where the trailing marker is located. The activation of the two channels will be most equivalent for trailing markers very close to the midline; the representational overlap will be poorest, but still existent, for trailing marker locations deep in either hemifield. It is for this reason that the functions in Fig. 2 have minima for near-midline locations of the trailing marker, and sub-asymptotic maxima for trailing markers at the lateral poles. When the leading marker is located at the extreme border of one hemifield channel ͑Fig. 3͒, trailing marker locations anywhere within the ipsilateral channel will elicit minimal gap thresholds; and sub-maximal gap thresholds are to be expected when the trailing marker is deep within the contralateral hemifield. Finally, the data are not explicable simply by the angular separation of the markers, because the pattern of gap threshold dependence on trailing marker location varies with the leading marker locus. Thus a fixed separation between the two markers ͑e.g., 60°͒ resulted in low or high gap thresholds, depending on whether the two markers were within a single channel or in different ones.
The low gap thresholds values seen for ''withinchannel'' conditions are consistent with those observed in previous studies ͑Phillips et Formby et al., 1998; Taylor et al., 1999͒ . The ''between-channel'' conditions, where gap thresholds are elevated to asymptotic levels, i.e., trailing locations deep in the hemifield contralateral to 60°, 90°, or 120°leading markers, are in the low end of the range of gap thresholds seen in studies of between-channel gap detection ͑Phillips et al., 1998͒. This is most likely due to experience, since the listeners became highly trained through the course of the study. This practice effect is evident in the small overall improvement in performance seen for the rear leading marker conditions, data for which were obtained after all frontal locations had been completed.
A description of human sound localization mechanisms based on two broadly tuned, hemifield channels is compatible with behavior-lesion evidence in animals which indicates that each side of the auditory forebrain contains a representation of the contralateral auditory hemifield ͑Jenkins and Masterton, 1982; Jenkins and Merzenich, 1984; Kavanagh and Kelly, 1987; Heffner, 1997͒ , and there is some evidence in the neurological literature that this contralaterality of spatial representation may extend to humans beings ͑Sanchez- Longo and Forster, 1958; Heilman and Valenstein, 1972; Zatorre et al., 1995; Phillips, 1995͒ . It gains further support from animal neurophysiological studies in cats ͑Middlebrooks and Pettigrew, 1981; Middlebrooks et al., 1998; Imig et al., 1990; Rajan et al., 1990; Clarey et al., 1995; Brugge et al., 1996͒ and primates ͑Ahissar et al., 1992; Benson et al., 1981͒ in which it has been shown that, of the cortical neurons with spatially restricted receptive fields, most have those receptive fields centered in the contralateral auditory hemifield, their medial borders close to the midsaggital plane, and often extending into the ipsilateral hemifield. The hemifield tuning seen in the present study is also strikingly reminiscent of that of the population-vector model of sound location coding recently described by Eggermont and Mossop ͑1998͒.
To be sure, a minority of central neurons have spatial receptive fields centered on the frontal midline ͑Middle-brooks and Pettigrew, 1981; Wise and Irvine, 1985; Imig et al., 1990; Rajan et al., 1990; Clarey et al., 1995͒, or have binaural input patterns that would underlie such spatial selectivity ͑Kitzes et al., 1980; Phillips and Irvine, 1981͒. However, the present data appear to be explicable without the need to postulate the existence of a midline perceptual channel. In this regard, one independent study ͑Guard et al., 1998͒ suggested that primate sound localization acuity could in principle be based on the relative activities of two ͑left and right͒ populations of neurons with hemifield spatial tuning, again without requiring the postulation of a midline channel.
A further question about the perceptual channels concerns the location in the brain of their neurophysiological substrates. The processing of stimulus information for sound localization is initiated in the auditory brainstem, but the fact that lesions restricted to the auditory cortex ͑e.g., Heffner and Heffner, 1990͒ and, in particular, lesions restricted to the primary field ͑Jenkins and Merzenich, 1984͒, are devastating to localization performance, suggests a cortical site for the neural mechanism͑s͒ tapped in the present study. Now, since most of the cortical cells with restricted spatial receptive fields have those fields located in the contralateral auditory hemifield, it is possible that the neural underpinnings of the left and right perceptual channels reside in the right and left cerebral hemispheres, respectively. However, in each primary auditory cortex, there is also a small population of neurons with receptive fields in ipsilateral auditory space, or which have binaural inputs that would predict ipsilateral receptive fields ͑Rajan et al., 1990; Imig et al., 1990; Phillips and Irvine, 1981͒ . This means that it is possible that each of the two perceptual channels has substrate in both brain hemispheres.
The present data offer a link between the azimuthal tuning of central neurons on the one hand, and behavioral azimuthal acuity on the other. It does so by describing the azimuthal tuning of the perceptual channels used in sound localization. By the present account, the high behavioral spatial acuity seen for near-midline sources ͑Mills, 1972; Middlebrooks and Green, 1991; Recanzone et al., 1998͒ is based on the unique rates of activity in one or both of two broadly tuned spatial channels for each stimulus location within that eccentricity range. In principle, this is not unlike the case of color vision in which three broadly tuned receptor systems provide a basis for the discrimination of thousands or even millions of colors ͑see Goldstein, 1989͒. This kind of system is in marked contrast to that previously described for the auditory nervous systems of barn owls ͑Knudsen and Konishi, 1978͒; in that species, superior localization acuity in a restricted region of auditory space is due to the presence of large numbers of neurons with very small, focal receptive fields in that region.
In contrast, measures of behavioral sound localization acuity in humans have consistently shown poor localization acuity for sources deep in the lateral hemifields. The case is worst for tonal stimuli, which constitute a limiting case for the poverty of information available to the listener ͑see Mills, 1972; Middlebrooks and Green, 1991͒ . For noise stimuli, minimum audible angles at small eccentricities are in the range from 1.3°-1.8°, but closer to 9°-10°for eccentricities of 90°͑Heffner and Heffner, 1988͒. Variability of localization judgements follow the same pattern ͑Makous and Middlebrooks, 1990; Recanzone et al., 1998͒ . This is explicable by the present model in terms of the ambiguity associated with similar activation of a single perceptual channel for locations across at least a 60°span of azimuth ͑60°-120°; Fig. 1͒ . That is, sources widely separated but deep in the lateral hemifields activate the same perceptual channels in a relatively undifferentiated fashion, giving rise to relatively undifferentiated spatial percepts and poor localization acuity.
The present hypothesis would also predict good localization acuity for spatial locations near the rear midline. In practice, this is not always observed ͑Oldfield and Parker, 1984; Makous and Middlebrooks, 1990; Middlebrooks, 1992; Carlile et al., 1997͒. However, typically these studies have required a different behavior to make frontal localization judgements than rear judgments, i.e., subjects were required to turn around to make their response to rear location, thus changing their position from that in which the stimulus was encoded. One previous study using a different methodology showed superior localization acuity for rear locations compared with lateral locations ͑Preibisch-Effenberger, 1966͒. The two-channel model also predicts the front-back confusions in localization that are sometimes seen in human localization studies ͑around 6% of localization judgements: Makous and Middlebrooks, 1990͒; those front and back locations result in equal ratios of channel activation ͑e.g., 15°and 165°͒. The present account has no clear explanation of why front-back reversals are not more common than they are, or why some level of localization ability is possible deep in the lateral hemifields at all ͑see above͒. The listeners in our study reported that they readily formed veridical percepts of front and rear locations during the gap detection task. This is perhaps surprising since our two-channel model itself provides no basis for distinguishing front and back. Presumably, therefore, performance in the present gap-detection paradigm reflects processing at a level prior to the incorporation of the spectral cues that would otherwise resolve the front-back confusions and enable some level of azimuthal discriminations deep in the lateral hemifields.
The present findings also provide insight into other auditory spatial phenomena. First, cocktail party scenarios, in which auditory targets are easier to isolate if they are in different auditory hemifields than auditory distractors ͑Cherry, 1953; Yost et al., 1996͒ , are understandable because the perceptual or attentive systems are provided with the opportunity to exploit the spatial cue if the stimuli are in different hemifields, and thus are activating different spatial perceptual channels. Second, spatial masking phenomena are likely most marked when the signal and masker͑s͒ are in the same auditory hemifield, because there is no spatial channel difference to aid the perceptual processor in the isolation of the stimuli ͑Kidd et al., 1998͒. Further implications of this work extend into the clinical realm. For example, in the school classroom, those children who have perceptual or attentive difficulty with speech discrimination in noise may be able to have that disadvantage partially offset by a seating arrangement that places the instructor and the competing noise source in different auditory hemifields. The importance of the present study is in its description of a perceptual architecture that mediates between the spatial receptive field properties of central neurons and the more high-level perceptual or cognitive phenomena.
