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Abstract
In this paper, a centralized two-block separable optimization is considered for which a fully parallel
primal-dual discrete-time algorithm with fixed step size is derived based on monotone operator splitting
method. In this algorithm, the primal variables are updated in an alternating fashion like Alternating
Direction Method of Multipliers (ADMM). However, unlike existing discrete-time algorithms such as
Method of Multipliers (MM), ADMM, Bi-Alternating Direction Method of Multipliers (BiADMM), and
Primal-Dual Fixed Point (PDFP) algorithms, that all suffer from sequential updates, all primal and dual
variables are updated in parallel in the sense that to update a variable at each time, updated version of
other variable(s) is not required. One of advantages of the proposed algorithm is that its direct extension
to multi-block optimization is still convergent. Then the method is applied to distributed optimization
for which a fully parallel primal-dual distributed algorithm is obtained. Finally, since direct extension of
ADMM may diverge for multi-block optimization, a numerical example of a three-block optimization
is given for which the direct extension of the proposed algorithm is shown to converge to a solution.
I. INTRODUCTION
In this paper, we consider the following two-block decomposable optimization (and its exten-
sion to multi-block optimization) with affine constraint1:
min
x,z
f(x) + g(z)
subject to Ax+Bz = c
(1)
The authors are with the Department of Mechanical Engineering, Clemson University, Clemson, SC, 29634 USA emails:
salavia@clemson.edu, atul@clemson.edu.
1For better comparison between ADMM and our proposed algorithm, we use the same notations for (1) as in [17].
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where x ∈ <n and z ∈ <m are decision variables, f, g are convex functions, and A ∈
<p×n, B ∈ <p×m, c ∈ <p where < denotes the set of all real numbers. The problem (1) has found
applications in many areas of engineering such as signal and image denoising and restoration
[1], compressed sensing [2]- [3], and channel estimation and coding [4]. The research challenge
is how to approach an optimal solution of (1) by translating the original difficult optimization
with respect to primal and dual variables into solving easier problems (unconstrained ones).
Motivated by the seminal Arrow-Hurwicz-Uzawa primal-dual dynamics [5], several researchers
have paid attention to develop primal-dual algorithms to solve (1) [6]- [37]. Note that Arrow-
Hurwicz-Uzawa dynamics has been used for distributed optimization in [6] (see recent Survey
[7] for more references).
Method of Multipliers2 (MM) [8]- [10] is a general-purpose iterative solver for constrained
optimization (1). MM decomposes the original problem into sub-problems that can be solved
easily. MM can handle nonsmoothness of objective functions and generic problem constraints
and has strong convergence guarantees [11]. Although MM has been beneficial, it suffers from
sequential updates. Distributed MM has been investigated by some researchers [12]- [14].
Another iterative solver for (1) is Alternating Direction Method of Multipliers (ADMM)
which was proposed in [15]- [16] (see [17] for more references). Similar to MM, ADMM
decomposes the original problem into sub-problems that can be solved easily. ADMM also can
handle nonsmoothness of objective functions with strong convergence [17]. Unlike MM, primal
variables x and z in ADMM are updated in an alternating fashion that decomposes the updates
of primal variables into easier sub-problems. Although ADMM has been beneficial, extension
of ADMM to multi-block optimization is still a challenging problem since direct extension of
ADMM to multi-block is not necessarily convergent if no further assumption is imposed (see
[18] for details). In this regard, several variants of ADMM have been investigated to overcome
this disadvantage such as 3-block ADMM [19]- [20], Jacobian decomposition of augmented
Lagrangian method with proximal terms [21], and prediction-correction methods [22]. ADMM
and its extensions to multi-block optimization suffer from sequential updates. ADMM has been
extended to distributed case in [23]- [24] for estimation on wireless sensor networks, and some
authors have paid much attention to develop several distributed versions of ADMM [25]- [29],
to cite a few. Recently, Primal-Dual Method of Multipliers, which can be taken as an extension
2Method of Multipliers is also called Augmented Lagrangian Method (ALM) [7].
of ADMM for solving problems over graphs, has been proposed in [30]- [31].
Bi-Alternating Direction Method of Multipliers (BiADMM) [30]- [32] is another iterative
solver for (1). BiADMM iteratively minimizes an augmented bi-conjugate function. Unlike
ADMM that always involves three updates (two primal variables and one dual variable) per
iteration, BiADMM performs either two or three updates per iteration, depending on the func-
tional construction. Similar to MM and ADMM, BiADMM suffers from sequential updates.
Another iterative algorithm to solve (1) is Primal-Dual Fixed Point (PDFP) algorithm. PDFP
algorithm was originally proposed in [33] for separable convex optimization, and some re-
searchers have proposed several PDFP algorithms (see [34]- [35] and references therein). PDFP
algorithm is based on proximal forward-backward splitting and fixed point iterations (see [33]
for details). PDFP algorithms have been extended to multi-block optimization in [36]. Similar
to previous algorithms, PDFP algorithms suffer from sequential updates.
Recently, a unified framework for existing algorithms for centralized separable convex opti-
mization has been proposed in [37], that also requires sequential updates. All aforementioned
algorithms suffer from sequential updates that make them slow in practice. Also applying
forward-backward-forward method [38] to (1) does not yield parallel algorithms (see [38, Sec.
4] for details). Recently, a survey paper [7] considers existing distributed primal-dual algorithms.
Contribution: In this paper, we consider the centralized two-block convex optimization (1). By
Applying forward-reflected-backward method recently proposed in [39], we derive a fully parallel
primal-dual discrete-time algorithm with fixed step size, called Parallel Alternating Direction
Primal-Dual (PADPD) algorithm. In the PADPD algorithm, the two primal variables x and z
are updated in an alternating fashion like ADMM, but all (primal and dual) variables are updated
in parallel in the sense that to update a variable at each time, updated version of other variable(s)
is not needed. One of main advantages of the proposed algorithm for centralized optimization
is that it can be extended directly to any finite multi-block optimization while preserving its
convergence. Then the approach is applied to distributed optimization for which a fully parallel
primal-dual distributed algorithm is obtained.
This paper is organized as follows. In Section II, some preliminaries are given. PADPD
algorithm and its extension to multi-block optimization are derived in Section III. In Section
IV, the method is applied to distributed optimization. Finally, since direct extension of ADMM
diverges for a three-block optimization [18], a numerical example of the three-block optimization
is given for which the direct extension of the proposed algorithm converges.
Notations: < denotes the set of all real numbers. N denotes the set of all natural numbers. ∅
represents the empty set. (.)T represents the transpose of a matrix or a vector. For any vector
z ∈ <n, ‖z‖2 =
√
zT z, and for any matrix Z ∈ <n×n, ‖Z‖2 =
√
λmax(ZTZ) = σmax(Z)
where λmax represents the maximum eigenvalue, and σmax represents the largest singular value.
Sorted in an increasing order with respect to real parts, λ2(Z) represents the second eigenvalue
of a matrix Z. For any matrix Z ∈ <n×n with Z = [zij], ‖Z‖1 = max1≤j≤n{
∑n
i=1 |zij|} and
‖Z‖∞ = max1≤i≤n{
∑n
j=1 |zij|}. col{x1, . . . , xm} := [xT1 , . . . , xTm]T denotes the column vector
stacked with vectors x1, . . . , xm. 0n represents the vectors of dimension n whose elements are
all zero.
II. PRELIMINARIES
A vector v ∈ <n is said to be a stochastic vector when its components vi, i = 1, 2, ..., n, are
non-negative and their sum is equal to 1; a square n × n matrix V is said to be a stochastic
matrix when each row of V is a stochastic vector. A square n×n matrix V is said to be doubly
stochastic when both V and V T are stochastic matrices.
Let H be a real Hilbert space with norm ‖.‖ and inner product 〈., .〉. A mapping H : H −→ H
is said to be K-Lipschitz continuous if there exists a K > 0 such that ‖Hx−Hy‖ ≤ K‖x− y‖
for all x, y ∈ H.
Definition 1: Resolvent of an operator A is defined as JA := (I +A)−1 where I denotes the
Identity operator.
Remark 1 [40]- [41]: If f : H −→ < ∪ {+∞} is a proper closed convex function, the
resolvent of its subdifferential, namely J∂f , is equal to the Moreau’s proximity operator of f
[42], i.e.,
proxf (x) := arg min
z∈H
[f(z) +
1
2
‖z − x‖2].
Definition 2: A multi-valued mapping T : H⇒ H is called monotone operator if 〈x′−y′, x−
y〉 ≥ 0 whenever x′ ∈ T (x), y′ ∈ T (y). It is called maximal monotone if in addition its graph
{(x, x′) : x ∈ H, x′ ∈ T (x)} is not properly contained in the graph of any monotone operator
on H.
Remark 2 [43]: The subdifferential ∂f of a proper closed convex function f(x) is maximal
monotone.
Remark 3 [44]: In a finite dimensional space, weak convergence implies strong convergence.
Lemma 1 [Cor. 2.6] [39]: Let Φ : H ⇒ H be maximally monotone, let H : H −→ H be
monotone and L-Lipschitz, and suppose that (Φ + H)−1(0) 6= ∅. Choose η ∈ (0, 1
2L
). Given
x0, x−1 ∈ H, define the sequence {xk} according to
xk+1 = JηΦ(xk − 2ηH(xk) + ηH(xk−1)), ∀k ∈ N. (2)
Then {xk}∞−1 converges weakly to a point contained in (Φ +H)−1(0).
Lemma 2 [45]: Let M ∈ <m×m. Then ‖M‖2 ≤
√‖M‖1‖M‖∞.
Definition 3: B : H −→ H is β-cocoercive, β > 0, if
〈x− y,B(x)−B(y)〉 ≥ β‖B(x)−B(y)‖2, ∀x, y ∈ H.
Preposition 1 [46, Preps. 6.4.1 and 6.4.2]: Let the optimal value f ∗ of the following opti-
mization be finite
min
x
f(x)
subject to x ∈ C
e′ix− di = 0, i = 1, . . . ,m,
a′jx− bj ≤ 0, j = 1, . . . , r,
(3)
where C ⊆ <n is a nonempty convex set, and the cost function f : C −→ < is convex. If
F := {x ∈ C : e′ix− di = 0, i = 1, . . . ,m, a′jx− bj ≤ 0, j = 1, . . . , r}
contains a relative interior point of C, then the set of geometric multipliers is nonempty.
Preposition 2 [46, Prep. 6.1.2]: Assume that the primal problem (3) has at least one optimal
solution x∗. Then the set of Lagrange multipliers associated with x∗ and the set of geometric
multipliers coincide.
III. CENTRALIZED OPTIMIZATION
A. Two-Block Optimization
Consider optimization (1). The augmented Lagrangian [17] for (1) is
Lρ(x, z, y) := f(x) + g(z) + yT (Ax+Bz − c) + ρ
2
‖Ax+Bz − c‖22 (4)
where ρ > 0 is called the penalty parameter [17], and y is the Lagrange multiplier [47] associated
with the equality constraint in (1). Note that L0 is the standard Lagrangian for the problem (see
[47]).
Now we impose the following assumptions on (1).
Assumption 1: f : <n −→ < ∪ {+∞} and g : <n −→ < ∪ {+∞} are proper, closed, and
convex.
Assumption 1 ensures that the single-valued operators proxf and proxg exist (see Remark 1).
Assumption 2: The standard Lagrangian L0 has a saddle point, namely
max
y∈<p
min
x∈<n,z∈<m
L0(x, z, y) = min
x∈<n,z∈<m
max
y∈<p
L0(x, z, y) (5)
has a solution.
Assumption 2 ensures that the inclusion problem below derived from first order optimality
condition of the (augmented) Lagrangian (4) has a solution.
Now we give the main theorem in this subsection.
Theorem 1: Consider optimization (1) with Assumptions 1 and 2. Let ρ ∈ [0,+∞) and
η ∈ (0, 1
2L
) where ‖Mρ‖2 ≤ L and Mρ is defined in (13). Then starting from any initial points
x0, x−1, z0, z−1, y0, y−1, the sequences {xk}∞−1 and {zk}∞−1 generated by Algorithm 1 converges
to a solution of (1).
Algorithm 1 Parallel Alternating Direction Primal Dual (PADPD) algorithm
xˆk = xk − 2ηATyk − 2ηρATAxk − 2ηρATBzk + ηATyk−1 + ηρATAxk−1 + ηρATBzk−1
+ ηρAT c
zˆk = zk − 2ηBTyk − 2ηρBTAxk − 2ηρBTBzk + ηBTyk−1 + ηρBTAxk−1 + ηρBTBzk−1
+ ηρBT c
xk+1 = arg min
u∈<n
(ηf(u) +
1
2
‖u− xˆk‖22)
zk+1 = arg min
r∈<m
(ηg(r) +
1
2
‖r − zˆk‖22)
yk+1 = yk + 2ηAxk + 2ηBzk − ηAxk−1 − ηBzk−1 − ηc
Proof: Through the first order optimality condition of (5), the saddle point problem (5) can
be formulated as the following inclusion problem:
Find col{x∗, z∗, y∗} such that
0n ∈ ∂f(x∗) + ATy∗ + ρATAx∗ + ρATBz∗ − ρAT c (6)
0m ∈ ∂g(z∗) +BTy∗ + ρBTAx∗ + ρBTBz∗ − ρBT c (7)
0p = −(Ax∗ +Bz∗ − c). (8)
Now we consider the Hilbert spaceH = (<n+m+p, ‖.‖2). The inclusion (6)-(8) can be rewritten
as
0n+m+p ∈ Φ(Π) +H(Π) (9)
where
Π := col{x, z, y} (10)
Φ(Π) := col{∂f(x), ∂g(z), 0p} (11)
H(Π) := MρΠ + Vρ (12)
in which
Mρ :=

ρATA ρATB AT
ρBTA ρBTB BT
−A −B 0p×p
 , (13)
and
Vρ := col{−ρAT c,−ρBT c, c}. (14)
From Assumption 1 and Remark 2, we can conclude that the operator Φ(Π) defined in (11) is
maximally monotone. Since ρ ≥ 0, we obtain
(Π− Π′)T (H(Π)−H(Π′)) ≥ 0, ∀Π,Π′ ∈ H, (15)
which implies that the operator H(Π) defined in (12) is monotone. Since we have not imposed
any assumptions on matrices A and B, simple calculation shows that the operator H(Π) is not
cocoercive (see Definition 3). For example, when ρ = 0, the matrix M0 defined in (13) is skew
symmetric; consequently,
(Π− Π′)T (H(Π)−H(Π′)) = 0, ∀Π,Π′ ∈ H, (16)
which implies that H(Π) is not cocoercive. It is obvious that H(Π) defined in (12) is L-Lipschitz
where ‖Mρ‖2 ≤ L.
Remark 4: It seems that applying forward-backward splitting method [48] to (9) results in a
parallel algorithm. However, the forward-backward method [48] requires H(Π) to be cocoercive
(see Definition 3). We have shown above that H(Π) is not cocoercive. Therefore, we need to
apply modified forward-backward method which does not need cocoercivity assumption such as
[38]. Nevertheless, applying forward-backward-forward method in [38] does not yield a parallel
algorithm (see [38, Sec. 4] for details). Here, we show that applying forward-reflected-backward
method without requiring cocoercivity assumption in [39] results in a fully parallel algorithm.
Remark 5: One may use Lemma 2 to choose
L = max{‖

ρATA
ρBTA
−A
 ‖1, ‖

ρATB
ρBTB
−B
 ‖1, ‖[A,B]‖∞}.
Since the saddle-point problem (5) has a solution, the inclusion problem (6)-(8) has a solution,
i.e., (Φ + H)−1(0) 6= ∅. Therefore, the conditions of Lemma 1 are satisfied, and we can apply
Algorithm (2) given Π0,Π−1 ∈ H, i.e.,
Πk+1 = JηΦ(Πk − 2ηH(Πk) + ηH(Πk−1)). (17)
The sequence {Πk} generated by (17) converges strongly to a point in (Φ + H)−1(0) since H
is finite dimensional (see Lemma 1 and Remark 3). We obtain
Πk − 2ηH(Πk) + ηH(Πk−1) = col{Θ1,k,Θ2,k,Θ3,k} (18)
where
Θ1,k := xk − 2ηATyk − 2ηρATAxk − 2ηρATBzk + ηATyk−1 + ηρATAxk−1 + ηρATBzk−1
+ ηρAT c (19)
Θ2,k := zk − 2ηBTyk − 2ηρBTAxk − 2ηρBTBzk + ηBTyk−1 + ηρBTAxk−1 + ηρBTBzk−1
+ ηρBT c (20)
Θ3,k := yk + 2ηAxk + 2ηBzk − ηc− ηAxk−1 − ηBzk−1. (21)
We also have
JηΦ(Π) =

arg min
u∈<n
(ηf(u) +
1
2
‖u− x‖22)
arg min
r∈<m
(ηg(r) +
1
2
‖r − z‖22)
0p
 (22)
which exists by Assumption 1. From (17)-(22) we obtain Algorithm 1. We call Algorithm
1 Parallel Alternating Direction Primal Dual (PADPD) algorithm since primal variables are
updated in alternating fashion, and updates of all primal and dual variables are performed in
parallel. This completes the proof of Theorem 1.
A particular interest is for standard Lagrangian L0 defined in (4). In this case, we have the
following corollary.
Corollary 1: Consider optimization (1) with Assumptions 1 and 2. Let η ∈ (0, 1
2L
) where
‖M0‖2 ≤ L, and M0 is defined in (13). Then starting from any initial points x0, x−1, z0, z−1, y0, y−1,
the sequences {xk}∞−1 and {zk}∞−1 generated by Algorithm 2 converges to a solution of (1).
Algorithm 2
xˆk = xk − 2ηATyk + ηATyk−1
zˆk = zk − 2ηBTyk + ηBTyk−1
xk+1 = arg min
u∈<n
(ηf(u) +
1
2
‖u− xˆk‖22)
zk+1 = arg min
r∈<m
(ηg(r) +
1
2
‖r − zˆk‖22)
yk+1 = yk + 2ηAxk + 2ηBzk − ηAxk−1 − ηBzk−1 − ηc
B. Extension to Multi-Block Optimization
min
xi,i=1,...,q
q∑
i=1
fi(xi)
subject to
q∑
i=1
Aixi = c
(23)
where xi ∈ <ni , ni ∈ N, are decision variables, fi are convex functions, and Ai ∈ <p×ni , i =
1, . . . , q, q ∈ N.
The augmented Lagrangian [17] for (23) is
Lρ(x1, . . . , xq, y) :=
q∑
i=1
fi(xi) + y
T (
q∑
i=1
Aixi − c) + ρ
2
‖
q∑
i=1
Aixi − c‖22 (24)
where ρ > 0 is the penalty parameter [17], and y is the Lagrange multiplier [47] associated
with the equality constraint in (23). L0 is the standard Lagrangian for the problem (see [47]).
We impose the following assumptions on (23).
Assumption 3: fi : <ni −→ < ∪ {+∞}, i = 1, . . . , q, are proper, closed, and convex.
Assumption 3 ensures that the single-valued operators proxfi , i = 1, . . . ,m, exist (see Remark
1).
Assumption 4: The standard Lagrangian L0 has a saddle point, i.e.,
max
y∈<p
min
xi∈<ni ,i=1,...,q
L0(x1, . . . , xq, y) = min
xi∈<ni ,i=1,...,q
max
y∈<p
L0(x1, . . . , xq, y)
(25)
has a solution.
Assumption 4 ensures that the inclusion problem below derived from first order optimality
condition of the (augmented) Lagrangian (24) has a solution.
Algorithm 3 Parallel Alternating Direction Primal Dual (PADPD) Algorithm for Multi-Block
Optimization (23)
xˆ1,k = x1,k − 2ηAT1 yk − 2ηρ
q∑
j=1
AT1Ajxj,k + ηA
T
1 yk−1 + ηρ
q∑
j=1
AT1Ajxj,k−1 + ρA
T
1 c
...
xˆi,k = xi,k − 2ηATi yk − 2ηρ
q∑
j=1
ATi Ajxj,k + ηA
T
i yk−1 + ηρ
q∑
j=1
ATi Ajxj,k−1 + ρA
T
i c
...
xˆq,k = xq,k − 2ηATq yk − 2ηρ
q∑
j=1
ATq Ajxj,k + ηA
T
q yk−1 + ηρ
q∑
j=1
ATq Ajxj,k−1 + ρA
T
q c
x1,k+1 = arg min
u1∈<n1
(ηf1(u1) +
1
2
‖u1 − xˆ1,k‖22)
...
xi,k+1 = arg min
ui∈<ni
(ηfi(ui) +
1
2
‖ui − xˆi,k‖22)
...
xq,k+1 = arg min
uq∈<nq
(ηfq(uq) +
1
2
‖uq − xˆq,k‖22)
yk+1 = yk + 2η
q∑
i=1
Aixi,k − η
q∑
i=1
Aixi,k−1 − ηc
Theorem 2: Consider optimization (23) with Assumptions 3 and 4. Let ρ ∈ [0,+∞) and
η ∈ (0, 1
2L˜
) where ‖M˜ρ‖2 ≤ L˜ and M˜ρ is defined in (34). Then starting from any initial points
x1,0, x1,−1, . . . , xq,0, xq,−1, y0, y−1, the sequences {xi,k}∞−1, i = 1, . . . , q, generated by Algorithm
3 converge to a solution of (23).
Proof: Through the first optimality condition of (25), the saddle point problem (25) can be
formulated as the following inclusion problem:
Find col{x∗1, . . . , x∗q, y∗} such that
0n1 ∈ ∂f1(x∗1) + AT1 y∗ + ρ
q∑
j=1
AT1Ajx
∗
j − ρAT1 c (26)
0n2 ∈ ∂f2(x∗2) + AT2 y∗ + ρ
q∑
j=1
AT2Ajx
∗
j − ρAT2 c (27)
...
0ni ∈ ∂fi(x∗i ) + ATi y∗ + ρ
q∑
j=1
ATi Ajx
∗
j − ρATi c (28)
...
0p = −(
q∑
i=1
Aixi − c). (29)
Now we consider the Hilbert space H˜ = (<p+∑qi=1 ni , ‖.‖2). The inclusion (26)-(29) can be
rewritten as
0<p+
∑q
i=1
ni
∈ Φ˜(Π˜) + H˜(Π˜) (30)
where
Π˜ := col{x1, . . . , xm, y} (31)
Φ˜(Π˜) := col{∂f1(x1), . . . , ∂fq(xq), 0p} (32)
H˜(Π˜) := M˜ρΠ˜ + V˜ρ (33)
in which
M˜ρ :=

ρAT1A1 ρA
T
1A2 . . . ρA
T
1Aq A
T
1
ρAT2A1 ρA
T
2A2 . . . ρA
T
2Aq A
T
2
...
... . . .
...
...
ρATq A1 ρA
T
q A2 . . . ρA
T
q Aq A
T
q
−A1 −A2 . . . −Aq 0p×p

, (34)
and
V˜ρ := col{−ρAT1 c,−ρAT2 c, . . . ,−ρATq c, c}. (35)
From Assumption 3 and Remark 2, we conclude that the operator Φ˜(Π˜) defined in (32) is
maximally monotone. Since ρ ≥ 0, we obtain
(Π˜− Π˜′)T (H˜(Π˜)− H˜(Π˜′)) ≥ 0, ∀Π˜, Π˜′ ∈ H˜, (36)
which implies that the operator H˜(Π˜) defined in (33) is monotone. Since we have not imposed
any assumptions on matrices Ai, i = 1 . . . ,m, one can show that the operator H˜(Π˜) is not
cocoercive (see Definition 3). It is obvious that H˜(Π˜) defined in (33) is L˜-Lipschitz where
‖M˜ρ‖2 ≤ L˜.
Remark 6: One may use Lemma 2 to choose
L˜ = max{‖

ρAT1A1
ρAT2A1
...
ρATq A1
−A1

‖1, ‖

ρAT1A2
ρAT2A2
...
ρATq A2
−A2

‖1, . . . , ‖

ρAT1Aq
ρAT2Aq
...
ρATq Aq
−Aq

‖1, ‖[A1, A2, . . . , Aq]‖∞}.
Since the saddle-point problem (25) has a solution, the inclusion problem (26)-(29) has a
solution, i.e., (Φ˜ + H˜)−1(0) 6= ∅. Therefore, the conditions of Lemma 1 are satisfied, and we
can apply Algorithm (2) given Π˜0, Π˜−1 ∈ H˜, i.e.,
Π˜k+1 = JηΦ˜(Π˜k − 2ηH˜(Π˜k) + ηH˜(Π˜k−1)). (37)
The sequence {Π˜k} generated by (37) converges strongly to a point in (Φ˜ + H˜)−1(0) since H˜
is finite dimensional (see Lemma 1 and Remark 3). We obtain
Π˜k − 2ηH˜(Π˜k) + ηH˜(Π˜k−1) =
col{Θ˜1,k, . . . , Θ˜i,k, . . . , Θ˜q+1,k} (38)
where
Θ˜1,k := x1,k − 2ηAT1 yk − 2ηρ
q∑
j=1
AT1Ajxj,k + ηA
T
1 yk−1 + ηρ
q∑
j=1
AT1Ajxj,k−1 + ρA
T
1 c (39)
...
Θ˜i,k := xi,k − 2ηATi yk − 2ηρ
q∑
j=1
ATi Ajxj,k + ηA
T
i yk−1 + ηρ
q∑
j=1
ATi Ajxj,k−1 + ρA
T
i c (40)
...
Θ˜q+1,k := yk + 2η
q∑
i=1
Aixi,k − η
q∑
i=1
Aixi,k−1 − ηc. (41)
We have that
JηΦ˜(Π˜) =

arg min
u1∈<n1
(ηf1(u1) +
1
2
‖u1 − x1‖22)
...
arg min
uq∈<nq
(ηfq(uq) +
1
2
‖uq − xq‖22)
0p

(42)
which exists by Assumption 3. From (37)-(42) we obtain Algorithm 3. Thus the proof of Theorem
2 is complete.
A particular interest is for standard Lagrangian L0 defined in (24). In this case, we have the
following corollary.
Corollary 2: Consider optimization (23) with Assumptions 3 and 4. Let η ∈ (0, 1
2L˜
) where
‖M˜0‖2 ≤ L˜ and M˜0 is defined in (34). Then starting from any initial points x1,0, x1,−1, . . . ,
xq,0, xq,−1, y0, y−1, the sequences {xi,k}∞−1, i = 1, . . . ,m, generated by Algorithm 4 converge to
a solution of (23).
IV. DISTRIBUTED OPTIMIZATION
Now we consider a network model for the distributed optimization considered below. A
network of m ∈ N nodes labeled by the set V = {1, 2, ...,m} is considered. The topology
of the interconnections among nodes is fixed G = (V , E) where E is the unordered edge set
E ⊆ V × V . We write Ni for the labels of agent i’s neighbors. We define the weighted graph
matrix W = [Wij] with Wij = aij for j ∈ Ni ∪ {i}, and Wij = 0 otherwise, where aij > 0 is
the scalar constant weight that agent i assigns to the information xj received from agent j.
Algorithm 4
xˆ1,k = x1,k − 2ηAT1 yk + ηAT1 yk−1
...
xˆi,k = xi,k − 2ηATi yk + ηATi yk−1
...
xˆq,k = xq,k − 2ηATq yk + ηATq yk−1
x1,k+1 = arg min
u1∈<n1
(ηf1(u1) +
1
2
‖u1 − xˆ1,k‖22)
...
xi,k+1 = arg min
ui∈<ni
(ηfi(ui) +
1
2
‖ui − xˆi,k‖22)
...
xq,k+1 = arg min
uq∈<nq
(ηfq(uq) +
1
2
‖uq − xˆq,k‖22)
yk+1 = yk + 2η
q∑
i=1
Aixi,k − η
q∑
i=1
Aixi,k−1 − ηc
Now we define the distributed optimization problem as follows: for each node i ∈ V , we
associate a private convex cost function fi : <n −→ < which is known to node i. The objective
of each agent is to collaboratively seek the solution of the following optimization problem using
local information exchange with the neighbors:
min
s
m∑
i=1
fi(s)
where s ∈ <n. We assume that there is no communication delay or noise in delivering a message
from agent j to agent i.
The full formulation of the above distributed optimization problem is as follows:
min
x
f(x) :=
m∑
i=1
fi(xi)
subject to x1 = x2 = ... = xm
(43)
where x = [xT1 , ..., x
T
m]
T , xi ∈ <n, i = 1, 2, ...,m, fi : <n −→ < is a private cost function known
to node i, and the constraint is achieved through interactions with neighbors.
Now we impose the following assumptions on (43).
Assumption 5: The solution set X ∗ of optimization (43) is nonempty.
Assumption 6: The cost functions fi : <n −→ <, i = 1, . . . ,m, are convex.
Assumptions 5-6 imply that the solution set of (43) is nonempty, closed, and convex. Under
Assumption 6, strong duality [47] holds for (43) and its Lagrange’s dual problem (by Weak
Slater’s condition). Moreover, under Assumptions 5-6, the conditions of Preposition 1 are satis-
fied, and we can guarantee the existence of a Lagrange multiplier associated with s∗ ∈ X ∗ by
Preposition 2 since (43) is a special case of (3). Note that Assumption 1 is satisfied, for example,
if the cost functions fi satisfy some growth conditions.
Now we impose the following assumptions on the weighted matrix of the graph.
Assumption 7: W =WT and W1m = 1m.
Assumption 7 implies that the links in the graph are undirected, and the weighted matrix of
the graph is doubly stochastic.
Assumption 8 [49]- [50]: The graph is connected, i.e., λ2(Im −W) > 0.
Assumption 8 ensures that the information sent from each node will be finally obtained by
every other node through a path.
Now, a solution to (43) under Assumptions 7-8 can be obtained by solving the following
problem:
min
x
f(x) :=
m∑
i=1
fi(xi)
subject to Wx = x
(44)
where W = W ⊗ In. The proof that a solution to (44) provides a solution to (43) is given in
[50, App. B]. Now we have the following corollary for distributed optimization (44).
Corollary 3: Consider distributed optimization (44) with Assumptions 5-8. Let η ∈ (0, 1
4
).
Then starting from any initial points xi,0, xi,−1, i = 1, . . . ,m, the sequences {xi,k}∞−1 generated
by Algorithm 5 converge to a solution of (43).
Remark 7: It is obvious that choosing the parameter η in Corollary 3 does not require structure
of the graph or any global information.
Algorithm 5
xˆi,k = xi,k + (ηyi,k−1 − 2ηyi,k)−
∑
j∈Ni∪{i}
Wij(ηyj,k−1 − 2ηyj,k)
xi,k+1 = arg min
ui∈<n
(ηfi(ui) +
1
2
‖ui − xˆi,k‖22)
yi,k+1 = yi,k + (2ηxi,k − ηxi,k−1)−
∑
j∈Ni∪{i}
Wij(2ηxj,k − ηxj,k−1)
Proof of Corollary 3: It is clear that optimization (44) is of the form (1). Hence, we can
apply Corollary 1 once its conditions are satisfied. By Assumptions 5-6, a Lagrange multiplier
associated with a solution of (44) exists from Prepositions 1-2. Therefore, Assumptions 1-2 are
satisfied. Hence, the conditions of Corollary 1 are satisfied, and we can apply Algorithm 2 for
the above distributed optimization problem. By the fact that
‖Imn −W‖∞ ≤ 2 and ‖Imn −W‖1 ≤ 2
(see Assumption 7), we obtain from Lemma 2 that
‖M0‖22 ≤ ‖M0‖1‖M0‖∞ = 4 ⇒ L = 2.
Algorithm 2 reduces to the following distributed algorithm:
xˆk = xk − 2η(Imn −W )yk + η(Imn −W )yk−1
xk+1 = arg min
u∈<mn
(ηf(u) +
1
2
‖u− xˆk‖22)
yk+1 = yk + 2η(Imn −W )xk − η(Imn −W )xk−1
The above algorithm is in a compact form and can be viewed as Algorithm 5 based on local
information for each agent i. Thus the proof of Corollary 3 is complete.
V. NUMERICAL EXAMPLE
We give the following example where the direct extension algorithm of ADMM is divergent,
but Algorithm 3 can converge to a solution of the problem.
Example 1: Consider the following three-block optimization [18, Rem. 3.2]:
min
1
2
x21
subject to

1 1
1 1
1 1

x1
x2
+

1
1
2
x3 +

1
2
2
x4 = 0.
(45)
Optimization (45) has a unique optimal solution x1 = x2 = x3 = x4 = 0 for which the
optimal value is finite. Consequently, the conditions of Prepositions 1 and 2 are satisfied, and
we can guarantee existence of Lagrange multiplier associated with the unique solution. Therefore,
Assumption 4 is satisfied. Hence, conditions of Theorem 2 are satisfied.
It has been shown analytically in [18] that direct extension of ADMM for (45) diverges for any
ρ > 0 in augmented Lagrangian (24) and any initial conditions. Now we simulate Algorithm
3 where ρ = 1 and Algorithm 4 (which is Algorithm 3 where ρ = 0) and show that the
sequences generated by the algorithms converge to the solution of (45) by selecting random
initial conditions.
Here, we have that
A1 =

1 1
1 1
1 1
 , A2 =

1
1
2
 , A3 =

1
2
2
 , c = 03,
f1(x1, x2) =
1
2
x21, f2(x3) = 0, f3(x4) = 0.
Hence, Algorithm 3 reduces to the following algorithm:x1,k+1
x2,k+1
 =
 11+η 0
0 1
 [
1− 6ηρ −6ηρ
−6ηρ 1− 6ηρ
x1,k
x2,k
− 2η
1 1 1
1 1 1
 yk − 2ηρ
4
4
x3,k
− 2ηρ
5
5
x4,k + η
1 1 1
1 1 1
 yk−1 + ηρ
3 3
3 3
x1,k−1
x2,k−1
+ ηρ
4
4
x3,k−1
+ ηρ
5
5
x4,k−1] (46)
x3,k+1 = (1− 12ηρ)x3,k − 2η
(
1 1 2
)
yk − 2ηρ
(
4 4
)x1,k
x2,k
− 14ηρx4,k
+ η
(
1 1 2
)
yk−1 + ηρ
(
4 4
)x1,k−1
x2,k−1
+ 6ηρx3,k−1 + 7ηρx4,k−1 (47)
x4,k+1 = (1− 18ηρ)x4,k − 2η
(
1 2 2
)
yk − 2ηρ
(
5 5
)x1,k
x2,k
− 14ηρx3,k
+ η
(
1 2 2
)
yk−1 + ηρ
(
5 5
)x1,k−1
x2,k−1
+ 7ηρx3,k−1 + 9ηρx4,k−1 (48)
yk+1 = yk + 2η

1 1
1 1
1 1

x1,k
x2,k
+ 2η

1
1
2
x3,k + 2η

1
2
2
x4,k − η

1 1
1 1
1 1

x1,k−1
x2,k−1

− η

1
1
2
x3,k−1 − η

1
2
2
x4,k−1. (49)
Fig. 1. Top: Variables x1,k, x2,k, x3,k, and x4,k of Algorithm (46)-(49) where ρ = 1. The result shows that the variables are
approaching the origin. Bottom: The error ek = ‖[x1,k, x2,k, x3,k, x4,k]‖2. The result shows that the error is converging to zero.
We use MATLAB software for simulation. First, we set ρ = 1 in Algorithm (46)-(49) and
calculate ‖M˜1‖2 = 21.3217. Hence, we select η = 150 . The result obtained by the algorithm is
given in Figure 1. Finally, we set ρ = 0 in Algorithm (46)-(49) (to obtain Algorithm 4) and
calculate ‖M˜0‖2 = 4.5129. Hence, we select η = 0.1. The result obtained by the algorithm is
given in Figure 2. The results in both figures show that the sequences {x1,k}, {x2,k}, {x3,k}, and
{x4,k} generated by Algorithms 3 and 4 converge to the solution of (45).
Fig. 2. Top: Variables x1,k, x2,k, x3,k, and x4,k of Algorithm (46)-(49) where ρ = 0. The result shows that the variables are
approaching the origin. Bottom: The error ek = ‖[x1,k, x2,k, x3,k, x4,k]‖2. The result shows that the error is converging to zero.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we consider a centralized two-block separable optimization for which we
derive a fully parallel primal-dual discrete-time algorithm based on monotone operator splitting
method. In this algorithm, the primal variables are updated in an alternating fashion like ADMM.
However, unlike existing discrete-time algorithms such as MM, ADMM, BiADMM, and PDFP
algorithms, that all suffer from sequential updates, all primal and dual variables are updated in
parallel. One of advantages of the proposed algorithm is that it can be directly extended to any
finite multi-block optimization while preserving its convergence. Then the method is applied
to distributed optimization to derive a fully parallel primal dual distributed algorithm. Finally,
a numerical example of a three-block optimization is given for which the direct extension of
proposed algorithm is shown to converge to a solution, whereas the direct extension of ADMM
diverges for any choice of ρ > 0 and any initial conditions. Rate of convergence of the proposed
algorithms remains a topic of future research.
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