Abstract. The emergence of affordable depth cameras has enabled significant advances in human segmentation and pose estimation in recent years. While it leads to impressive results in many tasks, the use of infrared cameras have their drawbacks, in particular the fact that they don't work in direct sunlight. One alternative is to use a stereo pair of cameras to produce a disparity space image. In this work, we propose a robust method of using a disparity space image to create a prior for human segmentation. This new prior leads to greatly improved segmentation results; it can be applied to any task where a stereo pair of cameras is available, and segmentation results are desired. As an application, we show how the prior can be inserted into a dual decomposition formulation for stereo, segmentation and human pose estimation.
Introduction
Over the past few years, depth cameras have emerged as a valuable tool to aid segmentation and pose estimation, especially of humans. The Microsoft Kinect [13] is one such camera, which uses an infra-red sensor to produce a 16-bit depth image. Given this depth image, the tasks of segmenting and estimating the pose of the human body become easier. Shotton et al. [18] use segmentation as an initial step towards pose estimation. The depth values within the segmented body shape are used to build a set of simple features, which are then used as weak classifiers. The skeleton classification is performed using a randomized forest of decision trees [4] .
One drawback of using infra-red sensors is that they fail in outdoor scenes due to IR interference from sunlight, and therefore can not be used for pedestrian detection. An alternative approach, which we follow in this work, is to use a stereo pair of cameras to build the depth image.
In this paper, we show how a high-quality segmentation result can be obtained directly from the disparity map. In object segmentation, the goal is to obtain a binary labelling of an image, showing which pixels belong to the object of interest. This object will generally occupy a continuous region of the scene, and the depth of the object will be smooth within this region. In contrast, the background region tends to have a different depth.
This property motivates our method of generating a segmentation prior: after finding a small set of seed pixels which have high probability of belonging to the foreground object, we use a flood fill algorithm to find a continuous region of the image which has a smooth disparity. As shown in Fig. 1 , a flood fill prior can generate promising human segmentations by itself. This result can be improved further by unifying the tasks of stereo, segmentation and human pose estimation. For this, we use dual decomposition, building on the framework of [17] to include range moves for stereo [9] , and the flood fill prior for segmentation.
The main contributions of this paper are twofold: first, we demonstrate how a disparity map can be used to form a robust prior for segmentation. Secondly, we show how this prior can be applied to greatly improve the segmentation results of our previous work [17] . The paper is structured as follows: we summarize related work in the next section, describing the range expansion formulation. Then, the flood fill prior is introduced in Section 3. The framework of [17] , and our modifications to it, are shown in Section 4. Experimental results follow in Section 5, and concluding remarks are given in Section 6.
Related work

Segmentation priors
The use of priors for segmentation has made a significant difference for a variety of computer vision problems in recent years. Many of these approaches can be traced back to the introduction of GrabCut [15] , an interactive method in which the user specifies a rectangular region of interest, and then the foreground region is refined based on that region using graph cuts. Larlus and Jurie [12] used a similar approach, using object detection to supply bounding boxes and thus automate the process. More sophisticated priors have been used in works such as ObjCut and PoseCut, which use the output of object detection and pose estimation algorithms respectively to provide a shape prior term [3, 8] .
Lower-level priors are used by Gulshan et al. [6] , who formulate the task of segmenting humans as a learning problem, using linear classifiers to predict segmentation masks from HOG descriptors. Ladický et al. [11] showed how multiple such features and priors can be combined, avoiding the need to make an a priori decision of which is most appropriate. Their Associative Hierarchical Random Field (AHRF) model has demonstrated state of the art results for several semantic segmentation problems.
In this paper, we use the intuition that foreground objects will occupy a continuous region of 3D space, and will therefore exist within a smooth range of depth values. Given the bijective relation between depth and disparity, we show how disparity can be used as a discriminative tool to aid segmentation, and propose a novel segmentation prior based on the disparity map produced by a stereo correspondence algorithm.
Stereo correspondence algorithms
A plethora of stereo correspondence algorithms have been developed over the years; an excellent review of earlier methods was given in Scharstein and Szeliski [16] . Kolmogorov et al. [7] propose adaptations of dynamic programming and graph cuts in order to solve a simplified form of the stereo correspondence problem. They are interested in real-time foreground-background segmentation of video sequences, and achieve decent results without any explicit notion of temporal consistency, so their algorithm is not susceptible to drift-related problems.
In a similar vein, Criminisi et al. [5] use a four-state dynamic programming approach to eliminate some of the more visible errors in new view synthesis, which can suffer from problems like "halo" artifacts, where a narrow area surrounding an object is mistakenly classified as foreground. However, their approach relies on background models that assume a quasi-static background, which we can not count on in the general case.
In this paper, we follow the approach of Kumar et al. [9] , who proposed an efficient way to solve the stereo correspondence problem using graph cuts. They note that the disparity labels form a discrete range of possible values, and that therefore the stereo correspondence problem is suitable for the application of range moves. A range move is a move making approach where rather than only considering one or two labels at each iteration, a range of several possible values are considered. Kumar et al. define two different range move formulations; the one we use in this paper is range expansion. In a single range expansion move, each pixel can either keep its old label, or choose from a range of consecutive labels -in this case, disparity values.
Range moves
Given a stereo pair of images L and R, our aim is to solve the stereo correspondence problem by finding a disparity image. In order to solve this problem via graph cuts, we construct a set of pixels P = {p 1 , p 2 , . . . , p N }, and a set of disparity labels D = {0, 1, . . . , M − 1}. A solution obtained via graph cuts is referred to as a labelling z, where each pixel variable p i is assigned a label d(p i ) ∈ D. The set of possible labellings is referred to as the label space.
Move-making algorithms find a local minimum solution to a graph cut problem by making a series of "moves" in the label space, where each move is governed by a set of specific rules. One of the more popular moves is α-expansion [2], where each variable can either retain its current label, or change its label to α. When the set of labels is ordered (as D is), it is possible to efficiently obtain a local minimum by considering a range of labels rather than just one. This can be done by using the range expansion algorithm, as proposed by Kumar et al. [9] . At each iteration m of the range expansion algorithm, let z m be the current labelling of pixels; each pixel p i has a disparity label d m (p i ). We consider an interval I m of labels, where I m = {α m , α m + 1, . . . , β m } The option is provided for each pixel to either keep its current label
Formally, we find a labelling z m+1 satisfying:
where f D is the energy function of the stereo correspondence problem, with unary potentials θ D , pairwise potentials φ D , and weight parameters γ 1 and γ 2 :
where C is the set of neighboring pairs of pixels in P , and φ is the L 2 norm on the depth difference.
To minimize this energy function, we follow the formulation of [9] , using γ 1 · θ D for the unary potentials, and γ 2 · φ (pi,pj ) for the pairwise potentials (full details are not included here due to space constraints, but can be found in the supplementary material). An example of a sequence of range move iterations is shown in Fig. 2 .
Flood fill prior
After using range expansions to find the disparity map, we apply a flood fill to generate a prior for human segmentation. Flood fill is an algorithm that, given Algorithm 1 Generic flood fill algorithm for an image I of size W × H.
Input: non-empty list S of seed pixels initialize a zero-valued matrix F of size W × H; empty queue of new ranges R for all seeds s = (sx, sy) ∈ S do (F, xmin, xmax) ← doLinearFill(F, sx, sy) if xmin < xmax then add (xmin, xmax, y) to back of queue R end if
xmin, xmax, y + 1) end if end while end for return F a list of seeds, fills connected parts of a multidimensional array, e.g. an image, with a given label. Starting with two pixels which have a high probability of belonging to the human, we find a continuous region of the image which has a smooth disparity. This region is specified by a binary image F .
The flood fill algorithm is a standard method that has many applications: for example, it can be used for bucket filling in graphics editors such as GIMP or Microsoft Paint; a memory-efficient version is given in general form in Algorithm 1. The function doLinearFill(F, s x , s y ) finds the largest range (x min , x max ), where x min ≤ s x ≤ x max , such that for all x, x + 1 within the range, |I(x, s y ) − I(x + 1, s y )| < . In other words, it finds the largest smooth horizontal region of the image containing (s x , s y ).
The function multiLinearFill(F, x min , x max , y) executes doLinearFill starting from each pixel (x, y) where x min ≤ x ≤ x max , provided F (x, y) = 0, i.e. (x, y) has not already been filled by the algorithm. Each execution of doLinearFill generates a new range (x min , x max ); if x min < x max , then (x min , x max , y) is added to R. Pseudocode for the algorithm is given in the supplementary material.
We use the flood fill algorithm to generate a segmentation of the human from the disparity map. We run the pose estimation algorithm of Yang and Ramanan [19] on the original RGB image, and then use the endpoints of the top-ranked torso estimate as seeds.
To determine whether a value I(x, y) matches its neighbor I(x + δx, y + δy) (where |δx| + |δy| = 1), we consider the difference between the two values; the pair of values match if the difference is below a preset threshold.
If the person is fully visible, then we will also be able to see the point where their feet touch the floor. At this point, the disparity value of the floor is often very similar to the disparity value of the foot, and so it is possible for the segmentation prior to 'leak' on to the floor. In order to prevent this, we estimate the position of the floor plane.
The disparity d of a pixel p i has an inverse relation to its depth z,
where b is the baseline (the distance between the camera centres) of the stereo camera, and f x and f y are the focal lengths in x and y respectively (diagonal elements of the camera matrix).
Once we have the depth z, the real-world height can be obtained via a projective transformation. We also know that the camera is parallel to the floor plane, and we know its height above the ground at capture time, so by thresholding the height values, we can obtain an estimate for the floor plane. A typical flood fill prior is shown in Fig. 1 .
Application: human segmentation
Here, we discuss the framework of our previous work [17] . The objective is to minimize an energy function which consists of five terms: three representing the distinct problems that the function unifies (i.e. stereo correspondence, segmentation, and pose estimation), and two joining terms, which encourage consistency between the solutions of these problems. As input, we have a stereo pair of images L and R. The parts-based pose estimation algorithm of Yang and Ramanan [19] is used as a preprocessing step to obtain a number N E of proposals for K = 10 body parts: head, torso, and two for each of the four limbs. For each part i, each proposal j consists of a pair of image co-ordinates, representing the endpoints of the limb (or skull, or spine).
Original formulation
The approach is formulated as a conditional random field (CRF), with two sets of random variables. The set P = {p 1 , p 2 , . . . , p N } represents the image pixels; in addition to a disparity label from the multi-class label set D defined in Section 2.3, each pixel p i is given a binary segmentation label s(p i ) from S = {0, 1}. The set B = {B 1 , B 2 , . . . , B K } represents the body parts; labels are assigned to each part from the multi-class label set B. Any possible assignment of labels to these variables is called a labelling, and denoted by z. The energy of a labelling is written as:
with each term containing weights γ i ∈ R + . In order to utilize range moves and apply the new flood fill prior, we need to make some amendments to the formulation given in [17] . We modify three of the terms: f D , which gives the cost of the disparity label assignment {d(p i )} N i=1 ; f S , which gives the cost of the segmentation label assignment {s(p i )} N i=1 ; and f SD , which unifies the two. We now describe in turn each of the terms in Eq. (4), along with our modifications to these terms. For clarity, the terms as they appeared in [17] will be denoted f * , while our new functions will be denoted g * . Weights carried over from the original formulation will be denoted γ * (with the same index), while new weights will be denoted w * .
Stereo term f D
f D (z) represented the energy of the disparity map. In [17] , the energy was simply given in terms of a cost volume θ D , which for each pixel p i , specified the cost of assigning a disparity label d(p i ). This cost incorporated gradient in the xdirection, so a pairwise term was not added:
In order to apply range moves, we introduce a truncated pairwise term to formalize the notion that adjacent pixels should have similar disparities. After the k th iteration, denote by d k (p i ) the labelling of pixel p i . We define C to be the set of pairs of neighboring pixels (p i , p j ). Given a labelling z, the pairwise cost associated with a pair of pixels (p i , p j ) ∈ C is:
The overall energy of the labelling is:
4.3 Segmentation terms f S and f SD f S (z) gave the segmentation energy. The part estimates obtained from Yang and Ramanan's algorithm were used to create a foreground weight map W F , from which Gaussian Mixture Models based on RGB values were fitted for the foreground and background respectively, built using the Orchard-Bouman clustering algorithm [14] . These were used to obtain unary costs θ F and θ B of assigning each pixel to foreground and background respectively. Additionally, a pairwise cost φ S was included to penalize the case where adjacent pixels are assigned to different labels:
where:
f SD (z) was a cost function that penalized the case where pixels with high disparity were assigned to foreground, contrary to the notion that the foreground object is in front of the background. Using the foreground weight map W F defined above, a set F of pixels with a high probability of being foreground was obtained, from which we the expected foreground disparity E F was calculated. Background pixels with disparity greater than E F + ξ, where ξ is a non-negative slack variable, were then penalized:
We find that a flood fill prior proves to be much more reliable in discriminating between high-disparity pixels that belong to the object, and those far from the object. Therefore, we replace f SD with a flood fill-based term. Define F = {ρ k (p i ) : p i ∈ P } to be the flood fill prior at iteration k. We can penalize disagreements between F and the segmentation s using a Hamming distance between this prior and the current segmentation mask:
where γ SD is again a preset weighting term. f SD now depends only on the flood fill prior and the segmentation. Since the flood fill prior at each iteration is fixed, we can merge the two terms f SD and f S , with the former being subsumed by the unary segmentation potential. This becomes:
where θ F and θ B are as defined in Eq. (9) . The overall segmentation energy is:
4.4 Pose estimation terms f P and f P S
The terms relating to pose estimation are unchanged from the formulation of [17] . f P (z) denotes the cost of a particular selection of parts {b k } 10 k=1 . Each proposal j for each part i has an associated unary cost θ P (i, j); connected parts i 1 and i 2 have associated pairwise costs, to penalize the case where parts that should be connected are distant from one another in image space. Defining T as the set of connected parts (i 1 , i 2 ), the cost function is:
f P S (z) encodes the relation between segmentation and pose estimation: we expect foreground pixels to be close to some body part, and we expect pixels close to some body part to be foreground. The energy is written as:
Energy minimization
Our new energy function, with the terms defined in Sections 4.2 and 4.3, is as follows:
In order to efficiently minimize this energy function, the label set B is binarized. Each body part B i takes a vector of binary labels
where each b (i,j) is equal to 1 if and only if the j th proposal for part i is selected. Note that since we solve g D efficiently using range moves, and the term linking stereo and segmentation is now included in g S , we do not need to binarize D, as we can efficiently find a multi-class solution. This has an effect on the cost vector λ D , which we discuss in Section 4.6. An assignment of binary labels to all pixels and parts is denoted byz. We introduce duplicate variablesz 1 andz 2 , and add Lagrangian multipliers to penalize disagreement betweenz and its two copies, forming the Lagrangian dual of the energy function in Eq. (16) . This is then divided into three slave problems using dual decomposition:
where: Figure 3 shows the decomposition structure used in [17] , and how it relates to our new decomposition structure. The change in L 3 means that the messages passed between the slaves and the master also change. The new message passing structure sees the flood fill prior passed from the master to the slave, instead of λ D .
Modifications to λ D vector
Removing the explicit statement of f SD means that the loss function L 3 from [17] no longer depends on finding values for stereo. Recall that an expected foreground disparity E F , and a non-negative slack variable ξ, were defined in Section 4.1. This gives us a range [E F − ξ, · · · , E F + ξ] of disparity values which we associate with the foreground region. When a segmentation result has been obtained, the λ D cost vector can be adjusted by comparing the flood fill prior ρ k with the segmentation result s k+1 , and altering the cost for those pixels which for which the segmentation result disagrees with the flood fill prior. If a pixel is segmented as foreground despite the flood fill prior encouraging it to be segmented as background, this implies that the disparity costs within this range should be reduced, and the costs outside the range increased; conversely, if a pixel is background despite the flood fill insisting it is foreground, then the costs for disparities within the range should be increased. Therefore, we set the cost update vector λ D as follows:
Experiments
To test the effects that our modifications to the formulation of [17] had on the results, we evaluate our algorithm on the H2view dataset introduced in [17] . 1 This dataset comprises a sequence of images of a person standing, walking, crouching, and gesticulating in front of a stereo camera. To evaluate pose estimation, we use the standard probability of correct pose (PCP) criterion; in this section, we also present quantitative segmentation results, using the overlap (intersection over union) metric. Segmentation: We used the H2view test sequence of 1598 images to evaluate our approach; for comparison, we also tested GrabCut [15] , ALE [10] , and our original algorithm [17] . We achieve a segmentation accuracy of 69 . 23%; some qualitative results are shown in Fig. 4 . The accuracy is reasonably consistent over the sequence, with most images achieving accuracy close to the average, but that there is room for improvement in temporal consistency via video-based cues. It should be noted that the segmentation results are quite sensitive to initialisation; if the torso is classified incorrectly, the flood fill prior is likely to be incorrect, leading to a bad segmentation result (Fig. 6) . Developing a resistance to this pitfall is a promising direction for future research.
These results compare very favorably to those obtained by the other approaches we evaluated (a qualitative comparison is shown in Fig. 5 ). Our original algorithm [17] only achieved 22 . 2% accuracy, while ALE failed to generalize to the new location featured in the test set, achieving just 28 . 23% accuracy. In order to test GrabCut, we obtained initial bounding boxes by thresholding the foreground weight map W F defined in Section 4.3. We ran the GrabCut algorithm on three passes through our test set: first, using solely the RGB images; second, on disparity values; and finally, running GrabCut the on disparity map and then refining the result with the RGB information. The results, given in [15] and [10] . Note that ALE and GrabCut on RGB both classify parts of the window and other background areas as foreground, while GrabCut based on the disparity map fails to capture thin structures such as the arm and head.
Tab. 1, show that combining information from depth and RGB (as we do in "two-stage GrabCut") can improve the segmentation results, but the accuracy can be improved by a large margin by using a flood fill prior.
Pose estimation: While we did not directly alter the pose estimation algorithm used in [17] , our improved segmentation results also lead to a slight improvement in pose estimation results. Full quantitative results are given in Tab. 5.
Conclusion
This work has demonstrated the applicability of the flood fill algorithm for generating segmentation priors. Disparity maps generated by stereo correspondence algorithms can be used as input, and given a set of seeds with high probability of belonging to the foreground object, accurate segmentation results can 
