A Kalman Filtering Approach to Rapidly Detecting Modal Changes in Power Systems by Wiltshire, Richard et al.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
QUT Digital Repository:  
http://eprints.qut.edu.au/ 
Wiltshire, Richard A. and Ledwich, Gerard F. and O’Shea, Peter J. (2007) A 
Kalman Filtering Approach to Rapidly Detecting Modal Changes in Power 
Systems. IEEE Transactions on Power Systems 22(4):pp. 1698-1706. 
 
          © Copyright 2007 IEEE 
Personal use of this material is permitted. However, permission to 
reprint/republish this material for advertising or promotional purposes or for 
creating new collective works for resale or redistribution to servers or lists, or to 
reuse any copyrighted component of this work in other works must be obtained 
from the IEEE. 
1698 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 22, NO. 4, NOVEMBER 2007
A Kalman Filtering Approach to Rapidly Detecting
Modal Changes in Power Systems
Richard Andrew Wiltshire, Member, IEEE, Gerard Ledwich, Senior Member, IEEE, and Peter O’Shea
Abstract—This paper applies Kalman filtering techniques to the
problem of detecting modal changes in large interconnected power
systems. Short term alarming procedures are developed based on
the statistics of the power spectral density of the Kalman filter inno-
vation. The new technique is tested on both simulated data and real
data obtained from power systems in normal operation. The par-
ticular advantage of the new method is its ability to detect changes
very quickly.
Index Terms—Interconnected power systems, Kalman filtering,
power system stability, state space estimator.
I. INTRODUCTION
THE worldwide economic restructuring of the electricalutility industry has further developed large interconnected
power networks, resulting in a greater emphasis on reliable and
secure operations [1]. The existence of these large intercon-
nected systems is often associated with inter-area oscillations
between clusters of generators. These inter-area oscillations are
of critical importance in system stability and require ongoing
observation and control [2]. Importantly, the study and control
of these inter-area oscillations has proven far more difficult
than the oscillations associated with a single generator [2].
The inter-area oscillations (often referred to as modes) are
damped sinusoids which all have a particular frequency and
damping factor. It is the “ring-down” time associated with the
damping factor that is of consequence in the transient ability
of the system to stabilize post disturbance. It is critical that the
transient time be short (and stable) to minimize the transient
power flows between the generation clusters and subsequently
minimize the associated stresses within the generation/trans-
mission infrastructure. As a consequence there has been much
work done in the area of damping factor estimation in large
distributed power systems. Previous estimation methods have
employed eigen analysis [3]–[5], Prony analysis [6], [7] and
Fourier based analysis [8]–[10]. Accurate damping factor
estimation, however, typically requires large amounts of data
[11], [12]. Conventional damping factor estimation techniques
are therefore not suitable for rapidly detecting modal damping
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Fig. 1. Model for multisite quasi-stationary modal disturbances in a power
system.
changes. This paper seeks to address this shortcoming by
presenting a method which is able to provide indications of
modal parameter change based on short data records.
It is proposed that the change detection be performed using
measurements from power systems in normal operation. The
paper initially defines a stochastic model relating random am-
bient disturbance inputs in the power system, such as customer
load changes, to the measured system output. Based on this
model a Kalman filter is then set up to estimate the output arising
from the disturbances. The innovation is then determined as
the difference between the measured output and the estimated
output. It is well known that the “innovation” from a Kalman
filter is spectrally white as long as the assumed model param-
eters are valid [13], [14]. By monitoring the whiteness of the
innovation, therefore, one can detect if there are any changes in
the model parameters [14].
The stochastic power system model is presented in Section II.
The Kalman filter formalism is provided in Section III. Simu-
lated data results are given in Section IV, while real data exam-
ples are considered in Section V. Section VI and Section VII are
devoted to discussion and conclusion, respectively.
II. STOCHASTIC POWER SYSTEM MODEL
Ledwich and Palmer [15] introduced the experimentally mo-
tivated hypothesis that disturbance inputs in a power system
(corresponding to such aspects as load changes) can be well
modeled as integrated white noise. The power system itself is
modeled as an IIR filter. Therefore, the power system response
to disturbances can be modeled as the output of an IIR filter
driven by integrated white noise. A single measurement site,
single excitation model is depicted in Fig. 1.
Let denote the power system output (e.g., power ,
angle…) at site . If is differentiated then the signal
is obtained. As illustrated in Fig. 2 this is the signal that would
have been obtained if the white noise, , had excited the
power system. Consequently the power system model in Fig. 1
can be simplified to the equivalent model in Fig. 2.
We now consider that the IIR power system filter is the
“plant”. With this in mind we turn to the standard Kalman
estimator. The general Kalman estimator for a plant driven by
a control signal, , perturbed with white noise, , with
(multidimensional) output measurements, , corrupted by
0885-8950/$25.00 © 2007 IEEE
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Fig. 2. Equivalent model for the individual response of a power system to load
changes.
Fig. 3. General Kalman filter estimator.
measurement noise, , is depicted in Fig. 3 [16]. A set of
measurements from a set of sites will be driven from the load
variations at a wide set of sites.
For our application the control signal, , is zero and
the plant is only excited by the white noise, . Generally
the output of the Kalman filter provides estimates of the plant
output, , and of the states, . In this paper the “plant”
represents a large interconnected power system. The current
measured plant output, , corresponds to a vector of
measurements from multiple recording sites. In practice the
measurements are voltage angle measurements rather than
power measurements because the potential for modal infor-
mation extraction is greater for voltage signals than for power
signals [15]. The optimal placement of these measurement
sites within a large distributed power system is discussed in
[17]. is a vector of measurement noises from each site.
In a practical application the plant output measurement vector,
, can be recorded at a GPS synchronized wide area mon-
itoring center [17], [18]. In our application the state estimates
themselves are not used, only the innovation. For the model in
Fig. 3, the Kalman estimator of is optimal [19], as is the
estimator of . The latter “innovation” is well known to
be white when the signal model presented in Fig. 3 is valid and
stationary [13], [14]. The whiteness of the innovation, then, is
a convenient means to monitor any sudden changes which are
not accounted for in the model depicted in Fig. 3.
In a power system operating under stationary conditions,
the innovation may be considered white when observed over
short time-frames, and therefore will have a flat power spectral
density (PSD). On the other hand, if there is a sudden change in
the power system response (say a sudden detrimental damping
change) the spectrum of the innovation will highlight this
change with a peak around the modal frequency in question.
Therefore with a suitable threshold set, large undesirable
damping changes can be readily detected. A suitable threshold
is one which is set to give a False Alarm Rate (FAR). If say the
FAR is set to 1% then when an alarm occurs, one knows that it
is a genuine alarm with 99% confidence. In choosing the FAR
it should be again highlighted that the aim of this proposed
method is to detect sudden large detrimental changes and not to
track small drifts in system parameters. As a result, thresholds
should be set to minimize false alarms, whilst still providing
the required rapid alarming of sudden system deterioration.
The innovation can also be used to detect a frequency shift (as
opposed to a damping change). In this scenario the innovation’s
PSD will display a peak around the new modal frequency and
a trough around the original modal frequency.
The formula for the Kalman filter estimation and the deriva-
tion of the PSD threshold will be examined in the next section.
III. KALMAN APPLICATION TO POWER SYSTEM ANALYSIS
A. Kalman Formulation
In the power system model under consideration the state and
output equations are
(1)
(2)
where , , , and denote the usual state and output equa-
tion matrices [16]. The noise processes, and , are zero
mean Gaussian white noise sequences with covariances given by
(3)
(4)
(5)
where denotes expected value. It will be assumed here-
after that and are uncorrelated. It will also be as-
sumed that the plant is excited by a common white noise source,
, however the plant response to such excitation is mea-
sured at different geographic locations. Hence, the measurement
noise, , is a vector that is congruent to the wide-area mon-
itoring of inter-area oscillations introduced in Section I. The
load variations become close to Gaussian when there are a large
number of independent customer loads [15].
In “normal” stationary operation the optimal Kalman state
estimator is given by the following set of discrete equations [20]:
(6)
(7)
(8)
(9)
where is the white zero-mean Gaussian “innovation” se-
quence with units rad/s. The gain matrix, , is calculated from
the following equations:
(10)
(11)
(12)
(13)
where is the estimation error covariance of the state esti-
mates vector, , and is the covariance of the innovation
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vector, . The gain matrix, , is derived by solving the dis-
crete time Ricatti equations [21].
B. State Space Representation of the Power System Model
To generate the matrices , , and for the power system
model in Fig. 2, the transfer function of is first identi-
fied. This enables subsequent formulation of the state space ma-
trices into controllable canonical form. To illustrate the process
a power system example comprising a two mode system with
single site measurement and disturbance is considered.
The impulse response at the site is assumed to be
(14)
where
(15)
where is the modal damping, is the modal frequency, and
is the magnitude, respectively, of the th mode.
Taking the Laplace transform of (14) yields the continuous
time power system transfer function
(16)
If the sampling period is , then the discrete time transfer func-
tion for the site is
(17)
where the coefficients are given by
From the transfer function, the state space matrices in control-
lable canonical form can be determined [22]
(18)
(19)
(20)
(21)
C. Kalman Solution
With the discrete state space plant defined in (18)–(21) the
Kalman solution depicted in Fig. 3 can be realized. Accordingly,
the Kalman estimator equations, (6)–(9) are evaluated and then
the normalized innovation is defined
(22)
where is the normalization gain that normalizes the innova-
tion to unity variance. Therefore, the normalization gain is the
square root of the inverse power of the innovation window. If
the normalized innovation sequence results from a significantly
different system than the one considered, then the concentra-
tion of spectral energy around the mode of significant change
will still demonstrate a strong threshold crossing. This will be
demonstrated Section V.
It must be noted that for the Kalman analysis to operate,
the power system model and noise data must satisfy the limi-
tations outlined in [16] whereby the plant and noise data must
satisfy the following relationships: The plant transfer function
state space matrices, (23) must be detectable. The measurement
noise variance, (24), must be nonzero. The left-hand side (LHS)
of (25), must be nonzero, and the matrix defined by the LHS of
(26) must have no uncontrollable modes on the unit circle [16]
(23)
(24)
(25)
(26)
where [16]
(27)
(28)
(29)
D. Detection Using the Innovation
Under stationary operating conditions, the normalized inno-
vation defined in (22) is white and Gaussian [13], [14] with zero
mean and unity variance. As a result, the innovation’s power
spectral density (PSD) will be flat. Let us assume that the ob-
servation window has samples and that the sampled PSD is
created by taking the squared magnitude of the discrete Fourier
transform (DFT) of , i.e.,
(30)
where is the DFT. It is well known that the samples of the
DFT of white noise are chi-squared with two degrees of freedom
(also known as the exponential distribution) [23]–[25], i.e.,
(31)
where denotes the probability density function of .
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TABLE I
QUALITATIVE REFERENCE TO DAMPING PERFORMANCE
A suitable threshold can be set within the PSD at a theoreti-
cally determined confidence level found through the cumulative
sum of the area under the probability density function (PDF)
(31). A 99% FAR say, would be determined by solving (32) for
confidence interval (CI)
(32)
For example, using (32), a 60-s analysis window sampled at
10 Hz will yield a 99% confidence interval (CI) threshold of
0.0115. This figure is the normalized PSD ensemble threshold
in watts/hertz.
As long as the system remains stationary, the normalized in-
novation PSD is expected to remain white and reside within the
threshold bounds at a given level of confidence. If the system
experiences a large detrimental deviation from the stationary
system model defined in (1)–(2) then a dominant spike is likely
to appear above the threshold in the innovation PSD. This can
be linked to an alarm in practice.
It should be noted here that the motivation behind the choice
of the 60-s analysis window was not to be compliant with set-
tings of protective devices, but to demonstrate the effectiveness
of the technique in providing rapid information. In practice, if
the damping is deteriorating there would not normally be an
automatic protection relay to trip a line. The response would
be to ramp back generator settings or to trip an offending item
of plant if it could be identified. Hence, the choice of using
a 60-s analysis window came about through discussions with
the National Electricity Marketing Management Company
(NEMMCO), Australia. These discussions focused more on
the nature of the alarm to the operator and the requirement to
provide rapidly available information as outlined in [26].
The following section will demonstrate the detection process
with both simulated and real data.
IV. SIMULATED DATA RESULTS
Before proceeding any further it is beneficial to qualify
what constitutes a major deterioration in damping. Table I
provides an assessment of damping performance as provided
by the National Electricity Marketing Management Company
(NEMMCO) Australia [27].
Based on the criteria in Table I above, a change in damping
will be considered unacceptable and detrimental if damping
moves into the inadequate region (i.e., damping is worse than
0.07 ).
The simulations in this section pertain to a two mode, single
measurement system as per (14). The simulation modal parame-
ters used in this section represent typical modal parameters that
TABLE II
DAMPING AND FREQUENCY CHANGES TO MODE 1
may be found within the Australian power system. Hence, initial
parameters for Modes 1 and 2 (which represent a power system
in quasi-stationary operation) were, respectively, set to
All simulations were run on 5-min records. In all simulations,
the Mode 2 parameters remained constant over the duration of
the 5-min record, whereas the Mode 1 parameters were changed
after an arbitrarily chosen 2 min. Three independent simulations
(Type 1, Type 2, and Type 3) were performed. The reason for
undertaking three different simulations will become apparent
when reviewing the simulation results. In simulation Type 1, a
sudden detrimental change in damping was introduced to Mode
1 after 2 min, while the frequency remained constant. In simu-
lation Type 2 a sudden shift in modal frequency was introduced
to Mode 1 after 2 min, while the damping was held constant. In
simulation Type 3 a sudden shift in both modal frequency and a
detrimental change in damping was introduced to Mode 1 after
2 min. These changes are quantified in Table II. The detection
process applied a “running” 60-s analysis window to the simu-
lated data. The PSD of the normalized innovation, as specified in
(30), was then determined and the PSD was directly compared
to the 99% CI threshold. The 99% CI threshold was chosen as
an appropriate threshold based on previous work which exam-
ined suitable rapid detection of sudden large changes within a
stochastic system [24], [28]–[31].
In this previous work, it was shown that a 99% FAR was ca-
pable of practically desirable detection [32], whilst minimizing
false alarms inherent within a stochastically excited system.
The measurement noise covariance matrix (4) was set to
(33)
as the measurement noise in real power systems transducers is
comparatively small with respect to the excitation covariance,
[32]. For the simulations, the excitation covariance, , was
arbitrarily set to unity for simplicity of analysis. The covariance,
in (5), is set to zero.
The results are outlined below.
A. Simulation Type 1- Damping Change
One simulation run of the innovation PSD is shown in Fig. 4
for a) the 60-s interval prior to the damping change and b) the
60-s interval subsequent to the damping change.
The high spike around 0.25 Hz indicates a change in the
damping of the mode centered at this frequency.
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Fig. 4. Innovation PSD of (a) the 60-s interval prior to the damping change and
(b) the 60-s interval subsequent to the damping change.
Fig. 5. Innovation PSD of (a) the 60-s interval prior to the frequency shift and
(b) the 60-s interval subsequent to the frequency shift.
B. Simulation Type 2-Frequency Change
One simulation run of the innovation PSD is shown in Fig. 5
for (a) the 60-s interval prior to the frequency shift and (b) the
60 second interval subsequent to the frequency shift.
In this result, the high spike around 0.32 Hz indicates a
change in frequency.
C. Simulation Type 3-Damping and Frequency Change
One simulation run of the innovation PSD is shown in Fig. 6
for (a) the 60-s interval prior to the damping change and (b) the
60-s interval subsequent to the damping and frequency change.
Note the high spike around 0.32 Hz indicates a change in fre-
quency. It should also be noted that there is no means to dis-
tinguish if there is also a damping change; however, simula-
tions consistently demonstrated larger peaks when associated
with detrimental damping change and frequency shift of a mode.
Hence, the simulations highlight the ability of this method to de-
tect both a sudden detrimental change in damping as well as a
shift in modal frequency.
Similar results were also obtained in the three tests when ana-
lyzing the detector for changes in the weaker Mode 2, but these
results are not shown here.
Note that this paper has focused on examining the spectrum of
the Kalman innovation so as to detect significant modal changes
within a power system. It would also be possible to monitor
for changes by examining a waterfall PSD plot of the power
Fig. 6. Innovation PSD of (a) the 60-s interval prior to the damping change and
(b) the 60-s interval subsequent to the damping and frequency change.
TABLE III
ALARMS (0.1% FAR)
system output. The latter has a number of disadvantages, how-
ever. Firstly, it is well known that PSD estimation introduces
spectral smearing due to finite duration (i.e., windowing) ef-
fects. This spectral smearing has very little impact on spectrally
white signals (such as Kalman innovations), but can have a large
impact on “peaky” spectra (such as power system output PSDs).
Secondly, the Kalman innovation is a well studied process and
is statistically well characterized. It therefore lends itself well
to thresholding and subsequent alarming. The power system
output PSD (because it is burdened by finite duration artifacts)
is much more difficult to characterize statistically.
D. Statistics of Results
To gauge the reliability of the detector; statistics for 1000
simulation runs were examined. Table III shows the detection
rate in the first 60-s window after the detrimental change has
occurred, given a false alarm rate (FAR) of 0.1%.
V. APPLICATION TO REAL DATA
Data was obtained from the Australian power system, com-
prising voltage angle measurements at the Adelaide, Melbourne
and Sydney measurement sites from 22:00 on 09/04/2004 to
03:05 on 10/04/2004. As mentioned earlier, voltage angle mea-
surements were used rather than power signals because the po-
tential for modal information extraction is greater than when
using power signals [15]. It is generally understood that inter-
area modes have frequencies in the range 0.1 to 0.8 Hz and so
this will be the region of focus in the PSD [2].
To formulate the state space model and consequently the
system Kalman estimator, a knowledge (or at least an accurate
estimate) of the power system transfer function must be avail-
able. Accordingly, for the work reported in this section, a long
term estimator (LTE) was applied to estimate this transfer func-
tion [12]. This LTE was determined using a 45 min window.
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Fig. 7. Melbourne frequency response estimate from LTE at 165 min.
TABLE IV
DAMPING AND FREQUENCY LONG TERM ESTIMATES OVER 120–165 MIN
Short-term (change) detection was then continuously applied
to the PSD of the Kalman innovation.
The real data analysis was conducted in two parts. Part I
closely examined 305 min of the Melbourne measurement data
difference from the center of area of the connected system
(called Melbourne-COA) and Part II briefly analyzed the data
collected at the Sydney and Adelaide sites. Part II also exam-
ined the opportunity for combining the multisite innovation
power spectrum data to enhance the detector performance.
A. Part 1: Analysis of the Melbourne Data
The LTE was determined from the data between 120–165 min
after the start of the measurement record. The LTE quasi-sta-
tionary modal estimates were obtained using the technique in
[12] and are listed in Table IV. The LTE also provides an esti-
mate of the measurement site transfer function in Laplace form.
As a result an estimate of the system quasi-stationary frequency
response for Melbourne-COA can be observed in Fig. 7. In
Fig. 7 the Mode 1 peak is quite apparent at 0.33 Hz, while
the Mode 2 peak (estimated to be at 0.59 Hz) is harder to dis-
tinguish due to the relatively heavy modal damping. Once the
long term estimate of system characteristics was established, the
remaining 140 min were examined in 1 min intervals for any
sudden detrimental changes to system modes.
To demonstrate the significant information the innovation
sequence contains, one only has to compare the differentiated
angle measurements with the normalized innovation (30)
obtained after application of the Kalman estimator, shown in
Fig. 8. The comparison appears to support the result noted
by Kailath in [13]—namely that the Kalman filter innovation
sequence contains the same information as the system output
sequence, but in a less correlated form.
It is apparent from inspection of Fig. 8 that the system output
and the innovation both demonstrate a deviation from a quasi-
stationary operation within the 197–201 min interval. To lend
some numerical support to this visual inspection a 60-s analysis
window was applied to the innovation PSD before and during
Fig. 8. Comparison of (a) system output and (b) normalized innovation.
Fig. 9. (a) Innovation sequence (n) and (b) Innovation PSD at 196–197 min.
Fig. 10. (a) Innovation sequence (n) and (b) Innovation PSD at 197–198 min.
the 197–201 min interval. The results of the analysis are pro-
vided in Figs. 9–11. The innovation is shown in Fig. 9(a) with
the 196–197 min interval marked off by two vertical lines.
The spectrum of the 196–197 min segment of innovation is
shown in Fig. 9(b). To account for the fact that with real data,
there is less certainty than there was with simulated data, a dif-
ferent threshold level will be used for the detection. Accord-
ingly, the 99.999% CI threshold is shown as a dashed horizontal
line. Even though such a threshold could be regarded as high,
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Fig. 11. (a) Innovation sequence (n) and (b) Innovation PSD at 198–199 min.
the main focus is to only detect large detrimental changes, and
minimize false alarms.
In the single site analysis, the data does exhibit a wide vari-
ance and hence a high threshold is required to minimize the
false alarms. However, in the following section, this issue is ad-
dressed and the ability to have more acceptable threshold CIs is
presented along with a measured number of false alarms.
In examining Fig. 9, no part of the spectrum crosses the
threshold. Fig. 10 depicts the innovation segment and associ-
ated spectrum corresponding to the 197–198 min segment. For
this segment the innovation spectrum crosses the threshold.
Moreover, the threshold is crossed at the 0.59 Hz frequency po-
sition, indicating a loss of damping for Mode 2. Fig. 11 shows
the innovation sequence and associated spectrum corresponding
to the 198–199 min segment. For this segment the innovation
spectrum crosses the threshold in an even more pronounced
way than it did in Fig. 10(b). Again, the threshold is crossed at
the 0.59 Hz frequency position, indicating a damping change
for Mode 2. Further analysis was performed which showed that
the loss of damping was temporary. By the 201st minute of the
data record, the modes reset to their original characteristics.
B. Part II: Combining Multisite Data for Enhanced SNR and
Detection
Similar data analysis was conducted for the other two mea-
surement sites in Sydney and Adelaide (with COA correction).
A comparison of the results for the 196–197 and the 198–199
min time frame can be seen in Figs. 12(a) and 13(a), respec-
tively. Fig. 12(a) demonstrates a spectrum for Sydney and Ade-
laide which does not cross the 99% FAR threshold prior to the
event. Fig. 13(a) shows a detection of damping deterioration
centered at 0.59 Hz at both the Sydney and Adelaide sites. These
results confirm the detection registered at the Melbourne site for
the same analysis window.
Within these plots all sites exhibit similar responses to detec-
tion of damping deterioration. Therefore, a combination of the
innovation spectrum was examined to assess opportunities for
an enhanced detector. The combined spectrum was obtained by
adding the complex innovation spectrums from all three sites.
The threshold for the combined innovation spectrum will
need to be set differently to that for the individual innovation
spectra. Ideally if the individual normalized innovation spectra
are all uncorrelated with one another then the samples of the
Fig. 12. Normalized (a) Individual innovation PSDs for Sydney, Melbourne
and Adelaide (detection threshold and modal frequency estimates also shown).
The threshold corresponds to a 99.999% FAR and (b) Combination PSD at
196–197 min. The new threshold corresponding to a 99.9% FAR.
Fig. 13. Normalized (a) Individual PSD at 198–199 min showing old threshold
for CI of 99.999% FAR and (b) Combination PSD at 198–199 min showing new
threshold for CI of 99.9% FAR.
combined innovation spectrum will again have a Chi-squared
probability density function (PDF) with 2 degrees of freedom,
, but with three times the variance (assuming individual
normalized innovations have unity variance) [33]. In the case of
the innovation spectrums from the multisite data as examined
in this paper, the innovation spectra will not be strictly inde-
pendent, as the power system is interconnected. Nonetheless,
empirical experiments have indicated that a distribution,
with variance , is a reasonably accurate way to model the
PDF.
In the general case where measurement sites are to be com-
bined, the samples of the combined normalized innovation spec-
trum would have a Chi-squared PDF with 2 degrees of freedom
[23], [29], and variance . Thus, using (22), the generalized
ensemble frequency PDF for a combination of , -point in-
novation spectra would be
(34)
Hence, for three measurement sites, , and (34) simpli-
fies to
(35)
WILTSHIRE et al.: A KALMAN FILTERING APPROACH TO RAPIDLY DETECTING MODAL CHANGES IN POWER SYSTEMS 1705
TABLE V
SNR IMPROVEMENT THROUGH COMBINATION OF SITE ANALYSIS
where (35) is the PDF of the three combined spectra assuming
the power system is quasi-stationary and the resulting innova-
tion, white.
The resulting combined innovation spectra prior to and during
the disturbance are shown in Figs. 12(b) and 13(b), respectively.
It is important to note two significant outcomes attributed to
the combining of the normalized innovation spectra. First, the
combination of the three sites has led to an improvement in
the signal-to-noise (SNR) ratio for detectable signals. The SNR
analysis results are shown in Table V. The improved signal to
noise ratios exhibit comparable values to an ideal theoretical
improvement of 4.77 dB (36), whereby an ideal theoretical im-
provement is one that would be expected if three identical de-
terministic signals, with independent, equal variance Gaussian
white noise were spectrally combined. Hence, the resulting the-
oretical expected improvement would be
dB (36)
In practice, the responses from the three sites are not perfectly
independent and so one would expect less improvement than
that predicted by (36). This is observed in Table V.
The other significant point to highlight about the combined
spectra is the reduced spectral variance. This result has enabled
the ensemble spectral threshold to be reduced to a more desir-
able 99.9% FAR. Analysis of false alarms, from DC-1 Hz, over
the complete data set displayed an acceptable 0.077% of false
alarms (as compared to the predicted 0.1%), providing confi-
dence in the analytically derived ensemble PDF defined in (35).
C. Guidance in Tuning the Kalman Filter
When dealing with real data applications of the Kalman
Filter, the filter requires adequate tuning to achieve the desired
optimal estimator. In Section IV, the values for and are
known a priori and can therefore be easily set; that is the
Kalman filter can be easily tuned. In real applications, however,
such a priori knowledge of the error covariance matrices may
not be available. Knowledge of the measurement transducer
performance (i.e., the measurement noise), however, could be
obtained through testing. Even so, a method of tuning is still
required to allow for changes over time. In addressing this
issue, [32] notes that the selection of the error covariance is
particularly important, such that This would ensure
the adaptive capability of the Kalman filter. In this paper, it
is also recognized that the measurement error covariance will
be small; hence the determination of appropriate values in this
analysis was done empirically, by first setting to unity, and
then adjusting so that the pseudo-stationary innovation result
was close to white. Even though the original system excitation
covariance, , is not known, the subsequent normalization of
the innovation in (22) negates any effect of the unity assump-
tion. Further techniques for tuning the filter can be derived from
the literature (see [34] for example).
VI. DISCUSSION ON REAL DATA ANALYSIS
From the time record, it would appear that the disturbance
to quasi-stationary operation occurred at around 197.75 min.
This disturbance manifested clearly in the innovation spectrum
of the 197–198 min segment, even though only 1/4 of this seg-
ment corresponded to the “changed” operating conditions. That
is, detection of a change was achieved very quickly by the in-
novation spectrum thresholding, and the change appeared to be
detected at the correct frequency (i.e., at the center frequency of
Mode 2). The detection occurred in less than 1 min. This is in
contrast to conventional estimation of damping, which typically
only yields useful results after about half an hour. This provides
support for the contention that the PSD of the Kalman innova-
tion is an effective means for rapidly detecting modal changes
and for identifying the nature of the modal changes that have
occurred. In providing multisite measurements for the enhanced
Kalman detector, the large interconnected power system would
require ongoing wide-area observation to ensure secure and re-
liable operations, To meet these requirements, many wide-area
monitoring methodologies have been proposed and established
[35]–[37]. One of the most well accepted approaches is to mon-
itor the power system at various locations within the distribution
network and to employ Global Positioning System (GPS) infor-
mation to synchronize the information acquired [18], [38]. With
this approach, the positioning of the measurement locations in
the network is an important issue which is discussed in [17].
VII. CONCLUSION
The Kalman estimator is an optimal linear estimator and has
proved quite effective for rapidly detecting modal changes in
both the simulated and real world power system scenarios con-
sidered. The new detection method has demonstrated an ability
to not only rapidly detect large changes to power system modes,
but has also been able to identify the mode which has changed.
Multisite measurements can be also used to provide greater con-
fidence in the detection alarming. This has significant implica-
tions for power utility intervention strategies. Importantly, the
method is computationally efficient and can easily be imple-
mented in real-time.
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