Background: Determining the semantic relatedness of two biomedical terms is an important task for many text-mining applications in the biomedical field. Previous studies, such as those using ontology-based and corpus-based approaches, measured semantic relatedness by using information from the structure of biomedical literature, but these methods are limited by the small size of training resources. To increase the size of training datasets, the outputs of search engines have been used extensively to analyze the lexical patterns of biomedical terms.
Introduction
Semantic relatedness has become increasingly important for the text-mining community in recent years, especially in the biomedical field. A large number of relationships between biomedical terms can now be produced at one time. For biomedical scientists, it is important to link the correct concepts to relevant diseases. For example, ''renal failure'' and ''kidney failure'' are distinct terms, but they refer to the same disease. However, there are various connections between different biomedical terms. Unlike the above example, ''diarrhea'' and ''stomach cramps'' are not identical and do not have similar relations, but ''diarrhea'' causes ''stomach cramps''. Therefore, the existence of various relations has created additional challenges for understanding biomedical terms. Semantic relatedness is understood by human beings; however, this task is difficult for computers because most computational approaches require the efforts of human annotators to build the training dataset.
Most domain-specific resources are incomplete; therefore, several studies focus on domain-independent words [1] , [2] . The quality and quantity of the corpus and ontology, particularly the shortage of domain-specific terms, affect the accuracy of evaluations. Many loanwords, such as ''entropy'', are used in different domains, but these words can have various meanings. Therefore, the process of determining the semantic relatedness of domainspecific terms becomes difficult. The number of online databases of domain-specific terms has increased rapidly, and several studies have evaluated semantic relatedness in the biomedical sciences [3] , [4] . Many terms that describe identical concepts are expressed as different words. For example, ''Michigan Cancer Foundation -7'' can be abbreviated as ''MCF-7'', and the two terms refer to the same cell line. In contrast, two terms might not refer to identical items, but they can be related to the same concept, such as ''flu'' and ''bronchitis'' or ''estrogen'' and ''breast cancer''. Note that ''flu'' and ''bronchitis'' are both disorders of the respiratory system, and ''estrogen'' influences ''breast cancer''.
Understanding the semantic relatedness of terms is a heuristic learning procedure, and the heuristic rules are based on the experience of annotators [5] . The standards used to assess biomedical terms are inconsistent because different annotators are specialists in different domains. For example, doctors believe that there is a strong relation between ''congestive heart failure'' and ''pulmonary edema'' because ''pulmonary edema'' leads to ''congestive heart failure''. However, biologists consider the two terms to be different diseases and consider these terms to be unrelated. If a query term is excluded from ontology, its semantic relatedness cannot be evaluated [5] .
In recent years, some studies have suggested that search engines can be used to study semantic relatedness [6] , [7] . However, the research is still at an early stage of considering the co-occurrence and the similarity between two terms [8] , [9] . Although semantic relatedness focuses on measuring the correlation between two terms, the connections between high and low semantic relations are left rather vague. Therefore, Pedersen et al. classified semantic relatedness into four levels [5] . These aforementioned definitions raised the possibility that a synonym pair provides the best description of a concept pair. Before evaluating the semantic relatedness of two terms, we retrieve their information from web resources; this information includes the co-occurrence of two terms, the distance of ontology, and the query results from search engines. Research studies on web resources focus on the following three types of applications for web sources: (a) ontology-based approach, (b) corpus-based approach, and (c) search engine-based approach.
a. Ontology-based approach
The ontology can be represented as a hierarchical tree that describes the concepts and relations between vocabularies. In terms of ontology trees, a leaf node means a vocabulary, and an edge represents the relation between leaf nodes. Therefore, the ontology-based approach evaluates semantic relatedness by the distance between different nodes.
Rada et al. proposed an ontology-based approach for evaluating the semantic relatedness of biomedical literature [3] . The Medical Subject Headings (MeSH) ontology, developed by National Library of Medicine (NLM), has been used to define the relations of biomedical terms. For example, general concepts are the nodes that are close to the root. In contrast to general concepts, specific concepts are the nodes that are close to the leaves. The distance from a general concept to a specific concept is a measurement that indicates the relation between two terms. Moreover, the shortest paths on the ontology graphs have been examined using various forms of ontology-based approach [10] . Lord et al. used a gene ontology method [11] to evaluate the similarity of protein sequences [12] . The gene ontology is a logic system that classifies genes and proteins based on three classes: molecular function, biological process, and cellular component. The researchers assessed the similarity of two proteins by their annotated functions in the gene ontology, and the results were used to evaluate the sequence similarity of two proteins.
In considering the semantic relatedness of non domain-specific data, Wu et al. noted that two terms can share the same nodes from the root to the individual terms on their path in the ontology [13] . That is, semantic relatedness can be calculated from the similarity of the paths between two terms on ontology graphs. Furthermore, the semantic relatedness can be adjusted by the ratio of the shortest paths to twice the distance of the ontology [2] .
Although the tree structures of ontology-based approaches can be used to measure semantic relatedness, they do not always deal with the following problem adequately. A problem occurs if a query term is missing from the ontology. In this case, there are no paths between a query term and a concept term; thus, it is impossible to determine the semantic relatedness. In contrast, the relations between terms can be simple, such as ''is a'', but there is often more than one type of relation in the ontology. In fact, a single extra relation in the ontology increases the path length, limiting the ontology-based approach.
b. Corpus-based approach
A corpus is a collection of large and structural contexts with many concepts. The corpus-based approach uses the contexts to obtain the relations of concepts and evaluates the semantic relatedness of concepts.
Resnik et al. assessed the semantic relatedness of concepts by the information content [14] . Information content measures the frequency with which a concept occurs in a large number of contexts. If the value of information content is high, the concept is considered as a specific one. In contrast to a specific concept, a general concept has a low information content value. To calculate the semantic relatedness of concept P and concept Q, Resnik et al. have employed WordNet [15] and the Brown corpus to compute the maximum value of information content for all concepts. However, many concepts share the same information content, causing the concepts to be similar. Therefore, several studies used the different information content of concepts to approximate the semantic relatedness [16] , [17] .
Wilbur and Yang used literature from PubMed and transformed the studies into a matrix; the matrix was then used to correlate the documents with their term frequency [18] . Moreover, the researchers evaluated the semantic relatedness of terms by the co-occurrence of the terms. Patwardhan and Pedersen employed a context vector to estimate the value of semantic relatedness [19] , and they constructed the context vector from the literature by word sense discrimination [20] and latent semantic indexing [21] . Furthermore, the context vector is based on the cooccurrence of conceptual terms, and the cosine similarity is used to calculate the semantic relatedness of two conceptual terms. To estimate the semantic relatedness of a domain-specific corpus, Pedersen et al. measured the concepts by context vectors [5] . They used a biomedical corpus, ''Mayo Clinic Corpus of Clinical Notes'', but the cost to build the indexing concepts was high, particularly for a large corpus.
c. Search engine-based approach
The normalized Google distance (NGD) [8] uses the page counts in a search engine, and the NGD measures the scores of two distinct concepts. The NGD uses the page counts of each concept and the page counts of co-occurrence concepts. The NGD also includes the normalized information distance [22] . However, the NGD focuses on the co-occurrence of concepts on web pages, but the NGD does not consider the semantic relation between two concepts.
Sahami et al. illustrated how short text snippets of concepts in search engines affected semantic relatedness [6] . They assumed each snippet is a document and calculated its term frequencyinverse document frequency (TF-IDF). Then, the semantic relatedness of two terms was estimated by the inner product of the centroid vectors. Snippets can be used as part of a training strategy, but the snippets returned by search engines are often related to various concepts. The snippets produce noise because a concept is usually a polysemous word. Thus, the semantic relatedness changes dramatically with the collection of snippets.
Chen et al. used the double-checking model to evaluate the semantic relatedness between concepts [9] . The snippets of concept P and Q were collected, and both the frequency of the snippets of concept P in concept Q and the frequency of the snippets of concept Q in concept P were calculated. Although concept P and concept Q may be highly related according to the search engine ranking algorithms, the snippets of concept P do not provide empirical information about concept Q. In addition, the semantic relatedness of two concepts using Co-Occurrence Double Check is often zero.
Bollegala et al. used both page counts and short text snippets of search engines [7] and then evaluated the co-occurrence by four major measurements: the Jaccard coefficient, Overlap (Simpson), Dice, and Pointwise mutual information (PMI) [23] . At the same time, page counts were used to calculate the relation of concepts. The co-occurrence of two concepts does not correspond to the actual semantic relatedness. Therefore, Bollegala et al. proposed a framework for the semantic relatedness between concepts; this framework combines the lexical patterns from short text snippets with four characteristics of page counts. Then, the researchers used clusters of lexical patterns to improve the performance [1] . The semantic relatedness using search engine-based approaches for evaluating biomedical concepts has been discussed previously [4] . Chen et al. used four measurements of page counts and lexical patterns from known synonym datasets [24] to establish a rulebased system for comparing two concepts to measure the semantic relatedness.
The method proposed in this article employs known synonym pairs of biomedical data and the snippets from search engines. The semantic relation is termed information, whereas web pages, web sites, and a concept pair set are termed containers. Each container produces much information. Thus, synonym semantic relation networks are composed of the lexical patterns of the synonym relations of known concept pairs and containers, as shown in Figure 1 . Using the idea of lexical semantic patterns, the linking analysis method evaluates concept pairs by comparing their lexical patterns with the lexical patterns of synonym semantic relation networks. To obtain the correlation scores of concept pairs, we calculate the overlap between the lexical semantic patterns of concept pairs and the lexical patterns of synonym semantic relation networks.
Using search engines, we collected the web pages in which two terms ''X'' and ''Y'' both occur, and the resulting web page summaries are termed snippets. The snippets are queried with the syntax ''X'' + ''Y'', and these snippets are the search results for phrases containing these two terms. We extracted the sentences that included the two terms and analyzed their structures, and then we examined the specific relations of the two terms. The extracted and analyzed forms are termed lexical patterns, and they indicate the semantic relation of the two terms. Figure 2 shows an example of building a lexical pattern set. If people attempt to understand the relation between ''ostrich'' and ''bird'', they can query these terms in search engines and collect the snippets of the two terms. Then, they realize that ''ostrich'' is a member of ''bird'' by recognizing the lexical pattern, such as ''X, a large Y'', and so on. If the specified relations of known term pairs have been constructed, we can evaluate unknown term pairs by retrieving their lexical patterns in search engines and comparing them with the lexical patterns of known term pairs. That is, an unknown term pair that has a larger number of specified lexical patterns has a higher possibility of the two terms being related. Consequently, we can evaluate the semantic relatedness of two terms by lexical patterns.
We define a set of lexical patterns within querying search engines as a container. A lexical pattern is a semantic relation of a term pair, and a semantic relation is comprised of different lexical patterns. Although the lexical patterns are under a specified semantic relation, the meanings of lexical patterns are distinct from each other. Here, we collected the lexical patterns with similar meanings as a container, and we divided the containers into three categories: page scope, website scope, and concept pair scope. Each scope contained the corresponding lexical patterns. The page scope refers to a container that collects the lexical patterns from web pages, and there are usually one or two lexical patterns in a web page. Moreover, the lexical patterns in a web page have similar forms because they are composed of the words and symbols in a single sentence.
The lexical patterns of page containers are composed of repeated words and symbols, as shown in Figure 3 . The website scope addresses the pages within a single website, and it constructs different lexical patterns from many pages. Hence, the more pages a website has, the more semantic information the website container has. Figure 3 shows the difference in the number of lexical patterns for website containers as the number of pages varies. As for the concept pair scope, the lexical patterns of a specified semantic relation can be collected from the pages of concept pairs. For a specified relation, the lexical patterns of a concept pair are dissimilar, and the number of lexical patterns for a concept pair reflects the variation in the semantic relations. For example, the lexical patterns of the concepts ''chicken pox'' and ''varicella'' are composed of the pages from different websites, as shown in Figure 3 . The concept pair container is used to find meaningful lexical patterns for specified concept pairs.
Here, we demonstrate the concept of the Hyperlink-Induced Topic Search (HITS) algorithm [25] . The HITS algorithm ranks the page by the linking structure of the networks. Each page has two values. One is the authority, known as the reputation of the web pages, and the other is the hub, known as the linking ability. The HITS algorithm develops an adjacency matrix to calculate the authority and hub recursively, as shown in Figure 4 . Moreover, the authority of web page P is the summation of all the hubs of web page P, and the hub of web page P is the summation of all the authorities of web page P.
The container is regarded as a specified relation, and the information in the container is considered a specified feature. Each feature is capable of distinguishing different relations; thus, the container information combines the specified relations with networks. Thus, we apply the HITS algorithm to search the networks of containers, and then we propose a lexical patternvoting method to identify the important container, as shown in Figure 5 . In the lexical pattern-voting method, the importance of a given container is identified with its lexical pattern. In Figure 5 , the network is composed of four lexical patterns and four containers. After applying the HITS algorithm to the network, we obtain the following rank: lexical pattern of 3 . lexical pattern of 2 = lexical pattern of 1 . lexical pattern of 4. The results show that the lexical pattern of 3 has the best performance for finding the relations between concepts while the lexical pattern of 4 has the worst performance. After applying the HITS algorithm to the networks of snippets, we can rank the lexical patterns as follows: lexical pattern 3 . lexical pattern 2 = lexical pattern 1 . lexical pattern 4. 
Materials and Methods
In this work, we propose a method to measure the semantic relatedness between two biomedical terms. The snippets of biomedical synonym pairs are collected from search engines, and the lexical patterns are constructed from the snippets. Here, we apply the lexical-pattern-voting method to identify the strong lexical patterns from the generated lexical pattern sets. The Mutually Reinforcing Lexical Pattern Ranking (ReLPR) algorithm is designed for learning the lexical patterns of biomedical synonym pairs, and it determines the semantic relatedness of concept pairs.
The framework of this work is shown in Figure 6 . There are four stages of training a synonym lexical pattern database: (1) the synonym pairs are collected; (2) the snippets of synonym pairs are retrieved from search engines; (3) the scores of lexical patternvoting are extracted by the ReLPR algorithm for each lexical pattern; and (4) a synonym lexical pattern database is constructed. When the lexical pattern database is ready, the semantic relatedness of concept pairs can be evaluated from their lexical patterns. As mentioned above, we can extract the patterns of concept pairs and compare them with the synonym lexical patterns in the database. The overlap of lexical patterns between concept pairs and synonym pairs is related to the semantic relatedness. The method is structured as follows. First, we describe how to access the training data. Next, we demonstrate how to retrieve snippets from search engines. Then, the process of constructing lexical patterns is presented, and we apply the ReLPR algorithm to generate lexical pattern-voting candidates with the snippets of synonym pairs. Finally, we propose a ranking algorithm to compare a pair of biomedical terms.
Acquisition of synonym pairs
To determine the semantic relatedness between concepts, a concept is defined as the synonym pair with the highest correlation [24] , and the semantic relations in a synonym pair have specified forms. For example, concept P and concept Q have the following forms: ''P(Q)'', ''and P(Q'', '',P(Q'', ''P known as Q'', ''P/Q'', and ''P,Q''. However, there are many semantic relations of a synonym pair, and the semantic relations are distinct for different synonym pairs. Thus, a concept pair can be considered to be a highly related pair when the concept pair has a large number of the semantic relations that are found for synonym pairs. In this case, synonym pairs of known biomedical terms are prepared to determine the semantic relations of synonyms.
The known biomedical terms were collected from MedicineNet.com, and the synonyms were collected from Synonyms.net. Both websites provide users with on-line dictionaries and query systems. Therefore, we designed an automatic retrieval program to integrate the resources from both websites, and the results are considered the known synonym pairs.
Crawl concept pair from a search engine
Biomedical information has been increasing sharply over the past few years. For querying enormous amounts of data, search engines are important for retrieving the corresponding data in a short time. When users query keywords in search engines, search engines return the page counts and the contexts with keywords (snippets). Furthermore, the snippets are very useful because users can access the snippets without downloading the data from the original websites. Thus, users can effectively obtain the necessary information by scanning the snippets. To utilize these advantages of search engines, we queried two concepts and collected their snippets from search engines. However, a concept usually consists of many words, and the snippets are limited by the query format of the search engine. To obtain snippets that included two concepts, we used a union query to collect the snippets in which both concepts occur together. For example, we queried ''biotin''+ ''vitamin H'' and collected the snippets, as shown in Figure 7 .
After retrieving the snippets, we can investigate the structure of the patterns.
Extracting Lexical Pattern from Snippets
After retrieving snippets, we must determine the semantic relations between two concepts. As shown in Figure 8 , there are two concepts in a snippet, and '', also known as'' is a semantic relation between biotin and vitamin H. If two concepts are synonymous, there are specific semantic relations between them. To find the semantic relations of snippet sets, we constructed the lexical semantic pattern to represent the semantic relatedness of two concepts. A previous study [7] indicated that semantic relations are often identified using the following process. First, the snippets of concept A and concept B are collected, and then concept A and concept B are used instead of variables X and Y. Next, the sequence set is generated by an n-gram sliding window, and the terms inside of the punctuation marks are considered to be a word. Then, the sequence is selected using the following rules.
The sequence includes one X and one Y.
The longest sequence length is L words, and the shortest sequence length is l words. The sequence is allowed to skip g consecutive words. The skipped words of the sequence are the G words.
Finally, we consider the sequences of snippets to be lexical semantic pattern sets, as shown in Figure 8 . For example, the lexical semantic pattern sets of two concepts are distilled, such as ''Y also known as X'', ''Y, known as X'', ''Y, also as X'', ''Y, also known X'', ''Y known as X'', ''Y also as X'', ''Y also known X'', and ''Y known as X is''. 
ReLPR: Mutually Reinforcing Lexical Pattern Ranking algorithm
Each lexical pattern in a synonym pair represents a characteristic of synonymous relations, but it is difficult to assess a synonym pair using only one lexical pattern. For example, the lexical pattern ''X also called Y'' between concept X and concept Y () is a synonymous relation. In contrast, the lexical pattern ''X of Y'' is ambiguous about whether the relation is synonymous. Computers are incapable of recognizing which lexical patterns distinguish synonym pairs. Hence, we used the lexical patterns that were generated from known synonym pairs to learn the lexical patterns of synonymous relations.
A snippet is derived from a page, and many pages constitute a website. When searching for a concept pair in search engines, we obtain a collection of web pages. Thus, web pages, websites, and concept pairs can be regarded as a container with many lexical patterns. For example, a snippet page of ''biotin'' and ''vitamin H'' can produce the following patterns: ''Y also known as X'', ''Y, known as X'', ''Y, also as X'', ''Y, also known X'', ''Y known as X'', as shown in Figure 8 . Note that networks are composed of containers and lexical patterns, which include two matrices, the container matrix and the lexical pattern matrix, as shown in Figure 9 . In Figure 9 , (a) indicates a network that consists of four containers and four lexical patterns, and (b) is for a Container Lexical-pattern matrix, which shows that a lexical pattern in a container is given a weight if it has an in-link; otherwise, the lexical pattern is assigned a weight of zero. In a transposed Container Lexical-pattern matrix, a lexical pattern in a container is given a weight if it has an out-link; otherwise, the lexical pattern is assigned a weight of zero. In addition, the weights of the in-link and the out-link are adjusted by the number of lexical patterns and containers.
The lexical patterns are determined by their containers; thus, the networks of containers play important roles when analyzing the strengths of lexical patterns. Under the link analysis view, the ReLPR algorithm is similar to the HITS algorithm, and the lexical pattern-voting candidates are generated by the linking structure of the containers. The importance of a container is determined by its number of lexical patterns. In Figure 10 The ReLPR algorithm is shown in Figure 11 . ReLPR increases the number of lexical patterns by a strategy of learning known synonym datasets, and a reinforcing method is applied to estimate semantic relatedness based on the influence between lexical patterns and pages. First, the container matrix and the lexical pattern matrix are initialized to 1, and they are matched with each other. Next, the container matrix and the lexical pattern matrix are iteratively modified by their influence on the partner matrix. For the scores that are calculated using the lexical pattern-voting approach, the algorithm is convergent when the difference between the container matrix and the lexical pattern matrix is smaller than a threshold e. That is, stronger synonymous relations co-occur in the more important containers, and these lexical patterns are capable of distinguishing synonymous relations.
Measuring Semantic Relatedness
After evaluating the semantic relatedness of a concept pair, we used the lexical patterns of known concept pairs to estimate their similarity. Therefore, we also queried the concept pairs in search engines, and the snippets of concept pairs were collected. After retrieving the snippets, we constructed the lexical patterns from the snippets, and these patterns were the semantic forms of concept pairs. However, these patterns were unable to determine the semantic relatedness of concept pairs. Here, we used the synonym lexical pattern database to compare the lexical patterns of unknown concept pairs with those of known concept pairs, and we calculated their similarity by the following equation:
If the lexical patterns of unknown concept pairs matched the lexical patterns in the synonym lexical pattern database, we assigned a lexical pattern-voting score to judge the correlation between unknown and known concepts in terms of the semantic relations of synonym pairs. Hence, the semantic relatedness of a concept pair was obtained after we combined the lexical pattern-voting score with the calculations of concept pairs. That is, the more features of synonym pairs that a concept pair has, the higher the possibility that a concept pair is related to a synonym pair.
Results and Discussion

Dataset
Estimating the semantic relatedness of biomedical terms is difficult for untrained individuals. Therefore, the task of recognizing biomedical terms should be assigned to domain-specific experts. As far as we know, manual benchmark datasets are rare. Here, dataset 1 [26] includes 36 concept pairs of biomedical terms, and dataset 1 was marked by a group of doctors. In contrast, dataset 2 [5] consists of 30 concepts pairs of biomedical terms, and dataset 2 was marked by three doctors and nine biomedical experts, as shown in Table 1 and Table 2 . In addition, we produced 1482 biomedical synonym pairs as our training sets (Supporting Information at http://ikmbio.csie.ncku.edu.tw/ ReLPR/Supporting_Information/).
Evaluation criteria
The evaluations of the semantic relatedness between terms can be divided into direct and indirect assessments. The direct assessment measures the difference between systematic methods and manual benchmarks. In contrast to direct assessments, indirect assessments apply the results to the article classifiers and recommender systems, and the performance is often evaluated according to the systematic view. As a result, we used direct assessments to evaluate the performance by two benchmark datasets. Here, the Pearson's correlation coefficient between the results and two benchmark datasets is given as follows. 
where x x is the sample mean, and S x is the sample standard deviation.
Analysis of training set
The length of a lexical pattern is important for deciding the number of lexical patterns. To observe the influence of the lexical pattern length, we utilized several length parameters to assess the distributions of lexical patterns, as shown in Figure 12 . However, the lexical pattern length was only reflected in the number of lexical patterns. Hence, we analyzed the distance between two terms, and we found that there are usually only three of fewer symbols or words between two terms, as shown in Figure 13 . Furthermore, we observed the top 5 lexical patterns with different lengths, as shown in Table 3 . Shorter lengths correspond to more concentrated lexical patterns. Although there are many long lexical patterns, most of the lexical patterns in the TOP 5 are short. That is, the lexical patterns with long lengths have changed dramatically. Furthermore, we also noticed that the longer lexical patterns are comprised of shorter lexical patterns. For example, ''X, also known as Y, is'' is from ''X, also known as Y''. Therefore, we set the length parameter to L = 5 to recognize the words between two terms and distilled the lexical patterns.
We then observed the differences in the lexical patterns and filtered out words between terms to measure the diversity of lexical patterns. When distinct words and symbols are removed, the lexical patterns become similar. For example, ''Y, also known as X'' can be generated from ''Y, also known as or related to X'' and ''Y, also known as X,'' by displacing the words. Hence, we can obtain the specified lexical patterns of synonym pairs by filtering out various words and symbols. Table 4 lists the different For all parameter settings, we obtained similar lexical patterns in the Top 5. In (c), we observed that there are several common specified lexical patterns. For example, ''X also known as Y'' is a known lexical pattern for a synonym pair. Therefore, we set the filtering parameters G and g to be G = 3 and g = 2.
We observed the number of lexical patterns in the training sets, and the distribution of lexical patterns in different container types is shown in the following tables. Table 5 presents the top 5 lexical patterns for each web page, and Table 6 indicates the top 5 lexical patterns for each website. Table 7 lists the top 5 lexical patterns for each synonym pair. The number of lexical patterns within each container type is different; thus, the ReLPR algorithm performs dissimilarly. That is, the lexical patterns influence the lexicalvoting approach.
To test the use of snippets on web pages, we observed how distinct containers varied with the size of the training set. Analyses of correlation coefficients were used to detect the difference among lexical semantic patterns of containers with different sizes. In Figure 14 , (a) shows the correlation coefficients for dataset 1 using three approaches. In contrast, (b) and (c) present the correlation coefficients with the manual answers marked by physicians and experts for dataset 2. For the snippets on different containers, the lexical semantic patterns of web pages are significant when the size of training sets is enlarged. In this case, most lexical semantic patterns are generated from the same snippets of a concept pair, and these patterns are similar, such as ''Y also known as X'', ''Y, known as X'', and ''Y, also as X''. Furthermore, using the above experiment, we determined that the optimal size of the training sets was 1400, and the results produced by the training set were used in the following analyses.
Comparison with other methods
We compared ReLPR with the methods proposed in previous studies. SemDist [27] and Path length [3] are ontology-based methods, while the methods of Leacock & Chodorow [2] and Wu & Palmer [13] are corpus-based approaches. The method of Chen [4] is also a search engine-based approach. Table 8 lists the correlation coefficients of the reported methods for dataset 1. ReLPR outperforms the other methods. Table 9 provides a list of the seven strategies that were used for dataset 2. The results shown in Table 9 indicate that ReLPR performed significantly better than the other seven strategies. In contrast to the previous strategies, the results of ReLPR for both datasets were superior to those of the other strategies when compared with two manual benchmarks.
Conclusions
In this study, we used the ReLPR algorithm to evaluate the semantic relatedness of two biomedical terms. The ReLPR algorithm estimates semantic relatedness from the lexical patterns of sentence structures and the reinforcing activities between containers and lexical patterns. Our approach is different from previous methods of discovering semantic relations. The approach begins with the automatic identification of lexical patterns and their connections with containers. Then, we construct a synonym lexical pattern database from the snippets of synonym pairs, and we compare the lexical patterns of synonym pairs with those of the queried pairs. Queried pairs that include a higher number of lexical patterns from synonym pairs are more likely to be synonym pairs. Finally, we compared the ReLPR algorithm with previous studies, and the ReLPR algorithm outperformed them.
In future work, we will clarify the influence of lexical patterns on the ReLPR algorithm. More research is needed regarding the relations of different types of lexical patterns. After investigating the lexical patterns of synonym pairs, we believe that the negative relations of concept pairs would improve the performance of the ReLPR algorithm. 
