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Summary
This dissertation investigates relative entropies, also called generalized divergences, and how
they can be used to characterize information-theoretic tasks in quantum information theory.
The main goal is to further rene characterizations of the optimal rates for quantum source
coding, state redistribution, and measurement compression with quantum side information via
second order asymptotic expansions and strong converse theorems. The dissertation consists
of a mathematical and an information-theoretic part.
In the mathematical part, we discuss two recently introduced relative entropies, the α-
sandwiched Rényi divergence and the information spectrum relative entropy. For the sand-
wiched Rényi divergence, we rst investigate the limit α → 0 to determine whether this
recovers the well-known 0-Rényi relative divergence. Furthermore, we extend the Rényi en-
tropic calculus by proving various bounds for entropic quantities derived from the sandwiched
Rényi divergence, including a useful bound in terms of the delity between two quantum
states. We then focus on a particular property called the data processing inequality, which
states that the sandwiched Rényi divergence cannot increase under quantum operations. We
derive a necessary and sucient condition for equality in the data processing inequality, and
discuss applications of this condition to entropic bounds. For the information spectrum relative
entropy, we demonstrate how to obtain its known second order asymptotic expansion when
evaluated on pairs of independently and identically distributed quantum states.
In the information-theoretic part of the dissertation, we rst focus on the task of visible
quantum source coding. We introduce general mixed quantum sources, which provide an
important toy model for an information-theoretic task employing a resource with memory,
and derive the second order asymptotics of visible quantum source coding using such a mixed
source. This result is obtained from the second order asymptotic expansion of the information
spectrum relative entropy. As a special case, we also show how to obtain the second order
asymptotics of visible quantum source coding using a single memoryless quantum source.
The last part of the dissertation is dedicated to strong converse theorems, which establish an
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optimal rate of an information-theoretic task as a sharp threshold beyond which all codes fail
with certainty. We focus on the tasks of state redistribution and measurement compression
with quantum side information, proving strong converse theorems in each case. The key
ingredients in proving these theorems are the aforementioned delity bounds on entropic
quantities derived from the sandwiched Rényi divergence.
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My greatest concern was what to call it. I
thought of calling it ‘information,’ but the word
was overly used, so I decided to call it ‘uncer-
tainty’. When I discussed it with John von Neu-
mann, he had a better idea. Von Neumann told
me, ‘You should call it entropy . . . no one knows
what entropy really is, so in a debate you will
always have the advantage.’
—Claude E. Shannon, 1961.1. Introduction
1.1. Shannon entropy and von Neumann entropy
The storage and transmission of information through communication have proved essential for
the development of modern civilization and technology. Strangely enough, a sound mathemati-
cal theory of communication was not developed until 1948, when Claude Shannon published
his landmark paper [Sha48], in which he initiated what is now called information theory. At
the heart of Shannon’s formulation of a theory of communication is the idealization of any
communication system into ve basic parts: information source, transmitter, noise source,
receiver, and destination. For the purpose of motivating the topics of this thesis, we focus on
the rst part of such a communication system.
An information source can be thought of as any physical device emitting sequences of signals,
where the individual signals come from a xed alphabet A which we assume to be nite
for simplicity. Examples of such alphabets are the Latin alphabet {a, . . . , z}, the Morse code
alphabet {., -}, or the binary alphabet {0, 1}. However, the actual labels of these letters are
irrelevant, and all we care about are the probabilities with which the individual letters are
emitted. In the following, we consider an arbitrary enumeration of the elements of the alphabet
A, say, from 1 to d = |A|, where |A| denotes the cardinality of the alphabet A, and attach
probabilities pi to each of the signals, where i = 1, . . . ,d . That is, the source emits the signal i
with probability pi .
One of Shannon’s most important insights in [Sha48] was to nd a measure of how much
information such an information source produces. To this end, he dened the surprisal of a
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signal i as the logarithm of the reciprocal of the associated probability pi . If a signal i has
probability pi = 1 (i.e., we are certain that the source will always produce this same signal
i), then the surprisal of i is 0. The smaller the probability of a signal, the higher its surprisal.
Shannon then dened his information measure as the average surprisal of the information
source, eventually settling on the name entropy for this measure (cf. the quote at the beginning
of this section):
H (P ) B
d∑
i=1
pi log
1
pi
, (1.1)
where P = (p1, . . . ,pd ) denotes the underlying probability distribution of the source, and
0 log 0 ≡ 0 by convention.
The quantity H (P ) dened in (1.1) is now called Shannon entropy. The following two
properties follow immediately from its denition: H (P ) is always non-negative, and 0 if and only
if the probability distribution P is concentrated on a single event, i.e., P = (0, . . . , 0, 1, 0, . . . , 0).
Furthermore, the maximal value of H (P ) is logd , and this is the case if and only if all signals
are equally likely, i.e., P = (1/d, . . . , 1/d ) is the uniform distribution. These two properties
already indicate that Shannon entropy is a reasonable measure of the information produced by
a source: if a source always emits the same signal, we do not learn any new information upon
receiving this signal. On the other hand, if all signals are equally likely, we gain the maximal
amount of information upon learning which signal was actually emitted. In principle, there are
many candidates for reasonable information measures. However, the Shannon entropy has a
precise operational meaning in the information-processing task of source coding, which turns
the Shannon entropy into a fundamental information measure. In the following, we explain
the task of source coding and the role of Shannon entropy in it.
Let us assume that we receive a sequence of signals from an information source (A, P ) with
alphabet A and corresponding probability distribution P , where the successive signals emitted
from the source are independent and identically distributed (i.i.d.). That is, each successive signal
is emitted according to P , and is independent of previous signals. Furthermore, we assume that
the source emits sequences of signals of arbitrary length. These two assumptions characterize
the asymptotic, memoryless setting, which is a central concept in information theory. Informally,
the goal in source coding is to compress sequences of signals of length n to bit strings of
length N (n, ε ) in such a way that the original sequence can be restored up to a chosen error
ε ∈ (0, 1). That is, each sequence (a1, . . . ,an ) with ai ∈ A is mapped to a string (x1, . . . ,xN )
2
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with N ≡ N (n, ε ) and xi ∈ {0, 1}. Shannon’s noiseless coding theorem [Sha48] states that, for any
error ε ∈ (0, 1), the average number of bits needed for the compressed sequences approaches
the Shannon entropy of the source in the limit n → ∞:
lim
n→∞
N (n, ε )
n
= H (P ) for all ε ∈ (0, 1). (1.2)
The noiseless source coding theorem (1.2) makes precise howH (P ) measures the information
produced by a source: any compression protocol attempting to compress a sequence of length
n to a string with fewer bits than nH (P ) will eventually incur a non-zero error (the converse
part). On the other hand, there are reliable compression schemes with rate H (P ) + δ for any
δ > 0 (the achievability part). Both parts together constitute the coding theorem, which proves
that the Shannon entropy is the optimal rate of source compression.
The preceding discussion of source compression was based on the fact that the information
source is classical, which essentially means that the receiver can perfectly distinguish the signals
emitted by the source. If we instead consider an information source emitting quantum signals,
we lose this ability to perfectly distinguish the signals, and the corresponding information-
processing task of quantum source coding becomes more involved.
Postponing a detailed discussion of the intricacies of quantum source coding to Chapter 5,
we focus here on its optimal rate, which is given by the quantum counterpart of the Shannon
entropy: the von Neumann entropy, dened for a quantum state ρ as S (ρ) = − tr(ρ log ρ). This
quantity has its origin in quantum statistical mechanics, and was named in honor of John von
Neumann for his groundbreaking work in this eld. Similar to the Shannon entropy, the von
Neumann entropy is always non-negative, and zero if and only if the quantum state is pure,
meaning that the quantum system is unambiguously described by this pure state. On the other
hand, the von Neumann entropy is maximal for a completely mixed state, a quantum analogue
of a uniform probability distribution.1 The von Neumann entropy thus serves as a measure of
the quantum information of a quantum system. Moreover, as mentioned above, it is equal to
the optimal rate in quantum source coding, a result known as Schumacher’s quantum coding
theorem [Sch95], which we discuss in more detail in Section 5.1.2.
Quantum source coding is a fundamental task in quantum information theory, which, in-
formally speaking, is a theory of communication involving physical systems described by
quantum mechanics. Quantum mechanical systems exhibit a range of characteristic properties
1See Chapter 2 for a detailed explanation of the terms pure and mixed quantum state.
3
1. Introduction
that fundamentally distinguish them from classical systems. The most striking of these is
the phenomenon of entanglement. The physicist Erwin Schrödinger2 described entanglement
as the phenomenon of having complete knowledge of the total state of a compound system,
without knowing the state of any one of its parts. Entanglement is a purely quantum concept
and can act as a resource to facilitate quantum information-processing tasks such as the famous
teleportation protocol [BBC+93], or state redistribution, where the goal is to redistribute part
of a quantum system from one party to another. In Chapter 6, we discuss this protocol in detail.
1.2. Rening optimal rates
In both classical and quantum information theory, coding theorems such as Shannon’s source
coding theorem (1.2) and Schumacher’s quantum source coding theorem characterize the
optimal rates of information-processing tasks in terms of entropic quantities. Proving coding
theorems is one of the main goals of information theory. However, in certain contexts one
might be interested in a more rened characterization of information-processing tasks beyond
knowing the optimal rate.
One such context concerns the relaxation of the rather strict assumptions of the asymptotic,
memoryless setting in which coding theorems are usually proved. In realistic scenarios we
might not have access to an arbitrary number of uses of a resource such as an information
source. We are then interested in approximations of the characteristic operational quantity
of a task for a nite number of uses of the underlying resource. This is also called the nite
blocklength regime and naturally leads to second order asymptotic expansions, one of the two
main information-theoretic themes of this thesis.
Moreover, in Chapter 5 we also leave the memoryless scenario by analyzing the second order
asymptotics of a simple toy model for an information-processing task employing a resource
with memory: mixed quantum source coding. It is important to analyze such tasks, since the
(idealizing) assumption of memoryless resources might not be justied in realistic scenarios
due to memory eects or imperfections in the physical devices used in the task.
The second central information-theoretic aspect of this thesis is strong converses. Recall
from the discussion of Shannon’s noiseless coding theorem above that every coding theorem
includes a converse part. Essentially, a converse tells us that coding at a rate beyond the optimal
2A pioneer of quantum mechanics, Schrödinger introduced the term ‘entanglement’ as a translation of the
German term ‘Verschränkung,’ which he also coined.
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rate necessarily results in a non-vanishing error. However, no further implication about the
nature or magnitude of this error can be made from the coding theorem alone. A strong converse
renes the converse part of a coding theorem inasmuch as every such code with a rate beyond
the optimal one fails with certainty in the asymptotic limit. This is established by proving
strong converse theorems for information-processing tasks, which is the content of Chapter 6.
Note that we are often able to determine the speed at which this convergence occurs by proving
explicit lower bounds on the error incurred in the protocol.
1.3. Relative entropies
The main tools in deriving second order asymptotic expansions and strong converse theorems
are relative entropies, or generalized divergences. These quantities are dened on pairs of
positive operators, and usually required to be non-negative on pairs of states. Used in both
classical and quantum information theory, relative entropies serve at least two purposes: rst,
they provide a notion of distance on the set of probability distributions or quantum states,
albeit not in the strict mathematical sense (that is, they do not necessarily constitute a metric).
Secondly, they act as parent quantities for entropic quantities such as the Shannon entropy or
the von Neumann entropy. For example, the latter can be obtained from the quantum relative
entropy dened in Denition 2.2.5, one of the most important examples of a relative entropy in
the quantum setting.
A crucial property of relative entropies is the data processing inequality: if two probability
distributions or quantum states are subjected to a transformation (or dynamical evolution),
the relative entropy evaluated on this pair cannot increase. In the quantum setting, such a
transformation is given by a quantum operationΛ, whose precise denition we give in Chapter 2.
Denoting a relative entropy by D (·‖·), the data processing inequality implies that for any two
quantum states ρ and σ , we have
D (ρ‖σ ) ≥ D (Λ(ρ)‖Λ(σ )).
In view of the interpretation of a relative entropy as a distance, the data processing inequality
expresses the fact that two distributions or states cannot be distinguished any better after a
transformation. This can be put in information-theoretically precise terms in the context of
hypothesis testing, which we discuss in Chapter 4.
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Optimal rates for quantum information-theoretic tasks, e.g., the von Neumann entropy in
the case of Schumacher’s quantum source coding theorem, are typically given in terms of
entropic quantities derived from the quantum relative entropy. In order to achieve our goal of
rening these optimal rates, we therefore need to consider relative entropies that generalize
the quantum relative entropy in a specic way. This is the mathematical part of this thesis.
We rst consider a one-parameter family of relative entropies called the sandwiched Rényi
divergence, which reduces to the quantum relative entropy in a particular limit of said parameter.
We then analyze the properties of entropic quantities derived from the sandwiched Rényi
divergence. Characterizing information-processing tasks in terms of these Rényi entropic
quantities allows us to obtain strong converse theorems for these tasks.
We also discuss another generalized divergence, the information spectrum relative entropy.
Strictly speaking, this quantity should not be called a relative entropy, as it can be negative for
certain pairs of quantum states, and does not satisfy the data processing inequality. However,
the average of this quantity, when evaluated on pairs of i.i.d. quantum states, tends to the
quantum relative entropy in the asymptotic limit. Hence, for pairs of suciently many copies
of i.i.d. quantum states, the information spectrum relative entropy becomes non-negative and
satises the data processing inequality, inheriting both properties from the quantum relative
entropy. A more rened analysis of the convergence to the quantum relative entropy leads
to nite blocklength approximations, viz. second order asymptotic expansions, which can in
turn be used to obtain second order asymptotic expansions of optimal rates of information-
processing tasks.
1.4. Main contributions and outline of this thesis
This thesis is based on the following publications and preprints:
[DL14] Nilanjana Datta and Felix Leditzky. “A limit of the quantum Rényi divergence”.
Journal of Physics A: Mathematical and Theoretical 47.4 (2014), p. 045304. doi:
10.1088/1751-8113/47/4/045304. arXiv: 1308.5961 [quant-ph].
[DL15] Nilanjana Datta and Felix Leditzky. “Second-Order Asymptotics for Source Cod-
ing, Dense Coding, and Pure-State Entanglement Conversions”. IEEE Transac-
tions on Information Theory 61.1 (2015), pp. 582–608. doi: 10.1109/TIT.2014.
2366994. arXiv: 1403.2543 [quant-ph].
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[LD16] Felix Leditzky and Nilanjana Datta. “Second order asymptotics of visible mixed
quantum source coding via universal codes”. IEEE Transactions on Information
Theory 62.7 (2016), pp. 4347–4355. doi: 10.1109/TIT.2016.2571662. arXiv:
1407.6616 [quant-ph].
[LRD16] Felix Leditzky, Cambyse Rouzé, and Nilanjana Datta. “Data processing for the
sandwiched Rényi divergence: a condition for equality”. Letters in Mathemat-
ical Physics (2016). doi: 10.1007/s11005-016-0896-9. arXiv: 1604.02119
[quant-ph].
[LWD16] Felix Leditzky, Mark M. Wilde, and Nilanjana Datta. “Strong converse theorems
using Rényi entropies”. Journal of Mathematical Physics 57.8, 082202 (2016). doi:
10.1063/1.4960099. arXiv: 1506.02635 [quant-ph].
In the course of the thesis, the following original results are derived:
1. In Chapter 3, we prove in Theorem 3.2.7 that the limit α → 0 of the α-sandwiched Rényi
divergence is equal to the 0-relative Rényi entropy D0(ρ‖σ ) only if supp ρ = suppσ .
This result was obtained in collaboration with Nilanjana Datta, and appeared in [DL14].
2. For entropic quantities derived from the α-sandwiched Rényi divergence, we prove vari-
ous novel properties, including dimension bounds (Proposition 3.3.5), a bound relating
the delity of two quantum states to the dierence of Rényi entropic quantities (Theo-
rem 3.3.6), and bounds concerning classical-quantum states (Proposition 3.3.7). These
results were obtained in collaboration with Mark M. Wilde and Nilanjana Datta, and
appeared in [LWD16].
3. In Theorem 3.4.1 we prove a necessary and sucient algebraic condition for equality in
the data processing inequality for the α-sandwiched Rényi divergence. We give applica-
tions of this result by determining conditions for equality in: (a) a Rényi version of the
Araki-Lieb inequalities (Theorem 3.4.9); (b) a (newly derived) lower bound on the Rényi
entanglement of formation (Theorem 3.4.13); (c) an upper bound on the entanglement
delity in terms of the usual delity (Proposition 3.4.15). These results were obtained in
collaboration with Cambyse Rouzé and Nilanjana Datta, and appeared in [LRD16].
4. In Chapter 5, Theorem 5.2.8 we derive the second order asymptotics of visible quantum
source coding using a general mixed source. To prove the achievability part, we introduce
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universal quantum source codes achieving second order rates for memoryless quantum
sources (Proposition 5.2.3). Furthermore, in Corollary 5.2.11 we recover the second order
asymptotics of visible quantum source coding using a memoryless source, which were
derived in [DL15]. These results were obtained in collaboration with Nilanjana Datta,
and appeared in [LD16].
5. In Chapter 6, Theorem 6.1.2 we derive a strong converse theorem for quantum state
redistribution. We also extend this theorem to a feedback version of state redistribution
(Theorem 6.1.4). Finally, in Theorem 6.2.2 we prove a strong converse theorem for the
classical communication cost in measurement compression with quantum side informa-
tion. These results were obtained in collaboration with Mark M. Wilde and Nilanjana
Datta, and appeared in [LWD16].
The remainder of this thesis is structured as follows: Chapter 2 sets the notation used
throughout the thesis, and aims to summarize the mathematical framework of quantum infor-
mation theory in nite-dimensional Hilbert spaces. This summary is far from complete, and
only intended to enable both experts and readers unfamiliar with quantum information theory
to follow the arguments of the thesis. In addition, we collect a few useful results from matrix
analysis.
The main part of the thesis is divided into a mathematical part and an information-theoretic
part. The mathematical part begins in Chapter 3, where we introduce the α-sandwiched Rényi
divergence, and discuss some of its well-known properties. In the following sections, we rst
investigate special values and limits of the parameter α , deriving Result 1 in the course. We
then discuss entropic quantities derived from the sandwiched Rényi divergence, and prove
Result 2. Finally, we analyze the proof of the data processing inequality by Frank and Lieb
[FL13] in detail to obtain Result 3.
In Chapter 4, we discuss the information spectrum relative entropy introduced by Tomamichel
and Hayashi [TH13], and review the derivation of its second order asymptotic expansion given
in the same paper. Furthermore, in view of the discussion in Chapter 5 we give a simplied,
direct proof of the second order expansion in the case when the second operator in the relative
entropy is equal to the identity. We stress at this point that Chapter 4 does not contain any
original material. However, in Appendix A we briey discuss variants of the information
spectrum relative entropies that were introduced in [DL15]. In contrast to the information
spectrum relative entropy dened in [TH13], these quantities have the particular advantage of
8
1.4. Main contributions and outline of this thesis
satisfying the data processing inequality.
Chapter 5 marks the beginning of the information-theoretic part of this thesis. We rst
discuss quantum sources and the tasks of visible and blind quantum source coding. We then
derive Result 4, the second order asymptotics of visible quantum source coding using a mixed
source. Furthermore, we compare the second order asymptotics of visible quantum source
coding using a memoryless source to the second order asymptotic bounds on the minimal
compression length in the blind encoding setting, which we derived in [DL15].
Finally, in Chapter 6 we focus on strong converse theorems and prove Result 5. We also show
how state redistribution reduces to well-known information-processing tasks when considering
special cases of the protocol. As a corollary, we recover known strong converse theorems for
these tasks.
We conclude in Chapter 7 with a summary of the results obtained in this thesis, as well as a
collection of open problems pointing to possible directions of future research.
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2. Preliminaries
In this chapter we set the notation and recall mathematical results that are used throughout
the thesis. We start with a review of basic concepts in linear algebra, which are then used to
give a short introduction to the mathematical framework of quantum information theory in
nite-dimensional Hilbert spaces. Finally, we collect some useful results from matrix analysis.
2.1. Notation and basics of linear algebra
We denote the set of natural numbers, real numbers, and complex numbers by N, R, and C,
respectively. For an arbitrary set A and n ∈ N, we use the notation An B {(a1, . . . ,an ) : ai ∈
A for i = 1, . . . ,n} for the set of n-tuples with entries in A. For d ∈ N we dene [d] B
{1, . . . ,d }. The symmetric group of order n ∈ N is denoted by Sn, and the unitary group of
degree n is denoted byUn. In this thesis all exponentials and logarithms are taken to base 2.
A Hilbert spaceH is a complex vector space equipped with an inner product (·, ·)H : H ×
H → C, such that it is complete with respect to the metric d (x ,y) B√(x − y,x − y) induced by
(·, ·)H . Note that every nite-dimensional normed vector space is automatically complete with
respect to the induced metric. Unless specied otherwise, throughout this thesisH denotes a
nite-dimensional Hilbert space.
We denote the algebra of linear operators acting onH by B (H ). For A ∈ B (H ), the adjoint
operator A† is the unique operator satisfying (Ax ,y)H = (x ,A†y)H for all x ,y ∈ H . An
operator A ∈ B (H ) is called Hermitian if A = A†, and positive semidenite (or positive in
short) if (x ,Ax ) ≥ 0 for all x ∈ H . We denote the sets of Hermitian and positive semidenite
operators by Herm(H ) and P (H ), respectively, and note that P (H ) ⊆ Herm(H ). An operator
A is called normal if [A,A†] = 0, where [X ,Y ] B XY − YX denotes the commutator. By the
spectral theorem, every normal operator A can be written as
A =
∑
i
λiPi ,
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where for every i the operator Pi projects onto the eigenspace corresponding to the eigenvalue
λi ∈ C, that is, for an eigenvector vi ∈ PiH we have Avi = λivi . The eigenvalues {λi }i
of a Hermitian operator are real, and if furthermore A ∈ P (H ), then λi ≥ 0 for all i . For
A ∈ Herm(H ) we dene suppA as the span of the eigenvectors ofA corresponding to non-zero
eigenvalues, and we write ΠA for the projection onto suppA. For A,B ∈ Herm(H ) we write
A 6⊥ B if suppA∩ suppB contains at least one non-zero vector. We denote the identity operator
onH by 1H , i.e., 1Hx = x for all x ∈ H . For a tensor product spaceH ⊗n, we use the notation
1n ≡ 1H ⊗n .
The operator algebra B (H ) is itself a Hilbert space when equipped with the Hilbert-Schmidt
inner product, dened by (A,B)B (H ) B tr(A†B) for A,B ∈ B (H ). Let K be another Hilbert
space and consider a linear map Λ : B (H ) → B (K ). The adjoint map Λ† is the adjoint in the
above sense of the superoperator Λ acting on the Hilbert space B (H ). Explicitly, Λ† is dened
as the unique linear map satisfying (Λ(X ),Y )B (K ) = (X ,Λ†(Y ))B (H ) for all X ∈ B (H ) and
Y ∈ B (K ). We denote the identity map on B (H ) by idH , i.e., idH (X ) = X for all X ∈ B (H ).
This thesis makes heavy use of Dirac’s bra-ket notation: a ket |ψ 〉 denotes an element (or
vector) in H , whereas a bra 〈ϕ | denotes an element (or linear functional) in H ∗, the dual
space of H . For vectors |ψ 〉, |ϕ〉 ∈ H , the scalar product ( |ψ 〉, |ϕ〉)H is conveniently written
as 〈ψ |ϕ〉, and the outer product of |ψ 〉 and |ϕ〉 is written as |ψ 〉〈ϕ |. For A ∈ Herm(H ), we can
unambiguously write 〈ψ |A|ϕ〉, where A either acts to the left on 〈ψ | or to the right on |ϕ〉.
2.2. Mathematical framework of quantum information
theory
The following section comprises a short introduction to the mathematical framework of quan-
tum information theory in nite dimensions. On the one hand, it provides a ‘vocabulary’ of
common terminology for readers with a quantum information theory background. On the other
hand, it should equip those unfamiliar with the subject with enough ammunition to be able to
follow the main points of this thesis.1 Note that pedagogical clarity is sacriced for brevity, and
the following treatise only hints at the physical motivation behind the mathematical framework
of quantum information theory. For a much more thorough and pedagogical introduction
to quantum information theory, we refer to the excellent textbooks by Nielsen and Chuang
1The reader is however assumed to have a basic understanding of advanced mathematics.
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[NC00], Watrous [Wat16], and Wilde [Wil16], and the lecture notes by Wolf [Wol12].
2.2.1. Systems and states
A quantum systemQ is associated with a Hilbert spaceHQ . In this thesis we are only concerned
with nite-dimensional Hilbert spaces, that is,HQ is isomorphic to C|Q | , where |Q | = dimHQ
denotes the dimension of the underlying Hilbert spaceHQ . We call a system trivial if |Q | = 1
such thatHQ  C. Examples of physical systems modeled by nite-dimensional Hilbert spaces
include:
• Polarization of a photon: Here,HQ = C2, and a basis is for example given by {|L〉, |R〉},
where L and R correspond to left- and right-handed circular polarization, respectively.
• Spin of an electron: Here, we again have HQ = C2, and a basis is given by {|0〉, |1〉},
where |0〉 and |1〉 are the eigenstates of the Pauli Z -operator σz = ( 1 00 −1 ) corresponding
to measuring the spin of the electron in the z-axis.
• Excitations of an atom: Here, we consider HQ = Cd for some d ∈ N. The elements of
the basis {|0〉, |1〉, . . . , |d − 1〉} correspond to the excitation levels of the atom, with |0〉
denoting the ground state.
In the following, H denotes a generic Hilbert space of dimension d corresponding to a
physical system with d degrees of freedom. A pure state of this quantum system is described
by a normalized vector |ψ 〉 ∈ H with 〈ψ |ψ 〉 = 1. More generally, a mixed state ρ is a positive
semidenite, normalized operator acting onH , that is, ρ ∈ P (H ) with tr ρ = 1. We denote the
convex set of quantum states onH by D (H ) B {ρ ∈ P (H ) : tr ρ = 1}, and identify a pure
state |ψ 〉 ∈ H with the projection |ψ 〉〈ψ | ∈ D (H ) onto the linear space spanned by |ψ 〉 ∈ H .
We also use the notationψ ≡ |ψ 〉〈ψ |. Conversely, every mixed state ρ of rank 1 corresponds to
a pure state |ψ 〉 ∈ H that spans the one-dimensional eigenspace of ρ, and we have ρ = |ψ 〉〈ψ |.
Physically, a mixed state ρ reects an uncertainty about the preparation of the system: Suppose
a system is prepared in such a way that it is found in the state |ψi〉 with probability pi . The
state of the system is then given by ρ = ∑i pi |ψi〉〈ψi |, which is not pure if at least two of the
vectors |ψi〉 are linearly independent.
Given physical systems A1, . . . ,Ak modeled by Hilbert spacesHA1, . . . ,HAk , respectively,
the composite system A1 . . .Ak is described by the tensor productHA1...Ak ≡ HA1 ⊗ . . . ⊗ HAk .
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Throughout this thesis, we imply such a tensor product structure when denoting Hilbert spaces
as HAB..., with each upper-case subscript corresponding to one subsystem. For a bipartite
system AB in a state ρAB , the state of the system A is given by the marginal ρA B trB ρAB .
Here, trB denotes the partial trace over the B system, dened as the adjoint of the linear map
XA 7→ XA ⊗ 1B for XA ∈ B (HA) with respect to the Hilbert-Schmidt inner product on B (HAB ).
Equivalently, for an arbitrary operator XAB ∈ B (HAB ) the partial trace XA = trB XAB is the
unique operator satisfying tr(XAB (YA ⊗ 1B )) = tr(XAYA) for all YA ∈ B (HA). In terms of a basis
{|i〉B } |B |i=1 ofHB , the partial trace can be expressed as
trB XAB =
|B |∑
i=1
(1A ⊗ 〈i |B )XAB (1A ⊗ |i〉B ).
Physically, the partial trace corresponds to discarding one of the constituent systems. We
follow the convention that a dropped upper-case subscript (corresponding to a physical system)
always implies a partial trace over that system: for a bipartite state ρAB the states ρA and ρB are
understood as the marginals on the systems A and B given by ρA = trB ρAB and ρB = trA ρAB ,
respectively.
Every mixed state ρ ∈ D (H ) can be regarded as the marginal of a pure state on a larger
Hilbert space. To see this, consider the spectral decomposition ρ = ∑i λi |i〉〈i |H , and form the
pure state
|ψ ρ〉 B
∑
i
√
λi |i〉H ⊗ |i〉H ′ ∈ H ⊗ H ′,
whereH ′ is an auxiliary Hilbert space of dimension dimH ′ = rk ρ, spanned by the (orthonor-
mal) eigenvectors {|i〉}i of ρ. It follows that ρ = trH ′ψ ρ , and henceψ ρ is called a purication of
ρ. Any two purications of ρ can be obtained from each other by an isometry acting on the
purifying system alone. The purication technique can also be applied to quantum operations
(see Section 2.2.2), and has proved immensely useful in quantum information theory.2
A mixed state ρAB ∈ D (HAB ) is called separable, if it can be written as a convex combination
of product states, that is,
ρAB =
∑
i
piω
i
A ⊗ ωiB (2.1)
for a probability distribution {pi }i and states ωiA ∈ D (HA) and ωiB ∈ D (HB ). A state is called
2The phrase “Going to the Church of the Larger Hilbert Space,” coined by John Smolin, captures this fact.
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entangled, if it cannot be written as in (2.1). A pure separable state is always of tensor product
form, i.e., |ψ 〉AB ∈ HAB is separable if and only if there are vectors |ϕ〉A ∈ HA, |χ〉B ∈ HB such
that |ψ 〉AB = |ϕ〉A ⊗ |χ〉B . We often omit tensor products between vectors and simply write
|ψ 〉AB = |ϕ〉A |χ〉B .
A useful tool in analyzing pure bipartite quantum states is the Schmidt decomposition, which
we state below as a theorem. Its proof is straightforward and based on the singular value
decomposition of a matrix (see for example [NC00] or [Wil16]).
Theorem 2.2.1 (Schmidt decomposition).
Let |ψ 〉AB ∈ HA ⊗ HB be a pure bipartite quantum state. There is an integer d ≤ min{|A|, |B |},
orthonormal sets of vectors {|i〉A}di=1 and {|i〉B }di=1, and positive real numbers {λi }di=1 satisfying∑d
i=1 λ
2
i = 1, such that
|ψ 〉AB =
d∑
i=1
λi |i〉A ⊗ |i〉B .
The integer d is called the Schmidt rank of |ψ 〉AB , and {λi }di=1 are the Schmidt coecients of
|ψ 〉AB . For the marginalsψA = trBψAB andψB = trAψAB , it holds that
ψA =
d∑
i=1
λ2i |i〉〈i |A ψB =
d∑
i=1
λ2i |i〉〈i |B,
that is, the sets of positive eigenvalues of bothψA andψB are equal to {λ2i }di=1.
By Theorem 2.2.1, a pure bipartite state is separable if and only if its Schmidt rank is equal to
1. Given two Hilbert spacesHA andHA′ , a maximally entangled state (MES) |Φk〉AA′ of Schmidt
rank k ≤ min{|A|, |A′|} is a vector
|Φk〉AA′ = 1√
k
k∑
i=1
|i〉A |i〉A′,
where {|i〉A}ki=1 ⊆ HA and {|i〉A′}ki=1 ⊆ HA′ are orthonormal vectors. Hence, the Schmidt
coecients λi from Theorem 2.2.1 are all equal to 1/
√
k . If |A| = |A′| = k , then |Φ〉AA′ ≡ |Φk〉AA′
is simply called an MES, and satises trA′ ΦAA′ = piA and trA ΦAA′ = piA′, where piA = 1|A|1A
denotes the completely mixed state onHA.
We call a state ρ classical, if it is diagonal with respect to a xed basis {|x〉}x∈X , whereX is an
alphabet, i.e., a nite set of classical symbols. Conversely, any classical probability distribution
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P on X can be embedded into a classical state ρX = ∑x∈X P (x ) |x〉〈x |X , where we labeled the
classical system by X . If two states ρ and σ commute, the xed classical basis is typically given
by the common eigenbasis of ρ and σ , and the information-theoretic task involving ρ and σ
then reduces to a classical problem. We also consider classical-quantum (c-q) states ρXB of the
form
ρXB =
∑
x∈X P (x ) |x〉〈x |X ⊗ ρ
x
B,
where P is a probability distribution on X, and ρxB ∈ D (HB ) for x ∈ X.
2.2.2. Quantum operations and measurements
Given Hilbert spacesH andK , a linear mapΛ : B (H ) → B (K ) is called positive ifΛ(P (H )) ⊆
P (K ), n-positive if the map Λ ⊗ idCn : B (H ) ⊗ B (Cn ) → B (K ) ⊗ B (Cn ) is positive, and
completely positive if Λ is n-positive for all n ∈ N. The map Λ is trace-preserving if tr(Λ(X )) =
trX for all X ∈ B (H ), and unital if Λ(1H ) = 1K . The adjoint of a trace-preserving map is
unital, and vice versa.
The dynamical evolution of an open quantum system with Hilbert spaceH is given by a
quantum operation (or quantum channel), which is dened to be a linear, completely positive,
trace-preserving (CPTP) map Λ : B (H ) → B (K ). For a quantum operation Λ : B (HA) →
B (HB ) evolving the quantum system A into B, we use the shorthand notation Λ : A → B or
ΛA→B . It is natural to require a quantum operation to be trace-preserving and (at least) positive,
as this maps quantum states (i.e., positive semidenite, normalized operators) to quantum
states. The stronger notion of complete positivity of a map Λ : B (H ) → B (K ) ensures that
this remains true if the quantum system is regarded as a part of a larger system. That is, the
Hilbert space of the total system isH ⊗ H ′, whereH ′ is a Hilbert space of arbitrarily large
dimension, and the total evolution is given by the map Λ ⊗ idH ′ .
An important example of a CPTP map is the partial trace dened in Section 2.2.1. An example
of a positive, but not completely positive map is transposition with respect to a xed basis,
which is not even 2-positive. The following alternative characterization of CPTP maps is due to
Stinespring, and gives rise to a more intuitive, physical representation of quantum operations:
Theorem 2.2.2 (Stinespring Representation Theorem [Sti55]).
Let Λ : B (H ) → B (K ) be a quantum operation. There exists a Hilbert space H ′, a pure state
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|τ 〉 ∈ H ′ ⊗ K , and a unitaryU onH ⊗ H ′ ⊗ K such that for all ρ ∈ B (H )
Λ(ρ) = tr12
(
U (ρ ⊗ τ )U †
)
,
where tr12 denotes the partial trace overH ⊗ H ′. Equivalently, we can write this action as
Λ(ρ) = tr12
(
V ρV †
)
(2.2)
with the Stinespring isometry (or Stinespring dilation) V : H 7→ H ⊗ H ′ ⊗ K dened by
V B U (1H ⊗ |τ 〉), and satisfying V †V = 1H .
The Stinespring Representation Theorem 2.2.2 implies that we can view a quantum operation
as a unitary evolution of a quantum state embedded in a larger Hilbert space comprised of
the quantum system and an environment, where the latter can be assumed to be initially in a
pure state. The resulting action of the quantum operation on the original system is obtained by
tracing out the state of the environment. Furthermore, Theorem 2.2.2 tells us that the partial
trace is the prototypical quantum operation; every quantum operation can be written as a
composition of tensoring with a xed state, unitary evolution, and taking a partial trace. We
make use of this fact in Chapter 3, where we investigate the behavior of relative entropies under
quantum operations. Finally, we note that the isometric formulation (2.2) of Theorem 2.2.2 is
intimately connected to purication of mixed states as described in Section 2.2.1, and both are
often used in conjunction (see for example the proof of Lemma 6.1.1 in Chapter 6).
A generalized quantum measurement is dened in terms of a positive operator-valued measure
(POVM) {Ei }i , where for all i the Ei are positive operators forming a resolution of the identity,∑
i Ei = 1. Given a state ρ ∈ D (H ) of a quantum system with associated Hilbert spaceH , the
measurement with respect to the POVM {Ei }i yields the outcome i with probability tr(Eiρ). A
special case of a POVM is a projective measurement, where the operators Ei are furthermore
orthogonal projections, i.e., EiEj = δijEi for all i and j . Most common formulations of quantum
mechanics assume the following measurement postulate to hold: for a quantum system in a
(mixed) state ρ ∈ D (H ), a projective measurement {Pi }i yields the outcome i with probability
tr(Piρ), and the post-measurement state of the system is
PiρPi
tr(Piρ)
.
This specication of the post-measurement state is the main (physical) dierence between a
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projective measurement and a POVM, since the latter only determines the probabilities of the
possible measurement outcomes.
A POVM is called pure if the Ei are of rank one for all i , i.e., if there are (not necessarily
orthogonal) vectors |ψi〉 ∈ H such that Ei = |ψi〉〈ψi | for all i . For a pure projective measurement
{|ϕi〉〈ϕi |}i , the vectors {|ϕi〉}i form an orthonormal basis forH . Conversely, every orthonormal
basis of H gives rise to a projective measurement, and every complete set of (possibly non-
orthogonal and subnormalized) vectors {|ψi〉}i gives rise to a pure POVM upon setting Ei B
|ψi〉〈ψi |. Completeness of the vectors |ψi〉 (i.e., ∑i |ψi〉〈ψi | = 1) ensures that the POVM {Ei }i
forms a resolution of the identity. Every pure POVM can be implemented as a projective
measurement on a larger Hilbert space. This is known as Naimark’s Dilation Theorem and can
be obtained as a corollary of Stinespring’s Representation Theorem 2.2.2.
Finally, we note that every POVM {Ei }i gives rise to a certain quantum operationME called
a measurement channel, dened byME (ρ) B ∑i tr(Eiρ) |i〉〈i |. This is sometimes also called a
quantum-classical channel, as it maps a quantum system in the state ρ to a classical system
corresponding to the possible outcomes of the POVM. Measurement channels give rise to c-q
states in a natural way: suppose we have a bipartite quantum system AB in the state ρAB shared
between Alice (A) and Bob (B), and Alice performs a measurement given by a POVM {Ex }x∈X
on her share of the system. The total state of the system after Alice’s measurement is
σXB B (ME ⊗ idB ) (ρAB ) =
∑
x∈X px |x〉〈x |X ⊗ ρ
x
B,
where px = tr((Ex ⊗ 1B )ρAB ) and ρxB = trA((Ex ⊗ 1B )ρAB ) for x ∈ X, and the classical system
corresponding to Alice’s measurement outcome is labeled byX . We consider c-q states obtained
from a POVM in the above way in measurement compression with quantum side information,
which we discuss in Section 6.2.
2.2.3. Distance measures and entropic quantities
In the following, we dene the most important distance measures between quantum states and
entropic quantities that are used throughout this thesis. To start with, we recall the trace norm
of an operator X ∈ B (H ), dened as
‖X ‖1 B tr
√
X †X =
∑
i
si (X ),
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where {si (X )}i are the singular values of X , i.e., the square roots of the eigenvalues of the
positive semidenite operator X †X . The trace norm gives rise to two important distance
measures on D (H ), the delity and the trace distance:
Denition 2.2.3 (Fidelity and trace distance).
Let ρ and σ be quantum states.
(i) The delity F (ρ,σ ) is dened as
F (ρ,σ ) B ρ1/2σ 1/21.
(ii) The trace distance T (ρ,σ ) is dened as
T (ρ,σ ) B
1
2 ‖ρ − σ ‖1.
The trace distanceT (·, ·) is a metric in the mathematical sense, i.e.,T (ρ,σ ) ≥ 0 with equality
if and only if ρ = σ , and T (·, ·) is symmetric and satises the triangle inequality. The delity is
not a metric by itself, but can be used to dene metrics such as the angular distance A(ρ,σ ) B
arccos F (ρ,σ ) [NC00], the Bures metric B (ρ,σ ) B
√
2 − 2F (ρ,σ ) [Bur69], or the puried
distance P (ρ,σ ) B
(
1 − Fgen(ρ,σ )2
)1/2
, where Fgen(·, ·) denotes the generalized delity dened
on subnormalized states (that is, ρ ≥ 0 with tr ρ ≤ 1) [TCR10].
The following result is useful:
Theorem 2.2.4 (Uhlmann’s theorem [Uhl76]).
Let ρ and σ be quantum states. Then,
F (ρ,σ ) = max
ψ ρ ,ϕσ
|〈ψ ρ |ϕσ 〉|,
where the maximization is over all puricationsψ ρ and ϕσ of ρ and σ , respectively.
We now dene two central quantities of this thesis:
Denition 2.2.5 (Quantum relative entropy and quantum information variance).
Let ρ ∈ D (H ) and σ ∈ P (H ) be such that supp ρ ⊆ suppσ .
(i) The quantum relative entropy [Ume62] is dened as
D (ρ‖σ ) B tr (ρ (log ρ − logσ )).
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(ii) The quantum information variance [TH13] is dened as
V (ρ‖σ ) B tr
(
ρ (log ρ − logσ )2
)
− D (ρ‖σ )2.
Further, we dene σ (ρ‖τ ) B√V (ρ‖τ ) and
σ (ρ) B σ (ρ‖1) =
√
V (ρ‖1). (2.3)
For states ρ and σ , the quantum relative entropy satises D (ρ‖σ ) ≥ 0 with equality if and
only if ρ = σ (this is also known as Klein’s inequality). Hence, D (·‖·) denes a premetric on
the set of quantum states. Note however that the quantum relative entropy is not symmetric,
and does not satisfy a triangle inequality.
The quantum relative entropy acts as a parent quantity for the following fundamental
information quantities:
Denition 2.2.6 (von Neumann entropies).
Let ρABC ∈ D (HABC ), and denote its marginals by ρAB and ρA. Then we dene:
(i) the von Neumann entropy
S (ρA) B −D (ρA‖1A) = − tr (ρA log ρA),
for which we also use the notation S (A)ρ ≡ S (ρA);
(ii) the quantum conditional entropy
S (A|B)ρ B −D (ρAB ‖1A ⊗ ρB ) = S (AB)ρ − S (B)ρ ;
(iii) the quantum mutual information
I (A;B)ρ B D (ρAB ‖ρA ⊗ ρB ) = S (A)ρ + S (B)ρ − S (AB)ρ ;
(iv) the quantum conditional mutual information
I (A;B |C )ρ B S (A|C )ρ + S (B |C ) − S (AB |C )ρ .
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2.2.4. Useful tools in quantum information theory
In the following we briey discuss two useful tools in quantum information theory, namely,
pinching and spectral projections.
Pinching
As indicated in Section 2.2.1, for two commuting operators a quantum information-theoretic
problem can sometimes be reduced to a classical one by considering a common eigenbasis in
which both operators are simultaneously diagonalized. In this sense, the non-commutativity
of two operators captures the genuine quantum nature of the problem at hand. The pinching
technique enforces commutativity (and hence a derived classical structure) between two states
by slightly perturbing one of the operators in terms of the other one in a way such that the
properties of both operators are approximately preserved.
Denition 2.2.7 (Pinching).
Let σ ∈ P (H ) with spectral decomposition given by σ = ∑ν (σ )i=1 λiPi , where ν (σ ) denotes the
number of distinct eigenvalues of σ , and Pi is the projection onto the eigenspace corresponding
to the eigenvalue λi for i = 1, . . . ,ν (σ ). The pinching map Eσ is dened as
Eσ (ρ) B
ν (σ )∑
i=1
PiρPi .
The pinching map Eσ satises the following properties:
Proposition 2.2.8. Let ρ,σ ∈ P (H ).
(i) Eσ is a CPTP map.
(ii) We have [σ , Eσ (ρ)] = 0.
(iii) [OH04] If tr ρ = 1, then ρ ≤ ν (σ )Eσ (ρ).
(iv) Set d = dimH and assume that σ = ∑dj=1 µjpij , where for j = 1, . . . ,d the µj are the
eigenvalues of σ listed in decreasing order and repeated according to their multiplicities, and
pij are rank-1 projections. Then, it holds for ρ with tr ρ = 1 that
ρ ≤ d
d∑
j=1
pijρpij .
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Proof. (i) Since the set {Pi }ν (σ )i=1 of projections satises the relation
ν (σ )∑
i=1
Pi = 1, (2.4)
the Choi-Kraus Representation Theorem (see for example [Wat16; Wil16; Wol12]) implies that
the pinching map Eσ is a CPTP map.
To show (iii), it suces to prove the claim for pure states ρ = |ϕ〉〈ϕ |. For arbitrary |ψ 〉 ∈ H ,
we have
〈ψ |ν (σ )Eσ ( |ϕ〉〈ϕ |) |ψ 〉 = ν (σ )
ν (σ )∑
i=1
〈ψ |Pi |ϕ〉〈ϕ |Pi |ψ 〉
≥

ν (σ )∑
i=1
〈ψ |Pi |ϕ〉

2
= |〈ψ |ϕ〉|2
= 〈ψ |ϕ〉〈ϕ |ψ 〉, (2.5)
where the inequality follows from the Cauchy-Schwarz inequality applied to the vectors
(〈ψ |P1 |ϕ〉, . . . , 〈ψ |Pν (σ ) |ϕ〉) and (1, . . . , 1), and the second equality follows from (2.4). Since (2.5)
holds for all |ψ 〉 ∈ H , we have ν (σ )Eσ ( |ϕ〉〈ϕ |) ≥ |ϕ〉〈ϕ |, and hence the claim follows.
(ii) follows immediately from Denition 2.2.7 of Eσ , and (iv) follows from (iii) using Gram-
Schmidt orthogonalization. 
Due to Proposition 2.2.8(ii), the pinched operator Eσ (ρ) and σ are both diagonalized by the
eigenbasis of σ , and hence they can be described by classical probability distributions. Another
means of mapping two (non-commuting) quantum states to classical probability distributions
is the Nussbaum-Szkoła distributions, which we discuss in Section 4.2.1.
Spectral projections
Let H ∈ Herm(H ) be a Hermitian operator with spectral decomposition H = ∑i hi |i〉〈i |. We
dene a projection {H ≥ 0} by
{H ≥ 0} B
∑
i : hi≥0
|i〉〈i |. (2.6)
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That is, {H ≥ 0} projects onto the subspace ofH spanned by eigenvectors of H corresponding
to non-negative eigenvalues. The projections {H > 0}, {H ≤ 0}, and {H < 0} are dened
analogously by replacing the condition hi ≥ 0 in (2.6) with hi > 0, hi ≤ 0, and hi < 0,
respectively. We use the notation H+ B {H ≥ 0}H {H ≥ 0}. For two Hermitian operators A
and B, we write {A ≥ B} ≡ {A − B ≥ 0}, and similarly for >, ≤, and <. The spectral projection
satises the following properties:
Lemma 2.2.9. Let H ∈ Herm(H ).
(i) For any unitaryU , we have
{
UHU † ≥ 0
}
= U {H ≥ 0}U †, and the same holds for {H > 0},
{H ≤ 0}, and {H < 0}.
(ii) Let T ≥ 0, then {H ⊗ T ≥ 0} = {H ≥ 0} ⊗ 1, and the same holds for {H ≤ 0}.
Proof. (i) follows immediately from the denition (2.6).
To prove (ii), let H = ∑i hi |ei〉〈ei | and T = ∑i ti | fi〉〈fi | be spectral decompositions of H and
T , respectively. Then H ⊗ T = ∑i, j hitj |ei fj〉〈ei fj | is a spectral decomposition of H ⊗ T , where
|ei fj〉 B |ei〉 ⊗ | fj〉. Since T ≥ 0, it holds that tj ≥ 0 for all j, and hence for all i and j we have
hitj ≥ 0 if and only if hi ≥ 0. Therefore,
{H ⊗ T ≥ 0} =
∑
(i, j ) : hitj≥0
|ei fj〉〈ei fj | =
∑
i : hi≥0
|ei〉〈ei |
∑
j
| fj〉〈fj | = {H ≥ 0} ⊗ 1.
The same argument shows that {H ⊗ T ≤ 0} = {H ≤ 0} ⊗ 1. 
We also use the following results:
Lemma 2.2.10 ([ON00]). For A,B ∈ P (H ) and 0 ≤ P ≤ 1, we have
tr(A − B)+ = tr({A ≥ B}(A − B)) ≥ tr(P (A − B)).
Proof. Let the spectral decomposition of A − B be given by A − B = ∑i λi |i〉〈i |. Then, observe
that
tr(P (A − B)) =
∑
i
λi〈i |P |i〉 ≤
∑
i : λi≥0
λi〈i |P |i〉 ≤
∑
i : λi≥0
λi = tr(A − B)+,
where we used P ≥ 0 in the rst inequality, and P ≤ 1 in the second one. 
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Lemma 2.2.11 ([BD06a]). For A,B ∈ P (H ) and a quantum operation Λ : B (H ) → B (K ),
tr(A − B)+ ≥ tr(Λ(A) − Λ(B))+.
Proof. Since Λ is completely positive and trace-preserving, the adjoint map Λ† is completely
positive and unital, that is, Λ†(1K ) = 1H . Hence, for the projectionX B {Λ(A) ≥ Λ(B)} ≤ 1K ,
we obtain
Λ†(X ) ≤ Λ†(1K ) = 1H .
By Lemma 2.2.10, we now have
tr(A − B)+ ≥ tr
[
(A − B)Λ†(X )
]
= tr [(Λ(A) − Λ(B))X ]
= tr (Λ(A) − Λ(B))+ ,
where the second line follows from the denition of the adjoint map. 
Finally, we record the following simple observation: Let A,B,C ∈ P (H ) be pairwise com-
muting operators with B ≤ C . Then we have {A ≤ B} ≤ {A ≤ C}, which can easily be seen to
be true by considering a common eigenbasis of A, B, and C and checking the corresponding
relation in the scalar case. We will use this result in the following special form:
Lemma 2.2.12. For a,b ∈ R with a ≤ b and any X ≥ 0, we have{
X ≤ 2−b1
}
≤ {X ≤ 2−a1} .
2.3. Selected results from matrix analysis
We conclude this chapter with a collection of useful results from matrix analysis. An excellent
introduction to this topic is the textbook by Bhatia [Bha97].
2.3.1. Schatten norms
For an arbitrary operator X ∈ B (H ), we dene |X | B√X †X .
24
2.3. Selected results from matrix analysis
Denition 2.3.1 (Schatten p-(quasi)norm).
For M ∈ B (H ) and p > 0, let
‖M ‖p B (tr |M |p)1/p .
For 1 ≤ p ≤ ∞, the functional ‖ · ‖p denes a norm, the Schatten p-norm. The Schatten 1-norm
is the trace norm dened in Section 2.2.3.
In Chapter 3 we often make use of the identity
‖X ‖22α = ‖X †X ‖α , (2.7)
which follows directly from Denition 2.3.1.
Theorem 2.3.2 (Properties of Schatten norms).
LetM,N ∈ B (H ).
(i) Hölder’s inequality: For 1 ≤ p ≤ ∞ let q be the Hölder conjugate of p dened by 1p + 1q = 1.
Then,
‖MN ‖1 ≤ ‖M ‖p ‖N ‖q .
(ii) McCarthy’s inequalities: [McC67] If p ∈ (0, 1), then
‖M + N ‖pp ≤ ‖M ‖pp + ‖N ‖pp . (2.8)
[Sim05, Thm. 1.22] If 1 ≤ p ≤ ∞ andM,N ≥ 0, then
‖M ‖pp + ‖N ‖pp ≤ ‖M + N ‖pp . (2.9)
For 1 ≤ p ≤ ∞, the functional ‖ · ‖p denes a norm, and hence satises the triangle inequality,
which for the Schatten p-norms is also known as the Minkowski inequality:
‖M + N ‖p ≤ ‖M ‖p + ‖N ‖p . (2.10)
However, for p ∈ (0, 1) the Minkowski inequality (2.10) fails to hold, and we have the weaker
inequality (2.8) instead. Therefore, ‖ · ‖p only denes a quasinorm for this range.
25
2. Preliminaries
2.3.2. Operator inequalities and trace inequalities
We dene a partial order on Hermitian operators in the following way: For A,B ∈ Herm(H ),
we write A ≥ B if A − B ∈ P (H ). For a function f : R → R and A ∈ Herm(H ) with spectral
decomposition A = ∑i ai |i〉〈i |, we dene f (A) = ∑i f (ai ) |i〉〈i |.
A function д is called:
• operator monotone, if A ≥ B implies д(A) ≥ д(B) for all A,B ∈ Herm(Cn ) and n ∈ N;
• operator convex, if
д(λA + (1 − λ)B) ≤ λд(A) + (1 − λ)д(B)
holds for all A,B ∈ Herm(Cn ), λ ∈ [0, 1], and n ∈ N;
• operator concave, if −д is operator convex.
Theorem 2.3.3 (Löwner’s Theorem [Löw34]).
(i) For p ∈ [−1, 0] and x ≥ 0, the function x 7→ −xp is operator monotone and operator concave.
(ii) For p ∈ [0, 1] and x ≥ 0, the function x 7→ xp is operator monotone and operator concave.
(iii) For p ∈ [1, 2] and x ≥ 0, the function x 7→ xp is operator convex.
The following standard result is for example proved in [Car10, Thm. 2.10].
Theorem 2.3.4. Let A be a Hermitian matrix whose eigenvalues lie in a set D ⊆ R, and let
д : D → R be a continuous function.
(i) If д is monotonically increasing, then so is A 7→ trд(A).
(ii) If д is (strictly) convex, then so is A 7→ trд(A).
We also use the well-known Araki-Lieb-Thirring inequalities.
Theorem 2.3.5 (Araki-Lieb-Thirring inequalities [LT76; Ara90]).
For A,B ∈ P (H ) and q, r ≥ 0,
(i) tr
(
B1/2AB1/2
)rq ≤ tr (Br/2ArBr/2)q if r ≥ 1;
(ii) tr
(
B1/2AB1/2
)rq ≥ tr (Br/2ArBr/2)q if r ∈ [0, 1).
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2.3.3. Eigenvalues of Hermitian operators and majorization
Throughout this section we consider a xed Hilbert spaceH with dimH = d . For a Hermitian
operator A ∈ Herm(H ), we denote by λi (A) the eigenvalues of A in non-increasing order
(counted with multiplicities), i.e., λ1(A) ≥ · · · ≥ λd (A), and we form the vector of eigenvalues
λ(A) = (λi (A))
d
i=1.
We rst recall an important result by Weyl concerning the eigenvalues of sums of Hermitian
operators. For a proof, see for example Section III in [Bha97].
Theorem 2.3.6 (Weyl’s Monotonicity Theorem).
For A,B ∈ Herm(H ) and i = 1, . . . ,d ,
λi (A) + λd (B) ≤ λi (A + B) ≤ λi (A) + λ1(B).
In particular, for A ∈ Herm(H ) and H ∈ P (H ) we have λi (A + H ) ≥ λi (A) for all i , and the
inequality is strict if H is invertible.
The second fundamental result is by Ky Fan:
Theorem 2.3.7 (Ky Fan’s Maximum Principle [Fan49]).
For A ∈ Herm(H ) and k = 1, . . . ,d ,
k∑
j=1
λj (A) = max{tr(PA) : P is a projection onH with tr P = k }.
Finally, we introduce the concept of majorization: For a vector x = (xi )di=1 in Rd , denote by
x↓ = (x↓i )
d
i=1 the vector obtained from rearranging the components of x in non-increasing order,
i.e., x↓1 ≥ · · · ≥ x↓d . Given vectors x ,y ∈ Rd , we say that x is majorized by y, in symbols x ≺ y, if
k∑
i=1
x↓i ≤
k∑
i=1
y↓i for k = 1, . . . ,d , and
d∑
i=1
x↓i =
d∑
i=1
y↓i .
We then have the following result by Nielsen and Kempe concerning separable states:
Theorem 2.3.8 ([NK01]). If ρAB ∈ D (HAB ) is separable, then
λ(ρAB ) ≺ λ(ρA) and λ(ρAB ) ≺ λ(ρB ).
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3. Sandwiched Rényi divergence
A key quantity in classical information theory is the Kullback-Leibler divergence D (·‖·), dened
for classical probability distributions P and Q on a nite alphabet X as
D (P ‖Q ) B
∑
x∈X
P (x ) log P (x )
Q (x )
(3.1)
if supp P ⊆ suppQ (i.e., P (x ) = 0 whenever Q (x ) = 0), and +∞ otherwise. We do not concern
ourselves with operational interpretations of the Kullback-Leibler divergence in this thesis,
and merely note that it is as important in classical information theory as the quantum relative
entropy is in quantum information theory. This is further substantiated by the fact that for
commuting quantum states, the quantum relative entropy reduces to the Kullback-Leibler
divergence of the probability distributions given by the eigenvalues of the two states.
In the following, we investigate D (·‖·) from an axiomatic point of view as exhibited in
Rényi’s seminal paper [Rén61]. Based on work by Faddeev [Fad57] and Feinstein [Fei58],
Rényi axiomatized the notion of a relative entropy or generalized divergence through ve
desiderata (listed below as Axioms I–V), and proved that there are exactly two quantities
satisfying these axioms: the Kullback-Leibler divergence D (·‖·) that we dened in (3.1), and
the so-called α -Rényi divergence, whose quantum generalizations are the subject of this chapter.
In the following paragraphs, we discuss Rényi’s result in more detail.
For a nite set X, a generalized probability distribution P is dened as a function P : X → R+
such thatw (P ) B ∑x∈X P (x ) ≤ 1. The support of P is dened as the subset of X with non-zero
probability, supp P B {x ∈ X : P (x ) , 0}. For two generalized probability distributions P and
Q with supp P ⊆ suppQ , Rényi considered the following axioms for a relative entropy D (·‖·):
I. Symmetry: D (Ppi ‖Qpi ) = D (P ‖Q ), where Ppi and Qpi are obtained from P and Q respec-
tively by permuting the probability vectors (P (x ))x∈X and (Q (x ))x∈X with respect to a
permutation pi ∈ S|X| .
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II. Order: If P (x ) ≤ Q (x ) for all x ∈ X, then D (P ‖Q ) ≥ 0. Likewise, if P (x ) ≥ Q (x ) for all
x ∈ X, then D (P ‖Q ) ≤ 0.
III. Normalization: D ({1}‖{1/2}) = 1 for the singleton distributions {1} and {1/2}.
IV. Additivity: D (P × P ′‖Q × Q′) = D (P ‖Q ) + D (P ′‖Q′) where P ′ and Q′ are generalized
probability distributions with supp P ′ ⊆ suppQ′.
V. Generalized mean property: Let P ′ and Q′ be generalized probability distributions satis-
fying supp P ′ ⊆ suppQ′, w (P ) +w (P ′) ≤ 1, and w (Q ) +w (Q′) ≤ 1. Then there exists a
continuous and strictly increasing function д : R→ R, such that
D (P ⊕ P ′‖Q ⊕ Q′) = д−1
(
w (P )
w (P ) +w (P ′)
д(D (P ‖Q )) + w (P
′)
w (P ) +w (P ′)
д(D (P ′‖Q′))
)
.
Here, the distribution P ⊕ P ′ on the alphabet X ⊕ X is dened via (P ⊕ P ′) (x ⊕ x′) B
P (x ) + P ′(x′), and similarly for Q ⊕ Q′.
In [Rén61, Theorem 3], Rényi showed that for a relative entropy D (·‖·) satisfying Axioms I–
V, the function д in Axiom V is necessarily a linear or an exponential function. In the linear case,
the unique relative entropy satisfying Axioms I–V is the Kullback-Leibler divergence D (·‖·)
dened in (3.1). In the exponential case, the unique relative entropy satisfying Axioms I–V is
the α-Rényi divergence Dα (·‖·), dened for generalized probability distributions P and Q with
supp P ⊆ suppQ and α , 1 as
Dα (P ‖Q ) B 1
α − 1 log
∑
x∈X P (x )αQ (x )1−α
w (P )
. (3.2)
Moreover, Rényi noted that D (·‖·) corresponds to the limit of Dα (·‖·) for α → 1,
lim
α→1Dα (P ‖Q ) = D (P ‖Q ). (3.3)
The α-Rényi divergence can therefore be regarded as a ‘deformation’ of the Kullback-Leibler
divergence.1
1In principle, the denition (3.2) also makes sense for negative values of α . However, Dα (·‖·) does not have an
apparent information-theoretic meaning for α < 0 [Rén61]. To overcome this problem, one can add a sixth
axiom to the above list that ensures continuity of D (·‖·), excluding negative values of α . We refrain from
doing this here, since requiring the data processing inequality (3.5) to hold for quantum generalizations of
Dα (·‖·) has the same eect; that is, it enforces the valid range of α to be included in α ≥ 0.
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In this chapter, we are interested in quantum generalizations of the classical Rényi divergence
(3.2). More precisely, we are looking for real-valued functionals Dα (·‖·) on pairs of positive
operators, parametrized by α ∈ R, and satisfying
Dα (ρX ‖σX ) = Dα (P ‖Q ) (3.4)
for classical states ρX =
∑
x∈X P (x ) |x〉〈x |X and σX = ∑x∈X Q (x ) |x〉〈x |X with supp P ⊆ suppQ .2
Furthermore, we require the data processing inequality to hold: For a quantum operation Λ,
Dα (ρ‖σ ) ≥ Dα (Λ(ρ)‖Λ(σ )). (3.5)
A straightforward quantum generalization of (3.2) is given by
Dα (ρ‖σ ) B 1
α − 1 log
tr(ρασ 1−α )
tr ρ (3.6)
for ρ,σ ∈ P (H ) with supp ρ ⊆ suppσ if α > 1 or ρ 6⊥ σ if α ∈ [0, 1). The quantity in
(3.6) is called the α-relative Rényi entropy (α-RRE), and was for example considered by Petz
[Pet86a], who showed that it can be obtained as a so-called f -divergence. The α-RRE has direct
operational interpretations as generalized cut-o rates in quantum hypothesis testing [MH11]
and as error exponents in composite hypothesis testing [HT16]. Furthermore, it satises the
data processing inequality for the range α ∈ [0, 2] [Lie73; Uhl77; Pet86a]:
Dα (ρ‖σ ) ≥ Dα (Λ(ρ)‖Λ(σ )). (3.7)
In the classical setting, the form of the α-Rényi divergence is determined by Axioms I–V,
as shown by Rényi [Rén61]. In contrast, in the quantum setting we have a great deal of
freedom in furnishing quantum relative entropies Dα (·‖·) satisfying (3.4), given that they also
satisfy the data processing inequality (3.5). In the following sections, we investigate a dierent
quantum generalization of the α-Rényi divergence called the α-sandwiched Rényi divergence
D˜α (·‖·), that was introduced concurrently by Müller-Lennert et al. [MDS+13] and Wilde et al.
[WWY14]. One of the merits of this particular quantum generalization of (3.2) is its application
in proving strong converse theorems in quantum information theory. We defer this discussion
to Chapter 6, focusing for now on some of the mathematical properties of the α-sandwiched
2It is also possible to formulate quantum versions of Axioms I–V and look for quantities that satisfy them,
cf. [MDS+13; Tom16].
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Rényi divergence.
In Section 3.1, we dene this quantity and review its most important properties. In Section 3.2
we investigate the connection between the α-sandwiched Rényi divergence and the α-RRE
dened in (3.6), and examine special values and limits of the parameter α . Section 3.3 is
concerned with entropic quantities derived from D˜α (·‖·) and their properties. Finally, in
Section 3.4 we take a closer look at the data processing inequality (3.5) for D˜α (·‖·), as stated in
Proposition 3.1.2(vi)). We derive a necessary and sucient condition for equality in (3.5), and
give applications of this result to certain entropic bounds.
3.1. Denition and properties
Following [MDS+13; WWY14], we dene one of the central quantities of this thesis:
Denition 3.1.1 (α-sandwiched Rényi divergence).
For α ∈ (0,∞) \ {1} and ρ,σ ∈ P (H ), we dene the trace functional
Q˜α (ρ‖σ ) B tr
(
σ (1−α )/2αρσ (1−α )/2α
)α
. (3.8)
The α-sandwiched Rényi divergence (α-SRD) is dened as
D˜α (ρ‖σ ) B

1
α−1 log
[
(tr ρ)−1Q˜α (ρ‖σ )
]
if supp ρ ⊆ suppσ or (α ∈ (0, 1) ∧ ρ 6⊥ σ )
+∞ otherwise.
Alternatively, the α-SRD can be expressed in terms of Schatten (quasi)norms as
D˜α (ρ‖σ ) = α
α − 1 log
σ (1−α )/2αρσ (1−α )/2αα − 1α − 1 log tr ρ
=
2α
α − 1 log
ρ1/2σ (1−α )/2α2α − 1α − 1 log tr ρ,
where the rst line follows from a simple rewriting of the denition of D˜α (ρ‖σ ), and the
second line uses the identity (2.7). This expression is useful, since the Schatten norms satisfy
Hölder’s inequality, Theorem 2.3.2(i); we make use of this fact in Section 3.3. The α-SRD has
operational interpretations as the strong converse exponent in various settings in quantum
hypothesis testing [MO15; CMW14; HT16] and classical-quantum channel coding [MO14]. Its
application in proving strong converse theorems is discussed in detail in Chapter 6. In the
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following Proposition 3.1.2 we collect a couple of properties of the α-SRD that are needed
throughout this thesis. Note that Proposition 3.1.2 is by no means exhaustive; for example, we
do not address the dierentiability of the α-SRD for α in a neighborhood of 1, or its continuity
properties. For a discussion of these issues as well as a plethora of other results, we refer the
reader to the textbook [Tom16] or Section III in [MO14].
Proposition 3.1.2 (Properties of the α-SRD).
Unless specied otherwise, let α ∈ (0,∞) \ {1}, and consider ρ ∈ D (H ) and σ ∈ P (H ) with
supp ρ ⊆ suppσ if α > 1 or ρ 6⊥ σ if α < 1.
(i) Additivity: Let ρi ∈ D (H ) and σi ∈ P (H ) for i = 1, 2. Then
D˜α (ρ1 ⊗ ρ2‖σ1 ⊗ σ2) = D˜α (ρ1‖σ1) + D˜α (ρ2‖σ2).
(ii) Premetric: Let σ ∈ P (H ) be such that trσ = 1. Then D˜α (ρ‖σ ) ≥ 0, and D˜α (ρ‖σ ) = 0 if
and only if ρ = σ .
(iii) Monotonicity in α : If β ≥ α , then
D˜α (ρ‖σ ) ≤ D˜β (ρ‖σ ).
(iv) Tensor invariance: Let τ ∈ D (H ). Then
Q˜α (ρ ⊗ τ ‖σ ⊗ τ ) = Q˜α (ρ‖σ ),
and hence also D˜α (ρ ⊗ τ ‖σ ⊗ τ ) = D˜α (ρ‖σ ).
(v) Isometric invariance: Let V : H → K be an isometry. Then
Q˜α (ρ‖σ ) = Q˜α
(
V ρV † VσV †),
and hence also D˜α (ρ‖σ ) = D˜α
(
V ρV † VσV †) .
(vi) Data processing inequality (DPI): For α ≥ 1/2 and a quantum operation Λ : B (H ) → B (K ),
D˜α (ρ‖σ ) ≥ D˜α (Λ(ρ)‖Λ(σ )).
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(vii) Monotonicity in second slot: If α ≥ 1/2 and τ ∈ P (H ) is such that σ ≤ τ , then
D˜α (ρ‖σ ) ≥ D˜α (ρ‖τ ).
Proof. (i), (iv) and (v) follow easily from Denition 3.1.1. (ii) was proved in [MDS+13], and (iii)
in [MDS+13; Bei13].
The DPI (vi) was rst proved for the range α ∈ (1, 2] by Müller-Lennert et al. [MDS+13] and
Wilde et al. [WWY14] using an argument from [Wol12] based on the operator Jensen inequality.
Beigi [Bei13] proved (vi) for the range α > 1 using the theory of non-commutative Lp-spaces
(see also [MR15] for an extension to positive maps). In an earlier paper preceding [MDS+13;
WWY14], Hiai [Hia13] proved joint concavity of the trace functional Q˜α (·‖·) for the range
α ∈ [1/2, 1) (and thus the DPI for the α-SRD and this range of α , as explained in Section 3.4).
The rst proof of the DPI for the full range α ≥ 1/2 was given by Frank and Lieb [FL13]. We
review this proof in Section 3.4.1 below, as part of the proof of a condition for equality in the
DPI (vi), which we state in Theorem 3.4.1.
(vii) was proved in [MDS+13]. We give a slightly dierent proof in the following. Setting
γ = (1 − α )/2α , the trace functional Q˜α (ρ‖σ ) dened in (3.8) can be expressed as
Q˜α (ρ‖σ ) = tr
(
ρ1/2σ 2γ ρ1/2
)α
,
which follows from the fact that for any two operators A and B their products AB and BA have
the same eigenvalues (see for example [Bha97, Exercise I.3.7]). Let us rst consider the case
α ∈ [1/2, 1), such that 2γ = (1 − α )/α ∈ (0, 1]. By Theorem 2.3.3(ii) the function x 7→ x2γ is
operator monotone, and hence σ ≤ τ implies σ 2γ ≤ τ 2γ , from which ρ1/2σ 2γ ρ1/2 ≤ ρ1/2τ 2γ ρ1/2
follows. Applying Theorem 2.3.4(i) with д(x ) = xα then yields
Q˜α (ρ‖σ ) ≤ Q˜α (ρ‖τ ),
from which we obtain the claim as α − 1 < 0.
For α > 1 we have 2γ = (1 − α )/α ∈ [−1, 0), and hence the function x 7→ x2γ is order
reversing by Theorem 2.3.3(i), that is, σ ≤ τ implies σ 2γ ≥ τ 2γ . The proof then continues in the
same way as in the previous paragraph. 
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3.2. Limits and special values of the Rényi parameter
3.2.1. Relative Rényi entropy and quantum relative entropy
Let ρ,σ ∈ P (H ) with supp ρ ⊆ suppσ if α > 1 or ρ 6⊥ σ if α < 1, and assume furthermore
that tr ρ = 1. Comparing the α-SRD and the α-RRE,
D˜α (ρ‖σ ) = 1
α − 1 log
[tr (σγ ρσγ )α ]
Dα (ρ‖σ ) = 1
α − 1 log tr
(
ρασ 1−α
)
,
it is easy to see that
[ρ,σ ] = 0 implies Dα (ρ‖σ ) = D˜α (ρ‖σ ). (3.9)
In fact, if [ρ,σ ] = 0, then both the α-RRE and the α-SRD are equal to the classical α-Rényi
divergence of the probability distributions given by the eigenvalues of ρ and σ .
Furthermore, the α-SRD D˜α (·‖·) and the α-RRE Dα (·‖·) share an important property for any
pair of quantum states that are not necessarily commuting: both are equal to the quantum
relative entropy D (·‖·) in the limit α → 1, and can hence be seen as a ‘deformation’ of the
quantum relative entropy, in analogy to the corresponding statement (3.3) for the classical
α-Rényi divergence and the Kullback-Leibler divergence. More precisely, we have:
Proposition 3.2.1 ([Pet86a; MDS+13; WWY14]). For ρ,σ ∈ P (H ) with supp ρ ⊆ suppσ ,
lim
α→1 D˜α (ρ‖σ ) = D (ρ‖σ ) = limα→1Dα (ρ‖σ ).
Optimal rates in information theory are typically expressed as entropic quantities such as the
von Neumann entropy S (A)ρ or the quantum conditional entropy S (A|B)ρ , both of which can be
derived from the quantum relative entropy from Denition 2.2.6 (see for example Schumacher’s
quantum coding theorem (5.9) or the optimal rates (6.9) in state redistribution proved by Luo
and Devetak [LD09] and Yard and Devetak [YD09]). The importance of Proposition 3.2.1 stems
from the fact that it connects Rényi entropic quantities derived from D˜α (·‖·) (which we dene
in Section 3.3) to the entropic quantities that characterize optimal rates, giving rise to the ‘Rényi
entropy method’ of proving strong converse theorems in information theory. This method is
the subject of Chapter 6, for which Proposition 3.2.1 is a crucial ingredient.
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To conclude this section, we also mention that the α-RRE and the α-SRD can be regarded as
special cases of a two-parameter family of relative entropies called the α-z-relative entropies
[AD15], dened as
Dα , z (ρ‖σ ) B 1
α − 1 log
[
tr
(
ρα/zσ (1−α )/z
)z]
.
It holds that Dα , 1(·‖·) = Dα (·‖·) and Dα ,α (·‖·) = D˜α (·‖·).
3.2.2. Min- and max-entropies
An important tool in one-shot information theory is the smooth entropy framework (see
[Ren05; Tom12; Dat09; TCR10] and references therein), whose central quantities are smoothed
versions of the min-entropy Hmin(A|B)ρ and the max-entropy Hmax(A|B)ρ . These quantities
can be derived from two corresponding relative entropies, the max-relative entropy Dmax(·‖·)
and the min-relative entropy Dmin(·‖·). While the max-relative entropy was introduced in
[Dat09], the min-relative entropy was only implicitly used in [KRS09] in an expression for the
max-entropy Hmax(A|B)ρ based on a quantity called the decoupling accuracy, whose denition
is closely related to the min-relative entropy.
Denition 3.2.2 (Min- and max-relative entropies).
Let ρ ∈ P (H ) with tr ρ ≤ 1 and σ ∈ P (H ).
(i) If ρ 6⊥ σ , the min-relative entropy Dmin(ρ‖σ ) is dened as
Dmin(ρ‖σ ) B −2 log F (ρ,σ ) + 2 log tr ρ,
where F (·, ·) is the delity from Denition 2.2.3.
(ii) If supp ρ ⊆ suppσ , the max-relative entropy Dmax(ρ‖σ ) is dened as
Dmax(ρ‖σ ) B inf
{
λ : ρ ≤ 2λσ
}
.
Comparing Denition 3.2.2(i) of the min-relative entropy to Denition 3.1.1 of the α-SRD,
it is easy to see that Dmin(·‖·) = D˜1/2(·‖·). Hence, Dmin(·‖·) inherits all properties from
Proposition 3.1.2, as it corresponds to taking α = 1/2 therein. In particular, this shows that the
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delity is non-decreasing under partial trace,3
F (ρAB,σAB ) ≤ F (ρA,σA). (3.10)
The max-relative entropy can be obtained from the α-SRD as well:
Proposition 3.2.3 ([MDS+13]). If ρ,σ ∈ P (H ) with supp ρ ⊆ suppσ , then
lim
α→∞ D˜α (ρ‖σ ) = Dmax(ρ‖σ ).
3.2.3. 0-relative Rényi entropy
In the limit α → 0, the α-RRE Dα (·‖·) gives rise to another useful divergence, the 0-RRE:
D0(ρ‖σ ) B − log tr(Πρσ ),
where Πρ denotes the projection onto supp ρ. Noting that X 0 B limp→0 Xp = ΠX holds for ar-
bitrary normal operatorsX by the spectral theorem, it follows that limα→0 Dα (ρ‖σ ) = D0(ρ‖σ ).
The 0-RRE has an operational interpretation in quantum hypothesis testing, where it is equal
to the minimum probability of the type-II error under the condition that the probability of the
type-I error is 0 (see the beginning of Chapter 4 for a short introduction to quantum hypothesis
testing). Furthermore, in perfect entanglement dilution it determines the entanglement cost of
a bipartite state in the one-shot setting [BD11].
Since the α-SRD and the α-RRE coincide in the limit α → 1 (both recovering the quantum
relative entropy, as stated in Proposition 3.2.1), it is natural to ask whether the same is true
in the limit α → 0. That is, we are interested in the question whether the 0-RRE is recovered
from the α-SRD D˜α (·‖·) in the limit α → 0. We answer this question in the following section,
which is based on [DL14].
We rst prove that the α-SRD is bounded from above by the α-RRE for all α ≥ 0, which
follows from the Araki-Lieb-Thirring inequalities (Theorem 2.3.5):
Proposition 3.2.4 ([WWY14; DL14]). Let α ≥ 0 and ρ ∈ D (H ), σ ∈ P (H ), with supp ρ ⊆
suppσ if α ≥ 1 or ρ 6⊥ σ if α < 1. Then,
D˜α (ρ‖σ ) ≤ Dα (ρ‖σ ).
3Note that this can also be proved directly, e.g., via Uhlmann’s Theorem 2.2.4.
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Proof. Let us rst consider α ∈ [0, 1), and set γ = (1 − α )/2α . Choosing q = 1, r = α , A = ρ,
and B = σ 2γ in Theorem 2.3.5(ii), we obtain
Q˜α (ρ‖σ ) = tr (σγ ρσγ )α ≥ tr
(
σ (1−α )/2ρασ (1−α )/2
)
= tr
(
ρασ 1−α
)
,
where we used cyclicity of the trace in the last step. This yields the claim, since the logarithm
is monotonically increasing and α − 1 < 0. In the case α ≥ 1 we make the same choices as
above and use Theorem 2.3.5(i) instead. 
Taking the limit α → 0 in Proposition 3.2.4 immediately yields the following:
Corollary 3.2.5. If ρ ∈ D (H ) and σ ∈ P (H ) with ρ 6⊥ σ , then
D˜0(ρ‖σ ) B lim
α→0+ D˜α (ρ‖σ ) ≤ D0(ρ‖σ ).
Hence, in the light of Corollary 3.2.5 we need to investigate if D˜0(ρ‖σ ) is also bounded from
below by D0(ρ‖σ ). It turns out that this is true if supp ρ = suppσ :
Proposition 3.2.6. If ρ ∈ D (H ) and σ ∈ P (H ) with supp ρ = suppσ , then
D˜0(ρ‖σ ) ≥ D0(ρ‖σ ).
Proof. We set d = dimH and consider eigenvalue decompositions
ρ =
d∑
i=1
ri |ϕi〉〈ϕi | σ =
d∑
j=1
sj |ψj〉〈ψj |
as in Proposition 2.2.8(iv), that is, {ri }di=1 and {sj }dj=1 are the eigenvalues of ρ and σ , respectively,
in decreasing order and repeated according to their multiplicities. For j = 1, . . . ,d we also dene
µj B
∑d
i=1 ri |〈ϕi |ψj〉|2 = 〈ψj |ρ |ψj〉, satisfying µj > 0 for all j = 1, . . . ,d due to the assumption
supp ρ = suppσ .4 Since we are interested in the limit α → 0, we only consider α ∈ (0, 1) in
the following, and set γ = (1 − α )/2α as before. Using the pinching technique in the form of
4The µ j are related to the Nussbaum-Szkoła distributions of ρ andσ , that we dene in Section 4.2.1. More precisely,
we have µ j =
∑d
i=1 Pρ, σ (i, j ), where Pρ, σ (i, j ) B ri |〈ϕi |ψj 〉|2 is one of the Nussbaum-Szkoła distributions on
[d] × [d].
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Proposition 2.2.8(iv), we then have
σγ ρσγ ≤ d
d∑
j=1
|ψj〉〈ψj |σγ ρσγ |ψj〉〈ψj |
= d
d∑
j=1
s
2γ
j |ψj〉〈ψj |ρ |ψj〉〈ψj |
= d
d∑
j=1
s
2γ
j µj |ψj〉〈ψj |.
Since x 7→ xα is operator monotone for α ∈ (0, 1) by Theorem 2.3.3(ii), it follows that
(σγ ρσγ )α ≤ dα
(∑d
j=1
s
2γ
j µj |ψj〉〈ψj |
)α
= dα
d∑
j=1
s1−αj µ
α
j |ψj〉〈ψj |,
where in the equality we used the fact that the operator ∑dj=1 s2γj µj |ψj〉〈ψj | is given in its spectral
decomposition. Hence,
Q˜α (ρ‖σ ) = tr(σγ ρσγ )α ≤ dα
d∑
j=1
s1−αj µ
α
j ,
and taking the limit α → 0 (recall that µj > 0 for all j = 1, . . . ,d) and the negative of the
logarithm yields
D˜0(ρ‖σ ) ≥ − log
(∑d
j=1
sj
)
= − log(trσ ).
On the other hand, we have
D0(ρ‖σ ) = − log
[
tr
(
Πρσ
)]
= − log(trσ )
by the assumption supp ρ = suppσ , and this yields the claim. 
Thus, combining Corollary 3.2.5 and Proposition 3.2.6, we have the following result:
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Theorem 3.2.7. Let ρ ∈ D (H ) and σ ∈ P (H ) with supp ρ = suppσ . Then,
D˜0(ρ‖σ ) = D0(ρ‖σ ) = − log(trσ ).
We also mention the following example, which demonstrates that the support condition of
Theorem 3.2.7 is indispensable: Consider the states
ρ = *,1 00 0+- σ = *,1 cc 1+-
for c ∈ (0, 1), which satisfy supp ρ ( suppσ and [ρ,σ ] , 0 (such that D˜α (ρ‖σ ) , Dα (ρ‖σ ),
cf. (3.9)). Furthermore, Πρ = ρ, and hence,
D0(ρ‖σ ) = − log(tr(ρσ )) = 0.
On the other hand, we observe that the eigenvalues of σγ ρσγ are given by
λ1 =
1
2
(
(1 + c )2γ + (1 − c )2γ
)
λ2 = 0,
and hence, D˜α (ρ‖σ ) = 1α−1 log(λα1 ). A simple application of l’Hôpital’s rule then yields
D˜0(ρ‖σ ) = − log(1 + c ) < 0.
Note that this example is also valid if we choose a normalized state such as σ = |+〉〈+| with
|+〉 = 1√2 ( |0〉 + |1〉).
3.3. Derived Rényi entropic quantities
3.3.1. Denition and properties
We saw in Denition 2.2.6 in Section 2.2.3 that the von Neumann entropy S (A), the quantum
conditional entropy S (A|B), and the quantum mutual information I (A;B) can all be derived from
a single parent quantity, the quantum relative entropy D (·‖·). Generalizations of these entropic
quantities can hence be dened by replacing the quantum relative entropy in Denition 2.2.6
with a generalized divergence such as the α-SRD:
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Denition 3.3.1 (Rényi entropic quantities).
Let ρAB be a bipartite state with marginal ρA and let α ≥ 0.
(i) The α-Rényi entropy Sα (ρA) is dened as
Sα (ρA) B −D˜α (ρA‖1A) = 11 − α log
(
tr ραA
)
.
We use the notation Sα (A)ρ ≡ Sα (ρA).
(ii) The α-Rényi conditional entropy S˜α (A|B)ρ is dened as
S˜α (A|B)ρ B −min
σB
D˜α (ρAB ‖1A ⊗ σB ),
where the minimization is over states σB .
(iii) The α-Rényi mutual information I˜α (A;B)ρ is dened as
I˜α (A;B)ρ B min
σB
D˜α (ρAB ‖ρA ⊗ σB ),
where the minimization is over states σB .
Since [ρA,1A] = 0 for every ρA, the Rényi entropy in (i) can also be obtained from the α-RRE,
i.e., Sα (A)ρ = −Dα (ρA‖1A). This is the reason why we do not use a tilde notation for the Rényi
entropy, as opposed to the Rényi conditional entropy and the Rényi mutual information, which
were rst dened and investigated in [MDS+13] and [GW15], respectively.
We note that the minimization over states σB in Denition 3.3.1(ii) of the Rényi conditional
entropy is needed so that this quantity satises the duality property (iv) of Proposition 3.3.2
below, which we use in the subsequent discussion. For the Rényi mutual information the
minimization is usually included for similar reasons. While in the case of the usual quantum
conditional entropy S (A|B)ρ (dened in Denition 2.2.6(ii)) we have
S (A|B)ρ = −min
σB
D (ρAB ‖1A ⊗ σB ) = −D (ρAB ‖1A ⊗ ρB ),
the second equality is in general not true anymore when the QRE D (·‖·) is replaced by the
α-SRD D˜α (·‖·) or the α-RRE Dα (·‖·). See [TBH14] for a discussion of dierent versions of
Rényi conditional entropies and how they are related to each other.
In contrast to conditional entropy and mutual information, a sensible denition of a Rényi
generalization of the quantum conditional mutual information I (A;B |C )ρ is not as straight-
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forward. Berta et al. [BSW15] used an expression of I (A;B |C )ρ in terms of a single quantum
relative entropy term derived in [LR73], together with a generalized Lie-Trotter product formula
to dene dierent versions of a Rényi conditional mutual information. In Theorem 3.3.6, we
focus on the following denition from [BSW15] for a tripartite state ρABC and α > 0:
I˜α (A;B |C )ρ B 2α
α − 1 log
ρ1/2ABC ρ (1−α )/2αAC ρ (α−1)/2αC ρ (1−α )/2αBC 2α . (3.11)
The Rényi entropic quantities from Denition 3.3.1 satisfy the following properties:
Proposition 3.3.2 (Properties of Rényi entropic quantities).
Unless specied otherwise, let α ≥ 0 and ρAB be a state with marginal ρA.
(i) Positivity and dimension bound: We have 0 ≤ Sα (A)ρ ≤ log |A| for all α ≥ 0. The extremal
values are achieved for pure states and completely mixed states, respectively.
(ii) Additivity: Let σA′B′ be another bipartite state with marginal σA′ . Then we have
Sα (AA
′)ρ⊗σ = Sα (A)ρ + Sα (A′)σ .
Furthermore, additivity also holds for the Rényi conditional entropy and the Rényi mutual
information for α ≥ 1/2:
S˜α (AA
′|BB′)ρ⊗σ = S˜α (A|B)ρ + S˜α (A′|B′)σ
I˜α (AA
′;BB′)ρ⊗σ = I˜α (A;B)ρ + I˜α (A′;B′)σ .
(iii) Duality for the Rényi entropy: Let |ρ〉AB be a pure state with marginals ρA and ρB , then
Sα (A)ρ = Sα (B)ρ for all α ≥ 0.
(iv) Duality for the Rényi conditional entropy: Let |ρ〉ABC be a pure state with marginals ρAB and
ρAC , and for α ≥ 1/2 dene β through 1/α + 1/β = 2. Then
S˜α (A|B)ρ = −S˜β (A|C )ρ .
(v) Let Λ : B → C be a quantum operation, and dene σAC B (idA ⊗Λ) (ρAB ). For α ≥ 1/2, we
then have
S˜α (A|B)ρ ≤ S˜α (A|C )σ I˜α (A;B)ρ ≥ I˜α (A;C )σ .
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(vi) We have limα→1 Sα (A)ρ = S (A)ρ , and
lim
α→1 S˜α (A|B)ρ = S (A|B)ρ limα→1 I˜α (A;B)ρ = I (A;B)ρ .
Proof. (i) can be proved using the method of Lagrange multipliers. The assertions for the
Rényi conditional entropy and the Rényi mutual information in (ii) were proved in [Bei13;
HT16]. Since the Rényi entropy Sα (ρ) only depends on the eigenvalues of ρ, (iii) follows from
Schmidt decomposition (Theorem 2.2.1). (iv) was proved independently by Müller-Lennert
et al. [MDS+13] and Beigi [Bei13], and (v) is an immediate consequence of the DPI for the
α-SRD, Proposition 3.1.2(vi). In (vi), the limit for the Rényi entropy follows immediately from
its denition and Proposition 3.2.1. Lemma 8 in [CMW14] proves the assertion for the Rényi
mutual information, and a straightforward adaption of their argument also proves the one for
the Rényi conditional entropy. 
3.3.2. Dimension bounds and a useful delity bound
In this section we prove additional properties for the Rényi entropic quantities introduced in
Denition 3.3.1, further advancing the ‘Rényi entropic calculus’. The material of this section is
taken from [LWD16, Section 2].
We start with a subadditivity property for the Rényi entropies rst proved in [vDH02], for
which we give a simplied proof based on the data processing inequality.
Lemma 3.3.3 (Subadditivity of Rényi entropies [vDH02]).
If α ≥ 0 and ρAB ∈ D (HAB ), then
Sα (A)ρ − log |B | ≤ Sα (AB)ρ ≤ Sα (A)ρ + log |B |.
Proof. To prove the upper bound on Sα (AB)ρ , observe rst that
Sα (AB)ρ = −D˜α (ρAB ‖1A ⊗ piB ) + log |B | (3.12)
= −Dα (ρAB ‖1A ⊗ piB ) + log |B |. (3.13)
Assuming that α ≥ 1/2 and using (3.12), we then have
Sα (AB)ρ = −D˜α (ρAB ‖1A ⊗ piB ) + log |B |
≤ −D˜α (ρA‖1A) + log |B |
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= Sα (A)ρ + log |B |,
where the inequality follows from the data processing inequality with respect to partial trace
over B, Proposition 3.1.2(vi). If α ∈ [0, 1/2), we use relation (3.13) together with the data
processing inequality (3.7) for theα-Rényi relative entropy instead. The lower bound on Sα (AB)ρ
follows from the upper bound using duality for the Rényi entropies, Proposition 3.3.2(iii), as
discussed in [vDH02]. 
Note that both inequalities in Lemma 3.3.3 can be tightened by replacing the log terms with
the 0-Rényi entropy S0(B)ρ = log rk ρB . However, ifHB is restricted to the support of ρB , we
have S0(B)ρ = log |B |.
We proceed with a result concerning dimension bounds on the Rényi conditional entropy
and mutual information, as well as invariance properties with respect to tensor product states,
which we state in Proposition 3.3.5 below. To prove it, we use the following result from
[MDS+13] concerning the Rényi conditional entropy:
Lemma 3.3.4 ([MDS+13]). For α > 0 and ρABC ∈ D (HABC ), we have
S˜α (A|BC )ρ ≥ S˜α (AC |B)ρ − log |C |.
Note that the case α = 1 is not explicitly proved in [MDS+13], but follows in the exact same
way. We can now prove:
Proposition 3.3.5. Let α ∈ [1/2,∞).
(i) For an arbitrary tripartite state ρABC we have
S˜α (A|BC )ρ + 2 log |C | ≥ S˜α (A|B)ρ (3.14)
I˜α (A;B)ρ + 2 log |C | ≥ I˜α (A;BC )ρ . (3.15)
(ii) For states ρAB and σC , we have
S˜α (A|BC )ρ⊗σ = S˜α (A|B)ρ (3.16)
I˜α (A;BC )ρ⊗σ = I˜α (A;B)ρ . (3.17)
Proof. We rst prove (3.14). By Lemma 3.3.4, we have
S˜α (A|BC )ρ ≥ S˜α (AC |B)ρ − log |C |. (3.18)
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From duality for the Rényi conditional entropy, Proposition 3.3.2(iv), we obtain that
S˜α (AC |B)ρ = −S˜β (AC |D)ρ,
where the state |ρ〉ABCD puries ρABC , and β is such that 1/α + 1/β = 2. By the same reasoning,
we nd that
S˜β (A|CD)ρ ≥ S˜β (AC |D)ρ − log |C |.
But from duality, this is the same as
S˜α (A|B)ρ − log |C | ≤ S˜α (AC |B)ρ .
Substituting this in (3.18) then yields the claim.
To prove (3.15), consider the following steps:
I˜α (A;CB)ρ = min
τCB
α
α − 1 log
(ρ (1−α )/2αA ⊗ τ (1−α )/2αCB ) ρABC (ρ (1−α )/2αA ⊗ τ (1−α )/2αCB )α
= min
τCB
α
α − 1 log
τ (1−α )/2αCB ρ˜ABCτ (1−α )/2αCB α + αα − 1 log tr(ρ (1−α )/αA ρAB)
= −S˜α (A|CB)ρ˜ + α
α − 1 log tr
(
ρ (1−α )/αA ρAB
)
, (3.19)
where we dened the density operator
ρ˜ABC B
1
tr
(
ρ (1−α )/αA ρABC
) ρ (1−α )/2αA ρABCρ (1−α )/2αA (3.20)
and observed that
tr
(
ρ (1−α )/αA ρABC
)
= tr
(
ρ (1−α )/αA ρAB
)
.
Furthermore,
ρ˜AB = trC (ρ˜ABC ) =
1
tr
(
ρ (1−α )/αA ρAB
) ρ (1−α )/2αA ρABρ (1−α )/2αA .
By (3.14), we have
−S˜α (A|CB)ρ˜ ≤ −S˜α (A|B)ρ˜ + 2 log |C |,
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and using this in (3.19) yields
−S˜α (A|CB)ρ˜ + α
α − 1 log tr
(
ρ (1−α )/αA ρAB
)
≤ −S˜α (A|B)ρ˜ + α
α − 1 log tr
(
ρ (1−α )/αA ρAB
)
+ 2 log |C |
= I˜α (A;B)ρ + 2 log |C |.
Thus, we arrive at (3.15).
We continue with the proof of (3.16). From the data processing inequality, Proposition 3.3.2(v),
we know that
S˜α (A|BC )ρ⊗σ ≤ S˜α (A|B)ρ .
On the other hand, we have for all θB ∈ D (HB ) that
−S˜α (A|BC )ρ⊗σ = min
τBC
D˜α (ρAB ⊗ σC ‖1A ⊗ τBC )
≤ D˜α (ρAB ⊗ σC ‖1A ⊗ θB ⊗ σC )
= D˜α (ρAB ‖1A ⊗ θB ).
Since the inequality holds for all θB ∈ D (HB ), we get that
−S˜α (A|BC )ρ⊗σ ≤ −S˜α (A|B)ρ,
which yields (3.16).
Finally, we prove (3.17). We know from the data processing inequality, Proposition 3.3.2(v),
that
I˜α (A;BC )ρ⊗σ ≥ I˜α (A;B)ρ .
On the other hand, we have
I˜α (A;BC )ρ⊗σ = min
τBC
D˜α (ρAB ⊗ σC ‖ρA ⊗ τBC )
≤ D˜α (ρAB ⊗ σC ‖ρA ⊗ θB ⊗ σC )
= D˜α (ρAB ‖ρA ⊗ θB ).
Since the inequality holds for all θB , we get that
I˜α (A;BC )ρ⊗σ ≤ I˜α (A;B)ρ,
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which concludes the proof. 
The following result, Theorem 3.3.6, is crucial for proving the strong converse theorems
in Chapter 6. It bounds the dierence of Rényi entropic quantities of two quantum states in
terms of their delity. Note that the inequality in (i) for the Rényi entropies was originally
proved in [vDH02] employing the ‘classical’ Hölder inequality for the p-(vector) norm. We
give a dierent proof of the inequality (i) based on the Hölder inequality for the Schatten
p-norm (Theorem 2.3.2). The advantage of this method is that it can be used to obtain similar
delity bounds for the Rényi conditional entropy, the Rényi mutual information, and the Rényi
conditional mutual information, stated in the assertions (ii)–(iv) of Theorem 3.3.6 below.
Theorem 3.3.6 (Fidelity bounds for Rényi entropic quantities).
Let α ∈ (1/2, 1) and dene β ≡ β (α ) B α/(2α − 1). Then the following inequalities hold:
(i) For ρA,σA ∈ D (HA),
Sα (A)ρ − Sβ (A)σ ≥ 2α1 − α log F (ρA,σA).
(ii) For ρAB,σAB ∈ D (HAB ),
S˜α (A|B)ρ − S˜β (A|B)σ ≥ 2α1 − α log F (ρAB,σAB ).
(iii) For ρAB,σAB ∈ D (HAB ) with ρA = σA,
I˜β (A;B)ρ − I˜α (A;B)σ ≥ 2α1 − α log F (ρAB,σAB ).
(iv) Let ρABC ,σABC ∈ D (HABC ) with ρAC = σAC , ρBC = σBC , and ρC = σC , and assume that ρBC
has full support. Then,
I˜β (A;B |C )ρ − I˜α (A;B |C )σ ≥ 2α1 − α log F (ρABC ,σABC ).
Proof. We rst observe that (i) follows from (ii) by settingHB = C. To prove (ii), let τB be an
arbitrary density operator, and let ε ∈ (0, 1). Furthermore, let
τ (ε )B B (1 − ε )τB + εpiB, (3.21)
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and recall that
D˜α (ω‖θ ) ≤ D˜α (ω‖θ ′) (3.22)
holds for all α ∈ [1/2,∞] and θ ≥ θ ′ ≥ 0 (Proposition 3.1.2(vii)). For c > 0, we have
D˜α (ω‖cθ ) = D˜α (ω‖θ ) − log c . (3.23)
Consider then the following chain of inequalities:
− D˜α (ρAB ‖1A ⊗ τ (ε )B ) + D˜β (σAB ‖1A ⊗ τB ) − log (1 − ε )
= −D˜α (ρAB ‖1A ⊗ τ (ε )B ) + D˜β (σAB ‖1A ⊗ (1 − ε ) τB )
≥ −D˜α (ρAB ‖1A ⊗ τ (ε )B ) + D˜β (σAB ‖1A ⊗ τ (ε )B )
=
2α
1 − α log
ρ1/2AB τ (ε ) (1−α )/2αB 2α + 2ββ − 1 log τ (ε ) (1−β )/2βB σ 1/2AB 2β
=
2α
1 − α log
(ρ1/2AB τ (ε ) (1−α )/2αB 2α τ (ε ) (1−β )/2βB σ 1/2AB 2β )
≥ 2α1 − α log
ρ1/2AB τ (ε ) (1−α )/2αB τ (ε ) (1−β )/2βB σ 1/2AB 1
=
2α
1 − α log
ρ1/2AB σ 1/2AB 1
=
2α
1 − α log F (ρAB,σAB ). (3.24)
The rst equality is an application of (3.23). The rst inequality is a consequence of (3.22) and
the fact that
(1 − ε ) τB ≤ (1 − ε ) τB + εpiB = τ (ε )B .
The second and third equalities follow from the denition of the α-SRD, Denition 3.1.1, and
the relation
β
β − 1 =
α
1 − α . (3.25)
The second inequality is an application of Hölder’s inequality, Theorem 2.3.2(i), together with
the fact that 1/2α + 1/2β = 1. The penultimate equality follows because τ (ε )B is a full rank
operator for ε ∈ (0, 1), such that τ (ε ) (1−α )/2αB τ (ε ) (1−β )/2βB = 1B .
Since (3.24) holds for an arbitrary density operator τB , we may choose τB to be the optimizing
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state for S˜β (A|B)σ . We can then continue from (3.24) as
2α
1 − α log F (ρAB,σAB ) ≤ −D˜α (ρAB ‖1A ⊗ τ (ε )B ) + D˜β (σAB ‖1A ⊗ τB ) − log (1 − ε )
≤ max
ωB∈D (HB )
{
−D˜α (ρAB ‖1A ⊗ ωB )
}
+ D˜β (σAB ‖1A ⊗ τB ) − log (1 − ε )
= S˜α (A|B)ρ − S˜β (A|B)σ − log (1 − ε ) .
We have shown that this relation holds for all ε ∈ (0, 1), and hence taking the limit ε ↘ 0 yields
the claim.
We continue with the proof of (iii). For an arbitrary density operator τB and ε ∈ (0, 1) dene
the state τ (ε )B as in (3.21) in the proof of (ii). We then have the following chain of inequalities:
D˜β (ρAB ‖ρA ⊗ τB ) − D˜α (σAB ‖σA ⊗ τ (ε )B ) − log(1 − ε )
= D˜β (ρAB ‖ρA ⊗ (1 − ε )τB ) − D˜α (σAB ‖σA ⊗ τ (ε )B )
≥ D˜β (ρAB ‖ρA ⊗ τ (ε )B ) − D˜α (σAB ‖σA ⊗ τ (ε )B )
=
2β
β − 1 log
ρ1/2AB (ρ (1−β )/2βA ⊗ τ (ε ) (1−β )/2βB )2β
− 2α
α − 1 log
(σ (1−α )/2αA ⊗ τ (ε ) (1−α )/2αB ) σ 1/2AB 2α
=
2α
1 − α log
(ρ1/2AB (ρ (1−β )/2βA ⊗ τ (ε ) (1−β )/2βB )2β (σ (1−α )/2αA ⊗ τ (ε ) (1−α )/2αB ) σ 1/2AB 2α )
≥ 2α1 − α log
ρ1/2AB (ρ (1−β )/2βA ⊗ τ (ε ) (1−β )/2βB ) (σ (1−α )/2αA ⊗ τ (ε ) (1−α )/2αB ) σ 1/2AB 1
=
2α
1 − α log
ρ1/2AB (ρ (1−β )/2βA σ (1−α )/2αA ⊗ τ (ε ) (1−β )/2βB τ (ε ) (1−α )/2αB ) σ 1/2AB 1
=
2α
1 − α log
ρ1/2AB σ 1/2AB 1
=
2α
1 − α log F (ρAB,σAB ).
In the rst equality and inequality we used (3.23) and (3.22), respectively. The following
equalities follow from the denition of the α-SRD and (3.25). In the second inequality we
applied Hölder’s inequality, Theorem 2.3.2(i). For the second-to-last equality we used the
fact that ρA = σA by assumption, and that τ (ε )B has full support for ε ∈ (0, 1), such that
τ (ε )−1B τ (ε )B = 1B .
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Choosing τB to be the optimizing state for I˜β (A;B)ρ , we then have
2α
1 − α log F (ρAB,σAB ) ≤ D˜β (ρAB ‖ρA ⊗ τB ) − D˜α (σAB ‖σA ⊗ τ (ε )B ) − log(1 − ε )
≤ D˜β (ρAB ‖ρA ⊗ τB ) − min
ωB∈D (HB )
D˜α (σAB ‖σA ⊗ ωB ) − log(1 − ε )
= I˜β (A;B)ρ − I˜α (A;B)σ − log(1 − ε ).
Since this relation holds for all ε ∈ (0, 1), we obtain the claim by taking the limit ε ↘ 0.
To prove (iv), we can rewrite the denition (3.11) of I˜β (A;B |C )ρ in Section 3.3.1 as
I˜β (A;B |C )ρ = −
2α
α − 1 log
ρ (1−β )/2βBC ρ (β−1)/2βC ρ (1−β )/2βAC ρ1/2ABC2β .
Consider then
1 − α
2α
(
I˜β (A;B |C )ρ − I˜α (A;B |C )σ
)
= log
(σ 1/2ABCρ (1−α )/2αAC ρ (α−1)/2αC ρ (1−α )/2αBC 2α ρ (1−β )/2βBC ρ (β−1)/2βC ρ (1−β )/2βAC ρ1/2ABC2β )
≥ log σ 1/2ABCρ (1−α )/2αAC ρ (α−1)/2αC ρ (1−α )/2αBC ρ (1−β )/2βBC ρ (β−1)/2βC ρ (1−β )/2βAC ρ1/2ABC1
= log σ 1/2ABCρ1/2ABC1
= log F (ρABC ,σABC ),
where we used the assumptions ρAC = σAC , ρBC = σBC , ρC = σC , and the fact that ρBC has full
support in the penultimate equality. This concludes the proof. 
The last result of this section concerns the Rényi conditional entropy of c-q states. Note
that a special case of Proposition 3.3.7(i) for Rényi entropies (i.e., where the system B is trivial)
appeared in [Sha14].
Proposition 3.3.7. Let ρABX =
∑
x∈X pxρxAB⊗ |x〉〈x |X be a c-q state. Then the following properties
hold for all α > 0:
(i) Monotonicity under discarding classical information:
S˜α (AX |B)ρ ≥ S˜α (A|B)ρ
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(ii) Dimension bounds:
S˜α (A|BX )ρ + log |X | ≥ S˜α (A|B)ρ (3.26)
I˜α (A;BX )ρ ≤ log |X | + I˜α (A;B)ρ (3.27)
Proof. To prove (i), let τB be the optimizing state for S˜α (A|B)ρ , and assume α , 1. We then have
S˜α (AX |B)ρ ≥ 11 − α log tr
(
τ (1−α )/2αB ρABXτ
(1−α )/2α
B
)α
=
1
1 − α log
(∑
x∈X tr
(
τ (1−α )/2αB pxρ
x
ABτ
(1−α )/2α
B
)α )
=
1
1 − α log
(∑
x∈X
τ (1−α )/2αB pxρxABτ (1−α )/2αB αα )
≥ 11 − α log
τ (1−α )/2αB ∑x∈X pxρxABτ (1−α )/2αB αα
=
1
1 − α log
τ (1−α )/2αB ρABτ (1−α )/2αB αα
= S˜α (A|B)ρ,
where the rst inequality follows from the denition of the Rényi conditional entropy, and
the second inequality follows from McCarthy’s inequalities (Theorem 2.3.2(ii)), using (2.8) for
α < 1 and (2.9) for α > 1. For α = 1, the claim follows easily from Denition 2.2.5.
To prove (3.26), observe that we have
S˜α (A|BX )ρ + log |X | ≥ S˜α (AX |B)ρ ≥ S˜α (A|B)ρ,
where the rst inequality follows from Lemma 3.3.4, and the second inequality is (i).
Finally, to prove (3.27) observe that
I˜α (A;BX )ρ = −S˜α (A|BX )ρ˜ + α
α − 1 log tr
(
ρ (1−α )/αA ρAB
)
≤ −S˜α (A|B)ρ˜ + α
α − 1 log tr
(
ρ (1−α )/αA ρAB
)
+ log |X |
= I˜α (A;B)ρ + log |X |,
where the rst equality is just (3.19) with ρ˜ABX as dened in (3.20), and the inequality uses
(3.26), which concludes the proof. 
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3.4. Data processing for the SRD: a condition for equality
As stated in Proposition 3.1.2(vi) in Section 3.1, the α-SRD satises the DPI, that is, for α ∈
[1/2,∞), ρ ∈ D (H ), σ ∈ P (H ), and a quantum operation Λ : B (H ) → H (K ),
D˜α (ρ‖σ ) ≥ D˜α (Λ(ρ)‖Λ(σ )). (3.28)
In this section, we derive a necessary and sucient condition for equality in (3.28), which is
stated in Theorem 3.4.1 below and appeared in [LRD16]. Throughout this section, we set
γ B
1 − α
2α .
Theorem 3.4.1 (Equality condition in the DPI for the α-SRD).
Let α ∈ [1/2, 1)∪ (1,∞) and set γ = (1−α )/2α . Furthermore, let ρ ∈ D (H ) and σ ∈ P (H ) with
supp ρ ⊆ suppσ if α > 1 or ρ 6⊥ σ if α ∈ [1/2, 1), and let Λ : B (H ) → B (K ) be a quantum
operation. We have equality in the data processing inequality (3.28),
D˜α (ρ‖σ ) = D˜α (Λ(ρ)‖Λ(σ )),
if and only if
σγ (σγ ρσγ )α−1 σγ = Λ†
(
Λ(σ )γ (Λ(σ )γΛ(ρ)Λ(σ )γ )α−1 Λ(σ )γ
)
.
For α > 1 and positive trace-preserving maps, Theorem 3.4.1 was also proved using the
framework of non-commutative Lp-spaces [DJW15]. Hiai and Mosonyi [HM16] and Jenčová
[Jen16] discussed the case of equality in the DPI for the α-SRD in the light of suciency. We
discuss the notion of suciency as well as the connection between Theorem 3.4.1 and the
results of [HM16; Jen16] in Section 3.4.3.
The rest of this section is organized as follows: In Section 3.4.1, we recall the proof of the
DPI (3.28) for the α-SRD as given in [FL13]. We then analyze this proof in greater detail in
Section 3.4.2, extracting a necessary and sucient condition for equality in (3.28) and thus
proving Theorem 3.4.1. In Section 3.4.3 we compare our result to the suciency results in
[HM16; Jen16] mentioned above. Finally, we present applications of Theorem 3.4.1 to bounds
on entanglement and distance measures in Section 3.4.4.
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3.4.1. Review of the proof of the DPI by Frank and Lieb
For the remainder of this section we will assume that ρ ∈ D (H ) and σ ∈ P (H ) with
supp ρ ⊆ suppσ if α > 1, or ρ 6⊥ σ if α ∈ [1/2, 1). First, we note that the DPI (3.28) for
the α-SRD is equivalent to monotonicity under partial trace, which can be seen as follows.
Given a quantum operation Λ : B (H ) → B (K ), the Stinespring Representation Theorem
(Theorem 2.2.2) states that there is a Hilbert spaceH ′, a pure state |τ 〉 ∈ H ′ ⊗K , and a unitary
U acting onH ⊗ H ′ ⊗ K , such that Λ acts on ρ ∈ B (H ) as
Λ(ρ) = tr12
(
U (ρ ⊗ τ )U †
)
. (3.29)
Here, tr12 denotes the partial trace over H and H ′, that is, the rst two tensor factors of
H ⊗ H ′ ⊗ K . As both Q˜α (·‖·) and D˜α (·‖·) are invariant under tensoring with a xed state
(Proposition 3.1.2(iv)) and isometries (Proposition 3.1.2(v)), the representation (3.29) implies
that the DPI (3.28) is equivalent to monotonicity of the α-SRD under partial trace:
D˜α (ρAB ‖σAB ) ≥ D˜α (ρA‖σA), (3.30)
where the subscripts AB and A indicate (generic) Hilbert spacesHAB = HA ⊗ HB andHA on
which the density matrices act, and the partial trace is taken over the B system. Since the
logarithm is monotonically increasing, the monotonicity of D˜α (·‖·) under partial trace (3.30) is
in turn equivalent to the following monotonicity properties of Q˜α (·‖·):
Q˜α (ρAB ‖σAB ) ≤ Q˜α (ρA‖σA) for α ∈ [1/2, 1),
Q˜α (ρAB ‖σAB ) ≥ Q˜α (ρA‖σA) for α ∈ (1,∞).
(3.31)
We set d = dimHB and let {Vi }d2i=1 be a representation of the discrete Heisenberg-Weyl group
on HB , satisfying the following relation for all ρAB ∈ D (HAB ) (see for example [Wil16] or
[Wol12]):
1
d2
d2∑
i=1
(1A ⊗ Vi )ρAB
(
1A ⊗ V †i
)
= ρA ⊗ piB . (3.32)
The crucial ingredient in proving (3.31) is the joint concavity/convexity of the trace functional
Q˜α (·‖·) for α ∈ [1/2, 1) and α > 1, respectively:
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Proposition 3.4.2 ([FL13]). The functional (ρ,σ ) 7→ Q˜α (ρ‖σ ) is jointly concave for α ∈ [1/2, 1)
and jointly convex for α ∈ (1,∞).
In order to prove Proposition 3.4.2, we need to introduce matrix dierentials. We only cover
so much material as to be able to show two identities (Lemma 3.4.3 below) that are needed in
the proof of Proposition 3.4.2.
Let X = (xij ) be an n × n matrix with entries in C, and let f : Cn2 → C be a dierentiable
function. Regarding X as a vector in Cn2 , the dierential d f is dened as
d f =
n∑
i,j=1
∂ f (X )
∂xij
dxij , (3.33)
and we dene ∂ f (X )/∂X to be the n × n matrix whose (i, j )-th element is ∂ f (X )/∂xij .
Lemma 3.4.3. Let A and S be constant matrices, and let д be an analytic function. Then,
∂ tr(AX )
∂X
= AT (3.34)
∂ tr(д(SXS ))
∂X
=
[
Sд′(SXS )S
]T . (3.35)
Proof. Let us write dX for the matrix with elements dxij . Then it is easy to check (by element-
wise computation) that d acting on matrices satises the following rules:
(i) dA = 0 for constant A.
(ii) Linearity: d (aX ) = a dX for constant a ∈ C, and d (X + Y ) = dX + dY .
(iii) Product rule: d (XY ) = (dX )Y + X dY .
Using these properties together with linearity of the trace, we can prove (3.34) as follows:
d (tr(AX )) = tr(d (AX )) = tr(AdX ) =
n∑
i, j=1
Aijdxji ,
and comparing this with (3.33) yields (3.34).
To prove (3.35), we write the analytic function д as a power series д(x ) = ∑∞i=0 aixi , such
that д′(x ) = ∑∞i=1 iaixi−1. We then have
d (tr(д(SXS ))) = d
(
tr
(∑
i
ai (SXS )
i
))
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=
∑
i
ai tr
(
d (SXS )i
)
=
∑
i
ai tr
(
S (dX )S (SXS )i−1 + . . .
)
=
∑
i
iai tr
(
S (SXS )i−1S dX
)
= tr
(
S
(∑
i
iai (SXS )
i−1
)
S dX
)
= tr (Sд′(SXS )S dX ),
and hence (3.35) follows. 
We can now continue with the proof of Proposition 3.4.2.
Proof of Proposition 3.4.2. Assume rst that α > 1. Then the trace functional Q˜α (ρ‖σ ) can be
rewritten as
Q˜α (ρ‖σ ) = sup
H≥0
{
α tr(ρH ) − (α − 1) tr (σ−γHσ−γ )α/(α−1)}. (3.36)
To see this, we dene the function
fα (H , ρ,σ ) B α tr(ρH ) − (α − 1) tr (σ−γHσ−γ )α/(α−1) . (3.37)
For xed ρ and σ , Lemma 3.4.3 then implies that
∂ fα (H , ρ,σ )
∂H
= αρT − α
[
σ−γ
(
σ−γHσ−γ
)1/(α−1)
σ−γ
]T
.
A critical point of fα (H , ρ,σ ) satises ∂ fα (H , ρ,σ )/∂H = 0, which is equivalent to
ρ = σ−γ
(
σ−γHσ−γ
)1/(α−1)
σ−γ .
This yields the optimal H in (3.36), which we denote by Hˆ ≡ Hˆ (ρ,σ ):
Hˆ = σγ (σγ ρσγ )α−1σγ . (3.38)
As H 7→ fα (H , ρ,σ ) is concave (this is proved in Proposition 3.4.5 below), it attains its
supremum at the optimal Hˆ in (3.38), and substituting this into (3.37) yields fα (Hˆ , ρ,σ ) =
Q˜α (ρ‖σ ). It remains to show that (ρ,σ ) 7→ fα (H , ρ,σ ) is jointly convex for xed H , since the
joint convexity of Q˜α (·‖·) then follows from the fact that it is the supremum over a family
of jointly convex functions. To prove joint convexity of (ρ,σ ) 7→ fα (H , ρ,σ ), note rst that
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ρ 7→ fα (H , ρ,σ ) is linear. Furthermore, we have
tr(σ−γHσ−γ )α/(α−1) = tr(H 1/2σ−2γH 1/2)α/(α−1),
and by Lemma 5 in [FL13] the functional
σ 7→ (1 − α ) tr
(
H 1/2σ−2γH 1/2
)α/(α−1)
is convex for α > 1, which proves joint convexity of (ρ,σ ) 7→ fα (H , ρ,σ ).
For α ∈ [1/2, 1), the trace functional Q˜α (ρ‖σ ) is instead rewritten as
Q˜α (ρ‖σ ) = inf
H≥0
{
α tr ρH − (α − 1) tr (σ−γHσ−γ )α/(α−1)} ,
which is proved along the same lines as above. The joint concavity of Q˜α (·‖·) now follows from
the joint concavity of (ρ,σ ) 7→ fα (H , ρ,σ ), which in turn follows from the fact that
σ 7→ (1 − α ) tr
(
H 1/2σ−2γH 1/2
)α/(α−1)
is concave for α ∈ [1/2, 1) by Lemma 5 in [FL13]. 
Remark 3.4.4. The joint convexity/concavity of the trace functional Q˜α (·‖·) is a special case
of the joint convexity/concavity of a more general trace functional underlying the α-z-Rényi
relative entropies mentioned in Section 3.2.1. This was proved in [Hia13] using the theory of
Pick functions. A more accessible proof can be found in the arXiv version of [AD15].
Joint convexity/concavity of the trace functional Q˜α (·‖·) as stated in Proposition 3.4.2 can
be used to prove the monotonicity of Q˜α (·‖·) under partial trace (3.31) as follows. Abbreviating
Vi ≡ 1A ⊗ Vi , we have for α > 1 that
Q˜α (ρAB ‖σAB ) = Q˜α
(
ViρABV
†
i
ViσABV †i )
=
1
d2
∑
i
Q˜α
(
ViρABV
†
i
ViσABV †i )
≥ Q˜α
(
d−2
∑
i
ViρABV
†
i
d−2 ∑i ViσABV †i ) (3.39)
= Q˜α (ρA ⊗ piB ‖σA ⊗ piB )
= Q˜α (ρA‖σA). (3.40)
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In the rst equality we used the invariance of Q˜α (·‖·) under joint unitaries, Proposition 3.1.2(v).
The inequality follows from the joint convexity of Q˜α (·‖·) as proved in Proposition 3.4.2. In the
third equality we used property (3.32) of the Heisenberg-Weyl operators, and in the last equality
we used the invariance of Q˜α (·‖·) under tensoring with a xed state, Proposition 3.1.2(iv).
For α ∈ [1/2, 1), we go through the same steps as above to show that
Q˜α (ρAB ‖σAB ) ≤ Q˜α (ρA‖σA),
only this time employing the joint concavity of Q˜α (·‖·) from Proposition 3.4.2 in (3.39) instead.
3.4.2. Deriving an equality condition
The preceding discussion showed that joint convexity/concavity of the trace functional Q˜α (·‖·)
used in (3.39) is the only step in the proof of (3.30) introducing an inequality. To obtain an
equality condition for (3.30), we therefore need to analyze when equality holds in the joint
convexity/concavity of Q˜α (·‖·).
The proof of the DPI for the α-SRD by Frank and Lieb in Section 3.4.1 involves the function
fα (H , ρ,σ ) B α tr(ρH ) − (α − 1) tr (σ−γHσ−γ )α/(α−1) .
We claim that for xed ρ,σ the function H 7→ fα (H , ρ,σ ) is strictly concave if α > 1, and
strictly convex if α ∈ [1/2, 1). To see this, note thatH 7→ tr(σ−γHσ−γ )α/(α−1) is the composition
of the linear functionX 7→ σ−γXσ−γ and the functionalA 7→ trAα/(α−1) , the latter being strictly
convex by Theorem 2.3.4(ii) upon choosing д : R+ → R, д(x ) = xα/(α−1) . As tr(ρH ) is linear in
H , and the sum of a linear function and a strictly convex (concave) function is strictly convex
(concave), we arrive at:
Proposition 3.4.5. For α > 1 the function
fα (H , ρ,σ ) B α tr(ρH ) − (α − 1) tr (σ−γHσ−γ )α/(α−1)
is strictly concave in H , and therefore attains its unique maximum at
Hˆ = σγ (σγ ρσγ )α−1σγ . (3.41)
For α ∈ [1/2, 1) the function fα (H , ρ,σ ) is strictly convex in H , and therefore attains its unique
minimum at Hˆ dened in (3.41).
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In the light of Proposition 3.4.5, we revisit the joint convexity of Q˜α (·‖·), assuming rst
that α > 1. Let ρi and σi be arbitrary operators and λi ≥ 0 be such that ∑i λi = 1. Setting
ρ =
∑
i λiρi and σ =
∑
i λiσi , we consider the operators
H˜ B arg maxH fα (H , ρ,σ ) Hi B arg maxH fα (H , ρi ,σi ),
which are well-dened by Proposition 3.4.5. We then have
Q˜α (ρ‖σ ) = fα
(
H˜ , ρ,σ
)
≤
∑
i
λi fα
(
H˜ , ρi ,σi
)
(3.42)
≤
∑
i
λi fα (Hi , ρi ,σi ) (3.43)
=
∑
i
λiQ˜α (ρi ‖σi ),
where we used the joint convexity of (ρ,σ ) 7→ fα (H , ρ,σ ) for xed H in the rst inequality,
and the denition of Hi in the second inequality.
Assume now that we have equality in the joint convexity, that is, Q˜α (ρ‖σ ) = ∑i λiQ˜α (ρi ‖σi ).
Then the chain of inequalities above collapses, and in particular we obtain
fα
(
H˜ , ρi ,σi
)
= fα (Hi , ρi ,σi ) for every i .
In other words, the operator H˜ maximizes fα (H , ρi ,σi ) for every i , and since the maximizing
element of fα (H , ρi ,σi ) is unique by Proposition 3.4.5, we obtain H˜ = Hi for every i . In the
case α ∈ [1/2, 1), we dene H˜ B arg minH fα (H , ρ,σ ) and Hi B arg minH fα (H , ρi ,σi ). The
inequalities in (3.42) and (3.43) are now reversed due to the joint concavity of Q˜α (·‖·), and
since fα (H , ρi ,σi ) attains a minimum at Hi . Again, we obtain H˜ = Hi for every i due to
Proposition 3.4.5.
Let us now particularize the above observation to monotonicity of Q˜α (·‖·) under partial trace
as proved in (3.40), where we employed the representation {Vi }d2i=1 of the discrete Heisenberg-
Weyl group. Recall the following choices for ρi ,σi , and λi for every i = 1, . . . ,d2:
ρi = ViρABV
†
i σi = ViσABV
†
i λi =
1
d2
. (3.44)
Hence, ρ = ∑i λiρi = ρA ⊗piB by (3.32), and similarly, σ = σA ⊗piB . Substituting the expressions
from (3.44) in the explicit form (3.41) of the optimizing Hˆ , we obtain the following identity
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from H˜ = Hi for every i:
σ
γ
A
(
σ
γ
AρAσ
γ
A
)α−1
σ
γ
A ⊗ pi 2γ+(α−1) (2γ+1)B = (1A ⊗ Vi )σγAB
(
σ
γ
ABρABσ
γ
AB
)α−1
σ
γ
AB
(
1A ⊗ V †i
)
. (3.45)
Since 2γ + (α − 1) (2γ + 1) = 0, the dimension factor of piB on the left-hand side of (3.45) cancels,
and eliminating the unitary Vi yields
σ
γ
A
(
σ
γ
AρAσ
γ
A
)α−1
σ
γ
A ⊗ 1B = σγAB
(
σ
γ
ABρABσ
γ
AB
)α−1
σ
γ
AB . (3.46)
This is a necessary condition for equality in the monotonicity of the trace functional Q˜α (·‖·).
Furthermore, it is easy to see that (3.46) is also sucient, as Q˜α (ρAB ‖σAB ) = Q˜α (ρA‖σA) follows
from multiplying both sides of (3.46) by ρAB , taking the trace, and using cyclicity of the trace.
In summary, we have proved the following:
Proposition 3.4.6. For α ∈ [1/2, 1) ∪ (1,∞) we have D˜α (ρAB ‖σAB ) = D˜α (ρA‖σA) if and only if
σ
γ
A
(
σ
γ
AρAσ
γ
A
)α−1
σ
γ
A ⊗ 1B = σγAB
(
σ
γ
ABρABσ
γ
AB
)α−1
σ
γ
AB .
We are now in a position to prove the main result of this section, Theorem 3.4.1:
Proof of Theorem 3.4.1. For a quantum operation Λ : B (H ) → B (K ), the Stinespring Repre-
sentation Theorem 2.2.2 asserts that there is a Hilbert space H ′, a pure state |τ 〉 ∈ H ′ ⊗ K ,
and a unitary U acting onH ⊗ H ′ ⊗ K such that for every ρ ∈ B (H ) we have
Λ(ρ) = tr12
(
U (ρ ⊗ τ )U †
)
,
where tr12 denotes the partial trace overH andH ′, that is, the rst two factors ofH ⊗H ′⊗K .
We then have
D˜α (ρ‖σ ) = D˜α
(
U (ρ ⊗ τ )U † U (σ ⊗ τ )U †)
≥ D˜α
(
tr12
(
U (ρ ⊗ τ )U †
)  tr12 (U (σ ⊗ τ )U †))
= D˜α (Λ(ρ)‖Λ(σ )),
where the rst line follows from Proposition 3.1.2(iv) and (v), and the inequality follows from
Proposition 3.1.2(vi). By Proposition 3.4.6 we have equality in the second line if and only if(
U (σ ⊗ τ )U †
)γ [(
U (σ ⊗ τ )U †
)γ
U (ρ ⊗ τ )U †
(
U (σ ⊗ τ )U †
)γ ]α−1 (
U (σ ⊗ τ )U †
)γ
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= 1H⊗H ′ ⊗ Λ(σ )γ [Λ(σ )γΛ(ρ)Λ(σ )γ ]α−1 Λ(σ )γ .
Since f (UXU †) = U f (X )U † for every function f and unitary U , this is equivalent to
U
(
σγ (σγ ρσγ )α−1 σγ ⊗ τ
)
U † = 1H⊗H ′ ⊗ Λ(σ )γ [Λ(σ )γΛ(ρ)Λ(σ )γ ]α−1 Λ(σ )γ .
The theorem now follows from the fact that the adjoint of Λ is given by
Λ†(ω) = V †(1H⊗H ′ ⊗ ω)V ,
where V = U (1H ⊗ |τ 〉) is the Stinespring isometry of Λ satisfying V †V = 1H . 
3.4.3. Relation to suciency
We have shown in Theorem 3.4.1 that equality in the DPI for the α-SRD D˜α (·‖·) holds for a
quantum operation Λ, a quantum state ρ, and a positive operator σ (with suitable support
conditions) if and only if the following algebraic condition is satised (setting γ = (1 − α )/2α ):
σγ (σγ ρσγ )α−1 σγ = Λ†
(
Λ(σ )γ [Λ(σ )γΛ(ρ)Λ(σ )γ ]α−1 Λ(σ )γ
)
. (3.47)
In the case of the α-RRE Dα (·‖·) for α ∈ [0, 2] (which includes the quantum relative entropy
corresponding to α → 1), a necessary and sucient algebraic condition for equality in the DPI
(3.7) is given by [Pet86b; Pet88; HMP+11]
Λ†
(
Λ(σ )−zΛ(ρ)z
)
= σ−zρz for all z ∈ C.
This can be rephrased in terms of the existence of a recovery map by an argument detailed in
[HMP+11, Theorem 5.1], stating that we have Dα (ρ‖σ ) = Dα (Λ(ρ)‖Λ(σ )) if and only if there
is a quantum operation R, the recovery map, satisfying
R (Λ(σ )) = σ R (Λ(ρ)) = ρ. (3.48)
In general, we call a quantum operation Λ sucient for a set S ⊆ D (H ) of quantum states
if there exists a quantum operation R satisfying R (Λ(τ )) = τ for all τ ∈ S (cf. [Pet86b; Pet88;
MP04; Mos05; JP06; Jen12]). Hence, (3.48) says that Λ is sucient for {ρ,σ }. Furthermore, there
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is a recovery map Rσ ,Λ satisfying (3.48) that admits an explicit formula on the support of Λ(σ ):
Rσ ,Λ(·) = σ 1/2Λ†
(
Λ(σ )−1/2 · Λ(σ )−1/2
)
σ 1/2. (3.49)
Since Rσ ,Λ(Λ(σ )) = σ holds by denition of Rσ ,Λ in (3.49), the non-trivial part of (3.48) is the
assertion Rσ ,Λ(Λ(ρ)) = ρ. Note that by a theorem of Petz [Pet88] a quantum channel Λ is
sucient for {ρ,σ } if and only if Rσ ,Λ(Λ(ρ)) = ρ holds for the map dened in (3.49). We also
observe that the recovery map Rσ ,Λ is independent of α , and the existence of a map R satisfying
(3.48) forces equality in the DPI for any α ∈ [0, 2],
Dα (ρ‖σ ) ≥ Dα (Λ(ρ)‖Λ(σ )) ≥ Dα (R (Λ(ρ))‖R (Λ(σ ))) = Dα (ρ‖σ ). (3.50)
Here, the rst inequality follows from applying the DPI with respect to Λ, and the second
follows from applying the DPI with respect to R. Thus, we have equality in the DPI for the
α-RRE for all α ∈ [0, 2] once it holds for some α ∈ [0, 2].
Taking a closer look at the condition (3.47) for equality in the DPI for the α-SRD, it is easy
to see that choosing α = 2 in (3.47) yields precisely the statement Rσ ,Λ(Λ(ρ)) = ρ. Hence,
in the case α = 2 we have equality in the DPI for the 2-SRD if and only if the recovery
map Rσ ,Λ dened in (3.49) satises (3.48). This was already observed in [DJW15] for positive
trace-preserving maps.
The connection between suciency and equality in the DPI for the α-SRD was investigated
by Jenčová [Jen16] and Hiai and Mosonyi [HM16]. The main result of [Jen16] is that a 2-positive
trace-preserving map Λ is sucient with respect to {ρ,σ } if and only if D˜α (Λ(ρ)‖Λ(σ )) =
D˜α (ρ‖σ ) holds for some α > 1. By the theorem of Petz [Pet88] mentioned above, we therefore
have equality in the DPI for the α-SRD for any α > 1 if and only if the map Rσ ,Λ dened
in (3.49) satises (3.48). Furthermore, a similar argument as in (3.50) for D˜α (·‖·) shows that
equality holds in the DPI for the α-SRD for all α > 1 if it holds for some α > 1. This result settles
the suciency question for the α-SRD for the range α > 1 and 2-positive trace-preserving
maps (which include all quantum operations).
In [HM16] suciency is analyzed for 2-positive bistochastic maps Φ, that is, both Φ and
Φ† are 2-positive and trace-preserving. The main theorem of [HM16] regarding the α-SRD
states conditions for suciency of Λ for certain ranges of α (including the range α ∈ [1/2, 1))
under the additional assumption that one of the two states ρ and σ is a xed point of Λ. In fact,
this result is obtained as a corollary of a more general theorem analyzing suciency for the
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α-z-Rényi relative entropies under similar assumptions.
In view of the results proved in [HM16; Jen16], the main contribution of Theorem 3.4.1 is a
general necessary and sucient condition for equality in the DPI for the α-SRD in the range
α ∈ [1/2, 1). It is still open whether equality in the DPI for the α-SRD in this range is equivalent
with suciency of Λ for {ρ,σ }.
For α = 1/2 and α = ∞, it is known that such a general suciency result cannot hold [MO15].
Forα = 1/2 this can be seen as follows: Recall from Section 3.2.2 that D˜1/2(ρ‖σ ) = −2 log F (ρ,σ ).
It is well-known (see for example [Wil16]) that for given ρ and σ there exists a measurement
M = {Mx }x∈X for some nite set X such that the delity F (ρ,σ ) is equal to the classical delity
F (P ,Q ) =
∑
x∈X
√
P (x )Q (x ).
Here, P and Q are dened through P (x ) B tr(Mxρ) and Q (x ) B tr(Mxσ ) for all x ∈ X,
respectively, corresponding to the probability distributions obtained from measuring ρ and
σ with respect toM. Hence, for any two states ρ and σ we have equality in the DPI for the
1/2-SRD with respect to this particular measurement, and in general it is not possible to recover
the states ρ and σ from the measurement outcomes {P (x )}x∈X and {Q (x )}x∈X alone. This proves
that a general suciency result as stated above cannot hold for α = 1/2, and a similar argument
shows the same for α = ∞ [MO15].
3.4.4. Applications of the equality condition
In this section we discuss applications of Theorem 3.4.1. To begin with, our goal is to generalize
a set of results by Carlen and Lieb [CL12] about the Araki-Lieb inequality and the entanglement
of formation to the corresponding Rényi quantities. We rst state a Rényi version of the
Araki-Lieb inequality (Lemma 3.4.8), and analyze the case of equality (Theorem 3.4.9). We
then prove a general lower bound on the Rényi entanglement of formation (analogous to the
corresponding bound on the entanglement of formation in [CL12]), and show that this lower
bound is achieved by states saturating the Rényi version of the Araki-Lieb inequality. These
results are presented in Theorem 3.4.13. Finally, we discuss the case of equality in a well-known
upper bound on the entanglement delity in terms of the usual delity, which we state in
Proposition 3.4.15.
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Rényi version of Araki-Lieb inequality and the case of equality
The Araki-Lieb inequality [AL70] states that for every bipartite state ρAB ,
S (AB)ρ ≥ |S (A)ρ − S (B)ρ |. (3.51)
There are a few dierent characterizations for the case of equality in the Araki-Lieb inequality
[NC00; ZW11; CL12]. Here, we concentrate on a result by Carlen and Lieb:
Theorem 3.4.7 (Equality in the Araki-Lieb inequality; [CL12]).
For a bipartite state ρAB denote by rAB , rA, and rB the ranks of ρAB , ρA, and ρB , respectively. The
state ρAB saturates the Araki-Lieb inequality (3.51),
S (AB)ρ = S (B)ρ − S (A)ρ,
if and only if the following conditions are satised:
(i) rB = rArAB
(ii) The state ρAB has a spectral decomposition of the form
ρAB =
rAB∑
i=1
λi |i〉〈i |AB,
where the vectors {|i〉AB }rABi=1 are such that trB |i〉〈j |AB = δijρA for i, j = 1, . . . , rAB .
We can regard the Araki-Lieb inequality (3.51) as lower bounds on the conditional entropies:
S (A|B)ρ ≥ −S (A)ρ S (B |A)ρ ≥ −S (B)ρ . (3.52)
In the following, we only focus on the bound S (A|B)ρ ≥ −S (A)ρ , noting that all the results
we obtain hold for S (B |A)ρ in an analogous manner. The formulation (3.52) of the Araki-Lieb
inequality admits a simple proof as follows. Observe rst that for a purication |ρ〉ABC of ρAB
we have the duality relation
S (A|B)ρ = −S (A|C )ρ, (3.53)
which can be regarded as a special case of the duality for the Rényi conditional entropy,
Proposition 3.3.2(iv), upon choosing α = 1 (which implies β = 1). Note however, that (3.53) can
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also easily be proved directly. Using the duality relation (3.53), we have
S (A|B)ρ = −S (A|C )ρ = D (ρAC ‖1A ⊗ ρC ) ≥ D (ρA‖1A) = −S (A)ρ, (3.54)
where the inequality follows from the DPI for the quantum relative entropy with Λ = trC .
Generalizing the Araki-Lieb inequality in the form of (3.51) to Rényi quantities is problematic:
as proved in [LMW13], quantities based on linear combinations of Rényi entropies can take
arbitrary values, and hence their use is limited. In contrast, the advantage of phrasing the
Araki-Lieb inequality in the form of (3.52) is that we can simply replace the conditional entropy
S (A|B)ρ in (3.54) by the Rényi conditional entropy S˜α (A|B)ρ . With α , β ∈ [1/2,∞) chosen such
that 1/α + 1/β = 2, we then have the following:
S˜α (A|B)ρ = −S˜β (A|C )ρ = D˜β (ρAC ‖1A ⊗ σ˜C ) ≥ D˜β (ρA‖1A) = −Sβ (A)ρ . (3.55)
Here, we used Proposition 3.3.2(iv) in the rst equality, chose an optimizing state σ˜C for S˜β (A|C )ρ
in the second equality, and the inequality is the DPI for the β-SRD with respect to Λ = trC . We
also obtain the upper bound S˜α (A|B)ρ ≤ Sα (A)ρ by a simple application of the DPI with respect
to Λ = trB . We summarize these observations in the following
Lemma 3.4.8 (Rényi version of the Araki-Lieb inequality).
Let ρAB be a bipartite state, and let α , β ∈ [1/2,∞) be such that 1α + 1β = 2. Then,
−Sβ (A)ρ ≤ S˜α (A|B)ρ ≤ Sα (A)ρ . (3.56)
Since the inequality in the lower bound of Lemma 3.4.8 stems from the DPI for D˜β (·‖·)
(as demonstrated in (3.55)), we can apply Theorem 3.4.1 (in the form of Proposition 3.4.6) to
investigate the case of equality. By Proposition 3.4.6 we have D˜β (ρAC ‖1A ⊗ σ˜C ) = D˜β (ρA‖1A)
if and only if
ρ
β−1
A ⊗ 1C =
(
1A ⊗ σ˜δC
) ((
1A ⊗ σ˜δC
)
ρAC
(
1A ⊗ σ˜δC
))β−1 (
1A ⊗ σ˜δC
)
, (3.57)
where δ = (1− β )/2β . It is easy to see that (3.57) is equivalent to ρAC = ρA ⊗ σ˜C , that is, if ρABC
is a purication of ρAB , then the marginal ρAC is of product form. We can then go through the
same steps as in the proof of Theorem 1.4 in [CL12] (which we stated as Theorem 3.4.7 above)
to arrive at a Rényi generalization of this result, Theorem 3.4.9 below. For the convenience of
the reader, we give a proof of this theorem in our notation, essentially reproducing the proof of
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Theorem 3.4.7 given in [CL12] with only minor adaptations.
Theorem 3.4.9 (Equality in the Rényi version of the Araki-Lieb inequality).
Let ρAB be a bipartite state with purication ρABC , and let α , β ∈ [1/2,∞) be such that 1/α +1/β =
2. Denote by rAB , rA, and rB the ranks of ρAB , ρA, and ρB , respectively. We have equality in the
Rényi version of the Araki-Lieb inequality,
S˜α (A|B)ρ = −Sβ (A)ρ,
if and only if the following conditions are satised:
(i) rB = rArAB .
(ii) The state ρAB has a spectral decomposition of the form
ρAB =
rAB∑
i=1
λi |i〉〈i |AB,
where the vectors {|i〉AB }rABi=1 are such that trB |i〉〈j |AB = δijρA for i, j = 1, . . . , rAB .
Proof. We rst prove that (i) and (ii) imply S˜α (A|B)ρ = −Sβ (A)ρ . Using the spectral decomposi-
tion of ρAB , we consider a purication |ρ〉ABC of ρAB given by
|ρ〉ABC B
rAB∑
i=1
√
λi |i〉AB ⊗ |i〉C .
Since trB |i〉〈j |AB = δijρA for i, j = 1, . . . , rAB , we obtain ρAC = ρA ⊗ ρC with ρC = ∑rABi=1 λi |i〉〈i |C .
By duality for the Rényi conditional entropy (Proposition 3.3.2(iv)), additivity of the β-SRD
(Proposition 3.1.2(i)), and the premetric property (Proposition 3.1.2(ii)), it follows that
S˜α (A|B)ρ = −S˜β (A|C )ρ
= min
σC
D˜β (ρA ⊗ ρC ‖1A ⊗ σC )
= D˜β (ρA‖1A) + min
σC
D˜β (ρC ‖σC )
= −Sβ (A)ρ .
Conversely, assume that we have equality in the Rényi version of the Araki-Lieb inequality,
S˜α (A|B)ρ = −Sβ (A)ρ . By the paragraph preceding the theorem, this implies that for a purication
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|ρ〉ABC of ρAB we have ρAC = ρA ⊗ σ˜C , with the state σ˜C optimizing the Rényi conditional
entropy S˜β (A|C )ρ . Setting sC = rk σ˜C , we have rk(ρAC ) = rAsC , and rB = rk(ρAC ) by Schmidt
decomposition (Theorem 2.2.1). It then follows that
rB = rAsC . (3.58)
We now make the following ansatz for |ρ〉ABC :
|ρ〉ABC =
∑
i,j,k
θijk |i〉A |j〉B |k〉C ,
where {|i〉A}rAi=1 and {|k〉C }sCk=1 are eigenbases for ρA and σ˜C , respectively, and {|j〉B }rBj=1 is an
arbitrary orthonormal basis forHB . We then have
ρAC =
∑
i, j,k
∑
i ′,k ′
θijkθ
∗
i ′jk ′ |i〉〈i′|A ⊗ |k〉〈k′|C , (3.59)
and consequently,
ρA =
∑
i, j,k, i ′
θijkθ
∗
i ′jk |i〉〈i′|A =
∑
i, j,k
|θijk |2 |i〉〈i |A =
∑
i
µi |i〉〈i |A, (3.60)
where we used the fact that ρA is diagonal with respect to its eigenbasis {|i〉A}, and we dened
µi B
∑
j,k |θijk |2 in the last step.
By a similar reasoning, we obtain
σ˜C =
∑
k
λk |k〉〈k |C (3.61)
with λk B
∑
i, j |θijk |2. Moreover, since ρAC = ρA ⊗ σ˜C , it follows from (3.59), (3.60), and (3.61)
that ∑
i, j,k
∑
i ′,k ′
θijkθ
∗
i ′jk ′ |i〉〈i′|A ⊗ |k〉〈k′|C =
∑
i,k
µiλk |i〉〈i |A ⊗ |k〉〈k |C
=
∑
i, i ′,k,k ′
µiδi, i ′λkδk,k ′ |i〉〈i′|A ⊗ |k〉〈k′|C , (3.62)
and hence, ∑j θijkθ ∗i ′jk ′ = µiδi, i ′λkδk,k ′ .
We now dene vectors |ei fk〉 B ∑j θijk |j〉B for i = 1, . . . , rA and k = 1, . . . , sC , and observe
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that they are orthogonal:
〈ei fk |ei ′ fk ′〉 =
∑
j, j ′
θijkθ
∗
i ′j ′k ′〈j |j′〉 =
∑
j
θijkθ
∗
i ′jk ′ = µiδi, i ′λkδk,k ′ .
Furthermore, rB = rAsC , and hence {|ei fk〉B }i,k spans HB . Thus, {|ei fk〉B }i,k constitutes an
orthogonal basis forHB . A similar argument shows that the vectors |дk〉AB B ∑i, j θijk |i〉A |j〉B
for k = 1, . . . , sC = rAB constitute an orthogonal basis for HAB , with 〈дk |дk ′〉 = δk,k ′λk . By
construction, we have ∑k |дk〉〈дk |AB = ρAB, and furthermore,
trB |дk〉〈дk ′ |AB =
∑
i, i ′, j
θijkθ
∗
i ′jk ′ |i〉〈i′|A.
Hence, it follows from (3.59) and (3.62) that
ρAC =
∑
k,k ′
trB |дk〉〈дk ′ |AB ⊗ |k〉〈k′|C =
∑
i,k,k ′
µiλkδk,k ′ |i〉〈i |A ⊗ |k〉〈k′|C ,
which implies that
trB |дk〉〈дk ′ |AB = δk,k ′λk
∑
i
µi |i〉〈i |A = δk,k ′λkρA.
Setting |ηi〉AB B 1√λi |дi〉AB so that ρAB =
∑
i λi |ηi〉〈ηi |AB now proves (ii). Furthermore, consider-
ing the canonical purication
|ρ〉ABC =
∑
i
√
λi |ηi〉AB |i〉C
of ρAB , the expression (3.61) for σ˜C shows that σ˜C = ρC , and hence sC = rAB . Substituting this
in (3.58) nally yields (i). 
Remark 3.4.10.
(i) Both assertions in Theorem 3.4.9 are identical to the ones in Theorem 3.4.7, and in
particular independent of α . Thus, if the Rényi version of the Araki-Lieb inequality (3.56)
is saturated for some α ∈ [1/2,∞) and β = α/(2α − 1) (such that 1/α + 1/β = 2), it is
saturated for all such α and β .
(ii) In the following, we give a simple example of a mixed state ρAB satisfying conditions (i)
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and (ii) of Theorem 3.4.7 and Theorem 3.4.9, following a ‘recipe’ for constructing such
states provided by Carlen and Lieb [CL12].
LetHA andHB be Hilbert spaces with |A| = 2, |B | = 4, and let λ0, λ1 > 0 with λ0 + λ1 = 1.
Consider the state
ρA = λ0 |0〉〈0|A + λ1 |1〉〈1|A,
satisfying rA B rk ρA = 2. We construct two orthogonal purications of ρA,
|η0〉AB B
√
λ0 |0〉A |0〉B +
√
λ1 |1〉A |1〉B
|η1〉AB B
√
λ0 |0〉A |2〉B +
√
λ1 |1〉A |3〉B,
and for ν0,ν1 > 0 with ν0 + ν1 = 1, we set
ρAB B ν0 |η0〉〈η0 |AB + ν1 |η1〉〈η1 |AB .
Since 〈η0 |η1〉 = 0, we have rAB B rk ρAB = 2, and hence, ρAB is a mixed state. Furthermore,
it is easy to verify that the states |ηi〉 satisfy
trB |ηi〉〈ηj |AB = δijρA for i, j = 0, 1. (3.63)
An easy computation also shows that rB B rk ρB = 4.
Hence, the state ρAB satises conditions (i) and (ii) of Theorem 3.4.7 and Theorem 3.4.9.
To verify that the Araki-Lieb inequalities in the von Neumann and Rényi case are indeed
satised, we consider the following purication of ρAB ,
|ρ〉ABC B√ν0 |η0〉AB |0〉C +√ν1 |η1〉AB |1〉C ,
such that ρAC = ρA ⊗ ρC with ρC = ν0 |0〉〈0|C + ν1 |1〉〈1|C by (3.63). We then compute:
S (A|B)ρ = −S (A|C )ρ = S (C )ρ − S (AC )ρ = S (C )ρ − S (A)ρ − S (C )ρ = −S (A)ρ,
where we used duality for the conditional entropy and the fact that ρAC = ρA ⊗ ρC . In the
Rényi case, we have for arbitrary α ≥ 1/2 and β chosen such that 1/α + 1/β = 2,
S˜α (A|B)ρ = −S˜β (A|C )ρ
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= min
σC
D˜β (ρA ⊗ ρC ‖1A ⊗ σC )
= D˜β (ρA‖1A) + min
σC
D˜β (ρC ‖σC )
= −Sβ (A)ρ .
Here, we used duality for the Rényi conditional entropy (Proposition 3.3.2(iv)), additivity
of the β-SRD (Proposition 3.1.2(i)), and the premetric property of the β-SRD (Proposi-
tion 3.1.2(ii)). This computation also shows that the optimizing state σ˜C in S˜β (A|C )ρ is
equal to ρC , as shown in the proof of Theorem 3.4.9.
(iii) For the upper bound S˜α (A|B)ρ ≤ Sα (A)ρ in Lemma 3.4.8, we have equality if and only if
D˜α (ρAB ‖1A ⊗ σ˜B ) = D˜α (ρA‖1A), where σ˜B is a state optimizing S˜α (A|B)ρ . Similar to above,
we obtain from Proposition 3.4.6 that this is the case if and only if ρAB = ρA ⊗ σ˜B .
Rényi entanglement of formation
For a bipartite state ρAB the entanglement of formation (EoF) EF (ρAB ) [BDS+96; BBP+96] is
dened as the expected entropy of entanglement of an ensemble {pi ,ψi } of pure states realizing
ρAB , minimized over all such ensembles:
EF (ρAB ) B min{pi ,ψi }
∑
i
piS (trBψi ). (3.64)
This entanglement measure satises EF (ρAB ) ≥ 0 for all ρAB , and is furthermore faithful, that
is, EF (ρAB ) = 0 if and only if ρAB is separable. The EoF is an upper bound on the (two-way)
distillable entanglement [BDS+96; BBP+96]. Moreover, its regularized version
E∞F (ρAB ) B limn→∞
EF
(
ρ⊗nAB
)
n
is equal to the asymptotic entanglement cost of preparing the state ρAB [HHT01]. Carlen and
Lieb [CL12] proved the following result, which provides a lower bound on EF (ρAB ) that is
achieved by states saturating the Araki-Lieb inequality (Theorem 3.4.7):
Theorem 3.4.11 ([CL12]). Let ρAB be a bipartite state. Then
EF (ρAB ) ≥ max
{
−S (A|B)ρ,−S (B |A)ρ, 0
}
, (3.65)
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and this bound is saturated by states satisfying the conditions of Theorem 3.4.7. That is, for states
ρAB with S (A|B)ρ = −S (A)ρ we have EF (ρAB ) = −S (A|B)ρ .
Remark 3.4.12. If S (A|B)ρ = −S (A)ρ , then EF (ρAB ) = −S (A|B)ρ ≥ −S (B |A)ρ by (3.65).
Using the results of the preceding section on a Rényi version of the Araki-Lieb inequality,
our goal in this section is to obtain a Rényi generalization of Theorem 3.4.11. To this end, we
consider the Rényi entanglement of formation (REoF) EF ,α (ρAB ) [Vid00; WMV+16], which is
obtained from the denition of EF (ρAB ) in (3.64) by replacing the von Neumann entropy with
the Rényi entropy of order α ≥ 0 from Denition 3.3.1(i):
EF ,α (ρAB ) B min{pi ,ψi }
∑
i
piSα (trBψi ).
Note that in [SBW14] the authors consider a dierent Rényi generalization of the EoF based on
the α-Rényi conditional entropy. As in the von Neumann case, the REoF satises EF ,α (ρAB ) ≥ 0
for all ρAB , and it is faithful as well. We prove the following generalization of Theorem 3.4.11
for α > 1:
Theorem 3.4.13. Let ρAB be a bipartite state, and let α > 1 and β = α/(2α − 1) ∈ (1/2, 1) such
that 1/α + 1/β = 2. Then we have the following bound on the REoF:
EF ,α (ρAB ) ≥ max
{
−S˜β (A|B)ρ,−S˜β (B |A)ρ, 0
}
. (3.66)
If ρAB saturates the Rényi version (3.56) of the Araki-Lieb inequality with Rényi parameter β , that
is, S˜β (A|B)ρ = −Sα (A)ρ , then
EF ,α (ρAB ) = −S˜β (A|B)ρ . (3.67)
Proof. Let {qi ,ϕi }i be an ensemble of pure states minimizing the REoF, that is, EF ,α (ρAB ) =∑
i qiSα (trB (ϕi )). We dene a purication ρABC of ρAB by |ρ〉ABC = ∑i√qi |ϕi〉AB |i〉C , where {|i〉C }i
is an orthonormal basis for HC . Denoting by σ˜C the state optimizing the Rényi conditional
entropy S˜α (A|C )ρ , we have
S˜β (A|B)ρ = −S˜α (A|C )ρ
= D˜α (ρAC ‖1A ⊗ σ˜C )
= D˜α
(∑
i, j
√
qiqj trB |ϕi〉〈ϕj |AB ⊗ |i〉〈j |C 1A ⊗ σ˜C ),
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where the rst line follows from Proposition 3.3.2(iv).
We now apply the pinching map ρ 7→ ∑i |i〉〈i |Cρ |i〉〈i |C (see Denition 2.2.7) to both states
and use the DPI for D˜α (·‖·). Setting λi = 〈i |σ˜C |i〉, we obtain
S˜β (A|B)ρ ≥ D˜α
(∑
i
qi trB ϕi ⊗ |i〉〈i |C 1A ⊗∑i λi |i〉〈i |C )
=
1
α − 1 log
(
tr
(∑
i
qαi λ
1−α
i (trB ϕi )
α ⊗ |i〉〈i |C
))
=
1
α − 1 log
(∑
i
qi (qi/λi )
α−1 tr (trB ϕi )α
)
≥ 1
α − 1
∑
i
qi log
(
(qi/λi )
α−1 tr (trB ϕi )α
)
=
∑
i
qi
1
α − 1 log tr (trB ϕi )
α +
∑
i
qi log(qi/λi )
= −EF ,α (ρAB ) + D ({qi }‖{λi })
≥ −EF ,α (ρAB ).
In the rst equality we used the fact that the states ∑i qi trB ϕi ⊗ |i〉〈i |C and 1A ⊗ ∑i λi |i〉〈i |C
commute (cf. Proposition 2.2.8(ii)), and hence D˜α (·‖·) reduces to the ordinary α-RRE (cf. (3.9)).
In the second inequality we used concavity of the logarithm together with α > 1, and in the last
inequality we used non-negativity of the classical Kullback-Leibler divergence for probability
distributions P and Q with P (x ) = 0 whenever Q (x ) = 0. Note that the latter is satised
as supp ρC ⊆ supp σ˜C holds for the optimizing state σ˜C of S˜α (A|C )ρ [MDS+13]. The bound
EF ,α (ρAB ) ≥ −S˜β (B |A)ρ follows in an analogous way, yielding (3.66).
To prove (3.67), we rst note that by Theorem 3.4.9 the state ρAB satises S˜β (A|B)ρ = −Sα (A)ρ
if and only if the rank condition of Theorem 3.4.9(i) holds and ρAB has a spectral decomposition
of the form
ρAB =
∑
i
λi |i〉〈i |AB,
where the vectors {|i〉AB } satisfy trB |i〉〈j |AB = δijρA. We can now employ the same argument
used in [CL12] in the proof of the second assertion of Theorem 3.4.11 to prove the corresponding
assertion of Theorem 3.4.13:
EF ,α (ρAB ) = min{pi ,ψi }
∑
i
piSα (trBψi )
≤
∑
i
λiSα (trB |i〉〈i |AB )
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=
∑
i
λiSα (A)ρ
= Sα (A)ρ
= −S˜β (A|B)ρ,
where in the inequality we chose the particular ensemble {λi , |i〉AB }i realizing ρAB . This upper
bound on EF ,α (ρAB ), together with the general lower bound in (3.66), yields the claim. 
Remark 3.4.14.
(i) The proof method of the lower bound (3.66) for EF ,α (ρAB ) in Theorem 3.4.13 can be
specialized to the quantum relative entropy D (·‖·), yielding a new proof of (3.65) in
Theorem 3.4.11:
S (A|B)ρ = −S (A|C )ρ
= D (ρAC ‖1A ⊗ ρC )
= D
(∑
i,j
√
qiqj trB |ϕi〉〈ϕj |AB ⊗ |i〉〈j |C 1A ⊗ ρC )
≥ D
(∑
i
qi trB ϕi ⊗ |i〉〈i |C  ∑i 1A ⊗ λi |i〉〈i |C )
= D ({qi }‖{λi }) +
∑
i
qiD (trB ϕi ‖1A)
= D ({qi }‖{λi }) −
∑
i
qiS (trB ϕi )
≥ −EF (ρAB ).
The bound S (B |A)ρ ≥ −EF (ρAB ) can be proved in an analogous way.
(ii) If a state ρAB satises S˜β (A|B)ρ = −Sα (A)ρ for a > 1 and β = α/(2α − 1), then EF ,α (ρAB ) =
−S˜β (A|B)ρ ≥ −S˜β (B |A)ρ by (3.66) in Theorem 3.4.13.
Entanglement delity
For a state ρ ∈ D (H ) and a quantum channel N : B (H ) → B (H ), the entanglement delity
Fe (ρ,N ) [Sch96] is dened as
Fe (ρ,N ) B
√
〈ψ ρ |(N ⊗ idH ′ ) (ψ ρ ) |ψ ρ〉, (3.68)
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where |ψ ρ〉 ∈ H ⊗ H ′ is a purication of ρ. Since any two purications of ρ are related by
an isometry acting on the purifying system, the denition (3.68) of the entanglement delity
is independent of the chosen purication. For a mixed state ρ with spectral decomposition
ρ =
∑rk ρ
i=1 λi |i〉〈i |H , a canonical purication is given by
|ψ ρ〉 =
rk ρ∑
i=1
√
λi |i〉H ⊗ |i〉H ′
for suitable orthonormal vectors {|i〉H ′}rk ρi=1 inH ′. Hence, in the following discussion we can
assume without loss of generality that dimH ′ = rk ρ.
The entanglement delity Fe (ρ,N ) can be expressed in terms of the usual delity F (ω,τ ) B
‖√ω√τ ‖1 as
Fe (ρ,N ) = F (ψ ρ, (N ⊗ idH ′ ) (ψ ρ )).
By the discussion in Section 3.2.2, the delity is related to the 1/2-SRD via
F (ω,τ ) = Q˜1/2(ω‖τ ). (3.69)
Hence, it follows from the DPI for Q˜1/2(·‖·) that the delity is non-decreasing under partial
trace, as mentioned in (3.10). This implies the following upper bound on the entanglement
delity, where we write N (ψ ρ ) ≡ (N ⊗ idH ′ ) (ψ ρ ):
Fe (ρ,N ) = F (ψ ρ,N (ψ ρ )) ≤ F (ρ,N (ρ)). (3.70)
Due to (3.70), the entanglement delity provides a more stringent notion of distance between
a quantum state and its image under a quantum channel than the delity. However, it is clear
that we have equality in (3.70) if the state ρ is pure. The condition for equality in the DPI for
the 1/2-SRD from Theorem 3.4.1 (in the form of Proposition 3.4.6) shows that this is in fact the
only case of equality:
Proposition 3.4.15. For ρ ∈ D (H ) and a quantum operation N : B (H ) → B (H ), we have
Fe (ρ,N ) = F (ρ,N (ρ)) if and only if ρ is pure.
Proof. We have already noted above that purity of ρ is sucient for equality in (3.70). If
Fe (ρ,N ) = F (ρ,N (ρ)), then (3.69) implies that we have equality in the DPI for the 1/2-SRD
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with respect to Λ = trH ′ . Hence, Proposition 3.4.6 implies that
N (ρ)1/2
(
N (ρ)1/2ρN (ρ)1/2
)−1/2N (ρ)1/2 ⊗ 1H ′
= N (ψ ρ )1/2
(
N (ψ ρ )1/2ψ ρN (ψ ρ )1/2
)−1/2N (ψ ρ )1/2,
and evaluating the powers of the unnormalized pure state on the right-hand side yields
ρ ⊗ 1H ′ = c (ρ,N )N (ρ)−1N (ψ ρ )ψ ρN (ψ ρ )N (ρ)−1 (3.71)
for some constant c (ρ,N ). The (unnormalized) state N (ρ)−1N (ψ ρ )ψ ρN (ψ ρ )N (ρ)−1 on the
right-hand side of (3.71) has rank 1, and hence the same applies to ρ ⊗ 1H ′. But this is only
possible if ρ is pure and dimH ′ = 1. 
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entropies
This chapter focuses on another functional on pairs of positive operators called the information
spectrum relative entropy Dεs (·‖·), which was introduced in the quantum setting by Tomamichel
and Hayashi [TH13]. Despite its name, the information spectrum relative entropy is not a true
relative entropy in the sense of Section 1.3, as it does not satisfy the data processing inequality,
i.e., monotonicity under quantum operations, and can be negative when evaluated on pairs
of quantum states. However, there is still a good reason to use this quantity, as it possesses a
second order asymptotic expansion. We explain this concept in the following with the example
of quantum hypothesis testing.
In this task, Alice gives Bob one of two quantum states ρ (the null hypothesis) and σ
(the alternative hypothesis), and Bob has to decide which one he received using a quantum
measurement given by a two-element POVM {T ,1 −T }. The operator T with 0 ≤ T ≤ 1, also
called a test, corresponds to accepting the null hypothesis, i.e., Bob infers that he received ρ.
On the other hand, the test 1 −T corresponds to accepting the alternative hypothesis, i.e., Bob
infers that he received σ . There are two fundamental errors that Bob can make: accepting
the alternative hypothesis σ while in fact he received ρ (type-I error), or accepting the null
hypothesis while in fact he received σ (type-II error). In terms of the POVM {T ,1 −T }, the
probability α (T ) of a type-I error and the probability β (T ) of a type-II error are dened as
α (T ) B tr ((1 −T )ρ) β (T ) B tr (Tσ ).
There is a fundamental trade-o between these two errors, and hence there are dierent
optimal solutions to quantum hypothesis testing depending on the quantity to be optimized.
In asymmetric hypothesis testing, one seeks to minimize the probability of a type-II error
β (T ) under the constraint that the probability of a type-I error α (T ) does not exceed a certain
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threshold ε ∈ [0, 1].1 We denote the minimal probability of a type-II error under this constraint
by βε (ρ‖σ ),
βε (ρ‖σ ) B min0≤T≤1
{
β (T ) : α (T ) ≤ ε}. (4.1)
Hypothesis testing is usually investigated in the i.i.d. scenario, where Alice and Bob are
assumed to have access to n i.i.d. copies of the two states ρ and σ . More precisely, Bob receives
either ρ⊗n or σ⊗n from Alice and applies a POVM {Tn,1n −Tn} with 0 ≤ Tn ≤ 1n to distinguish
between the two. We are interested in the behavior of βε (ρ⊗n‖σ⊗n ) in the asymptotic limit
n → ∞. Quantum Stein’s Lemma [HP91; ON00] tells us that this behavior is determined by the
quantum relative entropy: for all ε ∈ [0, 1] and states ρ and σ , it holds that2
lim
n→∞−
log βε (ρ⊗n‖σ⊗n )
n
= D (ρ‖σ ). (4.2)
Asymmetric hypothesis testing and its asymptotically optimal solution (4.2) can also be
recast in terms of a relative entropy called the hypothesis testing relative entropy [WR12]. For
ε ∈ [0, 1] and states ρ and σ , it is dened as
DεH (ρ‖σ ) B − log
(
min
0≤T≤1
{tr(Tσ ) : tr(T ρ) ≥ 1 − ε}) . (4.3)
Comparing (4.3) to (4.1), it is evident that DεH (ρ‖σ ) = − log βε (ρ‖σ ), and Quantum Stein’s
Lemma (4.2) can be expressed as
DεH (ρ
⊗n‖σ⊗n ) = nD (ρ‖σ ) + o(n) for all ε ∈ [0, 1]. (4.4)
We call the coecient of n in (4.4) the rst order coecient of DεH (ρ
⊗n‖σ⊗n ), given by the
quantum relative entropy D (ρ‖σ ). In a second order (asymptotic) expansion, one seeks to further
analyze the term o(n), which turns out to be of the order
√
n. Indeed, Li [Li14] and Tomamichel
1A (classical) real-life example of asymmetric hypothesis testing is an HIV test, the null hypothesis being ‘HIV
positive’ and the alternative hypothesis being ‘HIV negative’. For obvious reasons, an undetected HIV infection
puts the life of the test subject and others at great risk. Hence, it is imperative to keep the probability of a
false rejection of the null hypothesis, or false negative (viz. type-I error), as small as possible. One can then try
to improve the test statistics by minimizing the probability of a false positive (viz. type-II error) under this
constraint.
2Note that (4.2) is independent of ε , and hence asymmetric quantum hypothesis testing satises the strong
converse property. See Chapter 6 for a detailed discussion of this concept.
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and Hayashi [TH13] proved independently from each other that (4.4) can be rened to
DεH (ρ
⊗n‖σ⊗n ) = nD (ρ‖σ ) +
√
nV (ρ‖σ )Φ−1(ε ) + o(√n), (4.5)
whereV (ρ‖σ ) denotes the quantum information variance from Denition 2.2.5, andΦ−1 denotes
the inverse of the cumulative distribution function (CDF) of a standard normal random variable.
Hence, the second order coecient of DεH (ρ
⊗n‖σ⊗n ) is given by√V (ρ‖σ )Φ−1(ε ). In general,
an expansion into terms in n,
√
n and o(
√
n) such as (4.5) is called a second order asymptotic
expansion. Because of the appearance of Φ−1, a second order asymptotic expansion is often
also referred to as Gaussian approximation.
Second order asymptotic expansions were rst derived by Strassen [Str62] in classical infor-
mation theory for the tasks of hypothesis testing and source coding. Li [Li14] and Tomamichel
and Hayashi [TH13] introduced the concept in quantum information theory by deriving the sec-
ond order asymptotics of asymmetric quantum hypothesis testing as stated in (4.5). Note that in
both [Li14] and [TH13], the term o(
√
n) in (4.5) was further determined to be of order O (logn),
with the former paper establishing that it lies between a constant and 2 logn. This leads to
third order asymptotic expansions, with the third order being logarithmic in n. The dependence
on n of the rst, second, and third orders in typical asymptotic expansions is summarized in
Table 4.1. Tomamichel and Hayashi [TH13] also obtained the second order expansion of a
‘smooth’ version of the max-relative entropy Dmax(·‖·) dened in Denition 3.2.2.
Order 1st 2nd 3rd
f (n) n
√
n logn
Table 4.1: Orders in typical asymptotic expansions in information theory.
Second order asymptotic expansions are useful for a number of reasons. On a mathemat-
ical level, they determine the rate of convergence of an averaged quantity to the rst order
coecient.3 In the case of quantum hypothesis testing, (4.5) yields
− log βn (ε )
n
=
DεH (ρ
⊗n‖σ⊗n )
n
= D (ρ‖σ ) + 1√
n
√
V (ρ‖σ )Φ−1(ε ) + д(n) (4.6)
3This relation is analogous to the one between the Central Limit Theorem and the Berry-Esseen Theorem 4.2.2,
as the latter determines the rate of convergence in the former. Indeed, the Berry-Esseen Theorem is typically
used in deriving second order asymptotic expansions, as demonstrated in Section 5.2.
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for suciently large n, where д(n) ∈ O ((logn)/n). Hence, (4.6) determines the rate of conver-
gence in Quantum Stein’s Lemma (4.2) (and implies it).
On an information-theoretic level, second order asymptotic expansions of relative entropies
can be used to determine a corresponding second order expansion of operational quantities
such as the minimal compression length in source coding (cf. Chapter 5). These second order
expansions of operational quantities provide a useful approximation for nite blocklength
n, rening optimal rates that typically correspond to the rst order coecient in asymptotic
expansions. An example of this renement in the case of quantum source coding is depicted in
Figure 5.3 in Chapter 5. Furthermore, second order expansions of operational quantities can be
used to derive strong converse theorems, which we further elucidate in Chapter 6.
In this chapter, we dene the information spectrum relative entropy in Section 4.1, and
derive its second order asymptotic expansion in Section 4.2 following [TH13]. This result
provides the main tool for our analysis of the second order asymptotics of quantum source
coding in Chapter 5. In addition to the present chapter, Appendix A discusses variants of the
information spectrum relative entropy that we introduced in [DL15]. These quantities have
the particular advantage of satisfying the DPI, in contrast to the information spectrum relative
entropy dened in [TH13], which does not satisfy this property (as discussed in more detail in
Section 4.1 below).
4.1. Denition and properties
We rst dene the main quantity of this chapter:
Denition 4.1.1 (Information spectrum relative entropy; [TH13]).
Let ρ ∈ D (H ) and σ ∈ P (H ). For ε ∈ [0, 1], the information spectrum relative entropy is
dened as
Dεs (ρ‖σ ) B sup
{
γ ∈ R : tr (ρ {ρ ≤ 2γσ }) ≤ ε} .
This quantity is a quantum generalization of the classical information spectrum relative entropy,
which can be seen as follows. Assume that ρ and σ commute, that is, there is a common
eigenbasis {|i〉}i for H such that ρ = ∑i ri |i〉〈i | and σ = ∑i si |i〉〈i |, and dene the random
variables P and Q corresponding to the eigenvalue distributions {ri }i and {si }i , respectively
(i.e., P takes the value ri with probability ri , and similarly for Q). Furthermore, we dene a
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random variable log(P/Q ) = log P − logQ that takes the value log(ri/si ) with probability ri .
We then have tr (ρ {ρ ≤ 2γσ }) = Pr {log P − logQ ≤ γ }, and Dεs (ρ‖σ ) reduces to the classical
information spectrum relative entropy
Dεs (P ‖Q ) B sup
{
γ ∈ R : Pr {log P − logQ ≤ γ } ≤ ε}.
As mentioned before, the information spectrum relative entropy Dεs (ρ‖σ ) does not satisfy
the data processing inequality. By Lemma 2.2.9, Dεs (·‖·) is invariant under joint unitaries and
tensoring with a xed state. Hence, by the Stinespring Representation Theorem 2.2.2, the data
processing inequality is equivalent to joint convexity of Dεs (·‖·), and it is easy to nd numerical
examples that violate this property. Moreover, one can nd examples of pairs of states ρ and σ
and ε ∈ (0, 1) such that Dεs (ρ‖σ ) < 0.
For these reasons, the information spectrum relative entropy should only be considered an
auxiliary quantity. Its main use lies in the fact that it has a second order asymptotic expansion
(Corollary 4.2.8), which is the subject of the next section. Furthermore, one can bound Dεs (·‖·)
in terms of the hypothesis testing relative entropy DεH (·‖·) and the collision relative entropy
D˜2(·‖·) [Ren05], both of which do satisfy the DPI. Therefore, the second order expansion of
the information spectrum relative entropy can be used to derive second order asymptotics for
information-processing tasks [TH13; BG14; BDL16]. We give a more detailed account of these
and other second order asymptotic results in Chapter 5.
We also note that there are closely related variants of the information spectrum relative
entropy that do satisfy the data processing inequality. They were introduced in [DL15] to
derive second order asymptotics of quantum source coding, noisy dense-coding, entanglement
conversion, and classical-quantum channel coding. We dene and analyze these variants in
Appendix A.
4.2. Second order asymptotic expansion
In this section we derive the second order asymptotic expansion of the information spectrum
relative entropy Dεs (ρ⊗n‖σ⊗n ), closely following the proof in [TH13]. We rst dene the
classical Nussbaum-Szkoła distributions Pρ,σ andQρ,σ [NS09], which encode useful information
about the quantum states ρ and σ . These distributions are then used to derive a second
order asymptotic expansion of the classical quantity Dεs (Pnρ,σ ‖Qnρ,σ ), where for a probability
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distribution P on an alphabet X we denote by Pn the n-fold i.i.d. distribution on Xn, i.e.,
Pn (xn ) =
∏n
i=1 P (xi ) for a string xn = (x1, . . . ,xn ) ∈ Xn. Finally, the desired asymptotic
expansion of the quantum quantity Dεs (ρ⊗n‖σ⊗n ) is obtained from bounds on Dεs (ρ‖σ ) in terms
of Dεs (Pρ,σ ‖Qρ,σ ).
4.2.1. Nussbaum-Szkoła distributions
Given ρ ∈ D (H ) and σ ∈ P (H ) with dimH = d and eigenvalue decompositions
ρ =
d∑
i=1
ri |ei〉〈ei | σ =
d∑
i=1
si | fi〉〈fi |,
we dene probability distributions Pρ,σ and Qρ σ on [d] × [d] by4
Pρ,σ (i, j ) B ri |〈ei | fj〉|2 Qρ,σ (i, j ) B sj |〈ei | fj〉|2. (4.7)
These distributions are called Nussbaum-Szkoła distributions. We also recall the denition of
the information variance V (P ‖Q ):
V (P ‖Q ) B E
(
(Z − D (P ‖Q ))2
)
= E
(
Z 2
)
− D (P ‖Q )2, (4.8)
where for random variables P and Q we dene a random variable Z = log PQ called the
log-likelihood ratio that has the same law as P . For classical states ρ = ∑x P (x ) |x〉〈x | and
σ =
∑
x Q (x ) |x〉〈x | satisfying [ρ,σ ] = 0, we have V (ρ‖σ ) = V (P ‖Q ), that is, the quantum
information variance from Denition 2.2.5(ii) reduces to the classical quantity in (4.8).
We can now derive the following properties of the Nussbaum-Szkoła distributions in a
straightforward way:
Proposition 4.2.1 (Properties of Nussbaum-Szkoła distributions).
Let ρ ∈ D (H ), σ ∈ P (H ), and let Pρ,σ and Qρ,σ be the corresponding Nussbaum-Szkoła
distributions as dened in (4.7). Then the following properties are satised:
(i) supp Pρ,σ ⊆ suppQρ,σ if and only if supp ρ ⊆ suppσ .
4Strictly speaking, Qρ, σ is only normalized,
∑d
i, j=1 Qρ, σ (i, j ) = 1, if trσ = 1. However, we still refer to Pρ, σ and
Qρ, σ collectively as probability distributions even if trσ , 1.
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(ii) If supp ρ ⊆ suppσ , then
D
(
Pρ,σ
Qρ,σ ) = D (ρ‖σ ) V (Pρ,σ Qρ,σ ) = V (ρ‖σ ).
(iii) For i.i.d. operators ρ⊗n and σ⊗n, the corresponding Nussbaum-Szkoła distributions are also
of i.i.d. form:
Pρ⊗n ,σ ⊗n = P
n
ρ,σ Qρ⊗n ,σ ⊗n = Q
n
ρ,σ .
Proposition 4.2.1(ii) shows that the rst two moments of the operators ρ and σ coincide
with those of the Nussbaum-Szkoła distributions Pρ,σ and Qρ,σ . This allows us to employ the
Nussbaum-Szkoła distributions in the derivation of the second order asymptotic expansion of
Dεs (ρ
⊗n‖σ⊗n ), as exhibited in the next section.
4.2.2. Deriving the main result
In view of Proposition 4.2.1 of the preceding section, it is useful to rst derive a second order
asymptotic expansion of the classical quantity Dεs (Pnρ,σ ‖Qnρ,σ ). A key tool in the proof is the
well-known Berry-Esseen Theorem. Before we state it, we rst recall the Central Limit Theorem.
Let {Xi }i∈N be a sequence of i.i.d. random variables with µ B E(Xi ) and σ 2 B E
(
(Xi − µ )2
)
<
∞ for all i , and dene the sequence {Sn}n∈N of random variables Sn B 1n
∑n
i=1 Xi . The Central
Limit Theorem states that the random variable
√
n(Sn − µ )/σ converges in distribution to a
standard normal random variable N (0, 1), that is,
lim
n→∞ Pr
[√
n
σ
(Sn − µ ) ≤ z
]
= Φ(z) for all z ∈ R,
where Φ denotes the CDF of a standard normal random variable. The Berry-Esseen Theorem
determines the rate of convergence in the Central Limit Theorem:
Theorem 4.2.2 (Berry-Esseen Theorem; [Ber41; Ess42]).
Let {Xi }i∈N be a sequence of i.i.d. random variables with µ B E(Xi ), σ 2 B E
(
(Xi − µ )2
)
, and
t3 B E
(
|Xi − µ |3
)
< ∞ for all i ∈ N. Dene the random variable
Yn B
∑n
i=1 Xi − nµ√
nσ
,
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and let FYn (x ) B Pr(Yn ≤ x ) be the CDF of Yn. Then there is a constant C ∈ (0, 1/2) such that for
all z ∈ R and n ∈ N we have
FYn (z) − Φ(z) ≤ Ct3
σ 3
√
n
.
Note that in this thesis all probability distributions corresponding to quantum states have
nite support, since we only consider nite-dimensional Hilbert spaces. Therefore, the condition
E
(
|Xi − µ |3
)
< ∞ in Theorem 4.2.2 is always satised in our applications. For arbitrary
probability distributions P and Q with D (P ‖Q ),V (P ‖Q ) < ∞, we now have the following
result:
Proposition 4.2.3 ([TH13]). Let P and Q be probability distributions with supports on a nite
set X (where Q need not be normalized), and such that P (x ) = 0 whenever Q (x ) = 0 for x ∈ X.
Then for ε ∈ (0, 1),
Dεs (P
n‖Qn ) = nD (P ‖Q ) +√nV (P ‖Q )Φ−1(ε ) +O (1).
Proof. For i ∈ N, we dene the i.i.d. random variables Xi B log P − logQ with the same law as
P , and note that
µ = E(Xi ) = D (P ‖Q )
σ 2 = E
(
(Xi − µ )2
)
= V (P ‖Q ).
(4.9)
Forming the random variables Sn = 1n
∑n
i=1 Xi and Yn =
√
n
σ (Sn − µ ) as above, we observe that
Dεs (P
n‖Qn ) = sup {γ ∈ R : Pr {log Pn − logQn ≤ γ } ≤ ε}
= n sup {γ ∈ R : Pr{Sn ≤ γ } ≤ ε}
= nF−1Sn (ε )
= nµ +
√
nσF−1Yn (ε ), (4.10)
where for a random variable Z we denote by FZ (x ) B Pr(Z ≤ x ) the CDF of Z , and its inverse
F−1Z is dened by F
−1
Z (ε ) B sup{x ∈ R : FZ (x ) ≤ ε }. The last step of (4.10) follows since
Sn =
σ√
n
Yn + µ. Together with (4.9), we arrive at
Dεs (P
n‖Qn ) = nD (P ‖Q ) +√nV (P ‖Q )F−1Yn (ε ).
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We now want to relate the term F−1Yn (ε ) to Φ
−1(ε ). The Berry-Esseen Theorem 4.2.2 gives
FYn (z) − Φ(z) ≤ C1√
n
, (4.11)
where C1 B Ct3/σ 3 with t3 B E
(
|Xi − µ |3
)
, which is always nite if P and Q are supported
on a nite set. Let z ∈ R be such that FYn (z) = ε . Then (4.11) yields
Φ(z) ≤ FYn (z) +
C1√
n
= ε +
C1√
n
,
and hence,
Φ−1
(
ε +
C1√
n
)
= sup
{
z′ ∈ R : Φ(z′) ≤ ε + C1√
n
}
≥ z = F−1Yn (ε ). (4.12)
In a similar way, one can show that
Φ−1
(
ε − C1√
n
)
≤ F−1Yn (ε ). (4.13)
Using (4.12) and (4.13) together with (4.9) in (4.10), we obtain
Dεs (P
n‖Qn ) ≥ nD (P ‖Q ) +√nV (P ‖Q )Φ−1 (ε − C1√
n
)
Dεs (P
n‖Qn ) ≤ nD (P ‖Q ) +√nV (P ‖Q )Φ−1 (ε + C1√
n
)
.
(4.14)
Since Φ−1 is continuously dierentiable, a Taylor expansion around ε shows that
√
nΦ−1
(
ε ± C1√
n
)
=
√
nΦ−1(ε ) +O (1),
and inserting this in (4.14) yields the claim. 
An immediate corollary of Proposition 4.2.1 and Proposition 4.2.3 is the following:
Corollary 4.2.4. For ε ∈ (0, 1), ρ ∈ D (H ), and σ ∈ P (H ) with supp ρ ⊆ suppσ ,
Dεs
(
Pρ⊗n ,σ ⊗n
Qρ⊗n ,σ ⊗n ) = nD (ρ‖σ ) +√nV (ρ‖σ )Φ−1(ε ) +O (1).
It remains to bound Dεs (ρ⊗n‖σ⊗n ) in terms of Dεs (Pρ⊗n ,σ ⊗n ‖Qρ⊗n ,σ ⊗n ), since by Corollary 4.2.4
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the second order asymptotic expansion of the latter then implies the one for the former. These
bounds were derived in [TH13], and we state them in Proposition 4.2.5 below. As the proof of
this proposition is rather involved, we omit it here for the sake of brevity.
Proposition 4.2.5 ([TH13]). Let ρ ∈ D (H ) and σ ∈ P (H ) with corresponding Nussbaum-
Szkoła distributions Pρ,σ and Qρ,σ . For ε ∈ (0, 1), let η ∈ (0, ε ) and δ > 0 be such that δ <
min{ε, 1 − ε } and δ + η < ε . Furthermore, let ν B ν (σ ) denote the number of distinct eigenvalues
of σ . We then have
D
ε−η−δ
s
(
Pρ,σ
Qρ,σ ) + log δην ≤ Dεs (ρ‖σ ) ≤ Dε+δs (Pρ,σ Qρ,σ ) + log 28(ε + δ )νδ 4(1 − ε − δ ) .
We are now ready to prove the second order asymptotic expansion of Dεs (ρ⊗n‖σ⊗n ), which
is the main goal of this chapter.
Theorem 4.2.6 (Second order expansion of the information spectrum relative entropy; [TH13]).
Let ρ ∈ D (H ) and σ ∈ P (H ) with supp ρ ⊆ suppσ . For ε ∈ (0, 1), the second order asymptotic
expansion of the information spectrum relative entropy is given by
Dεs (ρ
⊗n‖σ⊗n ) = nD (ρ‖σ ) +
√
nV (ρ‖σ )Φ−1(ε ) +O (logn).
Proof. First, observe that ν (σ⊗n ), equal to the number of distinct eigenvalues of σ⊗n, grows
at most polynomially in n, which follows from a type-counting argument [CK11]. Hence,
log(ν (σ⊗n )) ∈ O (logn), and using the upper bound of Proposition 4.2.5 with δ = 1/√n and
setting εn = ε + δ , we obtain
Dεs (ρ
⊗n‖σ⊗n ) ≤ Dεns
(
Pρ⊗n ,σ ⊗n
Qρ⊗n ,σ ⊗n ) +O (logn)
= nD (ρ‖σ ) +
√
nV (ρ‖σ )Φ−1(εn ) +O (logn)
= nD (ρ‖σ ) +
√
nV (ρ‖σ )Φ−1(ε ) +O (logn), (4.15)
where we used Corollary 4.2.4 in the rst equality, and the fact that
√
nΦ−1(εn ) =
√
nΦ−1
(
ε +
1√
n
)
=
√
nΦ−1(ε ) +O (1)
in the second equality. In a similar way, using the lower bound of Proposition 4.2.5 with
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δ = η = 1/
√
n, we obtain
Dεs (ρ
⊗n‖σ⊗n ) ≥ nD (ρ‖σ ) +
√
nV (ρ‖σ )Φ−1(ε ) +O (logn),
which together with (4.15) yields the claim. 
Remark 4.2.7. Since the quantum relative entropy D (·‖·) is non-negative on pairs of quantum
states and satises the DPI, it follows from Theorem 4.2.6 that the information spectrum relative
entropy Dεs (·‖·) inherits these properties when evaluated on pairs of suciently many copies
of i.i.d. states: for quantum states ρ and σ , a quantum operation Λ, and ε ∈ (0, 1), we have the
following for suciently large n:
Dεs (ρ
⊗n‖σ⊗n ) ≥ 0 Dεs (ρ⊗n‖σ⊗n ) ≥ Dεs (Λ(ρ)⊗n‖Λ(σ )⊗n ).
In Chapter 5, we are mainly interested in the case where σ = 1 in Theorem 4.2.6. In this case,
the quantity Dεs (ρ‖1) reduces to a function of the eigenvalues of ρ, i.e., Dεs (ρ‖1) is a classical
quantity. Indeed, the following Corollary 4.2.8 was derived by Strassen [Str62] as part of his
work on second order expansions for classical hypothesis testing and source coding. It admits
a straightforward proof based on the Berry-Esseen Theorem, which we recapitulate in the
following.
Corollary 4.2.8 ([Str62]). Let ρ ∈ D (H ), and set S B S (ρ) and σ B σ (ρ) as dened in (2.3).
Then, for any a > 0 and C ∈ R, we have
lim
n→∞ tr
(
ρ⊗n
{
ρ⊗n ≤ 2−na+
√
nC1n
})
=

0 if S < a,
Φ (C/σ ) if S = a,
1 if S > a.
Proof. By denition (4.7) of the Nussbaum-Szkoła distributions, the distribution Pρ ≡ Pρ,1
consists of the eigenvalues of ρ, and it is easy to see that Pρ⊗n = Pnρ (see also Proposition 4.2.1(iii)).
Furthermore, for the random variable log Pρ with distribution Pρ , Proposition 4.2.1(ii) and
Denition 2.2.5 imply that
µ = E(log Pρ ) = −S (ρ) σ 2 = E
(
(log Pρ − µ )2
)
= σ (ρ)2.
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Hence, for arbitrary γ ∈ R,
tr
(
ρ⊗n
{
ρ⊗n ≤ 2γ1n
})
= Pr
{
Pnρ ≤ 2γ
}
= Pr
{
log Pρ ≤ γ
n
}
= Pr
{
Yn ≤ 1√
nσ
(γ − nµ )
}
= FYn
(
1√
nσ
(γ − nµ )
)
,
where we dened Yn =
√
n
σ (log Pρ − µ ) just as in the proof of Proposition 4.2.3. Choosing
γ = nµ +
√
nC = −nS +√nC and using the Berry-Esseen Theorem 4.2.2 yields
tr (ρ⊗n {ρ⊗n ≤ 2−nS+√nC1n}) − Φ (Cσ )  ≤ K√n , (4.16)
where K is a suitable constant independent of n. This proves the claim in the case S = a.
In the case S < a, dene fn B
√
n(a − S ) and note that fn → ∞ for n → ∞ by assumption.
We then obtain the following from (4.16) for any C ∈ R:
tr
(
ρ⊗n
{
ρ⊗n ≤ 2−na+
√
nC1n
})
= tr
(
ρ⊗n
{
ρ⊗n ≤ 2−nS+
√
n(C−fn )1n
})
≤ Φ
(
C − fn
σ
)
+
K√
n
n→∞−−−−→ 0,
where we used limx→−∞ Φ(x ) = 0. The case S > a is proved along similar lines. 
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Characterizing information-theoretic
tasks
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5. Second order asymptotics of
quantum source coding
In the previous chapter, we discussed second order asymptotic expansions of relative entropies
such as the hypothesis testing relative entropy and the information spectrum relative entropy.
The aim of the present chapter is to use the second order expansion of the latter quantity
to determine the second order asymptotics of quantum source coding. In this task, the goal
is to compress signals emitted from a quantum source such that they can later be retrieved
with an error less than a given threshold value (see Section 5.1 for a detailed discussion of
the operational setting). The main operational quantity in quantum source coding is the
minimal compression length logMn, where Mn denotes the dimension of the Hilbert space that
accommodates the compressed signals emitted on n uses of the source.
Determining the second order asymptotics of quantum source coding amounts to deriving
an expansion of logMn of the form
logMn = an + b
√
n + o(
√
n), (5.1)
where the rst order asymptotic rate a is equal to the optimal rate of quantum source coding,
and the second order asymptotic rate b is to be determined. In the case of a memoryless
source, the rst order rate a is given by the von Neumann entropy, as discussed at the end of
Section 5.1.2.1
There are at least two ways to derive expansions such as (5.1). One option is to rst prove so-
called ‘one-shot’ bounds on the quantity logM (where M ≡ M1) in terms of relative entropies
whose second order asymptotic expansion is known. Combining the one-shot bounds for
logMn with these expansions then yields the result. This method is for instance employed in
1Here, we have in fact used Winter’s strong converse theorem for quantum source coding [Win99b] to infer that
a is independent of the error ε incurred in the protocol. We will see in Theorem 5.2.8 and Theorem 5.2.10 that
this is not the case for quantum source coding using a mixed source.
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[DL15], where (5.1) is derived for a memoryless source (amongst other results).
Another option is to determine the optimal achievable second order asymptotic rate b in
(5.1) ‘directly’ under a given error constraint, using the second order asymptotic expansion of
the information spectrum entropy in the form of Corollary 4.2.8. This method was employed
in [LD16], on which the present chapter is based. We derive the second order asymptotics of
visible quantum source coding using a mixed source (which we dene in Section 5.1), obtaining
the results for a memoryless source from [DL15] as a corollary.
The rst results about second order asymptotic expansions in quantum information theory
were obtained by Li [Li14] and Tomamichel and Hayashi [TH13], who independently from each
other derived the second order asymptotics of quantum hypothesis testing. In both papers, this
result was obtained by deriving a second order asymptotic expansion of the hypothesis testing
relative entropy DεH (ρ
⊗n‖σ⊗n ), which we discussed previously in Chapter 4. In [TH13], the
authors also used the asymptotic expansion of DεH (ρ
⊗n‖σ⊗n ) to derive the second order asymp-
totics of classical data compression with quantum side information and randomness extraction.
Furthermore, [TT15] used a rened asymptotic expansion of the hypothesis testing relative
entropy to derive the second order asymptotics of classical-quantum channel coding. Second
order asymptotic achievability bounds for quantum hypothesis testing, classical-quantum
channel coding, and classical data compression with quantum side information were rederived
by Beigi and Gohari [BG14]. Their proof method is based on the pretty good measurement
decoding and the second order asymptotic expansion of the information spectrum relative
entropy (Theorem 4.2.6).
Kumagai and Hayashi [KH13] and the authors of [DL15] derived second order asymptotic
characterizations of entanglement concentration and entanglement dilution. The goal of these
tasks is to convert n copies of a given pure bipartite stateψAB into an MES of Schmidt rank Mn
(entanglement concentration), or vice versa (entanglement dilution), using local operations
and classical communication. For both tasks, the optimal rate is given by the entanglement
entropy ofψAB , which is equal to the von Neumann entropy of one of the marginals:
lim
n→∞
logMn
n
= S (ρA),
where ρA = trBψAB .
Since the optimal rates of the two tasks coincide, it was long assumed that entanglement con-
centration and dilution are asymptotically reversible. However, both [KH13] and [DL15] used
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second order asymptotic considerations to show that the two tasks are in fact irreversible. Ku-
magai and Hayashi [KH13] considered the total error of a concatenated concentration-dilution
protocol and showed that this error always converges to 1 ifψAB is not maximally entangled.
In [DL15], we proved the following second order expansions of the operational quantities
logMcn and logMdn denoting the Schmidt ranks of the MES in entanglement concentration and
entanglement dilution, respectively:
logMcn = nS (ρA) +
√
nσ (ρA)Φ
−1(ε ) +O (logn)
logMdn = nS (ρA) −
√
nσ (ρA)Φ
−1(ε ) +O (logn),
where ε ∈ (0, 1) is the error incurred in the protocol. If ε ∈ (0, 1/2), we have Φ−1(ε ) < 0 and
hence logMcn < logMdn for suciently large n. This gap can be used to prove the asymptotic
irreversibility of entanglement conversion.
In [DL15], the authors also derived the second order asymptotics of quantum source coding
using a memoryless source in both the visible and the blind encoding setting, which we dene
in Section 5.1.2. We will obtain this result as a corollary of the second order asymptotics of
source coding using a mixed source, which is the main result of this chapter. Other instances
of second order asymptotic characterizations of information-processing tasks include noisy
dense-coding [DL15], and achievability bounds on the coding rate for entanglement-assisted
communication [DTW16], the quantum communication cost in state redistribution [DHO16]
(see Section 6.1.1 for a detailed description of this protocol), and the quantum capacity [BDL16;
TBR16].
Common to all second order asymptotic results mentioned so far is the assumption that the
underlying resource is memoryless. For example, in the case of quantum source coding using a
memoryless source, the resource is the source state of the quantum source (to be dened in
Section 5.1.1), which is assumed to be of i.i.d. form, that is, given by ρ⊗n. Accordingly, the
second order asymptotic expansions that we discussed in Chapter 4 were derived for relative
entropies evaluated on i.i.d. states.
Obtaining second order asymptotic expansions for any information-processing task em-
ploying resources with memory is a more challenging undertaking. The rst foray in this
direction was made in classical information theory by Polyanskiy, Poor and Verdú [PPV11],
who obtained second order expansions for the capacity of a classical mixed channel (see also
[TT14]). In [NH13], Nomura and Han evaluated second order optimal rates for xed-length
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source coding using a classical mixed source (see also [Hay08]). Yagi et al. [YHN16] derived
the second order coding rate, or channel dispersion, of a mixed classical channel under the
assumption that the channel is well-ordered (see Denition 3 in [YHN16]).
The information-processing tasks mentioned above involving a mixed channel or a mixed
source are simple yet instructive examples of tasks employing resources with memory. As a
quantum generalization of the results in [NH13], the present chapter treats quantum source
coding using a mixed quantum source based on [LD16]. In Section 5.1, we introduce memoryless
and mixed quantum sources, and dene the information-theoretic task of quantum source
coding. In Section 5.2, we then derive the main result, which marked the rst second order
asymptotic analysis of a quantum information-theoretic task with memory. In this context, we
also mention the recent work [DPR16], in which the authors derive second order asymptotic
expansions for quantum hypothesis testing involving non-i.i.d. hypotheses. This includes for
example the Gibbs states of quantum spin systems at high temperatures.
5.1. Operational setting
5.1.1. Quantum sources
Imagine a physical system that emits signals described by pure states in a Hilbert spaceH , e.g.,
a highly attenuated laser emitting single photons. We assume that these signals are taken from
a set {|ψi〉}mi=1 ⊆ H of pure states of cardinalitym ∈ N, and each signal |ψi〉 is emitted from the
source with probability pi , i.e., {pi }mi=1 forms a probability distribution. Such a physical system
is called a quantum source. Note that in general the pure states |ψi〉 are not orthogonal to each
other, that is, 〈ψi |ψj〉 , 0 for at least one pair of indices i, j = 1, . . . ,m with i , j.2
More abstractly, to every quantum source as described above we associate the source ensemble
E of pure states,
E =
{
pi ; |ψi〉}mi=1, (5.2)
where for i = 1, . . . ,m the pure state |ψi〉 is emitted from the source with probability pi . We
2In the case of orthogonal states {|ψi 〉}mi=1 satisfying 〈ψi |ψj 〉 = δi j for all i, j = 1, . . . ,m, quantum source coding
as dened in Section 5.1.2 reduces to classical source coding. Of course, in this situation we must have
dimH ≥ m.
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usually drop the cardinality,m, of the ensemble in the sequel. The ensemble average state
ρ =
∑
i
pi |ψi〉〈ψi |
is called the source state of a quantum source. We will see at various points in this chapter that
quantum source coding can be characterized solely in terms of (the eigenvalues of) the source
state (cf. Schumacher’s noiseless coding theorem (5.9), Theorem 5.2.8, and Corollary 5.2.11).
Assume now that a quantum source emits a sequence of signals |ψi〉 of length n. In this thesis,
we restrict ourselves to the case where these sequences are given as tensor products of the
pure states {|ψi〉}i from the source ensemble (5.2), that is, we only consider sequences of signals
of the form
|ψin 〉 B |ψi1〉 ⊗ . . . ⊗ |ψin 〉, (5.3)
where in = (i1, . . . , in ) ∈ [m]n denotes a sequence of indices of length n. As for the underlying
probability distribution of the signals |ψin 〉, we consider two important scenarios: memoryless
sources and mixed sources consisting of memoryless sources.
Memoryless source
A source is called memoryless if there are no correlations between successive signals emitted
by the source. More precisely, for j = 1, . . . ,n, the j-th signal |ψi j 〉 in the sequence (5.3) is
independent and identically distributed (i.i.d.), and drawn from the set {|ψi〉}i with probability
pi j . Consequently, we can characterize n uses of a memoryless source E by the source ensemble
En =
{
pin ; |ψin 〉}in∈[m]n , (5.4)
where for a sequence in = (i1, . . . , in ) ∈ [m]n we dene pin B ∏nj=1 pi j . The corresponding
source state is given by the i.i.d. state
ρ⊗n =
∑
in
pin |ψin 〉〈ψin |.
We refer to a memoryless source simply by its source ensemble E = {pi ; |ψi〉}i .
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Mixed sources
We now construct a mixed source consisting of memoryless sources. To this end, let Λ be
an arbitrary parameter space with a normalized measure µ, i.e.,
∫
Λ
dµ (λ) = 1. For a xed set
{|φi〉}i of pure states and λ ∈ Λ, let Eλ =
{
q (λ)i ; |φi〉
}
i
be the source ensemble of a memoryless
source, with corresponding source state ρλ =
∑
i q
(λ)
i |φi〉〈φi |. We dene the mixed source to be
the one that initially selects the memoryless source Eλ according to the probability measure
µ, and emits all successive signals from this memoryless source according to the probability
distribution
{
q (λ)i
}
i
.3 Hence, n uses of this mixed source are described by the ensemble
E
(n)
mix B
{
dµ (λ)q (λ)in ; |φin 〉
}
λ∈Λ, in∈[m]n , (5.5)
where in again denotes a sequence of indices of length n. The corresponding source state ρ (n)
of the mixed source is given by
ρ (n) =
∫
Λ
dµ (λ)ρ⊗nλ =
∫
Λ
dµ (λ)
∑
in
q (λ)in |φin 〉〈φin |. (5.6)
We denote the mixed source obtained from this construction by (Eλ, µ )λ∈Λ. Note that the
source state (5.6) of a mixed source is a convex combination of the i.i.d. source states ρ⊗n
λ
of the individual memoryless sources that constitute the mixed source. This fact is crucial
in the derivation of the second order asymptotics of mixed source coding in Section 5.2.3.
Furthermore, we observe that for a singleton space Λ = {λ} with µ (λ) = 1, the corresponding
mixed source reduces to a memoryless source as described above.
Let us consider the special case where the measure µ has nite support on points λ1, . . . , λk ∈
Λ, corresponding to a discrete probability distribution {tj }kj=1. Hence, we have k memoryless
quantum information sources with source ensembles Ej =
{
q (j )i , |φi〉
}
i
and source states ρj =∑
i q
(j )
i φi for j = 1, . . . ,k . The source ensemble for n uses of this mixed source is
E
(n)
mix B
{
tjq
(j )
in ; |φin 〉
}
j∈[k], in∈[m]n ,
3This is indeed the most general situation for a mixed source, which can be seen as follows: Consider a family of
memoryless sources parametrized by λ ∈ Λ, where each source has an underlying ensemble {q (λ)i ; |φ (λ)i 〉}i . We
take the union over all λ ∈ Λ of the sets {|φ (λ)i 〉}i of pure states, and write the resulting set as {|φi 〉}i (where
the index i now runs over a possibly larger set). Padding the probability distributions {q (λ)i }i for each λ ∈ Λ
with zeros if necessary, they can be regarded as probability distributions over the set {|φi 〉}i . Each memoryless
source parametrized by λ ∈ Λ now corresponds to a probability distribution {q (λ)i }i over this set, with source
state ρλ =
∑
i q
(λ)
i |φi 〉〈φi |.
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and the source state (5.6) reduces to
ρ (n) =
k∑
j=1
tjρ
⊗n
j .
We denote such a discrete mixed source consisting of k memoryless sources E1, . . . ,Ek by
(Ej , tj )
k
j=1. In the special case of two memoryless sources, k = 2, we set t ≡ t1 (such that
t2 = 1− t ) and write (E1,E2, t ) for the resulting mixed source. The source state for n uses of the
mixed source (E1,E2, t ) is given by ρ (n) = tρ⊗n1 + (1− t )ρ⊗n2 . The parameter t is also referred to
as the mixing parameter. Figure 5.1 shows a schematic description of such a source.
1{
q (1)i ; |φi〉
}
i
E1
2
E1
1{
q (2)i ; |φi〉
}
i
E2
2
E2
n
E1
n
E2
t1 = t
t2 = 1 − t
{
tjq
(j )
i ; |φi〉
}
j=1, 2; i
Figure 5.1: Schematic description of n uses of a mixed source (E1,E2, t ) with mixing pa-
rameter t ∈ (0, 1) (that is, t1 = t and t2 = 1 − t ), consisting of two memoryless
sources E1 = {q (1)i ; |φi 〉}i and E2 = {q (2)i ; |φi 〉}i .
5.1.2. Quantum source coding
The aim of xed-length quantum source coding is to compress the information emitted by a
quantum source by storing it in a compressed Hilbert spaceHc ⊂ H with dimHc < dimH .
That is, the compression part of the protocol is the reduction of the dimensionality of the space
needed to describe the signals emitted by the source. However, the compression should allow
us to decompress these compressed signals at a later stage such that they are suciently close
to the original signals with respect to a chosen distance measure.
For the compression (or encoding) part of the quantum source coding protocol, there are
two dierent settings: blind and visible encoding [Win99b; BCF+01; Hay02]. In the blind
encoding setting, the encoder, Alice, cannot infer which (sequence of) signals she received from
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the source. That is, Alice receives an unknown quantum state (the source state ρ described
in Section 5.1.1), and to encode this in a compressed state she applies a quantum operation
E : D (H ) → D (Hc ) to ρ (see Figure 6.6 in Chapter 6 for a schematic description of blind
quantum source coding obtained as a reduction from the state redistribution protocol, which is
discussed in Section 6.1).
In the visible encoding setting, Alice is assumed to be able to identify each signal |ψi〉
emitted by the source. Hence, upon receiving a signal |ψi〉 from the source, she essentially
possesses classical information (the index i) about the signals. She then uses an arbitrary map
V : [m] → D (Hc ) to prepare a compressed signal V (i ). We refer to such maps as visible
encoders. In this thesis, we restrict ourselves to the visible encoding setting, as it allows us to
obtain a complete characterization of the second order asymptotics of quantum source coding.
In Section 5.2.4, we compare our results obtained in the visible setting to the (partial) second
order asymptotic results for quantum source coding in the blind encoding setting obtained in
[DL15].
In the decompression (or decoding) part of quantum source coding, Bob uses a decoding
given by a quantum operation D : D (Hc ) → D (H ) to obtain signals that should be close to
the original signals according to a suitably chosen distance measure.
Based on the discussion above, for n ∈ N uses of a quantum source, we dene a quantum
source code {Cn}n∈N as a sequence of triples Cn = (Vn,Dn,Mn ), where Vn : [m]n → D (Hc )
is a visible encoding map, Dn : D (Hc ) → D (H ⊗n ) is a decoding quantum operation, and
Mn B dimHc is the dimension of the compressed Hilbert space Hc ⊂ H ⊗n. We choose the
ensemble average delity F¯
(
E (n),Cn
)
as the distance measure to compare the decoded state to
the original state, where E (n) denotes the source ensemble for n uses of the source. In the case
of a memoryless source, for which n uses are described by the source ensemble En as dened
in (5.4), we set
F¯ (En,Cn ) B
∑
in
pin tr ((Dn ◦ Vn ) (in )ψin ). (5.7)
In the case of a mixed source, for which E (n) = E (n)mix as dened in (5.5), we set
F¯
(
E
(n)
mix,Cn
)
B
∫
Λ
dµ (λ)
∑
in
q (λ)in tr ((Dn ◦ Vn ) (in )φin ). (5.8)
It is easy to see that upon choosing Λ to be a singleton space, the ensemble average delity for
a mixed source given by (5.8) reduces to the one of a memoryless source given by (5.7).
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We now dene the central operational quantities of this chapter:
Denition 5.1.1 (Achievable rates in source coding).
Let E (n) be the source ensemble for n uses of a quantum sourceS. Furthermore, let ε ∈ (0, 1)
be an error parameter.
(i) A positive real number R is called an ε-achievable rst order rate, if there exists a sequence
{Cn}n∈N of quantum source codes Cn = (Vn,Dn,Mn ) such that
lim inf
n→∞ F¯
(
E (n),Cn
)
≥ 1 − ε lim sup
n→∞
logMn
n
≤ R.
The rst order asymptotic rate a(ε |S) of the sourceS is dened as the inmum over all
ε-achievable rst order rates.
(ii) Given R > 0, a real number r is called an (R, ε )-achievable second order rate, if there exists
a sequence {Cn}n∈N of quantum source codes Cn = (Vn,Dn,Mn ) such that
lim inf
n→∞ F¯
(
E (n),Cn
)
≥ 1 − ε lim sup
n→∞
logMn − nR√
n
≤ r .
The second order asymptotic rate b (R, ε |S) of the sourceS is dened as the inmum over
all (R, ε )-achievable second order rates.
In the blind encoding setting, Schumacher [Sch95] proved the noiseless quantum coding
theorem, establishing for a memoryless quantum source E = {pi ; |ψi〉}i with source state
ρ =
∑
i piψi and ε ∈ (0, 1) that
a(ε |E) = S (ρ). (5.9)
Winter [Win99b] extended Schumacher’s quantum coding theorem, proving that (5.9) also
holds in the visible encoding setting. Furthermore, he rened (5.9) to
logMn = nS (ρ) +O (
√
n) for all ε ∈ (0, 1), (5.10)
which constitutes a strong converse for quantum source coding.
It follows from Denition 5.1.1 and an expansion of logMn as in (5.10) that the second order
asymptotic rate b (R, ε |S) of a quantum sourceS is only nite if the parameter R is equal to
the rst order asymptotic rate, R = a(ε |S). To see this, set a = a(ε |S) and consider that, using
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(5.10), we have
lim sup
n→∞
logMn − nR√
n
= lim sup
n→∞
√
n(a − R) +O (1) =

+∞ if a > R
−∞ if a < R.
(5.11)
Hence, we have b (a, ε |S) = +∞ if a > R, and b (a, ε |S) = −∞ if a < R.
In the following section, we derive the second order asymptotic rate b (a, ε |M) of a mixed
source M = (Eλ, µ )λ∈Λ, giving rise to a renement of (5.10) in the form of
logMn = na +
√
nb + o(
√
n), (5.12)
where a = a(ε |M), b = b (a, ε |M), and ε ∈ (0, 1). As a corollary of our results, the rst order rate
of mixed source coding depends on ε , in contrast to memoryless source coding. This implies
that the optimal rate of mixed source coding does not satisfy the strong converse property (see
Chapter 6 for a more detailed discussion). We will not concern ourselves with the dependence
on n of the third order in (5.12) here, and merely note that it can be shown to be of the order
O (logn) (see [DL15] for a proof of this fact in the case of quantum source coding using a single
memoryless source).
5.2. Deriving the second order asymptotics
In this section we derive our main results of this chapter: expressions for the second order
asymptotic rates of quantum source coding using mixed sources (Theorem 5.2.8 in Section 5.2.3)
and memoryless sources (Corollary 5.2.11 in Section 5.2.4). Before proving these results, we
rst construct universal quantum source codes achieving second order rates in Section 5.2.1. In
Section 5.2.2 we derive an upper bound on the ensemble average delity needed in the converse
part of our main result. Throughout this section, we abbreviate ρn ≡ ρ⊗n.
5.2.1. Universal codes achieving second order rate
We now construct a universal source code that, given parameters a ∈ R (which is to be chosen
later as the rst order rate) and ε ∈ (0, 1), achieves a second order asymptotic rate b (a, ε |E) for
n uses of a memoryless source E with source state ρ ∈ D (H ). Our construction is based on
ideas by Jozsa et al. [JHH+98] and Hayashi [Hay08]: we combine the construction of a universal
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quantum source code achieving rst order rates from [JHH+98] with universal classical source
codes achieving second order rates from [Hay08], yielding the desired universal quantum
source codes achieving second order rates. This result appeared in [LD16].
Let X be a nite alphabet with |X| = d . The type txn of a sequence xn = (x1, . . . ,xn ) ∈ Xn is
the empirical distribution of the letters of X in xn, that is, txn (x ) = 1n
∑n
i=1 δxi ,x for all x ∈ X.
We denote by Tn the set of all types, and for a type t ∈ Tn we denote by Tnt ⊂ Xn the set of
sequences of type t . Following [Hay08], for a,b ∈ R we dene
Tn (a,b) B
⋃ {
Tnt : t ∈ Tn with |Tnt | ≤ 2an+b
√
n
}
⊂ Xn .
A simple type-counting argument [CK11] shows that
|Tn (a,b) | ≤ (n + 1)d2an+b
√
n .
Let nowH be a d-dimensional Hilbert space, set X = [d], and let B = {|e1〉, . . . , |ed〉} be a
basis ofH . In analogy to [JHH+98], we dene the subspace
Ξna,b (B) B span
{
|exn 〉 ∈ B⊗n : xn ∈ Tn (a,b)
}
,
that is, Ξn
a,b
(B) is the span of those basis vectors of the product basis B⊗n ofH ⊗n labeled by
sequences in Tn (a,b). The code space ϒna,b of the universal source code is now obtained by
varying B over all bases ofH . More precisely, we dene ϒn
a,b
as the smallest subspace ofH ⊗n
containing Ξn
a,b
(B) for every basis B ofH . To estimate the size of ϒn
a,b
, we use the following
Lemma 5.2.1 ([JHH+98]). Let |ϕ〉 ∈ H ⊗n with dimH = d , and let
Hϕ B span
{
A⊗n |ϕ〉 : A ∈ B (H )
}
.
We then have dimHϕ ≤ (n + 1)d2 .
Lemma 5.2.2. With the above denitions, the dimension of the code space ϒn
a,b
⊆ H ⊗n can be
bounded as
dim ϒna,b ≤ (n + 1)d
2+d2an+b
√
n .
Proof. We closely follow an argument in [JHH+98]. First, let B0 be a xed basis ofH . Then
any other basis B can be obtained from B0 by applying some unitaryU to the elements of B0.
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As Ξn
a,b
(B) is the span of tensor products of elements in B, we have
Ξna,b (B) =
{
U ⊗n |ϕ〉 : |ϕ〉 ∈ Ξna,b (B0)
}
.
Hence, the following holds for the code space ϒn
a,b
:
ϒna,b = span
{
U ⊗n |ϕ〉 : U ∈ Ud , |ϕ〉 ∈ Ξna,b (B0)
}
⊂ span
{
A⊗n |ϕ〉 : A ∈ B (H ), |ϕ〉 ∈ Ξna,b (B0)
}
.
As dimΞn
a,b
(B0) = |Tn (a,b) | ≤ (n + 1)d2an+b
√
n, the claim now follows from Lemma 5.2.1. 
Proposition 5.2.3 (Universal code achieving second order rate).
Let E = {pi ; |ψi〉}i be the pure-state ensemble of an arbitrary memoryless quantum source with
associated source state ρ ∈ D (H ), and abbreviate S ≡ S (ρ) and σ ≡ σ (ρ). For b ∈ R and n uses
of the source E, let Πn be the projection onto the code space ϒnS,b dened as above, and consider the
visible encoding map
Vn : in 7−→ ΠnψinΠntr(Πnψin ) . (5.13)
We set Mn B dim ϒnS,b , and dene the decoding operation Dn : ϒnS,b → H ⊗n to be the trivial
embedding. The code {Cn}n∈N with Cn = (Vn,Dn,Mn ) then achieves the second order rate b with
ε = 1 − Φ(b/σ ).
Proof. Lemma 5.2.2 immediately yields
lim sup
n→∞
logMn − Sn√
n
≤ lim sup
n→∞
(d2 + d ) log(n + 1)√
n
+ b = b .
With the visible encoding given by (5.13) and the trivial embedding as the decoding, we can
express the ensemble average delity F¯ (En,Cn ) in the following form:
F¯ (En,Cn ) =
∑
in
pin tr ((Dn ◦ Vn ) (in )ψin )
=
∑
in
pin
1
tr (Πnψin )
tr (ΠnψinΠnψin )
=
∑
in
pin
〈ψin |Πn |ψin 〉2
〈ψin |Πn |ψin 〉
=
∑
in
pin 〈ψin |Πn |ψin 〉
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= tr (ρnΠn ). (5.14)
We now employ a relation proved by Hayashi [Hay08] in the context of classical xed-length
source coding, which holds for arbitrary a,b ∈ R and probability distributions Pn on Xn:
Sn (a,b) B
{
xn ∈ Xn : − log Pn (xn ) < na +√nb
}
⊆ Tn (a,b). (5.15)
To prove (5.15), x a probability distribution Pn and note that Sn (a,b) can be written as
Sn (a,b) =
⋃ {
Tnt : Pn (ω) > 2−na−
√
nb for ω ∈ Tnt
}
.
Let t ∈ Tn be a type satisfying Pn (ω) > 2−na−
√
nb for all ω ∈ Tnt . We then have
1 ≥ Pn (Tnt ) =
∑
ω∈Tnt
Pn (ω) > |Tnt |2−na−
√
nb ,
and hence |Tnt | < 2na+
√
nb , which implies that Tnt ⊆ Tn (a,b). Thus, we obtain (5.15).
Consider now an arbitrary state ω ∈ D (H ) with spectral decomposition ω = ∑x rx |φx〉〈φx |,
and set Pω = {rx }x and Bω = {|φx〉}x . Observe that the projection
{
ωn > 2−na−
√
nb1n
}
projects
onto eigenvectors of ωn labeled by elements of Sn (a,b), upon choosing P = Pω . Since the code
space ϒn
a,b
includes the subspace Ξn
a,b
(Bω ), we have the operator inequality
Πn ≥
{
ωn > 2−na−
√
nb1n
}
. (5.16)
We now set ω = ρ and a = S in (5.16), and substitute it in (5.14). Taking the limit inferior on
both sides of (5.14), we obtain
lim inf
n→∞ F¯ (E
n,Cn ) = lim inf
n→∞ tr(ρ
nΠn )
≥ lim inf
n→∞ tr
(
ρn
{
ρn > 2−nS−
√
nb1n
})
= 1 − lim sup
n→∞
tr
(
ρn
{
ρn ≤ 2−nS−
√
nb1n
})
= 1 − Φ
(
−b
σ
)
= Φ
(
b
σ
)
,
where we used Corollary 4.2.8 in the third equality. Setting ε B 1 − Φ(b/σ ) now yields the
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claim. 
5.2.2. Bounding the ensemble average delity
In this section, we derive a bound on the ensemble average delity that we need for proving the
converse bound of Theorem 5.2.8 in Section 5.2.3. It is based on a result by Hayashi [Hay02],
whose proof we reproduce in our notation in the following for the convenience of the reader.
First, we record the following observation:
Lemma 5.2.4 ([NK01; Hay02]). Let ρAB ∈ D (HAB ) be a separable state as in (2.1). Then for any
k ∈ N, we have
max {tr(PρA) : P is a projection onHA with tr P = k}
≥ max {tr(PρAB ) : P is a projection onHAB with tr P = k}.
Proof. By Ky Fan’s Maximum Principle, Theorem 2.3.7, we have
k∑
i=1
λi (ρAB ) = max
{tr(PρAB ) : P is a projection onHAB with tr P = k}.
Since ρAB is separable, Theorem 2.3.8 yields λ(ρAB ) ≺ λ(ρA), and in particular
k∑
i=1
λi (ρAB ) ≤
k∑
i=1
λi (ρA)
= max {tr(PρA) : P is a projection onHA with tr P = k},
where the equality follows once again from Ky Fan’s Maximum Principle. 
The following crucial proposition is due to Hayashi [Hay02]. We give a slightly modied,
but essentially identical proof.
Proposition 5.2.5 ([Hay02]). Consider a quantum information source with source ensemble
E = {pi ;ψi }i and source state ρ = ∑i piψi ∈ D (H ). Let C = (V,D,M ) be a quantum source
code, where V : [m] → D (Hc ) is a visible encoding map into a compressed Hilbert space Hc ,
D : D (Hc ) → D (H ) is a decoding operation, andM = dimHc is the dimension of the compressed
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Hilbert spaceHc . Then,
F¯ (E,C) ≤ max {tr Pρ : P is a projection onH with tr P = M }.
Proof. Let V (i ) = ∑j µi, j |φi, j〉〈φi, j | be the eigenvalue decomposition of the encoded signal
V (i ). Using linearity of D and the trace, we have
F¯ (E,C) =
∑
i, j
piµi, j tr
(
D
(
φi, j
)
ψi
)
. (5.17)
Furthermore, let U : Hc → H ⊗ H ′ be a Stinespring isometry of the decoding quantum
operation D : D (Hc ) → D (H ), and note that UU † is the projection onto the image of U in
H ⊗ H ′. Consider now for xed i and j the pure state
ψ ′i, j B
(ψi ⊗ 1H ′ )Uφi, jU †(ψi ⊗ 1H ′ )
tr
(
Uφi, jU †(ψi ⊗ 1H ′ )
) ∈ D (H ⊗ H ′), (5.18)
which satises
tr
(
Uφi, jU
†ψ ′i, j
)
=
tr(Uφi, jU †(ψi ⊗ 1H ′ )Uφi, jU †(ψi ⊗ 1H ′ ))
tr
(
Uφi, jU †(ψi ⊗ 1H ′ )
)
=
〈φi, j |U †(ψi ⊗ 1H ′ )U |φi, j〉2
〈φi, j |U †(ψi ⊗ 1H ′ )U |φi, j〉
= 〈φi, j |U †(ψi ⊗ 1H ′ )U |φi, j〉
= tr
(
Uφi, jU
†(ψi ⊗ 1H ′ )
)
= tr
(
D (φi, j )ψi
)
. (5.19)
We claim that for each j, the stateψ ′i, j is a purication ofψi , that is,
trH ′ψ ′i, j = ψi . (5.20)
This can be seen as follows. Firstly, for the denominator of (5.18) we have
tr
(
Uφi, jU
†(ψi ⊗ 1H ′ )
)
= tr
(
D (φi, j )ψi
)
= 〈ψi |D (φi, j ) |ψi〉. (5.21)
Secondly, using an orthonormal basis {|k〉}k ofH ′, the numerator of (5.18) can be rewritten as
(ψi ⊗ 1H ′ )Uφi, jU †(ψi ⊗ 1H ′ ) =
(
|ψi〉〈ψi | ⊗
∑
k
|k〉〈k |
)
Uφi, jU
†
(
|ψi〉〈ψi | ⊗
∑
m
|m〉〈m |
)
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=
∑
k,m
[
(〈ψi | ⊗ 〈k |)Uφi, jU †( |ψi〉 ⊗ |m〉)
]
|ψi〉〈ψi | ⊗ |k〉〈m |.
Hence,
trH ′
(
(ψi ⊗ 1H ′ )Uφi, jU †(ψi ⊗ 1H ′ )
)
= trH ′
(∑
k,m
[
(〈ψi | ⊗ 〈k |)Uφi, jU †( |ψi〉 ⊗ |m〉)
]
|ψi〉〈ψi | ⊗ |k〉〈m |
)
=
∑
k
[
(〈ψi | ⊗ 〈k |)Uφi, jU †( |ψi〉 ⊗ |k〉)
]
|ψi〉〈ψi |
= 〈ψi |D (φi, j ) |ψi〉ψi , (5.22)
where the last equality follows from the denition of the partial trace. Using (5.21) and (5.22)
in (5.18) yields (5.20).
Substituting (5.19) in (5.17), we obtain
F¯ (E,C) =
∑
i, j
piµi, j tr
(
D
(
φi, j
)
ψi
)
=
∑
i, j
piµi, j tr
(
Uφi, jU
†ψ ′i, j
)
≤
∑
i, j
piµi, j tr
(
UU †ψ ′i, j
)
, (5.23)
where in the inequality we used φi, j ≤ 1Hc for all i and j , and henceUφi, jU † ≤ UU †. For xed
i , let χi be one of theψ ′i, j that maximizes tr
(
UU †ψ ′i, j
)
, and note that χi is a purication ofψi by
(5.20). Hence, there exists a pure state |ϕi〉 ∈ H ′ such that χi = ψi ⊗ ϕi . It follows that
ρ′ B
∑
i
pi χi =
∑
i
piψi ⊗ ϕi ∈ D (H ⊗ H ′)
is separable and satises trH ′ ρ′ = ρ.
Thus, we can apply Lemma 5.2.4 to infer that we have
max{tr(Pρ′) : P proj. onH ⊗ H ′ with tr P = M }
≤ max{tr(Pρ) : P proj. onH with tr P = M }, (5.24)
and we observe that the projection UU † ∈ B (H ⊗ H ′) with
trUU † = trU †U = tr1Hc = M
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is feasible for the left-hand side of (5.24). Using the above considerations, we continue from
(5.23) as∑
i, j
piµi, j tr
(
UU †ψ ′i, j
)
≤
∑
i
pi
(∑
j
µi, j
)
tr
(
UU †χi
)
= tr
(
UU †ρ′
)
≤ max{tr(Pρ′) : P is a projection onH ⊗ H ′ with tr P = M }
≤ max{tr(Pρ) : P is a projection onH with tr P = M },
which concludes the proof. 
We can now prove the promised bound on the ensemble average delity:
Lemma 5.2.6. Consider n uses of a mixed source (Eλ, µ )λ∈Λ with source ensemble E (n)mix as dened
in (5.5) and source state ρ (n) as dened in (5.6). Furthermore, let {Cn}n∈N be a source code with
Cn = (Vn,Dn,Mn ). For every n ∈ N and γ ∈ R, the ensemble average delity satises
F¯
(
E
(n)
mix,Cn
)
≤ 1 −
∫
Λ
dµ (λ) tr
(
ρnλ
{
ρnλ ≤ 2−γ1n
})
+ 2−γ+logMn .
Proof. We rst note that Proposition 5.2.5 also holds for continuous ensembles such as E (n)mix. It
then guarantees the existence of a projectionQ with trQ = Mn such that F¯
(
E
(n)
mix,Cn
)
≤ tr(Qρn ).
For arbitrary γ ∈ R, we then compute:
F¯
(
E
(n)
mix,Cn
)
≤ tr (Qρn )
=
∫
Λ
dµ (λ) tr
(
Qρnλ
)
=
∫
Λ
dµ (λ) tr
(
Q
(
ρnλ − 2−γ1n
))
+ 2−γ trQ
≤
∫
Λ
dµ (λ) tr
({
ρnλ > 2
−γ1n
} (
ρnλ − 2−γ1n
))
+ 2−γ+logMn
= 1 − 2−γ tr1n −
∫
Λ
dµ (λ) tr
({
ρnλ ≤ 2−γ1n
} (
ρnλ − 2−γ1n
))
+ 2−γ+logMn
= 1 − 2−γ tr1n −
∫
Λ
dµ (λ) tr
(
ρnλ
{
ρnλ ≤ 2−γ1n
})
+ 2−γ
∫
Λ
dµ (λ) tr
{
ρnλ ≤ 2−γ1n
}
+ 2−γ+logMn
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≤ 1 −
∫
Λ
dµ (λ) tr
(
ρnλ
{
ρnλ ≤ 2−γ1n
})
+ 2−γ+logMn
where we used Lemma 2.2.10 in the second inequality, the identity
{
ρn
λ
> 2−γ1n
}
= 1n −{
ρn
λ
≤ 2−γ1n
}
in the third equality, and
{
ρn
λ
≤ 2−γ1n
}
≤ 1n in the last inequality. 
5.2.3. Mixed visible quantum source coding
The main result of this chapter is the derivation of the second order asymptotic rate of a mixed
source (Eλ, µ )λ∈Λ with source state ρ (n) =
∫
Λ
ρ⊗n
λ
dµ (λ) as dened in (5.6) in Section 5.1.1. In
order to state this result in Theorem 5.2.8 below, we dene the following sets for a xed a > 0,
which partition the set Λ:
Λ=(a) B {λ ∈ Λ : S (ρλ) = a}
Λ< (a) B {λ ∈ Λ : S (ρλ) < a}
Λ> (a) B {λ ∈ Λ : S (ρλ) > a}.
Furthermore, recall from (2.3) that we set σ (ρ) =
√
V (ρ‖1) for ρ ∈ D (H ). In the proof of
Theorem 5.2.8 we also invoke the Dominated Convergence Theorem, which we state here for
the reader’s convenience:
Theorem 5.2.7 (Dominated Convergence Theorem).
Let (Λ, Σ, µ ) be a measure space, that is, Σ is a σ -algebra over Λ and µ is a measure on Σ. Let
{ fn}n∈N be a sequence of real-valued measurable functions fn : Λ→ R converging pointwise to a
function f . If there is an integrable function д : Λ → R (that is, ∫
Λ
dµ (λ) |д(λ) | < ∞) such that
| fn (λ) | ≤ д(λ) for all λ ∈ Λ and n ∈ N, then
lim
n→∞
∫
Λ
dµ (λ) fn (λ) =
∫
Λ
dµ (λ) lim
n→∞ fn (λ) =
∫
Λ
dµ (λ) f (λ).
The main result of this chapter is now as follows:
Theorem 5.2.8 (First and second order asymptotic rates of mixed quantum source coding).
Let Λ be an arbitrary parameter space with a normalized measure µ, that is,
∫
Λ
dµ (λ) = 1, and let
M = (Eλ, µ )λ∈Λ be a mixed source as dened in Section 5.1.1. Furthermore, let a > 0, ε ∈ (0, 1),
and set σλ = σ (ρλ) for λ ∈ Λ. Then the second order asymptotic rate b (a, ε |M) of the mixed source
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M is the solution of the equation∫
Λ= (a)
Φ
(
b
σλ
)
dµ (λ) +
∫
Λ< (a)
dµ (λ) = 1 − ε . (5.25)
We have |b (a, ε |ρ) | < ∞ if and only if a equals the rst order rate a(ε |M) of the mixed sourceM,
specied by the conditions ∫
Λ> (a)
dµ (λ) < ε (5.26a)∫
Λ> (a)
dµ (λ) +
∫
Λ= (a)
dµ (λ) > ε . (5.26b)
We note that the conditions (5.26) uniquely determine the rst order rate a(ε |M) of the
mixed source M. Furthermore, in the limit ε → 0 the conditions (5.26) imply that the rst
order rate of mixed source coding is given by the µ-essential supremum over {S (ρλ)}λ∈Λ. In
the classical case, this was proved by Han [Han03]. In the quantum case, for a mixed source
consisting of two memoryless sources the rst order rate was derived by [BD06b] (see also
Theorem 5.2.10 below).
Proof of Theorem 5.2.8. We rst observe that the function G (b) B
∫
Λ= (a)
Φ
(
b
σλ
)
dµ (λ) is con-
tinuous and monotonically increasing by the Dominated Convergence Theorem 5.2.7 and the
corresponding properties of Φ(·). Moreover, since Φ(z) ∈ [0, 1] for all z ∈ R, we also have
G (b) ∈ [0, 1] for all b ∈ R. Hence, if ∫
Λ< (a)
dµ (λ) < 1 − ε , then there is a unique solution of
(5.25). If
∫
Λ< (a)
dµ (λ) ≥ 1 − ε , we set b (a, ε |M) = −∞ in accordance with (5.11).
Denoting the unique solution of (5.25) by b∗, we rst prove the converse statement, that is,
b (a, ε |M) ≥ b∗. To this end, assume that r < b∗ is an (a, ε )-achievable second order rate, i.e.,
for n uses of the mixed source M = (Eλ, µ )λ∈Λ with source ensemble E (n)mix as in (5.5), there is a
source code {Cn}n∈N with Cn = (Vn,Dn,Mn ) such that
lim inf
n→∞ F¯
(
E
(n)
mix,Cn
)
≥ 1 − ε, (5.27a)
lim sup
n→∞
logMn − na√
n
≤ r . (5.27b)
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Choose δ > 0 such that r + 2δ < b∗. By (5.27b), we have for suciently large n that
logMn < na +
√
n(r + δ ). (5.28)
Lemma 5.2.6 yields the following bound on the delity F¯
(
E
(n)
mix,Cn
)
for arbitrary γ ∈ R:
F¯
(
E
(n)
mix,Cn
)
≤ 1 −
∫
Λ
tr
(
ρnλ
{
ρnλ ≤ 2−γ1n
})
dµ (λ) + 2−γ+logMn .
For n ∈ N we set γ = logMn +√nδ , such that by (5.28) we have
γ < na +
√
n(r + 2δ ).
Hence, Lemma 2.2.12 yields
F¯
(
E
(n)
mix,Cn
)
≤ 1 −
∫
Λ
tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
n(r+2δ )1n
})
dµ (λ) + 2−
√
nδ
= 1 + 2−
√
nδ −
∫
Λ= (a)
tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
n(r+2δ )1n
})
dµ (λ)
−
∫
Λ< (a)
tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
n(r+2δ )1n
})
dµ (λ)
−
∫
Λ> (a)
tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
n(r+2δ )1n
})
dµ (λ) (5.29)
where we dened Λ> (a) B {λ ∈ Λ : S (ρλ) > a}. For the three integrands on the right-hand
side of (5.29), Corollary 4.2.8 implies the following in the limit n → ∞:
lim
n→∞ tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
n(r+2δ )1n
})
=

Φ
(−(r+2δ )
σλ
)
if S (ρλ) = a
1 if S (ρλ) > a
0 if S (ρλ) < a.
(5.30)
Taking the limit inferior on both sides of (5.29), noting that we can exchange limit and
integral by the Dominated Convergence Theorem 5.2.7, and using (5.30), we therefore obtain
lim inf
n→∞ F¯
(
E
(n)
mix,Cn
)
≤ 1 −
∫
Λ= (a)
Φ
(−(r + 2δ )
σλ
)
dµ (λ) −
∫
Λ> (a)
dµ (λ)
= 1 −
∫
Λ= (a)
dµ (λ) +
∫
Λ= (a)
Φ
(
r + 2δ
σλ
)
dµ (λ) −
∫
Λ> (a)
dµ (λ)
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=
∫
Λ< (a)
dµ (λ) +
∫
Λ= (a)
Φ
(
r + 2δ
σλ
)
dµ (λ)
<
∫
Λ< (a)
dµ (λ) +
∫
Λ= (a)
Φ
(
b∗
σλ
)
dµ (λ)
= 1 − ε . (5.31)
Here, we used the relation Φ(−x ) = 1−Φ(x ) in the rst equality, the fact that µ is a normalized
measure on Λ = Λ=(a) ∪ Λ< (a) ∪ Λ> (a) in the second equality, the assumption r + 2δ < b∗ in
the strict inequality, and the fact that b∗ is dened as the solution of the equation (5.25) in the
last equality. The bound (5.31) is a contradiction to (5.27a), and hence, b (a, ε |M) ≥ b∗.
We now use the universal source code {Cn}n∈N with Cn B {Vn,Dn,Mn} as dened in
Proposition 5.2.3 to prove that the second order rate b∗ is also achievable. To this end, consider
n uses of the mixed source M = (Eλ, µ )λ∈Λ with source ensemble E (n)mix as dened in (5.5) and
source state ρ (n) as dened in (5.6). Recall that Πn denotes the projection onto the code space
ϒn
a,b
dened in Section 5.2.1, the decoder Dn is the trivial embedding, and we set
Vn : in 7−→ ΠnφinΠntr (Πnφin ) .
For arbitrary a > 0, we use denition (5.8) of the ensemble average delity to compute:
F¯
(
E
(n)
mix,Cn
)
=
∫
Λ
dµ (λ)
∑
in
q (λ)in tr ((Dn ◦ Vn ) (in )φin )
=
∫
Λ
dµ (λ)
∑
in
q (λ)in
1
tr (Πnφin )
tr (ΠnφinΠnφin )
=
∫
Λ
dµ (λ)
∑
in
q (λ)in
〈φin |Πn |φin 〉2
〈φin |Πn |φin 〉
=
∫
Λ
dµ (λ)
∑
in
q (λ)in 〈φin |Πn |φin 〉
=
∫
Λ
dµ (λ) tr
(
ρnλΠn
)
≥
∫
Λ
dµ (λ) tr
(
ρnλ
{
ρnλ > 2
−na−√nb1n
})
= 1 −
∫
Λ
dµ (λ) tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
nb1n
})
, (5.32)
where the inequality follows from (5.16). We set b = b∗, where b∗ is once again dened as the
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solution of the relation ∫
Λ= (a)
Φ
(
b
σλ
)
dµ (λ) +
∫
Λ< (a)
dµ (λ) = 1 − ε .
As before, Corollary 4.2.8 implies that
lim
n→∞ tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
nb∗1n
})
=

Φ
(−b∗
σλ
)
if S (ρλ) = a
1 if S (ρλ) > a
0 if S (ρλ) < a.
Following analogous steps as the ones leading up to (5.31), this yields
1 − lim
n→∞
∫
Λ
tr
(
ρnλ
{
ρnλ ≤ 2−na−
√
nb∗1n
})
dµ (λ) =
∫
Λ= (a)
Φ
(
b∗
σλ
)
dµ (λ) +
∫
Λ< (a)
dµ (λ)
= 1 − ε, (5.33)
where the exchange of limit and integral is permitted by the Dominated Convergence Theo-
rem 5.2.7, and we used the denition of b∗ in the last equality. Hence, taking the limit inferior
in (5.32) and using (5.33), we obtain lim infn→∞ F¯
(
E
(n)
mix,Cn
)
≥ 1 − ε . Moreover, Lemma 5.2.2
implies that the universal source code {Cn}n∈N satises
lim sup
n→∞
logMn − na√
n
≤ b∗.
Hence, the rate b∗ is (a, ε )-achievable, and we obtain b (a, ε |M) ≤ b∗. Together with b (a, ε |M) ≥
b∗ as shown above, this proves (5.25).
Assume now that the solution b∗ of (5.25) is nite, |b∗ | < ∞. We then have Φ
(
b∗
σλ
)
∈ (0, 1)
for all λ ∈ Λ. Hence, using Φ
(
b∗
σλ
)
> 0, the relation (5.25) implies that
1 − ε >
∫
Λ< (a)
dµ (λ) = 1 −
∫
Λ= (a)
dµ (λ) −
∫
Λ> (a)
dµ (λ),
which is the inequality (5.26b). Using Φ
(
b∗
σλ
)
< 1, we get from (5.25) that
1 − ε <
∫
Λ= (a)
dµ (λ) +
∫
Λ< (a)
dµ (λ) = 1 −
∫
Λ> (a)
dµ (λ),
which gives the inequality (5.26a). This proves Theorem 5.2.8. 
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If the measure µ has nite support on points λ1, . . . , λk ∈ Λ, Theorem 5.2.8 reduces to:
Corollary 5.2.9. Consider a mixed sourceMk = (Ej , tj )kj=1, and set Sj = S (ρj ) and σj = σ (ρj ) for
j = 1, . . . ,k . For a > 0 and ε ∈ (0, 1), the second order asymptotic rate b (a, ε |Mk ) of the mixed
sourceMk is given by the solution of the equation∑
i : Si=a
tiΦ
(
b
σi
)
+
∑
i : Si<a
ti = 1 − ε . (5.34)
We have |b (a, ε |ρ) | < ∞ if and only if a equals the rst order rate a(ε |Mk ) of the mixed source
Mk , specied by the conditions∑
i : Si>a
ti < ε
∑
i : Si>a
ti +
∑
i : Si=a
ti > ε . (5.35)
Finally, we consider the special case of a mixed source M2 = (E1,E2, t ) consisting of two
memoryless sources E1 and E2 with source states ρ1, ρ2 ∈ D (H ), respectively, and mixing
parameter t ∈ (0, 1). The source state for n uses of M2 is given by
ρ (n) = tρ⊗n1 + (1 − t )ρ⊗n2 .
We adhere to the discussion of classical mixed source coding by Nomura and Han [NH13],
considering the following three cases and abbreviating Si ≡ S (ρi ) and σi ≡ σ (ρi ) for i = 1, 2:
Case 1: S1 = S2
Case 2: S1 > S2, t > ε
Case 3: S1 > S2, t < ε
Note that the assumption S1 > S2 can be made without loss of generality. We state the rst and
second order rates in each of the three cases in the following theorem. The rst order rates
have previously been derived by Bowen and Datta [BD06b].
Theorem 5.2.10. Consider a mixed sourceM2 = (E1,E2, t ) with source states ρ1, ρ2 ∈ D (H )
and t ∈ (0, 1), and set Si B S (ρi ) and σi B σ (ρi ) for i = 1, 2. For ε ∈ (0, 1), the rst order rate
a(ε |M2) and the second order asymptotic rate b (a, ε |M2) of the mixed sourceM2 are given by the
following expressions:
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(i) For S1 = S2 ≡ S , we have a(ε |M2) = S and b (S, ε |M2) = b∗, where b∗ is the solution of the
equation
tΦ
(
b
σ1
)
+ (1 − t )Φ
(
b
σ2
)
= 1 − ε . (5.36)
(ii) For S1 > S2 and t > ε , we have a(ε |M2) = S1 and
b (S1, ε |M2) = −σ1Φ−1
(ε
t
)
.
(iii) For S1 > S2 and t < ε , we have a(ε |M2) = S2 and
b (S2, ε |M2) = −σ2Φ−1
( ε − t
1 − t
)
.
Proof. In (i), where S1 = S2 = S , the relations (5.35) imply that the rst order rate a(ε |M2) is
equal to S . Substituting this for a in (5.34) immediately yields
tΦ
(
b
σ1
)
+ (1 − t )Φ
(
b
σ2
)
= 1 − ε .
In (ii), we have S1 > S2 and t > ε . The conditions (5.35) then imply that a(ε |M2) = S1, and
substituting this for a in (5.34) yields
tΦ
(
b
σ1
)
+ 1 − t = 1 − ε,
from which we obtain
b = σ1Φ
−1
(
1 − ε
t
)
= −σ1Φ−1
(ε
t
)
.
Finally, we consider (iii), where S1 > S2 and t < ε . In this case, (5.35) yields a(ε |M2) = S2,
and plugging this into (5.34) yields
b = σ2Φ
−1
(1 − ε
1 − t
)
= σ2Φ
−1
(
1 − ε − t1 − t
)
= −σ2Φ−1
( ε − t
1 − t
)
,
which proves the claim. 
Theorem 5.2.10(ii) and (iii) show that for a mixed source consisting of two memoryless
sources with unequal von Neumann entropies, the rst order rate is given by the source with
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higher entropy for small values of the error parameter ε . That is, in the low-error regime,
the source with higher entropy is a ‘bottleneck’ for the quantum source coding task. The
compression rate can be lowered to the entropy of the other source at the expense of incurring
a higher error, with the threshold given by the mixing parameter t . In both cases, the second
order rate is given in terms of the quantum information variance of the source determining the
rst order rate.
Naturally, if both sources have the same entropy S (Theorem 5.2.10(i)), the rst order rate of
the quantum source coding task is also equal to S . To determine the range of the second order
rate b in this case, assume without loss of generality that σ1 < σ2. Then, using properties of
the CDF Φ of a normal distribution and denition (5.36) of b, it follows that
b ∈ [−σ1Φ−1(ε ) ,−σ2Φ−1(ε )] if ε ∈ (0, 1/2),
b ∈ [−σ2Φ−1(ε ) ,−σ1Φ−1(ε )] if ε ∈ (1/2, 1),
(5.37)
and b = 0 for ε = 1/2. See Figure 5.2 for a plot showing a typical example of this.
0 0.25 0.5 0.75 1
−1.5
−1
−0.5
0
0.5
1
1.5
ε
−σ1Φ−1 (ε )
b
−σ2Φ−1 (ε )
Figure 5.2: Plot of the second order asymptotic rate b = b (S, ε |M2) (blue-solid) dened
in (5.36) and bounds on b in terms of −σ1Φ−1 (ε ) (red-dashed) and −σ2Φ−1 (ε )
(green-dash-dotted) given in (5.37) for a mixed quantum source M2 = (E1,E2, t )
with equal von Neumann entropies S (ρ1) = S (ρ2) = S , σ1 = 0.235, σ2 = 0.712,
and t = 0.425.
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5.2.4. Memoryless sources and the blind encoding setting
As mentioned in Section 5.1, a mixed source (Eλ, µ )λ∈Λ reduces to a single memoryless source
upon choosing Λ to be a singleton space. Correspondingly, the ensemble average delity (5.8)
for quantum source coding using a mixed source reduces to the one using a single memoryless
source, as given in (5.7). Hence, Theorem 5.2.8 yields the following result, which was derived
in [DL15] using the information spectrum relative entropies dened in Appendix A:
Corollary 5.2.11 (Second order rate for quantum source coding using a memoryless source).
For a memoryless quantum source E with source state ρ, the second order asymptotic rate for
ε ∈ (0, 1) is given by
b (S (ρ), ε |E) = −σ (ρ)Φ−1(ε ) .
We can use Corollary 5.2.11 to expand the quantity logM∗n , denoting the code size of an
optimal quantum source code, as follows:
logM∗n = nS (ρ) −
√
nσ (ρ)Φ−1(ε ) + o(
√
n). (5.38)
In [DL15], the o(
√
n) term in (5.38) was rened to the third order term O (logn). There, we rst
proved one-shot bounds on the quantity logM∗ ≡ logM∗1 in terms of an information spectrum
entropy, and then used the second order expansion of the latter to infer (5.38). Figure 5.3 shows
a comparison between the second order asymptotic expansion (5.38) and these one-shot bounds
on the minimal compression length logMn in (a), as well as the second order expansion (5.38)
for dierent values of ε in (b).
In the same paper, we also considered the blind encoding setting as described in Section 5.1.2,
deriving the following second order asymptotic bounds on logM∗n :
nS (ρ) −√nσ (ρ)Φ−1(ε ) +O (logn) ≤ logM∗n ≤ nS (ρ) −
√
nσ (ρ)Φ−1
( ε
2
)
+O (logn).
Since the coecients of the
√
n-terms do not match, we cannot give an exact expression for the
second order asymptotic rate bbl(S (ρ), ε |E) in the blind encoding setting, and we merely have
−σ (ρ)Φ−1(ε ) ≤ bbl(S (ρ), ε |E) ≤ −σ (ρ)Φ−1
( ε
2
)
.
It remains an open problem to derive a closed expression of the second order asymptotic rate
in blind quantum source coding using a memoryless source.
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(a) Comparison of the second order asymptotic
approximation S − σΦ−1 (ε ) /√n (solid red line)
and normalized one-shot bounds (blue dots,
green squares) on the minimal compression
rate logM∗n/n for ε = 0.25.
10 20 30 40 50
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n
(b) Second order asymptotic expansions for dier-
ent error parameters ε1 = 0.1 (orange/dashed),
ε2 = 0.25 (red/solid), and ε3 = 0.4 (violet/dash-
dotted).
Figure 5.3: Plot of second order asymptotic expansions and one-shot bounds (derived in
[DL15]) for a memoryless quantum source with entropy S ≡ S (ρ) = 0.9744 and
quantum information variance σ ≡ σ (ρ) = 0.2693.
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6. Strong converse theorems
Coding theorems for information-theoretic tasks establish an entropic quantity as the optimal
rate of a task. While the previous chapter focused on nite blocklength approximations of the
optimal rate, the current chapter seeks to further rene the converse part of a coding theorem
by strengthening it to a strong converse. In the following, we explain this concept with the
example of an information-theoretic task whose optimal rate corresponds to a cost (such as the
optimal compression length in quantum source coding).1
The achievability part or direct part of a coding theorem states that for any rate above the
optimal rate, there is a corresponding code for accomplishing the task successfully. To be
precise, if we denote the error incurred in the protocol for n uses of the underlying resource by
εn, then for any rate above the optimal rate there exists a code, whose error εn vanishes in the
asymptotic limit n → ∞. Such rates are called achievable, and the optimal rate is dened as the
inmum over all achievable rates. In contrast, the converse part of a coding theorem states
that for any code with rate below the optimal rate, the error does not vanish asymptotically,
that is, it is bounded away from 0 in the asymptotic limit n → ∞.
The converse part of a coding theorem described in the preceding paragraph is called a weak
converse. In principle, it leaves open the possibility of a trade-o between error and rate of a
protocol. For example, even though the error εn cannot vanish asymptotically for rates below
the optimal rate, it might still be possible to, say, nd a constant upper bound εn ≤ c < 1 for
all n ∈ N for such codes. If the strong converse holds for a task, then such a trade-o (or the
existence of such c) is not possible.
To be precise, a strong converse states that for all codes with rate below the optimal rate,
the error εn incurred in the protocol converges to 1. In other words, such protocols become
worse with increasing blocklength n, and eventually fail with certainty in the asymptotic limit
1To obtain the corresponding statements for tasks with an optimal gain (such as the capacity of a channel),
simply exchange ‘above’ and ‘below’ in every instance of the following paragraphs, and replace inmum with
supremum.
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n → ∞. Moreover, one often requires this convergence to unity to be exponential, that is,
εn ≥ 1 − exp(−Kn) (6.1)
for some positive constantK . Figure 6.1 shows a schematic description of the dierence between
weak and strong converse.
r
0
lim
n→∞ εn
r ∗
1
?
r
0
lim
n→∞ εn
r ∗
1
Figure 6.1: Weak (left) vs. strong converse (right), where r denotes the rate of a protocol
with optimal rate r ∗ (corresponding to a cost) and error εn .
If the strong converse is known for the optimal rate of an information-theoretic task, we say
that this optimal rate satises the strong converse property. A strong converse theorem establishes
the strong converse property of the optimal rate of an information-theoretic task, and hence
serves to identify the latter as a sharp rate threshold for the task. Alternatively, one may
dene the strong converse rate as the supremum over all rates below which any code fails with
certainty. The strong converse property holds if this strong converse rate coincides with the
optimal rate.
For information transmission through classical noisy channels, the strong converse theorem
was rst proved by Wolfowitz [Wol61]. An alternate proof of this theorem was later given by
Arimoto [Ari73], who used the properties of a quantity sometimes referred to as the Gallager
function [PV10]. Ogawa and Nagaoka [ON99] extended this method to the quantum setting to
prove the strong converse property of the capacity of a classical-quantum channel, which was
also proved concurrently by Winter [Win99a] using the method of types. Nagaoka [Nag01]
further developed Arimoto’s idea to give a new proof of this result. To this end, he employed a
Rényi divergence and its data processing inequality (i.e., monotonicity under completely posi-
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tive, trace-preserving maps), establishing what we refer to as the ‘Rényi entropy method’ from
now on. Later, Polyanskiy and Verdú [PV10] realized that it is possible to establish converse
bounds by employing any divergence satisfying the data processing inequality. Fong and Tan
[FT16] used the Rényi entropy method to obtain strong converse theorems in network informa-
tion theory. In quantum information theory, the Rényi entropy method has been successfully
employed to prove strong converse theorems for classical channel coding with entangled inputs
for a large class of quantum channels with additive Holevo capacity [KW09]. Moreover, strong
converse theorems were proved for classical information transmission through entanglement-
breaking and Hadamard channels [WWY14] and quantum information transmission through
generalized dephasing channels [TWW15].
Application of the Rényi entropy method to prove the strong converse property for an
information-theoretic task involving local operations and classical communication (LOCC)
between two parties was considered by Hayashi et al. [HKM+02] in the context of entanglement
concentration (see also [Hay06b]). More recently, Sharma [Sha14] used the Rényi entropy
method to establish the strong converse theorem for the task of state merging: Alice and Bob
initially share a bipartite state and the aim is for Alice to transfer her part of the state to Bob
by sending information to him through a noiseless classical channel. Both Alice and Bob
are also allowed to make use of prior shared entanglement between them, to assist them in
achieving this task. In this case monotonicity of a relevant Rényi divergence under LOCC plays
a pivotal role in establishing the strong converse for the optimal entanglement cost. However,
note that the strong converse for state merging also follows from an ‘operational’ argument
[Win14]. Furthermore, it was previously proved [Ber08] using the smooth entropy framework
(see [Ren05; TCR09; Dat09; Tom12] and references therein) and the quantum asymptotic
equipartition property (QAEP) of the smooth min- and max-entropies [TCR10; Tom12].
In view of the second order asymptotic results from Chapter 5, it is worth noting that one
possible route to proving strong converse theorems for an information-theoretic task is via
second order asymptotic expansions of the optimal rate. Let us demonstrate this with the
example of quantum source coding using a memoryless source, as discussed in Section 5.2.4.
There, we stated the second order asymptotic expansion of the code size logM∗n of an optimal
quantum source code in (5.38). The converse part of this expansion is the bound
logM∗n ≥ nS (ρ) −
√
nσ (ρ)Φ−1(ε ) + f (n), (6.2)
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where ρ denotes the source state of the quantum source, ε ∈ (0, 1) denotes the error incurred
in the source coding protocol, and f (n) ∈ o(√n). Rearranging (6.2) and using monotonicity of
Φ yields
ε ≥ Φ
( √
n
σ (ρ)
(
S (ρ) − 1
n
logM∗n
)
+ д(n)
)
, (6.3)
where д(n) satises limn→∞ д(n) = 0.2 In the converse regime, where we assume
1
n
logM∗n < S (ρ) for all n ∈ N,
the argument of Φ in (6.3) diverges to +∞ as n → ∞. Hence, the strong converse for source
coding follows from the fact that limx→+∞ Φ(x ) = 1 . However, unlike (6.1) the convergence
of ε to 1 in (6.3) is not exponential in n. In Section 6.1.4 below, we obtain a strong converse
theorem for (blind) quantum source coding with exponential convergence of the error to 1
(Corollary 6.1.5).
We also mention that quantum source coding using a mixed source, as discussed in Chapter 5,
is an example of an information-processing task for which the strong converse property does
not hold. For simplicity, let us assume that the mixed source consists of two memoryless sources
with mixing parameter t ∈ (0, 1) and source states ρ1 and ρ2, respectively (see Section 5.1.1
for this terminology). Bowen and Datta [BD06b] proved that the optimal rate of quantum
source coding is given by max{S (ρ1), S (ρ2)}, whereas the strong converse rate is given by
min{S (ρ1), S (ρ2)}. Hence, for two memoryless sources such that S (ρ1) , S (ρ2), the optimal
rate and strong converse rate of quantum source coding using the corresponding mixed source
do not coincide, so that the strong converse property is not satised. The fact that the optimal
and strong converse rate are given by max{S (ρ1), S (ρ2)} and min{S (ρ1), S (ρ2)}, respectively,
can also be deduced from our Theorem 5.2.10(iii), together with the discussion in the preceding
paragraph.
In this chapter, which is based on [LWD16], we use Nagaoka’s Rényi entropy method to estab-
lish strong converse theorems for state redistribution with and without feedback (Section 6.1)
and measurement compression with quantum side information (QSI) (Section 6.2). The strong
converse theorem for state redistribution also yields (previously known) strong converses for
blind quantum source coding (Corollary 6.1.5), coherent state merging (Corollary 6.1.6), and
2In fact, for quantum source coding д(n) is of the order (logn)/
√
n.
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quantum state splitting (Corollary 6.1.7), as these protocols can be obtained by considering
special cases of state redistribution. Note that our method also yields new proofs of the known
strong converse theorems for randomness extraction against QSI and data compression with
QSI (both proved by Tomamichel [Tom12] using the smooth entropy framework together with
the QAEP). These results can be found in [LWD16].
6.1. State redistribution
We rst discuss the operational setting of state redistribution (without feedback) in Section 6.1.1.
Section 6.1.2 contains the main result of this section, a strong converse theorem for state
redistribution. In Section 6.1.3, we introduce the feedback version of the state redistribution
protocol devised by Berta et al. [BCT16], and extend the strong converse theorem from the
previous section to this setting. Finally, in Section 6.1.4 we show how to obtain various quantum
information-processing tasks as special cases of state redistribution. As a corollary, we obtain
(previously known) strong converse theorems for these tasks as well.
6.1.1. Operational setting
Consider a tripartite state ρABC shared between Alice and Bob, with the systems A and C being
with Alice and the system B being with Bob. LetψABCR denote a purication of ρABC , where R
is an inaccessible, purifying reference system. Furthermore, Alice and Bob share entanglement
in the form of an MES ΦkTATB of Schmidt rank k , with the systems TA and TB being with Alice
and Bob, respectively. The goal of the state redistribution protocol is to transfer the system A
from Alice to Bob, while preserving its correlations with the other systems. In the process, the
shared entanglement is transformed to an MES Φm
T ′AT
′
B
of Schmidt rankm, where T ′A and T
′
B are
with Alice and Bob, respectively. The initial state and the target state are shown in Figure 6.2.
In achieving this goal, Alice and Bob are allowed to use local encoding and decoding opera-
tions on the systems in their possession. In addition, Alice is allowed to send qubits to Bob
(through a noiseless quantum channel). A general state redistribution protocol (ρ,Λ) with
Λ ≡ D ◦ E and ρ = ρABC therefore consists of the following steps (cf. Figure 6.3):
1. Alice applies an encoding CPTP map E : ACTA → C′T ′AQ and sends the system Q to Bob
through the noiseless quantum channel.
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ψABCR
C A B
TA TBΦk
R
(a) Initial state
ψA′B′C ′R
C′ A′ B′
T ′A T
′
BΦ
m
R
(b) Target state
Figure 6.2: State redistribution protocol that transfers Alice’s system A to Bob. Starting
with the initial state Φk ⊗ψ depicted in (a), the protocol outputs a state that is
close in delity to the target state Φm ⊗ψ depicted in (b).
2. Upon receiving the system Q , Bob applies a decoding CPTP map D : QBTB → T ′BA′B′,
whereHT ′B  HT ′A ,HA′  HA, andHB′  HB .
The initial state shared between Alice, Bob, and the reference is
Ω ≡ ΩTATBABCR B ΦkTATB ⊗ψABCR,
the state after Alice’s encoding operation is
ω ≡ ωT ′ATBC ′QBR B (E ⊗ idBRTB ) (Ω), (6.4)
and the nal state of the protocol (ρ,Λ) is given by
σ ≡ σT ′AT ′BA′B′C ′R B (Λ ⊗ idR ) (Ω) = (D ◦ E ⊗ idR ) (Ω). (6.5)
The aim is to obtain a state σ that is close to the target state
Ω̂ ≡ Ω̂T ′AT ′BA′B′C ′R B ΦmT ′AT ′B ⊗ψA′B′C ′R,
whereψA′B′C ′R = ψABCR . The gure of merit of the protocol is the delity F (σ , Ω̂). The number
of qubits that Alice sends to Bob is given by log |Q |, whereas the number of ebits consumed in
the protocol is given by logk − logm = log |TA | − log |T ′A |. If k < m, then ebits are gained in
the protocol.
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⊗
A
C
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TA
TB A′
C′
B′
T ′B
T ′A
Q
ψ Φk
ω σ
E
D
Reference
Alice
Bob
Figure 6.3: Schematic description of a state redistribution protocol between Alice (red), Bob
(blue), and a reference system (violet), with quantum communication (green)
from Alice to Bob. For a detailed description of the protocol, see Section 6.1.1.
We consider state redistribution in the asymptotic, memoryless setting, where Alice and Bob
start with n i.i.d. copies of the initial resource ρ, and the strong converse property is established
in the limit n → ∞. In this case, Alice and Bob initially share n identical copies of the state
ρABC with puricationψABCR , i.e., they share the state ρ⊗nABC with puricationψ
⊗n
ABCR . Moreover,
they share an MES Φkn
TnAT
n
B
of Schmidt rank kn. We then consider state redistribution protocols
(ρ⊗n,Λn ) with the gure of merit
Fn B F
(
σn,Φ
mn ⊗ψ ⊗n
)
, (6.6)
where Φmn
T ′nA T
′n
B
is a maximally entangled state of Schmidt rankmn, and σn B (Λn ⊗ idRn ) (Φkn ⊗
ψ ⊗n ), where Λn : AnCnTnA ⊗ BnTnB → C′nT ′nA ⊗ T ′nB A′nB′n with Qn being sent from Alice to Bob.
The two operational quantities of interest are:
• the quantum communication cost of the protocol (ρ⊗n,Λn ), given by
q
(
ρ⊗n,Λn
)
B
1
n
log |Qn |; (6.7)
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• the entanglement cost of the protocol (ρ⊗n,Λn ), given by
e
(
ρ⊗n,Λn
)
B
1
n
(logkn − logmn ) . (6.8)
A pair (e,q) ∈ R2 with q ≥ 0 is said to be an achievable rate pair for state redistribution of a
state ρABC , if there exists a sequence of protocols {(ρ⊗n,Λn )}n∈N, satisfying
lim sup
n→∞
q
(
ρ⊗n,Λn
)
= q lim sup
n→∞
e
(
ρ⊗n,Λn
)
= e lim inf
n→∞ Fn = 1.
Luo and Devetak [LD09] and Yard and Devetak [YD09] (see also [DY08]) proved that a pair
(e,q) is an achievable rate pair for state redistribution of a state ρABC with purication |ψ 〉ABCR
if and only if it lies in the region dened by
q ≥ 12 I (A;R |B)ψ q + e ≥ S (A|B)ρ, (6.9)
and depicted as the green shaded area in Figure 6.4.
A strong converse theorem for the quantum communication cost was proved by Berta et al.
[BCT15] using the smooth entropy framework. This theorem, however, did not prove the strong
converse property for the entire boundary of the achievable rate region given by (6.9), that is, it
did not prove the strong converse property for q+e ≥ S (A|B)ρ . Theorem 6.1.2 lls this gap, and
furthermore provides an alternative proof of the strong converse theorem of [BCT15] for the
quantum communication cost q. Eventually, based on the proof method of Theorem 6.1.2 and
discussions with the author of this thesis, Berta et al. [BCT16] extended their strong converse
theorem to also include the boundary of the achievable rate region corresponding to q + e .
Hence, both Theorem 6.1.2 and [BCT16] provide a complete strong converse theorem for state
redistribution, as depicted in Figure 6.4.
6.1.2. Strong converse theorem
We start with the following ‘one-shot’ result.
Lemma 6.1.1. Let ρ ≡ ρABC be a tripartite state with purication |ψ 〉ABCR , and let (ρ,Λ) be a
state redistribution protocol where Λ ≡ D ◦ E with E : ACTA → C′T ′AQ and D : QBTB → T ′BA′B′
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q + e ≥ S (A|B)ρ
achievable
region
1
2 I (A;R |B)ψ
strong converse
region
strong converse
region
e
q
1
2 I (A;C )ρ − 12 I (A;B)ρ
Figure 6.4: Plot of the plane of rate pairs (e,q) for state redistribution, where e is the
entanglement cost (6.8) and q is the quantum communication cost (6.7). The
shaded area (green) is the region of achievable rate pairs dened by {(e,q) : q +
e ≥ S (A|B)ρ and q ≥ 12 I (A;R |B)ψ }. The hatched area (red) is the strong converse
region, as proved in Theorem 6.1.2 as well as Berta et al. [BCT16].
as dened in Section 6.1.1. Furthermore, set
F B F
(
ΦmT ′AT
′
B
⊗ψA′B′C ′R, (D ◦ E ⊗ idR )
(
ΦkTATB ⊗ψABCR
))
.
We have the following bounds on F for α ∈ (1/2, 1) and β ≡ β (α ) = α/(2α − 1):
log F ≤ 1 − α2α
(
log |Q | + log |TA | − log |T ′A | − Sβ (AB)ρ + Sα (B)ρ
)
(6.10)
log F ≤ 1 − α2α
(
2 log |Q | − S˜β (R |B)ψ + S˜α (R |AB)ψ
)
. (6.11)
We also have the following alternative bound to (6.11):
log F ≤ 1 − α2α
(
2 log |Q | − I˜α (R;AB)ψ + I˜β (R;B)ψ
)
. (6.12)
Proof. We rst prove (6.10). Denote by UE : HACTA → HC ′T ′AQE1 and UD : HQBTB → HT ′BA′B′E2
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the Stinespring isometries of the maps E and D respectively, and dene the pure states
|ω〉C ′T ′AQTBBRE1 B UE
(
|Φk〉TATB ⊗ |ψ 〉ABCR
)
|σ 〉T ′AT ′BA′B′C ′RE1E2 B UD |ω〉C ′T ′AQTBBRE1 (6.13)
that purify the mixed states ω and σ dened in (6.4) and (6.5), respectively. We then have
Sα (QTBB)ω ≤ log |Q | + log |TA | + Sα (B)ρ, (6.14)
where we used subadditivity of the Rényi entropies (Lemma 3.3.3) twice, as well as the fact
that TA is the same size as TB . For the delity F B F (ΦmT ′AT ′B ⊗ ψA′B′C ′R,σT ′AT ′BA′B′C ′R ), we know
by Uhlmann’s Theorem 2.2.4 that there exists a pure state ϕE1E2 such that
F = F
(
ΦmT ′AT
′
B
⊗ψA′B′C ′R ⊗ ϕE1E2,σT ′AT ′BA′B′C ′RE1E2
)
≤ F
(
pimT ′B
⊗ ρA′B′ ⊗ ϕE2,σT ′BA′B′E2
)
, (6.15)
where |σ 〉T ′AT ′BA′B′C ′RE1E2 is the pure state dened in (6.13). The inequality follows from the
monotonicity of the delity under partial trace, (3.10).
Hence, setting β = α/(2α − 1) we obtain the following bound:
Sα (QTBB)ω = Sα (T
′
BA
′B′E2)σ
≥ Sβ (T ′BA′B′E2)pim⊗ρ⊗ϕ +
2α
1 − α log F
≥ log |T ′A | + Sβ (A′B′)ρ +
2α
1 − α log F , (6.16)
where we used the invariance of the Rényi entropies under the isometryUD (Proposition 3.1.2(v))
in the rst equality, Theorem 3.3.6(i) and (6.15) in the rst inequality, and positivity and addi-
tivity of the Rényi entropies (Proposition 3.3.2(i) and (ii)) in the second inequality. Combining
(6.14) and (6.16) then yields
log |Q | + log |TA | + Sα (B)ρ ≥ log |T ′A | + Sβ (AB)ρ +
2α
1 − α log F ,
which is equivalent to (6.10).
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To prove (6.11), we rst observe that
2α
1 − α log F ≤
2α
1 − α log F
(
pimT ′B
⊗ψA′B′R,σT ′BA′B′R
)
≤ S˜α (R |T ′BA′B′)pim⊗ψ − S˜β (R |T ′BA′B′)σ
= S˜α (R |A′B′)ψ − S˜β (R |T ′BA′B′)σ , (6.17)
where the rst inequality follows from monotonicity of the delity under partial trace, (3.10),
the second inequality follows from Theorem 3.3.6(ii), and the equality follows from Proposi-
tion 3.3.5(ii). We bound the second term on the right-hand side of (6.17) as follows:
−S˜β (R |T ′BA′B′)σ ≤ −S˜β (R |QBTB )ω
≤ −S˜β (R |BTB )ω + 2 log |Q |
= −S˜β (R |BTB )pik⊗ψ + 2 log |Q |
= −S˜β (R |B)ψ + 2 log |Q |, (6.18)
where we used data processing (Proposition 3.3.2(v)) in the rst inequality, and (3.14) and (3.16)
of Proposition 3.3.5 in the second inequality and the second equality, respectively. Substituting
(6.18) in (6.17) now yields (6.11).
The bound (6.12) follows from similar arguments as those used for the proof of (6.11), relying
on (3.15) and (3.17) of Proposition 3.3.5 and Theorem 3.3.6(iii) instead. 
Lemma 6.1.1 immediately implies the following strong converse theorem:
Theorem 6.1.2 (Strong converse for state redistribution).
Let ρ ≡ ρABC be a tripartite state with purication |ψ 〉ABCR , and let {(ρ⊗n,Λn )}n∈N be a sequence
of state redistribution protocols as described in Section 6.1.1, with gure of merit Fn as dened in
(6.6). For all n ∈ N we have the following bounds on Fn for α ∈ (1/2, 1) and β = α/(2α − 1):
Fn ≤ exp
{
−nκ (α )
[
Sβ (AB)ρ − Sα (B)ρ − (q + e )
] }
(6.19)
Fn ≤ exp
{
−nκ (α )
[
S˜β (R |B)ψ − S˜α (R |AB)ψ − 2q
] }
(6.20)
Fn ≤ exp
{
−nκ (α )
[
I˜α (R;AB)ψ − I˜β (R;B)ψ − 2q
] }
, (6.21)
where κ (α ) = (1 − α )/(2α ), and q ≡ q(ρ⊗n,Λn ) and e ≡ e (ρ⊗n,Λn ) are the quantum communi-
cation cost and entanglement cost dened in (6.7) and (6.8), respectively.
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In the following, we show how a strong converse as stated in (6.1) can be obtained from the
bounds in Theorem 6.1.2. Consider the bound (6.19), which involves the rate q + e , the sum of
quantum communication cost and entanglement cost. By (6.9), the optimal rate for q + e is the
conditional entropy S (A|B)ρ . Assume therefore that q + e < S (A|B)ρ , and choose δ > 0 such
that q+e +δ < S (A|B)ρ . Since β = α/(2α −1) → 1 as α → 1, we have from Proposition 3.3.2(vi)
that
lim
α→1
[
Sβ (AB)ρ − Sα (B)ρ
]
= S (AB)ρ − S (B)ρ = S (A|B)ρ .
Hence, there is an α∗ < 1 such that Sβ∗ (AB)ρ − Sα∗ (B)ρ > S (A|B)ρ −δ , where β∗ = α∗/(2α∗ − 1).
It follows that q + e < S (A|B)ρ − δ < Sβ∗ (AB)ρ − Sα∗ (B)ρ , and hence,
K B κ (α∗)[Sβ∗ (AB)ρ − Sα∗ (B)ρ − (q + e )] > 0.
Substituting this expression in (6.19) yields (6.1), and analogous arguments show how to obtain
(6.1) also from (6.20) or (6.21).
Having the above argument in mind, we refer to theorems of the form of Theorem 6.1.2 as
strong converse theorems in the sequel.
6.1.3. State redistribution with feedback
We now consider state redistribution with feedback [BCT16], where the state redistribution
protocol consists of M rounds of forward and backward quantum communication between
Alice and Bob. The initial state of the protocol is again the pure state ΦkTATB ⊗ ψABCR , where
systems A and C are with Alice, B is with Bob, R is an inaccessible reference system, and ΦkTATB
is an MES of Schmidt rank k shared between Alice (TA) and Bob (TB). As before, the goal is for
Alice to transfer the A system to Bob, while preserving its correlations with the other systems.
The main dierence to single-round state redistribution as described in Section 6.1.1 is that
now backward quantum communication from Bob to Alice is possible. Furthermore, we allow
for M rounds of communication in the following way (cf. Figure 6.5): Alice rst applies an
encoding operation E1 : ACTA → Q1A1 to the initial state and sends Q1 to Bob, who applies
a decoding operation D1 : Q1BTB → Q′1B1. The system Q′1 is the quantum communication
register that he sends back to Alice. She then applies the encoding E2 : Q′1A1 → Q2A2 and sends
Q2 to Bob, who applies the decodingD2 : Q2B1 → Q′2B2 and sends Q′2 back, and so forth. In the
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i-th round, we denote by ωi and σ i the states shared between Alice, Bob, and the reference,
after applying the encoding Ei and decoding Di , respectively. In the nal round, Alice applies
the encoding EM : Q′M−1AM−1 → QMC′T ′A and sends QM to Bob, who applies the decoding
DM : QMBM−1 → A′B′T ′B . The protocol succeeds if the nal state is close in delity to the pure
target state Φm
T ′AT
′
B
⊗ ψA′B′C ′R , where ψA′B′C ′R = ψABCR and ΦmT ′AT ′B is an MES of Schmidt rank m
shared between Alice and Bob.
⊗
A
C
R
B
TA
TB
A1
B1
Q′1
Q1
A2
B2
Q2
Q′2
Q3
C′
B′
T ′B
T ′A
A′
ω1 σ 1 ω2 σ 2 ω3
ψ Φk
σ 3
E1
D1
E2
D2
E3
D3
Reference
Alice
Bob
Figure 6.5: Schematic description of a state redistribution protocol with feedback (M = 3
rounds) between Alice (red), Bob (blue), and a reference system (violet), with
quantum communication (green) between Alice and Bob. For a detailed descrip-
tion of the protocol, see Section 6.1.3.
For a protocol acting on n i.i.d. copies of the initial state ρABC with puricationψABCR and a
shared maximally entangled stateΦkn
TnAT
n
B
of Schmidt rankkn, the target state is againn i.i.d. copies
of the state ψA′B′C ′R = ψABCR , together with a maximally entangled state ΦmnT ′nA T ′nB of Schmidt
rankmn. Denoting the total state redistribution protocol with M rounds of communication by
ΛMn , the gure of merit is the delity
Fn B F
(
Φmn
T ′nA T
′n
B
⊗ψ ⊗nA′B′C ′R,
(
ΛMn ⊗ idRn
) (
Φk
n
TnAT
n
B
⊗ψ ⊗nABCR
))
. (6.22)
With these denitions, we dene the entanglement cost e
(
ρ⊗n,ΛMn
)
, the forward quantum
communication cost q→
(
ρ⊗n,ΛMn
)
, and the total quantum communication cost q↔
(
ρ⊗n,ΛMn
)
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(equal to forward plus backward communication) as
e
(
ρ⊗n,ΛMn
)
B
1
n
(logkn − logmn ) = 1
n
(
log |TnA | − log |T ′nA |
)
(6.23)
q→
(
ρ⊗n,ΛMn
)
B
1
n
∑M
i=1
log |Qni | (6.24)
q↔
(
ρ⊗n,ΛMn
)
B q→ +
1
n
∑M−1
i=1
log |Q′ni |. (6.25)
Similar to Section 6.1.1, we call a triple (e,q→,q↔) ∈ R3 achievable for state redistribution
of a state ρABC with M rounds of communication, if there exists a sequence of protocols
{(ρ⊗n,ΛMn )}n∈N such that lim infn→∞ Fn = 1 and
lim sup
n→∞
e
(
ρ⊗n,ΛMn
)
= e
lim sup
n→∞
q→
(
ρ⊗n,ΛMn
)
= q→
lim sup
n→∞
q↔
(
ρ⊗n,ΛMn
)
= q↔.
Using the smooth entropy framework, Berta et al. [BCT16] proved that a triple (e,q→,q↔) is
achievable if and only if
q→ ≥ 12 I (A;R |B)ψ q↔ + e ≥ S (A|B)ρ . (6.26)
We rst note that both conditions in (6.26) are independent of the number M of commu-
nication rounds. Secondly, let us compare them to the conditions for single-round state
redistribution in (6.9). The achievable region for forward quantum communication coincides
with that of (6.9), as shown in [BCT16]. However, for state redistribution with feedback the
condition for the entanglement cost involves the total quantum communication between the
two parties. This arises from the fact that quantum communication from Bob to Alice can
introduce additional entanglement between them. In comparison to a single-round state re-
distribution protocol without feedback, the optimal rate of the overall entanglement cost e is
lowered by the amount of backward quantum communication, since we have q↔ ≥ q→.
Using the Rényi entropy method, we derive a strong converse theorem for state redistribu-
tion with feedback, Theorem 6.1.4 below, which originally appeared in [BCT16]. Similar to
Section 6.1.2, we rst prove the following ‘one-shot’ result:
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Lemma 6.1.3. Let ρABC be a tripartite state with purication |ψ 〉ABCR , and let (ρ,ΛM ) be a state
redistribution protocol withM rounds of communication as described above. Furthermore, set
F B F
(
ΦmT ′AT
′
B
⊗ψA′B′C ′R,
(
ΛM ⊗ idR
) (
ΦkTATB ⊗ψABCR
))
. (6.27)
For α ∈ (1/2, 1) and β = α/(2α − 1), we have the following bounds on F :
log F ≤ 1 − α2α
*,log |TA | − log |T ′A | +
M∑
i=1
log |Qi | +
M−1∑
i=1
log |Q′i | − Sβ (AB)ρ + Sα (B)ρ+- (6.28)
log F ≤ 1 − α2α
*,2
M∑
i=1
log |Qi | − S˜β (R |B)ψ + S˜α (R |AB)ψ +- (6.29)
log F ≤ 1 − α2α
*,2
M∑
i=1
log |Qi | − I˜α (R;AB)ψ + I˜β (R;B)ψ +-. (6.30)
Proof. We rst prove (6.29). For α ∈ (1/2, 1) and β = α/(2α − 1), we can bound the delity F
(dened in (6.27)) from above by
2α
1 − α log F ≤
2α
1 − α log F
(
pimT ′B
⊗ψA′B′R,σMT ′BA′B′R
)
≤ S˜α (R |T ′BA′B′)pim⊗ψ − S˜β (R |T ′BA′B′)σM
= S˜α (R |AB)ψ − S˜β (R |T ′BA′B′)σM , (6.31)
where we used the monotonicity of the delity under partial trace, (3.10), in the rst inequality,
Theorem 3.3.6(ii) in the second inequality, and (3.16) of Proposition 3.3.5 together with the fact
that ρA′B′R = ρABR in the equality.
For the second term on the right-hand side of (6.31), we then consider the following chain
of inequalities, which should be compared to the schematic description of state redistribution
with feedback in Figure 6.5:
−S˜β (R |T ′BA′B′)σM ≤ −S˜β (R |QMBM−1)ωM
≤ −S˜β (R |BM−1)ωM + 2 log |QM |
= −S˜β (R |BM−1)σM−1 + 2 log |QM |
≤ −S˜β (R |Q′M−1BM−1)σM−1 + 2 log |QM |
≤ −S˜β (R |QM−1BM−2)ωM−1 + 2 log |QM |
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...
≤ −S˜β (R |TBB)ω1 + 2
M∑
i=1
log |Qi |
= −S˜β (R |TBB)pik⊗ψ + 2
M∑
i=1
log |Qi |
= −S˜β (R |B)ψ + 2
M∑
i=1
log |Qi |. (6.32)
In the rst inequality we used data processing with respect to the decoding map DM (Proposi-
tion 3.3.2(v)). The second inequality follows from the dimension bound (3.14) for the Rényi
conditional entropy in Proposition 3.3.5. In the rst equality we used the fact that the system
BM−1 is not aected by the encoding EM . The third inequality is data processing for the Rényi
conditional entropy with respect to the partial trace over Q′M−1. We then iteratively apply
these steps until we reach the last inequality. The subsequent equality follows from the fact
that the encoding E1 does not act on the systems B and TB . In the last step we used (3.16) of
Proposition 3.3.5. Combining (6.31) and (6.32) now yields (6.29). The proof of the bound in
(6.30) follows in a similar manner, and we therefore omit it.
To prove (6.28), we consider Stinespring isometries UEi and UDi of the encoding and decod-
ing maps Ei and Di with environments Ei and Di , respectively. Moreover, in the following
calculations we denote by ωi and σ i the pure states obtained from applying the isometries UEi
and UDi to the initial state Φk ⊗ψ , respectively. The nal state of the protocol is then the pure
state
|σM〉T ′AT ′BA′B′C ′RE1...EMD1...DM = (UDMUEM . . .UD1UE1 ⊗ 1R )
(
|Φk〉TATB ⊗ |ψ 〉ABCR
)
.
By Uhlmann’s Theorem 2.2.4 there exists a pure state χE1...EMD1...DM such that the following
holds for α ∈ (1/2, 1) and β = α/(2α − 1):
2α
1 − α log F =
2α
1 − α log F
(
σMT ′AT
′
BA
′B′C ′RE1...EMD1...DM ,Φ
m
T ′AT
′
B
⊗ψA′B′C ′R ⊗ χE1...EMD1...DM
)
≤ 2α1 − α log F
(
σMT ′BA′B′D1...DM
,pimT ′B
⊗ ρA′B′ ⊗ χD1...DM
)
≤ Sα (T ′BA′B′D1 . . .DM )σM − Sβ (T ′BA′B′D1 . . .DM )pim⊗ρ⊗χ
≤ Sα (T ′BA′B′D1 . . .DM )σM − Sβ (AB)ρ − log |T ′B |, (6.33)
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where the rst inequality follows from the monotonicity of the delity under partial trace,
(3.10), the second inequality follows from Theorem 3.3.6(i), and the third inequality follows
from Proposition 3.3.2(i) and (ii).
For the rst term of the right-hand side of (6.33), consider the following steps:
Sα (T
′
BA
′B′D1 . . .DM )σM = Sα (QMBM−1D1 . . .DM−1)ωM
≤ Sα (BM−1D1 . . .DM−1)ωM + log |QM |
= Sα (RQMC
′T ′AE1 . . . EM )ωM + log |QM |
= Sα (RQ
′
M−1AM−1E1 . . . EM−1)σM−1 + log |QM |
≤ Sα (RAM−1E1 . . . EM−1)σM−1 + log |QM | + log |Q′M−1 |
= Sα (Q
′
M−1BM−1D1 . . .DM−1)σM−1 + log |QM | + log |Q′M−1 |
= Sα (QM−1BM−2D1 . . .DM−2)ωM−1 + log |QM | + log |Q′M−1 |
...
≤ Sα (TBB)ω1 +
M∑
i=1
log |Qi | +
M−1∑
i=1
log |Q′i |
= Sα (TBB)pik⊗ρ +
M∑
i=1
log |Qi | +
M−1∑
i=1
log |Q′i |
= Sα (B)ρ + log |TB | +
M∑
i=1
log |Qi | +
M−1∑
i=1
log |Q′i |. (6.34)
In the rst equality we used invariance of the Rényi entropy under the isometry UDM (Proposi-
tion 3.1.2(v)). In the rst inequality we used subadditivity (Lemma 3.3.3), and in the second
equality we used the duality of the Rényi entropy (Proposition 3.3.2(iii)) for the pure state
|ωM〉. The third equality follows from the invariance of the Rényi entropy underUEM . We then
follow the same steps iteratively, passing from ωM to σM−1 and ωM−1 and so on, until we reach
ω1TBB = pi
k
TB
⊗ ρB . Substituting (6.34) in (6.33) then yields (6.28), and we are done. 
Theorem 6.1.4 (Strong converse for state redistribution with feedback).
Let ρABC be a tripartite state with purication |ψ 〉ABCR , and let ΛMn be a state redistribution protocol
with M rounds of communication as described above. For α ∈ (1/2, 1) and β = α/(2α − 1) we
have the following bounds on Fn as dened in (6.22):
Fn ≤ exp
{
−nκ (α )
[
Sβ (AB)ρ − Sα (B)ρ − (q↔ + e )
] }
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Fn ≤ exp
{
−nκ (α )
[
S˜β (R |B)ψ − S˜α (R |AB)ψ − 2q→
] }
Fn ≤ exp
{
−nκ (α )
[
I˜α (R;AB)ψ − I˜β (R;B)ψ − 2q→
] }
,
where κ (α ) = (1 − α )/(2α ), and e = e
(
ρ⊗n,ΛMn
)
, q→ = q→
(
ρ⊗n,ΛMn
)
, and q↔ = q↔
(
ρ⊗n,ΛMn
)
are the entanglement cost (6.23), forward quantum communication cost (6.24), and total quantum
communication cost (6.25), respectively.
6.1.4. Reduction to other protocols
In this section, we show how to obtain a range of quantum information-processing protocols by
considering special cases of the state redistribution protocol described in Section 6.1.1. For these
reductions, which were rst discussed in [LD09] and [YD09], we obtain (previously known)
strong converse theorems as corollaries of our strong converse theorem for state redistribution
(Theorem 6.1.2 in Section 6.1.2).
Blind quantum source coding
Assume that the systems C and B in the initial stateψABCR of the state redistribution protocol
from Section 6.1.1 are trivial systems. In the absence of shared entanglement in both the
initial and target state, state redistribution can then be understood as blind quantum source
coding, or Schumacher compression [Sch95], where the quantum communication system Q
after the encoding E : A → Q holds the compressed state E (ρA). Here, we assume that the
quantum state ρA with puricationψAR is the source state ρA =
∑
i piϕi of a quantum source
with underlying ensemble {pi ;ϕi }i (cf. Section 5.1.1 in Chapter 5). Since the encoding map E in
the state redistribution protocol from Section 6.1.1 is a linear CPTP map, it corresponds to a
blind encoding (cf. Section 5.1.2). The full protocol is depicted in Figure 6.6.
In the reduction of state redistribution to blind quantum source coding outlined above, the
corresponding gure of merit for n copies of ρA (i.e., the source is assumed to be memoryless)
is the delity
Fn = F
(
ψ ⊗nA′R, (Dn ◦ En ⊗ idRn )
(
ψ ⊗nAR
))
, (6.35)
where En : An → Qn and Dn : Qn → A′n denote the blind encoding and decoding map, respec-
tively. Note that the delity Fn in (6.35) is equal to the entanglement delity Fe (ρ⊗n,Dn ◦ En )
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A
R
A′Q
ψ
σ
E D
Figure 6.6: Schematic description of blind quantum source coding with blind encoding
map E and decoding map D. The source state is given by the state ρA with
puricationψAR , and the compressed state on the quantum system Q (green) is
E (ρA).
that we dened in (3.68) in Section 3.4.4. This gure of merit for quantum source coding was
rst considered by Winter [Win99b], and also used in [DL15]. The rate of the protocol is given
in terms of the compressed system dimension |Qn |, which we called Mn in Section 5.1.2:
q B
1
n
log |Qn | = 1
n
logMn . (6.36)
The strong converse theorem for state redistribution, Theorem 6.1.2, now immediately yields
a strong converse theorem for blind quantum source coding, rst proved by Winter [Win99b]
using the method of types. The following formulation of the strong converse theorem based
on the Rényi entropy method was rst proved by Hayashi [Hay02] for both the visible and the
blind encoding setting (see also [Sha14]).
Corollary 6.1.5 (Strong converse for blind quantum source coding).
Let ρA =
∑
i piϕi be the source state of a quantum source with source ensemble {pi ; |ϕi〉}i , and
assume that ρA is puried by |ψ 〉AR . Furthermore, for all n ∈ N let Fn be dened as in (6.35). We
then have the following bound on Fn for all n ∈ N and β ∈ (1,∞):
Fn ≤ exp
{
−nι (β )
[
Sβ (A)ρ − q
] }
,
where ι (β ) = (β − 1)/β , and q is the compression rate dened in (6.36).
Proof. For α , β ≥ 1/2 such that 1/α + 1β = 2, and a pure stateψAR , we have
S˜α (R |A)ψ = −Sβ (R)ψ = −Sβ (A)ρ,
where the rst and second equality use duality for the Rényi conditional entropy (Proposi-
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tion 3.3.2(iv)) and Rényi entropy (Proposition 3.3.2(iii)), respectively. The desired bound now
follows from (6.20) in Theorem 6.1.2. 
Coherent state merging
Coherent state merging [ADH+09; Dev06] is the task in which Alice wants to transfer theA-part
of a bipartite state ρAB to Bob (who holds the B system), while at the same time generating
entanglement between them. We assume that ρAB is puried by an inaccessible reference
system R. To achieve their goal, Alice and Bob are allowed to perform local operations on the
systems in their possession as well as noiseless quantum communication. This protocol (also
known as ‘Fully Quantum Slepian Wolf’ (FQSW) protocol [ADH+09]) is a special case of the
state redistribution protocol from Section 6.1.1 where the system C is absent (or equivalently
taken to be a trivial one-dimensional system), and Alice and Bob do not share any entanglement
prior to commencing the protocol (hence, the systems TA and TB are trivial and entanglement
is always gained in the course of the protocol). See Figure 6.7 for the initial and target state of
coherent state merging (when read from left to right).
ψABR
A B
R
State merging
State splitting
ψA′B′R
A′ B′
T ′A T
′
BΦ
m
R
Figure 6.7: Schematic description of coherent state merging (from left to right) and quantum
state splitting (from right to left). For the correspondence between the labels
used in the description of quantum state splitting and the ones used here, see
(6.39).
Let Alice and Bob share n identical copies of the state ρAB with purication ψABR , i.e., the
state ρ⊗nAB with puricationψ
⊗n
ABR . A general coherent state merging protocol (ρ
⊗n,Λn ) is given
by a joint quantum operation Λn ≡ Dn ◦ En where En : An → T ′nA Qn is Alice’s encoding
map, the system Qn is sent to Bob, and Dn : QnBn → T ′nB A′nB′n is Bob’s decoding map. Here,
HA′n  HAn , HT ′nB  HT ′nA , and HB′n  HBn . Denoting the nal state of the protocol by
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σn = (Λn ⊗ idRn ) (ψ ⊗nABR ), the gure of merit is chosen to be the delity
Fn B F
(
σn,Φ
mn
T ′nA T
′n
B
⊗ψ ⊗nA′B′R
)
, (6.37)
where the second argument of the delity is the target state of the protocol (ρ⊗n,Λn ).
The quantum communication cost qcsm(ρ⊗n,Λn ) and the entanglement gain ecsm(ρ⊗n,Λn ) are
dened in analogy to Section 6.1.1:
qcsm(ρ
⊗n,Λn ) B
1
n
log |Qn | ecsm(ρ⊗n,Λn ) B 1
n
log |T ′nA |. (6.38)
Note that ecsm(ρ⊗n,Λn ) diers by a minus sign from the entanglement cost for state redistribu-
tion dened in (6.8) in Section 6.1.1, as ecsm(ρ⊗n,Λn ) quanties a gain instead of a cost. A pair
(e,q) with e,q ≥ 0 is said to be an achievable rate pair for coherent state merging of a state
ρAB , if there exists a sequence of protocols {(ρ⊗n,Λn )}n∈N such that
lim sup
n→∞
qcsm(ρ
⊗n,Λn ) = q lim inf
n→∞ ecsm(ρ
⊗n,Λn ) = e lim inf
n→∞ Fn = 1.
Coherent state merging was introduced by Abeyesinghe et al. [ADH+09] and further investi-
gated in [BCR11; DH11]. In [ADH+09], it was proved that a rate pair (e,q) is achievable if and
only if e and q satisfy the conditions
q ≥ 12 I (A;R)ψ q − e ≥ S (A|B)ρ .
As mentioned above, every coherent state merging protocol can be seen as a special case of
a state redistribution protocol where the systems C and TA are trivial. In this case, I (A;R |B)ψ =
I (A;R)ψ , and we obtain the following strong converse theorem from Theorem 6.1.2:
Corollary 6.1.6 (Strong converse for coherent state merging).
Let ρ ≡ ρAB be a bipartite state with purication |ψ 〉ABR , and let {(ρ⊗n,Λn )}n∈N be a sequence of
coherent state merging protocols as described above, with gure of merit Fn as dened in (6.37).
For all n ∈ N we have the following bounds on the delity Fn for α ∈ (1/2, 1) and β = α/(2α − 1):
Fn ≤ exp
{
−nκ (α )
[
Sβ (AB)ρ − Sα (B)ρ − qcsm + ecsm
] }
Fn ≤ exp
{
−nκ (α )
[
Sβ (R)ψ − S˜α (R |A)ψ − 2qcsm
] }
,
where κ (α ) = (1 − α )/(2α ), and qcsm ≡ qcsm(ρ⊗n,Λn ) and ecsm ≡ ecsm(ρ⊗n,Λn ) denote the
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quantum communication cost and entanglement gain, respectively, as dened in (6.38).
Quantum state splitting
Quantum state splitting is the task in which Alice holds a bipartite state ρAC and wants to split
it between her and Bob by transferring the A system to him. As before, we assume that ρAC
is puried by an inaccessible reference system R, i.e., we consider a puricationψACR of ρAC .
To accomplish the task, Alice and Bob are allowed to use prior shared entanglement and do
local operations on the systems they possess or receive. This protocol (also known as ‘Fully
Quantum Reverse Shannon’ (FQRS) protocol [ADH+09; Dev06]) is dual to the coherent state
merging protocol under time reversal [Dev06]. Hence, the quantum state splitting protocol
can also be obtained as a special case from the state redistribution protocol, if the systems B
and T ′A are taken to be trivial. That is, Bob does not possess a share of the input state of the
protocol, and the target state does not consist of an MES shared between Alice and Bob (i.e.,
the protocol always consumes entanglement). See Figure 6.7 for the initial and target state of
the quantum state splitting protocol (when read from right to left). Note that Figure 6.7 uses
dierent labels for the quantum systems involved, which stem from depicting quantum state
splitting as the time reversal of coherent state merging. The labels used in the left columns
of (6.39) correspond to the ones used in Figure 6.7, shown in the right columns of (6.39), as
follows:
A↔ A′ C′ ↔ B
C ↔ B′ TA ↔ T ′B
B′ ↔ A TB ↔ T ′A.
(6.39)
Let Alice and Bob share n identical copies of the state ρAC with puricationψACR , i.e., the state
ρ⊗nAC with puricationψ
⊗n
ACR . A general quantum state splitting protocol (ρ
⊗n,Λn ) is given by a
joint quantum operation Λn = Dn ◦ En where En : AnCnTnA → C′nQn is Alice’s encoding map,
the system Qn is sent to Bob, and Dn : QnTnB → A′n is Bob’s decoding map. Here,HA′n  HAn
and HC ′n  HCn . Denote the nal state of the protocol by σn = (Λn ⊗ idRn ) (Ωn ) where
Ωn ≡ Φkn
TnAT
n
B
⊗ ψ ⊗nACR is the initial state shared between Alice and Bob. With ψ ≡ ψA′C ′R , the
gure of merit is chosen to be the delity
Fn B F
(
σn,ψ
⊗n) . (6.40)
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The quantum communication cost qqss(ρ⊗n,Λn ) and the entanglement cost eqss(ρ⊗n,Λn ) are
dened in analogy to Section 6.1.1:
qqss(ρ
⊗n,Λn ) B
1
n
log |Qn | eqss(ρ⊗n,Λn ) B 1
n
log |TnA |. (6.41)
A pair (e,q) with e,q ≥ 0 is said to be an achievable rate pair for quantum state splitting of a
state ρAC , if there exists a sequence of protocols {(ρ⊗n,Λn )}n∈N such that
lim inf
n→∞ Fn = 1 lim supn→∞
eqss(ρ
⊗n,Λn ) = e lim sup
n→∞
qqss(ρ
⊗n,Λn ) = q.
The optimal rates of entanglement cost and quantum communication cost for quantum state
splitting were investigated in [ADH+09; BDH+14; BCR11]: A rate pair (e,q) is achievable if
and only if e and q satisfy
q ≥ 12 I (A;R)ψ q + e ≥ S (A)ρ .
One-shot bounds characterizing the quantum communication cost and entanglement cost for
quantum state splitting were derived by Berta et al. [BCR11] as a building block in their proof
of the Quantum Reverse Shannon theorem based on smooth entropies.
As mentioned in the beginning of this section, quantum state splitting is a special case of
state redistribution with the choices |B | = |T ′A | = 1. In this case, I (A;R |B)ρ = I (A;R), and
Theorem 6.1.2 yields the following strong converse theorem for quantum state splitting:
Corollary 6.1.7 (Strong converse for quantum state splitting).
Let ρ ≡ ρAB be a bipartite state with purication |ψ 〉ABR , and let {(ρ⊗n,Λn )}n∈N be a sequence of
quantum state splitting protocols as described above, with gure of merit Fn as dened in (6.40).
For all n ∈ N we have the following bounds on the delity Fn for α ∈ (1/2, 1) and β = α/(2α − 1):
Fn ≤ exp
{
−nκ (α )
[
Sβ (A)ρ − (qqss + eqss)
] }
Fn ≤ exp
{
−nκ (α )
[
Sβ (R)ψ − S˜α (R |A)ψ − 2qqss
] }
Fn ≤ exp
{
−nκ (α )
[
I˜α (R;A)ψ − 2qqss
] }
,
where κ (α ) = (1−α )/(2α ), and qqss ≡ qqss(ρ⊗n,Λn ) and eqss ≡ eqss(ρ⊗n,Λn ) denote the quantum
communication cost and entanglement cost dened in (6.41), respectively.
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6.2. Measurement compression with QSI
6.2.1. Operational setting
Consider a bipartite state ρAB between two parties (say, Alice and Bob), a POVM Λ = {Λx }x∈X
on the A system, and a classical register X corresponding to the outcomes of Λ. Suppose that
Alice wants to communicate X to Bob via classical communication. A simple solution is of
course for Alice to apply the POVM Λ and send the outcome to Bob, requiring log |X | bits of
communication. In measurement compression with quantum side information (QSI), Alice
and Bob want to reduce this communication cost by simulating the POVM Λ using shared
randomness, Bob’s QSI B, and sending log |L| bits of classical communication with |L| ≤ |X |.
This information-theoretic task was introduced in [WHB+12] as an extension of Winter’s
original formulation of measurement compression [Win04]. In the following, we explain this
protocol in more detail.
Given ρAB ∈ D (HAB ) and a POVM Λ = {Λx }x∈X on the A system with outcome X , a general
protocol for measurement compression with QSI consists of the following steps (cf. Figure 6.8):
Alice applies a quantum operation E : AMA → X¯L to her shares of a puricationψRAB of the
initial state ρAB (with R being an inaccessible reference system) and the shared randomness
χMAMB . This produces a classical register X¯ that holds her copy of the simulated outcome of
the measurement, and a classical register L. She sends the latter to Bob, who then applies
a quantum operation D : LBMB → XˆB′ to L and his shares of ψRAB and χMAMB , producing a
quantum output B′ and the classical output Xˆ , which represents the simulated outcome of the
measurement. We denote the overall state of the protocol after applying E and D by ω and σ ,
respectively.
We compare the nal state σ of the protocol outlined above to the ideal state φRXX ′B that
would result from Alice applying the POVM Λ to her system A yielding the outcome X ,
and sending a copy X ′  X uncompressed to Bob. That is, for ζA ∈ D (HA) we dene the
measurement channelMΛ(ζA) B ∑x∈X tr(ΛxζA) |x〉〈x |X ⊗ |x〉〈x |X ′ associated to the POVM Λ
(cf. Section 2.2.2), and set
φRXX ′B B (idRB ⊗MΛ) (ψRAB ). (6.42)
The aim of the measurement compression protocol is to assure that σ is close in delity to φ.
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Figure 6.8: Schematic description of a measurement compression protocol with QSI between
Alice (red), Bob (blue), and a reference system (violet), with classical communi-
cation (green) from Alice to Bob. Double lines indicate classical systems. For a
detailed description of the protocol, see Section 6.2.1.
Hence, the gure of merit of the protocol is the delity
F B F
(
φRXX ′B,σRX¯XˆB′
)
= F
(
φRXX ′B, (idR ⊗D ◦ E) (ψRAB ⊗ χMAMB )
)
.
Given n identical copies of the input state ρAB with puricationψRAB , and shared randomness
χMnAM
n
B
between Alice and Bob, we consider a measurement compression protocol (En,Dn )
for the POVM Λ⊗n, where En : AnMnA → X¯nLn and Dn : LnBnMnB → XˆnB′n are the encoding
and decoding maps, respectively, and Ln is a classical register corresponding to the classical
communication between Alice and Bob. The gure of merit is then given by the delity
Fn B F
(
φn, (idRn ⊗Dn ◦ En )
(
ψ ⊗nRAB ⊗ χMnAMnB
))
, (6.43)
where the ideal state φn is obtained by Alice applying the POVM Λ⊗n to the An part of ρ⊗n
yielding the outcome Xn, and sending a copy X ′n  Xn uncompressed to Bob. Our discussion
is centered on the following operational quantities:
• The classical communication cost, given by
c
(
ρ⊗n,Λ⊗n
)
B
1
n
log |Ln |; (6.44)
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• the randomness cost, given by
r
(
ρ⊗n,Λ⊗n
)
B
1
n
log |MnA |.
A rate pair (c, r ) with c, r ≥ 0 is called achievable if there exists a sequence {(En,Dn )}n∈N of
measurement compression protocols such that
lim sup
n→∞
c
(
ρ⊗n,Λ⊗n
)
= c lim sup
n→∞
r
(
ρ⊗n,Λ⊗n
)
= r lim inf
n→∞ Fn = 1.
Wilde et al. [WHB+12] proved that (c, r ) is achievable if and only if
c ≥ I (X ;R |B)φ (6.45a)
c + r ≥ S (X |B)φ, (6.45b)
where φRXX ′B is the ideal state of the protocol dened in (6.42).
6.2.2. Strong converse theorem
In this section, we strengthen the weak converse result obtained from (6.45a) for the classical
communication cost in measurement compression with QSI to a strong converse theorem.
Similar to Section 6.1, we rst derive the following ‘one-shot’ result:
Lemma 6.2.1. Let ρAB be a bipartite state with purication ψRAB , and let Λ be a POVM on A.
Furthermore, let (E,D) be a measurement compression protocol as dened in Section 6.2.1 with
gure of merit
F B F
(
φRXX ′B, (idR ⊗D ◦ E) (ψRAB ⊗ χMAMB )
)
.
We have the following bound on F for α ∈ (1/2, 1) and β ≡ β (α ) = α/(2α − 1):
log F ≤ 1 − α2α
(
log |L| − S˜β (R |B)φ + S˜α (R |XB)φ
)
. (6.46)
Proof. We dene the states
ωRX¯LBMB B (idRBMB ⊗E) (ψRAB ⊗ χMAMB )
σRX¯XˆB′ B (idR ⊗D ◦ E) (ψRAB ⊗ χMAMB ).
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To prove (6.46), consider the following bound for α ∈ (1/2, 1) and β = α/(2α − 1):
2α
1 − α log F ≤
2α
1 − α log F
(
σRXˆB′,φRXB
)
≤ S˜α (R |XB)φ − S˜β (R |XˆB′)σ , (6.47)
where the rst inequality follows from the monotonicity of the delity under partial trace, and
the second inequality follows from Theorem 3.3.6(ii).
We continue to bound the second term on the right-hand side of (6.47):
−S˜β (R |XˆB′)σ ≤ −S˜β (R |LBMB )ω
≤ log |L| − S˜β (R |BMB )ω
= log |L| − S˜β (R |BMB )ψ⊗χ
= log |L| − S˜β (R |B)φ . (6.48)
The rst inequality follows from data processing with respect to the quantum operation
D : LMBB → XˆB′ (Proposition 3.3.2(v)), the second inequality follows from (3.26) in Propo-
sition 3.3.7, and the rst equality follows from the fact that ωRBMB = ψRB ⊗ χMB . In the last
equality we used (3.16) in Proposition 3.3.5, and the fact thatψRB = φRB . Substituting (6.48) in
(6.47) then yields the claim. 
This immediately implies the following strong converse theorem:
Theorem 6.2.2 (Strong converse theorem for measurement compression with QSI).
Let ρAB be a bipartite state, Λ a POVM on A, and {(En,Dn )}n∈N be a sequence of measurement
compression protocols as described in Section 6.2.1, with gure of merit Fn as dened in (6.43). For
all n ∈ N we have the following bound on Fn for α ∈ (1/2, 1) and β = α/(2α − 1):
Fn ≤ exp
{
−nκ (α )
[
S˜β (R |B)φ − S˜α (R |XB)φ − c
] }
,
where κ (α ) = (1 − α )/(2α ), and c ≡ c (ρ⊗n,Λ⊗n ) is the classical communication cost dened in
(6.44).
The achievable rate region in the (c, r )-plane is determined by the two boundaries c ≥
I (X ;R |B)φ and c +r ≥ S (X |B)φ , as stated in (6.45) (compare this to the similar situation for state
redistribution discussed in Section 6.1). Theorem 6.2.2 only proves the strong converse property
for the c-boundary of the achievable rate region, and it remains open to prove the strong
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converse property also for the (c + r )-boundary as stated in (6.45b). While the proof of (6.46)
in Lemma 6.2.1 closely follows that of (6.11) in Lemma 6.1.1, it seems that the proof method of
(6.10) does not immediately carry over to show the desired bound for c + r in measurement
compression. In other words, it is unclear whether a bound of the form
log F
?≤ f (α ) (log |L| + log |MA | − Sβ (α ) (XB)φ + Sα (B)φ )
holds for some functions f (α ) and β (α ) satisfying f (α ) > 0 for all α in some open interval
whose boundary contains 1, and limα→1 β (α ) = 1.
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7.1. Summary of the main results
This thesis investigated mathematical properties of the sandwiched Rényi divergence (SRD) and
the information spectrum relative entropy, which were then used to further rene the optimal
rates of quantum information-processing tasks in the following way: rstly, we derived the
second order asymptotics for quantum source coding using a general mixed source, obtaining
the case of a memoryless source as a corollary. While the second order asymptotic expansion
of the optimal compression length provides a useful and easily computable approximation for
nite blocklengths, it also determines the rate of convergence to the optimal rate (equal to
the von Neumann entropy in the case of a memoryless source). Secondly, we proved strong
converse theorems for state redistribution (with and without feedback) and measurement
compression with quantum side information. These theorems establish the optimal rates of
these tasks as sharp thresholds: any code at a rate beyond the optimal rate fails with certainty
in the asymptotic limit.
In Chapter 3, we discussed the α-SRD D˜α (·‖·). We rst investigated the limit α → 0, and
found that the quantity limα→0 D˜α (ρ‖σ ) is equal to the well-known 0-relative Rényi entropy
D0(ρ‖σ ) only if the supports of ρ and σ are equal (Theorem 3.2.7). We then considered
entropic quantities derived from the SRD, and extended the ‘Rényi entropic calculus’ by
proving various properties for the Rényi conditional entropy and the Rényi mutual information
(Proposition 3.3.5, Theorem 3.3.6, and Proposition 3.3.7). Most notably, we proved bounds on
the delity of two quantum states in terms of Rényi entropic quantities, which were crucial
in the proofs of the strong converse theorems in Chapter 6. Finally, we discussed Frank and
Lieb’s proof of the data processing inequality for D˜α (·‖·) for the range α ≥ 1/2 [FL13], and
derived an algebraic necessary and sucient condition for equality (Theorem 3.4.1). We also
gave applications of this result by proving equality conditions for certain entropic bounds
(Theorem 3.4.9, Theorem 3.4.13, and Proposition 3.4.15).
147
7. Conclusion
Chapter 4 reviewed the derivation of the second order asymptotic expansion of the informa-
tion spectrum relative entropy Dεs (·‖·) by Tomamichel and Hayashi [TH13], which is based on
the Berry-Esseen Theorem. We also gave a direct proof for the second order asymptotic expan-
sion of Dεs (·‖·) in the special case where the second operator is the identity (Corollary 4.2.8).
In the information-theoretic part of this thesis, we used the mathematical results from
Chapters 3 and 4 in the analysis of optimal rates of quantum information-theoretic tasks. In
Chapter 5, we derived the second order asymptotic rate of quantum source coding using a
mixed source (Theorem 5.2.8). For the achievability part of this result, we constructed universal
source codes for memoryless quantum sources achieving any given second order rate if the
rst order rate is equal to the von Neumann entropy of the source (Proposition 5.2.3). We also
specialized the main result to a nite mixture of memoryless sources (Corollary 5.2.9) and the
case of two memoryless sources, where an exhaustive description is possible (Theorem 5.2.10).
Furthermore, in Corollary 5.2.11 we recovered the second order asymptotics of visible quantum
source coding using a single memoryless source, which were proved in [DL15].
In Chapter 6, we proved strong converse theorems for both the quantum communication cost
and the entanglement cost of state redistribution (Theorem 6.1.2), covering also the feedback
case where quantum back-communication from Bob to Alice as well as multiple communication
rounds are allowed (Theorem 6.1.4). We showed how the tasks of blind quantum source coding,
coherent state merging, and quantum state splitting can be regarded as special cases of the
state redistribution protocol, hence rederiving known strong converse theorems for these tasks
as well (Corollary 6.1.5, Corollary 6.1.6, and Corollary 6.1.7). We also proved a strong converse
theorem for the classical communication cost in measurement compression with quantum side
information (Theorem 6.2.2).
7.2. Open problems and future research directions
In the following, we collect the open problems that were mentioned in conjunction with the
results obtained in this thesis. We also formulate some more general open problems.
7.2.1. Suciency and the sandwiched Rényi divergence
We derived an algebraic necessary and sucient condition for equality in the DPI for the
α-SRD in the full range α ∈ [1/2, 1) ∪ (1,∞). Jenčová [Jen16] proved that for α > 1 equality in
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the DPI for the α-SRD is equivalent to suciency of the quantum operation Φ for the states
involved, with the recovery map given by the well-known Petz recovery map. Furthermore,
Hiai and Mosonyi [HM16] proved similar results for the range α ∈ (1/2, 1) under more special
circumstances (assuming that the CPTP map Φ is also unital, and that one of the states is a
xed point of Φ). It would be interesting to have a general suciency result for the case of
equality in the DPI for the α-SRD in the range α ∈ (1/2, 1). Note that for α = 1/2 and α = ∞, it
is known that such a suciency result cannot hold (see Section 3.4.3).
7.2.2. Second order asymptotics of tasks with memory
Quantum source coding using a mixed source is a simple toy model for an information-theoretic
task employing a resource with memory, and our derivation of its second order asymptotics
(Theorem 5.2.8) marks the rst such result beyond the memoryless regime. As the assumption
of a memoryless resource might not be justied in realistic scenarios, it is certainly desirable to
investigate other information-theoretic tasks that employ resources with memory.
A natural candidate for such an investigation is mixed c-q channel coding. In this task, we
assume that Alice and Bob are connected by a channel W (n) given as a general mixture of
memoryless c-q channels. That is, the channel is of the formW (n) =
∫
Λ
dµ (λ)W ⊗n
λ
, where Λ is
a parameter space with a normalized measure µ, and for each λ ∈ Λ the channelWλ is c-q. In
the classical setting, the second order asymptotics of mixed channel coding were investigated
by Polyanskiy et al. [PPV11], Tomamichel and Tan [TT15], and Yagi et al. [YHN16]. One would
seek to nd a quantum generalization of these results in the same way as our Theorem 5.2.8
generalizes the results by Nomura and Han [NH13] for classical mixed source coding.
In analogy to our discussion in Chapter 5, a partial result towards determining the second
order asymptotics of mixed c-q channel coding might be the construction of universal codes
achieving second order rates for memoryless c-q channels. Universal codes for memoryless
c-q channels achieving rst order rates were found by Hayashi [Hay09] and Bjelaković and
Boche [BB09]. The latter paper derived them to discuss channel coding using compound and
averaged quantum channels, tasks that are closely related to mixed channel coding.
At this point, we also mention once more the problem of determining the exact second order
asymptotics of quantum source coding using a memoryless source in the blind encoding setting.
As discussed in Section 5.2.4, the known second order asymptotic bounds on the compression
length derived in [DL15] do not match in the second order coecient, and closing this gap
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remains an open problem.
7.2.3. Strong converse exponents of state redistribution
Our main result in Chapter 6 is a strong converse for state redistribution, which follows from
exponential bounds on the delity Fn (dened in (6.6)) between nal and target state of the
protocol in terms of the operational quantities and Rényi generalizations of the optimal rates.
More precisely, in Theorem 6.1.2 we proved the following bounds for a tripartite state ρABC
with purication |ψ 〉ABCR , α ∈ (1/2, 1), β = α/(2α − 1), and n ∈ N:
Fn ≤ exp
{
−nκ (α )
[
Sβ (AB)ρ − Sα (B)ρ − (q + e )
] }
(7.1)
Fn ≤ exp
{
−nκ (α )
[
S˜β (R |B)ψ − S˜α (R |AB)ψ − 2q
] }
(7.2)
Fn ≤ exp
{
−nκ (α )
[
I˜α (R;AB)ψ − I˜β (R;B)ψ − 2q
] }
, (7.3)
where κ (α ) = (1 − α )/(2α ), and q and e denote the quantum communication cost and en-
tanglement cost, respectively. The Rényi quantities appearing in these bounds are Rényi
generalizations of the optimal rate. For example, the Rényi quantity in (7.1) converges to the
optimal rate S (A|B)ρ for q + e , that is, limα→1 Sβ (AB)ρ − Sα (B)ρ = S (A|B)ρ . It would be interest-
ing to determine the exact exponent with which the delity decays to 0 in the converse regime,
which is known as the strong converse exponent. This would amount to proving exponential
lower bounds on Fn in terms of the same quantities as in (7.1), (7.2), and (7.3).
Here, we also specically mention quantum state splitting, for which (7.3) reduces to
Fn ≤ exp
{
−nκ (α )
[
I˜α (R;A)ψ − 2qqss
] }
,
withqqss denoting the quantum communication cost. Establishing I˜α (R;A)ψ as a strong converse
exponent for the quantum communication cost in quantum state splitting would constitute
a new operational interpretation of the Rényi mutual information. Hayashi and Tomamichel
[HT16] established the Rényi mutual information as the strong converse exponent in binary
hypothesis testing with a composite alternative hypothesis.
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7.2.4. More strong converses using the Rényi entropy method
The crucial ingredients in the proofs of the strong converse theorems of Chapter 6 are the
bounds on the delity of two quantum states in terms of Rényi entropic quantities that we
derived in Theorem 3.3.6. These bounds could potentially give way to strong converse theorems
for other quantum information-processing tasks. A prominent open problem in quantum
information theory is to prove the strong converse property for the quantum capacity of
degradable channels. In the following paragraphs, we introduce the reader to this problem and
show how Theorem 3.3.6 may be applied.
We consider the task of entanglement generation: Alice (the sender) and Bob (the receiver)
are connected by a quantum channelN : A→ B, and their goal is to generate an MES between
them as follows. First, Alice locally prepares a pure state |ψ 〉RA1...An , where Ai  A for i =
1, . . . ,n. She sends the Ai-parts through the channel N ⊗n (corresponding to n uses of the
channel N ) to Bob. Upon receiving the channel output, Bob applies a decoding quantum
operation Dn : B1 . . . Bn → A1 . . .An, where Bi  B for i = 1, . . . ,n, to obtain the nal state
σn B (idR ⊗Dn ◦ N ⊗n ) (ψRA1...An ). The goal of the protocol is that σn be close in delity to an
MES ΦknRAn of Schmidt rank kn, where A
n ≡ A1 . . .An. More precisely, dening
Fn B F
(
ΦknRAn ,σn
)
, (7.4)
we call a rate R ≥ 0 achievable if there is a sequence of entanglement generation protocols with
lim inf
n→∞
logkn
n
≥ R and lim
n→∞ Fn = 1.
The quantum capacity Q (N ) of N is dened as the supremum over all achievable rates.
According to the Lloyd-Shor-Devetak Theorem [Llo97; Sho02; Dev05], the quantum capacity
is given by the regularized formula
Q (N ) = lim
n→∞
1
n
Q (1) (N ⊗n ), (7.5)
where Q (1) (N ) B maxψRA Ic (R〉B)(idR ⊗N ) (ψ ) is the channel coherent information with the
maximization over pure states |ψ 〉RA, and Ic (A〉B)ρ B S (B)ρ−S (AB)ρ is the coherent information
of a bipartite state ρAB . There are examples of channels for which the channel coherent
information is super-additive [DSS98], and hence, the regularization in (7.5) is indeed necessary.
This renders the quantum capacity eectively uncomputable in most cases. However, for
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certain quantum channels such as degradable quantum channels [DS05], the quantity Q (1) (·) is
in fact additive.
To dene degradability, we need to introduce the concept of a complementary channel:
for a quantum channel N : A → B let V : HA → HBE be the Stinespring isometry from
Theorem 2.2.2, i.e., N (·) = trE (V ·V †). The complementary channel N c : A→ E is dened as
N c (·) = trB (V ·V †). A channelN is degradable if there is another quantum channelM : B → E
such that N c =M ◦N . For a degradable channel N we have Q (1) (N ⊗n ) = nQ (1) (N ) [DS05],
and hence Q (N ) = Q (1) (N ) by (7.5).
Inspired by the quest for a strong converse theorem for the (single-letter) quantum capacity
of degradable channels, let us apply Theorem 3.3.6(ii) to entanglement generation as described
above. To this end, consider a sequence {(ψRAn ,Dn )}n∈N of entanglement generation protocols,
and let the delity Fn be dened as in (7.4). For α ∈ (1/2, 1) and β = α/(2α − 1), we have the
following by Theorem 3.3.6(ii):
2α
1 − α log Fn ≤ S˜α (R |A
n )Φkn − S˜β (R |An )σn (7.6)
≤ − logkn − S˜β (R |Bn )(idR ⊗N ⊗n ) (ψRAn )
≤ − logkn + max
ϕRAn
{
−S˜β (R |Bn )(idR ⊗N ⊗n ) (ϕRAn )
}
= − logkn + Q˜ (1)β (N ⊗n ). (7.7)
In the second line, we used data processing for the Rényi conditional entropy (Proposi-
tion 3.3.2(v)), and the fact that the Rényi conditional entropy is equal to − logkn for an MES of
Schmidt rank kn. In the third line, we optimized over all pure states ϕRAn , whose An part is the
input to N ⊗n, and in the fourth line we dened a Rényi generalization of the channel coherent
information of a quantum channel N for α > 0 as
Q˜ (1)α (N ) B max
ϕRA
{
−S˜α (R |B)(idR ⊗N ) (ϕRA )
}
, (7.8)
where the maximization is over pure states ϕRA.
The bound (7.7) was obtained by Wilde and Winter [WW14] using a dierent proof method.1
There, it was pointed out that (7.7) would imply a strong converse for entanglement generation,
1The explicit form of (7.7) in [WW14] is stated in terms of a dierent Rényi generalization of the channel
coherent information, which is obtained by replacing the Rényi conditional entropy derived from the α-SRD
D˜α (·‖·) in (7.8) with the one derived from the α-RRE Dα (·‖·). However, as pointed out by the authors of
[WW14], their proof method also applies when using the α-SRD, which then leads to (7.7).
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if one could show the following subadditivity property for β > 1:
Q˜ (1)
β
(N ⊗n ) ?≤ nQ˜ (1)
β
(N ) + o(n). (7.9)
If (7.9) were indeed true, then substituting it in (7.7) would yield the bound
2α
1 − α log Fn
?≤ −n
(
logkn
n
− Q˜ (1)
β
(N ) + f (n)
)
, (7.10)
where limn→∞ f (n) = 0. The strong converse for the quantum capacity of degradable quantum
channels would then follow from (7.10) by the same arguments as those used after Theorem 6.1.2
in Section 6.1.2.
A proof of (7.9) for all degradable channels, and more generally a proof of the strong converse
for the quantum capacity of degradable quantum channels, has remained elusive so far. The
best known result in this direction is the “pretty strong converse” derived by Morgan and
Winter [MW14]. Using the smooth entropy framework, they proved that for all degradable
quantum channels and entanglement generation codes with rates above capacity, the delity
(7.4) makes a discontinuous jump from 1 to at most 1/
√
2 in the asymptotic limit. It would be
interesting to nd an alternative proof of this result using the Rényi entropy method, starting
from (7.6). To this end, a set of chain rules for the Rényi conditional entropy derived by Dupuis
[Dup15] might prove useful.
Finally, we note that for measurement compression with QSI, Theorem 6.2.2 only provides
a partial strong converse, since it only proves the strong converse property of the optimal
classical communication cost. It remains open to also establish the strong converse property
for the optimal shared randomness cost. Interestingly, to the best of our knowledge this cannot
be achieved with the same proof method as the one used for Theorem 6.2.2.
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A. Two variants of the information
spectrum relative entropy
In this appendix, we introduce two variants of the information spectrum relative entropyDεs (·‖·)
that we dened and discussed in Chapter 4. The main advantage of these variants over Dεs (·‖·)
is that they satisfy the data processing inequality (see Proposition A.1.3(iii) below). Moreover,
they also possess a second order asymptotic expansion (Proposition A.2.2). The content of
this chapter is taken from [DL15], where these variants of the information spectrum relative
entropy were used to derive second order asymptotics of various information-processing tasks
(see Chapter 5 for an overview of these results).
A.1. Denition and properties
Denition A.1.1. For ρ ∈ D (H ), σ ∈ P (H ) and ε ∈ (0, 1), we dene the following variants
of the information spectrum relative entropy considered in Chapter 4:
Dεs (ρ‖σ ) B sup
{
γ : tr (ρ − 2γσ )+ ≥ 1 − ε
}
D
ε
s (ρ‖σ ) B inf
{
γ : tr (ρ − 2γσ )+ ≤ ε
}
.
We rst prove the following lemma stating that the supremum and inmum in Denition A.1.1
are attained, and moreover unique under a mild support condition.
Lemma A.1.2.
(i) For γ ∈ R let A(γ ) ∈ Herm(H ) be a one-parameter family of Hermitian operators such that
γ 7→ ‖A(γ )‖ is continuous. Then the function γ 7→ tr(A(γ ))+ is continuous.
(ii) For ρ,σ ∈ P (H ), the function γ 7→ tr(ρ−2γσ )+ is continuous and monotonically decreasing,
and strictly so if supp ρ ⊆ suppσ .
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(iii) The supremum and inmum in Denition A.1.1 are attained, and unique if supp ρ ⊆ suppσ .
Proof. (i) First, we observe that the trace of the positive part of a Hermitian operator is the
sum of its non-negative eigenvalues, the eigenvalues being the roots of the characteristic
polynomial. Since the determinant is a continuous function with respect to the operator norm
on B (H ), the coecients of the characteristic polynomial of A(γ ) continuously depend on
γ , and by factorizing the polynomial into linear factors we see that this carries over to the
roots. Composing the sum over the roots with the continuous maximum function max(., 0),
we obtain that the function γ 7→ tr(A(γ ))+ is a composition of continuous functions and thus
continuous itself.
(ii) Since γ 7→ ρ − 2γσ is continuous with respect to the operator norm, the function
γ 7→ tr(ρ − 2γσ )+ is continuous by (i). To prove that γ 7→ tr (ρ − 2γσ )+ is decreasing, let γ ≤ γ ′
and observe that
ρ − 2γσ = ρ − 2γ ′σ +
(
2γ ′ − 2γ
)
σ ,
where
(
2γ ′ − 2γ
)
σ ≥ 0. Hence, Weyl’s Monotonicity Theorem 2.3.6 implies that
λj (ρ − 2γσ ) ≥ λj
(
ρ − 2γ ′σ
)
for all j, (A.1)
where for a Hermitian operator A we write λj (A) to denote the j-th largest eigenvalue of A. It
then follows from (A.1) that tr (ρ − 2γσ )+ ≥ tr
(
ρ − 2γ ′σ
)
+
.
To prove strict monotonicity, let γ < γ ′. Without loss of generality, we restrict H to the
support of σ (which is possible due to the assumption supp ρ ⊆ suppσ ), such that σ has strictly
positive eigenvalues. Consequently,
(
2γ ′ − 2γ
)
σ > 0, and the inequality in (A.1) is a strict one
for all j, from which we obtain that tr (ρ − 2γσ )+ > tr
(
ρ − 2γ ′σ
)
+
.
(iii) Since limγ→−∞ tr(ρ − 2γσ )+ = tr(ρ) = 1 and limγ→∞ tr(ρ − 2γσ )+ = 0, we infer by (ii)
and the Intermediate Value Theorem that the supremum in the denition of Dεs (ρ‖σ ) as well
as the inmum in the denition of Dεs (ρ‖σ ) are attained. If supp ρ ⊆ suppσ , then they are
moreover unique by the strict monotonicity of γ 7→ tr (ρ − 2γσ )+. 
The information spectrum relative entropies satisfy the following properties:
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Proposition A.1.3. Let ε ∈ (0, 1), ρ ∈ D (H ) and σ ∈ P (H ) with supp ρ ⊆ suppσ . Then the
following properties hold:
(i) Dεs (ρ‖σ ) ≤ Dεs (ρ‖σ )
(ii) Dεs (ρ‖σ ) = D
1−ε
s (ρ‖σ )
(iii) Data processing inequality: For any quantum operation Λ : B (H ) → B (K ), we have
Dεs (ρ‖σ ) ≥ Dεs (Λ(ρ)‖Λ(σ )) D
ε
s (ρ‖σ ) ≥ Dεs (Λ(ρ)‖Λ(σ )).
(iv) Monotonicity in ε : For ε′ ≥ ε , we have
Dεs (ρ‖σ ) ≤ Dε
′
s (ρ‖σ ) D
ε
s (ρ‖σ ) ≥ Dε
′
s (ρ‖σ ).
(v) For σ ′ ≥ 0 with σ ≤ σ ′,
Dεs (ρ‖σ ) ≥ Dεs (ρ‖σ ′) D
ε
s (ρ‖σ ) ≥ Dεs (ρ‖σ ′).
(vi) For c > 0,
Dεs (ρ‖cσ ) = Dεs (ρ‖σ ) − log c D
ε
s (ρ‖cσ ) = Dεs (ρ‖σ ) − log c .
(vii) Let δ > 0 with δ < min{ε, 1 − ε }, and let ρ′ ∈ D (H ) with T (ρ, ρ′) ≤ δ . Then,
Dεs (ρ
′‖σ ) ≤ Dε+δs (ρ‖σ ) D
ε
s (ρ
′‖σ ) ≤ Dε−δs (ρ‖σ ).
Proof. (i) Let γ = Dεs (ρ‖σ ). Then by the denition of Dεs (ρ‖σ ) we have
1 − ε = tr ((ρ − 2γσ ){ρ > 2γσ }) ≤ tr (ρ{ρ > 2γσ }).
Hence,
tr(ρ{ρ ≤ 2γσ }) = tr ρ − tr(ρ{ρ > 2γσ }) ≤ tr ρ − (1 − ε ) = ε,
since tr ρ = 1 by assumption. Therefore, γ is feasible for Dεs (ρ‖σ ), and we have
Dεs (ρ‖σ ) ≥ γ = Dεs (ρ‖σ ),
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which yields the claim.
(ii) Let γ = D1−εs (ρ‖σ ). Then by the denition of D1−εs (ρ‖σ ), we have
tr(ρ − 2γσ )+ = 1 − ε .
Hence, γ is feasible for Dεs (ρ‖σ ), and we obtain
Dεs (ρ‖σ ) ≥ γ = D
1−ε
s (ρ‖σ ).
Assume now that
γ = D
1−ε
s (ρ‖σ ) = Dεs (ρ‖σ ) − δ
holds for some δ > 0, i.e., D1−εs (ρ‖σ ) < Dεs (ρ‖σ ). By the monotonicity of γ 7→ tr(ρ − 2γσ )+, we
have
tr(ρ − 2γσ )+ > 1 − ε .
On the other hand, tr(ρ−2γσ )+ = 1−ε by denition of D1−εs (ρ‖σ ). This leads to a contradiction,
yielding Dεs (ρ‖σ ) = D
1−ε
s (ρ‖σ ).
By (ii), we only need to prove (iii)–(vii) for either Dεs (·‖·) or D
ε
s (·‖·), since the corresponding
assertion for the other quantity then follows from Dεs (·‖·) = D
1−ε
s (·‖·) (note however the change
of direction in the inequality in (iv)). We choose Dεs (·‖·) in the following.
(iii) For γ = Dεs (Λ(ρ)‖Λ(σ )), Lemma 2.2.11 implies that
tr(ρ − 2γσ )+ ≥ tr(Λ(ρ) − 2γΛ(σ ))+ = 1 − ε .
Hence, γ is feasible for Dεs (ρ‖σ ), and we obtain
Dεs (ρ‖σ ) ≥ γ = Dεs (Λ(ρ)‖Λ(σ )).
(iv) Let γ = Dεs (ρ‖σ ). Then,
tr (ρ − 2γσ )+ = 1 − ε ≥ 1 − ε′.
Hence, γ is feasible for Dε ′s (ρ‖σ ), and consequently,
Dε
′
s (ρ‖σ ) ≥ γ = Dεs (ρ‖σ ).
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(v) For γ = Dεs (ρ‖σ ′) and Q = {ρ > 2γσ ′}, we compute:
1 − ε = tr (Q (ρ − 2γσ ′))
= trQρ − 2γ trQσ ′
≤ trQρ − 2γ trQσ
≤ tr(ρ − 2γσ )+,
where the rst inequality follows from σ ≤ σ ′ and the second inequality follows from
Lemma 2.2.10. Hence, γ is feasible for Dεs (ρ‖σ ), and we obtain Dεs (ρ‖σ ) ≥ Dεs (ρ‖σ ′).
(vi) For γ = Dεs (ρ‖cσ ) with c > 0, we have
1 − ε = tr(ρ − 2γcσ )+ = tr(ρ − 2γ+log cσ )+,
and hence,
Dεs (ρ‖σ ) ≥ γ + log c = Dεs (ρ‖cσ ) + log c .
Conversely, let γ = Dεs (ρ‖σ ). Then
1 − ε = tr(ρ − 2γσ )+ = tr(ρ − 2γ−log ccσ )+,
and hence,
Dεs (ρ‖cσ ) ≥ γ − log c = Dεs (ρ‖σ ) − log c,
which proves the claim.
(vii) Let γ = Dεs (ρ′‖σ ) and Q = {ρ′ ≥ 2γσ }. Then
1 − ε = tr((ρ′ − 2γσ )Q )
= tr((ρ′ − ρ)Q ) + tr((ρ − 2γσ )Q )
≤ tr(ρ′ − ρ)+ + tr(ρ − 2γσ )+
≤ δ + tr(ρ − 2γσ )+,
where the rst inequality follows from Lemma 2.2.10 and the second inequality follows from
the fact that tr(ρ − ρ′)+ ≤ T (ρ, ρ′) ≤ δ by assumption, which proves the claim. 
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In the light of Proposition A.1.3(ii), one can in principle drop one of the two information
spectrum relative entropies in Denition A.1.1. However, given their close relationship to the
quantum spectral inf- and sup-divergence that we investigate in Section A.3, we keep both
denitions.
A.2. Second order asymptotic expansion
Similar to the variant Dεs (·‖·) introduced in [TH13], the information spectrum relative entropies
Dεs (·‖·) and D
ε
s (·‖·) have a second order asymptotic expansion, which makes them useful for
deriving second order expansions of information-processing tasks (cf. [DL15]).
We rst relate the information spectrum relative entropy Dεs (·‖·) to the hypothesis testing
relative entropy DεH (·‖·) dened in (4.3) in Chapter 4. The following proposition and its proof
are similar to the corresponding bounds between the information spectrum relative entropy
Dεs (·‖·) and DεH (·‖·) proved in [TH13].
Proposition A.2.1. Let ε ∈ (0, 1) and δ ∈ (0, ε ), and ρ,σ ∈ P (H ) with tr ρ ≤ 1. Then,
Dε−δH (ρ‖σ ) + logδ ≤ Dεs (ρ‖σ ) ≤ DεH (ρ‖σ ).
Proof. To prove the upper bound, let γ = Dεs (ρ‖σ ) and Q B {ρ ≥ 2γσ }. Since
tr(ρQ ) ≥ tr ((ρ − 2γσ )Q ) ≥ 1 − ε
holds by the denition of Dεs (ρ‖σ ), we see that Q is feasible for DεH (ρ‖σ ). Moreover,
tr(σQ ) = tr (σ {ρ ≥ 2γσ }) ≤ 2−γ tr (ρ{ρ ≥ 2γσ }) ≤ 2−γ .
Hence, by the denition of DεH (ρ‖σ ), we obtain
DεH (ρ‖σ ) ≥ γ = Dεs (ρ‖σ ).
Conversely, let 0 ≤ Q ≤ 1 be optimal for DεH (ρ‖σ ), and set µ = logδ + DεH (ρ‖σ ). Then
tr(ρ − 2µσ )+ ≥ tr (Q (ρ − 2µσ )) = tr(Qρ) − 2µ tr(Qσ ) ≥ 1 − (ε + δ ),
where the rst inequality follows from Lemma 2.2.10. Hence, µ is feasible for Dε+δs (ρ‖σ ) and
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we obtain
Dε+δs (ρ‖σ ) ≥ DεH (ρ‖σ ) + logδ ,
which concludes the proof. 
Proposition A.2.1 together with the second order expansion of DεH (ρ
⊗n‖σ⊗n ) in (4.5) (with
o(
√
n) replaced by O (logn), as proved in both [Li14] and [TH13]) immediately yields second or-
der expansions for the information spectrum relative entropies Dεs (ρ⊗n‖σ⊗n ) and D
ε
s (ρ
⊗n‖σ⊗n )
(for the latter, we use once more Proposition A.1.3(ii))). We state these in Proposition A.2.2
below, which was the main tool in deriving the second order asymptotic results of [DL15].
Proposition A.2.2. Let ε ∈ (0, 1), ρ ∈ D (H ) and σ ∈ P (H ) with supp ρ ⊆ suppσ . Then,
Dεs
(
ρ⊗n σ⊗n) = nD (ρ‖σ ) +√nV (ρ‖σ )Φ−1(ε ) +O (logn)
D
ε
s
(
ρ⊗n σ⊗n) = nD (ρ‖σ ) −√nV (ρ‖σ )Φ−1(ε ) +O (logn).
A.3. Relation to information spectrum approach
Quantum Shannon theory is concerned with deriving optimal rates for information-processing
tasks in the asymptotic, memoryless (or i.i.d.) setting. To push the analysis of these optimal
rates beyond this rather restrictive (but nevertheless useful) setting, two dierent methods
have received considerable interest.
On the one hand, tasks can be characterized in the ‘one-shot’ setting, where a resource
(such as a channel or a source) is only used once, and therefore one completely avoids any
assumptions on the structure of the resource when used multiple times. In the one-shot setting,
the main quantities used to derive bounds on operational quantities are (smoothed versions
of) the min- and max-entropies that we dened in Section 3.2.2. For this reason, the one-shot
setting is sometimes also referred to as smooth entropy framework.
On the other hand, the information spectrum approach deals with arbitrary sequences
of states, assuming no special structure of the particular resources used in the information-
processing task. The main quantities considered in this approach are the spectral divergence
rates, which we dene below in Denition A.3.1. The information spectrum approach was
introduced in classical information theory by Han and Verdú [HV93], and subsequently gener-
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alized to the quantum setting by Ogawa and Nagaoka [ON00], Hayashi and Nagaoka [HN03],
Hayashi [Hay06a], Nagaoka and Hayashi [NH07], and Bowen and Datta [BD06a].
Datta and Renner [DR09] proved the equivalence of the information spectrum approach to
the smooth entropy framework by showing that the spectral divergence rates can be obtained
from certain limits of the smooth min- and max-entropies. We show in this section that,
similarly, the spectral divergence rates can be recovered as limits of our information spectrum
relative entropies dened in Denition A.1.1. Note that a similar result for the information
spectrum relative entropy Dεs (·‖·) from Chapter 4 was obtained by Tomamichel and Hayashi
[TH13]. First, we dene the main quantities of the information spectrum approach:
Denition A.3.1 (Spectral divergence rates).
Let ρˆ = {ρn}n∈N be an arbitrary sequence of states with ρn ∈ D (H ⊗n ), and let ωˆ = {ωn}n∈N be
an arbitrary sequence of positive operators with ωn ∈ P (H ⊗n ).
(i) The quantum spectral inf-divergence rate is dened as
D (ρˆ‖ωˆ) B sup
{
γ : lim inf
n→∞ tr (ρn − 2
nγωn )+ = 1
}
.
(ii) The quantum spectral sup-divergence rate is dened as
D (ρˆ‖ωˆ) B inf
{
γ : lim sup
n→∞
tr (ρn − 2nγωn )+ = 0
}
.
The above quantities dier slightly from the spectral divergence rates originally considered
in [HN03]. However, as proved in [BD06a], the quantities in Denition A.3.1 are in fact equal
to the ones dened in [HN03].
The quantum spectral divergence rates D (ρˆ‖ωˆ) and D (ρˆ‖ωˆ) can be recovered from the
information spectrum relative entropies Dεs (ρ‖σ ) and D
ε
s (ρ‖σ ), respectively:
Proposition A.3.2. Let ρˆ = {ρn}n∈N be an arbitrary sequence of states with ρn ∈ D (H ⊗n ), and
let ωˆ = {ωn}n∈N be an arbitrary sequence of positive operators with ωn ∈ P (H ⊗n ). Then the
following relations hold:
(i) lim
ε→0 lim infn→∞
1
n
Dεs (ρn‖ωn ) = D (ρˆ‖ωˆ)
(ii) lim
ε→0 lim supn→∞
1
n
D
ε
s (ρn‖ωn ) = D (ρˆ‖ωˆ)
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Proof. (i) We rst show
lim
ε→0 lim infn→∞
1
n
Dεs (ρn‖ωn ) ≤ D (ρˆ‖ωˆ). (A.2)
To this end, letγn = Dεs (ρn‖ωn ) forn ∈ N, and set c (ε ) B lim infn→∞ γnn . By Proposition A.1.3(iv)
the function c (ε ) is monotonically increasing in ε , and hence the limit c B limε→0 c (ε ) exists
in R ∪ {−∞}. Let us assume rst that |c | < ∞. It then follows from the denition of the limit
that for all η > 0 there exists an ε0 such that |c − c (ε ) | ≤ η holds for all ε ≤ ε0. Moreover, by
denition of the limit inferior, for all δ > 0 there exists an N ∈ N such that γnn > c (ε ) − δ for all
n > N , or equivalently,
γn > n(c (ε ) − δ ) ≥ n(c − η − δ )
for ε ≤ ε0. Hence, by denition of Dεs (ρn‖ωn ), we have
tr
(
ρn − 2n(c−η−δ )ωn
)
+
≥ 1 − ε (A.3)
for all n > N . Since (A.3) holds for arbitrarily small ε ≤ ε0,
lim inf
n→∞ tr
(
ρn − 2n(c−η−δ )ωn
)
+
= 1,
which implies
D (ρˆ‖ωˆ) ≥ c − η − δ
by the denition of D (ρˆ‖ωˆ). As η and δ were arbitrary, we obtain (A.2).
Conversely, let γ = D (ρˆ‖ωˆ). By the denition of the limit inferior, for all ε > 0 there exists
an N ∈ N such that for all n > N we have
tr (ρn − 2nγωn )+ ≥ 1 − ε .
Hence, nγ ≤ Dεs (ρn‖ωn ) for all n > N by the denition of the information spectrum relative
entropy, and consequently,
γ ≤ lim
ε→0 lim infn→∞
1
n
Dεs (ρn‖ωn ), (A.4)
which yields the lower bound in the proposition.
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Finally, in the case c = −∞, the bound (A.4) shows that we also have γ = D (ρˆ‖ωˆ) = −∞,
and hence the assertion of the proposition is trivially true.
(ii) To prove the upper bound, let γ = D (ρˆ‖ωˆ). By denition of D (ρˆ‖ωˆ) it holds that
lim sup
n→∞
tr(ρn − 2nγωn )+ = 0,
that is, for every ε > 0 there exists an N ∈ N such that for all n > N we have
tr(ρn − 2nγωn )+ < ε .
By denition of the information spectrum relative entropy, this implies that Dεs (ρn‖σn ) ≤ nγ
for all n > N , and hence,
lim
ε→0 lim supn→∞
1
n
D
ε
s (ρn‖ωn ) ≤ γ = D (ρˆ‖ωˆ), (A.5)
which proves the upper bound.
Conversely, let γn = D
ε
s (ρn‖ωn ) and set c (ε ) B lim supn→∞ γnn and c B limε→0 c (ε ), which
exists in R ∪ {∞} due to Proposition A.1.3(iv). If |c | < ∞, then by denition of the limit for
all η > 0 there exists an ε0 such that |c − c (ε ) | ≤ η holds for all ε ≤ ε0. Moreover, by the
characterization of the limit superior, for all δ > 0 there exists an N such that γnn < c (ε ) + δ for
all n > N , or equivalently,
γn < n(c (ε ) + δ ) < n(c + η + δ )
for all ε ≤ ε0. This implies
tr(ρn − 2n(c+η+δ )ωn )+ ≤ ε
for alln > N , and hence, lim supn→∞ tr(ρn−2n(c+η+δ )ωn )+ = 0 as ε is arbitrarily small. Therefore,
D (ρˆ‖ωˆ) ≤ c + η + δ , which yields the result, since δ and η were arbitrary. If c = ∞, then (A.5)
shows that also γ = D (ρˆ‖ωˆ) = ∞, in which case the assertion of the proposition is trivially
true. 
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