Abstract. We study the approximation properties of the bivariate spline spaces S r 3r (} +) of smoothness r and degree 3r de ned on triangulations } + which are obtained from arbitrary nondegenerate convex quadrangulations by adding the diagonals of each quadrilateral.
2) For r = 1; 2, the spaces S r 3r (} +) have smaller dimensions than the triangle-based spline spaces which are typically used in practice for these choices of smoothness, see Remark 2. This implies reduced complexity in applications.
properties of S r 3r (} +) for the cases r odd and r even, respectively. Section 5 is devoted to the proof of the following theorem which is the main result of the paper: Theorem 
for all 0 + m. Here j} +j is the maximum of the diameters of the triangles in } +. If is convex, then the constant C depends only on r and the smallest angle } + in } +. If is nonconvex, C also depends on the minimum exterior angle between any two boundary edges of .
We prove this theorem by constructing stable bases for certain super-spline subspaces of S r 3r (} +). To conclude the paper, in Sect. 6 we discuss quadrangulations and their construction, and present several remarks in Sect. 7. ( ;m f) ;
where f i g 2? is a set of locally supported splines and ;m are linear functionals de ned on L 1 ( ).
To state the result of 14] needed here, we recall that given a vertex v in a triangulation, the star of v is the union of all triangles which share the vertex v. The star of order`is de ned recursively as star`(v) := f T : T shares a vertex with somẽ T 2 star`? 1 (v)g. (6) for all 0 + m and all 1 p 1. 
where := f (v)g v2V with (v) = 8 < :
(3r ? 1)=2; r odd, (3r ? 2)=2; r even and v 6 2 V 3 , 3r=2; r even and v 2 V 3 . Here V is the set of all vertices of }, and V 3 is the subset of vertices which are shared by exactly three quadrilaterals. We write s 2 C (v) to mean that the derivatives up to order of the polynomial pieces s T := sj T on the triangles T sharing the vertex v all have the same values at v.
To construct the functions i and functionals i;m needed to de ne (2), following 8,2] we make use of the well-known B ezier representation for splines. In particular, if Then ? is a minimal determining set for S r; 3r (} +), and there exist a set of splines f g 2? which satisfy (10) and thus are a basis for S r; 3r (} +). These splines satisfy properties H1 ){H3) of Theorem 2.
Proof. The fact that ? is a determining set can be veri ed in the usual way. Indeed, assuming all of the coe cients associated with domain points in ? are zero, we can show that all coe cients corresponding to 6 2 ? are also zero using smoothness conditions. To show this for in the disk D (v) of radius around a vertex v, we can apply the smoothness conditions directly, see e.g. Lemma 6.1 in 14]. For lying in a set of the form E T (e), we can again use the smoothness conditions. Next, for in a set of the form H T (w) with w 2 V , we use Lemma 4 below. Finally, for all remaining 6 2 ?, we use Lemma 6.2 in 14].
Following 14], we now show that ? is a minimal determining set by constructing a dual basis satisfying (10) . Given 2 ?, we construct 2 S r; 3r (} +) by choosing the coe cient corresponding to to be 1 while setting the coe cients corresponding to all other 2 ? to zero. We then use the above mentioned lemmas to show that all remaining coe cients corresponding to points in D } + are uniquely de ned and are bounded by a constant K depending only on r and } + (cf. the proof of Lemma 6.1 in 14]). It follows that H2) of Theorem 2 holds. We now show that H1) holds with = 2 by identifying the support sets ( ) of the . There are ve cases depending on where lies. r;2r;0 ; T1 3r;0;0 ; T1 r;0;2r g: Proof. Suppose we are given the coe cients of s for 2H. We claim that all other coe cients of s corresponding to points in H can be computed from the C r smoothness conditions, see Lemma 6.2 in 14]. This can be done in the following order: compute the coe cients corresponding to the points T1 r;2r;0 , T1 r;0;2r , and as many coe cients of s on T 2 and T 4 as possible; compute the coe cient corresponding to T2 r;0;2r ; compute the coe cient corresponding to T1 3r;0;0 ; compute the remaining coe cients corresponding to domain points in T 2 ; T 3 ; T 4 . Since w is a singular vertex (i.e., the intersection of two straight lines), no incompatibilities arise.
A Minimal Determining set for S r;
3r (} +) for r even. Throughout this section we assume that r is even. Suppose T = hw; v 1 ; v 2 i is a triangle in } + and that e := hv 1 ; v 2 i. Choosing = (3r ? 2)=2, we again make use of the sets H T (w), D T (v 1 ), and D T (v 2 ), de ned in (11) . However, we now replace the sets B T (w) and E T (e) by 
As in the odd case, these are disjoint subsets of D T except for H T (w) and e E T (e) which intersect in one point.
For r = 6, Fig. 2 (10) and thus are a basis for S r; 3r (} +). These splines satisfy properties H1 ){H3) of Theorem 2. Proof. The proof is very similar to that of Theorem 3, and is based on the same lemmas mentioned there plus Lemmas 6, 7, and 8 below. Using these lemmas, it is easy to check that ? is a determining set. Then we can show that it is a minimal determining set by constructing a dual basis satisfying (10) and hypotheses H1){H3).
Given 2 ?, we construct as before by setting the coe cient corresponding to to 1, and the coe cients corresponding to all other 2 ? to 0. As in Theorem 3, the have supports on a single quadrilateral, on two neighboring quadrilaterals, or on the collection of quadrilaterals which share a vertex v 2 V .
In the remainder of this section we present three lemmas which are needed for the 
Substituting these formulae into (16) and (17), we see that (16) and (19) imply that a k = b k = 0 for all k = 1; ; 2`+ 1, and the proof is complete.
It should be noted that the above proof cannot be used to establish Lemma 8 for n = 3 since we cannot insure the hypothesis 6 v 1 vv 3 180 , and thus we cannot conclude that the determinant D in the proof is bounded away from zero. We should also point out that although all three of the above lemmas deal with solving homogeneous equations (in order to show that certain sets are determining sets), in constructing the basis splines in the proof of Theorem 5, we have to solve nonhomogeneous systems with the same matrices. However, in all three lemmas, the systems are not only nonsingular, but the determinants are in fact bounded away from zero by a constant depending only on r and the smallest angle } + in the quadrangulation } + (cf. the arguments in 14]).
5. Proof of Theorem 1. We are now in a position to apply Theorem 2 to establish our main theorem using a quasi-interpolant Q m of the form (2). Let f g 2? be the locally supported basis functions for S r; 3r (} +) constructed in the previous sections for r odd and even, respectively. We have already shown that these basis functions satisfy hypotheseses H1){H3) of Theorem 2.
To de ne Q m , we now introduce corresponding linear functionals. Given 2 ?, let T be a triangle in which lies. Then for any function f 2 L 1 ( ), we de ne 2) the intersection of any two quadrilaterals is either empty, a single point, or a common edge, 3) for any two quadrilaterals q 1 ; q n , there is a sequence of quadrilaterals q 1 ; : : :; q n in } such that each pair q i ; q i+1 share exactly one edge with each other. We call } convex if all quadrilaterals are convex, and we call it nondegenerate if none of the quadrilaterals is a triangle.
Given any collection V := fv i g N i=1 and a polygonal domain whose boundary vertices are v i1 ; : : :; v in and which contains all of the points of V , there are many triangulations 4 of such that the vertices of all of the triangles lie in the set V . The situation is somewhat di erent for quadrangulations. Indeed, it is easy to see that admits a quadrangulation if and only if the number of vertices n on the boundary of is even. Some algorithms for constructing quadrangulations associated with a given set of vertices have been discussed in 5], although they are not guaranteed to produce nondegenerate convex quadrangulations, even if is convex. We now present two simple methods for creating nondegenerate convex quadrangulations based on subdividing a given triangulation. Method 1. Suppose 4 is a triangulation of a polygon . Then subdivide each triangle T 2 4 by connecting its centroid to the midpoints of its edges with straight lines.
Clearly this method produces a nondegenerate quadrangulation } of consisting of convex quadrilaterals. A typical example is shown in Fig. 3 . Each quadrilateral has one vertex at a centroid of a triangle T 2 4, one vertex at a vertex of T, and two vertices at midpoints of edges of T. Finally, we note that a nondegenerate convex quadrangulation can also be re ned locally, cf. Figs. 6 and 7. Local re nement is absolutely essential in solving boundary value problems since in most applications, solutions of boundary value problems have singularities arising from reentrant corners and cracks in the domain . Local re nement allows the e ective approximation of such solutions. Now using the fact that the interpolation operator I T;m has full (local) approximation power, the rest of the proof proceeds in exactly the same way as before.
