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We consider a permutation-basedmodel for the gene assembly process in ciliates. We give
a procedure to decide whether a given micronuclear molecule may be assembled by using
only simple dlad operations.We solve the problem based on a notion of dependency graph.
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1. Introduction
Ciliates are unicellular organisms existing for over billion years, forming a group of thousands of species. The unique
feature for ciliates which differs them from other eukaryotes is that they have two types of nuclei. These two types of nuclei
perform completely different functions and so, the way genes are stored in nuclei of different types varies a lot.
One distinguishes micronuclei and macronuclei in ciliates. Micronuclear DNA molecules contain genes as shufﬂed frag-
ments, some of them inverted, and fragments are separated by non-coding nucleotide sequences. Macronuclear DNA
molecules contain a contiguous sequence of nucleotides representing exactly one gene (with only a couple of known excep-
tions when two or three genes may be present on the same molecule). All macronuclei are obtained from micronuclei, and
during that transformation process micronuclear DNAmolecules get rearranged in such a way so as to obtain macronuclear
DNA molecules. This DNA-transformation process is called gene assembly.
Therewere proposed two splicing-basedmodels explaining gene assembly in ciliates [14 – 16,9,18].We concentrate on the
intramolecularmodel [9,18,7].We consider in fact an elementary version of themodel [13,12], where all molecular operations
may only rearrange (invert or translocate) a fragment of the gene containing at most one block of the micronuclear gene.
Another (less restrictive) variant of simple operations was considered in [17].
Our goal is to give an explicit method to decide, which gene patterns can be assembled by using only simple operations. A
characterization of the gene patterns that may be assembled by simple operations was given in [12]. The characterization in
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the casewhen only simplehi operations are to be used already contains a straightforward decision procedure in this case. The
caseof simpledladoperations ismore involveddue tonondeterminism.Different sequencesof simpledladoperationsapplied
over the samemicronuclear DNAmolecule may lead to different results. Some sequences of operations may fail to assemble
themacronuclear DNAmolecule, while some other sequences of simple operationsmay succeed. The characterization in [12]
is not constructive. We give in this paper an effective procedure to decide whether a given gene pattern can be assembled
by using only simple dlad operations. Our algorithm is based on permutations and graphs.
We formalize gene patterns as permutations, simple operations as transformation rules over permutations, assembled
genes as sorted permutations and gene assembly process as a sorting process.
There is rich literature on sorting permutations, both in connection to their applications to computational biology in
topics such as genomic rearrangements or genomic distances, and also as a classical topic in discrete mathematics, see, e.g.
[1,2,10,11].
2. Preliminaries
For an alphabet S we denote by S* the set of all ﬁnite strings over S. For a string u we denote by dom(u) the set of letters
occurring inu.Wedenoteby the empty string. For stringsu,vover S,we say thatu is a substringof v, denotedu v, if v = xuy,
for some strings x,y. We say that u is a subsequence of v, denoted us v, if u = a1a2 . . . am, ai ∈ S and v = v0a1v1a2 . . . amvm,
for some strings vi, 0 i  m, over S. For some A ⊆ S we deﬁne the morphism φA : S* → A* as follows: φA(ai) = ai, if ai ∈ A
and φA(ai) =  if ai ∈ S \ A. For any u ∈ S*, we denote u|A = φA(u).
Consider a bijective mapping (called permutation) π :  →  over an alphabet  = {a1,a2, . . . ,al} with the order relation
ai  aj for all i  j. We often identify π with the string π(a1)π(a2) . . . π(al). The domain of π , denoted dom(π), is . We say
that π is (cyclically) sorted if π = ak ak+1 . . . al a1 . . . ak−1, for some 1 k  l.
For permutation π over  and A ⊆  we denote by π |A the subsequence of π consisting of all symbols in A. Note that π |A
is a permutation over A.
For a permutation π over  and A ⊆ , we say that A is sorted in π if π |A is a sorted permutation.
For basic notions and results on graph theory we refer to [20].
3. Simple gene assembly
A hint on how gene fragments (called “Macronuclear Destined Sequences", shortly MDS-s) get spliced together during
gene assembly process is given by their structure: consecutive gene fragments overlap via short nucleotide sequences by
which one gene fragment ends and the next one starts. These sequences are called pointers. Consecutive MDSs get spliced
together on pointers. In the same time, the non-coding sequences separating theMDS-s (called IES-s or internally eliminated
sequences) are removed.
Three splicing-based molecular operations, ld, hi and dladwere conjectured in [9] and [18] for gene assembly, see [7] for
a detailed presentation. We consider in this paper ld and a restricted, so-called simple variant of dlad and investigate the
gene patterns it can assemble.
Loop, Direct Repeat (shortly ld) is applied on a pair of directly repeating pointers in the molecule so that there are no
MDSs in between these pointers. The molecule folds on itself to form a loop so that recombination is facilitated on the two
occurrences of that pointer. As a result, the part of the molecule between repeating pointers is excised from the molecule
in the form of circular molecule, while the parts from both sides of the excised molecule splice together. By deﬁnition, ld is
already simple, since it does not rearrange blocks of the molecule containing MDSs, see Fig. 1.
Double Loop, Alternating Direct Repeat (shortly dlad) is applicable to the overlapping direct repetitions of pointers, i.e., if
we have a molecule of the form · · ·p · · · q · · ·p · · · q · · ·. Copies of the pointers p and q are aligned together, in this way, the
molecule forms a double loop, and as the result of the recombination, parts of the molecule between p and q are exchanged.
Simple version of dlad can be applied, if one of two pieces of DNAmolecule ﬂanked by pointers p and q contains exactly one
micronuclear MDS, while the other one contains exactly one IES (Fig. 2).
In this paper we consider gene patterns without inverted MDSs. Consider a sequence of nMDSs. We represent each MDS
Mp, 1 p n, by symbol p. In this way, a gene pattern can be represented as a permutation.We denote alson = {1,2, . . . ,n}.
In this paperwe choose to ignore the ldoperationobserving that once such anoperationbecomes applicable to a genepattern,
it can be applied at any later step of the assembly, see [7] for a formal proof. In particular, we can assume that all ld operations
are applied in the last stage of the assembly, once all MDSs are sorted in the correct order. In this way, the process of gene
Fig. 1. Illustration of the ldmolecular operation showing in each case: (i) the folding, (ii) the recombination, and (iii) the result.
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Fig. 2. Illustration of the dladmolecular operation showing in each case: (i) the folding, (ii) the recombination, and (iii) the result.
assembly can indeed be described as a process of sorting the associated permutation, i.e., arranging the MDSs in the proper
order.
We formalize the restricted simpledlad on permutations overn through the operation sd [12]. For each p, 2 p n − 1,
we deﬁne sdp as follows:
sdp(x p y (p − 1) (p + 1) z) = x y (p − 1) p (p + 1) z,
sdp(x (p − 1) (p + 1) y p z) = x (p − 1) p (p + 1) y z,
where x,y, and z are strings over n. We denote Sd = {sdi | 1 i  n}.
Consider a composition of operations  = φk ◦ . . . ◦ φ1 applicable to π (we call it also strategy). We write φi ∈  for all
1 i  k andwe say that φi is used in before φj for all 1 i < j  k. We say that a permutation π over the set of integersn
is (Sd-)sortable if there is a composition of Sd operations = φk ◦ . . . ◦ φ1 such that(π) is a (cyclically) sorted permutation.
In this case we say that  sorts π and also, that it is a sorting composition (sorting strategy) for π .
Example 1
(i) Permutationπ2 = 136245 has several strategies, but none of them is sorting. Indeed, sd2(π2) = 123645 and sd3(π2) =
162345.
(ii) There exist permutations with several sorting strategies, leading to different cyclically sorted permutations. One such
permutation is π3 = 35124. Indeed, sd3(π3) = 51234. At the same time, sd4(π3) = 34512.
(iii) Permutation π5 = 13524 has both sorting and non-sorting strategies. Indeed, sd3(π5) = 15234, which is unsortable.
However, sd2(sd4(π5)) = 12345 is sorted.
(iv) Applying a cyclic shift to a permutationmay render it unsortable. Indeed, permutation 21435 is sortable, while 5 2143
is not.
4. Decidability result
For a permutationwemayhavemore than one applicable strategies, not all of them sorting it. However, from the structure
of a permutation π it is possible to say whether π is Sd-sortable or not without performing exhaustive search. The aim of
this paper is to show an effective method for deciding the Sd-sortability.
Forbidden elements play the key role in our results. For a permutation π over n, we say p ∈ n is forbidden if there is
no strategy, either successful or not, where sdp is used. An integer p is called movable, if it is not forbidden, i.e., there is a
strategy where sdp is used. We denote by F(π) (M(π), resp.) the set of forbidden (movable, resp.) integers in π .
Clearly, a permutationwhere its forbidden elements are not already sorted, cannot be sorted by any strategy. Thus, ﬁrst of
all we need to ﬁnd effectively the forbidden elements. Then, we prove the decidability property: a permutation π is sortable
if and only if the set of its forbidden elements is sorted in π .
In our proofs the crucial role is played by the dependency graph associated to a permutation π [12]. Intuitively, a path
from p to q in the dependency graph indicates that in any sorting strategy for π , if sdq is used, then sdp must also be used,
before sdq. Formally, we have the following deﬁnition:
Deﬁnition 1 ([12]). For a permutation π over n we deﬁne its dependency graph as the directed graph π = (n,E), where
for 1 i  n and 2 j  n − 1 we have the following edges:
• (i,j) ∈ E, if (j − 1)i(j + 1)s π ,
• (j,j) ∈ E, if (j + 1) (j − 1)s π , and
• (1,1),(n,n) ∈ E;
We make the following conventions for a graph G = (V ,E):
• Vertex p is called a root of G if there is no q ∈ V with (q,p) ∈ E;
• Graph G is said to be cyclic if it contains a cycle, i.e., a non-empty path from q to q, for some q ∈ V ;
• For p,q ∈ V , we write q →+
G
p, if there is a non-empty path from q to p in G. If (q,p) ∈ E, then we denote q →G p;
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• For 	 ⊆ V and p ∈ V , we denote 	 →+
G
p, if q →+
G
p for all q ∈ 	;
• For a permutation π , let π = (Vπ ,Eπ ) be its dependency graph. For p ∈ Vπ , we let π ,p = (Tπ ,p,Eπ ,p), where Tπ ,p = {r ∈
Vπ |r →+π p} ∪ {p} and Eπ ,p = {(i,j) ∈ Eπ |i,j ∈ Tπ ,p}.
We need the following lemma from [12].
Lemma 1 ([12]).
Let π be a permutation over n and π = (Vπ ,Eπ ) its dependency graph.
(i) There exists no strategy  for π such that sdi and sdi+1 are both used in , for some 1 i  n − 1.
(ii) If there is a path from i to j in π , then in any strategy where sdj is used, sdi is also used, before sdj.
(iii) If π has a cycle containing i ∈ n, then sdi cannot be used in any strategy applicable to π.
(iv) There is no strategy where sd1 and sdn can be used.
We also need the following result.
Lemma 2. Let π be a permutation and p an integer such that sdp is applicable to π. If  = (V ,E) is the dependency graph of π
and ′ = (V ,E′) is the dependency graph of sdp(π), then
(i) for any (i,j) ∈ (E \ E′) ∪ (E′ \ E), i = p, or j = p − 1, or j = p + 1. Moreover, (p,j) ∈ E′ \ E if and only if (p − 1,j) ∈ E and
(p + 1,j) ∈ E;
(ii) (p − 1,p − 1),(p,p),(p + 1,p + 1) ∈ E′.
Proof
To prove (i), note that if (i,j) ∈ (E \ E′) ∪ (E′ \ E), then (j − 1)i(j + 1)s π ′ and (j − 1)i(j + 1) s π , or reversely. Since only
p is moved from π to π ′, it follows that either i = p, or j − 1 = p, or j + 1 = p. The second part of the claim is immediate
since (p − 1)(p + 1) π . For Claim (ii), observe that (p − 1)p(p + 1) sdp(π). Thus, (p,p) ∈ E′. Note now that either (p − 2)
(p − 1)ps sdp(π), or (p − 1)p(p − 2)s sdp(π). In both cases it follows that (p − 1,p − 1) ∈ E′. Based on a similar argument,
it follows that (p + 1,p + 1) ∈ E′. 
Now we prove the following theorem, which shows how to ﬁnd effectively the forbidden elements of a given
permutation.
Theorem 3. For a permutation π over n and p ∈ n, p is forbidden in π if and only if the subgraph π ,p = (Tπ ,p,Eπ ,p) is cyclic or
q − 1,q ∈ Tπ ,p for some q.
Proof
The inverse implication is immediate by Lemma 1.
We prove the direct implication by induction along the height of π ,p. In fact, we prove the equivalent claim that if π ,p
is acyclic and {q − 1,q}Tπ ,p for all q, then p is movable.
If |Tπ ,p| = 1, then sdp is applicable to π .
For |Tπ ,p| > 1, consider r ∈ Tπ ,p with the longest path from r to p in π ,p. There are no incoming edges into r and so, sdr is
applicable to π . Let π ′ = sdr(π).
By Lemma 2 we have that the only changed edges are some outgoing edges from r, some incoming edges into r − 1 and
r + 1. Note however, that since r ∈ Tπ ,p, we have that r − 1,r + 1 /∈ Tπ ,p.
Note that all outgoing edges from r in π ,p are removed in π ′ ,p. Indeed, if (r,j) ∈ Eπ ,p ∩ Eπ ′ , then (j − 1)(r − 1)r(r + 1)
(j + 1)s π ′, i.e., (r − 1,j),(r + 1,j) ∈ Eπ ′ and thus, (r − 1,j),(r + 1,j) ∈ Eπ . However, since j ∈ Tπ ,p, it follows that r − 1,r + 1 ∈
Tπ ,p, a contradiction.
It follows now that Tπ ′ ,p = Tπ ,p \ {r}. Consequently, the subgraph π ′ ,p is acyclic, since Eπ ′ ,p ⊂ Eπ ,p, and q − 1,q + 1 /∈ Tπ ′ ,p,
for all q ∈ Tπ ′ ,p, and |Tπ ′ ,p| < |Tπ ,p|. By induction hypothesis, p is movable in π ′ = sdr(π) and thus, also movable in π . 
Example 2. Consider permutation π = 13254786109. Its dependency graph is shown in Fig. 3. Integers 1, 7, 8 and 10
have self-loops and thus are forbidden. Integer 5 is forbidden since it depends on forbidden 7 and 8. But then, integer 3 is
forbidden as well, since it depends on forbidden integer 5. Integers 2, 4, 6 and 9 by Theorem 3 are movable.
Lemma 4
Consider π ′ = sdp(π) for some sdp applicable to π. Then F(π) ⊂ F(π ′) and in particular, p ∈ F(π ′) \ F(π).
Proof
Since (p − 1)p(p + 1) π ′, we have p ∈ F(π ′)\F(π).
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Fig. 3. The dependency graph associated to π = 13254786109.
Consider now q ∈ F(π) and assume that q /∈ F(π ′). It follows then from the deﬁnition of forbidden elements that there
exists a strategy φ such that sdq ◦ φ is applicable to π ′. But then sdq ◦ φ ◦ sdp is applicable to π , contradicting the choice of q
in F(π). 
Theorem 5
Permutation π is sortable if and only if π |F(π) is sorted.
Proof
The necessity follows from the deﬁnition of forbidden integers.
We prove the sufﬁciency by induction along |M(π)|. The case when |M(π)| = 0 is immediate since in this case π |F(π) = π .
Consider the case when |M(π)| 1, i.e, there is at least a movable integer in π and assume that the claim holds for any
permutation with less movable integers than in π . Let  be the dependency graph of π . Note that since 1 ∈ F(π), we may
choose p ∈ M(π) such that p − 1 ∈ F(π). Moreover, without loss of generality, we may assume that there is no predecessor q
of p in  having the same property.
Claim 1. p is a root of .
Proof. Assume that there is k such that (k,p) ∈  and without loss of generality, let k be the smallest such integer. Since
p ∈ M(π), it follows from Lemma 1 that k ∈ M(π) and so, (k − 1)(k + 1)s π . Based on our choice of p, it also follows that
k − 1 ∈ M(π) and so, (k − 2)k s π and p − 1 may not occur between k − 2 and k. Note now that based on the deﬁnition of
the dependency graph, we have that (p − 1)k(p + 1)s π and so, (p − 1)(k − 2)k(p + 1)s π . Consequently, (k − 2,p) ∈ ,
contradicting the minimality of k and thus concluding the proof of the claim.
It follows from the claim that sdp is applicable to π . Let π ′ = sdp(π) and ′ be its dependency graph. It follows from
Lemma 4 that F(π) ⊂ F(π ′) and so, |M(π ′)| < |M(π)|. We prove now that π ′|F(π ′) is sorted, from which it follows by the
induction hypothesis that π ′ and consequently, π is sortable.
Note that in fact, it is enough to prove that F(π ′) = F(π) ∪ {p,p + 1}. Indeed, the claim then follows since π |F(π) is sorted.
We ﬁrst prove another claim.
Claim 2. All successors of p + 1 in  are forbidden in π.
Proof. The claim holds by Lemma 1 if p + 1 is forbidden itself. Consider then that p + 1 ∈ M(π) and let (p + 1,q) ∈ , for
some q. Then (q − 1)(p + 1)(q + 1) s π and, since p is a root of , we also have that (p − 1)(p + 1) π and consequently,
(q − 1)(p − 1)(q + 1)s π . Since p − 1 ∈ F(π), it follows by Lemma 1 that q ∈ F(π), concluding the proof of the claim.
We can now prove that F(π ′) = F(π) ∪ {p,p + 1}. The reverse implication follows from Lemma 2 and Lemma 4. For the
direct implication, let q ∈ F(π ′). Then, by Theorem 3, either there is an integer r such that r − 1,r ∈ π ′ ,q, or π ′ ,q is circular.
If r − 1,r ∈ π ′ ,q, note that by Lemma 2, we only added edges into p − 1 and p + 1 (including loops) and out of p (including
a loop). It follows then that either r − 1,r ∈ π ,q, or p − 1 ∈ π ,q, or p + 1 ∈ π ,q. In the ﬁrst two cases, since p − 1 ∈ F(π), it
follows that q ∈ F(π). Based on Claim 2 and Lemma 1, the same can be concluded in the third case.
Assume now that π ′ ,q is circular. Note that p cannot be on any of the cycles because it has no incoming edges except for
its loop. If there is a cycle without either p − 1, or p + 1, then π ,q has the same cycle. If there is a cycle containing p − 1,
note that based on Lemma 2 it follows then that there is a path in  from p − 1 to q and since p − 1 is forbidden, then by
Lemma 1, so is q. The same can be concluded if there is a cycle containing p + 1 since by Claim 2, all successors of p + 1 are
forbidden. 
5. Decision algorithm
The decidability result from the previous section gives us a constructive method to check whether a given permutation
is sd-sortable. Based on Theorems 3 and 5 we describe a method for checking sd-sortability:
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Fig. 4. Dependency graphs for: (a) π = 11139572413615810121416, (b) π = 1436582107911
Input: Permutation π with domain n = {1, . . . ,n};
Step 1. Construct the dependency graph G = (n,E) associated to π: E = {(p,q)|(p − 1) q (p + 1)s π}
⋃{(p,p)|(p + 1)
(p − 1)s π}
⋃{(1,1),(n,n)}.
Step 2.1. Construct the set U1 of all nodes occurring in cycles (including those in self-loops) of G. Note that U1 consists of
all nodes having either self-loops, or being in non-trivial strongly connected components.
Step 2.2. Construct U2 = {p|{r − 1,r} →+ p}.
Step 2.3. The set of forbidden integers of π can now be represented by formula F(π) = U1 ∪ U2 ∪ {p ∈ V |U1 →+ p}.
Step 3. Output: Output “Yes" if π |F(π) is sorted, otherwise output “No".
The main bottleneck in the algorithm is computing the reachability matrix of a given directed graph. Thus, the time
complexity of the algorithm is O(na log n) and the space complexity is O(n2), where O(na) is the complexity of matrix
multiplication. The most efﬁcient algorithms for matrix multiplication are in [19,5], where a = log2 7 ≈ 2.807 and in [6,4],
where a = 2.376 (with a larger constant).
Example 3
(i) Consider permutation π = 11139572413615810121416.
Step 1: Building the Dependency Graph: Fig. 4(a);
Step 2.1: U1 = {1,8,10,16};
Step 2.2: U2 = {12};
Step 2.3: F(π) = {1,8,10,12,16};
Step 3: The set of forbidden integers F(π) is sorted in permutation π: π |F(π) = 18101216 - sorted. Output “Yes";
(ii) Consider permutation π = 1436582107911.
Step 1: Building the Dependency Graph: Fig. 4(b);
Step 2.1: U1 = {1,2,3,4,6,11};
Step 2.2: U2 = {9};
Step 2.3: F(π) = {1,2,3,4,5,6,7,9,11};
Step 3: The set of forbidden integers F(π) is not sorted in permutation π: π |F(π) = 1436527911—not sorted. Output
“No";
6. Discussion
In this paper, we considered dladmolecular operation from the restricted version of simple intramolecular model, where
molecular operations (ld, hi and dlad) can rearrange pieces of DNA molecule containing at most one initial (micronuclear)
MDS. We developed the method for detecting gene patterns which can be assembled by only restricted simple dlad. We
considered the problem as sorting of permutations by Sd-operations corresponding to restricted simple dlad. The decision
problemof sortabilityof apermutationbySd-operations is complicatedby fact, that thepermutationcanhaveboth successful
and unsuccessful strategies. However, we showed the method for deciding in cubic time the sortability.
Having characterization of gene patterns that can be assembled by simple operations and the results obtained in this
paper, we can decide effectively the assembly of genes in ciliates by means of simple intramolecular operations. It is worth
noting, that simple intramolecular operations are weaker than less restrictive simple intramolecular operations considered
in [7,8,17]. For instance, our operations cannot assemble the actin I gene in S. Nova as noticed in [17], while less restrictive
simple operations assemble all known for today gene patterns (see [3]) as reported in [13].
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In the same time, the decision problem for gene assembly in our model is more difﬁcult than for less restrictive simple
intramolecular model, where, as it was proved in [17], operations are “weakly" deterministic, i.e., all assembly strategies
applicable to a gene assembly are either successful or unsuccessful.
Acknowledgments
The work of I.P. is supported by Academy of Finland, project 108421. The work of V.R. is supported by Academy of Finland,
project 203667, and by Science and Technology Center in Ukraine, project 4032. V.R. is on leave of absence from Institute of
Mathematics and Computer Science of Academy of Sciences of Moldova, Chisinau MD-2028 Moldova.
References
[1] P. Berman, S. Hannenhalli, Fast sorting by reversals, Combinatorial Pattern Matching Lecture Notes in Comput. Sci., 1072, 1996, 168–185.
[2] A. Caprara, Sorting by reversals is difﬁcult, in: S. Istrail, P. Pevzner, M. Waterman (Eds.), Proceedings of the 1st Annual International Conference on
Computational Molecular Biology, 1997, pp. 75–83.
[3] A. Cavalcanti, T.H. Clarke, L. Landweber, MDS_IES_DB: a database of macronuclear andmicronuclear genes in spirotrichous ciliates, Nucleic Acids Res.,
33 (2005) 396–398.
[4] H. Cohn, R. Kleinberg, B. Szegedy, C. Umans, Group-theoretic algorithms for matrix multiplication, in: Proceedings of the 46th Annual Sym-
posium on Foundations of Computer Science, 23–25 October 2005, IEEE Computer Society, Pittsburgh, PA, 2005, pp. 379–388. Available from:
<arXiv:math.GR/0511460/>.
[5] T.H. Cormen, C.E. Leiserson, R.L. Rivest, C. Stein, Introduction to Algorithms, second ed., MIT Press and McGraw-Hill, 2001, pp. 735–741, ISBN 0-262-
03293-7.
[6] D. Coppersmith, S. Winograd, Matrix multiplication via arithmetic progressions, J. Symbolic Comput. 9 (1990) 251–280.
[7] A. Ehrenfeucht, T. Harju, I. Petre, D.M. Prescott, G. Rozenberg, Computation in Living Cells: Gene Assembly in Ciliates, Springer, 2003.
[8] A. Ehrenfeucht, I. Petre, D.M. Prescott, G. Rozenberg, Universal and simple operations for gene assembly in ciliates, in: V. Mitrana, C. Martin-Vide (Eds.),
Words, Sequences, Languages: Where Computer Science, Biology and Linguistics Meet, Kluwer Academic, Dortrecht, 2001, pp. 329–342.
[9] A. Ehrenfeucht, D.M. Prescott, G. Rozenberg, Computational aspects of gene (un)scrambling in ciliates, in: L.F. Landweber, E. Winfree (Eds.), Evolution
as Computation, Springer, Berlin, Heidelberg, New York, 2001, pp. 216–256.
[10] S. Hannenhalli, P.A. Pevzner, Transforming cabbage into turnip (Polynomial algorithm for sorting signed permutations by reversals), in: Proceedings
of the 27th Annual ACM Symposium on Theory of Computing, 1995, pp.178–189.
[11] H. Kaplan, R. Shamir, R.E. Tarjan, A faster and simpler algorithm for sorting signed permutations by reversals, SIAM J. Comput. 29 (1999) 880–892.
[12] T. Harju, I. Petre, V. Rogojin, G. Rozenberg, Patterns of Simple Gene Assembly, in: Discrete Applied Mathematics, Elsevier, in press.
[13] T. Harju, I. Petre, G. Rozenberg, Modelling simple operations for gene assembly, in: Junghuei Chen, Natasha Jonoska, Grzegorz Rozenberg (Eds.),
Nanotechnology: Science and Computation, Springer, 2006, pp. 361–376.
[14] L. Kari, L.F. Landweber, Computational power of gene rearrangement, in: E. Winfree, D.K. Gifford (Eds.), Proceedings of DNA Bases Computers, V
American Mathematical Society, 1999, pp. 207–216.
[15] L.F. Landweber, L. Kari, The evolution of cellular computing: nature’s solution to a computational problem, in: Proceedings of the 4th DIMACSMeeting
on DNA-based Computers, Philadelphia, PA, 1998, pp. 3–15.
[16] L.F. Landweber, L. Kari, Universal molecular computation in ciliates, in: L.F. Landweber, E. Winfree (Eds.), Evolution as Computation, Springer, Berlin,
Heidelberg and New York, 2002.
[17] M. Langille, I. Petre, Simple gene assembly is deterministic, Fundamenta Informaticae, IOS Press, 2006, pp. 1–12.
[18] D.M. Prescott, A. Ehrenfeucht, G. Rozenberg, Molecular operations for DNA processing in hypotrichous ciliates, Eur. J. Protistol. 37 (2001) 241–260.
[19] V. Strassen, Gaussian elimination is not optimal, Numer. Math. 13 (1969) 354–356.
[20] D.B. West, Introduction to Graph Theory, Prentice-Hall, Upper Saddle River, NJ, 1996.
