Abstract. The output feedback pole assignment problem is a classical problem in linear systems theory. In this paper we calculate the number of complex dynamic compensators of order q assigning a given set of poles for a q-nondegenerate m-input, p-output system of McMillan degree n = q(m+p? 1) + mp. As a corollary it follows that when this number is odd, the generic system can be arbitrarily pole assigned by output feedback with a real dynamic compensator of order at most q if and only if q(m + p ? 1) + mp n.
1. Introduction. The output feedback pole assignment of linear systems with static or dynamic compensators is a classical problem in control theory and many theoretical and numerical research papers have been devoted to this problem.
Although the systems involved are linear, the problem is in fact not linear. It was Brockett and Byrnes 4] who rst explained the pole assignment problem with static compensators as an intersection problem in a compacti ed set of static compensators, the Grassmann manifold Grass(m; m + p). In making the connection to the classical repeatedly to (p; p + 2; p + 3; : : : ; p + m) = 1 , one can compute the number d(m; p) = deg Grass(m; m + p). In 15] we de ned a set of subvarieties of K q m;p similar to the Schubert varieties of Grass(m; m + p), and proved a geometric formula similar to Pieri's formula (1.3) . This enables us to express d(m; p; q) = deg K q m;p as the solution of a partial di erence equation with boundary condition. In this paper (Section 3) we will solve this di erence equation and we will derive a closed formula for d(m; p; q) which is valid for all positive integers m, p and q. From this formula we nally will derive several new results which predict real and complex solutions assigning a speci c set of closed loop poles. One of the main results of this paper is: The variety K q m;p which parameterizes the set of m-input, p-output compensators of McMillan degree q can also be viewed as a parameterization of the space of rational curves of degree q on the Grassmann variety Grass(m; m + p). This geometric link originates from the well known Hermann-Martin identi cation 12]. (Compare also with 6, 17] ).
Surprisingly to us there has been recently a tremendous interest in the intersection theory of parameterized curves (of arbitrary genus) on Grassmann varieties and other homogeneous spaces 2, 8, 24, 31] . Researchers working in conformal quantum eld theory conjectured several new intersection numbers and an interesting formula for all numbers d(m; p; q), di erent from (1.5) was part of this conjecture. Readers interested in the Physics behind this conjecture are referred to Vafa 24] . The conjecture itself is formulated by Intriligator in 8] as well as in 2]. In 15] we were able to verify this conjecture for all numbers d(m; p; q). More recently Siebert and Tian 22] presented a proof covering the conjecture for all spaces of parameterized curves on a Grassmann variety. For readers interested in these connections we will give some more details at the end of Section 3.
The paper is structured as follows: In the next section we review the notion of an autoregressive system. This class of systems generalizes the class of transfer functions and it allows us to de ne the pole placement map using the behavioral approach to systems modeling as proposed by Willems 28, 29] . In this framework the points of the variety K q m;p naturally parameterize all autoregressive compensators of a xed number of inputs, outputs and a bounded McMillan degree. We also restate the main results derived in 17], which were in part the motivation of this paper. We conclude this section with two new theorems (Theorem 2.14 and Theorem 2.15) which sharpens the main results derived in 17].
The main theorem (Theorem 1.1) will be proven in Section 3. The proof involves the review of the generalized Pieri formula which was derived in 15]. In order to derive the new formula (1.5) describing the degree of the pole placement map in the critical dimension we will solve the partial recurrence relation mentioned earlier. This leads not only to a closed formula for the degree of the pole placement map in the critical dimension but also to a formula of the degree of some generalized Schubert varieties (Theorem 3.5). The section will be concluded with several simpli ed formulas covering particular situations.
In Section 4 we concentrate on the question for which triples m; p; q the degree d(m; p; q) is odd respectively even. In Theorem 4.2 and Corollary 4.4 we present a relatively simple combinatorial procedure which computes the mod 2 degree of the variety K q m;p for arbitrary m; p; q. Using this procedure we prove the existence of odd degrees even if min(m; p) 3, covering in this way many multi-input, multi-output feedback situations. (If min(m; p) 3 the degree of all Grassmann varieties is even. In part because of this there do not exist any positive pole placement results over IR in the critical dimension, i.e. when n = mp). We conclude the section with a complete description of all odd numbers d(m; p; q) for q = 0; 1; 2.
Finally in the last section we merge the derived results and provide a collection of corollaries and consequences. In this section we also cover situations when the plant is DYNAMIC POLE ASSIGNMENT 4 represented by a \traditional" strictly proper transfer function or when the compensator is supposed to be a proper transfer function only.
2. The set of autoregressive systems A q m;p , the projective variety K q m;p and the pole placement map. In this section we collect some mathematical preliminaries and simultaneously establish our notation. We will develop the theory using the behavioral approach of Willems 28] because we believe that the problem formulation in this setting is very natural. For the relation of this formulation to the traditional transfer function formulation we refer to 17, 28, 29] .
First we review the notion of signal space, behavior and autoregressive system. For this let IK denote either the set of real numbers or the set of complex numbers, i.e. IK = IR or C. Let IK IR denote the set of all functions : IR ! IK. With respect to the usual addition and scalar multiplication of functions, IK IR is a real vector space. A linear subspace H IK IR which consists of functions which are arbitrarily many times di erentiable will be called a signal space (see 3, 27] G(s) is a second left coprime factorization then it is well known that the p (m + p) polynomial matrices (N(s) D(s)) and (Ñ(s)D(s)) are row equivalent. In other words (N(s) D(s)) de nes an autoregressive system.
The following de nition extends the notion of McMillan degree to the class of autoregressive systems: Definition 2.3. 17, 26, 28] The degree of an autoregressive system P(s) is given by the maximal degree of the full size minors of P(s).
Next we would like to introduce feedback. For this consider a p (m + p) autoregressive system P(s) (the plant) and an m (m + p) autoregressive system C(s) (the compensator). The closed loop system is then the dynamical system described through the system of autoregressive equations 
We want to note at this point that the roots of (s) do not depend on the particular representation of the plant P(s) or the compensator C(s). Indeed ifP (s) = U 1 (s)P (s) andC(s) = U 2 (s)C(s) then~ (s) = det U 1 (s) det U 2 (s) (s). Finally the roots of (s) correspond to the poles of the closed loop system in the transfer function formulation. (See 17] for details).
For a given plant P(s) we usually say that P(s) is pole assignable (almost pole assignable) in the class of feedback compensators of degree at most q if the map P is onto (almost onto). Though many results are known when a system is pole assignable in the class of feedback compensators of order at most q over the complex numbers C 17], the question is still far from being solved over the reals and in the ungeneric situation. ( Indeed if the system P(s) is not controllable, the full size minors of P(s) have a common factor which is necessarily a factor of the closed loop characteristic polynomial (s). Clearly, even if P(s) is controllable one cannot expect that P(s) is pole assignable in the set of feedback compensators of degree at most q. The following de nition singles out an interesting class of systems which has the pole assignability property in the critical dimension (i.e. when dim A q m;p = dim IP n+q ) over the complex numbers.
Definition 2.7. ( 17] ) A plant P(s) is called q-nondegenerate if all compensators C(s) of order at most q are admissible. To put it in other words P(s) is q-nondegenerate if the set B P introduced in (2.4) is empty.
In the last part of this section we establish the connection to our earlier work in 17, 26] . First we would like to point out the following observation. The pole placement map P as introduced in (2.4) (2.6) it is well known that the coordinates are exactly the full size minors of the matrix C(s). In particular the map is well de ned.
In the following, whenever we will work with coordinates, we will assume the standard basis (2.6). More speci cally if
we will use the coordinates f i (s) = z (i;q) s q + z (i;q?1) s q?1 + + z (i;0) : (2.8)
The map is in general not an embedding as it is the case for the classical Pl ucker embedding (the case q = 0). Indeed as shown in 17] (C(s)) = (C(s)) if, and only if the matrices C(s) andC(s) are H-equivalent. (See 17] for details). On the other hand if C(s) andC(s) are both controllable (see De nition 2.6) then C(s) andC(s) are H-equivalent if, and only if they are row equivalent. The following Lemma summarizes those statements. Lemma 2.8. restricted to the set of controllable autoregressive systems is an embedding, in particular is generically one-one.
From the earlier remarks it is clear that the pole placement map P factors over the image of . We introduce therefore the following notation: Definition 2. This Lemma will allow us to study the pole assignment problem completely in the projective space IP N . In the geometric picture the set K q m;p \ E P will be of crucial importance. Note that (B P ) = K q m;p \ E P :
By abuse of notation we will denote K q m;p \E P with B P as well, the last Lemma justi es this choice. The set B P is sometimes called the base locus of the central projection P DYNAMIC POLE ASSIGNMENT 9 and by the last Lemma this set is empty if, and only if the plant P(s) is q-nondegenerate. The following theorem gives the result which mainly motivated this paper. Theorem 2.13 ( 17] 3. The subvarieties Z of the variety K q m;p and a closed formula of their degrees. In this section we derive a closed formula for the degree of a set of generalized Schubert subvarieties of the variety K q m;p . As a corollary we will obtain a formula for the mapping degree of the pole placement map in the critical dimension. . . .
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Note that the indices belong to the index set I := f 2 Ij m ? 1 < m + pg (3.5) which is by de nition a subset of the index set I. In particularĨ is also equipped with a partial order. Using this partial order we can now de ne an interesting set of subvarieties of K q m;p : +Q Q s 90 (5, 8) 75 (4, 9) +Q Q s +Q Q s The computation of the degrees of the varieties Z is therefore reduced to the solution of a partial di erence equation with boundary conditions. The next theorem provides a closed formula for this problem: 4 . Odd or even degrees. In this section we introduce some methods which can be used to determine whether the deg K q m;p is odd or even without computing the degree itself.
For Grass(m; m + p) = K 0 m;p , a well known fact is that deg Grass(m; p + m) is even whenever min(m; p) 3 1] . This is not the case for general K q m;p , i.e. in a certain sense there are many more odd numbers for a xed q > 0 than there are for q = 0.
The main result of this section is Theorem 4.2 which provides a short combinatorial description of all triples m; p; q which result in an odd degree. Using this theorem we derive several corollaries classifying the odd and even degree varieties.
In order to prepare for the main theorem we rst rewrite formula 3. For multinomial coe cients there is a well known criterion frequently used by topologists which guarantees that such a coe cient is odd. We formulate this criterion as a lemma.
Lemma 4.1. The multinomial coe cient k k 1 ;:::;km is odd if and only if there are no \carry overs" in the summation k 1 + +k m when calculated using binary representation. Proof. Let k = 2 n 1 + + 2 n l ; 0 n 1 < < n l :
(x 2 n i 1 + + x 2 n i m ) mod 2:
In particular it follows from this Lemma that k k 1 ;:::;km is even as soon as two numbers among fk 1 ; : : :; k m g are equal or two numbers are odd.
DYNAMIC POLE ASSIGNMENT 16 We will call a set fk 1 ; k 2 ; : : : ; k m g of positive integers a disjoint binary partition of k if the multinomial coe cient k k 1 ;:::;km is odd. To put it in other words fk 1 ; k 2 ; : : :; k m g is a disjoint binary partition of k if k 1 +k 2 + +k m = k; and if their binary representations k i = 2 n i1 + 2 n i2 + + 2 n ir i ; 0 n i1 < n i2 < < n ir i ; i = 1; 2; : : : ; m have disjoint exponents; i.e. n ij 6 = n rs for all i; j; r; s. Proof. Without loss of generality, assume m p. Consider again the description of the degree of the variety K q m;p as it was provided in formula (4.2). It is our goal to show that in the summation mod 2 the only relevant permutation is = id. In other words we will show by a clever \book keeping" that all other multinomial coe cients are either 0 or cancel each other.
First assume is not an idempotent, i.e. 2 Since the coe cient in front of the monom x 4 y 2 is indeed 1 we conclude once more that K 3 2;3 is of odd degree. b. m = 3, p = 4, q = 69, q(m+p)+mp = 495 = 1 + 2 + 2 2 + 2 3 + 2 5 + 2 6 + 2 7 + 2 8 .
Since the dimension is quite large we reduce mod 7 already in the rst step: fp ? 1; 2p + 3g = f2 + 2 2 + + 2 n 1 ?1 + 2 n 2 + + 2 n l ; 1 + 2 n 1 +1 + + 2 n l +1 g is a disjoint binary partition; i.e. if and only if n i+1 > n i + 1 for i = 1; : : : ; l ? 1. Similar results can also be proven for q > 1. The combinatorics however becomes very involved. We provide without proof the result for q = 2. Theorem 5.1. Consider a generic set of matrices (A; B; C) 2 IR n(n+m+p) describing a plant as in (5.1) and consider an arbitrary monic polynomial (s) 2 IR 
