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Résumé – Motivé par une application issue des « Smart Grid », les « réseaux d’électricité intelligents », cet article généralise le problème de
la quantification scalaire dans le cas où un agent, un consommateur, détermine les cellules de quantification et l’autre, un opérateur de réseau
appelé agrégateur, les représentants. À la différence de la quantification classique où deux agents, fictifs et que l’on peut supposer ne faire qu’un,
minimisent la distorsion sur les cellules et les représentants, les utilités maximisées ici par les deux agents sont distinctes. Leur différence est
mesurée par un biais et va conduire à une réinterprétation stratégique du problème de quantification. Reprenant des outils de théorie des jeux,
cet article va montrer quelques différences fondamentales entre le cas de la « quantification stratégique » et celui de la quantification classique :
toutes les ressources de communication ne sont pas forcément utilisées, le biais entre utilité va fortement conditionner la quantité d’information
échangée et la vitesse de convergence des méthodes analogues à l’algorithme de Lloyd-Max dans le cas stratégique.
Abstract –Motivated by an application to smart grid, this paper generalizes the problem of scalar quantization in the case in which an agent, the
consumer, determines the quantization cells and the other agent, the electrical network operator called aggregator, determines the representatives.
We know that the standard quantization consists of two fictitious agents, which can be identified as a single one, minimizing the distorsion on
the cells and on the representatives. In this paper, we consider a variation of that framework where the payoff functions maximized by the two
agents are distincts. Their difference is called bias and implies a new strategic approach to the problem. Using tools from game theory, this work
will highlight some key differences between the "strategic quantization" and the standard quantization, namely all communication ressources are
not necessarily used, the bias between the payoffs has an influence on the quantity of exchanged information and the speed of convergence of
methods analogous to the Llyod-Max algorithm in the strategic case.
1 La quantification stratégique :
un exemple des « Smart Grid »
1.1 Le problème de «quantification stratégique »
Le problème de quantification scalaire classique [1] permet
de représenter, approcher, un signal continu, noté ici s ∈ S ,
[0, 1], par un ensemble discret de valeurs {sˆ1, · · · , sˆM}, M <
∞. Ceci revient à décomposer S en cellules de quantification
Sm, m ∈ M , {1, . . . ,M} où Sm = [sm−1, sm], s0 =
0, sM = 1 et à déterminer un représentant sˆm par cellule.
On notera ici en gras les vecteurs s = (sm)m∈{0,··· ,M}, sup-
posé ordonné sans perte de généralité, et sˆ = (sˆm)m∈M. Étant
donné la densité de s, p(·), un quantificateur optimal (s∗, sˆ∗)






s)2 p(s) ds sur le couple (s, sˆ). Dans ce cadre, on peut suppo-
ser que deux agents (éventuellement fictifs), l’un contrôlant les
seuils sm définissant les cellules de quantification Sm et l’autre
les représentants sˆm, cherchent à optimiser le même critère de
performanceD.
Dans cet article, nous élargirons ce cadre au cas que nous ap-
pellerons ici quantification stratégique où deux agents contrô-
lent respectivement s et sˆ, mais ont des intérêts divergents. La
motivation pratique est décrite sur la Fig. 1. Les deux agents







1. Signal / messagem
2. Action a (agrégateur)
FIGURE 1 – Schéma de signal pour un modèle de Smart
Grids : l’agrégateur A et le consommateur C ont des intérêts
divergents dès que b > 0.
rateur de réseau d’électricité, appelé ici agrégateur [2] et noté
A, interagissent pour allouer optimalement une quantité d’éner-
gie au consommateur C. C a un besoin en énergie s ∈ S qui
est inconnu de A. Néanmoins, c’est ce dernier qui doit déci-
der d’une énergie effectivement allouée à C, a ∈ S. a est ainsi
l’analogue du représentant sˆ dans le cas stratégique. Pour
informer A, un canal de communication est disponible entre C
et A : un messagem ∈ M peut être envoyé et est observé par-
faitement par A. La connaissance, supposée commune, qu’ont
les deux agents a priori sur le besoin s est représentée par
la densité p(·). A va ainsi utiliser cette connaissance a priori
ainsi que le message reçu m pour faire son choix a. Les utili-
tés des deux agents sont connaissance commune et données par
uC(s, a) = (a − (s + ǫ))2 et uA(s, a; b) = (a − s)2 + bc(a).
Les utilités en espérance a priori sont alors





(am − (s+ ǫ))2 p(s) ds (1)






(am − s)2 + bc(am)
]
p(s) ds
avec ǫ ≥ 0 et b ≥ 0. Observons tout d’abord que le message
m n’intervient pas dans le calcul des utilités ; ce modèle s’ins-
crit ainsi dans la littérature « cheap talk » [3], où envoyer un
message ne coûte rien. L’interprétation « physique » du modèle
est la suivante : C se soucie uniquement de son besoin (avec
la marge ǫ ≥ 0), alors que A se soucie de satisfaire le besoin
de C mais aussi de l’état du réseau. Ce dernier est représenté
par la fonction de coût c : S → R, supposée régulière, stricte-
ment croissante et convexe. Elle peut typiquement modéliser le
vieillissement des transformateurs (voir [4]) ou les pertes Joule
si l’on se place dans un réseau de distribution d’électricité (à
l’échelle d’un « quartier électrique »). Enfin, le paramètre b est
la pondération attribuée par A au coût réseau. Hormis cette in-
terprétation physique, nous retiendrons surtout par la suite que
b permet de mesurer l’écart, ou biais pour reprendre la termi-
nologie de la littérature des jeux de « cheap talk », entre les uti-
lités des deux agents. Si b = 0 (et ǫ = 0), on retrouve en effet le
cas de la quantification classique, C et A maximisant l’opposé
de la distorsion D. Si b est grand, les utilités des deux agents
sont « fortement » distinctes et l’on s’attend intuitivement à ce
que la quantification soit modifiée par cette divergence d’inté-
rêts. C’est cette interprétation qui sera l’objet principal de cet
article.
Pour compléter la description de l’interaction stratégique en-
tre C et A, leurs actions, ou stratégies, sont maintenant décrites
formellement. Pour C, il s’agit des cellules (Sm)m∈M (ou de
façon équivalente des seuils s). Envoyer le messagem indique
alors à A que son besoin s appartient à l’intervalle Sm. Pour
A, une stratégie est un vecteur a = (am)m∈M où am est le re-
présentant de Sm = [sm−1, sm] : c’est l’énergie effectivement
allouée par A à C si le message reçu estm.
1.2 Premiers résultats issus de la théorie des jeux
Dans le cadre stratégique décrit ici, les outils de la théo-
rie des jeux [5] s’appliquent directement et permettent d’obte-
nir des résultats intéressants sur le problème de quantification
stratégique entre C et A. Définissons ainsi un jeu de quanti-
fication stratégique GM,b avec ses trois composantes : 1. les
joueurs : C et A ; 2. les ensembles d’actions/stratégies : s ∈
SM+1 et a ∈ SM ; 3. les utilités U ǫC et UA. De façon standard,
nous nous intéressons ici à une configuration dans laquelle au-
cun des deux agents n’a intérêt à dévier unilatéralement de
la stratégie qu’il est en train de jouer. Ceci est la définition
d’un équilibre de Nash (s∗, a∗) défini formellement par ∀s ∈
SM+1, U ǫC(s, a∗) ≤ U ǫC(s∗, a∗) et ∀a ∈ SM , UA(s∗, a; b) ≤
UA(s
∗, a∗; b). Celui-ci est obtenu quand les deux joueurs sont
en meilleure réponse (MR) face à la stratégie de l’autre, i.e.
s
∗ = MRC(a∗) et a∗ = MRA(s∗). Formellement, la MR de
C (MRA(s) est analogue) est définie par MRC(a) = {s ∈
SM+1 : ∀s′ ∈ SM+1, U ǫC(s, a) ≥ U ǫC(s′, a)}. Ici, il est pos-
sible d’obtenir les expressions des MR des deux agents.
Proposition 1 (Caractérisation explicite des MR). SoitM fixé.






















où : h : a 7−→ 2a+ bc′(a) et [x]+ = max(x, 0).
En particulier, faire l’hypothèse d’un coût réseau quadra-
tique c(a) = a2 et d’une densité uniforme p(s) = 1 permet
de simplifierMRA et d’obtenir des formules explicites dans de
nombreux résultats présentés par la suite.
2 Quantification stratégique : quelques
différences fondamentales
2.1 Ne pas utiliser toutes les ressources de com-
munication
La première différence fondamentale du cas avec utilité dis-
tincte est que toutes les ressources de communication ne sont
pas forcément utilisées. Dans le cas de la quantification clas-
sique, ne pas utiliser tous les représentants (fixer sm = sm+1),
ou de façon équivalente tous les bits de quantification log2(M),
est sous-optimal ce qui paraît très intuitif. Dans le cas straté-
gique, ceci n’est plus vrai et il existe une taille maximale pour
une partition d’équilibre.
Proposition 2. Supposons que ǫ > 0 et c′(ǫ) > 0. Alors il
existe Mb tel que M ∈ {1, · · · ,Mb} équivaut à l’existence
d’un équilibre de Nash dans le jeu GM,b.
Démonstration. La preuve revient à montrer que les hypothèses
de [3] sont vérifiées ici : 1. les hypothèses de concavité en a
des utilités uC et uA sont vraies de façon évidente ici ; 2. Le
théorème des fonctions implicites et les hypothèses sur c per-
mettent de montrer que uC et uA sont non-alignées [3], i.e. que
∀s ∈ S, argmaxa uC(s, a) 6= argmaxa uA(s, a; b).
Précisément, la présence du biais implique qu’à l’équilibre
∃µ > 0 : a∗m+1 − a∗m ≥ µ ([3], Lemme 1). Remarquons
que dans le cas d’un coût quadratique côté réseau d’électri-
cité (pertes Joule), les utilités de C et A sont non-alignées si
et seulement si ǫ > 0. Si ǫ = 0, C et A ont le même choix opti-
mal en s = 0 (a∗ = 0) etMb = +∞ dans la Prop. 2. La Tab. 1
illustre cet aspect fondamental de la quantification stratégique
TABLE 1 – Taille maximale d’une partition d’équilibreM b en
fonction de la marge ǫ dans l’utilité de C et du biais b pour
c(a) = a2. Plus le biais b entre les utilités des deux agents est
grand, moins les équilibres utilisent les ressources de commu-








10−7 10−5 10−3 10−1
10−2 60 38 15 2
10−1 22 16 8 2
0.5 11 9 5 2
ainsi que deux propriétés de monotonie : la taille maximale des
partitions d’équilibre décroît avec le biais b 1 (jusqu’à obtenir
la partition [0, 1] qui revient à ne communiquer aucune infor-
mation) ainsi qu’avec la marge ǫ.
2.2 Le biais conditionne la « quantité » d’infor-
mation échangée
Dans toute la suite de cet article, nous considérons ǫ = 0.
Le cas de la quantification classique est donc directement
obtenu quand b = 0. Nous allons montrer ici, dans un cas
particulier qui peut être traité analytiquement, comment le biais
influe sur la « quantité » d’information transmise de C à A, et
mesurée ici à l’aide de l’entropie.
Prenant une fonction coût quadratique côté réseau c(a) =
a2 et une densité uniforme sur les besoins en énergie ∀s ∈
S, p(s) = 1, l’unique équilibre de Nash (s∗, a∗) est s∗0 = 0,












2(1+b) , avec α± ,
1 + 2b ± 2√b2 + b. Il est obtenu en résolvant une équation
de récurrence d’ordre deux qui s’écrit avec les expressions des
MRC,A de (2) et (3). La Fig. 2 donne les partitions d’équilibre
dans le cas présenté ci-dessus, illustrant en particulier com-
ment le biais impacte la structure de la partition obtenue par
rapport au cas de la quantification classique (b = 0). Cette dif-
férence peut être mesurée quantitativement avec l’entropie qui
s’écrit H(s) = −∑Mm=1(sm − sm−1) log2(sm − sm−1) dans
l’exemple traité ici. Pour b = 0.001, 0.1 et 2, on trouve respec-
tivement H = 2.04, 1.94 et 0.52. Plus le biais b est important,
moins C a intérêt à donner une information précise sur son be-
soin réel s car il sait que A prend des décisions très différentes
des siennes pour chaque s.
2.3 Utilisation d’intervalles "extrêmes" de pro-
babilité nulle
Mentionnons tout d’abord deux résultats préliminaires.
Proposition 3. Supposons que p|[s,s] = 0 avec 0 ≤ s < s < 1.
Alors, les points suivants sont vérifiés : 1. C peut obtenir une
utilité aussi importante en se restreignant à des seuils sm ∈
S r [s, s] qu’en utilisant sm ∈ S ; 2. MRA est inchangée si
l’on suppose ∀m ∈M : sm ∈ [s, s]⇒ sm = s ou sm = s.
1. Ceci est aussi observé dans [4] (Fig. 2) avec un coût réseau exponentiel,
représentant le vieillissement des transformateurs.




FIGURE 2 – Partitions d’équilibre pour M = 5, p ∼ U([0, 1]),
c(a) = a2 et b ∈ {0.001, 0.1, 2}. Les M + 1 tirets verticaux
sont les actions de C, sm, les cercles gris les M représentants
choisis par A, am. Pour des petites (resp. grandes) valeurs
de b, la partition d’équilibre est proche de la « partition uni-
forme » - cas de la quantification classique où l’on échange
le « maximum » d’information - (resp. de [0, 1] - échange du
« minimum » d’information -).
































[0,0.2] (s = 0.2)
[0,0.5] (s = 0.5)
Intervalle "extrême" de probabilité 
nulle utilisé 
(différent de la quantification classique)
Interv. extr. non utilisé 
(idem quantif. classique)
FIGURE 3 – Taille minimale d’une partition d’équilibre utili-
sant un intervalle de probabilité nulle, c(a) = a2. Quand le
biais b est petit (resp. grand), on retrouve le cas de la quantifi-
cation où les intervalles de probabilité nulle ne sont pas utilisés
(resp. les équilibres de toute tailleM utilisent cet intervalle).
Observonsmaintenant que, même dans la quantification clas-
sique, un intervalle de probabilité nulle peut être utilisé par
A : prendre par exemple une gaussienne seuillée centrée en
(s+s)/2 avec probabilité nulle sur [s, s]. Par contre, si l’on sup-
pose que l’intervalle de probabilité nulle est "extrême", i.e.
s = 0 ou s = 1, cela n’est plus le cas. Dans le cas de la quanti-
fication stratégique, un tel intervalle peut être utilisé comme le
montre l’exemple suivant. Fixons ici [s, s] = [0, s] et p|[s,1] =
1
1−s (distribution uniforme avec un sous-intervalle de probabi-
lité nulle). D’après la Prop. 3, on peut supposer s0 = s et, en ré-
solvant le système récurrent d’ordre deux caractérisant l’équi-













s de manière à avoir sM = 1.
La condition sous laquelle A utilise [0, s], a1 =
s+s1





αM−1+ − αM−1− − (1 + 2b)(αM+ − αM− )
]
s <
0. Comme l’illustre la Fig. 3, ceci permet en particulier d’obte-
nir une taille minimale de partition M b à partir de laquelle un
intervalle donné (i.e. pour un s donné) de probabilité nulle sera
utilisé par A, à la différence de la quantification classique.
Remarque : p(·) > 0⇒ sm ∈ [am, am+1] et am ∈ [sm−1, sm],
contrairement à l’exemple donné ci-dessus.
2.4 Convergence d’une méthode itérative de cal-
cul des partitions d’équilibre
Pour les applications pratiques, l’étude de méthodes de cal-
cul des partitions d’équilibre est indispensable. Dans le cas de
la quantification classique (b = 0), la méthode de Lloyd-Max
[1] permet de simplifier la détermination d’un quantificateur
optimal en recherchant itérativement les seuils optimaux sm
ayant fixé les représentants sˆm puis en faisant de même avec
les représentants une fois les seuils fixés au lieu de rechercher
directement un couple (s, sˆ) optimal. Le modèle proposé ici
permet tout d’abord de réinterpréter cet algorithme dans un
cadre stratégique : C choisit s « face » à a ; A choisit a « face » à
s. L’algorithme de Lloyd-Max implémente ainsi itérativement
la MR d’un agent face à la stratégie fixée de l’autre agent. En
théorie des jeux, ceci s’appelle la dynamique de meilleure ré-
ponse [5]. On sait en particulier que, dans le cas où les deux
agents partagent la même utilité (b = 0), le jeu considéré ap-
partient à la classe des jeux de potentiel (même d’« équipe »),
qui possède des propriétés fortes concernant la dynamique de
MR [5]. Dans le cas stratégique où les utilités sont distinctes
(b > 0), la même dynamique s’applique jusqu’à (éventuel-
lement) satisfaire une condition de stabilité, ayant atteint un
équilibre. Le résultat suivant montre que sous des hypothèses
faibles concernant p(·), la dynamique de MR converge dans le
modèle proposé ici.
Proposition 4. Si p(.) > 0, alors la dynamique deMR converge
et le point de convergence (s∗, a∗) obtenu est un équilibre du
jeu de quantification stratégique GM,b.
Démonstration. Les étapes de la preuve sont les suivantes :
1. montrer que MRC(am, am+1) (resp. MR
A(sm−1, sm)) est
croissante en am et am+1 (resp. en sm−1 et sm) ; 2. montrer
que la preuve de [6], écrite initialement dans le cas de la quan-
tification classique et utilisant des arguments de machines à
nombre d’états fini, s’étend en fait au cas traité ici dès que les
fonctions de MR sont monotones en leurs deux arguments.
Enfin, il est possible d’obtenir un résultat concernant la vi-
tesse de convergence de la dynamique de MR.
Proposition 5 (Composée des MR Lipschitz). Dans le cas
d’une distribution uniforme p(.) et d’un coût réseau quadra-
tique c(a) = a2, la composée des MR, MRA ◦ MRC , est√
15
4(1+b) -lipschitzienne pour ||.||2 sur SM .
La preuve, essentiellement calculatoire, n’est pas donnée ici
par manque de place. Ceci permet d’obtenir une autre preuve
de la convergence de la dynamique de MR dans le cas particu-
lier de la Prop. 5. De plus, cela donne le nombre d’itérations
maximum de cette dynamique en fonction du biais b.
Corollaire 6 (Vitesse de convergence de la dynamique de MR).
Si p ∼ U([0, 1]) et le critère d’arrêt de la dynamique de MR
est ||a(nSTOP) − a(nSTOP−1)||2 ≤ η, alors nSTOP ≤ 1 +
⌈ 1/2 log(M)−log(η)log(4(1+b))−1/2 log(15)⌉.






















p(.) ~ N(0.3,0.1), n moyen avant convergence
p(.) ~ U([0,1]), n moyen avant convergence
p(.) ~ U([0,1]), borne théorique (Cor. 6)
1 000 points initiaux de
la dynamique de MR a(0),
η = 0.05, M = 5
Quantification
classique
FIGURE 4 – Vitesse de convergence de la dynamique de MR. 1.
La convergence est rapide dans les cas extrêmes b petit (quan-
tification classique) / grand (intérêts très divergents) ; 2. La
borne théorique est précise pour b grand.
Ceci se montre en utilisant des opérations standards sur les
fonctions lipschitziennes. Remarquons au passage que cette bor-
ne est croissante (resp. décroissante) avec M (resp. b) ce qui
semble relativement intuitif. Ceci est illustré par la Fig. 4.
3 Conclusion
Le modèle présenté dans cet article permet d’analyser les
différences entre la quantification scalaire classique et un cas
où la quantification devient stratégique. Ceci élargit en parti-
culier de manière utile la méthode de Llyod-Max à une classe
de problèmes plus large, avec une illustration concrète ici dans
le cadre des Smart Grid. Étendre certains résultats présentés
ici au cas d’un coût plus général que le coût quadratique serait
une suite logique à ce travail. L’unicité de la partition obtenue
par la dynamique de meilleure réponse est aussi une question
intéressante, vues les conditions restrictives données dans [3].
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