Abstract-Earliest virtual deadline zero laxity (EVDZL) algorithm is proposed for mobile GPU schedulers for its improved responsiveness. Responsiveness of user interface (UI) is one of the key factors in evaluating smart devices because of its significant impacts on user experiences. However, conventional GPU schedulers based on completely fair scheduling (CFS) shows a poor responsiveness due to its algorithmic complexity. In this letter, we present the EVDZL scheduler based on the conventional earliest deadline zero laxity (EDZL) algorithm by accommodating the virtual laxity concept into the scheduling. Experimental results show that the EVDZL scheduler improves the response time of the Android UI by 9.6% compared with the traditional CFS scheduler.
I. INTRODUCTION
Responsiveness is one of the most important performance factors in user interface (UI) on modern smart devices as it indicates the latency that users experience from user inputs to the display outputs on smart devices [1] . Therefore, GPU throughput plays a key role to this responsiveness but little was taken into account in scheduling GPU tasks on GPU device drivers.
Traditionally, mobile GPU drivers have relied on the completely fair scheduling (CFS) algorithm [2] that allocates GPU resource to the process with the smallest virtual runtime. However, this policy hurts the responsiveness of devices because of its algorithmic complexity to maintain its scalability to many-core systems.
Recently, the BFS scheduler [3] is proposed for mobile devices with a limited number of cores exploiting the earliest virtual deadline first (EVDF) algorithm [4] . The EVDF reduces the scheduling complexity for an improved responsiveness by introducing the virtual deadline which involves simpler calculation compared with the virtual runtime used in the CFS algorithm. However, the limited scalability of the EVDF leads to virtual deadline misses on multi-core environments which are becoming common in mobile GPUs thereby increasing its response time. The original idea of the EVDF can be found from the earliest deadline first (EDF) algorithm in the real-time domain [5] . The EDF is famous for its optimal scheduling in uniprocessor domain but has a deadline missing problem in multi-core systems, which is a similar phenomenon to the virtual deadline misses associated with the EVDF algorithm. This problem was solved by the least laxity first (LLF) and earliest deadline zero laxity (EDZL) algorithms that exploit the laxity of a task representing the spare time to the deadline [6, 7] . In this letter, we take a similar approach and propose the earliest virtual deadline zero laxity (EVDZL) algorithm for an improved responsiveness in mobile GPUs by incorporating the virtual laxity into the EVDF, thus resolving the multicore scheduling problem of the EVDF. The EVDZL inherits the lower complexity of the EVDF by exploiting the virtual deadline and prevents the violation of virtual deadline via the virtual laxity that takes the multi-core domain into account, resulting in an improved responsiveness of smart devices.
II. EVDZL SCHEDULER
Completely fair scheduling (CFS) [2] is the most widely used in GPU scheduling since it fairly allocates GPU resource to each task by exploiting a virtual runtime according to the Eq. (1). The virtual runtime considers not only the weight of each task but also the execution time of it to achieve the fairness in allocation of GPU time to each task. However, the scheduling latency increases because the Eq. (1) requires a division operation in its calculation by incorporating the task weight which is inversely proportional to task priority.
where
ω is the weight of a task with priority of zero,
i A τ t is the execution time of a task i τ at time t .
The BFS scheduler [3] based on the earliest virtual deadline first (EVDF) algorithm [4] was proposed to reduce this scheduling complexity of the CFS and thus improving the responsiveness. As shown in Eq. (2), the EVDF scheduling algorithm avoids the division of Eq.
(1) by introducing the virtual deadline which is proportional to the task priority. The virtual deadline becomes a guideline to improve the timeliness of a task. However, the virtual deadline in this algorithm might be missed in multi-core systems (e.g. GPUs) because the EVDF algorithm tries to run a task with the earliest virtual deadline without any considerations on the time slack to the virtual deadline, thereby hurting its responsiveness. In real-time domain, a similar problem appears in the earliest deadline first (EDF) algorithm [5] that misses the deadline in multi-core environments. This problem was resolved in the least laxity first (LLF) [6] by accommodating the time slack to deadline, which is represented as the laxity, in task scheduling. The LLF algorithm schedules the tasks with the least laxity first thereby meeting the deadline, but the laxity-based scheduling incurs a huge overhead from frequent switching of tasks. Earliest deadline zero laxity (EDZL) algorithm [7] was studied to combine the strong points of the EDF and LLF algorithms. It basically schedules tasks based on their deadlines instead of the laxity and switches to the laxity-based scheduling if it finds any tasks with zero-laxity because the laxity of zero indicates the task needs an immediate start or it will miss its deadline. As a result, its task switching overhead gets lower than that of the LLF algorithm by minimizing the chances for the laxity-based scheduling.
Unfortunately, the laxity itself does not make sense in non-realtime domain as it requires the deadline to be specified in its calculation. Therefore, we introduce the virtual laxity as in Eq. (3) that indicates the time slack to the virtual deadline. This virtual laxity can be used to avoid the virtual deadline violations associated with the EVDF algorithm. We propose the earliest virtual deadline zero laxity (EVDZL) algorithm based on this virtual laxity as described in Algorithm 1. The proposed EVDZL algorithm basically runs on the virtual deadline but it switches to the virtual laxity if it finds any task with a virtual laxity of zero from the scheduling queue. Fig. 1 shows the behaviors of the EVDF and EVDZL algorithms in a multi-core environment. We assume the virtual deadline (VD) of a task τ 1 , τ 2 , and τ 3 are at time 2, 3, and 1, respectively, and the virtual laxity (VL) of the τ 1 , τ 2 , and τ 3 at time of 0 are 1, 0, and 0, respectively. In the EVDF algorithm of Fig. 1(a) , the task τ 1 with earlier deadline is scheduled before the task τ 2 even though the task τ 1 has time slack to the deadline, so the task τ 2 misses its virtual deadline. On the other hand, the EVDZL in Fig. 1(b) allocates tasks with the virtual laxity of zero first to each core, and thus the task τ 2 is scheduled before the task τ 1 thereby meeting its virtual deadline. As described in Fig. 1 , the EVDZL exploits the virtual deadline for a reduced scheduling complexity and the virtual laxity to prevent the violations of virtual deadlines. As a result, the proposed EVDZL scheduler improves the responsiveness of mobile GPUs by exploiting the strong points of both the virtual deadline and virtual laxity together.
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III. EXPERIMENTAL RESULTS
We use the Samsung Exynos5422 AP with the ARM Mali-T628 GPU as a testbed for mobile GPU cores. All GPU-related experiments are conducted on the Odroid-XU3 board running the Android 4.4.2 Kitkat on Linux kernel version 3.10.9.
As we need to know the remaining execution time of a given task to evaluate its virtual laxity as in Eq. (3), we acquire it by profiling GPU tasks in advance. In order to evaluate the responsiveness of user interface (UI), we used the System UI and SurfaceFlinger in Android platform that provide built-in UI and display manager of the platform, respectively. Responsiveness of the Android UI is tested while the tasks for 3D graphics or GPGPU are running on as background workloads to show the EVDZL scheduling performance under multiple GPU tasks. Table 1 shows that the responsiveness of Android UI under the EVDZL scheduling is improved by 9.6% and 4.9% in average for the 3D graphics and GPGPU background tasks, respectively, compared to those on the CFS scheduler.
IV. CONCLUSIONS
In this paper, a novel GPU scheduling algorithm exploiting the virtual laxity as well as the virtual deadline is proposed for mobile GPUs. The virtual laxity is proposed to avoid the violations of virtual deadlines in 
