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Abstract 
The sets of word-lengths of context-sensitive languages are discussed. 
In [Z] the problem of characterizing the lengths of words in type 1 (context- 
sensitive) languages was raised. Let 
NL = (1~1: WEL} 
where the numbers are encoded in binary, i.e. N, G (1. (0, l> * u 0). Furthermore, let 
Jv; = {N,: L is a type 1 language}, 
5& = {N,: L is a deterministic type 1 language}. 
Observation 1. XI = NSPACE(2”) n (1. (0, 1) * u 0). 
Proof. Let L E Xl be the set of lengths of words accepted by an NLBA M and w an 
input to be checked for membership in L with IwI = n 2 2. Then w (if syntactically 
correct) represents a number k with 2”-’ 6 k < 2” - 1. On O(2”) tape squares it is 
possible to guess an input for M, simulate it, and accept if M accepts. 
Conversely let L E (1 . (0, 1 > * u 0) be accepted by an O(2”) tape bounded machine 
M. An NLBA counts the length of its input in binary, simulates M with this length as 
input, and accepts or rejects accordingly. This completes the proof. Cl 
Similarly we have 
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Observation 2. ~3~ = DSPACE(2”) n (1. (0, l} * u 0). 
Proof. As above, but instead of guessing the input simulate the DLBA on all relevant 
inputs. Since DLBA can be halted by well-known techniques this is possible. 0 
While these characterizations may not be simple it is clear that any improvements 
have direct consequences for the mentioned complexity classes and will therefore not 
be easy. It should be pointed out that characterizations depending on basic arithmetic 
properties (such as periodicity) are ruled out since they are checked in polynomial 
time while some languages in Ni and .9i require exponential space. 
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