For the 2D Ising model, we analyzed dependences of thermodynamic characteristics on number of spins by means of computer simulations. We compared experimental data obtained using the Fisher-Kasteleyn algorithm on a square lattice with l l N   spins and the asymptotic Onsager solution (N).
Introduction
Calculation of a partition function is the central problem of statistical physics. However, they succeeded in solving this problem only for a few models described in classical monographs [1, 2] . The most known is the Onsager solution for a two-dimensional square lattice [3] obtained long ago. Until now, there are no analytical solutions for more complex models including models where a magnetic field is taken into account. To describe these models they use approximate methods such as the Bragg-Williams approximation, the approximation of the Curie-Weiss molecular field, the Bethe-Peierls approximation [4, 5] , and so on. In spite of its difficulty, the transfer matrix method showed itself very useful when analyzing properties of the Ising model [6, 7] . In addition, a lot of to analytical and numerical methods showed themselves useful when analyzing the Ising model. They are the finite chain extrapolations [8] , the high-temperature series, the two-time Green function [10] , the Suzuki-Trotter transformation [11] , the Monte Carlo method [12, 13] , the Bethe approximation [14] , a combinatorial approach [15] , lowtemperature power series [16, 17] , and the n-vicinity method [18, 19] . Different authors used the statistical physics methods for analyzing properties of associative memory [20] - [23] and for developing new ways for finite-size neural networks learning [24] - [26] .
Recently researchers made significant progress in development new numerical methods for calculation of critical exponents [27] - [30] and energy spectrums of spin systems [31] . In all these studies, the Monte Carlo method is the basic algorithm allowing one to obtain approximate estimates. In the same time, there appeared algorithms for accurate calculation of the free energy of a planar spin system. To approximate   N in the best way physical results corresponding to the limit the researchers perform calculations with the most possible number of spins N.
However, the resources of numerical methods are limited and always there is an open question whether the dimension of the problem is sufficiently large.
In the present paper, to perform our computer simulations we used the Fisher-Kasteleyn algorithm [32] [33] . This algorithm allowed us to calculate in a polynomial time the free energy of a spin system for an arbitrary planar graph with arbitrary connections. This algorithm is exact because it calculates a partition function by means of calculation of a determinant of a matrix constructed with regard of the model in question. In [34] one can find more about this algorithm.
In our calculations, we used the algorithm implementation proposed in [35] . Its results coincide with the results of [34] but it works much faster.
In this paper, our purpose was to investigate the dependencies of the system parameters on the number of spins N and to obtain analytical expressions suit for finite values of N. The obtained results allowed us to estimate how large N had to be for the numerical calculations to describe satisfactory properties of asymptotically large (   N ) physical models. The present paper is an extended version of our preceding paper [39] and this is why we make good use of the results of this paper. Here we refine some results of [39] and add computer simulations for small linear lattices sizes ( 40 5 ..., ,  l
). In addition, in the finite-dimensional case we obtain and analyze new expressions for temperature dependences of the magnetization and the correlation length of spins that are in good agreement with the results of computer simulations by means of the dynamic Metropolis Monte Carlo method.
Basic expressions
Let us define a spin system described by Hamiltonian
We are interested in its free energy
where we define the partition function
It is known, that in the framework of the Onsager solution the heat capacity diverges
, where the critical value of inverse temperature and critical values of free energy and internal energy are determined from the condition 1  k in the form:
In the following sections, we describe the results of our computer simulations. We used the Fisher-Kasteleyn algorithm for lattices of different sizes and compared our numerical results with the analytic Onsager solution. In particular, we analyzed the behavior of the heat capacity near the critical point
. Note, here we limited ourselves to square lattices; however, the algorithm can be used not for them only.
We emphasize that the algorithm we used is suitable for planar lattices only. This means that we examine the case of the free boundary conditions because a lattice with the periodic boundary conditions is not a planar graph. Then the energy of the ground state has the form
Here we restricted ourselves to linear sizes 3 Outside this interval, we calculated the free energy at 2 10 control points only. In our simulation, to obtain the first and the second derivatives of the function ) ( f f  we calculated the values of the free energy at three points equispaced at 5 10    d and then used the method of finite differences in the double-precision format. Although the algorithm allowed us to calculate the value of f for a lattice of an arbitrary size, for large linear sizes ( 400  l ) the accuracy was not enough and this is the reason why we calculated the first derivative to an accuracy of 10 10  and the second derivative to an accuracy of 5 10  only.
Results of simulations
In our simulations, we calculated the free energy ) ( f f  and its derivatives. As expected, we obtained that the peak of the heat capacity ) ( C C  is shifted to the right with respect to the peak of the energy dispersion ) (    . Let the critical inverse temperature c  be the coordinate of the peak of the heat capacity and let the corresponding critical values be . In Table 1 The results of simulations and the analysis of the obtained experimental data we show below in Figs. 1-4. As we see from Fig. 1a , our numerically calculated values for the free energy and for the internal energy approach the Onsager solution when the size of the lattice increases.
We show only the curves for not so large lattices whose linear sizes are 100 50 25 , ,  l . When 100  l the curves are too close to the Onsager solution to be clearly seen.
For large  mainly the states with the smallest energies contribute to the partition function.
Consequently, the free energy for large  decreases linearly (see Fig. 1a ). According to Eq. (8) when  is large asymptotic behavior of the free energy is as follows
Because of the term N / 1 , when linear sizes are not too large the curves differ from the Onsager solution. . From Fig. 2 it is evident that for lattices of finite sizes this is not the case. However, the heat capacity ) ( C C  has a peak and the larger the size of the lattice the sharper the peak.
Analyzing in detail the behavior of the heat capacity near the peak, we found that, first, the height of the peak depends logarithmically on the size of the lattice. Second, the coordinate of the peak is slightly shifted to the right with respect to ONS  but it tends to this value when the size of the lattice increases.
In Fig. 1d the solid line is the Onsager solution for the case N . Note, when N decreases the peaks shift to the right (in the direction of larger values of  ). In [40] the same computer simulations was performed for the two-dimensional Ising model but contrary to the present results, the peaks of the heat capacity shifted to the left. The point is that we examine twodimensional lattices with the free boundary conditions however in [40] was used the periodic boundary conditions. Table 1 shows that the expressions (10) approximate correctly the dependences of the coordinate of the peak of the heat capacity (the critical value c  ) and also of the critical values of the free energy, internal energy and the heat capacity on N :
Analysis of data presented in
by the aid of Eq. depends linearly on N ln . In Fig. 2 we clearly see that Eqs. (10) are in good agreement with the experimental data. Note only that fluctuations seen for 400  l are due to lack of accuracy of our algorithm in the double-precision format to calculate correctly the second derivative in the 4-th decimal place. We note that the correction of order ) ( is more complex than the analogous function in Eq. (10). In the same time, the accuracy of the approximation is very high: the value of the related error is less than 0.02% even when 5  l .
Note, in Eq. (11) we need to take into account the terms of the order of 2 ()
when the linear size of the lattice is larger ( 40  l ) they are practically do not affect the accuracy of the approximation. Fig. 3 ) and solid line corresponds to Eq. (11).
Generalized Onsager solution
Our analysis showed that it is possible to derive analytical expressions describing correctly the results of computer simulations and the above-found asymptotic expressions. With this in mind we substitute
in Eq. from one by a value of the order of  
1/
Ol . The second substitution eliminates the divergence at
Substituting the expressions (12) in Eq. (4) we obtain the expression for the free energy and after that from Eqs. (3), we calculate the internal energy and the heat capacity applicable for systems of finite sizes: 
From Eq. (17) we obtain the following expression for the critical value of the heat capacity (10) . In the same way Eqs. (13) confirm our empirical formulae (10) - (11) .
Even when the size of the lattice is comparatively small, Eqs. (13) approximate correctly the results of our computer simulations. To illustrate this in Fig. 4 we show the graphs of the energy dispersion, the heat capacity and the internal energy when 25 25   N . As we see these figures demonstrate good agreement of the theory with the experiment. The agreement improves significantly, when the size of the lattice increases.
We can also verify the expressions (13) analyzing the spectral function
is the divergence of the energy level E. As it was shown in [37, 40] the following equations
define implicitly the spectral function. In Eq. (19) ) (x f is the function ) ( f from Eq. (13) where  is replaced by x. We introduce an arbitrary variable x to point out that the spectral function is not related to the temperature. Since for each x from Eq. (19) we can find the energy E and the corresponding value of the function ) (E  , changing x from 0 to  we obtain the whole energy spectrum. For verification, we used the results of very complex simulations [38] .
The maximal size of their 2D model was 16 16   N . In Fig. 4d we compare the results of this experiment with the function () E  calculated using Eq. (13) . We see that even for such small size of the lattice our theory describes well the experimental data. 
Approximately this value one order of magnitude less than the linear size of the lattice l.
The correlation length ) / exp( In the same way, we substitute Eqs. (12) in the expression for the spontaneous magnetization obtained by Yang [36] . Then in our case the spontaneous magnetization is
where ) /(
. It must be emphasized, that when the size of the system is finite the interpretation of the expression (23) is completely different than in the case   N . As it was pointed out in [1] , in the absence of magnetic field mean values of magnetizations of finite systems are equal to zero.
The reason is that for each configuration with 1
there is the equally probable configuration To verify the obtained theoretical values of the magnetization for each temperature we examined experimentally the distribution of the magnetization by means of the Metropolis Monte Carlo method. Since the mean value of the magnetization is always equal to zero we checked the value of magnetization at the peak of distribution only. When  is not so large the distribution has one peak at 0
. When  is close to the critical value or larger the peak splits. In Fig. 7 , we show the coordinates of the magnetization peak as function of the temperature. As we see, they are in good agreement with the obtained theoretical curve. 
Discussion and conclusions
Basing on our experimental data, we obtained simple expressions (10) and (11) allowing us to estimate the critical values that are in good agreement with experiments. If we choose the fitting parameters in the form (15) the error of approximation in the limit    is rather small and we can describe the coordinates and heights of peaks almost precisely. Of course, one may try to define the fitting parameters more accurately and then write down the estimates for critical values to higher accuracy. However, it was not our goal since we seek for the simplest expressions providing the high accuracy when 40  l . The objective of our work was to find how the critical values behave themselves as functions of N.
We introduced two fitting parameters (15) and this allows us to derive analytic expressions 
We examined a somewhat different system (a square lattice) and obtained 4403 0 4945 0 . ln .
Comparing Eqs. (24) and (25) we see that only the constant but not the dependence of c C on l changed. We suppose that this is a result of different boundary conditions: Onsager used the periodic boundary conditions, while we explore the free boundary conditions. The experiment performed for a square lattice with the periodic boundary conditions [40] confirms this conclusion.
Finally, our simulations showed that the peaks of the curves . However, there is a question: which of the peaks we have to use to define the critical temperature? Indeed, the first peak corresponds to the maximum of the energy dispersion and the second to the maximum of the correlation length. They both are characteristics of a phase transitions. We (mostly through a habit) defined the critical temperature as the coordinate of the peak of the heat capacity. When the size of the lattice was large, this approach was justified: when 400 400   N the distance between these peaks was so small that we did not see it.
However, at smaller sizes the distance between the peaks was noticeable. Most likely when interpreting the results of computer simulations we have to state that the phase transition is smeared over the interval from  c  to c  . Consequently, numerical experiments allow one to define the critical temperature within the accuracy of the length of this interval. This means that the absolute error has to be of the order of We analyzed the dependences of the critical parameters on the size of the lattice by example of the 2D Ising model. However, we hope that our basic conclusions are also true for other models.
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