Abstract. The deterministic factorization algorithm for polynomials over finite fields that was recently introduced by the author is based on a new type of linearization of the factorization problem. The main ingredients are differential equations in rational function fields and normal bases of field extensions. For finite fields of characteristic 2, it is known that this algorithm has several advantages over the classical Berlekamp algorithm. We develop the algorithm in a general framework, and we show that it is feasible for arbitrary finite fields, in the sense that the linearization can be achieved in polynomial time.
Introduction
Like the classical algorithm of Berlekamp [1] , the recently developed deterministic algorithm of the author [12] for factoring polynomials over finite fields is based on a linearization of the factorization problem, i.e., on a reduction to a system of linear equations. However, the new algorithm uses a completely different procedure to achieve the linearization, a key step being the consideration of differential equations in rational function fields. The algorithm introduced in [12] was restricted to squarefree polynomials over finite prime fields, but it was shown by Miller [8] that the condition that the polynomial be squarefree can be dropped.
In [13] the author has extended the factorization algorithm to arbitrary finite fields. Again, the algorithm readily applies to arbitrary polynomials; i.e., no prior reduction to the squarefree case is necessary. The analysis in [ 13] revealed that, at least for finite fields of characteristic 2, the new algorithm has several advantages over the Berlekamp algorithm. In [13] one can, in fact, find two ways of generalizing the algorithm in [12] to arbitrary finite fields: one method uses normal bases of field extensions, and the other Hasse-Teichmüller derivatives. The latter approach was further pursued by Niederreiter and Göttfert [14] , who showed that it leads to a feasible linearization technique for arbitrary finite fields. Thus, the new algorithm looks more and more like a method that is not only of interest for small finite fields, as suggested initially in [12] . This will be borne out again by the results of the present paper which, in particular, demonstrate the usefulness of the algorithm for large finite fields of small characteristic.
In this paper it is demonstrated that the method in [13] using normal bases yields a feasible linearization, in the sense that the coefficient matrix of the appropriate system of linear equations can be calculated in polynomial time. We also combine the approach employing normal bases with the method using Hasse-Teichmüller derivatives to obtain a generalization of Algorithm B in [13] . In §2 we describe the general scheme of the algorithm; some of the underlying principles are valid for any field of positive characteristic. The linearization of the factorization problem proceeds in two steps: first from a suitable differential equation to a system of algebraic equations, and then from this system of algebraic equations to a system of linear equations. In §3 we analyze the first step and show how to efficiently compute the coefficient matrix of the linear part in the system of algebraic equations. For this purpose, the basic technical tool in [14] , namely the analysis of a certain decimation operator on sequences, is exploited further. In §4 we analyze the transition from a system of algebraic equations to a system of linear equations by using normal bases of extensions of finite fields. The cost of setting up the coefficient matrix of the system of linear equations is bounded, in particular, in terms of the complexity of the normal basis. The bound shows that low-complexity normal bases are preferable in this context.
Description of the algorithm
We first need to define Hasse-Teichmüller derivatives of formal Laurent series (see [5, 15] ). For an arbitrary field F let F((x~1)) be the field of formal Laurent series over F in the variable x~x . The elements of F((x~x)) have the form oo / ,, $nX , n=w where w is an arbitrary integer and all s" £ F. For an integer k > 0 the Hasse-Teichmüller derivative H^ of order k is defined on F((x~x)) by
Since F((x~x)) contains the rational function field F(x) as a subfield, H^ is thus in particular defined on F(x). We note that IlW is an F-linear operator onF((x-x)). The starting point of the factorization algorithm is the consideration of a certain differential equation in terms of Hasse-Teichmüller derivatives. Let F be a field of prime characteristic p , and let r > 1 be a power of p . Then the differential equation in question is (1) H(r-»(y)=y'
with an unknown y £ F((x~x)). For the application to factorization we are, in fact, interested only in rational solutions y £ F(x) of (1). The differential equation (1) was introduced and studied in [13] . In the case r = p we have /f(p-i)(y) = _y(p-i) for all y £ F((x~1)), where y^_1) is the ordinary derivative of y of order p -1, and so ( 1 ) reduces to a differential equation considered earlier in [12] .
Let r > 1 again be a power of the prime p . We denote by Fr the finite field of order r. If the field F contains Fr as a subfield, then J(y) = H{-r~x\y)-yr is an Fr-linear operator on F((x~x)), and therefore the solutions of ( 1 ) form an iv-linear subspace of F((x~x)). The rational solutions of (1) can be described explicitly by the following result, which is a special case of [13, Theorem 2] . This result is applied to factorization in the following way. Let F and / £ F[x] be as in Lemma 1, where / is the polynomial to be factored. Suppose we have a computationally feasible method for finding the solutions y of ( 1 ) of the form y = h/f with h £ F [x] . Note that according to Lemma 1, the differential equation ( 1 ) Thus, if h runs through all rm numerator polynomials of the solutions y -h/f of (1), then //gcd(/, h) yields all 2m monic factors of the squarefree part 8\ ' • • Sm of f (with repetitions if r > 2). In particular, we get in this way all monic irreducible factors gi, ... , gm of /, which readily yields the complete canonical factorization of /. In an alternative strategy, we just strive to get one nontrivial factor of / out of (2), and then we apply the factorization algorithm again to this nontrivial factor and its complementary factor of f and iterate. Compare also with the discussion in [13] .
The potential bottleneck in the above procedure for determining gi, ... , gm is the calculation of the rm gcd's in (2) . For random polynomials / over finite fields and r and d = deg(/) of reasonable size, this problem is not so serious since the average order of magnitude of the number m of distinct monic irreducible factors of / is small, namely logo? according to [7, §6.2.4] . However, in unfavorable situations, m can be close to d, and then difficulties arise already for moderately large d. We remark that in the frequently encountered case r = 2, Göttfert [4] has recently shown that, by a more refined approach, the number of required gcd calculations for the determination of g\, ... , gm can be reduced from rm to 0(m2). This leads to a polynomial-time factorization algorithm over finite fields of characteristic 2.
The central problem that remains to be discussed is how to actually solve the differential equation (1) . Let F be an arbitrary field of prime characteristic p , let r > 1 be a power of p , and let / e F[x] be monic with deg(/) = d > 1. We are interested in the solutions of (1) of the form y -h/ f with / fixed and h £ F[x] unknown, and so we write (1) as (3) fHl'-V (jj = hr.
It was shown in [13] that any solution h of (3) satisfies deg(/z) < d, so that we can write h(x) -Yjk=o hkx>c with all hk £ F. Also, by the arguments following [13, Eq. (19)] we know that both sides of (3) are polynomials over F of degrees < (d -l)r and that both sides of (3) are polynomials in xr. Thus, where h = (An,..., hd_¡) £ Fd is the coefficient vector of h , and hr stands for the vector (h^, ... , hrd_x) e Fd . An efficient method for calculating the matrix Nr(f) will be developed in §3. We will then have achieved a computationally feasible transition from (3) to (4) . The next step is to linearize (4) . For this purpose, we now assume that F is an arbitrary finite field, say F = Fq . Let Fr be a subfield of Fq ; then all the theory described above applies. In most practical implementations one will take r = p , the characteristic of Fq , so that Fr is the prime subfield of Fq , but the case of an arbitrary finite extension Fq/Fr of finite fields that is treated here is also of interest. A convenient linearization of (4) is achieved by utilizing normal bases of the extension. This method was already developed in [13] for the special case r = p, and it can be generalized in an obvious fashion. If q = r, then hr = h, and the system (4) is already linear. Thus, we can assume that q = r' with an integer t > 2 .
We recall that a normal basis of Fq over Fr is an ordered basis of Fq over (5) is equivalent to the system (4), and hence equivalent to the differential equation (3) . This provides the desired linearization. In principle, this linearization works also if we use an arbitrary ordered basis of Fq over Fr, but the choice of a normal basis simplifies the treatment of the right-hand side of (4) considerably.
The facts that (3) and (5) are equivalent and that (3) has exactly rm solutions imply that the matrix Kq>r(f, B) in (5) has rank dt-m . In §4 we will analyze the cost of deriving the coefficient matrix Kq¡r(f, B) of (5) from the matrix Nr(f) and also the total setup cost of Kq>r(f, B). We note that if r = p , then Kq,r(f, B) is the same as the matrix Kq(f, B) introduced in [13].
From the differential equation to algebraic equations
In this section we analyze the transition from the differential equation (3) to the system (4) of algebraic equations. The main result of this section (Theorem 2) shows that the matrix Nr(f) can be calculated in polynomial time, where the time unit is taken to be one arithmetic operation in the underlying field.
We consider (3) under the conditions stipulated in §2, namely that F is an arbitrary field of prime characteristic p , that r > 1 is a power of p, and that / £ F[x] is monic with deg(/) = d > 1. Let F°° be the vector space (over F) of all sequences of elements of F under termwise operations. We abbreviate a sequence so, si, ... of elements of F by (s"). We define two linear operators on F°° , the shift operator T(s") = (sn+i) and the decimation operator Ar The following basic lemma is a special case of [11, Corollary 1], but we include its simple proof for the sake of completeness.
Lemma 2. The operator Ar is a linear transformation from S(f) into S(fr).
Proof. It suffices to show that Ara £ S(fr) for all a £ S(f). Since f(T) is the zero operator on S(f), and f(x) divides f(x)r -fr(xr), it follows that fr(Tr) is the zero operator on S(f). Thus, for any o £ S(f) we get so that the coordinate vector of a relative to E2 is the initial state vector of a. We can now give the following formula for the matrix Nr(f) in (4). Thus, it follows from the definition of Nr(f) that n¡k is the coefficient of xJr in f(x)rH(r-x\xk/f(x)). By the discussion after (3), f(x)rH^-x\xk/f(x)) is of degree <(d -\)r and a polynomial in xr. Therefore, (9) f(x)rH^f ix) In view of (6) this shows (8) . D
A formula for /Vr(/) that is more explicit than that in Lemma 3 can now be derived in Theorem 1 below. We define three more d x d matrices over F as follows. The matrix G(fr) is obtained from the coefficients of the polynomial fr, namely Proof. Let / be the identity operator on S(f), let E\ be the canonical basis and E2 the standard basis of S(f), and let /', E\, and E'2 be the corresponding objects for S(fr). Then we have the linear algebra identity and so
On account of (6) this yields [4] £; = (4+1, 4+2 ,..., 4, 0, ..., 0) for 0 < fc < rf -1.
This shows that
where we used the special form of the initial state vector of ek in the second identity. In view of (7) this shows that
[Arek]E^ = (bok ,bik, ... , bd_uk) forO<k<d-l, and so we obtain (14) [Ar]El,E>=Br(f).
It is clear that [I]Ei,e2 = U(f) ■ Together with (12), (13), (14) , and Lemma 3 this yields the desired result. D 
From algebraic equations to linear equations
The procedure of reducing the system (4) of algebraic equations to the system (5) of linear equations by using normal bases was already described in §2. Here we analyze the cost of setting up the coefficient matrix Kq<r(f, B) of (5) .
As in §2, we consider a finite extension Fq/Fr of finite fields, where q = r' with t > 2, and we let / e Fq 
1=0
These expressions have to be calculated for all choices of0<j,k<d-l
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