ABSTRACT
INTRODUCTION
This time the relevant tasks are the collection, analysis and processing of information on road safety, safety control, traffic on city streets and highways, road accidents and their study. Also relevant is the problem of determining the speed of traffic on motorways, registration of motor vehicles at intersections, posts and vehicle registration, car traffic and frequent road accidents. So important is the creation and implementation of video surveillance systems installed in roads and intersections.
For the video surveillance system is an actual resolution of contradictions between the quality of the generated image and hardware of existing channels of communication and data storage. In spite of the high capacity, the modern hard disks are not sufficient for storing large amounts of information for a long time, as it should be according to the specifications. Traditionally this contradiction is resolved by video compression with a noticeable decrease in their quality and loss of information. To improve the efficiency of video surveillance systems need to develop methods for video data compression without loss of information about the object of interest for the longterm storage and transfer in real time, high-quality images via communication channels with limited bandwidth [1] .
Video moving object leads to the appearance of two phases-phase of adaptation to the current camera angle shooting and maintenance of objects of interest. The fixed camera shot scene with little changing background (relative sequence) with moving objects is of great practical use in observation systems (maintenance of vehicles, people), security systems, etc.
Analysis of video data in real time is possible, but a centralized information system Visual monitoring of video data processing problem as the stationary camera in the network. This problem is to reduce the amount of computation parallelization of calculations in the processing of video images. With the decline in computing for handling road traffic CCTV video images in real time, a method observational discrete line (ODL) for the detection of moving objects is proposed.
VIDEO ANALYSIS IN VIDEO SURVEILLANCE
Processing video data in video surveillance systems is essential significance of the system. The video information takes a lot of memory and processing support static frames.
Into the systems of video surveillance task of video analysis system the automatic acquisition of integrated information using algorithms for intelligent processing of video stream without operator security system. Video analysis is the development of the functions of video surveillance systems, allowing you to reduce the amount of recorded data. System identification and pattern recognition which has the ability to integrate with various components allows creating a structured database of events with dual video data. The main task of video analysis is to eliminate the human factor, minimizing the likelihood of a situation where an event may go unnoticed or misunderstood [2] .
Computer vision methods are used in transmission protocols and standards for video storage. Recently, computer vision algorithms are used extensively in medicine. The main stage of video analysis solution is shown in Fig. 1 .
Figure 1. Process video analytics in CCTV
The video stream is characterized by a lot of information at relatively low cost of equipment. This explains the growing popularity of video cameras as a universal measuring instrument for the effective solution of many practical problems. Often shoot a moving vehicle (for example, the camera is mounted on a car, helicopter or other non-stationary platform). In such situations, image stabilization is needed. It is suitable for improving perception of the image operator and as a preliminary step for most computer vision algorithms, designed to work with the stationary frame.
Another important task for image processing, which is closely related to the task of stabilization is the task of tracking the selected objects. This problem is relevant for surveillance and monitoring, used to monitor the perimeter of police monitoring systems, etc.
Another application of computer vision algorithms -selection of moving targets. It is relevant to the aerospace and aviation industries to monitor and control the underlying surface.
COMPLEXITY
An important task is to develop fast algorithms for processing large amounts of video data and identification of a moving object in real time. Note that we will deal exclusively with digital video data, that is, those that are stored in computer memory and processed on its software or hardware.
At the present level of computer and video technology made possible the creation of systems that process video sequences in real time at a level of quality, which is appropriate to pay them much attention. In particular, the capacity of modern channels of the internet allows you to send them on video in real time.
Video data is a sequence of bitmap images in RGB, resulting from the digital video recording device (digital camera). where F is a frame, T is a time registration of the frame, f ν (x,y,t) is bitmap image (frame) in F, ν is the frequency of shoot camera (C=15,25,30,60,120, ...), (x,y) are coordinates of the pixel raster, M is the horizontal number of pixels, N is the vertical number of pixels, t is the f frame time registration.
The volume of information available to the input of the algorithm for a second, in general, can be calculated by the formula
where, ν is the frequency of shoot camera (Hz), M is the width of the raster, N is the height of the raster, d is a color depth, or number of bytes per pixel, R is the total amount of information at the input of the algorithm per second (bytes).
Let's say, the camera operates at 30 Hz, image size: 640x480 pixel resolution, color depth 3 bytes per pixel. Total for the second algorithm has time to process 27648 KB of input data.
Let our processor running at 3 GHz, that is, does 3x10 9 cycles per second, so the formula , where is the number of CPU cycles to process one byte of data per second, is CPU frequency (cycles per second) to process one byte of input data per second will fall an average of 144 CPU cycles. It's not so much if you also take into account that most instructions of the CISCprocessors which are practically all of the processors now manufactured by Intel and AMD, running away is not a single cycle, and for processing raster data is also necessary read/write operations in memory.
If, under our conditions to the input 27 648 KB of data per second, the algorithm with complexity of order O( ) is needed 27.648 million CPU cycles to calculate, but the algorithm with complexity of order O ( 2 ) is needed by about 7.64х10 14 CPU cycles, what to several orders of magnitude increases the permissible value.
Thus, for video analysis solution for video surveillance is reasonable to consider only algorithms that have complexity less than O(
2 ).
CONSTRUCTION OBSERVATIONAL DISCRETE LINES
Usually the stage stationary traffic surveillance cameras filmed the video for car traffic flow directions. Reducing the amount of computation can be divided into two parts: the scenes flow intensive movements and area without movements (for example, fields, offices, etc.) ( Fig.1-4) . On stage video surveillance is allocated highway and to set the vertical direction (horizontal, curves, arcs) lines. To draw lines or curves you can use algorithms for rasterization of lines [3] and is formed by the coordinates of each ODL. The motion detector analyzes the pixels lie exactly these ODL. The ODL are set so that the stage of observation of the moving objects were on a last resort in a single line [5] .
ALGORITHM ODL FOR MOTION DETECTION
The construction of the optical flow has traditionally been viewed as the evaluation procedure brightness-geometric changes between two adjacent frames. Motion of objects in front of a stationary camera lead to corresponding changes in the image [4] . The apparent motion of objects relative to the camera, called optical flow. We define the field of motion, assigning each point of the image velocity vector. At some selected time point P i the image corresponds to a point on the object surface P 0 . These two points are connected by the equations design. Point of the object relative to the camera P 0 moves at the speed of v 0 . This creates movement v i corresponding image points P i . During δt P 0 point moves away v 0 δt, and its image P i -a distance v i δt (see. 
Because the background must be separated from the individual pixels of the ODL at the scope level considering the mutual relationship between the pixels. Moving evenly under ODL always surrounded by pixel objects with pixels identical properties. Parallel algorithm of identification and tracking of moving objects through the ODL is presented below. We calculate the difference between two frames and compared against the threshold:
The threshold value δ m depends on the properties of the camera [3] and has a value in the interval [10,30].
The lower limit of fragments seems many elements . Let denote the neighborhood element following way
Clockwise direction vectors are designated:
The N D and N 8 is empty D and 8 neighborhood of the elements l ij G. Consider the sequence of elements (
If N 8 ( ) N 8 ( ) and P i =4 for and , then (6) sequences called discrete line. Tracking of all objects at the same time is to find the elements in a sequence (6) starting . To find the start and end of the image pixel is scanned under the mask 3x3 and checks the value of P k for elements of the N 8 ( ). If P k =2 for , then element specifies either the starting or ending pixel moving objects under the ODL. If does not exist pixel image on N D ( ), then it means finite element (6) sequences, and follow-up is complete.
CONCLUSIONS
The software for this algorithm in C++, and tested on single-core computer chip on Intel (3 Hz). If necessary, track multiple objects, use the above algorithm independently several times for each object of interest. Experiments have shown that on a personal computer for tracking a single object algorithm can handle up to 100 frames per second, which is 4 times the flow of real-time video. At the core of the algorithm is the union of the three main existing approaches to date with constant quality control decision making and accuracy of the estimates at each step of the algorithm is allowed to create algorithms that ensure high robustness in a wide class of video sequences, real-time on modern non-specialized computing devices.
When detecting and tracking moving objects over ODL there different cases. For example, an object can be detected simultaneously two ODL, the direction of motion can be changed in the direction crossing between ODL. In such a case, consider the following studies.
