This work examines under what circumstances adaptivity for truncated SVD estimation can be achieved by an early stopping rule based on the smoothed residuals (AA ) α/2 (Y − A µ (m) ) 2 . Lower and upper bounds for the risk are derived, which show that moderate smoothing of the residuals can be used to adapt over classes of signals with varying smoothness, while oversmoothing yields suboptimal convergence rates. The theoretical results are illustrated by Monte-Carlo simulations.
Introduction
In machine learning and statistics, overfitting is classically addressed by model selection criteria such as unbiased risk estimation or Lepski's balancing principle. For an overview in the context of inverse problems, see Werner [10] . These criteria, however, require that all estimators from which we want to choose be computed and then compared against each other. This comes at a high computational cost. For iterative estimation procedures, early stopping has often proven to be a computationally cheap alternative, see e.g. Chapter 7.8 and 11 in Goodfellow et al. [5] . Yet, in many situations, it remains unclear whether early stopping can provide rate optimal estimators in the same way classical methods do. This motivates the general question under what circumstances early stopping does not only avoid the computational complexity of model selection but also yields statistically optimal results. See e.g. Raskutti and Wainwright [8] and Yang et al. [11] for treatments for nonparametric regression and boosting, respectively.
Blanchard et al. [2] consider this question for statistical inverse problems. Since this work builds on their analysis, we recall their approach. They consider problems of the form
where A : H 1 → H 2 is a linear bounded operator between real Hilbert spaces, µ ∈ H 1 is the signal of interest, δ > 0 is the noise level andẆ is a Gaussian white noise in H 2 . By discretisation, they assume that H 1 = R D and H 2 = R P for D ≤ P , which both are possibly very large. Further, they assume that A : R D → R P is one-to-one. By transforming (1.1), using the singular value decomposition (SVD) of A, they arrive at the Gaussian vector observation model
(1.2) λ 1 ≥ λ 2 , . . . , λ D > 0 are the singular values of A, (µ i ) i≤D the coefficients of µ in the orthonormal basis of singular vectors and (ε i ) i≤D are independent standard Gaussian random variables.
In order to recover the signal µ = (µ i ) i≤D from the observation of (1.2), they use the truncated SVD (cut-off ) estimators µ (m) , m = 0, . . . , D given by In particular, the estimators are ordered with decreasing bias and increasing variance in m. This simple setting is understood as a prototypical model to study the scope of statistical adaptivity using iterative methods. An extension covering e.g. Landweber iteration can be found in Blanchard et al. [3] .
In [2] , the authors consider stopping at the smallest m which satisfies
for a suitable critical value κ > 0. Their analysis shows that generally, stopping according to the condition in (1.6) is rate optimal provided the signal µ is not too smooth relative to the approximation dimension D. More precisely, they have to require that m b (µ) √ D, where
is the index at which squared bias and variance balance each other out. Alternatively, Blanchard and Mathé [1] consider the normal equation A Y = A Aµ and stop according to the discrepancy principle A (Y − A µ (m) ) 2 = (AA ) 1/2 (Y − A µ (m) ) 2 ≤ κ, (1.8) i.e. the residuals are smoothed by (AA ) 1/2 . This avoids the dimension-dependency from [2] . Under the assumption that A is Hilbert-Schmidt, however, it usually results in suboptimal convergence rates. To guarantee optimality, the authors have to weigh the residuals further by λ (A A) for λ (t) := 1/ √ t + λ, t > 0 and a suitable tuning parameter λ, which counteracts the smoothing effect of (AA ) 1/2 . Note that stopping rules such as in (1.6) and (1.8) have been well studied for deterministic inverse problems, see e.g. Engl et al. [4] and the references therein.
The results from [2] and [1] raise the question of how the risk behaves when we smooth the residuals by a general power α ≥ 0 of (AA ) 1/2 and stop at the smallest index m which satisfies R 2 m,α := (AA ) α/2 (Y − A µ (m) ) 2 ≤ κ.
(1.9)
We call R 2 m,α the (α-)smoothed residuals. In particular, we are interested in whether there are degrees of smoothing α which mitigate the dimension-dependency from [2] and maintain rate optimality at the same time. The main contribution of this paper is to answer this in the affirmative, provided that the inverse problem is slightly ill-posed. Smoothing with α > 0 reduces the variability of R 2 m,α , which mitigates the constraint from [2] . For values of α which are small relative to the decay of the singular values of A, smoothing does not immediately produce sub-optimal rates and it is possible to eliminate the dimension constraint entirely before the oversmoothing effect from [1] manifests.
The remainder of the paper is structured as follows: In Section 2, we collect the structural assumptions of the analysis and provide an interpretation of the smoothed residual stopping procedure in (1.9) as estimating the bias of a smoothed version of the risk. At the end, we present the main results of the paper, which are derived in Section 3. Its constraints in terms of lower bounds are explored in Section 4. Finally, Section 5 discusses different choice rules for the smoothing parameter α and illustrates our results by means of Monte-Carlo simulations.
2 Framework for the analysis and main results
Structural assumptions
Throughout the paper, we assume that the inverse problem is mildly ill-posed, i.e. the singular values (λ i ) i≤D satisfy a polynomial spectral decay assumption of the form
for some p ≥ 0 and C A ≥ 1. By dividing Equation (1.2) by λ 1 , we can further assume that λ i ≤ 1, i = 1, . . . , D. Additionally, we always require that the critical value κ satisfies
for an absolute constant C κ > 0. In the following, we denote essential inequalities up to an absolute constant by " , , ∼". Further dependencies on α, the operator A, i.e. p and C A , and C κ , are denoted by indices α, A and κ. Finally, we assume that all smoothing indices α are bounded from above by someᾱ > 0. This guarantees that λ α i ∼ A i −αp , i ≤ D. Assumption (2.2) will become clearer over the course of the paper. For now, we only note that s 2
. Up to the squared noise level δ 2 , this is the variance of the dominant stochastic part of the smoothed residuals at m = 0, since
Under (PSD(p, C A )), the order of s D is given by
The fact that the order of s D is decreasing in α will later allow to relax the constraint from Blanchard et al. [2] . The variance of µ (m) is of order
For the analysis of lower bounds in Section 4, we consider signals from Sobolev-type ellipsoids
for the squared bias of µ (m) . The bounds in (2.5) and (2.7) balance each other out at the order of the minimax-truncation index t mm β,p,r = t mm β,p,r (δ) := (r 2 δ −2 ) 1/(2β+2p+1) .
(2.8)
Taking the asymptotic view that D = D δ → ∞ for δ → 0, a deterministic stopping index of this order yields the convergence rate R * β,p,r (δ) := r 2 (r −2 δ 2 ) 2β/(2β+2p+1) (2.9)
for µ ∈ H β (r, D). This is the minimax rate in the Gaussian sequence model and therefore the natural benchmark for our results, see e.g. Johnstone [6] .
Smoothed residual stopping as bias estimation
For a clearer formulation of the results, we introduce continuous versions of the bias and the variance by linearly interpolating Equations (1.4) and (1.5) . For t ∈ [0, D], we set
where t and t are the floor and ceiling functions, respectively. We can define a continuous cut-off estimator µ (t) such that E µ (t) −µ 2 = B 2 t (µ)+V t , t ∈ [0, D]: By randomising between the discrete estimators with index t and t , we set
where ξ t are Bernoulli random variables with success probabilities t − t independent of everything else. This also gives a continuous version of the smoothed residuals:
The (α-)smoothed residual stopping time
yet remains integer. In the following, integer indices are denoted by m and continuous indices are denoted by t.
Applying optional stopping to the martingale
Therefore, at best, the risk at τ α behaves like the risk at the classical oracle index
which minimises the risk over all deterministic stopping indices. There is, however, no direct connection between τ α and t c . This is intrinsic to the sequential nature of the analysis, since at truncation index t, we cannot say anything about the behaviour of the bias for larger indices.
For our purposes, we instead consider the balanced oracle index
Due to the continuity of the functions t → V t and t → B 2 t (µ), we have that at t b , squared bias and variance balance each other out exactly, i.e. B 2 t b (µ) = V t b . Furthermore, the balanced oracle risk is comparable to the classical oracle risk: The monotonicity of t → V t and t → B 2 t (µ) yields
by distinguishing the cases t c ≤ t b and t c > t b . Assuming that the operator A and the noise level δ are known, knowledge of the bias is therefore enough to stop at an index at which the risk is of optimal order. The smoothed residuals R 2 t,α contain some information about the bias: We can write
where the α-bias and the α-variance
are smoothed versions of B 2 t (µ) and V t . Since λ i ≤ 1 for all i = 1, . . . , D, the smoothed quantities B 2 t,α and V t,α are always smaller than their nonsmoothed counterparts. Analogously to t b , we define the α-balanced oracle at which the squared α-bias and the α-variance balance each other out. The stopping condition R 2 m,α ≤ κ can be reformulated as
Therefore, stopping according to τ α can be understood as estimating the α-bias and stopping when the estimate is smaller than the α-variance. For the specific choice of κ above, τ α directly mimics t b α . For other choices of κ, τ α mimics the (α-)oracle-proxy index
This is illustrated in Figure 1 . The oracle-proxy index satisfies
(2.26) Assumption (2.2) can therefore be understood as a requirement on the difference between t * α and t b α . So far, this yields the following picture: Approximately, τ α is centered around the oracle proxy t * α , which is close to the α-balanced oracle t b α for an appropriate choice of κ. In turn, t b α is related to the balanced oracle t b due to the connection between the bias and the variance and their smoothed counterparts. Generally, we can therefore hope for adaptation as long as t b α and t b are of the same size. With respect to the difference between t b α and t b , we note:
Therefore, smoothing increases the difference between t b α and t b and will generally induce smaller stopping times τ α .
Under (PSD(p, C A )), we also have essential upper bounds for t b α and t b α : For t b , the bounds on the size of the bias and the variance in (2.7) and (2.5) show that
For t b α , analogously to (2.7) and (2.5), we obtain
for sufficiently large values of m ≥ 0. Given that t b α is large enough, this gives the essential upper bound
is the α-minimax truncation index. For αp < 1/2, t mm β,p,r,α is of the same order as t mm β,p,r , but smoothing shrinks t mm β,p,r,α by a power of (1 − 2αp). In the same way, we obtain that for αp ≥ 1/2, the α-balanced oracle is of order strictly smaller than the minimax-truncation index t mm β,p,r (δ). Since there are signals µ ∈ H β (r, D), for which t b (µ) ∼ t mm β,p,r (δ), we can therefore only expect to achieve adaptation on H β (r, D) as long as αp < 1/2.
Main results
Based on the understanding of the stopping procedure developed in Sections 2.1 and 2.2, we can now formulate our main theorem. It provides an oracle inequality for the risk at τ α in terms of the risk at the balanced oracle t b .
Theorem 2.2 (Balanced oracle inequality). Assume (PSD(p, C A )) with αp < 1/2 and (2.2). Then, there exists a constant C α,A,κ depending on α, p, C A and C k such that
, the risk of stopping at τ α is of optimal order. Theorem 2.2 is derived in Section 3. We comment on the constraints of the result: The term s
Its existence stems from the stochastic variability of the residuals, which is discussed in Section 4.1. Since the risk at t b is of the order of V t b , the dimension-dependent error is of smaller order as long as
αp > 1/4.
(2.33)
This is how the constraint from Blanchard et al. [2] is mitigated by smoothing. In particular, for α = 0, we obtain the same result as in [2] .
Intuitively, under our assumptions, τ α behaves like t b α . As seen in Lemma 2.1, t b α is monotonously decreasing in α. Therefore, smoothing increases the squared bias
α and t b can be of different order such that the squared bias at t b α is of strictly larger order than the risk at t b . Then, an oracle inequality is no longer possible. One of the basic assumptions in Blanchard and Mathé [1] is that A is Hilbert-Schmidt. In our setting, this is the case when p > 1/2, which is the exact point when the discrepancy principle, i.e. α = 1, loses the optimal rate. Therefore, the above reasoning provides a nice explanation for their nonoptimality result. The details of this are further discussed in Section 4.2.
Finally, our result directly translates to an asymptotic minimax upper bound over the Sobolev-type ellipsoids H β (r, D): The risk at t b is of optimal order and the same is true for the dimension-dependent error as long as s
is of lesser order than the minimax truncation index t mm β,p,r . Therefore, we obtain: Corollary 2.3 (Adaptive rates for Sobolev ellipsoids). Assume (PSD(p, C A )) with αp < 1/2 and (2.2). Then, there exists a constant C α,A,κ depending on α, p, C A and C k such that
This shows that under the stated assumptions, stopping according to the smoothed residual stopping time τ α is minimax adaptive.
Derivation of the main results
In this section, we derive the result in Theorem 2.2. By defining the stochastic error term
This allows to decompose the difference between the risk at the smoothed residual stopping time τ α and the risk at any deterministic index t ∈ [0, D] into a bias part and a stochastic part:
An oracle-proxy inequality
Initially, we compare the risk at the smoothed residual stopping time τ α with the risk at the oracle-proxy index t * α . For the bias part in (3.4), we can further decompose:
In Appendix 6.1, we bound the probability P{τ α ≤ m} for m ≥ 0 to derive the following estimate for the first term in the square brackets:
Plugging the bound from Proposition 3.1 into (3.5) gives an inequality for the bias part in (3.4) .
where C ≥ 1 is an absolute constant.
In Appendix 6.1, we also bound the probability P{τ α ≥ m} for m ≥ 0, which yields the following bound for the stochastic part in (3.4):
Together, Corollary 3.2 and Proposition 3.3 show that under a set of fairly general assumptions, the risk at the smoothed residual stopping time τ α essentially behaves like the risk at the deterministic oracle-proxy index t * α . Note that the result holds for all signals µ ∈ R D and not only for Sobolev-type ellipsoids.
Theorem 3.4 (Oracle-proxy inequality). Assume (PSD(p, C A )) with αp < 1/2 and (2.2). Then, there exists a constant C α,A,κ depending on α, p, C A and C κ such that
, the risk at τ α is of the order of the risk at t * α .
Proof. After plugging the inequalities from Corollary 3.2 and Proposition 3.3 into Equation (3.4) with t = t * α , only the remaining bias part has to be estimated. For any m ≥ 0, however, we have λ
by distinguishing the cases where t * α is smaller or greater than s
The proof of Proposition 3.3 relies on the growth of m → V m,α − B 2 m,α (µ) for m ≥ t * α , which can be insufficient for αp ≥ 1/2 even if we assume that µ ∈ H β (r, D). This suggests that a result as in Theorem 3.4 for αp ≥ 1/2 requires additional assumptions on the decay of m → B 2 m,α (µ). We note a sufficient condition from the literature, see Szabó et al. [9] . Remark 3.5 (Oracle-proxy inequality under polished tails). Assume that the signal µ is not only an element of H β (r, D) but also satisfies a polished tail condition of the form
for an integer constant ρ ≥ 2 and C 0 > 0. Then, we have
in the same way as in Theorem 3.4.
Comparison of the oracle risks
In this section, we derive the balanced oracle inequality in Theorem 2.2 from the oracleproxy inequality in Theorem 3.4. We do this by comparing the different bias and variance quantities at t * α , t b α and t b . Initially, we bound the difference between the α-risk terms at t * α and t b α . Lemma 3.6. We have
Proof. For the first inequality, we assume without loss of generality that t b
For the second inequality, we analogously assume without loss of generality that t * α ≤ t b α . The monotonicity of t → V t,α then yields
Under our assumptions, the first inequality in Lemma 3.6 allows to bound the size of t * α : Corollary 3.7. Assume (PSD(p, C A )) with αp < 1/2 and (2.2). Then,
Proof. Under (PSD(p, C A )) with αp < 1/2, we have
Now, the result follows from Lemma 3.6 and assumption (2.2).
We can now essentially compare the order of the risk at t * α , t b α and t b . Proposition 3.8 (Comparison of the oracle risks). Assume (PSD(p, C A )) with αp < 1/2 and (2.2). Then,
Proof. For the second statement, we note that, as in (3.4), we can write
We treat the two terms on the right hand side separately. For the bias part, we can assume t * α ≤ t b . Analogously to (3.5), we have
For the variance part, we can assume t * α ≥ t b and obtain
using Lemma 3.6 and Corollary 3.7. The intended inequality now follows from
and distinguishing the cases where t b is smaller or greater than s
The essential inequality " α,A,κ " in the first statement follows by replacing t * α with t b α in (3.12) and noting that
The reverse direction " α,A,κ " follows immediately from the fact that the risk at t b is of optimal order. The first constraint in Theorem 2.2 is the dimension-dependent error
(4.1)
We show that an error of this order is unavoidable: From the identity in (2.15) and the monotonicity of t → V t (µ), we obtain that for any i 0 ∈ {0, . . . , D},
By considering the zero signal µ = 0, we can isolate the error, which stems directly from the stochastic variability of the smoothed residuals. In Appendix 6.2, we show that for αp < 1/4, we stop later than i 0 = s
Since this reasoning can be extended to µ = 0, we obtain: 
Oversmoothing for αp ≥ 1/2
The second constraint in Theorem 2.2 is that αp < 1/2. We already anticipated in Section 2.3 that for αp ≥ 1/2, an oracle inequality is no longer possible, since t b α can be of strictly smaller order than t b . We make this precise by providing a lower bound. Analogously to (4.2), the monotonicity of t → B 2 t (µ) yields that for any i 0 ∈ {0, . . . , D}, we have
Intuitively, τ α centers around t * α . Therefore, we can hope to bound the probability in (4.3) from below against a constant when i 0 is of the order of t * α . If t * α ≤ t b α , this gives a bound in terms of
Under this assumption, we obtain the following bounds. The proof is postponed to Appendix 6.2. 
provided that δ is sufficiently small and t mm β,p,r (δ) = o(D). Proposition 4.2 directly reflects the bound on t b α from (2.31). As long as αp < 1/2, the lower bound is of the order of the minimax rate R * β,r,p (δ), however, we lose a power of 1/(1 − 2αp) in the constant. This is exactly what would be expected from the possible loss of smoothing in the size of t b α deduced in (2.31). Note that this result also implies that the constant in Theorem 2.2 grows at least with this rate in α. For αp ≥ 1/2, the balanced oracles t b α and t b are of different order. Since τ α reflects the size of t b α rather than t b , we oversmooth and stop too early such that rate optimal adaptation is no longer possible.
For α = 1 and p > 1/2, the lower bound for αp > 1/2 in Proposition 4.2 is the same rate that Blanchard and Mathé [1] achieve for the nonweighed discrepancy principle (up to a log-factor). In our setting, this also is the correct rate. In Appendix 6.2, we separately control the stochastic error for αp ≥ 1/2. We can then prove:
i δ 2 and (2.2). Then, there exists a constant C A,κ depending on p, C A and C κ such that
with R β,r,p,α (δ) from Proposition 4.2.
Proof. From (3.4) with t = t mm β,p,r,α and Proposition 6.1(ii) in Appendix 6.2, we obtain
Since V t mm β,p,r,α ∼ A log t mm β,p,r,α δ 2 for αp = 1/2 and V t mm β,p,r,α ∼ A δ 2 for αp > 1/2, this gives the result.
Note that additional to (2.2), an assumption on κ such as κ ≥ D i=1 λ 2α i δ 2 is necessary for αp ≥ 1/2. Otherwise, κ = 0 satisfies (2.2), which yields that τ α = D. αp < 1/4 
Discussion and simulations
The results from Section 2, 3 and 4 reveal three different smoothing regimes: For αp ≤ 1/4, the risk at t b α is of the same order as the risk at t b . There is, however, an dimensiondependent error present and we potentially stop too late when t b α,A,κ s 1/(1−2αp) D , i.e. we undersmooth. For 1/4 < αp < 1/2, the risk at t b α is still of the same order as the risk at t b and the dimension-dependent error disappears. This gives the correct smoothing regime. Note, however, that we loose in the constant C α,A,κ from Theorem 2.2. For 1/2 ≤ αp, the risk at t b α can be of smaller order than the risk at t b . We potentially stop too early, i.e. we oversmooth. This is summarized in Table 1 . In Section 5.1, we discuss particular choices of α and in Section 5.2, we compare our theoretical results with the estimation results for simulated data.
Choice rules for the smoothing parameter
We consider the problem of choosing a smoothing index α to adaptively estimate signals from H β (r, D) for a fixed r and all β ∈ [β min , β max ]. For signals of smoothness β min , the minimal sufficient approximation dimension is D ∼ t mm βmin,p,r . For this choice, the size of the standard deviation term is of order 
with a constant C A,κ depending on p, C A and C κ . For any β ≥ β min , t mm β,p,r is essentially larger than log t mm βmin,p,r up to a constant depending on β. Therefore, for any β ≥ β min , with a constant C A,κ,β > 0 which depends on p, C A , C κ and β. Finally, we may not have access to arbitrary powers of (AA ) and only be able to choose between α = 0 and α = 1. For the direct comparison of nonsmoothed residual stopping and the discrepancy principle, our results show the following: As long as p < 1/2, we should clearly prefer the discrepancy principle. When p is only slightly larger than 1/2, no method is clearly better than the other and our choice should depend on the size of D and possibly additional prior knowledge about the signals we want to estimate. Finally, when p is substantially larger than 1/2, we should prefer nonsmoothed residual stopping. In particular, the two-step procedure from Blanchard et al. [2] -when computationally affordable -should produce uniformly better results than the discrepancy principle, since we neither pay in the rate nor in the constant.
Estimation results for simulated data
In this section, the properties of smoothed residual stopping, which have been analysed in the previous sections are illustrated by Monte Carlo simulations. Analogous to the simulations in Blanchard et al. [2] , we set δ = 0.01, p = 0.5,
We consider the signals µ (∞) , µ (3.0) , µ (2.1) and µ (0.5) defined by
with (U i ) i≤D independent standard uniform random variables. µ (∞) , µ (2.1) and µ (0.5) are the supersmooth, smooth and rough signals from [2] , respectively. The random signal µ (3.0) will further illustrate the effect of gradually increasing the smoothing index α. All signals are indexed by their smoothness parameter 2β for the corresponding Sobolev-type ellipsoid H β (r, D), i.e. they are ordered (µ (∞) , µ (3.0) , µ (2.1) , µ (0.5) ) from smooth to rough. The SVD coefficients (µ i ) i≤D of the signals and their decay are illustrated in Figure 2 . Initially, we set D = D δ = 10000 to make our results directly comparable with [2] . In this setting, the integer valued classical oracle indices of (µ (∞) , µ (3.0) , µ (2.1) , µ (0.5) ) are given by (43, 58, 504, 1331) . The balanced counterparts are (37, 52, 445, 2379) . For any of the signals, 1000 realisations of the model
are simulated. For each of these, we calculate the smoothed residual stopping time τ α for smoothing parameters α ∈ {0, 0.2, 0.5, 1, 1.5}. As in [2] , we compute the relative efficiency
Additionally, we determine the relative stopping time t b α /τ α . Boxplots of these quantities are presented in Figure 3 .
The relative efficiency serves as an estimate for the inverse of the square root of the constant between E µ (τα) − µ 2 and E µ (t c ) − µ 2 . In case of adaptation, it should be tightly concentrated and close to 1. For nonsmoothed residual stopping with α = 0, this is only true for µ (2.1) and µ (0.5) . For the other signals, we have average relative efficiencies of about 0.5 and 0.6. We also obtain, however, values as low as 0.2, which correspond to constants of up to 25 between the squared risk quantities. This indicates that for µ (∞) and µ (3.0) , we are in the undersmoothing regime and incur a dimension-dependent loss as described in Proposition 4.1. For α = 0.2, the relative efficiency improves significantly for µ (3.0) , taking values mostly above 0.5. For µ (∞) , this effect is smaller. This suggests that for µ (3.0) , we are already in the correct smoothing regime and obtain the balanced oracle inequality for Theorem 2.2, while µ (∞) still behaves according to the dimension-dependent lower bound. For µ (2.1) and µ (0.5) , the relative efficiency does not change noticeably. For α = 0.5, we obtain good adaptation for all of the signals. Note that this is expected from the discussion in Section 5.1, since 1/(4p) = 0.5. At the same time, we lose in the constant for µ (2.1) and µ (0.5) , which reflects the result in Proposition 4.2. For α = 1 and α = 1.5, the concentration of the relative efficiency increases further. At the same time, its value decreases substantially.
This effect is also illustrated by the behaviour of the stopping time itself. The boxplots of t b α /τ α reflect our findings from Section 3.1 that τ α centers around t * α , which is equal to t b α in our case. For α = 0 and α = 0.2, large deviations from t b α are possible due to the result in Proposition 4.1. By gradually increasing α, these vanish and for α ≥ 1, τ α evermore resembles the deterministic stopping time t b α . Note that all signals considered satisfy a polynomial decay assumption, which implies that we are in the situation of Remark 3.5. Here, Proposition 6.1(i) yields exactly that up to a constant S τα behaves like S t b α in expectation. Numerical evaluation of t b α shows that t b α itself rapidly decreases in α for all signals considered, resulting in stopping times which are substantially too early. This increases the bias ofμ (τα) , which explains the loss in the relative efficiency. The size of the loss suggests that for α ≥ 1, we lose adaptation and are indeed in the oversmoothing regime of Proposition 4.2.Finally, we directly illustrate the behaviour of convergence rates in the asymptotical setting where D δ → ∞ for δ → 0. We consider the estimation for the super-smooth signal µ (∞) and the rough singal µ (0.5) . For different smoothing indices α, these already display all three possible regimes for the convergence rate. For the simulations, we use values of D = D k = 100 · 2 k for k = 0, . . . , 10 with corresponding noise levels δ k = r 2 max /D 2βmin+2p+1 k , k = 0, . . . , 10 (5.9) where r max = 1000 and 2β min = 0.5. In this scenario, D 0.01 = 10000 as before and D δ k is of the order of the minimax truncation index for the rough signal µ (0.5) , i.e. we assume that we want to be able to cover signals up to at least this roughness. Again, we simulate 1000 realisations from (5.7) and consider the stopped estimator for smoothing indices α ∈ {0, 0.2, 0.5, 1, 1.5}. We take the mean squared loss as an estimate for the risk and compare the convergence behaviour of the stopped estimator with the optimal rate, which is achieved by stopping at t c and the rate of stopping deterministically at √ D, which gives the dimension- Figure  4 .
We consider the results for µ (∞) . For α = 0, we just obtain this Dδ 2 -rate, i.e. we are in the undersmoothing regime. For α = 0.5, we have smoothed so much such that we only suffer a poly-log error in the balanced-oracle inequality 2.2. This is enough, even for the exponential decay of the entries of µ (∞) , and the stopped estimator behaves very close to optimal. The results for D = 10000 suggest that τ 0.5 achieves optimal behaviour up to a factor of 2. This can be confirmed by further numerical calculations. For α = 1.5, we are in the oversmoothing regime of Proposition 4.2 and stop significantly too early. For α = 1 and α = 0.2, we obtain comparable rates, which are both worse than the optimal rate and yet better than the rate for α = 1.5. For the discrepancy principle α = 1 with αp = 1/2, this suggests we are indeed in the edge case of Proposition 4.2, where we just smoothed too much and lose the optimal rate. Reversely, for α = 0.2, we just have smoothed slightly too little such that τ α still cannot adapt to the smoothness of µ (∞) . However, we still obtain a better rate as for α = 0, since smoothing improves the dimension-dependent lower bound in Proposition 4.1. This picture gets reversed for µ (0.5) . Since µ (0.5) is particularly rough, the risk intially increases with the approximation dimension just because a larger part of the signal is considered. As t b is always greater than √ D, we never suffer from undersmoothing due to the stochastic variability of the residuals. Therefore, α = 0 outperforms all other indices. As predicted by Proposition 4.2, the results deteriorate with increasing α. For α ∈ {0, 0.2, 0.5}, the results group tightly together indicating only a loss in the constant while we observe oversmoothing for α ≥ 1. 
For a fixed m ≤ t * α , we consider the event {τ α ≤ m} = {R 2 m,α ≤ κ}. The probability of this event can be bounded by
. (6.6)
In order to obtain (6.5), we use Lemma 1 from Laurent and Massart [7] and the Gaussian tail bound P{Z ≤ −t} ≤ e −t 2 /(2σ 2 ) , t > 0, for a random variable Z distributed according to N (0, σ 2 ). Further, we use that for m ≤ t * α ,
We set
The smoothed residual stopping time satisfies τ α ≥ m exactly when R 2 m−1,α > κ. For m ≥ t * α + 1, the probability above can therefore be estimated by
The last inequality follows again from Lemma 1 in Laurent and Massart [7] and the Gaussian tail bound P{Z ≤ −t} ≤ e −t 2 /(2σ 2 ) , t > 0, for a random variable Z distributed according to N (0, σ 2 ).
Since αp < 1/2, we have the following essential lower bound for the numerator in the exponential terms in (6.14):
For the denominators, we use the upper bounds
for m ≥ t * α + 1. Together, this yields
for a constant C A,κ > 0 depending on p, C A and κ. By a Riemann sum approximation, the sum in (6.19) can essentially be estimated from above by
Noting that E(S t * α − S t * α ) + A (t * α ) 2p δ 2 and V t ∼ A t 2p+1 δ 2 yields the result.
Proof appendix for supplementary results
Proof of Proposition 4.1. For µ = 0 and a fixed i 0 , we have τ α ≥ i 0 if and only if
This condition can be reformulated to
Assumption (2.2) and the fact that
imply that there exists a constant C α,A,κ > 0 depending only on α, p, C A and C κ such that for i 0 ∼ s
is sufficient for (6.22). Since αp ≤ 1/4, the left hand side normalises: We havẽ
. This yields that the sum in (6.23) satisfies Lindeberg's condition. By Slutzky's Lemma, the left hand side in (6.23) then converges in distribution to a centered Gaussian random variable Z and
This implies that P{τ α ≥ i 0 } ≥ C for some constant C > 0 and δ sufficiently small. Together with (4.2), this gives E µ (τα) − 0 2 ≥ P{τ α ≥ i 0 }V i0 ≥ Cs (2p+1)/(1−2αp) D δ 2 , (6.26) since V i0 ∼ A i 2p+1 0 δ 2 . Finally, we note that for µ = 0,
which shows that (6.26) also holds for µ = 0.
Proof of Proposition 4.2. We consider a signal µ = µ(δ) ∈ H β (r, D) with only one nonzero coefficient at position i 0 + 1 given by
λ 2α i δ 2 and µ i := 0 for all i = i 0 + 1. (6.28)
Note that the coefficient µ i0+1 is chosen in a way that the α-balanced oracle t b α is slightly smaller than i 0 but of the same order. Under the assumption on κ, a sufficient condition for the stopping criterion R 2 i0,α ≤ κ is given by
We consider the different regimes of αp:
(a) If αp ≤ 1/4, then we consider the condition ε i0+1 ∈ [−1, 0] and D i=i0+2 λ 2α i (ε 2 i − 1) ≤ 0, (6.30) which is sufficient for (6.29). Due to the independence of the (ε i ) i≤D , we only have to control the second part of the event defined by (6.30). If we choose i 0 = i 0 (δ) t mm β,p,r (δ), then the standardisation of this term normalises in the same way as in the proof of Proposition 4.1 due to the growth condition on D. We have
for i 0 sufficiently large. Therefore, we can choose i 0 ∼ ((1 − 2αp)δ −2 r 2 ) 1/(2β+2p+1) (6.32) when δ is sufficiently small while still maintaining µ ∈ H β (r, D). This yields
33)
A r 2 (r −2 δ 2 /(1 − 2αp)) 2β/(2β+2p+1) .
(b) If 1/4 < αp < 1/2, then we rearrange (6.29) to
If we choose i 0 = i 0 (δ) t mm β,p,r (δ), both terms on the left hand side of (6.34) converge to zero in probability, since their variances are multiples of This finishes the result. Proposition 6.1 (Control of the stochastic error for αp ≥ 1/2). Assume (PSD(p, C A )) with αp ≥ 1/2, κ ≥ D i=1 λ 2α i δ 2 and (2.2). Then, we have the following control over the stochastic error:
(i) For any µ ∈ H β (r, D) which satisfies the polished tail condition (3.7), there exists a constant C A,κ > 0 depending on p, C A and C κ such that
(ii) For any µ ∈ H β (r, D), there exists a constant C A,κ > 0 depending on p, C A and C κ such that E(S τα − S t mm β,p,r,α ) + ≤ C A,κ (t mm β,p,r,α ) 2p+1 δ 2 .
where we have used (6.41) and the definition of t mm β,p,r,α from (2.32) for the last inequality. Additionally, we have the estimates 
where we have used Equation (2.19), assumption (2.2) and that without loss of generality, m ≥ t * α . Note that the log factor occurs only for αp = 1/2. We therefore obtain that for a constant C A,κ > 0 depending on p, C A and C κ , 
