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Abstract
Water-related natural hazards, such as flash floods, landslides and debris flows, usually happen
in chains. In order to better understand the underlying physical processes and more reliably
quantify the associated risk, it is essential to develop a physically-based multi-hazard modelling
system to simulate these hazards at a catchment scale. An effective multi-hazard modelling
system may be developed by solving a set of depth-averaged dynamic equations incorporating
adaptive basal resistance terms. High-performance computing achieved through implementa-
tion on modern graphic processing units (GPUs) can be used to accelerate the model to support
efficient large-scale simulations. This thesis presents the key simulation technologies for de-
veloping such a novel high-performance water-related natural hazards modelling system.
A new well-balanced smoothed particle hydrodynamic (SPH) model is first presented for
solving the shallow water equations (SWEs) in the context of flood inundation modelling. The
performance of the SPH model is compared with an alternative flood inundation model based
on a finite volume (FV) method in order to select a better numerical method for the current
study. The FV model performs favourably for practical applications and therefore is adopted
to develop the proposed multi-hazard model. In order to more accurately describe the rainfall-
runoff and overland flow process that often initiates a hazard chain, a first-order FV Godunov-
type model is developed to solve the SWEs, implemented with novel source term discretisa-
tion schemes. The new model overcomes the limitations of the current prevailing numerical
schemes such as inaccurate calculations of bed slope or friction source terms and provides
much improved numerical accuracy, efficiency and stability for simulating overland flows and
surface flooding. To support large-scale simulation of flow-like landslides or debris flows, a
new formulation of depth-averaged governing equations is derived on the Cartesian coordinate
system. The new governing equations take into account the effects of non-hydrostatic pres-
sure and centrifugal force, which may become significant over terrains with steep and curved
topography. These equations are compatible with various basal resistance terms, effectively
i
leading to a unified mathematical framework for describing different type of water-related nat-
ural hazards including surface flooding, flow-like landslides and debris flows. The new depth-
averaged governing equations are then solved using an FV Godunov-type framework based on
the second-order accurate scheme. A flexible and GPU-based software framework is further
designed to provide much improved computational efficiency for large-scale simulations and
ease the future implementation of new functionalities. This provides an effective codebase
for the proposed multi-hazard modelling system and its potential is confirmed by successfully
applying to simulate flow-like landslides and dam break floods.
ii
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Chapter 1. Introduction
1.1 Background of the research
Catchments are the places where water moves and converges. They are also the places where
people live and work. Rivers and streams in catchments provide not only drinking water but
also water for agriculture, industry and transport. But catchments can also bring disasters to
humanity; hazards related to water have always been part of the catchment process, which is
the fierce side of face of catchments that people have to live with. Flash floods, debris flows
and landslides are among the most common water-related natural hazards.
Each year, water-related natural hazards cause enormous damage to properties and loss of
lives. For example, a flash flood that took place on 7 June 2014 in Baghlan, Afghanistan, killed
73-200 people and left 200 missing. The two landslides happened in Argo district, Badakhshan
province, Afghanistan on 2 May 2014 claimed at least 350 lives (with a further 2100 still
missing), and buried 300 houses (and affected another 1400). On 8 August 2010 in Zhouqu
county, Gansu province, China, a debris flow induced by heavy rainfall caused more than 1400
deaths and economic loss over 17.7 million US dollars of estimation.
A number of studies (IPCC [2014]) have predicted that climate change will lead to increas-
ing frequency and magnitude of weather extremes, particularly rainfall. This, in conjunction
with more intensive human activities, may substantially increase the risk of flash flooding, de-
bris flows and landslides in steep catchments. These natural hazards are commonly a result of
both water and sediment movement within a catchment. They may interact with each other and
happen as chains. For example, heavy rainfall may lead to excessive run-off and subsequently
flash flooding; it may also raise groundwater table and trigger landslides; rapid surface water
flow may erode loose packed material caused by landslides and develop into debris flows as
the sediment concentration increases; landslides and debris flows may dam rivers and subse-
quently cause dam-break floods. These hazard chains can significantly amplify the damages
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and losses in affected areas. For example, in June 2013 the breach of a landslide dammed lake
in the Himalayan Rudraprayag district of Uttarakhand (India) contributed to 4,094 fatalities.
On 2nd August 2014 following heavy rainfall, a landslide dammed the Sunkoshi River to form
a lake in Sindhupalchok District in Nepal, causing severe flooding; the cascading event de-
stroyed 115 houses, killed 156 people and inundated the powerhouse of a hydropower project
and other infrastructure.
Computer modelling has become an indispensable tool to assess the risk and mitigate the
impact of water-related natural hazards. They can also be used to perform numerical exper-
iments to better understand the underlying physics of these hazards as well as the impact of
environmental changes on them. Traditionally, hydrological models or simplified hydrody-
namic models are used to model water and sediment movements and other relevant processes
at the catchment scale. The underlying physics of the catchment processes considered in these
models are usually significantly simplified. For example, the surface flow routing in those
models normally does not consider momentum conservation and the couplings between differ-
ent processes are usually loose and empirical. Therefore, they generally lack the capability to
provide detailed and reliable information that is needed for understanding the complex inter-
actions between hazards and quantifying their risks.
Sophisticated models constituting more physical processes have been successfully applied
to assess the hazard risk typically at a localised scale for a single hazard. However, these
models are still computationally prohibitive for high-resolution simulations at catchment/city
scales. Also they usually do not consider the interaction between hazard components except
for the preliminary effort made by Chen et al. [2016], and hence may underestimate the risk
to receptors and repeated engineering reconstruction. A sophisticated physically based multi-
hazard model that directly considers the interactions between different types of hazards may
enable much more realistic assessment of the hazard risk. It can also improve the understand-
ing of the complex interactions between different hazards in a chain to facilitate the design of
more effective counter-measures. These sophisticated models can also support scenario sim-
ulations and provide more detailed information for analysing the impact of climate and other
environmental changes.
A major constraint that hinders the application of sophisticated physically based models
at a broader scale is the limitation of computational power. The computing technology has
been rapidly advanced in recent years, bringing a great opportunity for improving substantially
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the performance of the current hazard modelling tools. The most notable breakthrough is the
development of general-purpose graphics processing units (GPGPU) for scientific computing.
Graphic Processing Units (GPUs) are originally designed exclusively for three-dimensional
image rendering that is not complex but highly computationally intensive. GPUs can offer up
to 10 to 20 times more computation power compared with the equivalent Central Processing
Units (CPUs). In 2007, NVIDIA released the CUDA programming platform designed for
general purpose computing. Since then, the computational power of GPUs is becoming readily
accessible for scientists and engineers. Its capability of accelerating scientific computing tools
has been demonstrated in a variety of disciplines. Thanks to the unprecedented computational
power of GPUs, large-scale simulation of surface water and sediment movement can now be
conducted on a small server or even a desktop rather than a regional supercomputer centre,
which has led to a new opportunity for developing and applying sophisticated physically-based
models for multi-hazard simulations.
As a summary, it is essential to develop sophisticated physically based models to simulate
multiple water-related natural hazards and related processes, e.g. flash flooding, landslides,
excessive soil erosion, debris flows and natural dam outburst floods, which may happen simul-
taneously or in sequence as a hazard chain in a catchment. The recent rapid development of
high-performance computing technology has made this type of simulations to become feasible.
1.2 Terminology
The definitions of flash flood, landslide and debris flow often cause ambiguity in the literature.
It is necessary to clarify their definitions here at the beginning of this thesis to avoid confu-
sion. The rest of the thesis will follow the definitions given in this section except for the cases
otherwise explicitly stated.
1.2.1 Flash flood
There are several definitions for flash flooding as summarised by Sene [2013]. Herein we fol-
low the definition given by the World Meteorological Organisation (WMO): “flash floods are
rapidly rising flood waters that are the result of excessive rainfall or dam-break events. Rain-
induced flash floods are excessive water flow events that develop within a few hours (typically
less than 6 h) of the causative rainfall event, usually in mountainous areas or in areas with
extensive impervious surfaces such as urban areas”. Although most of the flash floods ob-
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served are induced by intense rainfall, failure of natural or human-made dams can also cause
the release of excessive volumes of stored water in a short period of time with catastrophic
consequences downstream.
1.2.2 Landslide and debris flow
Generally, landslides are defined as ‘the movement of a mass of rock, debris or earth down
a slope driven by gravity’ (Dai et al. [2002]). More precise definitions may be given to the
sub-types of landslides. The most popular classification of landslides was proposed by Varnes
[1978], according to which landslides can be categorised by movement types (falling, toppling,
sliding, lateral spreading and flowing) and material types before the initiation of motion (e.g.
bedrock, coarse rock debris, rock debris, sand and fine particles). The above definition of
‘landslide’ is rather broad, which literally includes the flow of debris, i.e. ‘debris flow’.
A distinction between landslide and debris flow is made in the statistics of disasters in
certain countries such as China and Japan. Such a distinction is justified by the fact that a debris
flow may contain a large amount of water and its runout distance can be as far as kilometres.
The definition of debris flow given by Takahashi [2014] is used in this work, i.e. ‘debris flow is
a flow of sediment and water mixture in a manner as if it was a flow of continuous fluid driven
by gravity, and it attains large mobility from the enlarged void space saturated with water or
slurry’.
In the remaining part of this thesis, when the term ‘landslide’ is used, it refers to the general
definition given by Dai et al. [2002] excluding debris flow. The term ‘debris flow’ refers to the
definition given by Takahashi [2014]. The term ‘flow-like landslide’ is also frequently used
in this thesis, which refers to those landslides that present fluid flow properties. Flow-like
landslides encompass debris flows; but they do not necessarily contain a large amount of water
like debris flows.
1.3 Water-related natural hazards as parts of a whole dynamic catchment system
Figure 1.1 illustrates possible links and interactions between those key catchment processes
(e.g. Takahashi [2014], Jakob et al. [2005]). Rainfall is considered here as the main driver
of water and sediment movement in a catchment. As the rainwater falls onto the ground, part
of it will infiltrate into the ground and saturate soil, leading to increase of pore water pressure
and reduction of metric suction and subsequently a loss of shear strength and rising ground
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water table. Subsequently, landslides may be triggered, which may further develop into debris
flows through supplement of water and erosion of loose material on the ground. The rainwater
remains on the ground surface may form overland flow that will finally converge into channels.
If the channels cannot retain the water within their banks, flooding will occur. Channel flows
under flood conditions can also erode the channel bed and banks to form debris flows. The
erosion and deposition processes following landslides and debris flows can lead to significant
topography change, which will in turn alter the flow paths of water and sediment.
Apparently, (flash) floods, landslides and debris flows are all integrated parts of water and
sediment movement in a catchment. They interact with each other in two main ways: 1) trans-
form into the other hazards through the change of sediment concentration as a result of ad-
ditional water and bed erosion, and 2) influence the flow paths and thus the corresponding
processes through the change of topography and channel morphology.
Figure 1.1: The interactions between different processes in catchments.
Based on such an understanding, we propose a concept of a catchment scale multi-hazard
model with the following components: 1) A hydrodynamic module that simulates the move-
ment of water and sediment, where a single mathematical framework is used and the rheology
adapts according to sediment concentration or other criteria to enable the transitions between
(flash) floods, landslides and debris flows. Because the depth of flash floods and flow-like land-
slides is usually much smaller than their horizontal extent, depth-averaged models will be used
to provide a good compromise between accuracy and efficiency to enable large-scale simula-
tions. 2) A sediment-transport module to model the change of sediment concentration due to
erosion, deposition and transport processes. 3) An infiltration module to predict the pore-water
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pressure and groundwater table changes. 4) A slope failure module to represent the initiation
of landslides and subsequent supplement of sediment.
The hydrodynamic module is the core of the proposed multi-hazard model because it de-
scribes the dynamic process of a hazard chain and all other modules rely on the hydrodynamical
information, i.e. depth and velocity.
1.4 Research aim and objectives
Our ultimate goal is to develop a physically based modelling system for simulating multiple
water-related natural hazards at a catchment scale (1000km2) as described by the concept
in section 1.3. The aim of this PhD is to develop the mathematical framework and high-
performance modelling technologies to form the core hydrodynamic component of this
physically based catchment-scale multi-hazard modelling system. The research aim can be
achieved through the following objectives:
• Compare and choose an appropriate numerical method.
We set this objective because there are two competing numerical methods: Grid-based
Eulerian methods such as the finite volume (FV) method and meshfree computational
methods like the smoothed particle hydrodynamics (SPH), both of which have been
widely used in hydrodynamic simulations.
• Develop numerical technologies for efficient and stable overland flow simulations.
We set this objective because overland flow plays a key role in the development of and
interaction between flash floods, landslides and debris flows.
• Develop a high-performance multi-hazard modelling framework.
This objective comprises the following two sub-objectives:
1. Develop a unified mathematical formulation for both mass flow and water flow, which
can be achieved in two steps: 1) Develop a non-hydrostatic depth-averaged model for
flow-like landslides over complex topography based on a global Cartesian coordinate
system. 2) Combine the depth-averaged model for flow-like landslides with the Man-
ning’s friction law to simulate flood waves and demonstrate the new depth-averaged
model’s potential to be the unified mathematical framework for both flow-like landslides
and water flow.
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We set this objective because using a single mathematical framework is essential for
simulating different types of flow simultaneously and one of the major difficulties is the
unification of coordinate systems. Flow-like landslides are usually modelled on surface
fitted curvilinear coordinate systems to account for non-hydrostatic pressure and cen-
trifugal forces due to steep and curved topography while water flow is usually modelled
on Cartesian coordinate system. To develop a unified mathematical framework, we need
to either model flow-like landslides on Cartesian coordinate system or model water flow
on curvilinear coordinate system. We choose the former approach because the Cartesian
coordinate system is simple, consistent with the geographic information system (GIS)
data format for domain topography.
2. Devise a flexible software framework on GPUs.
We set this objective because a flexible software framework will allow us to easily imple-
ment and integrate together different modelling components and using GPUs will make
high-resolution catchment-scale simulations to be feasible.
1.5 Thesis outline
The rest of the thesis is organised as follows: Chapter 2 gives a comprehensive literature re-
view in the relevant topics; Chapter 3 introduces a GPU-accelerated SPH model for solving
the shallow water equations (SWEs) and its application to practical flooding simulation, com-
pared with traditional FV model; Chapter 4 presents a new efficient and stable shallow flow
model based on a first-order FV scheme for overland flow processes; Chapter 5 presents a
new non-hydrostatic depth-averaged model for rapidly varying mass flow over complex ter-
rain; in chapter 6, the depth-averaged mass flow model is applied to simulate water flows to
demonstrate its potential in providing a unified mathematical framework for multi-hazard mod-
elling and details of the overall structure and implementation of the software framework are
also presented; and finally Chapter 7 draws the major conclusions from this work and provides
recommendations for future research.
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Chapter 2. Literature review
This chapter aims to provide a comprehensive review of the existing literature, covering the
relevant topics considered in this thesis.
2.1 Numerical modelling of multiple hazards and their interactions
Very limited research has been made to model multiple hazards in a catchment simultaneously
to understand their interactions and quantify their risks (Kappes et al. [2012]). Chen et al.
[2016] made an attempt to develop such a multi-hazard model. Their model comprises digi-
tal terrain module, a spatial rainfall distribution module, a slope failure prediction module, a
debris flow simulation module, and a multi-hazard quantitative risk assessment module. The
whole domain is firstly divided into multiple cells based on the digital terrain data. Then the
rainfall is spatially distributed into the cells through universal Kriging interpolation. Based
on the spatial distribution of the rainfall, the surface runoff and infiltration processes can be
analysed to determine the pore-pressure at each cell. Then the slope stability at each cell can
be analysed based on Mohr-Coulomb theory. Empirical method is used to determine the oc-
currence probability and initial volumes of debris flows and their movement is analysed by a
depth-averaged model. Finally, the total risk is given by the risk assessment module. This
model considers the interactions among rainfall, landslides and debris flow therefore is com-
prehensive for quantifying multi-hazard risk. However, the assumptions used in this model
is very simplified compared with reality. Though claimed to be a physically-based models,
the interactions among different hazards are still considered mainly using empirical methods.
More research efforts are still needed to develop models that simulate each hazard type and
their interactions in a more physically sound manner.
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2.2 Hydrodynamic modelling of water and mass movement
2.2.1 Overland flow
The water depth of surface water flow is usually much smaller than the length of gravity wave,
and so the vertical flow velocities are negligible compared with the horizontal velocities. As
a result, the Reynolds-averaged Navier-Stokes equations may be integrated along the vertical
axis to derive the following shallow water equations (SWEs). In one spatial dimension, the
SWEs may be written as
@h
@t
+
@hu
@x
= R (2.1)
@hu
@t
+
@hu2 + 12gh
2
@x
= ghS   S f (2.2)
where x and t respectively denotes the space and time, h is the water depth, u is the depth-
averaged velocity along the flow direction, g is the gravitational acceleration, R represents a
source/sink term related to rainfall/infiltration, S is the bed slope and S f is the basal resistance
term which may be formulated by empirical friction laws such as the commonly used Manning
or Chezy formula (Chow [1959]) which are typically expressed as functions of velocity and
bottom roughness.
The SWEs provide an effective mathematical framework for surface water flows in a catch-
ment. However, the SWEs constitute a non-linear system and analytical solutions can be only
sought for limited situations where the boundary conditions and initial conditions are very
simple. Therefore, early studies on overland flow modelling are mainly based on simplified
equations that can either be solved analytically or using simple numerical methods. The earliest
attempt may be traced back to the kinematic wave theory proposed by Lighthill and Whitham
[1955]. In the kinematic wave theory, it is assumed that the gravity driving force and resistant
force of the flow balance each other so that the flow can locally reach a steady state and the
flow velocity solely depends on the relationship between the bed slope and bottom roughness,
i.e.
ghS   S f = 0 (2.3)
while continuity equation (2.1) remains the same. The resulting equations can be solved an-
alytically in certain situations using the method of characteristics. Henderson and Wooding
[1964] derived the analytical solution for simple overland flows driven by steady rainfall and
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solved the equation numerically for the more complicated cases with time-dependent rainfall
intensity. Since 1970s, seeking numerical solutions to the kinematic wave equation has had
become increasingly popular and a brief overview can be found in Smith [1980] where the
stability and convergence of several finite difference algorithms were discussed.
The validity and limitations of the kinematic wave model for different types of shallow
flow hydrodynamics have also been investigated by many researchers. Woolhiser and Liggett
[1967] compared the numerical solutions from the kinematic wave equation and the fully shal-
low water equations with experimental data and introduced a dimensionless parameter called
‘kinematic wave number’ to indicate the adequacy of the kinematic wave theory. They sug-
gested that the kinematic theory is valid as long as the kinematic wave number is large, which
has also been supported by many other studies (e.g. Ponce et al. [1978], Vieira [1983], Singh
[2002]). Due to its simplicity and acceptable accuracy when the underlining assumptions are
satisfied, the kinematic wave theory is still used in some of the current flood models (e.g. Bates
et al. [2010]).
However, the assumptions of the kinematic wave theory may be over simplified in certain
situations. Morris and Woolhiser [1980] suggested that the kinematic wave theory becomes
less accurate when the Froude number (Fr =
up
gh
) becomes small, in which case at least the
slightly more sophisticated diffusion wave equation should be used. The diffusion wave theory
assumes that the resistant force is balanced by gravity driving force (bed slope) and pressure
head gradient (water depth slope), i.e.
ghS   @
@x
(
1
2
gh2)   S f = 0 (2.4)
Diffusion wave theory is slightly more comprehensive than the kinematic wave theory. Govin-
daraju [1988] presented details of a diffusion wave model and resulting numerical solutions for
overland flows.
Both kinematic wave and diffusion wave theories are 1D in its original appearance and ex-
tensions to 2D problems are not popular for a long time since their genesis. This is not a surprise
because the emergence of kinematic wave theory and diffusion wave theory mainly attributes
to their simplicity and availability of analytical or semi-analytical solutions but analytical solu-
tions to their 2D counterparts are usually not available. But in the last two decades, kinematic
wave and diffusion wave theories have been implemented in several 2D numerical models
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(e.g. Bates and De Roo [2000], Bradbrook et al. [2004], Liu et al. [2004]) because numerically
solving these simplified governing equations is more straightforward and less computational
demanding than solving the full SWEs for certain applications.
The limitations of the kinematic wave and diffusion wave theories originate from their over-
simplified description of the physics of shallow flows, e.g. overland flows and rapidly vary-
ing flood waves. In both of these theories, an equilibrium state between basal resistance and
bed/depth slope must be assumed as a priori. In reality, an overland flow may usually involve
highly transient processes such as water running up/down a slope and shock waves/hydraulics
jumps. Several comparative studies (Cea et al. [2010], Costabile et al. [2012]) have suggested
that the simplified models based on kinematic wave or diffusion wave theories may lead to
significant errors for overland flows over complex topography. Furthermore, these simplified
models may not always lead to more computationally efficient simulations. For a diffusion
wave model, the time step needed to stabilise the numerical scheme is proportional to the
square of cell size while the Courant–Friedrichs–Lewy (CFL) stability condition for solving
the full SWEs model only requires the time steps to be proportional to the cell size (Hunter et al.
[2005]). Therefore the time steps for a diffusion wave model may be significantly smaller than
that for a full SWEs model when the simulation resolution increases, leading to a much slower
simulation (e.g. Cea and Blade [2015]).
A more appropriate alternative for overland flow modelling is to solve the full SWEs. In
the last two decades, due to the substantially increased computational power and rapid progress
on developing more efficient numerical methods for conservation laws, models based on the
solution to the full SWEs have become increasingly popular for a wide range of application
involving flood modelling (e.g. Fiedler and Ramirez [2000], Sanders et al. [2008], Simons
et al. [2014], Yu and Duan [2014], Cea and Blade [2015], Rousseau et al. [2015], Caviedes-
Voullième et al. [2012], Liang et al. [2015a]). Compared with those simplified models, the
models based on full SWEs are more accurate and robust in handling complex flow hydrody-
namics and topography. Compared to those models solving the 3D Navier-Stokes equations,
models based on the full SWEs are able to represent the essential information of the flows
(i.e. unsteady water depth and flow velocity) accurately with much less computational effort.
Research effort in recent years for overland flow and flood modelling has mainly focused on
developing numerical methods for solving the SWEs and improving their computational effi-
ciency, which will be reviewed in more details in sections 2.3 and 2.4.
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2.2.2 Flow-like landslide
Over the last few decades, different types of computer models have also been developed and
used to predict the runout distance and velocity of flow-like landslides. The simplest approach
is based on the lumped mass method (e.g. Hutchinson [1986], Federico and Cesali [2015]),
in which a landslide or debris flow is idealised using a single slab of mass. Obviously, the
internal deformation and lateral spreading of a landslide or debris flow cannot be represented,
restricting its wider applications.
A more physically-based approach is based on the continuum theory which takes into ac-
count the conservation of both mass and momentum. In most of the real-world cases of flow-
like landslides, the vertical dimension is much smaller than the horizontal extent and so the
depth-averaging procedure used for deriving the SWEs from the Navier-Stokes equations can
be applied, resulting in a formulation similar to the SWEs (2.1-2.2). Savage and Hutter [1989]
formally derived a set of depth-averaged governing equations for the first time for modelling
granular flows on inclined slopes. Since then, numerous research efforts have been made to
increase the predicting capabilities of their depth-averaged model mainly in two aspects: 1) im-
proving the understanding of the underlying physics of flow-like landslides and debris flows;
and 2) improving the mathematical formulation of depth-averaged equations to more accurately
represent the gravity driving force and the flow dynamics over complex real-world topography.
Regarding the underlying physics of flow-like landslides including debris flows, most mod-
els assume that the flowing material is at a single phase and adopt different rheological laws for
different types of flow material. In the depth-averaged equations, the fluid rheology is packed
as basal resistance source terms added to the momentum equations. A summary of the com-
monly used rheological laws for flow-like landslides and debris flows is given in Table 2.1. The
Newtonian rheology represents the most basic one, which is normally not adequate to model
real world flow-like landslides. If the material is assumed to yield after reaching a critical stress
and behaves like Newtonian fluid after yielding such as the situation of hyper-concentrated flow
containing a large proportion of fine particles, the Bingham fluid model can be applied. The
Bingham fluid model was firstly derived by Yano and Daido [1965] and has since then been
further developed and applied to simulate debris flows in real-world applications (e.g. Hungr
[1995], Medina et al. [2008], Pastor et al. [2014], Pastor et al. [2015]). The Herschel-Bulkley
fluid model (Coussot et al. [1998]) adds an additional parameter to the original Bingham fluid
model to account for a wider range of debris flows. Takahashi [2014] introduced a dilatant fluid
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Table 2.1: Mathematical expressions for rheological laws in depth averaged equations1.
Names of rheological laws Original Equations Depth-averaged equations
Newtonian  = 
@v
@z
b = 3
u
h
Bingham2  = 0 + 
@v
@z
u =
bh
6
(1   0
b
)2(2 +
0
b
)
Herschel-Bulkley3  = 0 + (
@v
@z
)n n  1 b = 0[1 + 1:93(0

(
h
u
)n) 0:9]
Dilatant  = (
@v
@z
)n n > 1 b = 3(
u
h
)n
Frictional  =  f b = h(g cos  +
u2
r
) f
u
kuk
Voellmy  =  f
v
kvk +  vkvk b = h(g cos  +
u2
r
) f
u
kuk +  ukuk
Plastic b = 0
v
kvk b = 0
u
kuk
1  is the shear stress,  is the normal stress, b is basal resistant stress,  is density, v is velocity, u is the depth-
averaged velocity,  is viscous coefficient,  f is friction coefficient,  is the slope angle, g is gravitational acceler-
ation, r is basal curvature,  is Voellmy coefficient, n is a dimensionless parameter.
2 For Bingham rheology, the depth-averaged equation of the basal resistant stress is written in an implicit form in
which b is the root of the equation. Detailed derivation can be found in Pastor et al. [2015].
3 For Herschel-Bulkley rheology, rigorous derivation of even an implicit depth-averaged equation like the Bingham
fluid is non-trivial. Herein we included the empirical equation obtained by Laigle and Coussot [1997].
model to consider the collisional stresses between the grain particles in stony debris flows.
Frictional rheology may be more appropriate for the relatively dry granular material. The
simplest frictional rheology is based on the Mohr-Coulomb theory, where the friction coeffi-
cient is assumed to be constant. Savage and Hutter [1989] derived a depth-averaged model by
assuming Mohr-Coulomb internal rheology. This assumption leads to a basal friction source
term with a constant friction angle and a nonlinear lateral pressure coefficient. Pouliquen and
Forterre [2002] proposed a new velocity-dependent empirical friction law based on their gran-
ular flow experiments. Their new friction law is able to give more accurate prediction of the
run-out distance and deposit morphology of the experimental granular flows on inclined slopes.
In their study, it is also suggested that the simulation is not sensitive to the lateral pressure co-
efficient and good results can be obtained by taking the lateral pressure coefficient to be unity.
This conclusion is also supported by molecular dynamics simulations (e.g. Silbert et al. [2003],
GDR Midi [2004]). Mangeney et al. [2007] successfully applied the empirical friction law of
Pouliquen and Forterre [2002] to simulate the self-channeling phenomenon of unconfined gran-
ular flow. One of the major breakthroughs on granular flow mechanics is the introduction of
I rheology (Jop et al. [2006]), which is also frictional, having a formulation similar to the
Mohr-Coulomb rheology. The key difference is that the friction coefficient in the I rheology
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depends on an inertial parameter characterising the ratio between a macroscopic deformation
timescale (shear rate) and an inertial timescale (particle collision). The validity of I rheology
has been confirmed by several experimental and numerical studies (e.g. Lagrée et al. [2011],
Staron et al. [2012]). The I rheology has also been incorporated into the depth-averaged
models (Gray and Edwards [2014]) to give more accurate simulations for granular flow ex-
periments. However, the validity of frictional rheology for simulating real-world flow-like
landslides is still in debate (Legros [2002]). An apparent shortcoming of all these frictional
rheology is that sometimes a friction angle much smaller than the material friction angle has
to be used to reproduce satisfactorily real-world events (Legros [2002]). In addition, smaller
friction coefficients have to be used in the models to reproduce landslides with larger volume.
Such a phenomenon is often referred to as frictional weakening, for which the reasons are still
not very clear and cannot be effectively represented by most of the existing rheological laws.
Through fitting a large amount of data, Lucas et al. [2014] proposed an empirical frictional
resistance formula to take this into account. However, this may still not be adequate for the
simulation of real-world landslides because the real-world events could significantly deviate
from their fittings.
Voellmy rheology (Voellmy [1955]) combines frictional rheology with a u2 term to consider
turbulence and/or collision between particles. It has been used for simulating avalanches (e.g.
Hergarten and Robl [2015]) and debris flows (e.g. Medina et al. [2008], Ouyang et al. [2014]).
Kelfoun [2011] studied the suitability of several empirical rheological laws for long-runout
avalanches. He found that the plastic rheology is superior in terms of giving more realistic
morphological features of the deposits of natural long-runout granular flows. Wang and Sassa
[2010] assumed that there is a thin sliding layer at the bottom of moving landslides and proposed
a model with a varying apparent friction coefficient. In the model reported in Wang and Sassa
[2010], the apparent friction angle increases as the normal pressure decreases, leading to model
performance qualitatively similar to the plastic rheology. Although the plastic rheology gives
remarkable results for a few real world landslides (Kelfoun and Druitt [2005] and Kelfoun
[2011]), a comprehensive analysis has not yet been found and it may only be valid for certain
types of landslides.
There are several micro-scale mechanisms contributing to the macro-scale rheology of
flow-like landslides material, including inter-particle friction, inter-particle collision, fluid vis-
cosity, fluid buoyancy and fluid turbidity. However, none of the aforementioned rheology is
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comprehensive in the sense that these micro-scale mechanisms are all considered.
In order to avoid the shortcomings of the single-phase models, in particular, the deficiency
of simple rheological laws, a few more sophisticated models assume the material of flow-like
landslides including debris flows to be a two-phase mixture. Iverson [1997] pointed out that
the pore water pressure plays a major role in those rapidly moving debris flows, especially
the formation of multiple surges, which is also supported by comprehensive experimental evi-
dences (Major and Iverson [1999]). The first depth-averaged two-phase model was presented
in the companion papers by Iverson and Denlinger [2001] and Denlinger and Iverson [2001].
In this model, the solid phase is assumed to comply with the Mohr-Coulumb friction law while
the interaction between the solid and fluid phases is represented through the reduction of the
basal friction coefficient and lateral pressure coefficient due to excessive pore pressure. The
evolution of excessive pore pressure follows an advection-diffusion equation derived from the
consolidation theory. Their model was validated against flume tests. Pitman and Le [2005]
presented a full two-phase depth-averaged model where the solid phase and fluid phase are
characterised by different variables. This model may be further reduced to a simpler model
if the relative movement between solid phase and fluid phase is small and negligible. Pastor
et al. [2009] applied the Zienkiewicz-Biot theory (Zienkiewicz et al. [1990]) to model flow-like
landslides. To improve the predictive capability, Iverson and George [2014] and George and
Iverson [2014] considered the effects of dilatancy on pore water pressure change. To set up and
apply these two-phase models, the initial pore water pressure distribution is required which is
hard to measure. So it is not trivial to apply these models for real-world applications. Neverthe-
less, these models provide a more complete physical description of the physical mechanisms
than the single-phase models, and so they are more suitable for investigating the influence of
different factors on the movement of flow-like landslides. But it should be noted that the afore-
mentioned two-phase models are only applicable when the grain frictional force is dominant
over the collisional force, which is not always valid as is suggested by Takahashi [2014].
It is noteworthy that some typical features of natural flow-like landslides such as devel-
opment of levee, frontal accumulation of coarse grains and formation of multiple surges are
still very difficult to be modelled by existing depth-averaged models. These difficulties come
from both the complexity of the micro-scale mechanisms and macro-scale heterogeneity of
the geological settings. A good summary of these difficulties can be found in Delannay et al.
[2017]. As a conclusion, the physics of flow-like landslides is still an active research topic in
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nowadays and a conclusive understanding has not yet been given. This inevitably hinders the
development of more accurate numerical models.
Regarding the formulation of the depth-averaged equations, a major difference between
flow-like landslides and water flows is that the flow-like landslides usually take place on steep
slopes rather than nearly horizontal and flat ground surface. This brings in major challenges
in developing depth-averaged models. As is shown in Figure 2.1, the vertical acceleration
(av) is non-zero, therefore the pressure distribution along the vertical direction is no longer
hydrostatic. In addition, there exists a centrifugal force (ac) along the direction normal to the
bed when the bed is curved. Incorporating the non-hydrostatic pressure and centrifugal force
into depth-averaged models is a major challenge.
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Figure 2.1: Vertical acceleration and centrifugal force for flow-like landsldes running on slopes
In the context of the depth-averaged models, the flow direction is normally assumed to be
parallel to the domain surface; the pressure term normal to the domain surface becomes trivial
to calculate. Therefore, surface fitted curvilinear coordinate systems have been widely adopted
for developing depth-averaged granular flow models. The first of such attempts was made by
Gray et al. [1999], using an orthogonal curvilinear coordinate system; but their model assumes
predominant topographic variation only occurs in one direction and so presents major difficulty
in adapting to real-world terrains with more complex topographic features. Later on, Pudasaini
and Hutter [2003] introduced a model on a non-orthogonal curvilinear coordinate system for
avalanches in arbitrary curved and twisted channels. Such a non-orthogonal curvilinear coor-
dinate system has also been adopted in other granular flow models (e.g. Pudasaini et al. [2005],
Pudasaini et al. [2007]) and achieved certain level of success.
A curvilinear coordinate system relies on the thalweg along the bed to define its main axis.
For real-world complex topography, however, it is usually difficult to define the downslope
direction or the thalweg due to large variations of topography in different directions. Fur-
thermore, to facilitate the simulation of geophysical flows (e.g. landslides, debris flows and
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avalanches) in real world, Digital Elevation Models (DEMs) are commonly used to describe
the terrain topography, which is defined on a Cartesian coordinate system. Transformation of
topographic data from the Cartesian coordinate system to the curvilinear coordinate system
must be applied, inevitably increasing computational effort and leading to a loss of accuracy,
particularly in the cases where the topography is featured with abrupt changes. To avoid this,
Bouchut and Westdickenberg [2004] introduced a shallow water flow model on an arbitrary
coordinate system for simulations over topographies with small curvature. Their overall gov-
erning equations were derived on a fixed Cartesian coordinate system while the variables were
defined in a local reference coordinate system aligning with the local topography, i.e. the flow
depth is normal to the bed and the velocities are parallel to the bed. This model was later ex-
tended and applied to granular flows by Mangeney et al. [2007] and real world landslide by
Kuo et al. [2009]. In their model, the terrain topography may be directly described by a DEM,
but coordinate transformation is still needed to provide the initial depth along the vertical axis.
In practice, it is desired to develop a model based on a global Cartesian coordinate system in
which the vertical axis is aligned with the gravity direction so that DEMs can be directly used
to support model set up without the necessity of coordinate transformation. Using a global
Cartesian coordinate system will also facilitate the development of a unified modelling system
for both landslides/debris flows and water flows. But a global Cartesian coordinate system
based model also has its limitation, as the determination of pressure/stress terms becomes a
much more difficult task within such a configuration. Granular flows commonly happen on
steep inclined slopes, and the flow acceleration along the gravity direction has a magnitude
comparable to the gravity and so is not negligible (Iverson [2014]). The vertical normal pres-
sure is no longer hydrostatic and essentially more difficult to calculate. For the same reason,
the centrifugal force caused by bed surface curvature is no long trivial to quantify.
In order to utilise a global Cartesian coordinate system and meanwhile maintain solution
accuracy, Denlinger and Iverson [2004] subtracted the vertical acceleration from the gravity
acceleration to take into account the non-hydrostatic pressure; their model provided better re-
sults than a hydrostatic model for a granular dam-break test. More recently, Castro-Orgaz
et al. [2014] suggested that the Boussinesq-type models which retain non-hydrostatic pressure
to a certain level and have been successfully applied in shallow water waves modelling may
be also implemented for simulating gravity-driven granular flows. They also pointed out that
Denlinger and Iverson’s model (Denlinger and Iverson [2004]) can actually be categorised as
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a Boussinesq-type model for granular flows. These Boussinesq-type non-hydrostatic models
generally predict better results than their hydrostatic counterparts. However, more sophis-
ticated numerical schemes must be used to solve the Boussinesq-type governing equations
due to the presence of additional higher-order derivative terms. Therefore, a Boussinesq-type
model is computationally much more demanding than a model solving the SWEs or similar
depth-averaged equations.
On the other hand, other simpler global Cartesian coordinate system based models have
also been reported (e.g. Juez et al. [2013], Hergarten and Robl [2015]). These models sim-
ply modified the original shallow water type equations by including a projection factor to the
pressure and source terms, determined by the consideration of bed or surface topography gra-
dients according to heuristic geometric arguments. These models produce very similar results
to those models based on local curvilinear coordinate systems, which was confirmed by Xia
et al. [2015]. Compared with the Bousinessq-type models, the numerical implementation of
these shallow water type models can be much easier to achieve and many well-documented
numerical schemes developed for the shallow water equations can be directly used. However,
although these models have been proved to be successful for certain applications, they have
not been fully justified in a mathematically rigorous way and all of them do not consider the
effect of the centrifugal force induced by bed curvature which may become significant for
applications involving complex topography.
Except for the depth-averaged models, other approaches, such as discrete element method
or direct solution to the three-dimensional governing equations, have also been developed for
modelling flow-like landslides (e.g. Zhou and Ng [2010], Utili et al. [2015], Huang et al.
[2012]). These methods can give much more details of the flow field and so may be used for
studying the detailed mechanics of flow-like landslides. But they are unsuitable for simulation
of large-scale real-world problems because they demand much more computational resources.
2.3 Numerical methods for solving the depth-averaged equations
The SWEs and depth-averaged equations for flow-like landslides are both hyperbolic partial
differential equations (PDEs) and mathematically similar. Most numerical techniques initially
developed for solving the SWEs can be applied to the depth-averaged equations for land-
slides/debris flows. Therefore this section starts from reviewing the numerical methods for
solving the SWEs. Several challenges need to be addressed for developing accurate and robust
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numerical methods for solving these equations:
• Automatic shock capturing: As a non-linear hyperbolic system, shock-like discontin-
uous solutions may arise even the initial conditions are smooth. So the shock-capturing
capability is an essential requirement of a numerical scheme to maintain numerical sta-
bility and obtain accurate results. In the meantime, numerical accuracy at the smooth
regions should not be sacrificed.
• Handling wetting and drying: The SWEs are indeed only valid in wet cells. Numerical
methods may face singularities and break down at wet-dry front if no special treatment
is made.
• Correct discretisation of source terms: Certain source terms associated with the SWEs
may alter the mathematical behaviour of the governing equations. For example, the
slope source terms may lead to non-trivial solutions for steady state conditions, such as
the lake at rest solution. Other source terms like basal friction terms may be linked to
strong relaxation towards equilibrium. Therefore, discretisation of these source terms
must be done very carefully to reproduce the associated essential physical properties
without causing numerical issues.
In the past few decades, research efforts have been dedicated to develop new and improve
existing numerical methods to address the above challenges. Numerical methods for solving
the SWEs can be categorised as two types: 1) the Eulerian grid based methods, e.g. the finite
difference (FD) method, the finite volume (FV) method and the finite element (FE) method;
and 2) the Lagrangian meshfree methods such as the Smoothed Particle Hydrodynamics (SPH).
Among all of the three Eulerian methods, FV method has become the most popular for solv-
ing the SWEs since 1980s. Because it seeks solutions to the integral form of the conservation
laws (e.g. SWEs), FV method exactly conserves mass and momentum and is consistent with
the conservation laws in a weak form (i.e. it does not enforce the solution to be continuous) so
that shock-capturing schemes can be constructed more intuitively and naturally. FV method is
usually incorporated with Godunov-type schemes to evaluate numerical interface fluxes. The
original Godunov scheme was firstly proposed for solving the compressible Euler equations for
gas dynamics (Godunov [1959]). The basic idea is to compute the numerical fluxes by solving
Riemann problems locally at cell interfaces. A Riemann problem is an initial value problem
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defined by piecewise constant data to give a single discontinuity. Godunov scheme has a few
extraordinary advantages, including: 1) the appropriate amount of numerical diffusion is im-
plicitly included so that the shock wave fronts or flow discontinuities can be captured without
suffering from numerical oscillations; and 2) the entropy condition is automatically satisfied,
i.e. discontinuous solutions (e.g. shock wave fronts) only appear at where it should be. In the
original Godunov scheme, the local Riemann problems are solved exactly. However, seeking
exact solutions to the Riemann problems is not only computationally expensive but also unnec-
essary. In the classic work of Harten, Lax and van Leer (Harten et al. [1983]), it was pointed
out that not all the information obtained from the Riemann solutions is actually utilised be-
cause of the cell averaging process during the flux calculation. This may justify the derivation
and use of the approximate Riemann solvers and there have been a few successful attempts for
deriving approximate Riemann solvers. Roe [1981] derived one of the most popular approx-
imate Riemann solvers, which essentially involves linearisation of the nonlinear conservation
laws and solves exactly the resulting linear equations. Another popular approximate Riemann
solver was firstly proposed by Harten et al. [1983], assuming a solution structure of the Rie-
mann problem as a priori. The original work of Harten et al. [1983] assumed a left-moving
and right-moving shock wave in the approximate solution but did not indicate how to calcu-
late the wave speed. Later on, Einfeldt et al. [1991] supplemented a choice of wave speeds
to give a complete Riemann solver that has been proven to be very effective and robust. This
Riemann solver is often known as Harten, Lax and van Leer (HLL) or Harten, Lax, van Leer
and Einfeldt (HLLE) Riemann solver. However, because of the absence of contact wave in
the solution, HLL/HLLE Riemann solver can be excessively diffusive when dealing with 2D
problems or species transport. As an improvement, Toro et al. [1994] proposed the Harten,
Lax, van Leer with contact wave restored (HLLC) Riemann solver that included an additional
contact wave into the solution structure. The aforementioned approximate Riemann solvers
have all been successfully applied to solve the SWEs (Fraccarollo and Toro [1995]). A com-
parative study (Erduran et al. [2002]) suggested that the HLLC Riemann solver is probably
the most suitable choice for solving the SWEs in terms of a combined consideration of ease of
implementation, accuracy, applicability, numerical stability and efficiency.
For handling wetting and drying, the simplest method is to assume a thin layer of water
covering the dry areas in the beginning of the simulations. This traditional wetting and drying
technique has been widely implemented for practical simulations (e.g. Liang et al. [2007]).
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However the addition of water mass, even though it is of small amount, is physically incorrect
and may significantly degrade the accuracy of the numerical solution near the wet-dry front
as pointed out by Toro [2001]. The HLL-type approximate Riemann solvers directly provide
solutions to the cases involving wetting and drying, in contrast to the Roe’s scheme where mod-
ifications are needed to the original solution structure (Brufau et al. [2004]). In the HLLE and
HLLC Riemann solvers, distinct wave speeds are attributed to dry cells that are identified by an
infinitesimal water depth (10 6 m) so that wetting and drying can be computed automatically
without causing numerical instability (Fraccarollo and Toro [1995]).
For the discretisation of source terms, different techniques must be introduced and imple-
mented according to the physical and numerical properties that the source terms represent. For
those source terms describing processes such as rainfall that happen much slower than the hy-
drodynamic time scale which represents the timescale that the flow property of a cell can be
updated by convection, fractional splitting methods (e.g. Toro [2001]) may be directly applied
without causing any numerical issues. However cares must be taken when discretising other
source terms, e.g. the bed slope and friction terms.
The time scale associated with the gravitational acceleration due to bed slope is compara-
ble to the hydrodynamic time scale and a numerical scheme solving the SWEs with bed slope
terms may lead to a non-trivial steady state for the lake at rest conditions. As suggested by
Greenberg and Leroux [1996a] and Bermudez and Vazquez [1994], a viable numerical scheme
for solving the SWEs must be able to preserve the lake at rest solution, in order to obtain sta-
ble converged numerical solutions because it is not rare that the shallow flow problems are
small perturbations to the lake at rest solutions. A scheme with this property is well-balanced
(Greenberg and Leroux [1996b]) or satisfying the C-property (Bermudez and Vazquez [1994]).
A variety of numerical schemes have been developed to satisfy the C-property. Bermudez and
Vazquez [1994] developed an upwind scheme to discretise the slope source term for solving
the 1D SWEs. Later on, Bermúdez et al. [1998] extended the method to solve the 2D SWEs on
unstructured grids. The major limitation of the upwind discretion of slope source terms is that
it depends on the choice of the approaches for numerical flux calculation. Although it has been
proven to be accurate for both steady and unsteady flow problems, successful implementation
of this upwind discretisation approach is only reported for the Roe’s scheme and flux splitting
methods. Zhou et al. [2001] proposed the much simpler surface gradient method for slope
source term discretisation, which is independent of the formulation for numerical flux calcu-
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lation. In the surface gradient method, the water depths at the cell interface are reconstructed
based on the water surface level so that the water depths at both sides of the cell interface are
always equal to each other of the water levels are equal to each other; this obviously will not
introduce spurious fluxes to the lake at rest problem and therefore preserve the C-property.
Audusse et al. [2004] introduced a hydrostatic reconstruction method by adopting a similar
idea to the surface gradient method, i.e. to properly modify the Riemann variables before solv-
ing the Riemann problem. Compared with the surface gradient method, the formulation of the
hydrostatic reconstruction is even simpler and does not require linear interpolation of water
surface level. Another important advantage of the hydrostatic reconstruction method is that it
automatically ensures the positivity of water depth and therefore facilitates the derivation of a
positivity-preserving technique for handling wetting and drying. The hydrostatic reconstruc-
tion scheme has also been applied to general unstructured grids (Audusse and Bristeau [2005])
and implemented and applied successfully for various real-world applications (e.g. Hou et al.
[2013a], Wang et al. [2011], Marche et al. [2007], Mangeney et al. [2007], Liang et al. [2015b]).
Mathematical balancing approaches have also been widely reported to construct well-balanced
schemes (e.g. Rogers et al. [2003], Liang and Marche [2009], Duran et al. [2013]). The ba-
sic idea is to reformulate the SWEs through algebraic manipulation so that the C-property of
the numerical schemes can be preserved using trivial source term discretisation (e.g. a central
difference scheme). It is also possible to achieve well-balanced numerical schemes through
reformulating the slope source terms into the Riemann problems and subsequently seeking
modified Riemann solutions (LeFloch and Thanh [2007], LeFloch and Thanh [2011]), George
[2008]). The benefit is that these schemes can usually preserve even the non-motionless steady
states.
In order to stabilise numerical simulations, the aforementioned well-balanced schemes usu-
ally constrain the calculated slope gradient (e.g. Audusse et al. [2004], Liang and Marche
[2009], George [2008], Murillo and García-Navarro [2010]) either in the whole domain or
near wetting-drying front. The constraint of slope gradient effectively avoids unrealistic large
velocities in places where topography is discontinuous and the slope gradient is large such as
building walls and river banks, thus enabling much more stable and efficient simulations. For
overland flow simulations, most of the domain is wet regardless of the local topography be-
cause of rainfall. This means that water can flow on those discontinuous places. Therefore,
constraining slope gradient in the whole domain seems to be inevitable otherwise simulations
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may become unstable. But this comes with a price. A recent study (Delestre et al. [2012]) sug-
gests that constraining slope gradient may leads to inaccurate calculation of the slope gradient
if the water depth is vanishingly small. This limitation could lead to inaccurate results when
simulating rainfall-induced overland flows and therefore must be circumvented.
There are also other source terms that represent physical processes with much shorter
timescales than the hydrodynamic process. A typical example is the friction terms. The friction
source terms are usually expressed as a non-linear functions of the flow velocity and depth, e.g.
the Manning formula. Its nonlinear nature tends to relax the flow velocity towards an equilib-
rium state that features the balance between the friction and gravity driving force caused by
the existence of a bed slope. If the water depth is small, the friction source terms can be stiff,
i.e. their relaxation timescale is much smaller than the hydrodynamic timescale determined by
the CFL condition. In such a situation, implicit numerical schemes have to be used to maintain
numerical stability. Yet the numerical stability is not the only concern and the correct calcula-
tion of the equilibrium is also important because it features the essential physical processes of
overland flows. The commonly used kinematic wave theory for overland flow is indeed based
on the assumption that the equilibrium is reached everywhere in the domain. In other words,
the SWEs reduce to the kinematic wave equation in the limit of disappearing water depth.
Therefore, when constructing a numerical scheme to solve the SWEs for overland flows or
applications involving wetting and drying over steep slopes, a basic requirement is that that the
numerical scheme should relax the flow towards an equilibrium state that is consistent with the
kinematic wave theory in a single time step if the relaxation timescale is much smaller than the
hydrodynamic timescale (Jin [2012], Teyssier [2014]). The choice of the Riemann solvers also
requires further consideration. Depending on the roughness size and water depth, the kinematic
wave equation may give a signal speed that is smaller than the shallow water wave speed. But
the Riemann solvers currently being used generally do not consider the nonlinearity of friction
source terms and the reduction of the signal speed. Because of this, certain Riemann solvers
may significantly overestimate the flow discharge or velocity as we will discuss later in Chap-
ter 4, which must be further investigated and avoided when constructing a numerical scheme.
Several attempts have been reported in the literature in the field of mathematics to provide a
preliminary theoretical background for solving the hyperbolic systems with stiff source terms
(e.g. Liu [1987], Chen et al. [1994], Jin [2012]). But further research effort is still needed to
further explore these approaches for engineering applications, particularly the simulation of
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overland flows over complex terrains with wetting and drying, which will be considered in this
thesis.
An alternative to the grid-based Eulerian methods is the meshfree Lagrangian approaches.
The most widely used meshfree method is the smoothed particle hydrodynamics (SPH). SPH
was originally developed for astrophysical hydrodynamic simulation by Lucy [1977] and Gin-
gold and Monaghan [1977]. In SPH, the flow information such as density and velocities are
carried by a set of particles which may be interpreted as the Monte-Carlo sampling of the flow
field. A particle is advected by the corresponding flow velocity which is updated by interact-
ing with the surrounding particles of the particle under consideration within a specified radius
(smoothing length). The contributions of all the surrounding particles are averagely weighted
using a smoothing kernel function. In this way, there is no need of defining a mesh that con-
nects the computational nodes that are arranged in order. Therefore, SPH does not suffer from
the problem of grid distorting that a grid-based lagrangian method usually faces. Since it was
introduced, SPH has been applied to solve a variety of complex fluid problems including astro-
physical flows (e.g. Gingold and Monaghan [1977], Springel [2001]), free surface flows (e.g.
Monaghan [1994]) and multi-phase flows (Monaghan and Kocharyan [1995]).
When solving the depth-averaged equations for water-related natural hazards, another ad-
vantage of using SPH is that the spatial variance of the material properties such as density and
water content can be easily represented in the model because the material properties are carried
by the particles during simulations. In applying SPH to solve the SWEs, Wang and Shen [1999]
firstly applied a standard SPH formulation to solve the 1D SWEs and the numerical predictions
were reported to match very well with the analytical solutions, even in the presence of shocks.
Ata and Soulaïmani [2005] proposed a stabilised SPH method to solve the SWEs neglecting
the bed slope and friction terms; their approach was based on Lax-Friedrich numerical fluxes
and boasted of good shock-capturing capability. Rodriguez-Paz and Bonet [2005] introduced
a corrected SPH-SWEs scheme, in which the internal and external forces were expressed in
the form of energy terms and the vertical velocity component was also taken into account. De
Leffe et al. [2010] proposed an algorithm to periodically redistribute the particles in order to
improve solution accuracy. However, most of these models are designed and tested for solv-
ing the SWEs that neglect the source terms and therefore are not applicable to the practical
problems where the domain topography is generally very complex.
In SPH, the challenge of correctly discretising the source terms, especially the slope source
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terms, has just started to gain attention from the CFD researchers. An initial attempt of de-
veloping a well-balanced SPH-SWEs model was reported by Vacondio et al. [2012a], which
explicitly included the slope source terms into their SPH discretisation and presented a new
model that was able to reproduce the still water surface to a certain level. Their results indi-
cated that the lake at rest solution in a domain with topography could not be preserved without
special numerical treatments. To better resolve this problem, Vacondio et al. [2013] reported
a corrected method for balancing the source terms. However, their model is well-balanced
only under the assumption that the particles are equally distributed in space and have the same
smooth length. Furthermore, their model has not been validated by a more challenging real-
world problem with complex topography. There is a research gap to be filled here to enable
practical shallow flow simulations using SPH.
Most of the numerical techniques developed for solving the SWEs can also be applied to
solve the depth-averaged equations for landslides and debris flows. Denlinger and Iverson
[2001] reported a FV model implemented with an HLLC Riemann solver for two-phase debris
flows. Later, the authors presented another model implemented with the Roe’s approximate
Riemann solver for granular flows (Denlinger and Iverson [2004]). George and Iverson [2014]
proposed a novel Riemann solver for the multi-phase debris flow equations taking into account
dilation. Mangeney-Castelnau et al. [2005] applied the hydrostatic reconstruction method and
treated the basal friction as an apparent slope to obtain a well-balanced scheme. Meshfree
methods have also been used for simulation landslides and debris flows. For example, Mc-
dougall and Hungr [2004] applied SPH to simulate landslides. Pastor et al. [2009] used SPH
to solve the two-phase governing equations for flow-like landslides.
Compared with water flows, the underlying physics associated with the flow-like landslides
is still underdeveloped and requires further research effort. So most of the modelling studies
to date for flow-like landslides and debris flows have been focused on improving the physical
descriptions in the mathematical formulation rather than the numerical methods. Many exist-
ing models are still based on simple numerical methods without comprehensively considering
shock-capturing, wetting and drying and correct discretisation of source terms (e.g. Wang and
Sassa [2010], Mcdougall and Hungr [2004], Hungr [1995], Kelfoun and Druitt [2005], Sassa
et al. [2010]). However, numerical artefacts such as spurious oscillations may introduce noises
to the solutions and make it difficult to interpret the results and verify the underlying physical
assumptions. Therefore, whilst it is important to improve the understanding of physical pro-
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cesses themselves, it is also essential to develop well-posed numerical schemes to solve the
governing equations and support efficient and accurate simulation of flow-like landslides.
2.4 High-performance computing in the context of water-related natural hazards sim-
ulation
High-performance computing (HPC) has been widely developed and applied for water-related
natural hazards modelling in the recent years. HPC models can be divided into two types,
i.e. CPU-based and GPU-based, according to the hardware being used. CPU-based models
utilise Open Multi-Processing (OpenMP) for share memory parallelisation and Message Pass-
ing Interface (MPI) for distributed memory parallelisation. TELEMAC-2D (Telemac Software
[2016]) and Delft-3D (Deltares Open Software [2016]) are the examples of CPU-based HPC
models for flood simulations. FLO-2D (FLO-2D Software INC [2016]) is also a CPU-based
parallelised flood modelling software that can be also used to simulate debris flows. But the
CPU-based HPC models pose specific requirements on hardware and need access to multi-node
clusters or super computers for large-scale simulations.
In the last 5–10 years, GPU-based high-performance computing has been rapidly devel-
oped to become a more promising approach for scientific computing. A single GPU can pro-
vide computational power that is equivalent to almost 10 multi-core CPUs (NVIDIA [2015]).
Therefore the computational power of a super computer can be packed into a small workstation,
which makes HPC much more accessible to scientists and engineers. In recent years, GPU-
based models are becoming increasingly popular for modelling water-related natural hazards,
e.g. floods, landslides and debris flows. Programming platforms to develop computing codes
on GPUs include OpenCL, CUDA or OpenACC. OpenCL is a cross-platform and open-source
standard maintained by the Khronos group. The major benefit of using OpenCL is that it al-
lows the resulting codes to run on both CPUs and GPUs. An attempt to implement a finite
volume SWEs solver using OpenCL was made by Smith and Liang [2013]. An alternative
GPU programming framework is Compute Unified Device Architecture (CUDA) developed
by NVIDIA. Compared with OpenCL, CUDA only supports GPUs manufactured by NVIDIA
but is much more user friendly and supports better the object oriented programming. The per-
formance of CUDA and OpenCL is on par with each other. Due to its ease to implement, CUDA
have been more widely used. Several CUDA based models for simulating rainfall-runoff and
flood inundation have been developed and reported in the literature. Brodtkorb et al. [2012]
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implemented a second-order finite volume SWEs solver on GPU together with an OpenGL
component for visualisation on the same GPU. JFlow (JBA Consulting [2016]) is a commer-
cial code solving the diffusion-wave equation or the full SWEs for flood simulation, which has
been recently further developed to support simulations on GPUs. Zhai et al. [2015] introduced
a model based on a Godunov-type finite volume scheme to solve the Savage-Hutter equations
for simulating granular flows on GPUs. For simulations on a single GPU, a speedup of 30-
40 times against a single CPU core can usually be expected for solving the depth-averaged
equations using grid-based methods.
GPUs have also been used to accelerate SPH models. Hérault et al. [2010] implemented
an SPH model on GPUs using CUDA and compared the model performance against its FOR-
TRAN counterpart running on a CPU core. Domínguez et al. [2013a] reviewed the prevailing
optimisation strategies for implementation of SPH models on GPU; later, they also improved
their SPH model to run on multiple GPUs (Domínguez et al. [2013b]). The performance of
these GPU-accelerated SPH models has been substantially improved against their CPU coun-
terparts in terms of computational efficiency. In the works of Lee and Han [2010] and Solen-
thaler et al. [2011], GPU-accelerated SPH models were used to solve the SWEs for real-time
visualisation of water surface movement. Xia and Liang [2016] applied GPUs for solving the
SWEs with variable smoothing length and obtained 5-10 times of speedup against a quad-core
CPU.
Regarding the software implementation, a code base that has a flexible structure to al-
low easy extension of functionality is essential for developing a physically based multi-hazard
model which will involve long-term research effort. GeoClaw (Berger et al. [2011]) presents an
example for such a flexible software framework although it only allows simulations on CPUs.
GeoClaw is an adaptive mesh refinement (AMR) based computer model for solving the hyper-
bolic conservation laws (i.e. SWEs), which allows users to develop new functionality through
adding new Riemann solver subroutines. But a GPUs-based flexible software framework for
multi-hazard modelling is still currently unavailable.
2.5 Conclusions
Based on the literature review in the previous sections, the following research gaps have been
identified, corresponding to the aim and objectives of this thesis introduced in the previous
chapter.
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1. Most of the existing multi-hazard models seem to be over simplified or not physically
based. There is an urgent need to better understand the underlying physics of flow-
like landslides or debris flows and their interaction with other hazards and catchment
processes, and to subsequently develop the next generation of physically based modelling
tools to support multi-hazard simulations and hazard risk management. Because both
flooding and flow-like landslides or debris flows may be mathematically described by the
depth-averaged equations, a natural idea is that multiple hazards and their interaction can
be simulated using an integrated depth-averaged formulation solved in a single codebase.
However, such a modelling system has not been developed and reported in the literature.
2. A well-posed numerical scheme must be identified and further developed to solve the
integrated governing equations to support accurate and stable simulations of multiple
water-related natural hazards and the related processes.
3. Rainfall-runoff and overland flows play a central role in the formation of surface flood-
ing and initiation of landslides and debris flows. Most of the existing numerical schemes
developed for overland flows suffer from inaccurate discretisation of the bed slope and
friction source terms in the limit of disappearing water depth, leading to unreliable simu-
lations. New numerical methods must be developed for accurate and efficient simulation
of overland flows in the context of the proposed integrated multi-hazard modelling sys-
tem.
4. Most depth-averaged models for flow-like landslides are built upon surface fitted curvi-
linear coordinates in order to consider non-hydrostatic pressure and curvature effects
more accurately. There is a need to develop a unified mathematical framework on Carte-
sian coordinate system to better support real-world applications.
5. A flexible and GPU-accelerated software framework does not currently exist and must
be developed to support long-term development of a robust modelling system for simu-
lating water-related natural hazard chains and facilitating hazard risk reduction and man-
agement.
This thesis will deliver research to fill these knowledge gaps and achieve the aim and ob-
jectives as identified in the previous chapter.
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Chapter 3. A well-balanced SPH model for solving the shallow water
equations
3.1 Introduction
As an attractive alternative to the Eulerian finite volume method, the performance of SPH on
solving depth-averaged equations is worth a further investigation to determine whether it is the
more suitable numerical method for developing the proposed catchment-scale physically-based
multi-hazard model. In this chapter, SPH is applied to solve the SWEs and compared with a
Godunov-type finite volume method. As already mentioned in Chapter 2, correct balancing of
slope source terms and internal pressure is an issue that must be resolved. For this purpose,
the well-balanced problem is firstly analysed and discussed after briefly reviewing the stand
SPH formulation. The error introduced by the standard SPH approximation to the water depth
over a varying bed profile is then derived and subsequently corrected to obtain a new SPH
formulation for both the continuity and the momentum equations, which enables the source
term balancing. To enhance the shock-capturing capability, the Riemann solver based artificial
viscosity proposed by Monaghan [1997] is applied. The new corrected SPH-SWEs model is
then validated by applying it to simulate several 1D and 2D shallow flow benchmark tests.
Then the GPUs are used to accelerate the SPH-SWEs model. Finally, the SPH-SWEs model
is compared with the Godunov-type finite volume model developed by Liang [2010] in the
context of practical flood simulations.
3.2 Brief review of the SPH method
The essence of SPH method is that any generic function can be represented as
f (x) =
Z


f (x0)(x   x0)dx0 (3.1)
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where 
 is the integral domain and (x   x0) is the Dirac delta function defined as
(x   x0) =
8>><>>:
1; x = x0
0; x , x0
(3.2)
In practice, (x x0) is conventionally replaced by a smoothing kernel functionW(x x0; ~)
with ~ being the smoothing length that determines the influence domain of the kernel. Hence
(3.1) becomes
f (x) 
Z


f (x0)W(x   x0; ~)dx0 (3.3)
which is called the kernel approximation. In the context of SPH, kernel approximation operator
is usually marked with <> and so (3.3) can be rewritten as
< f (x) >=
Z


f (x0)W(x   x0; ~)dx0 (3.4)
The kernel approximation of the gradient of f (x) can be obtained by
< r f (x) >=
Z


f (x0)rW(x   x0; ~)dx0 (3.5)
There are several mathematical conditions that the kernel function must satisfy, which are
1. lim
~!0
W(x   x0; ~) = (x   x0)
2.
Z


W(x   x0; ~)dx0 = 1, which ensures the zero-order consistency.
3. W(x   x0; ~) = 0, if jx   x0j > h, where  is an integer (usually < 4)
4. W(x0   x; ~) = W(x   x0; ~)
In SPH calculations, it is practical to subdivide the integral domain 
 into a finite set of N
particles. Each particle carries a mass ofm j and has a density of  j , with j = 1; 2; 3; : : : ; N . The
sum of the mass for every particle gives the total mass of the fluid body under consideration.
The SPH approximation of f (x) andr f (x) at xi can then be calculated by replacing the integral
with the summation of respective
fi =
NX
j=1
m j
 j
f jWi j (3.6)
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r fi =
NX
j=1
m j
 j
f jrWi j (3.7)
where Wi j = W(xi   x j; ~). Since W(x  x0; ~) = 0 when jx  x0j > ~, the total number of the
contributing particles is actually much less than N .
In this work, a Gaussian kernel (Liu and Liu [2003]) is adopted, which leads to a second-
order accurate approximation. Detailed discussion of other kernel functions may be found in
(Liu and Liu [2003]).
3.3 Standard formulation of SPH-SWEs model
Neglecting the Coriolis effects and fluid viscosity, the shallow water equations can be written
in the Lagrangian form as
Dh
Dt
=  hru (3.8)
Du
Dt
=  g(rh + rb)   gn
2uj juj j
h4/3
(3.9)
where D/Dt represents the total derivative, u denotes the depth averaged velocity vector, g is
the acceleration due to gravity, h is the water depth, b is the bed elevation, and n is the Manning
coefficient.
When implementing an SPH algorithm, the fluid body under consideration is discretised
into a series of particles. With a 2D SPH-SWEs model, the particles represent water columns
of height h j and volume Vj . Obviously, the corresponding volume of each water column or
particle is constant by assuming water as an incompressible fluid but the height can vary. So
the volumeVj and the water depth h j of an arbitrary particle j in the 2D SPH-SWEs are, respec-
tively, analogous to the mass m j and density  j in a traditional 3D SPH model as expressed
in (3.6-3.7). Consequently, we may replace m j and  j in (3.6) by Vj and h j , respectively, to
obtain an SPH approximation of water depth hi at xi, i.e.
hi =
NX
j=1
VjWi j (3.10)
This is essentially similar to the continuity equation in the traditional SPH method. If the
bed friction term is ignored, from (3.9), the momentum component of the SWEs for particle
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reads
Dui
Dt
=  grhi   grbi (3.11)
The SPH formulation of the momentum conservation equation (3.11) is then derived by
applying the SPH approximation to its right hand side, i.e.
Dui
Dt
=  g
NX
j=1
VjrWi j   g
NX
j=1
Vj
h j
b jrWi j (3.12)
(3.10) and (3.12) forms the standard SPH formulation for the SWEs, which conserves both
mass and momentum (e.g. Wang and Shen [1999]). The first part of right hand side of (3.12)
is the internal force, the second part gives the source term. However, as it will be discussed
in the following section, this standard form does not maintain the solution of lake at rest and
hence is not well-balanced.
3.4 Well-balanced SPH-SWEs model
3.4.1 Well-balanced issue in SPH
The lake at rest problem is defined as
h + b = const = C and u = 0 (3.13)
where C is a constant. Without external driving forces, the water body should stay tranquil
against time. A numerical scheme that is able to preserve the lake at rest solutions is called
‘well-balanced’.
In the grid based Eulerian methods(e.g. finite volume and finite difference), spurious per-
turbation to the lake at rest is a result of discretising the momentum equations. However, in
SPH, the discretised continuity equation may also drive the fluid into motion due to the numer-
ical error introduced by particle approximation. In the standard form of the SPH-SWEs model,
the water depth is evaluated by (3.10). Since it is a weighted average from the surrounding
particles, the approximated water depth hi may not be same as the ‘actual value’ at the same
location. This may mistakenly modify the water depth and hence disturb the still water surface.
Therefore, unlike the Eulerian approaches (e.g. finite volume and finite difference) where the
well-balanced problem is only caused by discretising the momentum equation, the still water
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body can be also driven into motion by the discretised continuity equation due to the error in-
troduced by particle approximation in an SPH model. In return, the perturbed water surface
will violate the relationship defined in (3.13) and consequently generate unphysical velocity
when updating (3.12). This may be demonstrated by a simple example as shown in Figure 3.1,
where a 1D still water body is assumed on horizontal bed with a step. Numerical calculation
is performed for one time step using the standard SPH-SWEs formulation given by (3.10) and
(3.12). As illustrated in Figure 3.1(a), the water depth is ‘smoothed’ near the step whereas the
change of the original depth is abrupt. Consequently, the peaceful water surface is perturbed
as indicated in Figure 3.1(b), which will obviously move the water body when updating the
fluid velocity using (3.12).
(a) (b)
Figure 3.1: Well-balanced problem caused by the standard SPH discretization of SWEs: (a)
water depth; (b) surface elevation.
In SPH, the discretised momentum equation may also cause a well-balanced problem.
Firstly, we consider the simplest condition where b = 0 and h = C. By eliminating b, (3.12)
may be rewritten as
Dui
Dt
=  gC
NX
j=1
Vj
C
rWi j =  ghi
NX
j=1
Vj
h j
rWi j (3.14)
In SPH,
PN
j=1
Vj
h j
rWi j is approximately equal to zero and the discretisation error is deter-
mined by the truncation error of particle approximation. In most cases, this error is small.
However, in the case when the particles are disorderly distributed, this error may not be negli-
gible (Quinlan et al. [2006]). Obviously, under this circumstance, although initially the water
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depths of all particles are equal and their velocities are zero, the particles are not necessar-
ily motionless after the SPH approximation. This motion is not caused by the unbalance of
source terms and internal forces but the result of the truncation error of particle approxima-
tion. However, this truncation error is essential in maintaining the momentum conservation of
the numerical scheme. In this work, this truncation error is maintained in order to ensure the
momentum to be exactly conserved.
hi
bi
Ai
Figure 3.2: Balancing the source terms and internal forces in SPH.
For the lake at rest problem with b , 0, the momentum equation (3.12) can be rewritten by
replacing b with C   h as
Dui
Dt
=  g
NX
j=1
VjrWi j   g
NX
j=1
Vj
h j
(C   h j)rWi j =  gC
NX
j=1
Vj
h j
rWi j (3.15)
(3.15) is also only approximately equal to zero. As discussed before, the water particles are
not necessarily motionless after SPH calculation even when the particles have constant water
surface elevation and zero velocities. This obviously violates the well-balanced assumption.
When the conditions described by (3.13) are satisfied, the acceleration that each particle
holds is defined as the residual acceleration ar . Next, a definition is given to the balance of
source terms and internal forces in SPH. Two conditions are considered. Condition I involves
particle i and its neighbouring particles having equal water level but different bed elevation.
The water depth h, bed elevation b and projection area A are indicated by the solid lines in
Figure 3.2. In condition II, particle i and its neighbours have equal water depth (all equal to
hi), zero bed elevation and projection areas that are equal to those in condition I, as indicated
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by the dashed line in Figure 3.2.
Definition: If the residual acceleration for an arbitrary particle in conditions I and II are
equal, the source terms and internal forces in the discretised momentum equation are defined
to be balanced.
This definition can be regarded as a weaker form of the well-balancedness. In the standard
SPH formulation for the SWEs, it is straightforward to obtain the residual accelerations for
particle i in condition I and II:
Condition I:
ar;i =  g(hi + bi)
NX
j=1
A jrWi j (3.16)
Condition II:
ar;i =  ghi
NX
j=1
A jrWi j (3.17)
Obviously, the residual accelerations in conditions I and II are not equal, and thus the source
terms and internal forces in momentum equation from the standard form of SPH for SWEs are
not balanced according to the aforementioned definition.
Most of the existing SPH models reported in literature for solving the SWEs employ the
standard formulation, i.e. adopting (3.10) to calculate the water depth (e.g. Wang and Shen
[1999], Ata and Soulaïmani [2005], Rodriguez-Paz and Bonet [2005]). Therefore the well-
balanced problem is an issue that must be resolved before applying these models in practical
simulations.
3.4.2 SPH discretisation of water depth
In order to devise a well-balanced scheme for calculating water depth using SPH, it is necessary
to firstly analyse the error introduced by the SPH discretisation of (3.10). Defining the ‘true’
water depth of particle i at the current time to be ~hi, the error caused by the kernel approximation
can be obtained by finding the difference between the approximated and the ‘true’ depths
Eh =
NX
j=1
VjWi j   ~hi (3.18)
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which may be re-formulated as
Eh =
NX
j=1
Vj
~h j
~hiWi j   ~hi +
NX
j=1
Vj
~h j
(~h j   ~hi)Wi j (3.19)
where
PN
j=1
Vj
~h j
~hiWi j   ~hi reflects the accuracy of particle approximation and diminishes when
enough number of particles are involved in the discretization.
PN
j=1
Vj
~h j
(~h j   ~hi)Wi j is the dis-
cretisation error induced by the initial variation of the water depth, which is termed depth
variation error in this work and contributes to the well-balanced problem as discussed previ-
ously.
Defining  as the water surface elevation (water level), the relationship among the water
surface elevation, water depth and bed elevation is i = hi + bi for an arbitrary particle i. The
depth variation error can thus be rewritten as
NX
j=1
Vj
~h j
(~h j   ~hi)Wi j =
NX
j=1
Vj
~h j
( j   i)Wi j +
NX
j=1
Vj
~h j
(b j   bi)Wi j (3.20)
The depth variation error can be further categorized into two parts, which are respectivelyPN
j=1
Vj
~h j
( j   i)Wi j (caused by the variation of water surface elevation and defined as surface
variation error) and
PN
j=1
Vj
~h j
(b j  bi)Wi j (caused by varying bed elevation and therefore called
bed variation error). Evidently, for a lake at rest problem, the surface variation error disappears
and it is the bed variation error that introduces the discretisation error to (3.10) and eventually
dissatisfies the well-balanced condition. Therefore, a corrected SPH equation for calculating
water depth in the SWEs may be introduced as follows
hi =
NX
j=1
VjWi j  
NX
j=1
Vj
~h j
(b j   bi)Wi j (3.21)
The ‘true water depth’ is unknown. But it is logical to assume that the ‘true water depth’ is the
same as the corrected water depth. So (3.21) becomes
hi =
NX
j=1
VjWi j  
NX
j=1
Vj
h j
(b j   bi)Wi j (3.22)
The variable ‘h’ appears on both sides of (3.22) and hence the equation cannot be solved
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explicitly. Vacondio et al. [2013] introduced a similar equation but replaced h j by the values
obtained at the previous time step to allow explicit calculation. However, this is not mathemat-
ically rigorous and numerical experiments indicate that such a treatment may lead to inaccurate
numerical solutions in certain test cases. Therefore, (3.22) is solved iteratively in this work and
a simple iteration procedure is given by
hk+1i =
NX
j=1
VjWi j  
NX
j=1
Vj
hkj
(b j   bi)Wi j (3.23)
where k refers to iteration step number (but not the time level). At the first iteration, the water
depth without correction is used as the initial value to start the iterative procedure, i.e.
h0i =
NX
j=1
VjWi j (3.24)
Herein, we will demonstrate that the above corrected continuity equation preserves the lake
at rest solution. Since Eh =
PN
j=1 VjWi j   ~hi, (3.21) can be rearranged to give
hi = ~hi + Eh  
NX
j=1
Vj
~h j
(bi   b j)Wi j
= ~hi +
NX
j=1
Vj
~h j
~hiWi j   ~hi +
NX
j=1
Vj
~h j
( j   i)Wi j
=
NX
j=1
Vj
~h j
~hiWi j +
NX
j=1
Vj
~h j
( j   i)Wi j
(3.25)
As discussed in section 3.2, the integral of the kernel function over the domain is 1 andPN
j=1
Vj
~h j
Wi j is approximately equal to 1 when enough particles are involved. In the condition
of lake at rest,
PN
j=1
Vj
~h j
( j i)Wi j = 0. Therefore, (3.21) calculates the actual water depth after
neglecting the inherent truncation error of particle approximation introduced by
PN
j=1
Vj
~h j
Wi j ,
which is theoretically small and negligible if the particles are placed orderly at the beginning.
Consequently, the relationship defined in (3.13) is satisfied and thus the new formula (3.21),
and subsequently (3.22), preserves the solution of lake at rest. It is trivial to prove that (3.21)
is the same as (3.10) when bed is horizontal, e.g. the modified continuity equation is identical
with the standard SPH when bed is horizontal.
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No specific assumption is made to the kernel function in the above analysis and therefore
any kernel function can be adopted to combine with the current scheme provided that it satisfies
the mathematical conditions given in section 3.2. The above modification is also valid for an
SPH formulation with either constant or variable smooth length.
Figure 3.3: Cause of negative water depth in SPH.
However, the modified formula of water depth, i.e. (3.22), may result in negative water
depth in certain numerical simulations. To demonstrate this, (3.22) is rewritten as:
hi =
NX
j=1
Vj
h j
(h j + b j   bi)Wi j (3.26)
where h j may be less than bi   b j and so hi may become negative. This happens when a
particle has a bed level that is above its neighbour’s water surface, as illustrated in Figure
3.3. At each iteration step, the initial water depth is corrected. The corresponding corrected
water surface (dashed line in Figure 3.3) is different from the initial water surface (solid line in
Figure 3.3). Obviously, if the corrected water surface is below the bed level, the water depth
will consequently become negative, which is physically incorrect and must be avoided.
(a) (b)
Figure 3.4: Modification of bed profile in SPH.
Herein, a local bed modification method is proposed in order to avoid the generation of
40
negative water depth. At the beginning of every iteration step, the bed elevation is temporally
modified for the two neighbouring particles as shown in Figure 3.3 by removing the gap be-
tween the higher bed level and the lower water surface, which is illustrated in Figure 3.4(a).
However, numerical experiments show that the calculation may still become unstable when the
gradient of bed profile is very large. Therefore, a further reduction to the higher bed elevation
is implemented until the water surface elevation of two particles becomes equal, as presented
in Figure 3.4(b). The maximum reduction is constrained to maintain the monotone relationship
of bed elevation between the two particles. For example, if the bed elevation of one particle is
originally larger than that of the other one, it cannot become smaller after modification. As a
whole, the local bed modification scheme is implemented for the two neighbouring particles i
and j as:
bi =
8>><>>:
max(b j; b j + h j   hi) ; bi > b j + h j
bi ; bi  b j + h j
(3.27)
It can be concluded by revisiting (3.26) that negative water depth will be no longer calcu-
lated after the local bed modification. It is worth pointing out that the local bed modification is
only necessary when updating water depth. The bed elevation remains to be the original value
when velocity is updated.
Finally, in order to reduce further the spurious oscillation of water depth, a further correction
is implemented, as suggested by Vacondio et al. [2012b],
hi =
hiPN
j=1
Vj
h j
Wi j
(3.28)
3.4.3 SPH discretisation of momentum equation
As discussed in section 3.3.1, the internal forces and source terms in the standard SPH-SWEs
model are not fully balanced. In order to balance the internal forces and source terms, the
following discretisation scheme for source term in momentum (3.12) is adopted:
Sb =  g
NX
j=1
Vj
h j
(b j   bi)rWi j (3.29)
The internal forces are the same as that in the standard SPH. It is trivial to demonstrate
that the residual acceleration in condition I and condition II are equal for both constant smooth
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length and variable smooth length, i.e. ar;i =  ghiPNj=1 A jWi j . Thus the internal force and
source term are balanced, as defined previously.
To reduce the unphysical oscillations on the numerical solution, an artificial viscosity term
is added to the momentum equation. In this paper, the artificial viscosity proposed by Mon-
aghan [1997] is used, which is given as
i j =  0:5sigui jri jhi j kri j k (3.30)
where ui j is the relative velocity, ri j is the distance vector, hi j is the average water depth, and
sig is the signal velocity given as
sig = ci + c j   2ui jri j/kri j k (3.31)
where c =
p
gh is the wave speed.
The bed friction term is calculated as
S f =  gn
2uikuik
h4/3i
(3.32)
Taking into account the bed friction term and artificial viscosity, the SPH discretized mo-
mentum equation is finally obtained
Dui
Dt
=  
NX
j=1
(gVj + Vji j)rWi j   g
NX
j=1
Vj
h j
(b j   bi)rWi j   gn
2uikuik
h4/3i
(3.33)
3.4.4 Variable smoothed length
Constant smoothed length is widely used in SPH models. However, when solving the SWEs,
constant volume and mass of the each particle imply that the change of water depth may lead to
substantial expansion or contraction of particles during a simulation. Therefore it is desirable
to employ a variable smoothed length in order to maintain better solution accuracy, which
is adopted in this work. As proposed in Benz [1990], a variable smoothed length may be
calculated by
~ = ~0(
h0
h
)1/dm (3.34)
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where dm is the number of spatial dimensions, ~0 and h0 are the initial smoothed length (two
times of the initial particle distance) and water depth, ~ and h are the new smoothing length
and water depth respectively.
3.4.5 Boundary treatment
In SPH, implementing boundary conditions, especially solid wall boundaries, has been a chal-
lenging problem. A number of different approaches have been reported in the literature for han-
dling solid wall or closed boundary conditions. For example, Monaghan [1994] proposed an
approach by distributing a series of ghost particles or virtual particles outside the solid bound-
aries. These particles possess a high repulsive force and hence prevent the particles inside the
computational domain from penetrating the solid boundaries. Libersky et al. [1993] introduced
image particles with opposite normal velocities to reflect symmetrical surface boundary condi-
tions. An illustration of two different types of solid boundary treatment is given in Figure 3.5.
In this work, these two methods are used together for imposing boundary conditions in all of
the test cases under consideration.
Monaghan’s boundary particles
Libersky’s boundary particles
real particles
Figure 3.5: An illustration of two different types of solid boundary treatment.
For inflow boundary conditions, virtual particles are generated outside the boundary during
the simulation. As can be seen in Figure 3.6, five layers of virtual particles placed outside the
boundary are moving into the computational domain. Once the front layer enters the domain,
another layer of particles is generated at the end of the queue. If the flow is subcritical, we
fix either the depth or velocity of the virtual particles outside the boundary and the other vari-
able is calculated from the particles inside the domain using SPH interpolation. If the flow is
supercritical, we fix both the depth and velocity.
For outflow boundary conditions, the particles are removed from the computational domain
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once they moves out of the boundary.
Boundary
Inflow
Figure 3.6: An illustration of the inflow boundary treatment.
3.4.6 Time integration
A second-order Runger-Kuta method is used for time integration:
un+1 = un +
t
2
(an+1 + an) (3.35)
xn+1 = xn +
t
2
(un+1 + un) (3.36)
where n represents the time level, t is the time step and a is the acceleration of the particle
under consideration. The stability of this explicit time integration is strictly restricted by the
time step. In this work, an adaptive approach is used and the time step is predicted according
to the following equation:
t = CFL  min
8><>: ~imax(kuik;pghi)
9>=>; (3.37)
where CFL is the Courant number and is a constant with a value less than 1 but greater than 0.
3.5 Validation
In the section, the new well-balanced SPH-SWEs model featured by (3.22) and (3.33) is vali-
dated by applying it to simulate several idealised benchmark tests.
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3.5.1 1D dam-break problem (wet bed)
A 1D dam-break problem with flat bed topography is first simulated to demonstrate the shock-
capturing capability of the new corrected SPH model. In a [–1; 1] domain, the initial water
depth is given by
h =
8>><>>:
2 ; x < 0
0:2 ; x > 0
(3.38)
Analytical solution for this simple dam-break test was derived by Stoker [1958], which
consists of a backwards-propagating rarefaction and a forwards-moving shock wave. Three
SPH simulations are run, respectively with 100, 200 and 400 particles. Figure 3.7 shows the
numerical results produced by different simulations in terms of water surface elevation and
velocity. Generally, satisfactory agreement with the analytical solution is achieved for all of
the simulations although numerical diffusion is observed near the solution with steep surface
gradient. The numerical predictions seem to converge to the analytical solution when more
particles are included in the simulations.
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Figure 3.7: Numerical and analytical solutions of the 1D dam-break problem (wet bed) at t =
0.1 s: (a) Elevation of water surface; (b) velocity.
3.5.2 1D dam-break problem (dry bed)
In this section, the previous wet-bed dam-break test is modified to test the capability of the cur-
rent SPH-SWEs model in handling wetting front and small water depth. The initial conditions
are modified, such that
h =
8>><>>:
2 ; x < 0
0 ; x > 0
(3.39)
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The simulation is run for t = 0.1 s after the dam instantaneously fails and the results are shown
in Figure 3.8. Generally, the numerical outputs agree satisfactorily with the analytical solution.
However, because of the implementation of variable smoothed length, the particle space at the
front is large due to the small water depth, which leads to poor resolution at the wave front. This
problem may be resolved by introducing a particle splitting method Vacondio et al. [2012b].
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Figure 3.8: Numerical and analytical solutions of the 1D dam-break problem (dry bed) at t =
0.1 s: (a) Elevation of water surface; (b) velocity.
3.5.3 1D lake at rest test
It is also necessary to test the capability of the current SPH-SWEs model in preserving well-
balanced solutions. For this purpose, a 1D lake at rest test is considered. The bottom topogra-
phy features a bump in the middle and is defined as
b =
8>><>>:
0:25 cos (x   0:5)/0:1 + 0:1; jx   0:5j < 0:1
0; otherwise
(3.40)
which is used by many other researchers (e.g. LeVeque [1998], Audusse et al. [2004]).
The initial flow conditions are given by
h + b = 1, u = 0 (3.41)
Simulations are carried out for up to t = 1.0 s using both the well-balanced SPH and standard
SPH models and the results are shown in Figure 3.9. The well-balanced SPH model is observed
to preserve perfectly the steady-state still water surface. The relative error of water surface
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elevation is quantified at the order of 10 14, which is at the same level as the machine precision.
However, the performance of the standard SPH model is much less attractive and the still
water conditions have evidently been disturbed with the relative error of water surface elevation
calculated to an order of 10 3.
(a) (b)
Figure 3.9: Numerical solution of 1D lake at rest test at t = 1.0 s, produced by (a) well-balanced
SPH-SWEs model; (b) standard SPH-SWEs model.
3.5.4 1D dam-break over a step.
In this section, a 1-D dam-break over a step is simulated to validate the model’s ability to treat
discontinuous bed topography. The bottom topography is given as:
b =
8>><>>:
1:0 ; x > 0
0 ; x < 0
(3.42)
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And the initial conditions are given as:
h =
8>><>>:
1:0 ; x > 0
4:0 ; x < 0
, u = 0 (3.43)
The analytical solution of this test is provided in Alcrudo and Benkhaldoun [2001], which
is featured by a backward-propagating rarefaction, a forward-moving shock wave and the
abruptly change of water depth at the bottom step. Herein, this problem is simulated by the
well-balanced SPH model and standard SPH model with 1000 particles. The numerical re-
sults are compared with the analytical solution in Figure 3.10. Generally, the result from the
well-balanced SPH model agrees well with the analytical solution. Using the standard model,
however, spurious oscillations are predicted near the bottom step and the water depth at the left
hand side of bottom step does not match well with the analytical solution.
x (m)
-10 -5 0 5 10
El
ev
at
io
n 
of
 w
at
er
 s
ur
fa
ce
 (m
)
0
0.5
1
1.5
2
2.5
3
3.5
4 Well-balanced SPH
Standard SPH
Analytical
Bed
Figure 3.10: Numerical and analytical solutions of the 1D dam-break problem over a bottom
step at t = 1.0 s.
3.5.5 Perturbed water surface to a 2D lake at rest test
This test involves a small perturbation to the still water surface, which is again a classic nu-
merical test adopted by many other researchers (e.g. LeVeque [1997], Liang and Borthwick
[2009], Noelle et al. [2006]). The computational domain becomes [x; y] 2 [0; 2]  [0; 1] with
four open lateral boundaries. The bottom topography is given as
b(x; y) = 0:8 exp[ 5(x   0:9)2   50(y   0:5)2] (3.44)
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which is shown in Figure 3.11. The initial perturbed still water surface are described as
h =
8>><>>:
1:01   b ; 0:1 < x < 0:2
1   b ; otherwise
, u = 0 (3.45)
Figure 3.11: 2D perturbed lake at rest: bed topography.
As in the previous tests, both the standard SPH-SWEs model and well-balanced SPH-SWEs
model are used to simulate this test with 400  200 particles. Figure 3.12 presents the numer-
ical predictions, compared with the FV reference solution (Liang [2010]). As the perturbed
water surface moves towards the hump as a shock-like wave front, the central part slows down
due to the reduced wave speed as a result of smaller water depth. Consequently, the wave
surface shoots up in order to conserve energy. The wave pattern induced by wave-topography
and wave-wave interaction is actually very complex. As shown in Figure 3.12, the numerical
prediction resulting from the well-balanced SPH-SWEs model is able to capture most of the
small scale wave structures and agrees closely with that predicted by the FV, although the SPH
solution appears to be slightly more diffusive due to the use of artificial viscosity. However,
this is not the case for the standard SPH-SWEs model. As it is clear from Figure 3.12 (a),
the result calculated by the standard model is physically meaningless, where the error of water
depth caused by the change of topography is at the same order as the magnitude of perturbation.
3.5.6 Dam break over three humps.
This test case considers a dam-break wave over an initially dry floodplain with three humps,
which was proposed by Kawahara and Umetsu [1986]. This problem is simulated herein to
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(a) (b) (c)
Figure 3.12: 2D perturbed lake at rest: numerical solutions at different output times obtained
by different models: (a) standard SPH-SWEs model; (b) well-balanced SPH-SWEs model; (c)
FV model.
demonstrate the capability of the current well-balanced SPH model in handling wetting and
drying. The bed topography of the 70 m  30 m rectangular domain is defined as:
b(x; y) =max[0; 1   1
8
q
(x   30)2 + (y   6)2;
1   1
8
q
(x   30)2 + (y   24)2;
3   3
10
q
(x   47:5)2 + (y   15)2]
(3.46)
Initially the dam is located at x = 16 m and retains a still water body with level of  =
1.875 m in the reservoir upstream of the dam. The dam collapses instantly at t = 0. A constant
Manning coefficient of 0.018 s/m1/3 is used during the entire simulation. 10000 particles are
used in the simulation for this challenging problem that involves complex flow hydrodynamics,
bottom topography and wetting and drying. Solid wall boundary conditions are imposed at all
four boundaries.
The numerical results at different output times are shown in Figure 3.13 in terms of 3D
water surface and depth contours. At t = 2.0 s, the wave front has reached the two small hills
and begun to climb over them. Meanwhile, curved bore-like reflection is created and begins to
propagate to upstream while the central part of the wave front continues to propagate forwards
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through the space between the two small hills. At t = 6.0 s, the two small hills are entirely
submerged and the wave front has hit the large hill. The curved reflective bores continue to
move upstream and begin to interact with each other and the side walls of the container. At t
= 12 s, the wave front passes through both sides of the large hill and begins to submerge the
lee of the hill. Moving further upstream, the reflective shock-waves from the small hills have
developed into a bore with a front close to a straight line. At the meantime, the maximum water
level over the large hill decreases as the water retreats. Finally the flow becomes steady due to
the dissipation caused by bed friction, as shown at t = 300 s when the flow is nearly motionless
and the peaks of the hills are no longer submerged.
3.6 GPU acceleration
GPUs are used for accelerating the current well-balanced SPH-SWEs model so that it can simu-
late large scale problems more efficiently. This section presents the details about implementing
the SPH-SWEs model on GPUs.
3.6.1 CUDA architecture
In this work, CUDA is chosen to implement the SPH-SWEs model on GPUs. CUDA is a paral-
lel programming and computing platform released by NVIDIA to enable scientific computing
on the NVIDIA GPUs. A CUDA-enabled GPU contains streaming multiprocessors (SMs) and
each of them is composed of multiple processors known as CUDA cores. Each SM has its own
on-chip memory called shared memory. Furthermore, all SMs share the on-board memory
known as global memory. Shared memory has a much higher bandwidth (1.3TB/s compared
with 177GB/s for NVIDIA Tesla M2075) but a much lower latency than the global memory
(20-40 clock cycles compared with 200-400 clock cycles for NVIDIA Tesla M2075) (NVIDIA
[2015]).
The CUDA hardware platform is accessible to software developers through CUDA-accelerated
libraries, compiler directives (such as OpenACC), and extensions to industry-standard pro-
gramming languages, including C, C++ and Fortran. C/C++ programmers may choose ‘CUDA
C/C++’, compiled with ‘nvcc’, i.e. NVIDIA’s LLVM-based C/C++ compiler. Fortran users
can adopt ’CUDA Fortran’, compiled with the PGI CUDA Fortran compiler from the Portland
Group. The current SPH-SWEs code is written in CUDA C/C++.
A CUDA program is generally composed of several host and kernel functions. Host func-
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(a) t = 2 s
(b) t = 6 s
(c) t = 12 s
(d) t = 30 s
(e) t = 300 s
Figure 3.13: Numerical solution of the 2D dam break over three humps at different output
times in terms of 3D water surface and depth contours.
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tions run on CPUs (hosts) and call kernel functions that are entirely performed on GPUs (de-
vices). A kernel function is executed on a device of multiple instances that are called threads
and threads are grouped into multiple blocks. When mapping the model software to the hard-
ware platform, blocks are mapped to SMs and the threads inside a block are mapped to the
CUDA cores inside an SM. Threads in a block can communicate through the shared memory
and global memory while blocks can only communicate through the global memory. Unlike
CPUs, GPUs feature with executing many concurrent threads slowly rather than running a
single thread fast.
3.6.2 Structure of the SPH-SWEs code on GPUs
As illustrated in Figure 3.14, the current GPU-accelerated SPH-SWEs model may be divided
into six components that are related to input, neighbour searching, calculating depth and force,
integration and output. The input data including initial conditions, values of those physical
parameters and topographic information is firstly read into the host and then copied onto the
memory on the device. Then the water depth and forces are calculated at the same time when
identifying the neighbouring particles by a grid searching method. Finally, data is copied back
to the host memory and written onto files on the hard drive for post-processing if necessary.
Except for the input and output, the code is fully executed on the device to avoid the overhead
introduced by the communication between the host and the device.
In CUDA-enabled GPUs, data access to the global memory is based on the units of 64 bytes
or 128 bytes. More precisely speaking, threads are being executed on GPUs in the units of a
warp (32 threads) and each warp reads 64 bytes (8 double precision numbers) or 128 bytes (16
double precision numbers) of data (a chunk) at one time. If the data that a warp needs is in
different chunks, the warp will have to read the global memory more than once. Accessing to
global memory is only fully optimised or fully coalesced when the data requested by a warp
is within one chunk. In order to optimise the data assessing efficiency, data is stored on the
device by means of SoA (Structure of Arrays) rather than AoS (Array of Structures). In AoS,
variables of a particle such as the position and velocity are firstly grouped into a structure, and
then all these ‘structures’ are arranged together into an array to store the data in the memory.
On the contrary, in SoA, different variables are not grouped together. Values of one variable of
all particles, e.g. velocity, are firstly grouped into an array, and then all these similar ‘arrays’
are grouped into a structure. Storing the data in SoA can compact the data needed by a warp
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Figure 3.14: Flowchart of the GPU-accelerated SPH code.
into two chunks and make data accessing become more coalesced.
3.6.3 GPU Implementation of the Key Solution Procedures
As indicated in the previous section, four out of six parts of the current SPH-SWEs code are
designed for execution on the device, which will be introduced in more details in this section.
1. Building neighbour searching grid
In SPH, an arbitrary particle must interact with a finite number of neighbouring particles
in order to update its own properties to the next time step and so it is necessary to identify
these neighbours. The simplest approach is direct searching. For a given particle i in a domain
containing N particles, particles from j = 1 to N are checked one after another to identify
those within an impacting radius (usually 2 or 3 times of smoothing length) of particle i. The
corresponding computational time of direct searching is O(N2), which is not efficient.
Uniform grid searching represents a more efficient neighbour searching technique for an
SPH algorithm with a constant smoothing length. This approach has been widely used for SPH
simulation of incompressible free surface flows (Domínguez et al. [2013a]). By implementing
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this approach, all of the particles are firstly fit into a uniform grid with a width that equals
the maximum searching radius (usually 2 or 3 times of the maximum smoothing length of
all particles). For an arbitrary particle i, all of its effective neighbouring particles must be
located in the cell containing particle i and its neighbouring cells, as shown in Figure 3.15.
The computational time associated with the uniform grid searching is O(N), which is much
more efficient than direct searching thus adopted in this work.
As shown in Figure 3.16 (a), when implementing a uniform grid searching method, each
particle is given a unique particle index and each grid cell is also provided with a grid index.
Because the size of each SPH particle is infinitely small, it can only be within a single cell.
The index of a cell in which the particle of interest is located is identified and stored in an array
called hash, as shown in Figure 3.16 (b). The particle index array is then sorted according
to the hash array as indicated in Figure 3.17. The hash array and particle index array provide
the necessary information for determining the grid structure to find cell neighbours. For better
memory coalescing, all corresponding data (volume, depth, velocity and position) are redis-
tributed according to the sorted particle index to ensure that particles spatially close to each
other have similar indices.
Figure 3.15: Uniform grid searching method.
2. Searching neighbour and calculating depth
The following simple algorithm is used to determine the first and last particles in each grid
cell: any two contiguous elements in the array hash are compared; obviously, the particles
they refer to belong to the same cell if they have the same value; on the contrary, they belong
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(a) (b)
Figure 3.16: Example of uniform grid searching method: (a) uniform grid; (b) particle indices
and the corresponding hash array storing the cell indices
to different cells if they have different values. For example, element i has a value n while
element i+1 has a value n+1, which means that particle i belongs to cell n and particle i+1
belongs to cell n + 1. Because the particles are already sorted in a sequential manner, particle
i is the last particle of cell n, and particle i + 1 is the first particle of cell n+ 1. After knowing
the first and last particles of each cell, it is straightforward to sweep all the particles in each cell
to identify neighbours. Once the cell neighbours have been found, they are used to calculate
depth.
3. Searching neighbour and calculating forces
This component simply repeats the previous one with the exception that the forces are
calculated to update the momentum.
4. Integration
In the integration component, each thread is allocated a particle to perform the calculation.
The data accessing process is fully coalesced because the data that each thread needs is se-
quential. After integration, the reduction algorithm proposed by Sanders and Kandrot [2010]
is employed to find the maximum velocity for updating the time step according to specific
stability criteria.
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Figure 3.17: Sorting particle indices according to hash
3.7 Application to flood simulation and comparison with finite volume method
In this section, the GPU accelerated SPH-SWEs model is applied to simulate flood waves on
real world topography and compared with an intensively validated second-order Godunov-type
FV model (Liang [2010]) in terms of accuracy and efficiency. The FV code is written in CUDA
and runs on GPUs (Amouzgar et al. [2014]). We also compare the GPU-accelerated SPH-SWEs
model with its CPU implementation written in FORTRAN and parallelised through OpenMP.
For the simulations, the CFL number is set as 0.2 for SPH and 1.0 for FV respectively, which
are the maximum value found to be adequate for stabilising simulations.
3.7.1 Malpasset dam-break flood
Fiirstly, the current well-balanced SPH-SWEs model is applied to simulate a real-world dam-
break flood. Malpasset dam was located in a narrow gorge of the Reyran river valley and
collapsed at night on 2nd December 1959. It was a double curvature arch dam of 66.5 m
maximum height, with a crest length of 223 m. The maximum capacity of the reservoir was
designed to be 55106 m3. The flash flood following the dam-break caused more than 400
casualties. After the disaster, a survey was done by local policemen to record the high water
marks on both banks of the valley at the locations as shown in Figure 3.18 where the location
of dam is also indicated.
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Figure 3.18: Malpasset dam-break flood: locations of the dam and police survey points.
We use two different spatial resolutions during the SPH simulations. The initial distance
between particles are 10 m and 20 m with 6000 and 25000 particles respectively. The FV
simulation uses 10 m spatial resolution, which is comparable with the initial particle distances
in the SPH simulations with 0.5 million cells in total. The uniform Manning coefficient is set
to be 0.033 s/m1/3 throughout the simulations. The predicted flood event is presented in Figure
3.19 and Figure 3.20. We can see that the flood water travels downstream rapidly along the
valley and the water level in the reservoir reduces gradually after the dam break. The high-
resolution SPH simulation performs similar to the FV simulation but the flow front moves
slower in the low resolution SPH simulation. The simulated highest water levels are compared
with those obtained from the police survey in Figure 3.21, where the SPH simulations give
results slightly different from the FV simulations but they all agree reasonably well with the
police survey data. In order to quantify their accuracy, we compared the Root Mean Square
Error (RMSE) of different simulations, which is defined as
RMSE =
rP
(i   ^i)2
N
(3.47)
where  denotes the computed water level, ^ denotes the measured water level, i is the survey
point index and N is the total number of survey points. The RMSEs are summarised in Table
3.1. Three different simulations give generally comparable RMSEs, and the best agreement is
obtained by the SPH simulation with 25000 particles while the SPH simulation with 6000 parti-
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Table 3.1: Malpasset dam-break flood: RMSEs for simulated highest water level at 17 survey
points.
SPH high resolution SPH low resolution FV
2.89 m 3.47 m 3.43 m
cles gives the largest error. The results imply that the current well-balanced SPH-SWEs model
is robust for real world dam-break flood simulation and can give results that are comparable
with Godunov-type FV models.
The run time of different models are compared in Table 3.2. For SPH simulations with
both high and low resolutions, the GPU code running on a Tesla M2075 GPU is about 3-4
times faster than the CPU code running on a Xeon E5620 quad-core CPU. The speedup ratio
indicates that the GPU acceleration is effective. The FV simulation finishes in 7 minutes, which
is only about 10% of the time needed by the low resolution SPH simulation and 2% of the time
consumed by the high resolution SPH simulation. Such a big difference can be explained by
the fact that an SPH particle interacts with about 50 to 100 surrounding particles but a FV cell
only interacts with 4 neighbouring cells.
Table 3.2: Malpasset dam-break flood: runtime on different devices by different models
Devices SPH high resolution SPH low resolution FV
Xeon E5620 1124 min 250 min N/A
Tesla M2075 305 min 71 min 6 min
3.7.2 Thamesmead hypothetic flood
The floodplain is located on the south bank of the River Thames estuary in the United Kingdom.
The topography is described by a digital elevation model (DEM) at a 2 m resolution, as shown
in Figure 3.22 (a), where the urban domain features, e.g. buildings and roads, are clearly
represented. In the floodplain, those features that cannot be properly represented by the DEM,
e.g. small tunnels and alleyways for pedestrian access, are modified to allow the flood water
to flow through. A 150 m wide breach on the flood defence is assumed and located at the
northern part of the floodplain, as indicated in Figure 3.22 (a), through which the prescribed
inflow discharge provided in Figure 3.22 (b) is imposed to drive a flood event. Four gauge
points, as marked in Figure 3.22 (a), are used for recording temporal change of flood depth
during the event. A constant Manning coefficient n = 0.035 s/m1/3 is assumed for the whole
domain.
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(a)
(b)
Figure 3.19: Malpasset dam-break flood: inundation maps predicted by different models at
different times: (a) t = 5 minutes. (b) t = 10 minutes.
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(a)
(b)
Figure 3.20: Malpasset dam-break flood: inundation maps predicted by different models at
different times: (a) t = 20 minutes. (b) t = 30 minutes. (continued from Figure 3.19).
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Figure 3.21: Malpasset dam-break flood: comparing simulated water level with police survey
data.
(a) (b)
Figure 3.22: Thamesmead hypothetic flood: (a) floodplain; (b) inflow discharge hydrograph.
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All of the simulations are carried out for 5.2 hours after the flood defence breaches. During
the simulations, new particles are being generated with an initial distance of 5 m, 10 m and
20 m, respectively, to simulate the inflow discharge through the breach. The water depth of
the newly generated particles is fixed as 0.45 m (the depth of the breach) and the velocity is
calculated from the hydrograph of the inflow discharge based on the water depth. At the end of
the simulations, the total number of particles inside the domain is respectively 13,000, 60,000
and 230,000. Figure 3.23 shows the particle distribution in the squared region of Figure 3.22
(a). When the initial particle distance is 20 m, it can be observed that the buildings resolved
at this resolution block the particles, which consequently travel only through the larger roads
between the buildings. Obviously, the complex urban features, e.g. buildings and roads, play
an important role in regulating the flood flow in the SPH simulation. However, because too few
particles are used, the shapes of the urban features are not well-defined in the flood inundation
map. When reducing the initial particle distance to 10 m, more particles come into the domain
during the flood event and the buildings and roads are certainly better represented than the
20m simulation. When the initial distance is further reduced to 5 m, it can be now clearly seen
that numerous particles flow through and cover the paths between buildings and accumulate
at the low-lying regions. The urban features are clearly represented. Figure 3.24 presents the
corresponding inundation maps of different resolution at t = 5.2 h, comparing with the solution
obtained by the FV model, at 2 m resolution (Figure 3.24(d)). The SPH prediction with initial
resolution at 5 m generally agrees well the FV reference solution at higher resolution except
for certain regions where very small water depth exists. The time histories of the water depth at
the four gauges are shown in Figure 3.25. The result of the simulation with 5 m initial distance
matches well with the FV simulation in terms of arriving time and magnitude. In terms of
arriving time, the largest discrepancy is observed in gauge 1, in which the SPH solution is
20 minutes later than the FV prediction. In all other gauges, the discrepancy is less than 10
minutes. This level of uncertainty may be acceptable in relation to the duration of the event, i.e.
5.2 h. Regarding the peak water depth, the differences at the four gauges are 28 cm, 20 cm, 18
cm and 30 cm respectively, corresponding to a relative error of 10% – 15%. Although higher
resolution may not always lead to better agreement because the particles among the streets
are already dense enough as seen in Figure 3.23 (c), much greater discrepancy is observed
between the lower-resolution results and the FV simulation in this case. Therefore, the highest
resolution result of the SPH simulation is favourable in this test case. It is still not entire clear
why certain level of difference is presented between the SPH and FV simulations. A possible
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reason may be that SPH models are generally numerically more diffusive than a FV scheme.
Generally, the SPH simulation with 5 m initial distance is comparable with the FV simulation.
(a) (b) (c)
Figure 3.23: Thamesmead hypothetic flood: particle distribution of the SPH simulations at
different initial resolutions in a selected region: (a) x = 20m; (b) x = 20m; (c) x = 5m.
The runtime on different devices is provided in Table 3.3. Compared with those OpenMP
parallelised simulations on a quad-core Xeon E5620 CPU, it is evident that the SPH-SWEs
model has been substantially accelerated on GPUs: for the simulations with initial resolution
of either 20 m or 10 m, the speedup is about 9 times; when initial particle distance reduces
to 5 m, the runtime on CPU becomes unacceptably long and the simulation was terminated
after it ran for 200 hours. As can be observed from the simulation results, favourable results
can be only obtained when the initial particle distance becomes 5 m or less. The runtime of
the SPH-SWEs model on a Tesla M2075 GPU for the finest resolution is 135 hours, which is
54 times of the runtime of FV on the same GPU. For the SPH simulations, it is interesting to
note that runtime increases significantly as the particle distance reduces from 10m to 5m in this
case. The runtime increases about 40 times, which is much bigger than the expected 8 times
as a result of using 4 times more particles and half of the time step. A possible explanation is
that the smoothing length of certain particles becomes large and constrains the minimum grid
size for searching neighbours. This may demand unnecessary extra effort when searching and
sorting neighbour particles.
This test case also shows that SPH may need to use an initial particle distance comparable
with the spatial resolution of FV to accurately capture the effects of highly irregular topography
like buildings in urban areas. But the high resolution simulation by SPH is significantly slower
than FV and becomes unacceptable in practical simulations.
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(a) (b)
(c) (d)
Figure 3.24: Thamesmead hypothetic flood: inundation maps at t = 5.2 hours: (a) SPH simu-
lation with x = 20m; (b) SPH simulation with x = 10m; (c) SPH simulation with x = 5m;
(d) FV simulation with x = 2m.
Table 3.3: Runtime for the Thamesmead hypothetic flood on different devices by different
models
Devices SPH (20 m) SPH (10 m) SPH (5 m) FV
Xeon E5620 4.5 h 32 h  200 h N/A
Tesla M2075 0.5 h 3.5 h 135 h 2.5 h
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(a) (b)
(c) (d)
Figure 3.25: Thamesmead hypothetic flood: time histories of water depth at: (a) gauge 1; (b)
gauge 2; (c) gauge 3; (d) gauge 4.
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3.8 Conclusions
In this chapter, a new SPH model for solving the SWEs has been developed and compared
with a Godunov-type finite volume model. In order to improve the accuracy of the standard
formulation of SPH for solving the SWEs, the well-balanced issue has been identified and re-
solved. At the computational level, the steady-state solution of lake at rest is violated by the
discretisation error introduced by the SPH formula for approximating the continuity equation.
In this work, an analytical expression of the error has been derived, which contains the particle
approximation error, surface variation error and bed variation error. The bed variation error
leads to the violation of the well-balanced solution. A new corrected SPH model is then de-
rived by subtracting the bed variation error from the standard SPH continuity formula. The
SPH discretised momentum equation has also been modified to balance the source term and
internal force. However, because of the truncation error induced by particle approximation,
the modified SPH momentum equation may still not guarantee absolute well-balanced solution
and the updated water particles may be slightly perturbed even though the initial conditions
ensure horizontal water surface elevation and zero velocity. Fortunately, numerical tests show
that the influence of the truncation error is not significant. The corrected continuity and mo-
mentum equations lead to a new SPH-SWEs model that conserves the lake at rest solution.
Due to its well-balanced and shock-capturing capabilities, the new SPH-SWEs model is capa-
ble of simulating different types of practical shallow flow problems involving complex domain
topography and moving wet-dry interface. The model performance has been demonstrated by
applying it to simulate a series of idealised benchmark tests. The new SPH-SWEs model is
then accelerated using GPUs.
Finally, the GPU accelerated SPH-SWEs model is applied to simulate two flood events over
real world topography and compared with a Godunov-type FV model. If an initial particle dis-
tance comparable with the spatial resolution of FV is used, the numerical results is comparable
with those of the FV model. However, the simulation is significantly slower (about 50 times)
than the FV model. Because SPH does not show obvious superiority in terms of accuracy and
stability and is much slower, it is less favourable to use an SPH model for large-scale simu-
lations. Therefore, the traditional Godunov-type finite volume method will be chosen as the
numerical method for the physically-based catchment-scale multi-hazard model.
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Chapter 4. An efficient and stable hydrodynamic model with novel
source term discretisation schemes for overland flow
simulations
4.1 Introduction
Since rainfall-runoff and overland flows play a central role in the formation of surface flood-
ing and initiation of landslides and debris flows, the proposed multi-hazard modelling system
must be able to simulate overland flows robustly. However, as is already stated in chapter 2,
existing popular schemes for solving the shallow water equations suffer from some problems
that undermines the accuracy, efficiency and stability for overland flows simulations. These
problems are:
1. Prevailing schemes may calculate bed slope terms incorrectly.
2. Prevailing schemes may lead to unrealistic large velocities if the topography is discon-
tinuous.
3. Prevailing schemes cannot relax the velocity to equilibrium in a single time step when
the relaxation time scale is much smaller than the the hydrodynamic timescale.
4. Prevailing schemes may give wrong discharges for flows on slopes when the friction is
dominant.
This chapter aims to resolve these problems and develop a shallow flow model with novel
source term discretisation. The numerical techniques presented in this chapter will be used
in the proposed multi-hazard model while the whole shallow flow model can be used as a
standalone tool to simulate flash floods.
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4.2 Governing equations
The matrix form of the 2D SWEs with source terms may be written as
@q
@t
+
@f
@x
+
@g
@y
= R + Sb + S f (4.1)
where q contains the flow variables, f and g are the flux vector terms in the x and y-directions,
R, Sb and S f are the the different source terms representing respectively the rainfall rate, bed
slope and frictional effect. The vector terms are given by
q =
26666666664
h
uh
vh
37777777775
f =
26666666664
uh
u2h +
1
2
gh2
uvh
37777777775
g =
26666666664
vh
uvh
v2h +
1
2
gh2
37777777775
R =
26666666664
R
0
0
37777777775
Sb =
266666666664
0
 gh @b
@x
 gh@b
@y
377777777775
S f =
266666666664
0
 bx

 by

377777777775
(4.2)
where g is the gravitational acceleration, h is the water depth, b is the bed elevation, u and v
are the depth-averaged velocities along the x and y directions, R is the rainfall rate,  is the
water density, and bx and by are the frictional stresses estimated using the Manning fomula:
bx = C f u
p
u2 + v2 by = C f v
p
u2 + v2 (4.3)
in which C f is the roughness coefficient evaluated using
C f = gn2/h1/3 (4.4)
where n is the Manning’s roughness number. If water depth is very small ( 10 3 m), sur-
face tension and capillary waves also become important. But they are currently not explicitly
considered in this work. Instead, their effects are all packed into the Manning’s friction term.
4.3 A brief review of the existing schemes
In this section, we give a brief review of certain existing numerical schemes solving the SWEs
for overland flow simulations. However, there is no intention to provide an exhausted review
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herein and we will limit our scope to those prevailing and representative schemes and further
explain the challenges as mentioned in the introduction.
4.3.1 Bed slope discretisation
For solving the SWEs for overland flow modelling, the first effective numerical scheme to be
mentioned herein is the hydrostatic reconstruction introduced in Audusse et al. [2004]. Along
the x-direction, let i and i + 1 denote the two adjacent cells under consideration. The first step
of hydrostatic reconstruction is to define a single bed elevation at the cell interface as
bi+1/2 = max(bi; bi+1) (4.5)
based on which the Riemann states of water depth across the cell interface are defined as
hi+1/2  = max(hi + bi   bi+1/2; 0) , hi+1/2+ = max(hi+1 + bi+1   bi+1/2; 0) (4.6)
The corresponding bed slope source term is subsequently derived and discretised to become
Sbx = (
1
2
gh2i+1/2   
1
2
gh2i 1/2+)/x (4.7)
where x is the cell size. This scheme preserves exactly the lake at rest solution and the pos-
itivity of water depth if an appropriate Riemann solver is adopted. (4.7) may be reformulated
as follows
Sbx =  1
2
g(hi+1/2  + hi 1/2+)
hi 1/2+   hi+1/2 
x
(4.8)
where
hi 1/2+ hi+1/2 
x may be viewed as the discretisation of the term related to bed slope, i.e.
@b
@x . Apparently, no matter how steep the actual bed slope is, the computed value for
@b
@x is
hi 1/2+ hi+1/2 
x , which essentially imposes a constrained condition on the bed slope gradient.
Although this effectively avoids the large velocities that would otherwise occur when the bed
slope is excessively steep, it unfortunately also introduces certain unwanted side effects for
overland flow simulation which will be explained as below.
Consider a slope with a constant gradient and uniform water depth, as illustrated in Fig-
ure 4.1 (a). The water depth is smaller than the difference of bed elevation between the two
neighbouring cells, i.e. h < bi+1   bi. In such a case, the computed bed slope from (4.6) is
clearly milder than the actual slope, as shown in Figure 4.1 (b-c). Following this constrained
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slope reconstruction, the water depth defined from (4.6) is always zero at the left hand side
of a cell interface for this case, as illustrated in Figure 4.1 (c). The local Riemann problem
essentially defines a dry-bed dam break and the localised flow condition has been artificially
reconstructed to become a waterfall rather than a uniform flow, which is physically incorrect
and may lead to misleading prediction. The immediate effects are 1) water can only move
in one direction; and 2) the forward-moving signal speed becomes associated with a dry-bed
dam break, which is much larger than the flow velocity and will cause overestimation of the
discharge. Numerically, it may somehow compensate the underestimation of discharge due to
the constricted slope gradient, but the exact amount is impossible to quantify. In the rest of
this text, this numerical phenomenon is referred to as ‘waterfall effect’. Research efforts (e.g.
Morales De Luna et al. [2013], Hou et al. [2014]) have been devoted to resolve this issue of in-
correct discretisation of bed slope terms in the original hydrostatic reconstruction method. But
all of the reported modified hydrostatic reconstruction methods still suffer from reconstructing
water depth to zero at one side of a cell interface for the case as illustrated in Figure 4.1, and
the problem of ‘waterfall effect’ persists.
The idea of constraining slope gradients is also used in other numerical schemes (e.g. Liang
and Borthwick [2009], Bouchut and de Luna [2010], Song et al. [2011b]). Although the spe-
cific formulations may be different, these approaches tend to encounter the same problem as
previously mentioned (Delestre et al. [2012]). The issue related to the incorrect discretisation
of bed slope terms is particularly problematic for the first-order schemes. However, the higher
order schemes may also be affected because it is a common practice to reduce a scheme to be
first-order accurate when the predicted water depth becomes smaller than certain thresholds,
in order to stabilise a simulation (e.g. Hou et al. [2013b], Song et al. [2011a], Murillo et al.
[2007], Liang [2010]). There are some numerical schemes (e.g. George [2008], Murillo and
García-Navarro [2010]) that do not impose a constraint on the slope source terms except at the
wet-dry front. While these schemes do not underestimate the slope source terms as the hydro-
static reconstruction does, they also lose the advantage provided by constrained slope gradients
to stabilise a simulation over irregular topography with abrupt bed change.
4.3.2 Friction term discretisation
In order to remove the stiffness of the friction source terms, a conventional way is to discretise
the friction source terms implicitly. In practice, the implicit discretisation is often reformulated
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b
Figure 4.1: The bed reconstruction method of the typical well-balanced schemes where h and
b respectively denote the water depth and bed elevation: (a) idealised overland flow over a
constant slope; (b) the same case at the discretised level; (c) face values of the water depth and
bed elevation after reconstruction.
to derive an effective explicit scheme. Considering a 1D problem, many schemes (e.g. Song
et al. [2011b], Busaman et al. [2015], Cea and Blade [2015], Cea and Vazquez-Cendon [2010],
Burguete et al. [2008], Liang et al. [2006], Costabile et al. [2013], Singh et al. [2015], Rousseau
et al. [2015]) adopt the following discretised equations
q^n+1x = qnx  
t
x
(Fni+1/2   Fni 1/2) + tSnbx (4.9)
qn+1x =
q^n+1x
1 + tgn2(hn) 4/3 jun j (4.10)
where qx = hu is the unit discharge at the x-direction, F is the momentum flux term, Sbx is the
bed slope term and t is the time step.
Assuming a positive velocity, the equilibrium velocity as a result of balanced bed slope and
friction terms can be obtained as
u1 =
s
Sbx
gn2h 1/3
(4.11)
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In order to correctly describe an overland flow when the water depth becomes small and the
friction effect becomes predominant, it is important to ensure that a numerical scheme can relax
the flow velocity to the correct equilibrium state in a single time step. For the implicit scheme as
described in (4.9)-(4.10), the local acceleration (flux) term becomes small and negligible when
the friction term is predominant. Rescaling (4.10) by taking t ! 1, the velocity resulting
from the scheme is
u^1 =
Sbx
gn2hn+1(hn) 4/3 jun j (4.12)
Apparently u^1 and u1 are not equal, and therefore (4.9-4.10) cannot relax the velocity to the
correct equilibrium state in a single time step.
Fractional splitting method has also been used for computing friction source terms. For
example, Liang and Marche [2009] proposed the following scheme
qn+1x = q

x +
tSf x
1 + 2tgn2(h) 4/3 ju j (4.13)
where h, qx and u are updated from the previous time step by solving the frictionless SWEs,
Sf x is the friction term calculated from h
, qx and u. The velocity for t ! 1 can be obtained
as
u^1 =
1
2
u (4.14)
which again does not give the correct equilibrium state.
A few numerical schemes also impose an upper bound on the friction terms (e.g. Burguete
et al. [2008], Liang and Marche [2009]) so that the friction does not reverse the flow direction,
which leads to u^1 = 0 and again is different from the correct equilibrium state. The scheme
reported by Yu and Duan [2014] manually set the velocity to the equilibrium state as long as
the kinematic wave number is larger than a threshold, but the criteria to determine the threshold
may be case-dependent, restricting its robustness for applications.
The existence of predominant friction terms may also affect the validity of existing Rie-
mann solvers. In an extreme case, the discharge on slope can be significantly overestimated as
already briefly mentioned in section 4.1. Herein the augmented Riemann solver introduced by
George [2008] is taken as an example. This Riemann solver is implemented in the framework
of the wave propagation algorithm proposed by LeVeque [1997] and has become part of the
open-source GeoClaw software (Berger et al. [2011]). The time-marching formula in the wave
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propagation algorithm is given as
qn+1i = q
n
i  
t
x
(A+Qi 1/2 +A Qi+1/2) (4.15)
where AQ is defined as the fluctuations at the cell interface that are determined by solving
a general Riemann problem including initial bed elevation discontinuity. The mass flux, i.e.
unit discharge across the cell interface i + 1/2 can be expressed by the fluctuations (see (6) in
LeVeque [1997]) as
Fhi+1/2 =
1
2
(A Hi+1/2   A+Hi+1/2) + 12(hui + hui+1) (4.16)
where AH is defined as the mass fluctuations, which also satisfy the following relationship
(see (5) in LeVeque [1997])
A Hi+1/2 +A+Hi+1/2 = hui+1   hui (4.17)
In the simple case of steady and uniform flow on a slope with a unit discharge hu1, with
(4.16) and (4.17) it is not difficult to obtain that
Fhi+1/2 = A Hi+1/2 + hu1 (4.18)
The readers may refer to the full details of this scheme in George [2008] to verify that
A Hi+1/2 > 0 if the flow is subcritical and bi > bi+1. In such a case, it can be obviously
seen from (4.16) that Fhi+1/2 > hui, i.e. the mass flux computed at the cell interface by the
Riemann solver is larger than the cell centred discharge. Although the increase of velocity due
to the slope source term can be balanced by the friction effect during the time integration, the
overestimated mass flux across cell interface cannot be eliminated by the friction effect, which
leads to more water flowing across the cell interface than the reality. For Riemann solvers
coupled together with the bed slope source terms, the bed discontinuity at the cell interface
needs to generate a mass flux to balance the mass flux due the discontinuity of water depth to
maintain the lake at rest solutions. But for steady flow featured by the balance between the
bed slope and the friction slope, such a mass flux generated by the bed discontinuity becomes
a source of error. It is very likely that some other schemes such as the upwind treatment of
75
bed slope (Bermúdez et al. [1998]) and the lateralised HLL Riemann solver (Fraccarollo et al.
[2003]) can encounter the same problem of overestimating the mass flux.
Other Riemann solvers that have been widely applied to solve the homogeneous SWEs
such as the HLL or HLLC solver, do not seem to suffer from this problem. Because the HLL
or HLLC Riemann solver is not coupled with the slope source terms, the calculated mass flux
Fhi+1/2 is equivalent to the cell centred discharge hui. The mass flux remains to be the original
discharge as long as the increase of velocity induced by the bed slope is correctly balanced by
the friction effect during time integration. But a numerical scheme implemented with the HLL
or HLLC Riemann solver may suffer from the aforementioned inaccurate calculation of slope
source terms or water fall effect, which must be overcame by incorporating with a proper slope
source term discretisation scheme for applications in overland flow modelling.
4.4 Numerical scheme
In this section, a novel first-order Godunov-type finite volume scheme is presented to address
the aforementioned challenges in the context of overland flow simulations.
4.4.1 Finite volume discretisation
A finite volume scheme solves the integrated form of governing equations and the resulting
semi-discretised equation is given by
@qi
@t
+
1

i
NX
k=1
Fk(q)lk = Ri + Sbi + S f i (4.19)
where ‘i’ is the cell index, ‘k’ is the index of the cell edges (N = 4 for Cartesian grids adopted
in this work), lk is the length of cell edge ‘k’ and 
i is the cell area, Fk(q) = fk(q)nx+gk(q)ny
contains the fluxes normal to the cell boundary with n = (nx; ny) defining the outward normal
direction at the cell boundary. Herein, the fluxes F and slope source term Sb are computed
explicitly, but the friction source term S f is treated implicitly. The final time-marching scheme
is given as
qn+1 = qn   t

i
NX
k=1
Fk(q
n)lk +t(Rni + S
n
bi + S
n+1
f i ) (4.20)
in which n denotes the time level and t is the time step. The asymptotic behaviour of the
discretised equation may be analysed as follows: as h ! 0, it is straightforward to infer from
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non-dimensionalisation analysis that the convective flux term F(q) is much smaller than other
terms and therefore negligible; the corresponding relaxation time is typically very small com-
pared with the time step determined by the CFL condition and therefore t ! 1, which is
equivalent to rescaling the equations; subsequently, (4.20) reduces to the following equilibrium
equation
Snbi + S
n+1
f i = 0 (4.21)
where the rainfall rate term has been omitted because only the momentum equations are rele-
vant to the analysis. The flow velocities at the new time step can then be recovered from (4.21)
as
un+1 =
s
kSnbik
C f
 S
n
bi
kSnbik
(4.22)
This is basically the 2D form of the equilibrium state as defined in (4.11). (4.22) is derived
without assuming a steady flow and therefore it is able to relax the velocity to the equilibrium
state in a single time step when h ! 0 as long as the implicit part of (4.20) is solved exactly.
Note that the use of implicit schemes as (4.9-4.10) and (4.13) does not ensure the recovery of
the correct equilibrium state because the implicit schemes have been reformulated into explicit
forms and the implicit part is no longer solved exactly.
4.4.2 Interface fluxes and slope source term discretisation
As discussed in the previous section, the augmented Riemann solvers (e.g. George [2008])
may lead to overestimated discharge on slopes. The classic Riemann solvers that solves the
homogeneous SWEs appear to be a more suitable choice and an HLLC approximate Riemann
solver is adopted to calculate the interface fluxes in (4.20) (see Liang and Borthwick [2009],
Toro [2001] for detailed implementation). The HLLC Riemann solver does not automatically
preserve the lake at rest solution and it is necessary to implement the hydrostatic reconstruction
scheme (Audusse et al. [2004]) or other effective approaches to modify the Riemann states be-
fore solving the local Riemann problems. In this section, a novel surface reconstruction method
(SRM) is proposed to integrate with the hydrostatic reconstruction scheme to obtain the Rie-
mann states to define the local Riemann problems across the cell interfaces and overcome the
limitations of the existing hydrostatic reconstruction implementations. Specifically, SRM can
effectively 1) avoid the ‘waterfall effect’ when evaluating the fluxes; 2) preserve the original
bed variation when necessary for correct prediction of flow velocities; and 3) constrain the bed
slope for the case where the topography is ‘genuinely’ discontinuous to maintain stability.
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To implement the proposed SRM, the water surface elevation (defined in an arbitrary cell ‘i’
as i = hi + bi) at cell interfaces is firstly reconstructed to support the derivation of Riemann
states. Considering two adjacent cells ‘i’ and ‘i + 1’, the SRM reconstructed water surface
elevations at left and right hand sides of their common interface are given by
8>><>>:
L = i + max[0;min(bi+1   bi   b; i+1   i)]
R = i+1 + max[0;min(bi   bi+1 + b; i   i+1)]
(4.23)
with
b = bi+1/2+   bi+1/2  (4.24)
where bi+1/2+ and bi+1/2  are respectively the bed elevation at the right and left hand sides of
the cell interface, obtained through slope limited interpolation of the related cell centre values
bi+1/2  = bi + ri	(ri)rbi , bi+1/2+ = bi+1 + ri+1	(ri+1)rbi+1 (4.25)
where r is the distance vector from the cell centre to central point of the cell interface, 	(r)rbi
is the bed gradient restricted by a minmod slope limiter that is defined on a rectangular Cartesian
grid for cell ‘i’ as
	(ri) = max[0;min(ri; 1)] and ri =
f+   fi
fi   f  (4.26)
in which the subscripts + and   denote the upstream and downstream cells, respectively. The
interpolated bed elevations are only calculated at the beginning of a simulation to reduce com-
putational cost. The use of a slope limiter herein is crucial for distinguishing the discontinuous
and smooth topographies and applying the constraint to the slope gradient at the right place.
From the reconstructed water levels in (4.23), the corresponding states of bed elevation at
left and right hand sides of the cell interface can be obtained as
8>><>>:
bL = L   hi
bR = R   hi+1
(4.27)
The Riemann states can then be deduced by firstly defining a single bed elevation at the cell
interface, as suggested by Audusse et al. [2004]
b f = max(bL; bR)  max(bi; bi+1) (4.28)
78
based on which the Riemann states of water depth are defined as
8>><>>:
hL = max(0; L   b f )
hR = max(0; R   b f )
(4.29)
which reinforces the non-negativity of water depth. The Riemann states of the other flow
variables (i.e. unit-width discharges) are subsequently obtained
8>><>>:
[hu]L = hLui, [hv]L = hLvi
[hu]R = hRui+1, [hv]R = hRvi+1
(4.30)
where ui = [hu]i/hi and ui+1 = [hu]i+1/hi+1, similarly vi and vi+1, are the velocities defined
at the cell centre.
It should be noted that (4.23) has an asymmetric form so that it only modifies the lower water
surface elevation between the two. It effectively takes into account all different water surface
and bed configurations that are possibly encountered in surface flow simulations. Without
losing generality, we assume that bi < bi+1. Because the slope gradient is limited by a minmod
limiter, the monotonicity of the bed elevations is preserved and we always have b  0.
When b = 0, i.e. the slope is constant across the four consecutive cells involved in the
slope limited reconstruction in (4.25), there are three possible configurations to consider. Fig-
ure 4.2 (a) illustrates the first case where bi+1   bi > i+1   i > 0. From (4.23), we have
L = i+(i+1 i) and so the water surface at the left hand side will be lifted to the same level
as that at the right hand side. Figure 4.2 (b) presents the second case where bi+1 bi < i+1 i.
From (4.23), it gives L = i + (bi+1   bi), indicating that the water surface at the left hand
side will be raised to eliminate the difference between the bed elevations. Finally, the third
case involves i+1   i  0, as shown in Figure 4.2 (c), where (4.23) imposes no modifica-
tion. With the reconstructed water surface elevations, the Riemann states of water depth are
obtained through (4.27-4.29), which are also shown in Figure 4.2. In all of the three cases,
the reconstructed water depths at both sides of the cell interface are non-zero; the direction
of fluxes depends on the local flow and topographic conditions. Therefore SRM effectively
avoids the artificial ‘waterfall effect’ created by the specific numerical treatment as found in
the prevailing hydrostatic reconstruction implementations (e.g. Audusse et al. [2004]).
When b > 0, there are also different cases to be considered. When bi+1   bi   b >
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Figure 4.2: SRM implementation when b = 0 and (a) bi+1   bi > i+1   i > 0; (b)
bi+1   bi < i+1   i; (c) i+1   i  0. The left, middle and right panels respectively
illustrate the original discretisation with the dashed line representing the limited slope, the
water surface elevation reconstructed according to (4.23) with the dashed line representing the
original location of the bed, and the Riemann states of water depth defined following (4.28-
4.29).
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i+1 i > 0, (4.23) leads to L = i+(i+1 i) and the resulting water surface reconstruction
is identical to Figure 4.2 (a). Similarly, i+1   i  0 defines the case identical to the one as
illustrated in Figure 4.2 (c) for b = 0. When bi+1   bi   b < i+1   i, as illustrated
in Figure 4.3, (4.23) gives L = i + (bi+1   bi   b), implying that the reconstructed bed
elevation bL on the left hand side is b lower than bR (i.e. bi+1) which is untouched during
the reconstruction. This can be also confirmed by identifying the reconstructed bed elevations
following (4.27): bL = L hi = bi+1 b, bR = R hi+1 = bi+1, and therefore bR bL = b,
confirming that the variation between the interpolated bed elevations b is preserved during
the reconstruction. With the reconstructed water surface elevation, the Riemann states of the
water depth are then defined from (4.29): hL = max(0; hi   b) and hR = hi+1 as b f = bi+1.
Considering hL = max(0; hi   b), it is clear that hL depends on the magnitude of b, which
essentially quantifies the discontinuity of the bed profile. If the bed curvature is small, b will
be small and it is likely that b < hi, leading to a positive hL, as shown in Figure 4.3 (a). If the
bed curvature is large or there is an abrupt change of bed elevation (e.g. a wall or riverbank),
bmay likely become larger than hi, leading to hL = 0, as shown in Figure 4.3 (b). In this case,
the water can only flow downhill from the higher side, effectively representing the real-world
situation.
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Figure 4.3: SRM implementation when b > 0 and bi+1 bi  b < i+1 i: (a) 0 < b < hi;
(b) b > hi. The left, middle and right panels respectively illustrate the original discretisation
with the dashed line representing the limited slope, the water surface elevation reconstructed
according to (4.23) with the dashed line representing the original location of the bed, and the
Riemann states of water depth defined following (4.28-4.29).
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Taking the x-direction flux f as an example, the HLLC Riemann solver is given as
f =
8>>>>>>>>>><>>>>>>>>>>:
fL 0  SL
fL SL  0  SM
fR SM  0  SR
fR SR  0
(4.31)
in which fL = f(qL) and fR = f(qR) are calculated from the left and right Riemann states, SL,
SR and SM the are characteristic wave speeds. fL and fR are the fluxes in the left and right
middle regions of the HLLC solution structure, calculated as
fL =
26666666664
f1
f2
vL f1
37777777775
fR =
26666666664
f1
f2
vR f1
37777777775
(4.32)
with the HLL fluxes f provided by the following formula
f =
SRfL   SLfR + SLSR(qR   qL)
SR   SL (4.33)
The formulae for the left and right characteristic wave speeds SL and SR are
SL =
8>><>>:
uR   2
p
ghR hL = 0
min(uL  
p
ghL; u  
p
gh) hL > 0
(4.34)
SR =
8>><>>:
uL + 2
p
ghL hR = 0
max(uR +
p
ghR; u +
p
gh) hR > 0
(4.35)
in which
u =
1
2
(uL + uR) +
p
ghL  
p
ghR (4.36)
h =
1
g
1
2
(
p
ghL +
p
ghR) +
1
4
(uL   uR)
2
(4.37)
The middle characteristic wave speed SM is calculated as
SM =
SLhR(uR   SR)   SRhL(uL   SL)
hR(uR   SR)   hL(uL   SL) (4.38)
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Another advantage of SRM is that it does not affect the maximum value between bi and
bi+1. Following the definition of the single face value of bed elevation in (4.27), the genuine
bed variation within a cell is effectively preserved during the reconstruction. The bed slope
source terms can be simply discretised using the following equation:
Sbi =
*..,
0
1

i
X 1
2
g(hi + hL;k)(bi   b f ;k)nk lk
+//- (4.39)
where hL;k is the left Riemann state of water depth at cell edge ‘k’, and b f ;k is modified face
value of the bed elevation that will be introduced below.
Considering an arbitrary cell ‘i’, violation of the lake at rest solution and numerical in-
stability may occur during a simulation when the final reconstructed water surface elevation
at one of its cell interface is lower than the bed elevation at another cell interface along the
same direction. As illustrated in Figure 4.4, this basically reflects the cases when the flow hits
a ‘wall’ or when cell ‘i’ has an excessive slope caused by abrupt change of bed elevation. In
order to preserve the lake at rest solutions in the vicinity of wet-dry interfaces and avoid numer-
ical instability caused by abrupt change of bed elevation, the following local bed modification
scheme is proposed and applied to all of the computational cells
b f = b f  b (4.40)8>><>>:
b = max(0; b f   i) if hi+1 < "h
b = max(0;min(b; b f   i)) if hi+1 >= "h
(4.41)
where "h is an infinitesimal value to define dry cells, which is taken as 10
 10 in this work. It
should be particularly noted that the original water surface elevation i at the cell centre rather
than the reconstructed value L is used in (4.41) to calculate b. Without losing generality,
it is assumed that the reconstructed water surface elevation at the left hand side cell interface
of cell ‘i’, i.e. ‘i   1/2’, is lower than the bed elevation at the right hand side cell interface
‘i+1/2’. Figure 4.4 (a) represents the case when the flow hits a ‘wall’, i.e. when cell ‘i’ is wet
but cell ‘i + 1’ is dry with a ground level higher than the water surface. With b = b f   i,
the local bed modification (4.40-4.41) essentially lowers the bed at cell interface ‘i + 1/2’
until it becomes horizontal to the reconstructed water surface at ‘i   1/2’. This effectively
preserves the lake at rest solutions. When both cell ‘i’ and cell ‘i + 1’ are wet, (4.41) gives
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b = max(0;min(b; b f   i)). In a normal condition when the domain topography is smooth
or has a constant slope, bwill be small/zero, so doesb. The proposed local bed modification
scheme does not take effects and the computation is undertaken with the bed slope inside cell
‘i’ correctly represented. Figure 4.4 (b) illustrates a case when bed level at cell ‘i+1’ changes
abruptly and is much higher than the water surface at cell ‘i’ (i.e. b > b f   i), as a result of
excessive bed curvature or discontinuous topography. This may lead to numerical instability
during a simulation and should be avoided. From (4.41), we have b = b f   i and then from
(4.41) b f = b f  b = i. This effectively removes the excessive slope in cell ‘i’ and hence
ensures a stable simulation; otherwise, time steps may become prohibitively small due to the
large velocities calculated from large slope source terms.
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ηi
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ηi
bf
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Figure 4.4: Local modification of interface bed elevation after water surface reconstruction.
(a) wet-dry cells. (b) wet-wet cells.
The current numerical method, featured with the aforementioned SRM and local bed mod-
ification schemes, strictly preserves the lake at rest solution even when the numerical solution
involves wetting and drying over irregular bed topography. This may be proved as follows:
for a lake at rest problem with a stationary water surface , we have b f ;k =    hL;k ; the
momentum components of Sbi in (4.39) can be rewritten as
1

i
P
[12g(hibi   hi  + h2k;L)]nk lk ;
the first two terms vanish following simple algebra manipulation and the expression becomes
1

i
P 1
2gh
2
k;Lnk lk ; this effectively balances the momentum fluxes to preserve the lake at rest
solution.
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4.4.3 Friction source term discretisation
The implicit part of (4.20) is solved directly rather than reformulated into an explicit form
as in (4.13) to ensure that the velocities can be relaxed to the correct equilibrium state in a
single time step when the friction become dominant. Since the continuity equation does not
involve a non-zero friction term, the implicit scheme only applies to the momentum equations.
The implicit terms in the x and y-direction momentum equations are interdependent, and an
iteration method must be used. Denoting the unit-width discharge Qn+1i = ([uh]
n+1
i ; [vh]
n+1
i )
T ,
the momentum components of (4.20) may be rewritten as
Qn+1i = Q
n
i +t(A
n
i + S
n+1
i ) (4.42)
where Ani =
1

i
PN
k=1 Fk(q
n)lk + Snbi represents the momentum components of the sum of
convective fluxes and slope gradient source terms, and Sn+1i contains the friction source terms
for the momentum equations given by
Sn+1i =  gn2(hni ) 7/3Qn+1i jQn+1i j (4.43)
When the water depth is infinitesimally small, the friction source terms calculated from
(4.43) may become excessively large ( 1020 depending on "h), which may exceed the max-
imum floating number precision of a machine and generates unexpected machine error that
prohibits a converged solution. To effectively resolve this (e.g. to rescale the equation to
 1010 and avoid any unexpected machine error), a simple technique is implemented herein.
The necessary auxiliary variables are defined as
Un+1i = Q
n+1
i /h
n+1
i , U
n
i = Q
n
i /h
n+1
i ,
Ani = A
n
i /h
n+1
i (4.44)
Sn+1i =  gn2(hni ) 4/3Un+1i jUn+1i j (4.45)
A new time-marching equation for the auxiliary variables can be obtained by dividing both
sides of (4.42) by hn+1i
Un+1i = U
n
i +t(A
n
i +
Sn+1i ) (4.46)
This is then solved using the Newton-Raphson method and Qn+1i can be easily recovered from
Un+1i using the relationship as defined in (4.44).
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The Newton-Raphson iteration procedure implemented for solving (4.46) is given as
Up+1 = Up + [I  tJ(Up)] 1[tS(Up) + t Ani   (Up   Uni )] (4.47)
with a convergence criteria defined as
jUp+1   Up j  0:001jUp j (4.48)
where I is the identity matrix, J is the Jacobian matrix of S, p and p + 1 denotes the iteration
steps and Uni provides the initial values to start the iterations. The solution procedure usually
converges in 2  3 steps, or less if the flow is near to a steady state or the friction is small.
Numerical experiments show that the iteration procedure requires less than 10% of the runtime
needed for calculating interface fluxes. Therefore, the current implicit friction term discretisa-
tion method does not affect the computational efficiency of the overall numerical scheme.
It should be noted that no special treatment is needed for wet-dry front except for setting
the velocities to zero when water depth is smaller than a small threshold (e.g. 10 10 m used in
this work).
4.4.4 Stability criteria
The proposed fully implicit method for discretising the friction source terms does not impose
any constraint on time steps. The stability criterion for the overall finite volume Godunov-type
scheme is therefore the CFL condition, which is given as
t = CFL min
i
(
di
jui j +
p
ghi
) (4.49)
where di is the minimum distance from cell centre to cell edges and the CFL number may take
any value between 0 and 1.
4.5 Results and validation
In this section, several test cases are simulated to validate the new overland flow model im-
plemented with the proposed novel SRM and implicit friction term discretisation scheme. Re-
sults obtained from a selection of alternative models introduced in section 4.3 are compared
to demonstrate the improved capability of the current model. Table 4.1 provides a list of the
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Table 4.1: Summary of models used for comparison
Model name Slope source term Friction source term
George George’s Riemann solver New implicit
HR Hydrostatic reconstruction method New implicit
SRM New surface reconstruction method New implicit
SRMEXP New surface reconstruction method Old implicit
SRMSPLIT New surface reconstruction method Fractional splitting
models used in the simulations with different combinations of slope source terms and friction
source terms discretisation. In Table 4.1, the old implicit scheme refer to the 2D form of the
explicit reformulation presented in (4.9-4.10) (e.g. Song et al. [2011b]) and the fractional split-
ting scheme refer to the implicit method used in Liang and Marche [2009] for which the 1D
form is presented in (4.13). In all of the simulations, CFL = 1.0 and g = 9:81 m/s2 are used.
The boundary conditions are imposed using the ghost cell method described in Liang [2010].
4.5.1 1D steady and uniform flow on slopes
One dimensional steady and uniform flow on inclined slopes is a simple test case. But it can
serve as a basic benchmark test to verify whether the slope source term and friction source
term are correctly discretised and computed. In this test case, water depth h = 0:01 m, the
Manning’s coefficient n = 0:033 sm 1/3 and five different slopes (0.02, 0.04, 0.06, 0.08 and
0.1) are used. Simulations are carried out at the same spatial resolution (x = 10 m) using
models with different schemes for slope term discretisation. As the slope increases, the steady
uniform flow changes from subcritical to supercritical. The steady state velocities computed
by different models are plotted against the analytical solution in Figure 4.5. Both of the ‘SRM’
and ‘George’ models predict correct steady state velocities while the ‘HR’ model fails to give
correct results for the flows over all five slopes. The velocities predicted by ‘HR’ do not vary
with the change of the slopes, indicating that the slope gradient approximated in ‘HR’ is effec-
tively bounded. The mass flux at a sample cell interface, i.e. discharge, computed by different
models are also compared in Figure 4.5. It should be noted that the discharge here is not nec-
essarily the same as hu defined at the cell centres. Only the ‘SRM’ model produces correct
interface mass flux for all five slopes. The ‘HR’ model completely fails and predicts constant
discharge for all five simulations. The predicted discharge is larger than the analytical discharge
at one simulation in the subcritical region but smaller than the correct solution in all other four
simulations including one for subcritical flow. This is clearly caused by the combination of the
constrained slope gradient and the ‘waterfall effect’ as implemented in the numerical scheme.
87
George’s augmented Riemann solver overestimates the discharge in the two simulations in the
subcritical region, which is consistent with the analysis provided in section 4.3.
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Figure 4.5: 1D steady and uniform flow on slopes: computed steady state velocities and dis-
charges on 5 different slopes. Left: Velocity; Right: Discharge.
Further simulations are also carried out using the models with different discretisation schemes
for the friction source terms to test their capability in terms of relaxing the flow to the equilib-
rium state. While the time steps predicted by the CFL condition increases with the cell size,
the relaxation time towards equilibrium does not depend on the cell size. Therefore it can be
expected that the flow is more likely to be relaxed to the equilibrium state in a single time step
when using coarser grids. Therefore, the simulations are performed at three spatial resolution
(x = 1 m, x = 10 m, x = 100 m) and the same slope (0.1). The water is set as motion-
less in the beginning. The velocities are normalised by the steady state velocity and plotted
against the time step count in Figure 4.6. Clearly, the ‘SRMSPLIT’ model is not able to relax
to the correct equilibrium state at all three spatial resolutions and the deviation increases as
the resolution decreases. ‘SRMEXP’ can relax the flow to the correct equilibrium state but
strong oscillations are observed for coarse grids (x = 10 m and x = 100 m). Furthermore,
excessively large velocities are at the first time step. The reason is that these two schemes
are essentially explicit, which effectively results in zero friction at the first time step. On the
contrary, the ‘SRM’ model with the new friction discretisation scheme is able to quickly and
monotonically relax the flow to the correct equilibrium state, achieved in only a single time
step even when a coarse enough grid is used (x = 100 m).
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Figure 4.6: 1D steady and uniform flow on slopes: relaxation towards the equilibrium state
with three different spatial resolutions. Left column: normal view. Right column: zoomed
view for clear illustration of SRM and SRMEXP.
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4.5.2 Rainfall on a V-shaped catchment
As shown in Figure 4.7, the V-shaped catchment consists of two hillsides with a 0.05 slope
and, in between, a channel with a 0.02 slope. Constant and uniform rainfall with an intensity of
10.8 mm/h falls on the whole catchment for 1.5 hours. The Manning coefficient is set to 0.015
sm 1/3 on the hillsides and 0.15 sm 1/3 on the channel. Compared with the 1D steady and
uniform flow on slopes, this test case is more realistic in the sense that the V-shaped catchment
can be interpreted as an idealisation of real world catchments. During the simulations, the
catchment is discretised using a grid of 10 m resolution. All of the domain boundaries are
closed except for the channel outlet where open boundary conditions are imposed.
0
.00
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0
.02
1000 m
800 m
20 m
Figure 4.7: Rainfall on a V-shaped catchment: geometry of the catchment.
Figure 4.8 plots the hydrographs at the hillsides and channel outlet predicted by the three
different models, comparing with the analytical solutions derived based on the kinematic wave
assumption Di Giammarco et al. [1996]. The time histories of water depth at the middle of hill-
side end and channel outlet are compared in Figure 4.10. Closest agreement with the analytical
solutions is achieved by the ‘SRM’ model. The hydrographs predicted by ‘HR’ has slower
rising limbs, which implies that the discharge has been underestimated. The maximum water
depth computed by the model ‘HR’ model is about 0.01 m, which is much smaller than the bed
elevation change across two cells (0.5 m). Therefore we can conclude that the error is caused
by the incorrect approximation of the slope gradient. George’s Riemann solver gives a correct
hillside hydrograph because the flow is on the hillside supercritical and George’s scheme does
not lead to overestimated discharge in supercritical flow conditions. But clear simulation error
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and small unphysical oscillations can be found in the hydrograph at the channel outlet.
Comparing the friction discretisation schemes, ‘SRMSPLIT’ gives the worst results. ‘SRM-
EXP’ produces better results; however, unphysical oscillations can be found at the initial stage
of the hydrograph at the hillside and larger deviation from the analytical solution is predicted at
the rising limb close to the steady phase, as shown in Figure 4.9. The different results predicted
by the models implemented with different friction discretisation schemes are consistent with
the analysis as provided in section 4.3 and the results for the 1D steady uniform flow test in
the previous section. The results clearly confirm that the new friction discretisation scheme
is indeed essential for accurate and stable simulation of overland flows with reasonable large
time steps (CFL = 1.0).
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Figure 4.8: Rainfall on a V-shaped catchment: comparison between the kinematic wave ana-
lytical solutions and simulated hydrographs at the: (a) hillside; (b) channel outlet. Note that the
kinematic wave solution for the falling limb of the channel outlet hydrograph is not available.
4.5.3 Still water test
In this test case, a quiescent steady flow over uneven topography (Hou et al. [2013a]) with
wet-dry interface to demonstrate that the new ‘SRM’ model is able to preserve the lake at
rest solution exactly. The 8000 m  8000 m domain is discretised into 160  160 cells. The
topography featured with two overlapped bumps is defined as b(x; y) = max(0; B1; B2) with
B1 = 2000  0:00032[(x   3000)2+(y   5000)2] and B2 = 900  0:000144[(x   5000)2+(y  
3000)2]. The initial water level is 1000 m. The results at t = 5000 s is illustrated in Figure 4.11
and clearly demonstrate that the lake at rest solution is exactly preserved by the new model.
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Figure 4.9: Rainfall on a V-shaped catchment: zoomed view of the discharge at the hill side.
(a) initial stage; (b) transition between increasing phase and steady phase.
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Figure 4.10: Rainfall on a V-shaped catchment: comparison of time histories of water depth
at: (a) middle of the hillside end; (b) channel outlet.
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Figure 4.11: Results for still water test after t = 5000 s. (a) 3D view; (b) Water level and
velocity at the diagonal cross section.
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4.5.4 Rainfall-runoff experiment in a simplified urban area
The rainfall-runoff experiment carried out by Cea et al. [2010] is considered to further validate
the current SWEs model for overland flow simulation in urban areas. The experimental urban
catchment is represented by a steel basin decorated with buildings made from wood blocks,
with the topography and the layout of buildings shown in Figure 4.12. The basin features a
valley in the middle with the bottom edge designed to be the outlet. The horizontal dimensions
of the buildings are 20 cm  30 cm and the vertical outer walls are 20 cm in height. All of the
buildings also have a roof with two sloping sides from the centre to the edge. Rainfall events
with a constant intensity of 300 mm/h but three different durations, i.e. 20 s, 40 s and 60 s, is
imposed on the basin. Following Cea et al. [2010], the three rainfall events are referred to as
Q25T20, Q25T40 and Q25T60.
(a) (b)
Figure 4.12: Rainfall-runoff experiment: (a) domain topography; (b) buildings layout.
During the simulation, the building blocks are represented in the model as part of the topog-
raphy without any further special treatment. The Manning coefficient is set to 0.016 sm 1/3
over the entire domain as suggested by Cea et al. [2010]. The uniform computational grid
consists of 50000 cells with a 0.01 m resolution. Zero flow depth is assumed in the boundary
ghost cells at the bottom edge of the domain to impose the outlet boundary conditions while
the other three edges are assumed to be closed.
Figure 4.13 presents the ‘SRM’ predicted water depths and velocities induced by the three
rainfall events at the time when the rainfall stops. It is evident that rainfall-runoff process and
the resulting flow patterns are closely related to domain topography. The rainwater flows from
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sloping roofs of the buildings to the ground, which is then directed to valley at the centre of
the basin and travels towards the bottom outlet. Although the water depths on the building
roofs are very small, the velocities are significant and diverge from the central line of the roofs
due to the slopes, indicating correct representation of the slope gradients and runoff with small
water depth. Because the proposed numerical scheme effectively handles excessive slopes, no
unrealistically large velocities are predicted at the edges of the buildings where abrupt change
of the topography occurs. Figure 4.14 compares the simulated discharges produced by all three
different models with the experiment measurements at the bottom outlet for the three rainfall
events. Excellent agreement is achieved by ‘SRM’ for all three cases, confirming the model’s
superior simulation accuracy. The ‘HR’ model also gives good results because the resolution is
high for this small-scale test case and the inadequacy of the hydrostatic reconstruction method
in handling small water depth is therefore not pronounced. The peak discharge is slightly
overestimated, which may be due to the fact that the flow in valley centre is mostly subcriti-
cal, as illustrated in Figure 4.15 (b), and the George’s Riemann solver typically overestimates
discharge on slopes for subcritical flows as discussed in section 4.3.
In this test, the entire domain is wet due to uniform rainfall events. Because George’s Rie-
mann solver does not involve any special treatment to enhance numerical stability, the predicted
velocities near to building walls where abrupt change of bed elevation occurs are significantly
higher (5 - 10 times) than those in other areas with smooth topography. These ‘big’ velocities
effectively control the model stability, leading to the use of much smaller and unstable time
steps, as shown in Figure 4.16. This inevitably affects the numerical stability and computa-
tional efficiency of the model. This test case therefore also demonstrates the importance of
implementing an appropriate technique (e.g. the SRM proposed in this work) to automatically
constrain bed slope gradients over the entire whole domain.
4.5.5 Laboratory-scale flash flood onto a simplified urban district
This urban flash flood experiment was carried out by Testa et al. [2007] as part of the joint
European IMPACT (Investigation of extreMe flood Processes And unCerTainty) project. The
physical model is a 1:100 representation of the Toce river valley built in the CESI facility in
Milan, Italy. Cubic concrete blocks with a side length of 15 cm were placed in a staggered lay-
out to represent buildings, as shown in Figure 4.17 (a). The inflow hydrograph (total discharge
at the inlet), as shown in Figure 4.17(b), was controlled by a head tank located at the left-hand
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Figure 4.13: Rainfall-runoff experiment: ‘SRM’ predicted water depths and velocities at the
end time of rainfall for the three rainfall events.
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Figure 4.14: Rainfall-runoff experiment: comparison between the numerical and experimental
hydrographs at the domain outlet for the three rainfall events.
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(a) (b)
Figure 4.15: Rainfall-runoff experiment: simulation results predicted by the model imple-
mented with the George’s Riemann solver for rainfall event Q25T60 at t = 60 s. (a) velocity.
(b) Froude number.
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Figure 4.16: Rainfall-runoff experiment: temporal change of time steps produced by the three
different models for the Q25T60 simulations.
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side of the valley (Testa et al. [2007]), which was referred to as the ‘low’ discharge in Testa
et al. [2007]. The water depth was continuously measured at 10 gauge points during the 60 s of
the experiment; the locations of gauges are also illustrated in Figure 4.17 (a). Open boundary
conditions are imposed at the downstream (right) end of the valley.
(a) (b)
Figure 4.17: Flash flood onto an urban area: (a) layout of the physical model; (b) inflow hy-
drograph.
The Manning coefficient is set to 0.0162 sm 1/3 as suggested by Testa et al. [2007]. A
uniform computational grid at a 0.025 m  0.025 m resolution is used for the simulation. The
buildings are represented in the models by simply raising the bed elevation 0.15 m above the
ground. Figure 4.18 presents the ‘SRM’ predicted water depths and velocities different output
times, which clearly shows the model’s capability in capturing the transient features of the flash
flood. The velocity of the flood front is very high before it reaches the buildings; the flow is
then slowed down by the buildings and a reflected shock is developed. Meanwhile, a signifi-
cant amount of floodwater bypasses the built area through the two sides of the valley. Flood
depth starts to decrease after the peak flow has passed. Figure 4.19 further verifies the current
simulation results by comparing the predicted time histories of water depth with the measured
data and those predicted by alternative models (‘George’ and ‘HR’). Overall, the current nu-
merical results agree well with the measurements and correctly predict both of the arriving time
and peak water depth except for Gauges P6 and P8, where the numerical simulation respec-
tively underestimates the flood peak by 1 cm and 2 cm, respectively. This may be attributed
to the three-dimensional flow phenomena associated with this highly transient and turbulent
flow processes that are not able to be captured by the shallow water equations. This test case
does not typically involve those challenging perspectives for overland flow simulations, and
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so that most Godunov-type schemes can produce satisfactory results. The results predicted by
‘SRM’ are similar to the alternative simulations produced by the other two models. This test
case demonstrates that the new model can successfully simulate those highly transient flows
with wetting and drying.
4.5.6 Hypothetic rainfall event on the Haltwhistle Burn catchment
The Haltwhistle Burn catchment, covering an area of about 42km2, is a small catchment in
Northumberland, England. It is one of the Rapid Response Catchments recognised by the UK
Environment Agency. The topographic map of the catchment is shown in Figure 4.20.
In order to verify the new model’s capability in simulating overland flows over real world
topography, a hypothetic rainfall event is assumed and the resulting rainfall-runoff and over-
land flow processes are simulated using the new SRM model. Constant and uniform rainfall
with an intensity of 45 mm/h is assumed to fall on the whole catchment for 2 hours. The sim-
ulation is carried out for a total of 10 hours starting from beginning of the rainfall. Most of
the catchment is covered by pastures and so a constant Manning coefficient of 0.05 sm 1/3 is
used. Zero infiltration is assumed and open boundary conditions are imposed. The rectangu-
lar computational domain embracing the catchment is discretised by a uniform grid at a 5 m
resolution, containing 4 million cells. During the simulation, water level is monitored at four
gauges located along the Haltwhistle Burn.
The water depth simulated by the new ‘SRM’ model is shown in Figure 4.21. The rainfall
induced overland flow converges into the streams, river channels and lower parts of the catch-
ment, which is as expected. Figure 4.22 presents the time histories of water depth recorded
at the four gauges. In order to compare numerical results, simulations are also carried out us-
ing alternative models (i.e. ‘George’ and ‘HR’). From the results, it is observed that ‘George’
and ‘HR’ perform more consistently than the SRM model and both predict earlier arrival of
the flood peaks. To better explain this, the Froude number of the flow predicted the ‘George’
model is plotted in Figure 4.23 for t = 2 h. The Froude number is relatively small in the al-
most the entire domain and the flow is predominantly subcritical. It has been concluded that
George’s Riemann solver tends to overestimate the discharge on slopes when the flow is sub-
critical and this obviously explains the earlier arrival of flood peaks. The early arrival of flood
peaks predicted by the ‘HR’ model may be explained by the overestimated discharge caused
by the ‘waterfall effect’ in this case. The cell size used in the simulation is 5 m and the water
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Figure 4.18: Flash flood onto an urban area: simulated water depths and velocities.
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Figure 4.19: Flash flood onto an urban area: time histories of water depth at nine sample
gauges.
depth on the slopes is typically at an order of 0.01 m. As a result, even a gentle slope can lead to
variation of bed elevation between neighbouring cells larger than the water depth, effectively
causing the ‘waterfall effect’. The ‘SRM’ model as presented does not suffer from either of
these limitations and hence predicts a late arrival of the flood peaks.
In order to compare their computational efficiency, the three different models are imple-
mented in the same GPU-accelerated codebase and simulations are all carried out on a NVIDIA
Tesla K40 GPU. Table 4.2 provides the quantitative comparison of the time step count and run-
time required by the three models. The three different simulations need similar number of time
steps to finish the whole simulation. Unlike the urban rainfall experiment test previously con-
sidered, the ‘George’ model does not require much more time steps than the other two models
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Figure 4.20: The topographic map of the Haltwhistle Burn catchment and the locations of the
gauges.
because the time steps are more controlled by the largest water depth in the river channels rather
than the largest velocity for this specific case. In terms of run time, the new ‘SRM’ model con-
sumes 199 minutes to finish the 10-hour simulation, about 40% more than the 137 minutes as
required by the ‘HR’ model. The computational efficiency between the two models is therefore
comparable and the new SRM implementation does not necessarily lead to substantial increase
of computational cost. On the other hand, the ‘George’ model is found to be nearly three times
slower than the current SRM model due to the complexity of the Riemann solver.
Table 4.2: Hypothetic rainfall event on the Haltwhistle Burn catchment: time steps count and
total run time for three simulations.
Model name Time steps count Total run time (minutes)
George 154744 595
HR 151034 137
SRM 151089 199
4.6 Conclusion
This chapter discusses in detail the existing challenges encountered in overland flow simula-
tion, proposes new discretisation schemes to deal with these challenges, and subsequently im-
plement these new schemes to develop a new hydrodynamic overland flow model with much
improved computational efficiency and numerical stability. The new model has the following
key features:
1. Through implementation of a novel surface reconstruction method (SRM) proposed in
this work, the current hydrodynamic overland flow model is able to correctly compute
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Figure 4.21: Hypothetic rainfall event on the Haltwhistle Burn catchment: water depth (in
metres) predicted by the new model at t = 1 hours, t = 2 hour, t = 5 hours and t = 10 hours.
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Figure 4.22: Hypothetic rainfall event on the Haltwhistle Burn catchment: time histories of
water depth at the four gauges.
Figure 4.23: Haltwhistle  hypothetic  flood: Froude number  predicted by the  model  with
George’s Riemann solver at t = 2 hours.
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the bed slope source terms in the limit of disappearing water depth, maintain numeri-
cal stability for simulations over rough terrains with abrupt change of bed profiles, and
preserve the lake at rest solution with wetting and drying.
2. An implicit scheme is proposed to discretise the strongly nonlinear friction source terms,
allowing correct recovery of the theoretical equilibrium state when water depth is small
and friction becomes dominant. This new implicit friction discretisation scheme allows
accurate and stable simulations using ‘normal’ time steps controlled by the CFL condi-
tion, effectively improving computational efficiency.
3. When incorporating with a classic Riemann solver that solves the homogeneous SWEs
(e.g. the HLLC approximate Riemann solver as adopted in this work), the new model is
able to give correct prediction of mass flux, i.e. unit discharge, on slopes in the limit of
disappearing water depth.
These features are essential for accurate, stable and efficient simulation of overland flows.
Theoretical analysis and numerical simulations show that the prevailing shallow flow models
do not normally implement with all these features simultaneously. The new overland flow
model developed in this work resolves all the aforementioned numerical challenges and has
all of the above positive features in a single code base. The new model is validated against
several test cases and produced numerical results that agree closely with analytical solutions or
experimental measurements. The new model also clearly outperforms, in terms of numerical
accuracy, stability and efficiency, several other alternative models implemented with different
source term discretisation schemes as summarised in Table 4.1.
The numerical technologies featured by the model, i.e. the SRM and the implicit discreti-
sation of the friction source terms will be used for developing the proposed integrated multi-
hazard modelling system. As a standalone tool, the model developed in this work can be used
as a reliable tool for catchment-scale overland flow simulations.
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Chapter 5. A new non-hydrostatic depth-averaged model for flow-like
landslides over complex terrain
5.1 Introduction
To facilitate the development of a unified mathematical framework for simulating both water
and mass flow, this chapter presents a new depth-averaged model based on a global Cartesian
coordinate system with the following highlights:
1. New governing equations have been derived through depth-integration and asymptotic
analysis, taking into account the non-hydrostatic vertical pressure and centrifugal force;
the resulting equations are hyperbolic and rotational invariant, and mathematically pre-
serve the lake at rest solution.
2. A modified hydrostatic reconstruction method is proposed to numerically handle wet-
ting and drying and preserve the lake at rest solution in the context of a second-order
Godunov-type finite volume scheme.
3. A new splitting method is proposed to discretise the friction source terms.
5.2 Governing equations
5.2.1 Depth-averaging
On a rectangular Cartesian coordinate system with the vertical axis parallel to the direction
of gravity, the three-dimensional governing equations for the single-phase granular flows are
given by
ru = 0 (5.1)
f@u
@t
+ r(u 
 u)g = rT + g (5.2)
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where r is the gradient operator, u = (u; v;w)T defines the velocity field,  is the bulk density,
t denotes the time, 
 is the dyadic product, T is the Cauchy stress tensor, g = (0; 0; g)T gives
the gravity field. According to Savage and Hutter [1989], the moving mass may be assumed
to satisfy an internal Mohr-Coulomb frictional rheology. The Cauchy stress tensor may be
decomposed into an isentropic pressure p and a deviatoric stress :
T =  pI +  (5.3)
where I is the identity tensor and = (xx; xy; xz; yy; yz; zz) contains stress components
in different directions.
For the above governing equations (5.1-5.2), the kinematic boundary conditions are applied
at the free surface and the bed as
ws =
@s
@t
+ us
@s
@x
+ vs
@s
@y
and wb =
@b
@t
+ ub
@b
@x
+ vb
@b
@y
(5.4)
where s and b respectively denote the free surface and bed elevations, as illustrated in Figure
5.1.
b
h
Datum
x
z
s
Figure 5.1: The depth-related variables used in the new depth-integration model.
To compare the magnitude of different terms and make appropriate approximations, the
above governing equations will be non-dimensionalised through the introduction of the fol-
lowing dimensionless variables:
(x; y; z; b; s; h) = L(x^; y^; z^; b^; s^; "h^) , t = L/
p
gHt^ (5.5)
(u; v;w) =
p
gH(u^; v^; w^) (5.6)
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in which (x; y; z) define the the three-dimensional Cartesian coordinates, h is the depth of the
mass flow (s = h + b, as illustrated in Figure 5.1), L and H are the characteristic length
and thickness, and the aspect ratio must satisfy " = H/L  1 to reinforce the shallow flow
assumption, and quantities with hats represent the scaled variables. Herein, the downslope
flow speed is assumed to be of the same order as the gravity wave celerity U =
p
gH which
is different from U =
p
gL as used in Savage and Hutter [1989]. The difference between the
gravity force and the resistance is of a lower order compared with the gravity force itself; thus
the flow velocity can only be accelerated to the order of
p
gH but not
p
gL. The same scalings
have also been used in other literature (e.g. Gray and Edwards [2014]).
The scaled stress tensor components may be subsequently given as
(p; xx; yy; zz; xy; yz; xz) =
gH(p^; ^xx; ^yy; ^zz; ^xy; ^yz; ^xz)
(5.7)
According to the Mohr-Coulomb assumption, the magnitude of all the deviatoric tensor
components are O(gH), where  is the friction coefficient.
In order to estimate the influence of bed curvature on the movement of flow-like landslides,
it is also useful to scale the second-order derivatives of the bed elevation
(
@2b
@x2
;
@2b
@y2
;
@b
@x@y
) = "L 1(
@2b^
@ x^2
;
@2b^
@ y^2
;
@ b^
@ x^@ y^
) (5.8)
Herein we introduced a free parameter  to characterise the curvature of the topography
because the magnitude of L/L2 alone is not adequate to quantify the curvature. For example, a
flat slope and a strongly curved slope both have the same L/L2. For irregular topography, co-
efficient  may usually take a value between 1 and 2, except for cases where the slope direction
changes abruptly such as near a wall or cliff.
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Finally the expanded non-dimensionalised governing equations are given as follows
@u
@x
+
@v
@y
+ " 1
@w
@z
= 0 (5.9)
"(
@u
@t
+
@u2
@x
+
@uv
@y
+ " 1
@uw
@z
) =
  " @p
@x
+ "
@xx
@x
+ "
@xy
@y
+ 
@xz
@z
(5.10)
"(
@v
@t
+
@uv
@x
+
@v2
@y
+ " 1
@vw
@z
) =
  " @p
@y
+ "
@xy
@x
+ "
@yy
@y
+ 
@yz
@z
(5.11)
"(
@w
@t
+
@uw
@x
+
@vw
@y
+ " 1
@w2
@z
) =
  @p
@z
+ "
@xz
@x
+ "
@yz
@y
+ 
@zz
@z
  
(5.12)
in which the hats have all been dropped for simplicity.
Defining the depth-averaged variables as
h = s   b; () = 1
h
Z s
b
()dz (5.13)
and incorporating the boundary conditions in (5.4), the three-dimensional non-dimensionalised
governing equations (5.9-5.12) may be integrated along the vertical direction through the ap-
plication of the Leibniz integral rule, leading to the following depth-integrated equations:
@h
@t
+
@hu
@x
+
@hv
@y
= 0 (5.14)
"(
@hu
@t
+
@hu2
@x
+
@huv
@y
) = "( @h p
@x
+ 
@hxx
@x
+ 
@hxy
@y
)
 pb @b
@x
+ bxx
@b
@x
+ bxy
@b
@y
  bxz (5.15)
"(
@hv
@t
+
@huv
@x
+
@hv2
@y
) = "( @h p
@y
+ 
@hxy
@x
+ 
@hyy
@y
)
 pb @b
@y
+ bxy
@b
@x
+ byy
@b
@y
  byz (5.16)
"(
@h w
@t
+
@huw
@x
+
@hvw
@y
) = "(
@hxz
@x
+
@hyz
@y
)
+pb + bxz
@b
@x
+ byz
@b
@y
  bzz   h (5.17)
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It is noted that the leading order balance in (5.17) (i.e. the same equation without all O(")
or smaller terms) is between the pressure and gravity plus the shear stresses. At the initial
stage of the slope collapse, the left hand side (LHS) of (5.17), i.e. vertical acceleration, may
be significant as well. This indicates that the hydrostatic assumption is no longer valid in a
rectangular Cartesian coordinate system where the vertical axis is aligned with the direction of
gravity. This brings in a major difficulty for deriving a closed depth-averaged equations.
The right hand side (RHS) terms in (5.15-5.17) may still be evaluated under the shallow
“water” assumption, involving firstly the determination of the force normal to bed surface by
projecting the momentum equations (5.15-5.17) onto the axis normal to be bed, i.e. basal
normal direction. In order to simplify the expression of projected equations, it is useful to
rewrite (5.15-5.17) into a single vectorised equation as
L = T + Tb + f (5.18)
where L is LHS of (5.15-5.17) and may be referred to as the depth integrated inertial force
(acceleration times volume), T is the depth-averaged force vector defined as
T =
*........,
"( @h p
@x
+ 
@hxx
@x
+ 
@hxy
@y
);
"( @h p
@y
+ 
@hxy
@x
+ 
@hyy
@y
);
"(
@hxz
@x
+
@hyz
@y
)
+////////-
(5.19)
and Tb is the basal force vector
Tb =
*........,
 pb @b
@x
+ bxx
@b
@x
+ bxy
@b
@y
  bxz;
 pb @b
@y
+ bxy
@b
@x
+ byy
@b
@y
  byz;
pb + bxz
@b
@x
+ byz
@b
@y
  bzz
+////////-
(5.20)
and f = (0; 0; h)T is the gravity-related body force.
The projection of (5.15-5.17) onto the basal normal direction can be therefore written as
L  nb = T  nb + T  nb   h

(5.21)
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where nb =
1
(  @b@x ;  @b@y; 1) is the basal inward normal with  = f( @b@x )2 + ( @b@y )2 + 1g1/2.
For shallow flows, it is generally assumed that the velocity is (nearly) parallel to the bed
surface, the relationship between the three components of the velocity u can be written in the
following formal form:
w = u
@b
@x
+ v
@b
@y
+O(") (5.22)
After using (5.22) to replace the vertical velocity component w in L, i.e. LHS of (5.15-5.17)
which is inside the integral of the definition (5.13), and following certain algebraic manipula-
tions, LHS of (5.21) becomes
L  nb = "
1+

hvTHv +O("2) (5.23)
where v = (u; v)T and H is the Hessian matrix defined as
H =
2666666664
@2b
@x2
@b
@x@y
@b
@x@y
@2b
@y2
3777777775
(5.24)
Herein, it is also assumed
u2 = u2; v2 = v2; uv = uv (5.25)
In (5.23), the first term at the right hand side (RHS) indeed contains the centrifugal forces,
which have been derived naturally from the above depth-integrating procedure without making
any ad-hoc assumptions. Now the basal normal force can be easily evaluated from (5.21) by
substituting (5.23) into (5.21)
T bn = T
b  nb = h

(1 + "1+vTHv) +O(") (5.26)
in which the term T  nb in (5.21) has become part of the residual term O(") as evidenced from
(5.19).
With T bn , it is possible to obtain RHS terms in (5.15-5.17) or the vectorised equation (5.18).
The first step is to make an approximation of Tb. According to the Mohr-Coulomb rheology
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assumption, the basal tangential stresses acting on the bed is given as
 b =  ( h

(1 + "1+vTHv) +O("))   u
b
jub j (5.27)
The vertical velocity component wb in ub is related to the horizontal velocity components
ub and vb through
wb = ub
@b
@x
+ vb
@b
@y
(5.28)
Substituting (5.28) into (5.27) leads to
 b =  ( h

(1 + "1+vTHv) +O("))  u
bq
ub2 + vb2 + (ub @b@x + v
b @b
@y )
2
(5.29)
The basal force (i.e. Tb) can be expressed as the combination of the basal normal force and
tangential force, i.e.
Tb = T bn n
b +  b
= (
h
2
(1 + "1+vTHv) +O(")) (5.30)
(nb   u
bq
ub2 + vb2 + (ub @b@x + v
b @b
@y )
2
)
It is straightforward to infer from (5.15-5.16) that Tb is O(") in the x and y directions
because all other terms are O("). Therefore nb   ubq
ub2+vb2+(ub @b@x+v
b @b
@y )
2
in (5.30) must be
O(") otherwise Tb will become O(1). Assuming that the velocity is linearly distributed along
the depth, the basal velocities in (5.30) can also be replaced by the depth averaged velocities.
Then (5.30) can be rearranged to become
Tb =
h
2
(1 + "1+vTHv)  (nb   u
bq
u2 + v2 + (u @b@x + v
@b
@y )
2
) +O("2) (5.31)
An approximation of Tb can now be obtained by omitting the higher order O("2) term in
(5.31). The next step is make an approximation of the depth-averaged force T . Firstly, pb
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must also be estimated and may be obtained from the following relationship
T bn = T
b  nb = (pb   nb  bnb) (5.32)
where the second equality results from some simple algebraic manipulations. Combining it
with (5.26) gives the following explicit expression for
pb =
h
2
+O(") +O("1+) +O() (5.33)
Assuming linear pressure distribution along the vertical direction, the depth averaged pres-
sure can be obtained
p =
1
2
pb =
h
22
+O("1+) +O(") +O() (5.34)
Subsequently, we have
@h p
@x
=
h
2
@h
@x
+
1
2
h2
@(1/2)
@x
+O("1+) +O(") +O() (5.35)
The corresponding expression in the y-direction can be derived in a similar way.
Substituting (5.35) into (5.19) gives
T =  "( h
2
rh; 0)T + "(1
2
h2r(1/2); 0)T +O("2+) +O("2) +O(") (5.36)
Again, the higher order termO("2) is small thus can be omitted, similarly theO("2+) term
representing the variation of depth-averaged centrifugal force. The second term in the RHS of
(5.36) is also dropped due to the following reason: 1) @(1/2)/@x inside this term is indeed
a function of the second-order derivatives of b with a magnitude of O("), the entire second
term is thus O("1+), which is small enough in most places except for where slope direction
changes abruptly; 2) omission of this term ensures the preservation of lake at rest solution,
which will be explained in more details in section 2.2.1. The last O(") term is linked to the
shear stresses determined by the Mohr-Coulumb rheology, which can be taken into account by
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introducing a lateral stress coefficient K . Then (5.36) becomes
T =   h
2
Kgh(rh; 0)T (5.37)
A popular method to determine the lateral stress coefficient was derived by Savage and
Hutter [1989]. However the approach cannot be directly used here because it was originally
derived on a local coordinate system with the vertical axis normal to the bed. A rotated stress
tensor should be applied to obtain a new lateral stress coefficient, but the resulting formula
is highly complicated. Actually the validity of the lateral pressure coefficient introduced by
Savage and Hutter [1989] is still in debate and the more recent molecular dynamic simulations
(Silbert et al. [2003], GDR Midi [2004]) suggested that the lateral pressure coefficient is actu-
ally closer to unity. In this work, the lateral stress coefficient is taken as unity (i.e. K = 1) for
simplicity but more complicated formula can be adopted in the future. This value has been also
adopted by many other researchers to develop their models (e.g. Bouchut and Westdickenberg
[2004], Pudasaini and Hutter [2003], Gray et al. [1999]). Substituting the above forces terms,
i.e. (5.25), (5.31) and (5.37) into (5.21), the depth-averaged momentum equations in the x and
y-direction can be finally obtained
"(
@hu
@t
+
@hu2
@x
+
@huv
@y
)
= "(  h
2
@h
@x
)   ah(@b
@x
+
uq
u2 + v2 + (u @b@x + v
@b
@y )
2
)
(5.38)
"(
@hv
@t
+
@huv
@x
+
@hv2
@y
)
= "(  h
2
@h
@y
)   ah(@b
@y
+
vq
u2 + v2 + (u @b@x + v
@b
@y )
2
)
(5.39)
a =
1
2
(1 + "1+vTHv) (5.40)
The final depth-averaged governing equations for mass movement are obtained after refor-
mulating (5.14) and (5.38-5.39) with the dimensional variables and dropping the bars above
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the depth-averaged variables for simplified expression:
@h
@t
+
@hu
@x
+
@hv
@y
= 0 (5.41)
@hu
@t
+
@hu2
@x
+
@huv
@y
=  gh
2
@h
@x
  ah(@b
@x
+
uq
u2 + v2 + (u @b@x + v
@b
@y )
2
) (5.42)
@hv
@t
+
@huv
@x
+
@hv2
@y
=  gh
2
@h
@y
  ah(@b
@y
+
vq
u2 + v2 + (u @b@x + v
@b
@y )
2
) (5.43)
a =
1
2
(g + vTHv) with H =
2666666664
@2b
@x2
@b
@x@y
@b
@x@y
@2b
@y2
3777777775
(5.44)
 = f(@b
@x
)2 + (
@b
@y
)2 + 1g1/2 (5.45)
The above equations appear to be similar to the shallow water equations, which may be
beneficial in terms of adopting existing numerical methods originally developed for the shal-
low water equations. In addition to the friction and centrifugal force terms (vTHv), the major
difference is that the terms at the RHS of (5.42) and (5.43) as well as the gravity term are
simply multiplied by a factor of 1/2. This factor is only related to the bed topography and
is independent of either the coordinate system or the velocity direction, which is an essential
condition to ensure rotational invariance of the above depth-averaged equations. The inclusion
of the factor is theoretically important in order for the governing equations to properly describe
the effect of complex topography in a Cartesian coordinate system.
The above depth-averaged governing equations are subsequently rewritten in a conservative
matrix form to facilitate the implementation of a finite volume Godunov-type scheme:
@q
@t
+
@f(q)
@x
+
@g(q)
@y
= Sb + S f (5.46)
114
where the vector terms are given by
q =
26666666664
h
uh
vh
37777777775
f(q) =
266666666664
uh
u2h +
1
2
1
2
gh2
uvh
377777777775
g(q) =
266666666664
vh
uvh
v2h +
1
2
1
2
gh2
377777777775
(5.47)
Sb =
2666666666664
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 ah @b
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1
2
gh2
@(1/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1
2
gh2
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3777777777775
S f =
2666666666666664
0
auq
u2 + v2 + (u @b@x + v
@b
@y )
2
avq
u2 + v2 + (u @b@x + v
@b
@y )
2
3777777777777775
(5.48)
Compared with the relevant formulations reported in the literature (e.g. Juez et al. [2013],
Hergarten and Robl [2015]), the new depth-averaged mass flow governing equations (5.46-
5.48) have been rigorously derived and mathematically justified. More importantly, the current
equations introduce new terms to better represent the physics behaviour of mass flows. Firstly,
the new terms 12gh
2 @(1/
2)
@x and
1
2gh
2 @(1/
2)
@y in Sb which are directly resulted from the omis-
sion of the second term in (5.36) are essential for the mathematical preservation of the lake at
rest condition as will be explained in the next sub-section; numerical experiments demonstrate
that neglecting these terms will lead to spurious wave-like solution if the domain topography
is highly irregular. Secondly, the inclusion of new centrifugal force term (i.e. vTHv in (5.44))
ensures that the flow velocity is calculated correctly on curved topography that is often encoun-
tered in real-world simulations.
The most pronounced effect of the non-hydrostatic pressure is that the gravity g is reduced
by a factor 1/2, so that flow modelled by the current equations could move slower than that
modelled by the hydrostatic shallow water equations. The effect of the centrifugal force is
more complex. On the one hand, it increases the normal pressure and hence the friction force,
so that the movement modelled by the new equations could be slower. On the other hand,
the centrifugal force can also results in faster movement of flow in some certain situations.
Considering flow moving from an inclined slope into a horizontal plane, the vertical velocity
component will disappear when it moves into the horizontal plane if the centrifugal force is not
considered, leading to the reduction of velocity on the horizontal plane. Adding the centrifugal
force will retain the full magnitude of the velocity so that the the flow can actually moves faster.
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Compared with the more complicated Boussinesq-like models (e.g. Denlinger and Iverson
[2004] and Castro-Orgaz et al. [2014]), the models based on the current depth-averaged gov-
erning equations are computationally much less demanding due to the use of much simplified
formulation and subsequently the less sophisticated numerical schemes.
5.2.2 Compatibility with other types of rheology
The derivation here relies on a the shallow water assumption and the scalings in (5.5-5.7).
Sometimes the internal rheology is known or assumed. In such a case, changing internal rhe-
ology only leads to the difference of the stress scaling (5.7). In (5.7), all the stresses except
for the normal pressure p leads to an O(") term that has been finally dropped in our deriva-
tion. For less viscous fluid or material with similar frictional rheology like I rheology, we
can still safely ignore these stresses. So all the derivation of the non-hydrostatic pressure and
centrifugal force remains the same and we can still have a similar set of equations with only the
exception of the basal resistance terms. But sometimes the basal resistance terms are empirical
rather than derived formally by assuming an internal rheology. We may take the pragmatic ap-
proach, i.e, replacing the basal resistance terms without changing other terms. In other words,
the current model can be used for simulating flows with other types of rheology simply by
changing the basal resistance terms in both cases.
5.2.3 Properties of the new depth-averaged equations
In this section, the new depth-averaged governing equations will be proved to satisfy three
important properties, i.e. mathematical preservation of the lake at rest solution, hyperbolicity
and rotational invariance, which are essential to guarantee accurate numerical solutions in the
context of implementing a Godunov-type numerical scheme.
1. Mathematical preservation of the lake at rest solutions
Preservation of the lake at rest solution is a necessary condition to ensure numerically stable
and physically correct simulation results. The lake at rest conditions may be defined as
h + b = const and u = 0; v = 0 (5.49)
To prove the preservation of these conditions, we may substitute (5.49) into (5.46-5.48) and
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the continuity equation is automatically satisfied. Herein we focus on the x-direction momen-
tum equation and the y-direction equation can be proved in a similar way. After eliminating
all terms containing zero velocities, the x-direction momentum equation reduces to
@
@x
(
1
2
1
2
gh2) =  gh
2
@b
@x
+
1
2
gh2
@
@x
(
1
2
) (5.50)
After applying the chain rule and simple manipulations, the equation can be further simpli-
fied to become
gh
2
@h
@x
=  gh
2
@b
@x
(5.51)
which is equivalent to
gh
2
@(h + b)
@x
= 0 (5.52)
Since we have h + b = const, the above equation is apparently satisfied. Therefore, the
new governing equations mathematically preserve the lake at rest solution.
The above balancing property is a direct result of the inclusion the additional terms 12gh
2 @(1/
2)
@x
in the x-direction momentum equation and 12gh
2 @(1/
2)
@y in the y-direction equation in (5.46-
5.48). The governing equations presented by Juez et al. [2013] do not include these two terms
and hence cannot mathematically preserve the lake at rest solution. A special numerical tech-
nique must be introduced to discretise the slope source terms in order to ensure the preservation
of the lake at rest solution at the discrete level. As a result, their simulation results are highly
dependent on the cell edge orientation and the common rectangular Cartesian grids may not
even produce acceptable results.
2. Hyperbolicity
The Jacobian matrix corresponding to the flux terms is given by
J =
@F(q)
@q
=
26666666664
0 nx ny
(c2   u2)nx   uvny 2unx + vny uny
 uvnx + (c2   u2)ny vnx unx + 2vny
37777777775
(5.53)
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where the flux vector F(q) = f(q)nx + g(q)ny, with nx and ny being the two Cartesian com-
ponents of the unit vector, c =
p
gh
 is the wave speed, the eigenvalues of J are
1 = unx + vny + c; 2 = unx + vny; 3 = unx + vny   c (5.54)
Obviously, these eigenvalues are distinct real values when h , 0; therefore the correspond-
ing homogeneous equations of (5.46-5.48) are strictly hyperbolic when h , 0. This implies
that the new depth-averaged mass flow governing equations can be numerically solved using a
range of Godunov-type numerical schemes that have been established for solving the shallow
water equations.
3. Rotational invariance
Rotationally invariant equations are independent of the choice of coordinate directions, there-
fore facilitating the implementation of a more robust numerical scheme and ensuring more
reliable simulation results. Adopting the following rotational matrix
T =
26666666664
1 0 0
0 cos  sin 
0   sin  cos 
37777777775
(5.55)
in which  is an arbitrary angle. It is straightforward to verify that the fluxes of the depth-
averaged equations satisfy
cos f(q) + sin g(q) = T 1f(Tq) (5.56)
and therefore are rotational invariant. Similarly, the source terms can be also proved to be
rotationally invariant and so the overall formulation strictly satisfies the rotational invariant
requirement.
5.3 Numerical scheme
In this work, the hyperbolic conservation laws formed by the newly derived depth-averaged
governing equations are solved using a Godunov-type finite volume scheme to produce au-
tomatic shock-capturing numerical solutions. In order to effectively preserve the lake at rest
118
solution at the discrete level, and handle wetting and drying, particular attention is paid to
implement a hydrostatic reconstruction approach (Audusse et al. [2004]) with effective im-
provements and discretise the source terms in a divergent form. A fractional splitting method
is used to evaluate the friction source terms to reinforce the non-negative numerical solutions.
5.3.1 Finite volume discretisation
A finite volume numerical scheme solves the integrated form of governing equations and the
resulting semi-discretized equation for an arbitrary cell ‘i’ is given by
@qi
@t
+
1

i
NX
k=1
Fk(q)lk = Sbi + S f i (5.57)
where ‘k’ is the index of the cell edges (N = 4 for Cartesian grids adopted in this work) of an
arbitrary cell ‘i’, lk is the length of cell edge ‘k’ and 
i is the cell area.
Herein, the overall solution procedure adopts a fractional splitting method to update the
flow variables to a new time level, i.e. qn+1i , where n denotes the time level. In the first step,
the flow variables are updated against only the interface fluxes and slope source terms using a
second-order Runger-Kutta time marching scheme as follows
qi = q
n
i +t
nK(qni ) (5.58)
qi = q
n
i +
tn
2
(K(qni ) + K(q

i )) (5.59)
where the Runge-Kutta coefficient is defined as
K(qi) = Sbi   1

i
NX
k=1
Fk(qi)lk (5.60)
In the second step, the flow variables are fully updated by also taking into account the
friction source terms using the following time-marching formula
qn+1i = q

i +t
nSf i (5.61)
Details of the calculation for each term will be given in the following sub-sections.
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5.3.2 Interface flux calculation
The interface fluxes in (5.57) are calculated by solving the Riemann problems defined locally
at each cell interface, i.e. F(q) = F (qL; qR), where qL and qR are the Riemann states.
In order to obtain the Riemann states, firstly the linear reconstruction as originally proposed
by van Leer [1979] is used to estimate the face values of flow variables from their cell-centred
values:
f L = fi +	(ri)rir fi and f R = f j +	(r j)rjr f j (5.62)
where f denotes a flow variable, ‘ j’ represents a neighbour of cell ‘i’, the subscripts ‘L’ and
‘R’ represent ‘left’ and ‘right’, r is the distance vector from the cell centre to the face centre,
	(r) is a limiter function to ensure monotonicity during the interpolation to suppress spurious
oscillations in the numerical solutions. In this work, the minmod slope limiter is adopted,
which is defined on a rectangular Cartesian grid for cell ‘i’ as
	(ri) = max[0;min(ri; 1)] and ri =
f+   fi
fi   f  (5.63)
in which the subscripts + and   denote the upstream and downstream cells, respectively.
With the face values, the final left and right Riemann states are obtained by implementing
the hydrostatic reconstruction method as proposed by Audusse et al. [2004] to avoid nega-
tive water depth. The first step is to define a single bed elevation at the cell interface under
consideration:
b f = max(bL; b

R) (5.64)
where bL and b

R are calculated by finding the difference between the linearly reconstructed
face values of water surface elevation (i.e.  = h+ b) and water depth. Then the left and right
Riemann states of the water depth are redefined as
8>><>>:
hL = max(0; hL + b

L   b f )
hR = max(0; hR + b

R   b f )
(5.65)
which are then used to reconstruct other Riemann states
8>><>>:
[hu]L = hLu

L, [hv]L = hLv

L
[hu]R = hRu

R, [hv]R = hRv

R
(5.66)
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The Riemann states are then used to define local Riemann problems, which are numeri-
cally solved to evaluate the interface fluxes. Due to the similarity between the new mass flow
governing equations (5.46-5.48) and the classic shallow water equations, a standard approach
developed for the shallow water equations can be used with certain modifications. We assume
that both sides of the cell interface share the same modified gravity acceleration, which may
be simply determined by finding the average between the two neighbouring cells:
g f =
1
2
g(
1
i
2
+
1
 j
2
) (5.67)
where 1/i
2 is calculated in cell ‘i’ as
i = f(@b
@x
)2i + (
@b
@y
)2i + 1g
1
2 (5.68)
where the gradient terms of b can be calculated simply using central difference method.
Therefore solving (5.46-5.48) essentially becomes seeking numerical solution to the shal-
low water equations with a modified but still constant gravity acceleration. An HLLC approx-
imate Riemann solver (Toro [2001]) already introduced in Chapter 4, is implemented herein to
evaluate the interface fluxes with the only exception that g is replaced by g f .
5.3.3 Slope source term discretisation and preservation of the lake at rest solutions
Apart from the flux calculation, the slope source term Sb must also be discretised properly to
preserve the lake at rest solutions. A new formulation different from that in the original hydro-
static reconstruction method (Audusse et al. [2004]) is derived to adapt to the new governing
equations.
To discretise the slope source term Sb, we first integrate Sb over the entire domain 
 of an
arbitrary cell, i.e.
Z


Sbd
 =
Z


"
 ahrb+ 1
2
gh2r( 1
2
)
#
d
 (5.69)
=
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r( 1
22
gh2) + (a   g)r(1
2
h2)   ahr
#
d
 (5.70)
In a spatially second-order scheme, the gradient term r is constant within a cell, leading
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to the following relationship:
Z


hrd
 =
Z


1
2
r(   bM)2d
 (5.71)
where bM is defined at the centre of the domain, essentially the cell centred value. After ap-
plying the Green-Gauss theorem, the discretised equation for the slope source term Sb can be
obtained as
Sbi =
1

i
NX
k=1
[
1
2
(gk + ai   gi)hLk2   1
2
ai(k   bi)2]nk lk (5.72)
where gk , calculated by (5.67), is the modified gravity acceleration at cell edge ‘k’; gi = g/2i
is defined at the cell centre; hLk is the hydrostatic reconstructed water depth at cell edge ‘k’ ob-
tained according to (5.65); ai is calculated according to (5.44) with the second-order derivatives
approximated using central differences. Unlike the original hydrostatic reconstruction method
(Audusse et al. [2004]), the above slope source term discretisation scheme does not involve
any additional cell centred source term to maintain the consistency of the overall numerical
scheme, removing extra effort in numerical implementation.
The preservation of the lake at the rest solutions of the overall numerical scheme can
be proved as follows. For the lake at rest condition:  = const and v = 0, the centrifu-
gal force term vTHv vanishes, thus ai = gi, and k is equal to i at all cell edges; hencePN
k=1
f
1
2ai(k   bi)2
g
nk lk will also disappear. As a result, the discretised Sbi becomes
Sbi =
1

i
NX
k=1
1
2
gkhLk2nk lk (5.73)
It is trivial to verify that (5.73) exactly balances the summation of flux at all cell edges.
Therefore the lake at rest solutions are maintained.
5.3.4 Friction source term calculation
The friction source terms in (5.48) represent the kinetic frictions. If the soil is static and the
forces induced by the pressure gradient and slope gradient is smaller than the kinetic friction
force, a static resistant force smaller than the kinetic friction will exist to balance exactly the
other forces to maintain the static soil. Friction forces alone can only stop the flow but can
never reverse the flow. In order to represent this physical reality in the numerical model, the
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friction source term must be restricted as follows:
S f =
8>><>>:
Sf if jS f jt < jfj
 f/t if jS f jt >= jfj
(5.74)
where f = (0; hu; hv)T contains the flow variables updated using the second-order Runge-Katta
scheme as introduced previously; Sf is calculated from (5.48) with the updated water depth h
and velocity vector v at the cell centre.
Due to the use of the above restriction measures, the current friction discretization scheme
will never revert the flow. It is also straightforward to verify that the current scheme maintains
the static soil condition. If kinetic friction is larger than other forces, the velocity will be
slowed down to nil in the friction source term discretisation as provided in (5.61). Therefore,
the physical nature of the friction forces is correctly interpreted in the numerical scheme.
5.4 Results and validation
In this section, the new mass flow model as presented in the previous sections is validated
against several test cases, including an idealised uniform flow on an inclined frictional slope,
two experimental granular flow tests and two real-world flow-like landslides.
5.4.1 A uniform but unsteady flow on an inclined frictional slope
A uniform but unsteady flow on an inclined frictional slope may test the effect of the non-
hydrostatic pressure and is considered herein. Being a simple test, the analytical solution may
be derived. This test has been considered by a few other researchers (e.g. Hergarten and Robl
[2015]). The flow occurs on a slope with an angle of  and friction coefficient of . The
flow depth is h and the depth-averaged velocity ~u is parallel to the slope surface. The flow
acceleration can be then obtained by applying the Newton’s second law
d~u
dt
= g sin    g cos  (5.75)
which can be projected to the x-direction as
du
dt
= g cos  sin    g cos2  (5.76)
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For a uniform but unsteady flow, @u@x and
@h
@x are both 0 and hence the flow acceleration given
by our new depth-averaged equation is
du
dt
=   g
2
(
@b
@x
+ ) (5.77)
Considering that @b@x =   tan  and 12 = cos2 , (5.77) and (5.76) become identical. The
new mass flow model presented in this work can therefore exactly recover the uniform but
unsteady flow on a frictional inclined slope.
However, if the conventional shallow water equations are used without the modified gravity
acceleration, the flow acceleration will be predicted as
du
dt
=  @b
@x
  g = g tan    g (5.78)
where a factor of cos2  has been missed out compared with the correct solution. For real-world
landslides, the slope can be as steep as 30 40. In such cases, the conventional shallow water
equations will overestimate the flow acceleration up to 30%, which will lead to unacceptable
errors in velocity and run-out distance predictions.
5.4.2 USGS granular flow experiment
An experimental granular flow reported by Denlinger and Iverson [2001] is used herein to test
the current non-hydrostatic depth-averaged landslide model. The experiment was undertaken
in USGS. In the experiment, 290 cm3 dry quartz was placed behind a gate on an inclined flume.
The flume consists of three parts: an inclined slope of 31:4, a curved section with a 10 cm
radius and a horizontal run-out surface at the end. The width of the flume is 20 cm. A sketch
of the experiment setup is shown in Figure 5.2. The friction angle between the granule and the
bed is 29 as suggested by Denlinger and Iverson [2001]. During the experiment, the gate was
suddenly opened to release the granule, which flowed rapidly downstream through the flume
and finally deposited at the horizontal surface.
The simulated flow profile at different output times are shown in Figure 5.3. As the gate
is opened, the mass front rapidly moves down the slope. When the mass front reaches the
horizontal plane, it begins to deposit to form a pile, which is consistent with the observation
during the experiment. The measured and predicted flow extents, defined by the front and
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35.76 cm r = 10 cm
Sand
31.4 degrees
Figure 5.2: USGS granular flow experiment: experiment setup.
rear positions of flow at different times, are compared in Figure 5.4. Satisfactory agreement
has been achieved, demonstrating the capability of our model in reproducing this laboratory
test. In order to investigate the influence of non-hydrostatic pressure and curvature effects, we
respectively turned off non-hydrostatic correction, i.e. set 1/2 = 1 and centrifugal forces
and plotted the corresponding front and rear positions in Figure 5.4. Clearly, both the non-
hydrostatic pressure and curvature effects significantly influences the results. Negligence of
non-hydrostatic pressure leads to faster mass movement and the deposition of flow front at
a further position. On the contrary, the negligence of curvature effect causes slower mass
motion and nearer deposition position of the flow material because the velocity component
normal to the bed surface disappears when the bed slope direction changes if the curvature is
not considered.
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Figure 5.3: USGS granular flow experiment: simulated flow profile at different output times
(the depths are amplified 5 times for clearer illustration).
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Figure 5.4: USGS granular flow experiment: measured and predicted front and rear positions
of flow.
5.4.3 Experiment granular flow with an obstacle
In this section, the granular flow experiment reported by Gray et al. [2003] is simulated using
the new model. The topography of the experiment is illustrated in Figure 5.5, featured with a
pyramid shaped obstacle on an inclined flume. Starting from time zero, granule was fed from
the upstream side of the flume with a constant velocity and depth.
34 degrees
1 m
1.2 m
Figure 5.5: Experimental granular flow with an obstacle: the topography of the experiment.
During the simulation, the friction angle between the flume and the granule is chosen as
29. The simulated flow patterns are shown in Figure 5.6 for different output times, compared
with the snapshots taken at the same moments during the experiments. As the granule flow
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moves to downstream, the flow front hits and is blocked by the obstacle. The Coulomb basal
friction balances the internal pressure gradients caused by the obstacle to create a stationary
zone. At the meantime, a detached shock wave is formed upstream and separates the flow into
two streams because the inflow velocity is greater than the wave speed
p
gh in this case. Such
a phenomenon is physically similar to a ‘hydraulic jump’ in hydraulics. The simulated results
are observed to be consistent with the experimental records. Particularly, the location of the
simulated shock wave front and the extent of the stationary zone both match well with those
provided by the experiment, demonstrating that the new model is able to capture complex flow
characteristics such as shock waves that form around complex topography.
5.4.4 2015 Heifangtai landslide, China
Herein a real-world landslide event featured with complex topography is further simulated to
confirm the simulation capability of the new model. As shown by the satellite image in Figure
5.7, a landslide happened in 2015 at the Heifangtai loess platform located 42 km to the west of
Lanzhou city, in Yongjing county, Gansu province, China. Heifangtai loess platform is prone
to landslides as a result of intensive agricultural irrigation. Following irrigation, water seeps
into the slope to form saturated bands with low shear strength and initiates slope failure. The
platform can be as high as 100 m with steep slopes up to 30, creating a large gravitational
potential that may drive a landslide to travel rapidly for a long distance. For example, the
particular landslide considered in this work travelled nearly 500 m. The depth of the landslides
(1 m) was much smaller than its horizontal span (100 m). Therefore the depth-averaged
model presented herein provides an appropriate tool to simulate this type of landslides. As can
be seen from Figure 5.7, the topography of the study site is complex featured with two trenches
developed along the slope direction. The landslide induced mass flow mainly travelled along
the trenches and deposited along the whole flow paths.
During the simulation, a constant bed friction angle of 14 is used, which is chosen to be
close to the typical residual shear strength (12 15) of the loess in this area. The total volume
of the landslide body was about 0.1 million m3. Simulation results at t = 15 s, t = 30 s, t = 45
s and t = 60 s are plotted in Figure 5.8 to present the major dynamic characteristics of the
landslide. At the beginning of the event, the soil moves down rapidly through the channels;
after 30 seconds, the landslide reaches its maximum runout distance; then it begins to deposit
and completely settled down after 60 seconds. Deposited material can be found along almost
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Figure 5.6: Experimental granular flow with an obstacle: simulated (left column) and measured
(right column; from Gray et al. [2003]) flow patterns at different output times (right column).
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Figure 5.7: Satellite image of the Heifangtai 2015 landslide. (Image from google.com and
copyright of DigitalGlobe)
the whole slope, as also shown in the satellite image. The simulated deposition extent matches
generally well with the observation from the satellite image, despite obvious discrepancy in
the final flow front. In the satellite image, a small amount of soil flowed further and formed a
tongue shape deposition in the northern part, which is not reproduced by the current simulation.
A possible reason is that part of the soil may have higher water content thus been fluidised more
thoroughly to travel for a longer distance. This effect however is not taken into account in the
current model. Generally, the simulation successfully reproduces the overall flow process of
the event and provides a deposited extent generally comparable with that shown in the field.
This confirms the simulation capability of the present non-hydrostatic depth-average landslide
model and demonstrates its potential for simulating flow-like landslides with complex topo-
graphic settings.
5.4.5 Socompa rock avalanche, Chile
The Socompa debris avalanche deposit is at the border of Argentina and Chile. Although this
avalanche occurred about 7000 years ago, the hyperarid climate of northern Chile has well pre-
served the morphology of its deposit. Therefore, this avalanche has been intensively studied in
the past few decades (e.g. Van Wyk De Vries et al. [2001], Kelfoun and Druitt [2005]). Kelfoun
and Druitt [2005] reconstructed the topography before the collapse based on the description by
Van Wyk De Vries et al. [2001] (Figure 5.9). The avalanche deposit was formed by a gravita-
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Figure 5.8: Simulated flow depths of 2015 Heifangtai landslide at different moments, from top
to bottom: t = 15 s, t = 30 s, t = 45 s and t = 60 s.
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tional failure of the northwestern flank of the 6000-m-high stratovolcano (Van Wyk De Vries
et al. [2001]), leaving a 300 to 400-m-high cliff and a 12-km-wide amphitheater. The dropping
distance from the summit of the volcano to the ground was about 3000 m. Kelfoun and Druitt
[2005] simulated this avalanche with a depth-averaged model that is based on the curvilinear
coordinate system. They found that using a constant retarding stress of 52 kPa reproduces the
final extent and morphology of the avalanche deposit surprisingly well.
Figure 5.9: Socompa volcano: satellite image, location and reconstructed topography before
and after the collapse (Image from Kelfoun and Druitt [2005]).
In this section, we further tested our model’s capability by simulating this avalanche us-
ing the same type of basal resistance term. For the current non-hydrostatic depth-averaged
formulation, the basal resistance term with a constant retarding stress is given as
S f =
2666666666666664
0
bu

q
u2 + v2 + (u @b@x + v
@b
@y )
2
bv

q
u2 + v2 + (u @b@x + v
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@y )
2
3777777777777775
(5.79)
where b is the constant retarding stress and  is the density of the material. During this simu-
lation, we used the same topography that was used by Kelfoun and Druitt [2005], which has a
spatial resolution of 100 m.  is set as 2000 kg/m3 following Kelfoun and Druitt [2005].
Flow depths at different moments are plotted together with the result by Kelfoun and Druitt
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[2005] in Figure 5.10. After the collapse of the volcano, the majority of debris moves rapidly
towards northwest. As the debris is being blocked by the mountains at the west, a reflected
wave is moving towards the centre and forming the middle escarpment (ME in Figure 5.9).
The debris moving towards north is diverted towards northeast to become the frontal lobe (FL
in Figure 5.9). After 600 s, the avalanche have reached its maximum extent. The simulated
extent and morphology of the avalanche debris generally matches well with the observation
while an obvious difference can be found at the northwest front (L in Figure 5.9) where the
simulated runout extent is further than the observation. Such a difference is possibly caused by
the inadequacy of the basal resistance term or the uncertainty of initial conditions. These results
are very similar to those reported in Kelfoun and Druitt [2005]; we use a constant stress of 55
kPa that is only slightly different from 52 kPa used by Kelfoun and Druitt [2005]. Considering
that we used different coordinate systems and numerical methods, such a small difference can
be regarded as acceptable.
5.5 Conclusions
This chapter presents a new non-hydrostatic depth-averaged model for simulating flow-like
landslides. Based on the shallow flow assumption and the Mohr-Coulomb rheology, new
depth-averaged governing equations are derived in a mathematical rigorous way through asymp-
totic analysis in a global Cartesian coordinate system. The new equations take into account the
non-hydrostatic vertical pressure and centrifugal acceleration due to bed curvature. The fi-
nal governing equations are rotational invariant, hyperbolic and mathematically well-balanced
to preserve the lake at rest solution. A second-order Godunov-type finite volume numerical
scheme is then implemented to solve the new governing equations. To preserve the lake at rest
solutions and facilitate a non-negative approach for treating wetting and drying, the hydrostatic
reconstruction approach is implemented with certain modifications proposed in the context of
the new governing equations. A simple fractional scheme with a novel discretisation scheme
for friction terms is proposed to properly simulate the static resistance and stopping condition.
The new model is therefore mathematically and numerically rigorous to support landslide sim-
ulations over complex real-world terrains.
The new model has been validated against several test cases. The model is able to reproduce
the exact solution to the uniform flow on a frictional slope and satisfactory results for two
laboratory scale test cases, including the more complex case of granular flow interacting with
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Figure 5.10: Snapshots of Socompa debris avalanche simulation. Left column: simulation
by the current model. Right column: simulation by Kelfoun and Druitt [2005]. From top to
bottom: t = 200 s, t = 400 s and t = 600s.
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an obstacle. Then the model is applied to simulate two field-scale landslides with complex
topographic features. The model is able to successfully capture the major characteristics of
the landslide dynamics and predict a final deposited extent and morphology comparable to that
shown in satellite images or simulation results reported in the literature. This confirms the
simulation capability of the current model and its potential for a wider range of applications.
The new model can be used as a standalone tool for robust simulation of flow-like landslides
for analysing the run-out distance and flow dynamics. More importantly, the new governing
equations and numerical schemes provide a firm basis for developing the proposed integrated
multi-hazard modelling system. Because the new model is formulated on a global Cartesian
coordinate system and compatible with other types of rheology, it enables us to simulate dif-
ferent types of mass and water flows by varying the rheology in a single modelling framework.
This will be further demonstrated in the next chapter by combining the current model with
Manning’s friction law to simulate flood waves.
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Chapter 6. A high-performance modelling framework for multiple
hazards
6.1 Introduction
The shallow water equations are based on global Cartesian coordinate system. On the contrary,
most depth-averaged equations for flow-like landslides are based on surface fitted curvilinear
coordinate system in order to properly take into account the non-hydrostatic vertical pressure
and centrifugal force due steep slopes and large curvature. The use of different coordinate
systems makes it difficult to simulate water flows and mass flows in a single codebase.
Chapter 5 presented a new non-hydrostatic depth-averaged model for simulating flow-like
landslides on global Cartesian coordinate systems. We also indicated that the non-hydrostatic
governing equations can also incorporate other types of basal resistance terms in addition to
the Mohr-Coulomb friction terms. Therefore, the non-hydrostatic depth-averaged equations
derived in Chapter 5 may become a unified formulation for simulating both water flows and
mass flows. To demonstrate this capability, the depth-averaged equations presented in Chapter
5 is combined with Manning’s friction law to simulate water flows, i.e. flood waves in this
chapter.
In this chapter, we also present a flexible GPU-accelerated codebase that supports long term
development of this model.
6.2 Governing equations
The governing equations used in this chapter only differs from the depth averaged equations
derived in chapter 5, i.e. (5.46-5.48) in terms of the basal resistance terms. The Manning
friction law is used herein as the basal resistance terms, which is the same as the formulae in
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chapter 4 (4.3-4.4). For completeness, the governing equations are summarised as follows
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with the vector terms given by
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where the notations are identical to those used in Chapter 4 and Chapter 5.
6.3 Numerical scheme
The modified hydrostatic reconstruction method is used herein to solve the governing equations
with the exception that a second-order new Implicit-Explicit (IMEX) Runge-Kutta scheme is
used as the time-marching scheme to handle the non-linearity of the friction term. Based on
the work of Pareschi and Russo [2005], we devised the following second-order IMEX Runge-
Kutta scheme:
Step 1:
q1i = q
n
i +t[K(q
n
i ) + S
1
f i] (6.4)
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In each step, the Runge-Kutta coefficient is defined the same as (5.60) while the friction
terms are computed implicitly using the method described in section 4.4.3. We will now prove
that the IMEX Runge-Kutta scheme can relax the velocity to the correct equilibrium between
friction term and bed slope term in a single time step when the friction is very large. Firstly,
step 3 and 4 are reformulated into the following form:
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If we take t ! 1, we can obtain from (6.5) that
1
4
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1
2
S2f i = 0 (6.10)
Substituting (6.10) into (6.8) and take t ! 1, we can obtain that
1
4
[K(qni ) + K(q
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2
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Again, substituting (6.11) into (6.9) and take t ! 1, we can obtain that
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2
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If the convective flux terms in (6.12) are neglected, we can find the following balance
between bed slope terms and friction terms
1
2
(Snbi + S
1
bi) = S
n+1
f i (6.13)
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Then the velocity can be recovered as
un+1i =
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C f
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(6.14)
which is effectively the velocity at the equilibrium. Therefore, the IMEX Runge-Kutta scheme
can relax the velocity to the correct equilibrium between friction and bed slope in a single time
step when the friction is dominantly large. Because of this property, the new IMEX Runge-
Kutta scheme is accurate and stable when dealing with non-linear friction terms.
6.4 Software design
6.4.1 Programming language
As one of the most popular programming language in software engineering, C++ provides the
highest efficiency and enormous versatility to programmers. It is a pre-compiled language so
that it avoids the overhead of runtime interpreting needed by script languages such as Java
and Python. It supports multiple paradigms such as imperative, object-oriented and generic
programming features, which makes designing flexible code structure possible. Moreover, it
can be easily combined with NVIDIA CUDA. Therefore, C++ has been chosen to write the
main structure of the code. For the components doing computations on GPUs, we use CUDA
like we did for the SPH-SWEs model.
6.4.2 Architecture of the code
In order to achieve flexibility, we adopt the following strategy: Firstly, we abstract a common
pipeline from the computing processes. Secondly, we standardise the interfaces between the
steps of the pipeline. Thirdly, we program each step as a component of the code. This strategy
brings in some important benefits. First of all, because different computing processes share a
common structure, new functionality can be coded easily by combining the components (steps
of the pipeline). These components can be easily replaced by others because the interface
remains the same, so that existing code can be updated straightforwardly. Then the question is
how to design such a pipeline and the interfaces between its steps.
We design the pipeline and interfaces between its steps by analysing the procedure of solv-
ing partial differential equations (PDEs) because the proposed multi-hazard modelling system
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essentially models the physical processes by solving PDEs. Considering the following conser-
vation laws
@U
@t
+
@U
@x
= 0 (6.15)
A semi-discrete explicit scheme for solving the above equation can be given as
Un+1 = Un  t @U
@x
(6.16)
where n and n + 1 denotes time step. The basic quantity involved in (6.16) is a field, i.e. a
variable U, on which the differential operator @@x is applied. The resulting gradient
@U
@x is also a
field, which is then multiplied by a scalar  t and added to Un to obtain a new field Un+1. This
process involves two basic type of elements: field like U and the functions operating on them
like @@x and   which are termed as operators. Solving more complex PDEs like the SWEs may
need a more complicated process but the ingredients are essentially the same. If we define these
operators as basic components of the code and take fields as input and output, we can design
the pipelines and interfaces very naturally. Sequential arrangement of operators become the
pipeline and fields such as U become the interfaces between different components.
Based on this strategy, we designed the architecture of the code as is shown in Figure 6.1.
It contains three major parts: fields, operators and solvers. Fields and operators correspond to
the concepts in the procedure of solving PDEs that is aforementioned. Fields are implemented
as classes while operators are functions. Solver is the entry of the code, i.e. the main function.
It defines the fields and calls the operator functions for solving certain PDEs.
field
operator 1 operator 2 operator N
solver
output input
Figure 6.1: Architecture of the code.
6.4.3 Implementation of the key components
In this section, more details of implementing the three major parts, i.e. fields, operators and
solvers are presented. The details presented in this section also serve as a guideline for under-
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standing the source code and undertaking further development.
1. Field
Rather than a continuous function of space and time, a field in the code is a finite set of
values defined on a mesh. Figure 6.2 shows that the data structure of a field contains four
layers: basic quantities, array, mesh and mapped field. Each of them is coded as a group of
classes.
mapped field
mesh
array
basic quantities
(scalar, vector, tensor)
Figure 6.2: Data structure of field.
Basic quantities are the classes Scalar, Vector and Tensor. They are the implementations of
the mathematical concepts bearing the same names. They contain 1,2 and 4 double precision
float numbers as data members respectively and mathematical operations such as +,−,*,/, dot
product, cross product and norm as member functions.
Array is a container that assembles these quantities. Array stores data on both host and
device memory and manages the synchronisation between them so that a single class can be
used for both host and device functions. Data is stored sequentially so that it is very efficient
for developing grid based hydrodynamic solvers which accesses the data also sequentially.
Similarly, we implemented another class 2DArray to store basic quantities as a matrix.
The class Mesh contains the geometric and topological information of all the computational
grids stored in units of Arrays or 2DArrays. Two types of mesh are implemented in this soft-
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ware. The first one is a simplified implementation of half-edge mesh data structure to represent
general unstructured grids, but in many applications the Cartesian grids are usually more con-
venient. Though the half-edge mesh data structure contains all the information Cartesian grids
needed, it also contains some redundant information that can be removed. Therefore, another
class CartesianMesh is implemented specifically for Cartesian grids through further simplify-
ing the half-edge mesh data structure to avoid overhead. In the half-edge data structure, each of
the cell is assigned an index. Each edge shared by two cells are divided into two half-edges. All
the half-edges are assigned a global index. A local index starting from 1 marking its sequence
in the cell is also assigned to each half-edge. The global indices of the half-edges in each cell
are stored in a 2dArray called CellHalfedges. Some half-edges lie outside the boundary, each
of these half-edges is assigned another global index. Another 2dArray called CellNeighbours
is storing the neighbouring cells and boundaries. For the ‘ith’ edge of an arbitrary cell N , a
pair of integers (k,M) is used to identify its adjacent cell. There are two possibilities here:
1) if the half-edge is adjacent to another cell, then M is used to store the index of the
neighbour cell, k is used to store the local index of the half-edge of the neighbouring cell that
is adjacent to cell ‘N’.
2) if the half-edge lies on the boundary, k is set to 0 to denote that it is on the boundary
because the local index of a half-edge of a cell is always bigger than 0 and M is used to store
the global index of the boundary.
This pair of integers is stored as a structure in ith row of N th column in CellNeighbours.
An example of the half-edge data structure is illustrated in Figure 6.3. In this example, cell 0
has a neighbour denoted by (3,1), which means that it is adjacent to the 3rd half-edge of cell 1.
Two edges of the cell 0 are at the boundary, which are denoted by (0,0) and (0,1). The centroid
position and area of each cell are stored in Arrays following the sequence of cell indices. The
outward normal direction and length of the half-edges are also stored in Arrays following the
sequence of global indices of half-edges. For Cartesian grids, the index of the half-edge is
arranged anticlockwise starting from the south edge. So that the normal directions of Cartesian
cell edges always points to one of the four directions (south, east, north and west), the normal
directions of cell edges is known once we know the half-edge index. Therefore the normal
directions of cell edges is no longer stored in CartesianMesh to save some memory.
The class MappedField stores a pointer to Mesh or CartesianMesh so that operator function
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can query data in the mesh through this class. An array called data is included in MappedField
to store the field values corresponds to the cells within the domain. These values are sequenced
by the cell indices. MappedField also contains an array BoundaryValues that stores the field
values at all the ghost cells at the boundary.
0 1
0(1)
3(1)
1(2)
2(3) 4(2)
5(3)
0
3
1
2
Figure 6.3: An illustrative example of the half-edge data structure.
2. Operators
The operators are functions that can be divided into two categories: algebraic operators and
differential operators. Algebraic operators are those do not require information from neigh-
bouring cells and its calculation follows a certain routine. Essentially, algebraic operations
on fields are merely repetition of algebraic operation on its data members which are always
compositions of the following two basic form of functions: y = f (a) and y = f (a; b). For ex-
ample. a2+b can be accomplished by compositing f (a) = a2 and f (a; b) = a+b. Therefore,
a way of implementing the algebraic operator functions is implementing two template func-
tions which has either one or two fields as input arguments. One of the template parameter is a
function type so that we only have to define f (a) or f (a; b) as an anonymous function (lambda
in C++11) or a function pointer as the template parameter to decide which algebraic operation
to do. Any algebraic operations can be achieved by compositing these two template functions.
Our implementation adds great flexibility to the software because new algebraic operators can
now be implemented easily.
Differential operators are those requiring information from neighbouring cells and bound-
aries. Generally, they loop over the neighbours to enquiry the data needed and then make
some calculations. The computation process of differential operators are usually much more
complex so that defining a specific routine for them is not feasible. Therefore each differential
operator must be implemented separately.
Because the software uses GPUs to accelerate the computation, both algebraic and differen-
142
tial operators contain CUDA kernels as sub-functions to do the computations on GPUs. These
kernels subtract raw pointers from the field class as arguments to access memory on GPUs.
3. Numerical solvers
Numerical solvers are implemented by combining MappedFields and operator functions.
Variables in PDEs, for example water depth h in the SWEs, are defined as MappedFields in
the beginning to be used by the operator functions. Then several operator functions are called
following specific sequences to solve the PDEs.
6.5 Results and validation
In this section, two widely used benchmark tests are simulated to validate the proposed model.
The results are compared with experimental results or field measurements as well as results
by solving the traditional SWEs. The scheme for solving the SWEs is obtained by simply
setting 1/2 = 1 and ignoring the centrifugal force term. The difference between the numerical
aspects of the SWEs model and the non-hydrostatic shallow flow model is therefore minimal, so
that we can constrain the comparison solely to the difference between the governing equations.
6.5.1 Dam-break wave over a triangular sill
This test case is recommended by the EU IMPACT project to validate shallow flow models.
The experimental set-up is shown in Figure 6.4. The water depth history was recorded with
three gauges during the experiment. Details of this experiment can be found in Soares-Frazão
[2007]. The Manning coefficient is set to 0.011 m/s1/3, and a spatial resolution of 0.025 m was
used for the simulations.
We compared the simulated water depth history at three gauges with the measured data at
Figure 6.5. Because the dam-break waves are being reflected repeatedly between the triangular
sill and the walls, multiple peaks appear in the water depth history plot. The SWEs model and
the new non-hydrostatic shallow flow model give very similar results, and both of them agree
in general with the experiment. The new non-hydrostatic shallow flow model however predicts
the arriving time of the first peak in gauge 2 more accurately which may be due to the effect
of non-hydrostatic pressure or curvature. This test case suggests that the new non-hydrostatic
shallow flow model is as good as the SWEs model for simulating complex dam-break waves
over irregular topography.
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G3 G2 G1
0.065 m
Figure 6.4: Initial configuration of experiment of dam-break wave over a triangular bottom
sill.
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Figure 6.5: Dam-break wave over a triangular sill: comparing simulated water depth and ex-
perimental data at three gauges.
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6.5.2 Malpasset dam-break flood
Herein, the Malpasset dam-break flood is simulated to investigate the new non-hydrostatic
shallow flow model’s performance on more realistic topography. The snapshots of flood ex-
tent are compared in Figure 6.6. The results produced by the new non-hydrostatic shallow
flow model agree closely with the results by the SWEs model. The only noticeable differ-
ence is that the flood front moves slightly faster (about 100 m ahead) in the simulation by the
new non-hydrostatic shallow flow model, probably due to the curvature effects. In terms of
the maximum water level at the police survey points, we compared the predicted values with
the measured data at Figure 6.7. The non-hydrostatic shallow flow model gives slightly bet-
ter results, which is reflected in the RMSEs shown in Table 6.1. RMSE of the results of the
non-hydrostatic shallow flow model is about 12% lower than that of the SWEs model. This
test case confirms the current non-hydrostatic shallow flow model’s capability for simulating
flood waves on realistic topography. On a Tesla M2075 GPU, the SWEs model took 426 s to
finish the whole simulations while the non-hydrostatic shallow flow model took 947 s, which is
2.2 times slower apparently due to the additional efforts to calculate non-hydrostatic pressure
and centrifugal forces. The performance figures are comparable to another GPU-accelerated
second-order Gudunov-type FV code mentioned in chapter 3 (Amouzgar et al. [2014]), which
takes 330 s to finish the whole simulation.
Table 6.1: Malpasset dam-break flood: Comparison of RMSEs between the SWEs model and
the non-hydrostatic shallow flow model.
shallow water equations non-hydrostatic shallow flow model
3.65 m 3.23 m
6.6 Conclusions
In this chapter, the non-hydrostatic depth-averaged equations for flow-like landslides is com-
bined with Manning’s friction law to simulate flood waves. In order to ensure the accuracy
and stability of the model, an Implicit-Explicit Runge-Kutta scheme is devised to discretise the
friction term. The resulting model is applied to simulate two dam-break flood test cases and
compared with a SWEs model with similar numerical method. Numerical results show that
the current non-hydrostatic shallow flow model can give results as good as or slightly better
than the SWEs model’s results, which confirms that the non-hydrostatic depth-averaged equa-
tions derived in chapter 5 can be used to simulate water flow thus it can serve as a unified
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(a) t = 5 minutes
(b) t = 10 minutes
(c) t = 20 minutes
(d) t = 30 minutes
Figure 6.6: Malpasset dam-break flood: inundation maps predicted by different models at
different times.
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Figure 6.7: Malpasset dam-break flood: comparing simulated water level with police survey
data.
mathematical framework for both water flows and mass flows.
In addition, a flexible and efficient software design is presented. The code is written in
C++ and CUDA to benefit from the versatility provided by C++ and run on GPUs. The archi-
tecture of the code is designed by abstracting a common pipeline and the associated interfaces
between the steps from the procedure of solving PDEs. The pipeline comprises several oper-
ator functions while fields of the PDEs becomes the interface between the operator functions.
The operator functions can be combined to solve new PDEs and replaced without affecting
other parts of the code, so that this software framework is flexible enough to implement new
functionality or update existing code. Because the code can run on GPUs, it is highly efficient
for large-scale simulations. Numerical test shows that the efficiency of the SWEs solver im-
plemented in the current framework is comparable with another CUDA accelerated FV code
for the Malpasset dam-break simulation, which suggests that a satisfactory efficiency has been
obtained.
The mathematical formulation together with the software design presented in this chapter
provide a multi-hazard modelling framework that enables the development towards a catch-
ment scale physically-based multi-hazard model.
147
148
Chapter 7. Conclusions and future work
A physically-based catchment scale multi-hazard model based on the solution to the depth-
averaged governing equations can be very useful for understanding the underlying physics of
the water-related natural hazards, i.e. flash floods, landslides and debris flows, and quantify-
ing their risks. This thesis developed the key simulation technologies that must be used for
developing such a model. This chapter summarises these simulation technologies, draws key
conclusions of the whole thesis and point out directions for the future development of the pro-
posed multi-hazard model.
7.1 Conclusions
7.1.1 The choice of numerical method
FV and SPH represent the two major categories of numerical methods, i.e. Eulerian grid-
based method and Lagrangian meshless method. This thesis first compared the FV and SPH
numerical methods and assessed their suitability to support the development of the proposed
multi-hazards model. The SPH was improved for solving the SWEs through deriving a cor-
rected formulation that balances the bed slope source term and the internal pressure gradient
term. Simulation of idealised benchmark tests shows that the corrected SPH formulation is
more reliable than the standard formulation for simulating shallow flows over irregular topog-
raphy. Then the new SPH-SWEs model is accelerated using GPUs and its performance is
compared with a second-order Godunov-type FV model in the context of practical flood sim-
ulation. The Malpasset dam break and a hypothetic flood event in the Thamesmead floodplain
were simulated. Generally, the SPH model may give results similar to those produced by the
FV model if simulations are carried out at comparable spatial resolutions. However, the SPH
model required much higher computational cost (about 50 times greater) to obtain comparable
results. Because improved computational efficiency is crucial for the practical application of
the proposed multi-hazards model, it is concluded that the FV model is more suitable for use
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in developing the proposed multi-hazard model.
7.1.2 Simulation technologies for overland flows
Overland flow plays a central role in the formation of and interactions between multiple hazards
including flash floods, landslides and debris flows. This thesis presented a model for overland
flow simulation, based on the solution to the fully 2D SWEs. The model was implemented
with new simulation technologies that are crucial for accurate, stable and efficient simulation
of overland flows.
1. A novel surface reconstruction method (SRM) for discretising bed slope source
term.
Together with an HLLC Riemann solver, SRM was proposed to compute the bed slope
terms correctly in the limit of vanishing water depth, predict correct discharge for flow on
slopes even when friction is dominant, maintain stable simulations over discontinuous topo-
graphic features, and preserve the lake at rest solution. Several benchmark tests were consid-
ered and simulated to demonstrate the much improved numerical accuracy, stability and effi-
ciency achieved by the SRM model, in comparison to other prevailing models implemented
with the hydrostatic reconstruction method and augmented Riemann solver.
2. A novel implicit scheme for discretising friction source terms.
The friction terms were computed implicitly using a Newton-Raphson iteration method to
effectively handle the strong non-linearity of the friction terms. Particularly, the new scheme
can relax the flow velocity to the theoretical equilibrium state obtained by imposing balanced
bed slope and friction terms in a single time step. This is an essential feature that a numerical
scheme should have to ensure stable simulations with acceptable time steps when simulating
overland flows with vanishing water depth and dominating friction effect.
7.1.3 A high-performance modelling framework for multiple hazards
The proposed modelling framework comprises the following two essential components:
1. A unified mathematical framework for simulating both water flows and mass flows
Using different coordinate systems makes it difficult to integrate a flow-like landslides
model and a water flow model into a single framework. To eliminate this difficulty, we firstly
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developed a new non-hydrostatic depth-averaged model for flow-like landslides on a global
Cartesian coordinate system with the following highlights:
1) The new equations take into account the non-hydrostatic vertical pressure and centrifu-
gal acceleration due to bed curvature. The final governing equations are rotational invariant,
hyperbolic and mathematically well-balanced to preserve the lake at rest solution.
2) A second-order Godunov-type finite volume numerical scheme is then implemented to
solve the governing equations. To preserve the lake at rest solution and ensure non-negativity
of depth for wetting and drying, the hydrostatic reconstruction method is used with necessary
modifications made in the context of the new governing equations. A novel discretisation
scheme was proposed for the friction terms to properly simulate the static resistance and stop
condition. The new model is mathematically and numerically rigorous to support landslide
simulations over complex real-world terrain.
Then we developed a new non-hydrostatic shallow flow model for flood simulations by
combining the new depth-averaged model with the Manning’s friction law. A new IMEX
Runge-Kutta scheme was devised to ensure accuracy and stability of the model. Two bench-
mark tests suggested that the new non-hydrostatic shallow flow model performs as well as a
traditional FV shock-capturing SWE model for simulating flood waves. This implies that the
new depth-averaged model for flow-like landslides can also be used to simulate water flows,
thus providing a unified mathematical framework for developing the proposed multi-hazard
model.
2. A flexible and efficient software framework
A flexible and efficient software framework was designed, which is essential for developing
the proposed multi-hazard model. The code is written in C++ except the CUDA components
that are responsible for the computational intensive tasks. The versatility of C++ makes it pos-
sible to develop a flexible code and CUDA enables the use of GPUs to accelerate simulations.
Because the proposed multi-hazard modelling system is essentially a set of PDEs solvers, we
implemented mathematical units in PDEs, i.e. field and operator as basic components of the
code. This brings an advantage in that any PDEs solver can be implemented by combining
these basic components and thus the software is flexible in the sense that new functionality can
be easily implemented. We compared a second-order Godunov-type FV SWEs solver and a
non-hydrostatic shallow flow model implemented in the current software framework with an-
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other well tested second-order Godunov-type FV code for solving the SWEs. Numerical tests
indicated that their efficiency was comparable, proving that the software has achieved the de-
sired efficiency that can be expected from using GPUs. The software framework will become
the infrastructure for the proposed multi-hazard model.
7.2 Future work
7.2.1 Enable variation of basal friction
In order to simulate different types of water-related natural hazards in an integrated model, the
basal friction terms need to adapt to the change of sediment concentration. A pragmatic way of
doing so is to use the quadratic rheology by Julien and Lan [1991] which combines frictional,
turbulent and viscous effects in a single formulation. But research efforts are needed in the
long term to understand the mechanics of transitions between different hazard types.
7.2.2 Develop a sediment transport model
The variation of basal friction depends on the change of sediment concentration so that a sed-
iment transport model needs to be implemented. The sediment transport model needs to con-
sider the sediment concentration change due to erosion, deposition and transport processes,
which can be developed by solving a transport equation with some source and sink terms. One
of the major challenges is the determination of erosion and deposition rate, which certainly
worths more theoretical and experimental investigations though some existing formulae (e.g.
Iverson and Ouyang [2015]) can be adopted as the first step.
7.2.3 Develop an infiltration model
Pore water pressure and groundwater table change due to infiltration determines the initiation
of landslides. To model them, a simple and practical approach is modifying the Green-Ampt
infiltration model (Mein and Larson [1973]) although coupling a groundwater model is a more
comprehensive alternative.
7.2.4 Develop a slope failure model
Based on the computed pore water pressure and groundwater table, the slope stability can be
determined by limit equilibrium analysis that is commonly used in geotechnical engineering.
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Once the slope is identified as unstable, some certain volume of mass can be added to the
hydrodynamic part of the model and the bed profile can be modified accordingly.
7.2.5 Develop the multi-hazard modelling system
This thesis and the aforementioned planned work will provide some components and tech-
nologies for developing the proposed multi-hazard modelling system. The remaining task
is to synthesise these components and utilise these technologies to forge the catchment-scale
physically-based multi-hazard modelling system that we desire.
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