Consider a game consisting of independent turns with even money payoffs in which the player wins with a fixed probability p ≥ 1/3 and loses with probability 1 − p. The Labouchere system is a betting strategy which entails keeping a list of positive real numbers and betting the sum of the first and the last number on the list at every turn. In case of a victory, those two numbers are erased from the list, and, in case of a loss, the bet amount is appended to the end of the list. The player finishes the game when the list becomes empty. It is known that, in a game played with the Labouchere system with p ≤ 1/2, both the sum of the bets and the maximal deficit have infinite expectation. Grimmett and Stirzaker raised the question of whether the same is true for the maximal bet. In this paper we show the expectation of the maximal bet is finite for p > c, where c ≈ 0.613763 solves (c − 1) 2 c = 8 27(1+ √ 5)
Introduction
Let L = (ℓ 1 , . . . , ℓ j ) with ℓ i ∈ R >0 be a list of length j and let b(L) be the sum of the first and last terms in the list, or, more specifically, This construction is used in the Labouchere system 1 -a betting strategy for games where at every turn, we win with probability p and lose with probability q = 1 − p. Starting with a list L as above, bet the sum of the first and the last entries of the list, i.e. b(L). If we win, we erase the first and last entry from the list, and, if we lose, we append the lost amount to the end of the list.
For a given game (i.e. sequence X 1 , X 2 , . . . with X i ∈ {−1, 1}) with a starting list L 0 , let L 1 , . . . , L N be the sequence of lists appearing in this game,
Here the stopping time N is the number of turns taken before the list becomes empty. For p ∈ [1 /3, 1] , N is finite with probability 1 since −2p + q ≤ 0.
It has been shown by Grimmett and Stirzaker [2, Problem 12.9.15], that for p ∈ (1/3, 1/2], E[N] < ∞, and for p ∈ [1/3; 1/2], the total bet amount and the maximal deficit of the player have infinite expectations, i.e.
They also made an unproved assertion that M := sup m b(L m ) has infinite expectation as well [3, Problem 12.9 .15]. Motivated by this assertion, Ethier conjectured in private communication that
. The main objective of this paper is to address the second half of this conjecture.
We approach the question as follows. In section 2, we summarize some previous results about the dependence of the stopping time N on the initial list. In section 3, we bound M from above by a function of N for games starting with the list (1, 2). Lastly, combining the two results, in section 4 we conclude that E[M] is finite for p ∈ (c; 1], where c is a root of (x − 1)
, c ≈ 0.613763 for the starting list (1, 2) and show that the question of finiteness of E[M] for an arbitrary starting list L reduces to the same question for the list (1, 2), thus concluding the proof of the main Theorem:
, where c is the root of (x − 1)
, we mean that there exist C, X, such that for all x > X, |f (x)| < C|g(x)|.
Random walks on Z +
The lengths of the lists that appear in a Labouchere game can be modeled by a random walk in Z + with initial state j and absorbing state 0 with transition probabilities
The position of the walk after the n th step corresponds to the length of the list after n turns. In the same way as before, we define the stopping time N to be the number of steps before getting to the absorbing state 0.
We will use P j to denote probabilities conditional on starting the walk at the point j ∈ Z >0 . We will use a part of a Theorem of Ethier deduced from certain extensions of the ballot theorem:
Since we will be primarily working with a starting list of length 2, we state a simple corollary:
Corollary 2.2.
Proof. For n > 0, the number of walks ending after n moves starting at 2 is equal to the number of walks starting at 1 and finishing in n + 1 moves.
Bounds on the Maximal Bet in Terms of the Stopping Time
In this section, we bound the maximal bet in a game with a starting list L from above in terms of the stopping time. We only do it for the games starting on the list L = (1, 2), because this case will imply all the other cases, as shown in Section 4.
We denote a winning turn with W and a losing one with L, so a specific game can be described with a sequence of Ws and Ls. 
i.e. if the series of wins and losses encoded by s can be fully played by a player with a starting list L.
. . , ℓ j ) and K = (k 1 , . . . , k h ) be two lists, and let s be a sequence playable on both K and L. Let
be the states of the two lists after the sequence s has been played. Then:
(and in particular ℓ
Proof. We show that these properties hold when s consists of just one turn, and for general s the statement follows inductively.
1. If the turn is winning, the new list is (ℓ 2 , . . . , ℓ j−1 ) so the ordering remains. If it is losing, the new list is (ℓ 1 , . . . , ℓ j , ℓ j + ℓ 1 ), and by assumption ℓ j + ℓ 1 ≥ ℓ j .
2. If the turn is winning, we just take out the first and last element from both lists, so ℓ
If the turn is losing, the new lists are
and ℓ j + ℓ 1 ≤ k j + k 1 , so the property holds again.
3. If the turn is winning, we have ℓ
If the turn is losing, we append ℓ j +ℓ 1 to the end of the list, so clearly ℓ
Definition 3.4. We define S m to be the set of all sequences with exactly m wins and 2m losses that are playable on the starting list L = (1, 2), and we let
Definition 3.5. Let s = s 1 . . . s k with s i ∈ {W, L} be a sequence playable on (1, 2) with exactly m wins (but not necessarily 2m losses), and let i 1 < i 2 < . . . < i m be the indices of the wins in the sequence. For 1 ≤ t ≤ m, we define f t (s) to be the first number on the updated list once the prefix s 1 . . . s it has been played out, and we let f 0 (s) := 1.
is the golden ratio.
Proof. Observe that applying the sequence LLW to the list (x, y) results in the list (y, x + y): 
We now show that s * m is "maximal" in S m in the following sense:
Lemma 3.7. Let m ≥ 1, s ∈ S m and 0 ≤ t ≤ m. Then:
Proof. We prove this statement by induction on t.
• For all s ∈ S m ,
• Since we only append numbers to the end of the list, right after the first win, no matter when it occurs, 2 will become the first number on the list, so
for all s.
• Suppose for 1 ≤ t < m, we know that
Recall from the proof Lemma 3.6 that
We claim that for any other s ∈ S m ,
(which would conclude the inductive step). Let L = (f t−1 (s), f t (s), x 1 , . . . , x k ) be the state of the list right before the t th winning turn. Note that k ≥ 1 because we assumed the t th turn doesn't end the game (i.e. t < m). By Lemma 3.3.3, we know that
There are two possibilities:
1. If k ≥ 2, after the t th win the list becomes (f t (s), x 1 , . . . , x k−1 ), and hence
2. If k = 1, then after the t th win the list becomes (f t (s)) and then after the (forced) loss on the next turn the list becomes (f t (s), f t (s)), so
This completes the inductive step.
Collecting the results above together gives us the following Theorem: Theorem 3.8. Let L = (1, 2) and let N = 3m + 1 or N = 3m be the stopping time. Then:
Proof. First, suppose N = 3m + 1. It is easy to see that, in such a game, there have to be exactly 2m losses and m + 1 wins. Since the last turn has to be winning, the sequence s consisting of the first 3m turns of this game is in S m . Let T denote the maximal number appearing in any of the lists that happen throughout this game (or, equivalently, during the first 3m turns of the game). Note that M ≤ 2T , so it is equivalent to prove that T ≪ mϕ m . Now, note that since there are a total of 2m losses, the length of the list at any point of the game cannot exceed 2m + 2. Moreover, due to Lemma 3.3, if f is the first number on the list of length j ≤ 2m + 2, then the largest number on the list is bounded from above by jf ≤ (2m + 2)f . Hence by Lemma 3.7,
where the last inequality follows from Lemma 3.6. Similarly, for N = 3m, we know that there have to be 2m − 1 losses and m + 1 wins. Excluding the last winning turn, we get a sequence s of 2m − 1 losses and m wins:
and so by Lemma 3.7, f t (sL) ≤ f t (s * m ). But appending a loss at the end doesn't change the set of the first numbers on the list, so f t (s) = f t (sL) ≤ f t (s * ). The rest of the proof carries over from the N = 3m + 1 case.
Expectation of the maximal bet size
In this section we collect the results from the two previous sections to prove Theorem 1.1. We fist prove this for the list L = (1, 2) and then show that it follows for any starting list. Proof. Let M N denote the largest number that can be bet in a game of length N starting with the list (1, 2). By Theorem 3.8, we know that
where ϕ is the golden ratio. Hence, by Corollary 2.2, 
denote the expectation of the largest bet for a game with the starting list L. Fix j ≥ 2 and consider a game played on (1, 2) which begins with j − 2 consecutive losses (which happens with probability q j−2 .) After those losses are played out, (1, 2) is updated to X = (1, 2, 3, . . . , j). Now, note that
which by assumption implies that
Next, consider any list L = (ℓ 1 , . . . , ℓ j ) of length j. Let c be a constant such that ci > ℓ i , i ∈ {1, . . . , j}.
For the list cX := (c, 2c, . . . , jc), we clearly have
Hence, by Lemma 3.3 part 2, it follows that 
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