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Abstract
Body movements are an important non-verbal communication medium through which
affective states of the demonstrator can be discerned. For machines, the capability to
recognize affective expressions of their users and generate appropriate actuated responses
with recognizable affective content has the potential to improve their life-like attributes
and to create an engaging, entertaining, and empathic human-machine interaction.
This thesis develops approaches to systematically identify movement features most
salient to affective expressions and to exploit these features to design computational mod-
els for automatic recognition and generation of affective movements. The proposed ap-
proaches enable 1) identifying which features of movement convey affective expressions,
2) the automatic recognition of affective expressions from movements, 3) understanding
the impact of kinematic embodiment on the perception of affective movements, and 4)
adapting pre-defined motion paths in order to “overlay” specific affective content.
Statistical learning and stochastic modeling approaches are leveraged, extended, and
adapted to derive a concise representation of the movements that isolates movement fea-
tures salient to affective expressions and enables efficient and accurate affective movement
recognition and generation. In particular, the thesis presents two new approaches to fixed-
length affective movement representation based on 1) functional feature transformation,
and 2) stochastic feature transformation (Fisher scores). The resulting representations are
then exploited for recognition of affective expressions in movements and for salient move-
ment feature identification. For functional representation, the thesis adapts dimensionality
reduction techniques (namely, principal component analysis (PCA), Fisher discriminant
analysis, Isomap) for functional datasets and applies the resulting reduction techniques to
extract a minimal set of features along which affect-specific movements are best separa-
ble. Furthermore, the centroids of affect-specific clusters of movements in the resulting
functional PCA subspace along with the inverse mapping of functional PCA are used to
generate prototypical movements for each affective expression.
The functional discriminative modeling is however limited to cases where affect-specific
movements also have similar kinematic trajectories and does not address the interper-
sonal and stochastic variations inherent to bodily expression of affect. To account for
these variations, the thesis presents a novel affective movement representation in terms of
stochastically-transformed features referred to as Fisher scores. The Fisher scores are de-
rived from affect-specific hidden Markov model encoding of the movements and exploited to
discriminate between different affective expressions using a support vector machine (SVM)
classification. Furthermore, the thesis presents a new approach for systematic identifica-
tion of a minimal set of movement features most salient to discriminating between different
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affective expressions. The salient features are identified by mapping Fisher scores to a low-
dimensional subspace where dependencies between the movements and their affective labels
are maximized. This is done by maximizing Hilbert Schmidt independence criterion be-
tween the Fisher score representation of movements and their affective labels. The resulting
subspace forms a suitable basis for affective movement recognition using nearest neighbour
classification and retains the high recognition rates achieved by SVM classification in the
Fisher score space. The dimensions of the subspace form a minimal set of salient features
and are used to explore the movement kinematic and dynamic cues that connote affective
expressions.
Furthermore, the thesis proposes the use of movement notation systems from the dance
community (specifically, the Laban system) for abstract coding and computational analysis
of movement. A quantification approach for Laban Effort and Shape is proposed and used
to develop a new computational model for affective movement generation. Using the Laban
Effort and Shape components, the proposed generation approach searches a labeled dataset
for movements that are kinematically similar to a desired motion path and convey a target
emotion. A hidden Markov model of the identified movements is obtained and used with
the desired motion path in the Viterbi state estimation. The estimated state sequence
is then used to generate a novel movement that is a version of the desired motion path,
modulated to convey the target emotion. Various affective human movement corpora are
used to evaluate and demonstrate the efficacy of the developed approaches for the automatic
recognition and generation of affective expressions in movements.
Finally, the thesis assesses the human perception of affective movements and the im-
pact of display embodiment and the observer’s gender on the affective movement perception
via user studies in which participants rate the expressivity of synthetically-generated and
human-generated affective movements animated on anthropomorphic and non-anthropomorphic
embodiments. The user studies show that the human perception of affective movements is
mainly shaped by intended emotions, and that the display embodiment and the observer’s
gender can significantly impact the perception of affective movements.
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Nomenclature
In this thesis, Greek and Latin letters are used for parameters and data,
respectively. Furthermore, lower and uppercase letters are used to denote
scalars, lowercase bold-face are used to denote vectors, and uppercase bold-
face are used to denote matrices. Time-series observations and functions
are also denoted by lowercase letters, however the accompanied text makes
it clear when a lowercase letter refers to a scalar, a time-series observation,
or a function. For instance, x(t) and x denote a function and a time-
series observation, respectively. xt denotes a discrete time-series observation
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xvi
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xvii
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nomial logistic regression
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xviii
ϕg(t) g
th basis function used in BFE of time-series observations
|t| The length of a vector of discrete sampling points t
ζt(i, l) The probability of an HMM Λ being in states i and l at times
t and t+ 1 for a given movement x: P (qt = Si, qt+1 = Sl | x,Λ)
ail The transition probability from state i to state l of an HMM:
P (qt+1 = Sl | qt = Si)
dspline The degree of a B -spline
Ekti The kinetic energy of the k
th body part at time ti
et A target emotion
fji,t The value of the j
th time-series feature of movement xi at time
t
G The total number of basis functions used in BFE
K The number of classes to which datapoints in a dataset belong
L A sequence of two or more connected points in the neighbour-
hood graph in Isomap
M Number of mixtures of Gaussian per state in an HMM
m The number of time-series features (joint angles or Cartesian
positions) describing a movement observation
N The number of HMM states
n The number of movement samples in a dataset D
nd The number of copies of the desired motion path xd encoded
in HMMNN
xix
nk The number of movement samples in the k
th class
nL The number of Laban Effort and Shape components
Ot A test movement observation
qt The actual HMM state at time t
S The most likely HMMNN ’s state sequence for a desired motion
path xd
Td The length of a desired motion path xd
Ti The length of a sampled affective movement observation xi
vkti The speed of the k
th body part at time ti
w(t) A functional transformation produced by a functional dimen-
sionality reduction technique
xd A desired motion path
x
Let
d The representation of a desired motion path xd in terms of
affectively non-discriminative Laban components for a target
emotion et
xi A sampled affective movement observation of length Ti (the
movement is defined by Ti sequential observations, where each
observation represents Cartesian positions of body joints at a
particular time, t ∈ [1, Ti])
1NN one-nearest neighbour
2D Two-dimensional
3D Three-dimensional
xx
kNN k -nearest neighbour
ANN Artificial neural network
ANOVA Analysis of variance
BAP Body action and posture
BFE Basis function expansion
CFS Covariance Fisher score
CMA Certified motion analyst
CRBM Conditional restricted Boltzmann machine
DR Dimensionality reduction
F-Isomap Functional Isomap
FACS Face action coding system
FDA Fisher discriminant analysis
FFDA Functional Fisher discriminant analysis
FPCA Functional principal component analysis
FSPCA Functional supervised principal component analysis
GOC Goodness of clustering metric
GP Gaussian process
GRBF Gaussian radial basis function
HCI Human-computer interaction
HMM Hidden Markov model
xxi
HMMNN The HMM encoding of the nearest neighbours of a desired mo-
tion path (xd)
HRI Human-robot interaction
HSIC Hilbert Schmidt independence criterion
LASSO Least absolute shrinkage and selection operator
LDA Linear discriminant analysis
LMA Laban movement analysis
LOOCV Leave-one-out cross validation
LOSOCV Leave-one-subject-out cross validation
LPF Low pass filter
MDS Multidimensional scaling
ML Maximum likelihood
MLP Multi-layer perceptron
MSE Mean square error
NN Nearest neighbours
NN(xd) the nearest neighbours of a desired motion path xd
PAD Pleasure-arousal-dominance dimensional model of emotion
PC Principal component
PCA Principal component analysis
RKHS Reproducing kernel Hilbert space
xxii
RMLR Regularized multinomial logistic regression
sPCA Supervised principal component analysis
SVD Singular value decomposition
SVM Support vector machine
T-pose A body posture in which the arms are raised to shoulder level
and extended to the sides
Tr A matrix trace
xxiii
Chapter 1
Introduction
Research in psychology and cognitive science indicates that human affective states regulate
cognitive processes such as decision making, creativity, attention, action planning, and so-
cial interaction [5]. Humans are also adept at perceiving the affective states of others, as
manifested through different modalities including body movements [6]. Studies in psychol-
ogy suggest that body movements are an important non-verbal communication medium
and might carry information about human affective state not observed from facial or verbal
cues [7, 8]. Body movements are a primary communication medium especially when affec-
tive expressions are estimated from a distance, verbal communication is not available, facial
expressions are disguised as a result of social editing, or an emotion is better expressed
via body movements (e.g., nervousness). Humans associate different body movements and
postures with distinct affective states and are able to identify the feelings and comprehend
the expression encoded in a displayed movement even when the demonstrator intends to
conceal the expression [8].
Although human affect has been studied for over a century and a half by psychol-
ogists [9, 10, 11], it was only in the 1990s that research into computational analysis of
affect attracted the interest of engineers and computer scientists [12]. As a result, the
last two decades have seen a growing number of interactive machines such as social robots
[13], kinetic sculptures [3, 14], and animated agents [15]. If we are to realize the full
potential of these machines, it is important to equip them with affective communication
capabilities in order to enable an engaging, entertaining, and empathic human-machine
interaction. To this end, computational models are emerging that aim to accurately rec-
ognize users’ expressions and generate appropriate responses through different modalities
including movements.
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The majority of the existing works on computational affective movement analysis are
tailored to a specific set of motion paths and a limited set of emotions, and often are
not readily adaptable to other motion paths and emotions. Furthermore, it is not yet
known what movement features are salient to affective expression, and the selection of
these features for automatic affective movement recognition and generation is usually done
in an ad-hoc manner [8]. The computational affective movement analysis literature also
mainly focuses on full-body movements of anthropomorphic kinematic embodiments, and
less attention has been directed toward affective expression via movements of isolated body
parts and non-anthropomorphic embodiments. In addition, perceptual validation of the
computational models has been lacking in most cases, despite the subjective nature of
affective movement perception [8].
This thesis is motivated by the development of a series of interactive sculptures called
the Hylozoic series [3], and develops a new framework for computational analysis of affec-
tive movements consisting of: 1) a systematic identification of movement features salient
to affective expressions, 2) automatic recognition of affective expressions from movements,
3) automatic modulation of a desired motion path to convey a target affective expres-
sion, 4) experimental validation of the human perception of affective movements and the
impact of display embodiments and the observer’s gender on the perception of affective
movements. The computational analysis in this thesis is motivated by the hypothesis that
there exist low-dimensional spaces agnostic to movement kinematics where automatic and
accurate affective movement recognition and generation can be performed. The thesis pro-
poses a systematic approach for identifying these discriminative and generative subspaces
via statistical learning and stochastic modeling of affective movement observations.
1.1 Objectives
The following objectives and research questions are addressed in this thesis:
1. Develop computational models for affective movement recognition.
a) What are the discriminative features of affective movements?
b) What is a suitable recognition model to discriminate between different affective
movements?
c) How can the identified discriminative features and the recognition method be
validated?
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2. Develop a computational model for modulating a desired motion path to convey a
target emotion.
a) What is a suitable representation of movements that captures both kinematic
and affective characteristics?
b) How can the representation be quantified and used for generating novel motion
paths?
c) How can the expressivity of the generated movements be verified?
3. Assess the human perception of affective movements displayed on different kinematic
embodiments via perceptual user studies.
a) How well are the intended emotions in the movements perceived and what are
the emotions that are easily communicated through body movements?
b) What influence do the kinematic embodiment and its physical appearance have
on the perception of affective movements?
c) What is the impact of the observer gender on the perception of affective move-
ments?
1.2 Contributions
The thesis develops a systematic framework for recognition and generation of affective
movements displayed on anthropomorphic and non-anthropomorphic structures. The the-
sis makes the following contributions:
A. Affect recognition and generation based on functional movement representation and
dimensionality reduction (Chapter: 3).
Affective movements are captured in terms of time-series signals describing the mo-
tion of many different body joints, resulting in high-dimensional datasets. Fur-
thermore, there are significant temporal variations caused by phase and/or length
differences even between kinematically and/or affectively similar movements. This
thesis hypothesizes that there exists a low-dimensional space where movements with
different affective expressions are best separable, and aims to identify such a low-
dimensional space using dimensionality reduction techniques. However, to enable
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application of dimensionality reduction techniques to affective movements, a fixed-
length representation of the movements is first required. To this end, the thesis pro-
poses a systematic approach for converting variable-length movement observations
into fixed-length observations defined as a weighted linear combination of a number
of basis functions (i.e., basis function expansion). Subsequently, the thesis adapts
various dimensionality reduction techniques to enable application to the functional
movement representation and exploits the resulting reduction techniques to identify
movement features along which affective movements are best separable. The iden-
tified features span low-dimensional spaces where affective movement recognition is
then performed. In particular, Fisher discriminant analysis (FDA), supervised prin-
cipal component analysis (sPCA), and Isomap are adapted and their performance
along with that of the functional principal component analysis (FPCA) [4] in pro-
ducing a discriminative mapping is evaluated using cross-validation tests and nearest
neighbour classification. Therefore, the proposed functional feature transformation
and dimensionality reduction techniques enable application of discriminative learn-
ing techniques to variable-length time-series observations. In addition, the thesis
proposes an approach for generating prototypical affective movements that uses the
resulting inverse FPCA transformations to reconstructs high-dimensional joint tra-
jectories for centroids of affect-specific clusters of movements in the resulting FPCA
space. The expressivity of the generated prototypical movements is verified in a
perceptual user study.
B. Affect recognition based on hybrid generative-discriminative movement modeling
(Chapter: 4).
An affective expression can be communicated through a number of kinematically dif-
ferent movements. The functional movement analysis (Contribution A.) is limited to
within-class affective movements that are also similar in their kinematic motion path.
Furthermore, the functional analysis requires movement landmarks to be identified
and then temporally aligned, which can be a very tedious and expensive task for large
datasets. To this end, the thesis develops an alternative fixed-length movement rep-
resentation based on a stochastic feature transformation using hidden Markov models
(HMM)s and represents each movement in terms of the gradients of the likelihood of
the resulting models with respect to the model parameters (Fisher score representa-
tion). The resulting representation is used in a support vector machine classification
whose performance in discriminating between different affective movements is evalu-
ated using cross-validation tests. Furthermore, the thesis presents a new systematic
approach for automatic identification of movement features most salient to affec-
tive expressions. The proposed approach maps Fisher scores to a lower-dimensional
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space where dependencies between movements and their affective labels are maxi-
mized. This mapping is done by maximizing Hilbert Schmidt independence criterion
between Fisher scores and their affective labels. The resulting mapping highlights a
minimal set of features most salient to affective expressions. The identified features
are represented in terms of parameters of the learned models and often lack any se-
mantic meaning when assessed against the human perception. The thesis presents
a high-level interpretation of these features in terms of movement kinematics and
dynamics and sheds light on movement cues salient to different affective expressions.
Therefore, the Fisher score representation supersedes the functional representation
approach for affective movement recognition as it enables a more generic affective
movement recognition regardless of interpersonal, kinematic, and temporal variabil-
ities inherent in body movements.
C. Affective movement generation based on Laban movement analysis and generative
movement modeling (Chapter: 5).
The application of the Laban movement analysis is proposed for computational gen-
eration of affective movements. Quantifications for the Laban Effort and Shape
components are developed and validated in collaboration with a certified motion an-
alyst (CMA). The quantified Laban components provide a compact description of
movements that captures both expressive and kinematic characteristics. The quan-
tified components are validated against those annotated by the CMA and exploited
in the development of a new automatic approach for affective movement generation.
The developed generation approach makes use of two movement abstractions: 1) La-
ban Effort and Shape components and 2) hidden Markov modeling, and modifies an
arbitrary motion path to display a target affective expression. This approach uses
available affective movement datasets, and for a desired motion path and a target
emotion, searches the dataset for movements that are kinematically-similar to the
desired motion path and belong to the target emotion class. An HMM for the iden-
tified movements is learned, and the most likely state sequence of the learned HMM
for the desired motion path is obtained using the Viterbi algorithm. The resulting
state sequence is used to generate a modulated version of the desired motion path
encoding the target emotion. The expressivity of the synthetically-generated move-
ments is evaluated objectively using a validated automatic recognition model from
contribution B. and subjectively with a user study in which participants rated the
perceived affective content observed in the movements.
D. Affective movement perception (Chapters: 3, 5).
To better understand the human perception of affective movements, perceptual user
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studies have been conducted in which participants rate perceived affective expressions
from videos of animated affective movements. These user studies address the third
objective of the thesis and offer insights into the perception of different affective
expressions from movements and the impact of display embodiment and an observer’s
gender on the perception of affective movements. The user studies are also used
to subjectively verify the expressivity of the synthetically-generated movements in
Contributions A. and C.
1.3 Thesis Organization
This thesis is organized as follows. Chapter 2 provides relevant background information
on the definition, expression, and representation of affect and movement notation systems,
followed by a literature review on affective movement perception, automatic recognition,
and generation. Chapter 3 presents an approach for recognizing and generating affective
movements based on a functional representation of joint trajectories mapped to lower-
dimensional subspaces derived using dimensionality reduction techniques. Chapter 3 also
presents a user study evaluating the human perception of synthetically-generated affective
hand movements displayed on anthropomorphic and non-anthropomorphic embodiments.
An affective movement recognition approach based on hybrid generative-discriminative
modelling of affective movements is presented in Chapter 4. Chapter 5 describes a quan-
tification for the Laban movement notation, and presents an affective movement generation
approach based on the quantified Laban notation and a stochastic movement abstraction.
Chapter 6 presents the conclusions and future directions for the work on computational
analysis of affective movements.
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Chapter 2
Related Work
 An earlier version of the text in this chapter has appeared in the
following publications : [8, 16, 17].
Since the formation of the affective computing field by pioneers such as Rosalind Picard
[12], the research on computational analysis of affective phenomena has been of growing
interest among engineers and computer scientists. As facial expressions and verbal commu-
nication dominate during face-to-face interaction, they are the modalities that have been
predominantly studied in affective computing [18, 19]. However, there is evidence that
body movements also communicate affect (see Section 2.3), might convey expressions not
detectable in facial or verbal modalities, and are less prone to social editing. Furthermore,
kinematic movements are an important modality for non-verbal and non-facial machines,
and can be used for affective and empathic communication with their users, which in turn
helps to create a more engaging human-machine interaction [20].
In this chapter, relevant background information on the definition, expression, and rep-
resentation of affect and movement notation systems is presented, followed by an overview
of the affective movement perception literature to motivate and support the computational
analysis of affective movements. Finally, a literature review on the automatic recognition
and generation of affective movement is presented.
7
2.1 Affect: Definition, Expression, and Representa-
tion
Affective phenomena (broadly termed affect [21]) include emotions, feelings, moods, atti-
tudes, temperament, affective dispositions, and interpersonal stances [11, 22, 23, 24]. A
categorization of these terms based on event focus, intrinsic and transactional appraisal,
synchronization, rapidity of change, behavioural impact, intensity, and duration is pro-
vided in [23, 25, 24] (e.g., emotions change rapidly, are short-term and intense, whereas
mood covers a longer time-span and changes more slowly).
Among the affective phenomena, emotions are those most widely studied in human-
machine interaction [22, p.4]. Scherer defines emotion as “an episode of interrelated, syn-
chronized changes in the states of all or most of the five organismic subsystems in response
to the evaluation of an external or internal stimulus event as relevant to major concerns
of the organism” [23]. The five subsystems are: cognitive (for evaluation), physiological
(for regulation), motivational (for preparation of an action), subjective feeling, and motor
expression (for communication) [23]. Theories of emotion expression are often based on
facial expressions; fewer studies have been conducted to investigate the extent to which
existing theories predict and explain bodily expressions of emotion [26, 27, 28, 29]. Ef-
fective emotional communication requires both the ability to encode and send one’s own
emotion in an appropriate and comprehensible manner, and the ability to receive and de-
code the emotions of others [22]. For virtual agents and robots, these two skills refer to
automatic generation and recognition of emotional expressions, respectively. These two
modules can be integrated into higher-level computational models which cover the gen-
eration of appropriate emotions, and relations to cognitive and motivational subsystems
[30].
The terms affect and emotion have been used inconsistently, often interchangeably,
in the field of human-machine interaction (which can be subdivided to human-computer
interaction (HCI) and human-robot interaction (HRI)), and both terms can be found in
studies on automatic recognition and generation of affective movements. In this thesis,
the term affective expression is used to refer to the affective phenomena communicated via
movements, and movements that are communicating affective expressions are referred to
as affective movements. In the review of related work in this chapter, the term emotion is
used when studies explicitly address emotions.
Humans can control their affective expressions to a certain extent (e.g., using display
rules to achieve a social goal [31, p.72]). This gives rise to the possibility of a differ-
ence between the internal experience and external expression. This possible discrepancy
8
has been widely studied and affective expressions are divided into either spontaneous or
strategic ones [32, 31, 6]. Spontaneous expressions are involuntary and their content is
non-propositional, whereas strategic or symbolic expressions are goal-oriented and their
content is propositional [32, 31]. It is important to note that an observed expression may
not necessarily be the observable manifestation of an internal state, but rather, displayed
to achieve a social goal. The majority of the studies in computational analysis of affec-
tive expressions do not consider differences between the internal and observed expressions
and assume a single affective attribute for each movement stimulus; the same approach is
followed in this thesis.
The automatic recognition and generation of affective movements are relatively unex-
plored in comparison to studies on other modalities such as facial expression and physiol-
ogy [7]. Body movements are advantageous over other modalities 1) for perception from
a distance, because bodily expressions are more easily visible from a distance than subtle
changes in the face [33, 34, 35], 2) for analyzing types of expressions that are less suscep-
tible to social editing, because people are often less aware of their body than their facial
expressions [36, 37], and 3) for conveying affective states which are more easily expressed
through movement (e.g., intense positive or negative emotions [38]).
Affective expressions can be represented using a set of distinct categorical labels, or a
dimensional model. Categorical labels describe affective expressions based on their linguis-
tic use in daily life. Different sets of categorical labels can be chosen depending on the
study. Most frequently, happiness, sadness, fear, and anger are included, a subset of the
basic emotions [39]. A basic emotion is defined by a set of neural correlates in the brain, a
specific set of bodily expressions, and a motivational component for action tendencies [39].
A popular set of basic emotions is proposed by Paul Ekman and contains anger, happiness,
sadness, surprise, disgust, and fear [40, 41].
Dimensional models represent an affective state as a point on a continuum spanned by
a set of independent dimensions. A popular example is the two-dimensional circumplex
model, where similar affective expressions are arranged adjacent to one another on a cir-
cle, and dissimilar affective expressions are arranged to lie opposite to each other on the
circle [42]. The dimensions of circumplex space are arousal and valence. Another com-
mon model applied in affective computing is the PAD-model, with the dimensions pleasure
(or valence), arousal, and dominance [43]. Arousal corresponds to the level of activation,
mental alertness, and physical activity. Dominance represents the amount of control over
others and the surroundings versus feeling controlled by external circumstances, and va-
lence ranges from negative (unpleasant) to positive (pleasant) expressions. Categorical
labels can be mapped to the continuous PAD space (e.g., happiness, amusement, and con-
tentment are related to high pleasure, whereas anger, fear, and sadness are related to low
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pleasure [44, 45, 46, 47]). A dimensional representation may relate more to the under-
lying physiological changes [27] and Barrett suggests that categorical labels are a result
of subjective categorization of emotions using conceptual knowledge (e.g., similar to color
perception [48]).
In this thesis both categorical and dimensional emotion models are used in the con-
ducted perceptual studies, and in the computational analysis of affective movements.
2.2 Movement Notation Systems
The work on affect and its bodily manifestation in psychology and the dance community
provides valuable insights that can advance the research in affective computing. In partic-
ular, movement notation systems provide a rich tool to capture both kinematic character-
istics and expressive qualities of movements in a more compact representation compared
to high-dimensional joint trajectories. As FACS1 pushed the research on computational
analysis of facial expressions forward, movement notation systems could also advance the
computational analysis of affective movements by providing an objective and systematic
movement representation.
Burgoon et al. divide movement notation systems into functional and structural ones
[6]. Functional systems describe the communicative function of a displayed movement
using verbal labels. The Ekman and Friesen formulation of kinesic2 behaviours into five
categories (emblems, illustrators, affective displays, regulators, and manipulators) is an
example of a functional notation system [51].
• Emblems : culturally shaped body movements (e.g., thumb up).
• Illustrators : actions accompanied with speech to augment the verbalized message
(e.g., pointing at an example).
• Affect displays : distinctive bodily expression of different emotion categories.
• Regulators : body movements maintaining the flow of verbal conversation (e.g., head
nods).
1Face action coding system (FACS) provides a comprehensive set of action units that can be used to
objectively describe any type of facial movement [49].
2Birdwhistell referred to non-verbal communicative body movements as kinesics [50].
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• Adaptors : body movements learned and practiced to satisfy personal needs (self-
adaptors; occur frequently in private, e.g., head scratching), body language practiced
during interpersonal contact such as giving, taking, attacking or being attacked (alter-
adaptors; e.g., crossed arm on the chest as a protective posture), movements learned
to perform instrumental activities (e.g., driving a car).
Affective movements are classified under the affect display category of the kinesics be-
haviours [51], however, other categories of body movements might be involved in the ex-
pression of emotion (e.g., self-adaptors can be perceived as a sign of discomfort or anxiety)
as these categories are intentionally allowed to overlap.
Structural systems are primarily concerned with the question of what a movement looks
like and provide sufficient structural and expressive details for movement replication [6],
and are therefore more appropriate for computational affective movement analysis than
functional systems. In the following, a review of structural systems that have been applied
for computational analysis of affective movements is presented.
Inspired by linguistic notation systems, Birdwhistell proposed a structural movement
notation system that parallels phonemic transcription in linguistics [50]. Birdwhistell in-
troduced kine (the smallest perceivable body motion, e.g., raising eye brows), kineme (a
group of movements with a same social meaning, e.g., one nod, two nods, three nods),
and kinemorphs (a combination of kinemes forming a gesture) followed by kinemorphic
classes and complex kinemorphic constructs, which are analogous to sentences and para-
graphs in linguistics. Birdwhistell used motion qualifiers and action modifiers that define:
1) the degree of muscular tension involved in executing a movement, 2) the duration of the
movement, and 3) the range of the movement. The kinegraph is introduced as a tool for
notating individual kines and their direction at different body sections. The Birdwhistell
system is capable of micro analysis of body movements as its kines capture barely perceiv-
able body motion ranging from 1/50 seconds to 3 seconds in duration [50]. Birdwhistell
emphasizes the importance of context for inferring the meaning of an observed movement.
A Birdwhistell-inspired annotation was used to extract semantic areas in emoticons3 for
automatic recognition of their expressed emotions [52].
Delsarte [53] classifies emotion as a form of expression in gestures and divides the body
into zones within which mental, moral, and vital components are defined. He identifies nine
laws that contribute to the meaning of a movement: altitude, force, motion (expansion,
contraction), sequence, direction, form, velocity, reaction, and extension. The Delsarte
system has been used for automatic generation of affective full-body [54] as well as hand
3An emoticon is a string of symbols used in text communication to express users’ emotions [52].
11
and arm [55] movements. In [55], participants’ perception of a set of Delsarte-generated
hand and arm movements displayed on an animated agent was shown to be consistent with
the Delsarte model prediction.
Recently, Dael et al. proposed BAP (body action and posture), a structural notation
system for a systematic description of temporal and spatial characteristics of bodily ex-
pression of emotions. Analogous to FACS, BAP introduces 141 behavioural categories for
coding action, posture, and function of an observed body movement [26]. BAP segments
body movements into localized units in time and describes them at three levels: anatomical
(articulation of different body parts), form (direction and orientation of the movements),
and functional (behavioural classes categorized in kinesics emblems, illustrators, and ma-
nipulators). BAP anatomical and form variables are Boolean (0 for absence and 1 for
presence), while functional variables are ordinal (1 for very subtle and 5 for very pro-
nounced). BAP was developed using the GEMEP corpus of emotion portrayals. Since the
movements are captured from the knees upwards in GEMEP, the current version of BAP
does not code whole body postures and leg movements. BAP also does not code dynamic
movement characteristics such as velocity, acceleration, and energy. BAP reliability has
been demonstrated by assessing intercoder agreement (two coders) on occurrence, temporal
precision, and segmentation of posture and action units [26]. There is only a single report
on the application of BAP for computational analysis of affective movements at the time
of writing this thesis, in which BAP behavioural categories are employed for recognition
of 12 affective states encoded in 120 movements demonstrated by 10 actors [56]. Recently,
AutoBAP has been proposed for automatic annotation of posture and action units based
on BAP anatomical and form (and not functional) coding guidelines [57].
The Laban system is a prominent example of a structural movement notation system,
which was developed for writing and analyzing both the structure and expressivity of
movements in dance choreography [58, 59]. The Laban system has four major components:
Body, Effort, Shape, and Space. Body indicates the involved body parts, and the sequence
of their involvement in the movement. Space defines where the movement is happening,
and the motion directions of the body and body parts. Shape characterizes the bodily form,
and its changes in space. Effort describes the inner attitude toward the use of energy. In
other words, Body and Space describe What one does through a movement, whereas Effort
and Shape describe How the movement is performed [1].
Effort and Shape are the most relevant Laban major components for the study of
affective movements. Bartenieff presents Effort and Shape as a complete system for the
objective study of movements, from behavioural and expressive perspectives [1]. Effort
has four bipolar semantic components: Weight, Time, Space, Flow (see Table 2.1), and
Shape has three components: Shape Flow, Directional, and Shaping/Carving (see Table
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Table 2.1: Laban Effort components adapted from [1]
Extremes Example
Space: Attention to sur-
roundings
Direct Pointing to a particular spot
Indirect Waving away bugs
Weight: Sense of the im-
pact of one’s movement Light Dabbing paint on a canvas
Strong Punching
Time: Sense of urgency
Sustained Stroking a pet
Sudden Swatting a fly
Flow: Attitude toward bod-
ily tension and control Free Waving wildly
Bound Carefully carrying a cup of hot liquid
2.2). Computational Laban analysis has been carried out for movement recognition (e.g.,
[60]), and generation (e.g., [61]), and to relate Laban components to low-level movement
features e.g., velocity and acceleration [62, 63], and different affective expressions [64].
2.2.1 Discussion
For automatic affective movement recognition and generation, there is a need for consistent
and quantitative description of movements, leading to a preference for structural notation
systems that provide a fixed number of distinct movement descriptors such as the Laban
system. However, despite their proven suitability for movement coding, except for BAP,
the structural notation systems do not explicitly provide quantitative measures, which is
perhaps the main barrier to their application in computational movement analysis. In
addition, the extensive attention to microanalysis (e.g., Birdwhistell system [50]), and the
need for special training (e.g., Laban system) hamper their adoption in affective computing.
Furthermore, some structural notation systems require the coder to infer the meaning
or function of an observed movement (e.g., Delsarte [53]). The correspondence between
movements and affective expressions is not transcultural and transcontextual, and there
may be idiosyncratic, gender-specific, or age-specific differences in affective movements [65].
Such movement/affective expression discrepancies result in a drawback for the notation
systems that code the meaning or function of an observed movement. Moreover, the
amount and intensity of an affective expression is important for computational analysis;
hence, the preference for structural notation systems that code such information (e.g., the
13
Table 2.2: Laban Shape components [2].
Elements Example
Shape Flow: is self-referential and
defines readjustments of the whole
body for internal physical comfort.
Growing Self-to-self communication,
stretching to yawn
Shrinking Exhaling with a sigh
Directional: is goal-oriented and
defines the pathway to connect
or bridge to a person, object, or
location in space.
Arc-like Swinging the arm forward to
shake hands
Spoke-like Pressing a button
Shaping/Carving: is process-
oriented and is the three di-
mensional “sculpting” of body
oriented to creating or experiencing
volume in interaction with the
environment.
Molding,
Contouring, or
Accommodating
Cradling a baby
Laban system).
Among the above structural systems, the Laban system is the most popular notation
system [8] and enables 1) consistent movement representation in terms of a fixed number
of distinct descriptors and 2) studying encoded emotions and their intensity in addition to
kinematic characteristics of the movements. However, the Laban descriptors are qualitative
and to enable their application in computational analysis, they need to be first quantified.
In collaboration with a certified motion analyst (CMA), this thesis develops and vali-
dates a quantification for Laban Effort and Shape descriptors, which is then used to design
an approach for automatic affective movement generation (Chapter 5).
2.3 Affective Movement Perception
To pave the path toward fully interactive machines capable of affective communication with
their users, it is important to develop a sufficient understanding of how humans perceive
and express affect via body movements. Perceptual user studies can help to develop a better
understanding of affective movement perception, and offer insights into whether movements
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of full-body or isolated body parts are capable of communicating affect and the movement
kinematics and dynamics salient to each affective expression. Many researchers have tested
the human perception of affective expressions through dance and body movements, using
a variety of stimuli including both full-light and point-light videos [66, 67, 68, 69], and
reported above-chance recognition rates.
This section presents an overview of the affective movement perception literature to
motivate the computational analysis for affective movement recognition and generation
sought in this thesis.
2.3.1 Full Body Movements
Boone and Cunningham tested the ability of children (4 to 8 years) and adults (17 to 22
years) to recognize affect encoded in expressive dance movements [66]. The recognition
rate was above chance for both children and adults. They report the following six move-
ment cues used by participants for the perception of affective dance movements: changes
in tempo (anger), directional changes in face and torso (anger), frequency of arms up (hap-
piness), duration of arms away from torso (happiness), muscle tension (fear), the duration
of time leaning forward (sadness). Furthermore, sadness was recognized most accurately.
In a similar study, Camurri and colleagues [67] tested human movement perception in
four emotional categories (anger, fear, grief, and happiness) conveyed through the same
dance movement. They suggest that the duration of the movement, quantity of the move-
ment (the amount of observed movement relative to the velocity and movement energy
represented as a rough approximation of the physical momentum), and contraction index
(measured as the amount of body contraction/expansion) play key roles in the perception
of affect from the dance movement.
Recognition rates of 63% (for point-light display) and 88% (for full-light display) were
reported for dance movements conveying fear, anger, grief, joy, surprise, and disgust [68].
Using Laban notation, Weight and Time Effort characteristics of dance movements were
suggested as the key discriminative features for the perception of encoded emotions (hap-
piness, sadness, anger, fear) [70]. Four basic emotions of happiness, sadness, anger, and
fear were recognized from body postures depicted in a set of gray-scale photographs, with
fearful body expressions being the hardest to recognize [71]. Coulson investigated the per-
ception of communicative postures of a mannequin figure conveying anger, disgust, fear,
happiness, sadness, and surprise [72], and reports that the static body postures constitute a
reliable medium for communicating emotions, especially those of anger, sadness, and hap-
piness. He also argues that the less well recognized emotions (fear, disgust, and surprise)
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are emergency responses; hence, their perception depends on the perceived movement ve-
locity and form, which is not depicted in the static postures. The perception of affective
expressions (anger, sadness, happiness, fear, disgust) encoded in static and dynamic full-
body communicative movements demonstrated using full-light and point-light displays was
evaluated in a user study and an above chance recognition was observed [69]. The percep-
tion accuracy was higher for exaggerated emotions and dynamic full-light displays, with
anger and disgust being the least recognized expressions.
2.3.2 Gait
Studies from psychology indicate that affective states can be expressed during walking
and recognized above chance level by human observers (e.g., videos [73, 74], animations
[75, 76]). These studies show that affective states modulate kinematics and dynamics such
as walking speed, shoulder and elbow range of motion, and head orientation [73, 77, 74, 76].
For instance, sadness and depression are characterized by reduced walking speed, arm
swing, and vertical head movements as well as slumped postures and larger lateral body
sway [77]. Using the PAD emotion model, human gait observers recognize differences in
arousal better than differences in pleasure [75].
2.3.3 Upper Body Movements
There are fewer works on the perception of affect from individual body parts in isolation
from the rest of the body. There are situations where only individual body parts are ob-
servable due to occlusion of the rest of the body (e.g., the head and hands movements in
a video call). Furthermore, there is interest in displaying affective movements on embodi-
ments that, due to kinematic constraints, are incapable of full-body movements and rather
display only isolated limb movements (e.g., [78, 79]). Therefore, it is important to explore
expression and perception of affect through individual body parts.
Ekman and Friesen suggest that head orientation is an indicator of gross affective state
(i.e., positive vs. negative) as well as intensity of emotion [80]. Busso et al. conducted a
user study using the PAD model to evaluate the perception of affect from head movements
during affective speech [81]. They report that head movements corresponding to different
affective states (anger, happiness, sadness, neutral) are characterized by distinct motion
activation, range, and velocity.
There is evidence that hand and arm movements are most significant for distinguishing
between affective states [82, 83, 84]. In an early study by Carmicheal et al. [85], affec-
16
tive hand and arm gestures performed by an actor were correctly recognized (e.g., hand
and arm gestures for prayer, fear, anxiety). Different affective states conveyed with hand
and arm movements are recognized above chance level (full-light videos of communicative
[85, 86, 87] and abstract [88] hand movements, and point-light animation of functional hand
movements (drinking and knocking) [29]). Velocity, acceleration, and finger motion range
are frequently reported as important hand and arm movement features for distinguishing
different affective states [88, 29]. For instance, in [88], happy movements were characterized
by indirect arm trajectories, angry movements were forceful and fast, whereas sad move-
ments were slow and weak. Perceived arousal was found to be correlated with velocity,
acceleration, and jerk (rate of change of acceleration) of the arm movement [29]. Affective
states are also recognized above chance level during sign language communication, even
for observers who do not understand the language being signed [86, 87].
2.3.4 Gender-specific Differences in Affective Movement Percep-
tion
The effect of gender on the perception of bodily expression of affect is largely unexplored.
Differences in the perception of affective movements may exist due to the gender of the
demonstrator or observer. In general, reports on gender differences in the perception
of affective state mainly focus on facial expressions. There are various and sometimes
contradictory findings on the abilities of men and women to decode facial expressions
[89]. Women perceive affective states through facial expressions more accurately than men
[90, 91, 92]. Men are found to be superior in recognizing angry facial expressions, e.g.,
[93, 94, 95], whereas women are found to be better at perceiving happy facial expressions,
e.g., [96, 97] and sad facial expressions, e.g., [95]. However, in a recent study on decoding
affective movements, male observers outperformed female observers in recognizing happy
movements, whereas the female observers were better at recognizing angry and neutral
knocking movements [98]. In another study, no significant gender differences in the per-
ception of affective hand and arm movements were observed [85].
Other studies investigate the role of the demonstrator’s gender in the perception of
affective movements. In a user study, participants tended to apply social stereotypes to
infer the gender of a point-light display throwing a ball with different emotions. Angry
movements were judged to be demonstrated by men and sad movements were more likely
to be attributed to women [99]. Similarly, the perception of fearful gait is facilitated if
the walker is female [100], due to kinematic similarities between fearful gait and natural
female gait. Significant differences in perception of emotion from the same static postures
of Venus and Apolo (postures with different arm positions) are reported in [101].
17
2.3.5 Embodiment-specific Differences in Affective Movement Per-
ception
The embodiment of an artificial agent expressing an affective state can be physical (robotic
agent) or virtual (animated agent). Physical and virtual embodiments can be further
subdivided into anthropomorphic (human-like kinematics and appearance, e.g., physical
anthropomorphic [102], virtual anthropomorphic [103]) and non-anthropomorphic (non-
human-like kinematics and appearance, e.g., physical non-anthropomorphic [104], virtual
non-anthropomorphic [105]).
It is well known that humans can perceive affective states from non-anthropomorphic
demonstrators. For example, humans can perceive life-like affective states from movements
of abstract geometrical shapes [106]. However, there are conflicting reports on the role of
embodiment in perception. In some studies, the perception of affective movements was not
influenced by non-anthropomorphic appearance [105] and kinematics [104] of demonstra-
tors, whereas other studies have shown that non-anthropomorphic kinematics and appear-
ance of display embodiment may influence the affective movement perception [107, 108].
For instance, Takahashi et al. investigate the perception of affective states for a teddy
bear robot and a black-suited teddy bear robot performing the same expressive motion
[79]. Their results show that the perception of anger and disgust depends on the appear-
ance of the robot (regular versus black-suited), whereas the perception of joy, sadness,
surprise, and fear does not depend on the appearance.
Movement features salient to the perception of affect from animated geometric agents
include absolute velocity, relative angle, relative velocity, relative heading, relative vorticity,
absolute vorticity, and relative distance [109]. The arousal component of perceived affective
movements displayed on embodiments with non-anthropomorphic kinematics [104, 110] is
found to be correlated with the velocity and acceleration of the movements. In [110], the
valence component of perceived affective movements, displayed by an interactive device
with non-anthropomorphic kinematics, is related to the smoothness of the movements.
There are also conflicting reports on differences between perceiving affective states
from physical embodiments (e.g., robot) and virtual embodiments depicted in video or
animation. Some studies report no significant difference [111, 112], whereas significant
differences between the perception of affective movements from videos of an actor and his
animated replicates are reported in [103].
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2.3.6 Summary
The psychology literature indicates that affective expression can be discerned from body
posture and movements. The majority of psychological and behavioural studies on the
affective movement perception examine categorical emotions. The categories happy, sad,
and angry are better perceived from movements than categories such as fear and disgust
[73, 72]. The perceptual studies largely focus on full body movements and less atten-
tion has been directed to affective expression via the movements of individual body parts.
There are reports on multiple and sometimes conflicting features which might be salient to
the affective movement perception. Mainly, velocity, acceleration and jerk are suggested
as the key contributing movement features in conveying affect [8]. For instance, depres-
sion is associated with slow movements and elation is characterized by fast and expansive
movements [84].
There are also reports on the role of gender in the perception and demonstration of
affective movements, which emphasize the importance of considering gender in studying
affective movements. For computational affective movement analysis, to remove (or control
for) the potential influence of gender, databases should contain a balanced number of male
and female demonstrators, and the reliability of the databases should be evaluated with
both male and female observers.
Findings from perceptual studies on human-machine interaction suggest that the em-
bodiment of affective displays may influence their interaction with human users. Therefore,
further systematic exploration is warranted to identify kinematics and appearances that
might impede the human-machine interaction, especially the perception of affective move-
ments displayed by the machine. Table A.1 summarizes a selection of the perceptual studies
discussed above.
2.4 Automatic Affective Movement Recognition
When observing a movement, in addition to “what is the movement”, humans are also
adept at interpreting “how is that movement performed”, which may lead to ascribing an
affective attribute to that movement [82, 113]. For instance, when observing a knocking
movement, we use functional cues to understand the activity being performed (knocking),
and expressive cues to interpret the feeling and intention underlying the movement (e.g.,
knocking angrily). Eliminating expressive cues from movement recognition can yield an
incomplete picture and result in misinterpretation of movements. Therefore, it is important
to develop automatic recognition models that can infer affective expressions encoded in
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movements. Such recognition models would enable machines to better understand the
activities of their users and create a more engaging human-machine interaction.
Studies on automatic recognition of affective expression from movements vary in terms
of the number of affective categories and dimensions, the number of demonstrators, the
type of movements,and the extent of kinematic variability in the movements (movements
with fixed and specified trajectories, compared to a variety of unconstrained movements).
Furthermore, the developed computational models are either person-specific or interper-
sonal. In person-specific models, both testing and training movements come from the
same individual, whereas in interpersonal models, testing and training movements come
from different individuals. In this section, a literature review on automatic recognition of
affective expression from full-body and upper-body movements is presented.
2.4.1 Full-body Movements
Studies on automatic recognition of affect from gait dominate the literature of automatic
recognition of affective movements. An artificial neural network (ANN) was used in [114]
to recognize affective expressions (neutral, happy, sad, angry) from gait using kinetic fea-
tures (measured by a force plate), kinematic features (joint angle trajectories), and angular
velocities of the arm, hip, knee, and ankle, and an interpersonal (22 individuals) recog-
nition rate of around 80% was reported. PCA, kernel PCA, linear discriminant analysis
(LDA), and general discriminant analysis were used to extract a set of features to improve
automatic recognition of anger, sadness, happiness, and neutral expressions from gait using
ANN, naive Bayes, and support vector machine (SVM) classifiers [75]. An interpersonal
(13 individuals) recognition rate of 69% was achieved.
In [115], a model based on non-linear mixture discriminant analysis was used to dis-
criminate between full-body postures intended to convey sadness, happiness, anger, and
fear (communicative postures). The postures were defined using a set of features describing
distances between different body joints and the labeled with the most frequent observer
labels from three cultures (American, Japanese, and Sri Lankan). A separate model was
trained for each culture, and recognition rates of 78% (American model), 88% (Sri Lankan
model), and 90% (Japanese model) were achieved. Kleinsmith and Bianchi-Berthouze
report testing recognition rates ranging between 79% to 81% for correct recognition of
affective posture attributes along the arousal, valence, potency, and avoidance dimensions
[116]. In their study, the dimensional attributes for a posture were assigned as the observers’
average ratings of the affective dimensions for that posture. Five different classification
approaches (logistic regression, decision trees, naive bayes, artificial neural network (ANN),
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and support vector machine (SVM)) were evaluated for automatic recognition of full-body
communicative movements intended to convey anger, sadness, joy, and fear [117]. Mean
marker velocity and acceleration values and standard deviations of the marker position,
velocity and acceleration were manually selected as the movement features and ANN and
SVM were reported as the most accurate classifiers with a person-specific recognition rate
as high as 92%.
A model based on recurrent neural networks was proposed for automatic recognition of
affective expressions (high and low intensity negative emotions, happiness, concentration)
from unconstrained abstract movements of 9 players during a Wii tennis game and person-
dependent and leave-one-subject-out recognition rates of 61% and 55% were achieved,
respectively [118]. Another study reports a rate of 66% recognizing five types of laugh-
ter (hilarious, social, awkward, fake, non-laughter) from unconstrained body movements
demonstrated by 9 subjects [119]. In another study [120], a model based on constrained
body gestures achieved the highest rate (67%), recognizing 8 emotions (anger, despair,
interest, irritation, joy, pleasure, pride, sadness) demonstrated by 10 subjects.
There are also reports on automatic recognition of affect from artistic movements. Ca-
murri et al. used decision trees to distinguish between a dancer’s choreographed movement
expressing anger, fear, grief, and joy, and report a recognition rate of 40% on test data
[121]. Non-choreographed dance movements of 10 dancers expressing happiness, surprise,
anger, and sadness were recognized at a rate if 73% using a multi-layer perceptron (MLP)
classification driven by movement features extracted using singular value decomposition
(SVD) [122].
2.4.2 Upper-body Movements
Fewer works focus on automatic recognition of affective expressions from movements of iso-
lated body parts. For functional upper-body movements, Bernhardt and Robinson report a
50% recognition rate of neutral, happy, angry, and sad knocking movements demonstrated
by 30 individuals, using support vector machines (SVMs) with a set of dynamic movement
features [123]. They improved the recognition rate to 81% by accounting for idiosyncratic
effects. Boredom, confusion, delight, flow, and frustration were detected at a rate of 39%
from the torso movements while sitting (captured from pressure exerted on a chair) of 28
participants using a set of classifiers including Bayesian, SVM, decision trees, artificial neu-
ral network (ANN), and kNN [124]. In another study on functional movements, a model
based on decision trees was proposed in [125] for recognizing emotional expressions (sad,
serene, over-expressive) from functional bodily movements of a pianist, and a recognition
rate of 58% was reported.
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Gunes and Piccardi [35] studied the temporal/phase synchrony of affective face and
unconstrained communicative upper-body expressions for the automatic recognition of af-
fect. They considered 12 expressions: anxiety, boredom, uncertainty, puzzlement, neu-
tral/positive/negative surprise, anger, disgust, fear, happiness, and sadness. Different
classification approaches including SVM, decision trees, ANN, and Adaboost were applied
and the best interpersonal (23 individuals) recognition rate (77%) was obtained using
Adaboost with decision trees. In [88], an abstract arm movement with a specified kine-
matic trajectory was used by 10 dancers to express happiness, anger, and sadness. Using
maximum velocity, maximum acceleration, and directness of movement, an interpersonal
recognition rate of 78% was achieved.
Recognition of affective states from observing only head movements is investigated
in [126, 127, 128, 129]. Using only a small set of possible movement types (e.g., nod-
ding, shaking, tilting, no movement, leaning forward and backward) and the way they are
performed (modulation), results in person-dependent recognition rates above chance level.
Person-independent recognition rates above chance level are reported when combining head
movements with arm gestures or observing only arm gestures and torso movements, e.g.,
[130, 35].
2.4.3 Summary
The affective movement recognition literature reports on various computational models
capable of recognizing affective expressions conveyed via different communicative move-
ments (e.g., [117, 131, 35, 130]), artistic movements (e.g., [122, 121]), abstract movements
(e.g., [132, 88]), and functional movements (e.g., [75, 114, 123]). The majority of the
studies consider a discrete emotion set and only a few consider affective dimensions (typi-
cally, arousal and valence). Table A.2 summarizes the studies on automatic recognition of
affective movements.
There are a number of challenges in automatic affective movement recognition rang-
ing from inter-individual to kinematic and stochastic differences in movements. Affective
movements can be highly variable in terms of intensity, timing, and range of movement,
even when the same demonstrator repeats a single movement multiple times (viz., stochas-
tic variabilities). In addition to the inter-individual and stochastic differences, an affective
expression can be communicated through a number of kinematically different movements,
and there also exist kinematically similar movements that convey distinct affective ex-
pressions. Person-specific recognition models have been developed to overcome limitations
associated with inter-individual variabilities and are shown to surpass interpersonal mod-
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els in recognizing affective movements (e.g., [133, 75, 114]). To address kinematic vari-
abilities, computational models are designed for a specific kinematic movement (e.g., gait
[75, 114], knocking [123], an abstract arm raising movement [88], or a choreographed dance
movement [121]). However, models capable of recognizing emotions from a wide range of
kinematic movements are favoured over movement-specific models. Furthermore, despite
the diverse literature on affective movement recognition, the movement features critical to
affect recognition are not yet precisely known, and the selection of features for affective
movement recognition is usually done in an ad-hoc manner.
To enable inter-individual affective movement recognition robust to kinematic and
stochastic variabilities, features most salient to discriminating between different affective
expressions need to be identified and exploited in developing a computational model for
affective movement recognition.
This thesis proposes a movement representation based on basis function expansion
and identifies a minimal set of functional features most salient to discriminating between
different affective expressions using dimensionality reduction techniques adapted for func-
tional datasets (Section 3). The affective movement recognition is then performed in a
space spanned by the identified functional features using nearest neighbour classification.
Despite its suitability for modeling variable-length affective movements, the proposed func-
tional modeling approach is sensitive to kinematic, stochastic, phase variations inherent
in human movements acquired under naturalistic settings. Subsequently, the thesis devel-
ops a more generic approach that can handle temporal, stochastic, and inter-individual
variabilities, as well as kinematically dissimilar within-class affective movements, in a sys-
tematic manner, using Fisher score movement representation and support vector machine
classification (Section 4).
2.5 Automatic Affective Movement Generation
Affective movements are commonly generated by designers and animators using techniques
such as keyframing [134]. These techniques, however, are time consuming and require
trained animators and designers. Furthermore, in human-machine interaction scenarios,
the expert-based generation techniques might limit the extent and duration of online in-
teraction as the manual generation and control of affective movements require direct in-
volvement of a human expert for extended periods of time. Therefore, it is important
to develop computational models for automatic generation of affective movements. Such
computational models enable the generation of automatic affective responses and allow
machines to engage in a long-term empathic interaction with their users.
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In general, there are two main approaches for automatic movement generation: 1)
rule-based, and 2) example-based. Rule-based approaches propose a set of motion genera-
tion/modification rules that are mainly driven by an intuitive mapping between movement
features and different affective expressions (or motion styles). On the other hand, example-
based approaches generate a desired affective movement by concatenating or blending
movement exemplars from a labeled dataset of movements.
Several examples of rule-based approaches can be found in the literature. A mapping
from Laban Effort and Shape to upper-body movement kinematics is proposed in [61].
Correlations between Laban components and discrete emotions are used to devise a map-
ping from discrete emotions to joint angles of a humanoid robot [135]. In another study,
a set of motion modification rules adjust the velocity, the range of motion, and the basic
posture for a given movement based on specified levels of the arousal and valence affective
dimensions [136]. A set of expressivity parameters derived from the psychology literature
(overall activation, spatial extent, temporal extent, fluidity, power, repetition) are used to
develop rules that select a gesture type and modify it to adopt a desired style (e.g., abrupt)
for an embodied conversational agent [137].
Example-based approaches range from concatenation of labeled motion segments (e.g.,
[138]) to sophisticated generative models learned from exemplar movements (e.g., [139]).
Human movements vary in length and are intrinsically high-dimensional, and learning in
high-dimensional motion space suffers from the limitations associated with the “curse of
dimensionality”. Different approaches are reported that make use of a low-dimensional
representation of affective movements along with an inverse mapping to generate new
human movements. For instance, movements can be represented as a weighted linear
combination of a set of basis functions (functional representation). The human gait is
generated by interpolating or extrapolating Fourier expansions of actual human movements
corresponding to different locomotion types (walk and run) subject to kinematic constraints
(step size, speed, and hip position) [140]. Then, a gait is imbued with a target emotion via
superposition of the Fourier expansion of the gait with a Fourier characteristic function for
the target affective gait. A limitation of the functional modeling approaches for affective
movement generation is that they require movements to be kinematically similar with
aligned landmarks, which is a difficult constraint to attain under natural conditions.
Other example-based approaches learn a mapping between interpolation parameters
and the human joint space to generate different motion trajectories. Mukai and Kuriyama
[141] employ a Gaussian process regression approach to learn such a mapping. For each
action (e.g., arm reaching), a set of control parameters are manually selected (e.g., turning
angle and height of the target for the reaching movement) and a mapping between the
parameter space and high-dimensional joint space is learnt for that action. The resulting
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action-specific mapping is used to generate different styles of the action (e.g., reaching to
different target positions). Movement styles were annotated in terms of Laban Weight,
Time, and Flow Effort for the movements available in a labeled dataset [142], and for
each pair of kinematically similar movements, a new movement is generated via space-time
interpolation. Then, a mapping between resulting motion styles and the interpolation
parameters is learnt. For a test movement and a target style, a pair of movements in the
labeled dataset are selected, whose blend is kinematically similar to the test movement
and provides the best approximation of the target style [142]. The studies [141, 142] do
not explicitly address affective movement generation.
Another class of example-based approaches derives a stochastic generative modeling
of the movements. Among stochastic generative approaches, those that derive a mapping
from a low-dimensional hidden space to the movement space are popular in human mo-
tion analysis. Style machines, a parametric hidden Markov modeling approach, provide a
stochastic modeling of movements parametrized by a style variable to be used to generate
movements with a desired style [143]. Style machines were tested with a set of similar move-
ments performed in different styles (biped locomotion, and choreographed ballet dance),
and were not explicitly tested to generate affective movements [143]. A Gaussian process
(GP) dynamical model was used to learn motion styles as low-dimensional continuous la-
tent variables and their mapping to movement joint space. Using the learned model, a
new movement is generated by adjusting the latent variable to adopt a desired style [144].
GP-based models are often limited to a small number of aligned and similar movements,
and are computationally expensive to learn, which hinder their application for large scale
motion learning and generation. Taylor et al. [139] propose a parametric hierarchical
modeling of human movements composed of conditional restricted Boltzmann machines
(CRBM) for exact inference and generating stylistic human movements. Higher level lay-
ers representing high-level latent factors can be sequentially added to the model as needed,
to capture high-level structures in the movements, resulting in a deep belief network. In an
extension to [139], a set of context/style variables (discrete or continuous) is added to the
CRBM to generate different motion styles, synthesize transitions between stylized motions
as well as interpolating and extrapolating training movements [145]. However, learning
CRBMs is challenging due the large number of parameters and metaparameters that need
to be set [146].
2.5.1 Summary
The literature on automatic stylistic movement generation can be divided into two main
categories of rule-based and example-based approaches, and only a few studies explicitly
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address conveying emotion via movements. The success of rule-based approaches depends
on a priori knowledge of postural and motion cues salient to different affective expressions
and how these cues are incorporated into the rules in terms of quantitative variables that
can be tuned to generate a desired affective movement. A drawback of the rule-based
approaches is that they are designed for a specific kinematic embodiment and a set of
movements, and often are not readily adaptable to other embodiments and movements.
While this limitation also exists for the example-based approaches, they do not rely on any
deterministic rules and are capable of generating novel movement trajectories provided that
adequate movement exemplars are available. Therefore, the success of the example-based
approaches depends on the richness of the labeled dataset used in these approaches.
In general, the same challenges as those in automatic recognition of affective movements
(kinematic, temporal, and stochastic variabilities) also hold for both the rule-based and
example-based affective movement generation. Furthermore, there are inter-individual
differences in affective movements that specifically influence example-based approaches that
use labeled dataset of movement from different demonstrators. Therefore, an automatic
generation model should suppress the irrelevant sources of variations and exploit movement
features salient to affective expression in modulating a desired motion path to convey a
target emotion. In addition, the model should be capable of generating affective movements
in a computationally efficient manner.
In this thesis, a new example-based affective movement generation approach is pre-
sented (Section 5). Using a labeled dataset of affective movements, the proposed approach
exploits movements kinematically similar to a desired motion path and belonging to a
target emotion class (nearest neighbours) to generate a modulated version of the desired
motion path, that conveys the target emotion. The Laban Effort and Shape notation is
used to identify the nearest neighbours for the desired motion path. The nearest neigh-
bours are encoded in an HMM and the most likely state sequence of the resulting HMM
for the desired motion path is used to generate a modulated version of the desired motion
path.
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Chapter 3
Affective Movement Recognition and
Generation Based on Functional
Movement Representation
 An earlier version of the text in this chapter has appeared in the
following publications : [16, 17, 105, 147].
In this chapter, an affective movement recognition approach based on functional move-
ment representation and dimensionality reduction (DR) is first presented. The approach
represents human movements in terms of temporal functions using B -spline basis function
expansion, and adapts DR techniques (Fisher discriminant analysis (FDA), supervised
principal component analysis (sPCA), and Isomap) to enable application to the functional
data. The functional DR techniques along with functional PCA are applied on an af-
fective full-body movement dataset and an affective hand movement dataset, and their
performance is evaluated using leave-one-out cross validation with one-nearest neighbour
classification in the corresponding low-dimensional subspaces. The results show that func-
tional sPCA outperforms the other DR techniques in terms of classification accuracy and
time resource requirements.
Next, an approach for generating prototypical affective movements based on func-
tional movement representation and functional principal component analysis (FPCA) is
presented. A low-dimensional encoding of affective movements is obtained using FPCA,
and the centroids of emotion-specific clusters of movements in the resulting functional sub-
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space along with the FPCA inverse mapping are used to generate prototypical movements
for each emotion class. The proposed approach is applied to the affective hand move-
ment dataset, and a user study is conducted to evaluate the expressivity of the generated
prototypical hand movements in comparison with those displayed by a demonstrator.
Finally, this chapter presents a user study conducted to evaluate the impact of display
embodiment and an observer’s gender on the perception of the generated affective hand
movements. To this end, the generated affective movements were animated on a human-
like and a frond-like hand model, and their expressivity was rated by male and female
observers. In summary, this chapter presents:
• An approach for affective movement modeling and recognition based on functional
movement representation and functional dimensionality reduction.
• An approach for generating prototypical affective movements based on functional
movement representation and functional principal component analysis, and a user
study to evaluate the expressivity of generated movements in comparison with those
displayed by a demonstrator.
• A user study to evaluate the impact of display embodiment and an observer’s gender
on the perception of the affective movements.
3.1 Functional Affective Movement Recognition
A sampled affective movement xi of length Ti is described by a collection of m joint
positions. As a result, the movement xi at a time instant t ∈ {1, 2, . . . , Ti} is defined
by
xi,t = {f1i,t, f2i,t, . . . , fmi,t}, (3.1)
where fji,t is the value of the j
th time-series feature of movement xi at time t and there
are a total of m features.
The variable length of affective movements impedes the application of conventional DR
techniques as these techniques can only be applied to fixed-length data. In this section,
a systematic approach for fixed-length vectorial movement representation based on basis
function expansion (BFE) is presented.
After transforming sequential observations into basis function space, DR techniques
need to be adapted to enable application to the resulting functional datasets. Ramsay
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introduces functional principal component analysis (FPCA), an approach for applying PCA
to functional datasets [4]. In this section, an approach similar to [4] is employed to adapt
Fisher discriminant analysis (FDA) [148], supervised principal component analysis (sPCA)
[149], and Isomap [150] for application to functional datasets. The resulting functional DR
techniques along with FPCA are then used to obtain a lower-dimensional embedding of
affective movements. The discriminative performance of the functional representation is
evaluated using leave-one-out cross validation (LOOCV) with one-nearest neighbour (1NN)
classification in the resulting reduced spaces.
3.1.1 Basis Function Expansion
Basis function expansion (BFE) is used to represent sequential observations as temporal
functions computed at every time instant t. Using BFE, time-series features are represented
as a weighted linear combination of a set of basis functions ϕg(t), g = 1, . . . , G, where G is
the total number of basis functions. Considering a multivariate time-series observation xi
with t = 1, 2, . . . , Ti, the BFE for its j
th time-series feature (fji) is denoted as fji(t) and
expressed as
fji(t) =
G∑
g=1
cjigϕg(t)→ fji(t) = c>jiΦ. (3.2)
Φ is a functional vector of length G containing basis functions ϕg(t), and cji is a vector
of basis function coefficients for the jth feature of the time-series observation xi. Therefore,
the high-dimensional time-series features are now represented within the framework of the
basis function coefficient vector c. The BFE coefficients of individual features are then con-
catenated in a single vector to represent the multivariate time-series observation xi. This
forms a dataset D = [x1,x2, . . . ,xn], with xi ∈ Rh (h = m ·G) being a vectorial representa-
tion of the multivariate time-series movement sequence xi. Therefore, the variable-length
time-series movement observations are now represented as fixed-length observations.
This thesis uses B -splines as the basis functions as they are best suited for representing
observations that lack any strong cyclic variations [4]. B -splines are defined as piecewise
polynomials with smoothly connected polynomial pieces, and they provide two types of in-
dependent controls: 1) a set of fixed control points (knots) and 2) spline degree. Individual
B -splines are constructed recursively using the Cox-DeBoor recursion formula [151]. For a
B -spline of degree dspline, there are dspline + 1 polynomials of degree dspline joined at dspline
inner knots. Except at the boundaries, each B -spline overlaps with 2dspline polynomial
pieces and is positive over an interval of dspline + 2 knots and zero elsewhere. The degree
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of the B -spline used depends on the desired order of derivative. For instance, if we require
a smooth acceleration curve, then B -splines of degree 3 and above should be used.
After choosing the type of basis function, least squares regression regularized by a
roughness penalty is used to obtain an optimal set of coefficients. In this thesis, the square
of the second derivative of the curve at each time instant t is used as the roughness penalty
[4]. Regularizing the least squares criterion with the roughness penalty helps to avoid
overfitting and increases curve differentiability.
3.1.2 Functional Dimensionality Reduction
In this section, the functional formulation of PCA proposed by Ramsay [4] is fist reviewed.
An extension of this methodology is then proposed to adapt Fisher discriminant analysis,
supervised PCA, and Isomap to enable application to functional datasets.
3.1.2.1 Functional Principal Component Analysis (FPCA)
Principal component analysis (PCA) identifies main modes of variation in data of dimen-
sionality d by projecting it into a lower-dimensional space formed by p principal components
(PCs; directions of maximum variation in the data), where p < d [152]. Suppose X ∈ Rd×n
is a matrix whose columns represent n centered multivariate data points x ∈ Rd, and let
the first PC defines a weight vector, w1 for which the linear combination values w
>
1 X have
the largest variance. The weights w1 are obtained by solving the following optimization
problem
max
w1
w>1 XX
>w1
s.t. w>1 w1 = ‖w1‖22 = 1.
(3.3)
Subsequent p − 1 PCs are obtained by solving the corresponding optimization similar to
3.3, subject to additional orthogonality constraints. For instance, for the rth PC, there are
r − 1 orthogonality constraints: w>q wr = 0, q < r.
Alternatively, PCA can be defined as finding the eigenvectors corresponding to the p
largest eigenvalues of the sample covariance matrix S = XX>. To this end, the following
generalized eigenvalue decomposition problem is solved
SW = λW, (3.4)
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where W is the weight matrix of size d×p whose columns are the eigenvectors of S with λ
being the corresponding eigenvalues. The eigenvectors are the principal components of X.
The weighted linear combination of the columns of X, with the weights coming from the
first principal component (w>1 X) has the largest variance amongst all linear combinations
of the columns of X.
Ramsay introduced functional PCA (FPCA) to enable application of PCA on functional
data. In FPCA, the PCs are a set of orthonormal eigenfunctions expressed as a weighted
linear combination of basis functions. For functional observations xi(t), the variation in
the dataset is approximated using the bivariate covariance function v.
v(s, t) =
1
n− 1
∑
i
(xi(s)− x¯(s))(xi(t)− x¯(t)), (3.5)
where x¯(t) is the mean of the functional observations in the dataset
x¯(t) =
1
n
∑
i
xi(t). (3.6)
In order to obtain FPCA principal component weight function w1(t), the variance of
the FPCA embedding (FPCA scores) along w1(t) should be maximized
max
w1(t)
∑
i
(Si1)
2
s.t.
∫
w21(s)ds = ‖w1‖22 = 1,
(3.7)
where Si1 is the FPCA embedding for a functional observation xi(t) along w1(t) and is
derived using
Si1 =
∫
w1(s)xi(s)ds. (3.8)
Similarly, the functional principal component w2(t) can be obtained using Equation 3.7,
introducing an additional orthogonality constraint on eigenfunctions∫
w1(s)w2(s)ds = 0 (3.9)
This procedure is continued to obtain p functional PCs.
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Similar to the multivariate case, the FPCA can be defined as a generalized eigenvalue
decomposition problem. In FPCA, the eigenequation to be solved is∫
v(s, t)wr(s)ds = λwr(t). (3.10)
where wr(t) is the r
th eigenfunction and r = 1, 2, . . . , p. Suppose our n time-series obser-
vations are represented in terms of weighted linear combination of G basis functions as
described in Section 3.1.1; the ith time-series observation: xi = c
>
i Φ. Using BFE, the r
th
eigenfunction (PC) of FPCA, wr(t), is expressed as
wr(t) =
G∑
g=1
brgϕg(t)→ wr(t) = Φ>br, (3.11)
where Φ is a functional vector of length G containing basis functions ϕg(t), and br repre-
sents coefficients corresponding to successive basis functions ϕg(t). Let C be a matrix of
size G× n containing the coefficients for BFE of n time-series observations. Each column
of C represents BFE coefficients for a single time-series observation xi. The covariance
function in Equation (3.5) can be re-written as
v(s, t) = (n− 1)−1Φ>(s)CC>Φ(t). (3.12)
Hence, the corresponding eigenequation (3.10) can be expressed as∫
(n− 1)−1Φ>(s)CC>Φ(t)Φ>(t)brdt = λΦ>(s)br. (3.13)
br is a vector carrying the coefficients of the eigenfunction wr(t). This equation holds for
all the temporal arguments s, and therefore can be reduced to
(n− 1)−1CC>Mbr = λbr, (3.14)
where M =
∫
Φ(t)Φ>(t)dt is an order G symmetric matrix, and furthermore, the constraint
‖wr(t)‖22 = 1 is equivalent to
‖wr(t)‖22 ≡ b>r Mbr = 1. (3.15)
If we define, ur = M
1/2br, we can rewrite the FPCA eigenequation (3.14) as
(n− 1)−1M1/2CC>M1/2ur = λur
s.t. u>r ur = 1
(3.16)
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Equation (3.16) is a generalized eigenvalue problem and can be solved for ur. The resulting
ur can be used to compute br, which in turn is used to compute the eigenfunction wr(t)
using Equation (3.11).
A complete definition of a function would require specifying its value at every possible
time t, which will result in an arbitrary large dimensional definition for the function. The
function values at different t’s is equivalent to the variables in the case of multivariate
observations. However, unlike the multivariate PCA, where the maximum number of PCs
is equal to the dimensionality of the dataset, the maximum number of PCs in FPCA
is n − 1 provided that the n functional observations xi(t) are linearly independent and
|t|  n, which is often the case when dealing with functional observations. In the case
of a concatenated multivariate time-series dataset obtained as explained in Section 3.1.1,
the eigenfunction corresponding to each individual time-series feature can be obtained by
breaking down the resulting eigenfunctions from FPCA into pieces of length equal G.
3.1.2.2 Functional FDA (FFDA)
For multivariate datasets of dimensionality d, Fisher discriminant analysis [148] projects a
K-class dataset into a K − 1 dimensional space in an attempt to maximize the distance
between projected means and minimize the variance of each projected class. The FDA
objective function in a K-class multivariate problem can be formulated as
max
W
Tr(W>SbW)
Tr(W>SwW)
≡
{
maxW Tr(W
>SbW)
s.t. Tr(W>SwW) = 1,
(3.17)
where W is a weight matrix of size d ×K − 1, and Sb and Sw are the between-class and
within-class covariances, respectively. Introducing a Lagrange multiplier λ and setting the
first derivative of the Lagrange function with respect to W to zero results in a generalized
eigenvalue problem
S−1w SbW = λW. (3.18)
Therefore, W is a matrix of eigenvectors associated with the eigenvalues of S−1w Sb. Here, a
similar approach to FPCA is employed to adapt FDA for sequential observations estimated
using BFE. Assume that there are n multivariate time-series movements xi belonging to
K classes and each movement xi is defined over a temporal interval t = 1, 2, . . . , Ti. As
before, these movements are estimated as temporal functions using G basis functions. The
within-class covariance for the kth class of the functional observations is computed as
vk(s, t) = (nk − 1)−1Φ>(s)CkC>k Φ(t), (3.19)
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where nk is the number of movements belonging to the k
th class, Φ is a functional vector
of length G containing basis functions ϕg(t), and Ck is a matrix of size G×n carrying the
coefficients corresponding to the basis functions ϕg(t) of the movements in class k. Similar
to conventional FDA, the between-class covariance (vb(s, t)) can be estimated by subtract-
ing the within-class covariances (vw(s, t)) from the total covariance (vt(s, t)). The total
covariance is computed using Equation (3.5). Now, if we solve for the FDA optimization
problem by introducing a Lagrange multiplier λ, we get the below eigenequation for the
functional observations ∫
vb(s, t)wr(t)dt = λr
∫
vw(s, t)wr(t)dt, (3.20)
where wr(t) = Φ
>(t)br is the rth eigenfunction (r = 1, 2, . . . , K − 1) associated with the
eigenvalue λr. Using the expressions obtained for the within-class covariance and the
between-class covariance, Equation (3.20) can be written for eigenfunction wr(t) as follows∫
zbΦ
>(s)CbC>b Φ(t)Φ
>(t)brdt = λ
∫
zwΦ
>(s)CwC>wΦ(t)Φ
>(t)brdt, (3.21)
which can be reduced to
zbCbC
>
b Mbr = λzwCwC
>
wMbr, M =
∫
Φ(t)Φ>(t)dt. (3.22)
zb and zw are the normalizing terms for between-class and within-class covariances. Similar
to FPCA, the corresponding constraint to the eigenequation (3.22) is
‖wr(t)‖22 ≡ b>r Mbr = 1. (3.23)
Let ur = M
1/2br, the eigenequation (3.22) can be written as
zbCbC
>
b M
1/2ur = λzwCwC
>
wM
1/2ur,(
zwCwC
>
wM
1/2
)−1(
z−1b CbC
>
b M
1/2
)
ur = λur.
(3.24)
The above generalized eigenvalue problem can be solved for ur, which is used to compute
the FFDA functional feature transformations wr(t). Subsequently these feature transfor-
mations will be used to embed the movements into the lower dimensional embedding of
FFDA using Equation (3.8).
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3.1.2.3 Functional Supervised PCA Based on HSIC (FSPCA)
In cases where there are non-linear relations between two random variables, non-linear
dependency measures need to be used to explore the correlation between these variables.
Gretton et al. [153] propose the use of the square of the Hilbert Schmidt norm of the cross-
covariance operator between reproducing kernel Hilbert spaces (RKHS)s, as a measure
of independence between the variables. Suppose that F and G are separable RKHSs
containing all real-valued, bounded, and continuous functions mapping x ∈ X and y ∈ Y
to R, respectively. Then, for each x ∈ X , there exists a ϕ(x) ∈ F such that K(x,x′) =
〈ϕ(x), ϕ(x′)〉F is a unique positive definite kernel associated with F . It can be shown that
there exists a linear cross-covariance operator between F and G that maps elements in F
to elements of G; Cxy : F → G.
Cxy := Exy[(ϕ(x)− Ex[ϕ(x)])⊗ (ψ(y)− Ey[ψ(y)])], (3.25)
where ⊗ is the tensor product.
The Hilbert Schmidt independence criterion (HSIC) between X and Y is defined as the
square of the Hilbert Schmidt norm of the cross-covariance operator between their RKHSs.
In terms of kernel functions K and B associated with F and G, respectively, the HSIC
measure is defined as
HSIC(PXY ,F ,G) = Exx′yy′ [K(x,x′)B(y,y′)] . . .
+ Exx′ [K(x,x
′)]Eyy′ [B(y,y′)] . . .
− 2Exy[Ex′ [K(x,x′)]Ey′ [B(y,y′)]],
(3.26)
where Exx′yy′ is the expectation over independent pairs (x,y) and (x
′,y′) drawn from
distribution PXY . For n independent observations Z = {(x1,y1), . . . , (xn,yn)} ⊆ X × Y
drawn from the distribution PXY , the empirical estimation of HSIC between X and Y is
HSIC(Z,F ,G) = 1
(n− 1)2 Tr(KHBH), H = In −
1
n
ee>. (3.27)
H is a constant matrix used to centralize K and B, e is a column vector of 1’s, and In is
an identity matrix of size n. It can be shown that the HSIC of two independent variables
is zero. In this thesis, linear and Gaussian radial basis function (GRBF) kernels are used.
Suppose X is a matrix of size d × n carrying a set of multivariate datapoints in its
columns and y is a vector carrying the datapoint labels. The HSIC-based supervised
PCA [149] is a nonlinear dimensionality reduction technique aiming to find a set of feature
transformations (PCs) wr along which Tr(KHBH) is maximized, i.e., that it finds wr’s
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such that the w>r X is highly dependent on y (r = 1, 2, . . . , p, where p is the desired
dimensionality of the reduced subspace). In the following, supervised PCA is formulated
with a linear kernel on X and any type of kernel on y.
w>r X
linear kernel−−−−−−−→ K = X>wrw>r X
y
any kernel−−−−−−→ B
max
wr
(
Tr(w>r XHBHX
>)wr
)
s.t: w>r wr = 1.
(3.28)
Similar to classical PCA, the constraint w>r wr = 1 is introduced to make the optimiza-
tion problem well-posed. It can be shown that the solution to the maximization problem
(3.28) are the eigenvectors corresponding to the largest eigenvalues of XHBHX> [149].
A special case of the above formulation is when B = I, which results in the conventional
PCA.
Here, a modification of supervised PCA is presented that allows application of this
nonlinear DR technique to the functional dataset. A modification of Equation (3.28) to
accommodate the basis function representation of the observations is as follows∫
b>r Φ(t)Φ(t)
>C dt linear kernel−−−−−−−→
∫
C>Φ(t)Φ(t)>brb>r Φ(t)Φ(t)
>C dt
y
any kernel−−−−−−→ B
max
ur
(
Tr(u>r Dur)
)
,
s.t. uru
>
r = 1
where D = M1/2CHBHC>M1/2,
ur = M
1/2br and M =
∫
Φ(t)Φ(t)> dt.
(3.29)
The above maximization can be formulated as a generalized eigenequation by introducing
a Lagrange multiplier λ. Then, the resulting eigenequation can be solved for ur, which will
be used to obtain wr(t). Finally, the FSPCA embedding can be obtained using Equation
(3.8).
3.1.2.4 Functional Isomap (F-Isomap)
Isomap is a non-linear extension of the Multidimensional Scaling (MDS) [154] dimension-
ality reduction technique, which performs MDS on the geodesic space of a non-linear data
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manifold, preserving the pairwise geodesic distances between datapoints in the reduced
subspace [150]. Isomap embedding is performed in three steps: 1) finding neighbours of
each point (e.g., k nearest neighbours) and constructing a neighbouring graph G, 2) com-
puting the geodesic pairwise distance between all the points, and 3) embedding the data
with MDS based on the geodesic distances between the datapoints. To enable the applica-
tion of Isomap to sequential observations, functional estimations of these observations are
first obtained and then the k-nearest neighbours for each observation are found. Next, the
geodesic distance between two sequential observations is computed as the shortest path
between the two observations in the neighbourhood graph, which passes through neighbour
observations
dN(a, b) = min
L
∑
i={1,...,l−1}
dG(xi, xi+1). (3.30)
In Equation (3.30), L includes two or more connected movements in the neighbourhood
graph, with x1 = a and xl = b. The xi and xi+1 are the nearest neighbours. l is the number
of movements in the geodesic path between a and b, including a and b, and dG(xi, xi+1) is
the graph Euclidean distance between xi and xi+1. Next, matrix N is formed with entries
corresponding to the square of pairwise geodesic distances dN. Eigenvalue decomposition
is performed on N to obtain the eigenfunctions wr(t) = Φ
>(t)br corresponding to the top
p eigenvalues. The functional Isomap lower-dimensional embedding is computed using the
top eigenfunctions as follows:
Sir =
√
λrwr(ti), (3.31)
where Si is the lower-dimensional embedding of xi, Sir is the r
th dimension of Si, wr(ti) is
the ith discrete approximation of the rth eigenfunction wr(t) with λr being the corresponding
eigenvalue for wr(t).
Unlike other DR techniques in this section, Isomap embedding does not provide a para-
metric transformation that can be used for transforming previously-unseen high-dimensional
observations into the Isomap low-dimensional space. In [155], a non-parametric estimation
of the Isomap low-dimensional transformation is introduced to test the Isomap embed-
ding. It is shown that the Isomap embedding for a test observation Ot denoted as St can
be approximated as
St =
1
λr
∑
i
wr(ti)K˜(Ot, xi), (3.32)
where (λr, wr(t)) are the eigenvalue-eigenfunction pairs obtained from performing eigen-
value decomposition on the neighbourhood matrix N. K˜(a, b) is a kernel function that
produces the neighbourhood matrix N for Isomap embedding and is defined as
K˜(a, b) = −1
2
(
d2N(a, b)−EOt
[
d2N(Ot, b)
]
−EX´
[
d2N
(
a, X´
)]
+ EOt,X´
[
d2N
(
Ot, X´
)])
, (3.33)
37
where Ot is the test observation and X´ is the set of training observations (landmarks). In
the case of sequential observations, the eigenfunction wr(t) is approximated using BFE as
Φ>br. Considering X´ = {x1, x2, . . . , xi}nli=1 as a subset of sequential observations (a total
number of nl landmarks), the Isomap embedding for the test observation Ot in the r
th
eigenfunction wr(t) is computed as
St =
1
2
√
λr
∑
i
(
brΦ(ti)
)(
EX´
[
d2N
(
X´, xi
)]
− d2N(xi, Ot)
)
, (3.34)
where EX´ is the average over the training observations. Detailed discussion and proof for
Isomap testing can be found in [155]. Here, Equation (3.32) is used to test the F-Isomap
embedding.
3.1.3 Experiments
Two affective movement datasets are used to evaluate and compare the discriminative
performance of the functional dimensionality reduction techniques: 1) a dataset consisting
of a single hand movement performed by a single demonstrator [105], and 2) a larger dataset
consisting of a variety of full-body movements performed by multiple demonstrators [115].
The hand movement dataset considers one movement type, closing and opening the
hand, mainly involving phalangeal and carpo-metacarpal joint movements. Three sets of
movements of 10 trials were collected, where each set conveys a different emotion. Three
different emotions were considered: sadness, happiness, and anger. For each emotion, 5
trials were performed on the right hand and 5 on the left hand. A demonstrator performed
the hand movements while wearing a Dataglove (ShapeHand from Measurand [156]). The
Cartesian coordinates for the root joint (wrist) and three joints A, B and C along each
finger (Figure 3.1) were collected at 84 Hz.
Next, a challenging dataset of full-body affective movements was used to further assess
the discriminative and computational qualities of the functional DR techniques. The full-
body dataset was collected using a Vicon 612 motion capture system and contains 183 acted
full-body affective movements obtained from thirteen demonstrators who freely expressed
movements conveying anger, happiness, fear, and sadness with no kinematic constraints
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Figure 3.1: Screen shots of an animated hand movement. Local Euler angles were collected
for the wrist (root) and three joints (A, B, and C) along each finger. Joints in each finger
are named as shown on the index finger of the far right hand (A: proximal joint, B:
intermediate joint, C: distal joint).
[115]. There are 32 markers attached to bodily landmarks1 and their 3D (3 dimensional)
Cartesian coordinates are collected using 8 motion capture cameras at a rate of 120Hz2.
There are 46 sad, 47 happy, 49 fearful, and 41 angry movements in the full-body dataset.
Each movement starts from a known pose, the T-pose (arms raised to shoulder level and
extended to the sides).
For both datasets, the affective movements are preprocessed through BFE before the
application of functional DR techniques. Two hundred B-splines of 4th degree are chosen
to represent the affective movement time series. BFE is performed using MATLAB code
provided in [157]. Next, FPCA, FFDA, FSPCA, and F-Isomap are applied to obtain
discriminative lower-dimensional embeddings of the transformed affective movements (i.e.,
functional estimation of the movements). For the FSPCA, two types of kernels are applied
to the movement labels; a linear kernel and the Gaussian radial basis function (GRBF)
kernel. MATLAB code provided in [158] is modified to generate the F-Isomap embedding.
For FPCA, FFDA and FSPCA, Equation (3.8) is used to obtain the lower-dimensional
embedding for test observations. For F-Isomap, lower-dimensional embeddings of test
observations are computed using Equation (3.34). The performance of the functional DR
1The markers are placed on the following bodily landmarks: left front head, right frond head, left back
head, right back head, top chest, center chest, left front waist, right front waist, left back waist, right back
waist, top of spine, middle of back, left outer metatarsal, right outer metatarsal, left toe, right toe, left
shoulder, right shoulder, left outer elbow, right outer elbow, left hand, right hand, left wrist inner near
thumb, right wrist inner near thumb, left wrist outer opposite thumb, right wrist outer opposite thumb,
left knee, right knee, left ankle, right ankle, left heel, right heel.
2Some movements in the full-body dataset are recorded at 250Hz, which were down-sampled to 120Hz
in our study to keep the sampling rate consistent for all the movements.
39
Dim.1
D
im
.2
FPCA
Dim.1
D
im
.2
FFDA
Dim.1
D
im
.2
F−Isomap
Dim.1
D
im
.2
FSPCA−Linear
Dim.1
D
im
.2
FSPCA−GRBF
 
 
Sad
Angry
Happy
Figure 3.2: Affective hand movement embedding in the resulting 2D subspaces. For FPCA,
F-Isomap, and FSPCA-Linear, movements from the same emotional category performed
on left and right hands are clustered separately in the resulting embedding.
techniques in discriminating between affective movements is examined with leave-one-out
cross validation (LOOCV) using one-nearest-neighbour (1NN) classification.
3.1.4 Results
The two-dimensional embeddings of all the affective hand movements obtained by FPCA,
FFDA, FSPCA and F-Isomap are shown in Figure 3.2. The LOOCV training and testing
recognition rates for different functional DR techniques along with their training time are
shown in Table 3.1.
Table 3.2 shows the LOOCV training and testing recognition rates for the full-body
dataset obtained using the 1NN classifier in the resulting reduced spaces. 3D subspaces of
the functional DR techniques are used for the full-body movements to compute LOOCV
error due to their discriminative advantage over 2D subspaces. The 2D embedding of
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Table 3.1: Leave-One-Out cross validation training and testing recognition rates for func-
tional DR techniques applied on the affective hand movements
Training
recognition
rate (%)
Testing
recognition
rate (%)
Elapsed
training
time (sec)
FPCA 87 67 0.07
FFDA 100 30 474.20
F-Isomap 96 57 0.13
FSPCA-Linear 97 97 0.09
FSPCA-GBRF 99 93 0.09
training and testing full-body movements are shown in Figure 3.3 to illustrate the ability
of the functional DR techniques to discriminatively embed the high-dimensional affective
movements in a low dimensional space.
Table 3.2: Leave-One-Out cross validation training and testing recognition rates for func-
tional DR techniques applied on the affective full-body movements
Training
recognition
rate (%)
Testing
recognition
rate (%)
Elapsed
training
time (sec)
FPCA 44 43 0.70
FFDA 100 37 564.59
F-Isomap 47 44 1.81
FSPCA-Linear 44 44 1.68
FSPCA-GBRF 59 54 1.71
3.1.5 Discussion
FFDA separates class-specific training observations in distinct clusters (nearly a single
point; FFDA embedding in Figures 3.2 and 3.3). However, it fails to accurately separate
the test observations (low testing recognition rates of 30% and 37% for the hand and full-
body movements, Tables 3.1 and 3.2). The FFDA overfitting effect observed for the hand
movements (Figure 3.2) and for the full-body movements (Figure 3.3) is due to the small
number of high-dimensional observations used (smaller number of observations than the
41
Figure 3.3: Affective full-body movement embedding for a) training data, b) testing data
in the resulting 2D subspaces.
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dimensionality of the observation), and confirms earlier findings that FDA performs poorly
on high dimensional problems when few training points are available [159].
Separated clusters of hand movements belonging to the same affective class are clearly
observable in the reduced subspaces of FPCA, F-Isomap, and FSPCA (Figure 3.1). These
distinct clusters correspond to the movements performed on the left and right hands. Fur-
thermore, in the FPCA-Linear and F-Isomap embeddings, angry and happy hand move-
ments overlap to some extent, while sad hand movements form distinct clusters (Figure
3.1).
F-Isomap achieves good performance only for the training hand movements (96%, Ta-
ble 3.1). As Isomap does not provide a parametric transformation that can be used for
evaluating the generalizability of the resulting reduced subspace to out-of-sample move-
ments, an approximation of Isomap out-of-sample embedding proposed in [155] is adapted
here to test the generalizability of the F-Isomap to unseen movements. This approximation
might be the reason for the poor testing performance of the F-Isomap (57%, Table 3.1).
Furthermore, the performance of Isomap deteriorates if the datapoints belong to disjoint
underlying manifolds, which might be the case here [160].
For the full-body dataset, among the functional DR techniques, FSPCA-GRBF em-
bedding shows dense and more distinct within-class clusters of movements in the resulting
low-dimensional space. By visual inspection, it is easy to associate different subintervals
of dimensions of the FSPCA-GRBF subspace to distinct affective movements. For in-
stance, lower values of the first dimension of the FSPCA-GRBF subspace are occupied by
sad movements, whereas happy movements are distributed along the higher values of the
first dimension. FSPCA-GRBF results in the highest LOOCV training recognition rate
(59%, Table 3.2) and testing recognition rates (54%, Table 3.2). FPCA, F-Isomap, and
FSPCA-Linear embeddings show a large overlapping between full-body movements from
different classes, resulting in poor discrimination between the training and testing affective
movements (Table 3.2).
As discussed in Section 2.4, in the affective movement recognition literature, the auto-
matic interpersonal emotion recognition rates range from 40% to 70% [123, 121, 124, 75],
depending on the number of intended emotions, number of demonstrators, and the amount
of within-class kinematic variations in the movements. Using apex postures from 108 of
the movements in the full-body dataset used here, Kleinsmith et al. [115] tested human
perception of the intended emotions. The overall recognition rate was 55% with the least
recognized postures being fearful ones (50% recognition rate) and the most recognized
ones being the sad postures (63% recognition rate). The FSPCA-GRBF DR applied on
the full-body dataset achieves overall training recognition rate of 59% (Sad: 66%, Happy:
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64%, Fearful: 51%, Angry: 56%) and testing recognition rate of 53.6% (Sad: 61%, Happy:
62%, Fearful: 45%, Angry: 46%), which are comparable to human recognition rates on the
same dataset as reported in Kliensmith et al. perceptual study [115].
If we consider the extent to which each class in the reduced subspaces is spread as a
measure of quality of the embeddings of the functional DR techniques, by visual inspection,
one can argue that FSPCA-GRBF kernel results in the most compact embedding of the
classes for both hand and full-body movements. In the case of FFDA, despite the compact
embedding of each class to a single point, as discussed above, poor embedding of the
test observations is observed due to overfitting. The compact embeddings of the high-
dimensional movements facilitate the interpretation of the reduced subspace dimensions,
as distinct subintervals of these dimensions can be associated to distinct affective movement
classes (i.e., in FSPCA-GRBF embedding shown in Figure 3.2, sad movements are uniquely
characterized by lower values of dimension 1).
The resulting functional transformations can be further explored to identify salient
characteristics associated with different emotion classes. To this end, transformations ob-
tained by FPCA, FFDA, and FSPCA for the hand dataset are plotted as perturbations of
the overall mean of the feature; µ(t) ± αpw(t), where µ(t) is the functional feature mean
across the movements, αp is the perturbing constant, and w(t) is the functional transfor-
mation corresponding to that feature. Figure 3.4 shows examples of perturbation plots for
the hand movements resulting from FPCA, FFDA, and FSPCA techniques: Z-trajectory
of joint A of the thumb corresponding to the second dimension of the reduced subspaces
and Y-trajectory of joint C of the middle finger corresponding to the first dimension of
the reduced subspaces. The perturbation plots for other hand coordinates can be obtained
similarly. These perturbation plots help to evaluate the importance of different movement
functional features in constructing the discriminative reduced spaces either as a whole
or over subintervals. For the Y-trajectory of joint C of the middle finger, the perturba-
tion plots for FPCA, and FSPCA with linear and Gaussian RBF kernels are quite similar
while being different from the one corresponding to FFDA embedding (the right column
in Figure 3.4). According to these perturbation plots, for the Y-trajectory of joint C of
the middle finger, the functional feature variations at the beginning and the end of the
movements play an important role in producing the FPCA and FSPCA subspaces. If a
functional feature has little effect in producing the discriminative subspaces, it appears as
overlap of the functional feature mean with its positive and negative functional transfor-
mation perturbations as is the case in the FFDA perturbation plot for the Y-trajectory
of joint C of the middle finger. Therefore, the contribution of the Y-trajectory of joint
C of the middle finger in constructing FFDA embedding is not significant. In both the
FPCA and FSPCA subspaces, sad movements are embedded along the lower values of the
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Figure 3.4: Perturbation plots corresponding to the reduced subspaces for the hand move-
ments produced by different functional DR techniques: Z-trajectory of joint A of the thumb
corresponding to the second dimension of the reduced subspaces (left column), Y-trajectory
of joint C of the middle finger corresponding to the first dimension of the reduced subspaces
(right column).
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first dimension, while happy and angry movements are characterized by higher values of
the first dimension (Figure 3.2); hence similar perturbation plots for the first dimension of
the FPCA and FSPCA subspaces are obtained. Differences between FPCA and FSPCA
embeddings occur along the second dimension.
An example of the perturbation plots for the Z-trajectory of joint A of the thumb cor-
responding to the second dimension of the reduced subspaces produced by FPCA, FFDA,
and FSPCA is shown in the left column of Figure 3.4. For the Z-trajectory of joint A of
the thumb, the perturbation plot for FPCA demonstrates that the functional feature vari-
ations at the beginning and the end of the movements play an important role in producing
the FPCA embedding. For the FFDA embedding, the functional feature transformation
introduces a highly variable trend of weights starting at one-third of the movement and at-
tenuating toward the end (FFDA perturbation plot in the left column of Figure 3.4). This
demonstrates the FFDA search for a direction in high-dimensional movement space that
maximally separates different movement classes, while forming compact classes along that
direction through weighting individual basis functions. The contribution of the Z-trajectory
of joint A of the thumb in constructing the FSPCA-linear embedding is not significant.
The perturbation plot for the FSPCA-GRBF shows that the entire Z-trajectory of joint
A of the thumb plays an important role in constructing the discriminative FSPCA-GRBF
embedding. Therefore, FPCA and the two variations of FSPCA DR techniques result in
a different functional feature transformation for discriminative embedding of the affective
movements. The superiority of the FSPCA techniques over the FPCA in the discriminative
analysis (Table 3.1) is likely due to the fact that FSPCA benefits from movement labels in
constructing the discriminative lower-dimensional subspace.
Among the functional DR techniques covered here, FFDA is the most computationally
expensive and this is due to the requirement for computing the overall covariance as well
as individual class covariances. The least computationally expensive is FPCA followed
by FSPCA. The computational complexity of the F-Isomap algorithm depends on the
computation of pairwise geodesic distances [150].
3.2 Functional Affective Movement Generation
In this section, an approach for generating prototypical movements for different emotion
classes in a dataset is presented. First, movements in the dataset are preprocessed through
landmark alignment and length normalization. The transformed movements are then repre-
sented in terms of functional features, and functional principal component analysis (FPCA)
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is used to identify features representing most of the variance within the dataset. The cen-
troids of within-class clusters of movements in a space spanned by the resulting functional
principal components along with the inverse FPCA mapping are used to generate class-
specific prototypical movements.
The affective hand movement dataset described in Section 3.1.3 is used to demonstrate
the performance of the proposed functional affective movement generation approach. To
confirm that synthetically-generated movements are perceived in a similar way to human-
generated movements, a user study was conducted. Participants were asked to rate the
affective expression perceived from human-generated and synthetically-generated affective
movements.
3.2.1 Landmark Alignment and Length Normalization
Human movements are highly variable in terms of amplitude, phase, and length, even when
the same demonstrator repeats a single movement multiple times. To normalize the data
with respect to time while aligning the relative temporal locations of key points in the
movements (the landmarks), landmark alignment and length normalization is performed.
Here, landmark alignment and length normalization are done in two sequential steps: 1)
within-class landmark alignment and length normalization, and 2) between-class length
normalization.
The within-class landmark alignment and length normalization are performed simulta-
neously at the level of individual time series features, using piece-wise linear re-sampling.
Movement landmarks are selected as the start, end, and extrema locations of local joint
Euler angle trajectories. To improve accuracy, the landmarks are selected manually for
every time series feature across the within-class movements. Following landmark selec-
tion, the rest of the pre-processing (landmark alignment, length normalization and basis
function expansion), feature extraction and subsequent affective movement generation are
all automated processes. After selecting the landmarks, an exemplar from each class is
selected as the reference movement and the length and landmarks of other movements
from the same class are normalized and aligned to those of the reference movement using
piecewise linear re-sampling.
To enable the application of FPCA, between-class length normalization is performed
by converting the previously transformed movements (fixed-length and aligned within-
class movements) from different classes to fixed-length (equal to the length of the shortest
within-class transformed movement) vectors using linear re-sampling. After the between-
class movements are length normalized, their time-series features are decomposed into
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temporal functions computed at every time instant t using basis function expansion (BFE)
as described in Section 3.1.1.
3.2.2 Prototypical Movement Generation
For generating the prototypical movements, FPCA is applied on the preprocessed move-
ments and the movements are embedded into the resulting FPCA space. The centroids of
the within-class clusters of movements in the FPCA space are used as the representatives
of different emotion classes. The inverse FPCA functional feature transformations (i.e., top
eigenfunctions) are then used to reconstruct the high-dimensional functional features for
the representatives using Equation 3.4. Next, the reconstructed functional features of each
class representative are linearly re-sampled to the average length of the original movements
in the corresponding emotion class. The resulting functional features are the local Euler
angle trajectories for different body joints of the prototypical movement for that emotion
class.
3.2.3 Experiments
The affective hand movement dataset described in Section 3.1.3 is used to demonstrate the
performance of the generation approach. The hand is an important medium for commu-
nicative gestures [82], [161]. Furthermore, the proposed generation approach is originally
motivated by the development of a series of architectural responsive environments, called
the Hylozoic Series [78] (Figure 3.5), and the hand closely resembles the motion style and
structure of the moving components of these environments.
The angry and sad movements in the affective hand movement dataset are characterized
by high and low tempo, respectively. The happy movements are characterized by fast
tempo as well as multiple changes in velocity and direction. The affective hand movements
(their local Euler angle trajectories) are first preprocessed through landmark alignment and
length normalization as described in Section 3.2.2. An example of length normalization
and landmark alignment is shown in Figure 3.6. Basis function expansion is then carried
out before the application of FPCA, as described in Section 3.1.1. Here, the number of
B -splines and their degree are chosen empirically to be 150 and 4, respectively. The basis
function expansion resulted in the R2 statistic above 92% for all the time-series features.
In addition, the goodness of fit for each individual time-series feature is visually monitored
using plots of the original time-series, their BFE fit, and their corresponding residual plots
to ensure the quality of the fit over all subintervals.
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Figure 3.5: Two visitors highlighted with a red outlined rectangle immersed in Hylozoic
series, a responsive architectural geotextile environment [3]. The Hylozoic series uses mas-
sively repeating components, microprocessors, sensors and actuators to create decentralized
responsive systems capable of subtle motions giving the impression that the environments
are ‘sensitive’ and may even have affective states. Knowledge of key contributing move-
ment features in conveying affect and methods for automatic affective movement generation
would enable these interactive environments to display movements that convey recogniz-
able affective expressions and engage in meaningful interaction with humans. Reprinted
with permission.
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Figure 3.6: An example of landmark alignment and length normalization for time-series
features representing local Euler angle trajectories for: X-rotation of joint B of the little fin-
ger in angry movements (right column), X-rotation of index’s joint A in happy movements
(middle column), Z-rotation of wrist in sad movements (left column).
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Figure 3.7: FPCA 2D embedding of affective human hand movements.
Next, the main modes of variation in the resulting transformed movements are found
using FPCA, and the corresponding two-dimensional (2D) subspace is obtained (Figure
3.7).
As can be seen in Figure 3.7, there is a clear separation between different classes of
affective hand movements in the FPCA 2D embedding, as within-class movements are
embedded near one another, forming dense clusters distant from clusters corresponding
to other classes of the affective hand movements. Therefore, any clustering algorithm
(e.g., k-means) can find the 3 clusters each containing instances of a class of affective
movement. Using the centroids of these clusters, the high dimensional joint trajectories of
the prototypical movements for different emotion classes are constructed using the approach
described in Section 3.2.2. FPCA 3D embedding is used for movement generation, as
movement generation from FPCA 2D space compromised some fine movement details.
Videos of the animated embodiments using the original and regenerated movements are
available at [162].
Since human interpretation of displayed affective movements can be very subjective,
subjective measures need to be employed to assess the perception of generated affective
movements in comparison with those displayed by the demonstrator. For this purpose, a
user study was conducted in which participants rated the expressivity of the synthetically-
generated and human-generated movements animated on a human-like hand model (Figure
3.8). Therefore, there are two movement generation sources (human-generated movements
(Original) and synthetically-generated movements (Generated)), and three intended emo-
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Figure 3.8: The human-like hand model used to display the generated and original move-
ments.
tions (happiness, sadness, and anger) in the user study.
Each questionnaire session included 6 animations: 3 showing the original movements
and the other 3 animations showing the generated movements. The animations were shown
to the participants in a randomized order. Each animation was accompanied by two ques-
tions. The first question asked the participants to rate on a Likert scale the extent to
which each of the six basic Ekman emotions was conveyed in the animation, with 1 being
“not conveyed at all” and 6 being “strongly conveyed”. Offering participants the choice
of six emotions gives a more accurate picture of recognition rate, since it does not artifi-
cially constrain the responses and shows whether emotions are unambiguously recognized.
In the second question, participants were asked to rate the arousal and valence compo-
nents of the emotion perceived for each movement, using a 7-point scale. A description
of the arousal and valence dimensions of emotion was provided, along with a schematic
representation of circumplex model of emotion (Figure 3.9). Low intensity-high intensity
and unpleasant-pleasant were the adjective pairs displayed at the extremes of arousal and
valence scales, respectively, to further guide the participants in evaluating the arousal and
valence components.
A total of 22 participants (26.1 years ± 5.8 years, 12 male and 10 female) completed
the user study. Participants were healthy adults and recruited from among students at
the University of Waterloo. They were provided with detailed information on the study
and the procedure to complete the computer-based questionnaire. All the questionnaire
sessions took place at the same location and were administered by the same researcher to
ensure a uniform experience for all the participants. The study received ethics approval
from the Office of Research Ethics, University of Waterloo, and a consent form was signed
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Figure 3.9: The schematic representation of the cicumplex model used in the questionnaire.
electronically by each participant prior to the start of the questionnaire.
3.2.4 Results
The main and interaction effects of the generation source and intended emotion on the
perception of original and generated affective movements are evaluated using participants’
responses in the user study3.
The order of the affective movement animations seen by the participants was ran-
domized. Using one-way ANOVA, we tested if viewing multiple animations caused any
habituation by considering the presentation order as an independent variable. The effect
of presentation order on the participants’ evaluations of the animated movements was not
found to be significant at p < 0.05, indicating that habituation was not a significant effect.
Bar charts of the ratings of anger, happiness, sadness, arousal, and valence for each
generation source and intended emotion combination, averaged over the participants, are
shown in Figure 3.10. Five two-way repeated measure ANOVAs are performed, each testing
the main and interaction effects of the generation source (original and generated) and
intended emotions (anger, happiness, and sadness) on the participants’ ratings of anger,
3The SPSS statistical software package [163] is used to analyse the user study results.
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Table 3.3: Null hypotheses tested in the repeated measure ANOVAs performed to evaluate
the effects of the generation source and intended emotion on the participants’ perception;
i = {Anger,Happiness, Sadness, Arousal, V alence}.
HA0 (1, i): The means of the participants’ ratings of i for original and generated
movements are equal.
HA0 (2, i): The means of the participants’ ratings of i for different intended emo-
tions are equal.
HA0 (3, i): Generation sources and intended emotions are independent and no in-
teraction effect between the two is present on the ratings of i.
Figure 3.10: Average participants’ ratings (mean ± SE) for the original and generated
affective movements displayed on the human-like structure. From left to right, ratings
for: anger, happiness, sadness, arousal, valence. “*” sign indicates a significant pair-wise
difference between the levels of intended emotion. SE: standard error.
happiness, sadness, arousal, and valence. Table 3.3 shows the null hypotheses tested in
each repeated measure ANOVA.
The main and interaction effects of the independent variables (generation source and
intended emotion) on the participants’ ratings of the dependent variables (ratings of anger,
happiness, sadness, arousal, and valence) are considered significant at p < 0.05. Table 3.4
shows the resulting F -statistics, p-values, and effect sizes (η2). In addition, a post-hoc
analysis consisting of paired t-tests with Bonferroni correction is performed to identify the
significant differences from the ANOVA tests.
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Table 3.4: F -statistics, p-values, and effect size (η2) results from repeated measure
ANOVAs for the main and interaction effects of generation source and intended emotion
on participants’ ratings of anger, happiness, sadness, arousal, and valence. Greenhouse-
Geisser correction is used when sphericity assumption is violated. “*” sign indicates a
significant difference.
i : Anger Happiness Sadness Arousal Valence
Generation source F (1, 21) = 0.023 2.333 0.427 0.007 0.805(
HA0 (1, i)
)
p = 0.882 0.142 0.520 0.934 0.380
η2 = 0.000 0.004 0.001 0.000 0.003
Intended Emotion F (2, 42) = 31.191 27.038 28.030 49.009 45.015(
HA0 (2, i)
)
p = 0.000* 0.000* 0.000* 0.000* 0.000*
η2 = 0.399 0.360 0.358 0.559 0.398
Generation source × F (2, 42) = 0.461 2.398 0.114 1.123 0.543
Intended emotion p = 0.634 0.121 0.797 0.335 0.585(
HA0 (3, i)
)
η2 = 0.003 0.007 0.001 0.004 0.004
3.2.4.1 The Effect of Generation Source
To analyze the effect sizes, we apply Cohen’s recommended magnitudes for effect sizes, with
a η2 of 0.01, 0.06, and 0.14 indicating small, medium, and large effect sizes, respectively
[164]. According to the ANOVA results, the interaction between the generation source and
intended emotion is not significant and the corresponding effect sizes are small (η2 <= 0.01)
in all cases (Table 3.4); hence, we can not reject HA0 (3, i).
The observed effect of the generation source and the paired differences in the par-
ticipants’ ratings of anger, happiness, sadness, arousal, and valence with respect to the
generation source are not significant as the corresponding p-values are larger than the
Bonferroni-corrected significance level of 0.025. Therefore, we retain the first set of null
hypotheses (HA0 (1, i); equal mean ratings of movements from different generation sources
for all affective labels). Furthermore, the observed effects of the generation source are of
a small size (η2 < 0.004); hence, the generation source is responsible for only a very small
portion of variability (< 0.4% of the overall variability (effect + error)) in the participants’
perception of the movements.
Therefore, the small differences in the perception of the original versus generated move-
ments are likely due to chance and the generation source has very little impact on the
participants’ perception of the affective movements. This indicates that the movements
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generated with the proposed functional approach are perceived very similarly to the original
movements displayed by the human demonstrator.
3.2.4.2 The Effect of Intended Emotion
The intended emotion has a significant effect on the participants’ perception of the affective
movements in all cases (rejecting HA0 (2, i) for all i’s). The detected main effect of the
intended emotion is large (η2 > 0.14) in all cases (Table 3.4), indicating that the intended
emotion is a critical factor in evaluating the expression in different animations.
Using the follow-up post-hoc analyses, with respect to the intended emotions, there are
significant pairwise differences between the participants’ ratings of the intended emotions
(anger, happiness, and sadness) at a Bonferroni corrected significance level (p < 0.017).
For instance, anger ratings for the angry movements are significantly higher than the
anger ratings for the sad and happy movements (anger rating in Figure 3.10). All the
pairwise differences in the arousal ratings in light of the intended emotions are significant
at p < 0.017 (arousal rating in Figure 3.10). For the valence rating, happy movements
are significantly different from either the sad or angry movements. The observed pairwise
differences between the valence rating of the sad and angry movements are not significant
(valence rating in Figure 3.10), which might be due to the similarity in their valence
characteristics (negative valence).
3.2.5 Discussion
The results of the ANOVA tests show that all the medium to large main effects can be
detected with our sample size (22 participants). When no significant effect was observed,
the size of the effect was extremely small. The extremely small effects are likely due to
chance and hence, the generation source has very little influence on the participants’ per-
ception of the affective movements. On the other hand, the significant effects detected
in the user study indicate that human perception of the affective movements is strongly
influenced by the intended emotion. Therefore, the proposed approach is capable of gen-
erating prototypical movements for different affective categories that are as expressive as
their counterparts displayed by the human demonstrator.
However, there are limitations to the proposed generation approach. This generation
approach is only capable of generating a prototypical movement for a collection of within-
class affective movements that are also kinematically similar. Furthermore, the functional
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generation approach is sensitive to mis-alignment of spatial landmarks and length varia-
tions between the within-class kinematically-similar training movements and mandates a
preprocessing step where landmarks are identified and aligned followed by length normal-
ization. Landmark alignment and length normalization can be a tedious task for large
datasets, which in turn will impede the application of the proposed approach for large
scale movement generation problems. Therefore, other approaches are warranted to gen-
erate new movements that are kinematically different from the training movements and
convey a target emotion, and do not require landmark alignment and length normaliza-
tion. The automatic generation approach presented in Chapter 5 aims to address these
limitations.
3.3 The Effect of Embodiment and Gender on the
Perception of Affective Movements
Identifying human capabilities in perceiving affective expressions is essential for developing
interactive machines that can engage with their human users. In order to ensure that
the behaviour of the interactive machines is perceived as intended, any embodiment- or
gender-specific differences in the perception of affective expressions are an important design
consideration. This section presents a user study conducted to evaluate the role of the
display embodiment and an observer’s gender on the perception of affective movements.
3.3.1 Experiments
The generated affective hand movements from Section 3.2.3 were displayed on a human-like
and a frond-like hand model 3.11. Therefore, there are two embodiments in the user study
(human-like and frond-like), three intended emotions (happiness, sadness, and anger), and
the gender is the between-subject factor. It should be emphasized that the movements
used in this experiment are the synthetically-generated ones only. Therefore, by fixing the
generation source, we will investigate the role of intended-emotion and display embodiment
in the perception of synthetically-generated movements displayed on the human-like and
the frond-like embodiments.
The same participants as those reported in Section 3.2.3 completed the user study
(22 participants: 26.1 years ± 5.8 years, 12 male and 10 female). They were provided
with detailed information on the study and the procedure to complete the computer-based
questionnaire. All the questionnaire sessions took place at the same location and were
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Figure 3.11: Display embodiments used to display affective movements. a) anthropomor-
phic (human-like) hand model, b) non-anthropomorphic frond-like hand model. These
animated embodiments are produced using Poser (version 8, Smith Micro Inc.).
administered by the same researcher to ensure a uniform experience for all the partici-
pants. The study received ethics approval from the Office of Research Ethics, University
of Waterloo, and a consent form was signed electronically by each participant prior to the
start of the questionnaire.
Each questionnaire session included 6 animations: 3 showing the generated movements
on the human-like embodiment and the other 3 animations showing the generated move-
ments displayed on the frond-like embodiment. The following naming format is used to
refer to the animations in the rest of this section: “(embodiment: human-like, frond-
like) (intended emotion: angry, happy, sad)” (e.g., “Frond Happy” represents the happy
movement displayed on the frond-like embodiment).
The animations were shown to the participants in a randomized order. Each video
was accompanied by three questions. The first question was a multiple-selection question
asking participants to select among a list of keywords those that most closely described
the animated embodiment in the video. The list of keywords and average user responses
are shown in Table 3.5. The second and third questions asked the participants to rate
the six basic Ekman emotions and arousal and valence in the same way as the user study
presented in Section 3.2.3.
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Table 3.5: The percentage (%) of descriptive keywords selected for different combinations
of the intended emotion and embodiment. The descriptive keywords selected over 50% of
the time are highlighted.
Embodiment Hand Frond
Intended emotion Sad Happy Angry Sad Happy Angry
Human-like 73 64 64 14 14 18
Robot-like 18 18 36 18 23 14
Organic 36 36 23 50 41 55
Artificial 27 27 36 23 32 27
Hand-like 73 77 68 23 18 36
Plant-like 0 0 0 73 59 64
Represents biological motion 64 64 50 55 50 50
Represents mechanical motion 5 18 27 14 27 23
Friendly 32 23 23 41 23 5
Unfriendly 5 0 45 5 23 50
Cartoon-like 9 18 9 18 14 14
Pleasant 5 27 0 45 18 9
Unpleasant 23 5 59 0 9 41
Aggressive 5 18 64 0 41 41
Gentle 59 18 0 77 27 18
None 0 0 0 0 0 0
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3.3.2 Results
The effect of presentation order on the participants’ perception of the animated embodi-
ments was not found to be significant at p < 0.05 using one-way ANOVA, indicating that
habituation was not a significant effect.
The participants’ perception of animated embodiments was assessed using the set of
descriptive keywords listed in Table 3.5. As expected, the human-like embodiment was
frequently described as human-like (67%) and hand-like (73%), regardless of the intended
emotion. The frond-like embodiment was described as plant-like in 65% of the responses.
Both the human-like and frond-like embodiments were perceived to be representing bio-
logical motion in 59% and 52% of the responses, respectively. Notably, the frond-like em-
bodiment displaying the sad movement was frequently described as gentle (77%), friendly
(41%), and pleasant (45%), while these descriptors were not commonly associated with
the human-like embodiment. The human-like embodiment displaying angry movements
was perceived as unpleasant (59%) and aggressive (64%), whereas these descriptors were
less frequently attributed to the angry movement displayed on the frond-like embodiment.
The participants’ ratings of affective movements displayed on the human-like and frond-like
embodiments are shown in Figure 3.12.
In order to test whether the physical appearance of the embodiment influences the
participants’ ratings of the animated affective movements, five two-way repeated measure
ANOVAs are performed with independent variables being the embodiment and intended
emotion. Table 3.6 shows the null hypotheses tested in each repeated measure ANOVA.
The resulting F -statistics, p-values, and effect sizes (η2) are reported in Table 3.7. The
ANOVA results are considered significant at p < 0.05. Paired t-test comparisons with
Bonferroni correction are carried out to further assess the significant effects reported in
Table 3.7 at different levels of the independent variables.
3.3.2.1 The Effect of Intended Emotion
The interaction between the embodiment and intended emotion is significant in the par-
ticipants’ ratings of happiness, sadness, and valence, with relatively large sizes (Table 3.6);
hence, rejecting HB0 (3, happiness), H
B
0 (3, sadness), and H
B
0 (3, valence). According to the
ANOVA tests, similarly to Section 3.2.4, the intended emotion has a main effect on the
participants’ perception of the affective movements and demonstrates large effect sizes (Ta-
ble 3.7). Therefore, we reject the first set of hypotheses in Table 3.6 (HB0 (1, i)) that states
the mean participants’ ratings of different levels of intended emotions are equal. For the
arousal rating, significant pairwise differences in ratings of different affective movements
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Table 3.6: Null hypotheses tested in the repeated measure ANOVAs performed to eval-
uate the role of embodiment and intended emotion on the participants’ perception;
i = {Anger,Happiness, Sadness, Arousal, V alence}.
HB0 (1, i): The means of the participants’ ratings of i for different intended emo-
tions are equal.
HB0 (2, i): The means of the participants’ ratings of i for different embodiments
are equal.
HB0 (3, i): Embodiment and intended emotions are independent and no interaction
effect between the two is present on the ratings of i.
Figure 3.12: Average participants’ ratings (mean ± SE) for the affective movements dis-
played on the human-like and frond-like embodiments. From left to right, ratings for:
anger, happiness, sadness, arousal, valence. “*” indicates a significant pairwise difference
between the levels of the embodiments.
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Table 3.7: F -statistics, p-values, and effect sizes (η2) from two-way repeated measure
ANOVAs each testing the main and interaction effects of embodiment and intended emotion
on participants’ ratings of anger, happiness, sadness, arousal, and valence. Greenhouse-
Geisser correction is used when sphericity assumption is violated. “*” sign indicates a
significant difference.
i : Anger Happiness Sadness Arousal Valence
Intended Emotion F (2, 42) = 24.406 23.710 9.453 46.660 19.638(
HB0 (1, i)
)
p = 0.000* 0.000* 0.000* 0.000* 0.000*
η2 = 0.283 0.198 0.138 0.532 0.201
Embodiment F (1, 21) = 6.081 5.502 12.066 1.569 17.121(
HB0 (2, i)
)
p = 0.022* 0.029* 0.002* 0.224 0.000*
η2 = 0.027 0.019 0.026 0.004 0.050
Embodiment × F (2, 42) = 2.448 10.450 10.564 0.196 14.310
Intended emotion p = 0.099 0.001* 0.001* 0.767 0.000*(
HB0 (3, i)
)
η2 = 0.017 0.107 0.077 0.001 0.128
are observed regardless of the embodiment. It should be noted that the movements used
in this experiment are the synthetically-generated ones and the effect of intended emotion
and display embodiment on the perception of affective movements is evaluated, unlike the
experiment in Section 3.2.4 in which the affective movements were either human-generated
or synthetically-generated. In the case of anger, happiness, sadness, and valence ratings
for the movements displayed on the human-like embodiment, pairwise differences between
different levels of the intended emotion are present. However, due to the interaction effect
between the embodiment and intended emotion, pairwise differences at different levels of
the intended emotion demonstrate a different trend for the frond-like structure (Figure
3.12). These differences are discussed in the next section.
3.3.2.2 The Effect of Embodiment
Embodiment has a significant main effect on the participants’ ratings of anger, sadness,
and valence at the Bonferroni corrected level p < 0.025, rejecting the null hypotheses
HB0 (2, anger), H
B
0 (2, sadness), and H
B
0 (2, valence) in Table 3.6. Furthermore, the effect
of embodiment on the ratings of happiness is found marginal at p < 0.025. The ob-
served sizes of the embodiment effects on anger, happiness, sadness, and valence ratings
are medium (Table 3.7). Post-hoc paired t-tests between the ratings of the movements dis-
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played on different embodiments were performed to identify significant differences detected
in ANOVA tests.
The most significant effect of the embodiment is due to differences in the perception of
sad movements. The sad movement displayed on the frond-like embodiment was perceived
as a happy movement and conveying positive valence (happiness and valence ratings in
Figure 3.12). Therefore, there is no significant difference between the valence ratings for
the happy and sad movements displayed on the frond-like embodiment (valence rating in
Figure 3.12), which is not the case when the display embodiment is human-like. This is
in-line with the participants’ description of the Frond Sad animation as pleasant (45%),
friendly (41%) and gentle (77%). Furthermore, sad movements displayed on the frond-like
embodiment are not rated as conveying sad; no significant difference between the sadness
rating of this movement and other movements is observed regardless of embodiment.
3.3.2.3 The Effect of Affect Representation Model
This thesis next investigates how different representations of affect (discrete versus con-
tinuous) influence participants’ responses. Participants were able to distinguish differing
levels of arousal in all three classes of affective movements used here (high arousal values
for anger, medium arousal values for happiness, and low arousal values for sad movements
(arousal ratings in Figures 3.12). These arousal ratings are consistent regardless of em-
bodiment.
For valence, the average ratings show that the angry movements are correctly perceived
as conveying negative valence regardless of embodiment (Figure 3.12). Participants’ evalua-
tions of valence for the happy movements displayed on the human-like embodiment (Figure
3.12) are positive and consistent with the valence property of happy emotions [165], but
high variance is observed for the frond-like embodiment (valence rating in Figure 3.12).
For the sad movement displayed on the human-like embodiment, the valence component
is rated negatively, which is consistent with the valence property of the sad emotion [165].
However, for the frond-like embodiment displaying the sad movement, the valence rating
has a positive average value.
When the display embodiment is human-like, the intended emotion is rated significantly
higher than the other emotions communicated in the dataset (anger, happiness, and sadness
ratings in Figure 3.12). These rating differences are all found to be significant at p < 0.017
using paired t-tests with Bonferroni correction.
Next, the perception for the emotions not communicated in the movement dataset
(surprise, fear, and disgust) is considered. For this purpose, we generated a confusion
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matrix for the perceived Ekman emotions as shown in Table 3.8. For the confusion matrix,
an emotion is considered recognized if it is rated 3 or above on the Likert scale. Note that
this recognition cut-off is applied only for illustrative purposes in Table 3.8, and all the
analysis in Section 3.2.4 is done on the full scale of ratings obtained in the questionnaire
study. When angry movements, both original and generated, are displayed on the human–
like embodiment, in addition to being correctly perceived as angry, they are also frequently
perceived as fear and surprise. The frond-like embodiment displaying angry movement
was perceived as fear and surprise more frequently than anger. The happy movements
are perceived both as happiness and as surprise regardless of the generation source and
embodiment. For the human-like embodiment, the sad movement is clearly and uniquely
recognized. The sad movement executed on the frond-like embodiment is misperceived as
happiness.
Table 3.8: Confusion matrix showing percentage (%)* of emotion rating for different affec-
tive movements.
Perceived emotions
Anger Happiness Sadness Surprise Fear Disgust
Hand Angry 77% 9% 41% 50% 73% 45%
Hand Happy 23% 55% 14% 55% 9% 14%
Hand Sad 18% 14% 77% 23% 32% 23%
Hand Angry 82% 5% 32% 73% 77% 32%
Hand Happy 32% 77% 14% 64% 9% 23%
Frond Angry 55% 14% 36% 73% 77% 36%
Frond Happy 27% 55% 23% 50% 27% 5%
Frond Sad 0% 55% 27% 27% 9% 0%
∗ Since participants were asked to rate all 6 Ekman emotions on a 6 point Likert scale,
there are cases where an expressive movement was rated 3 or above for more than one
emotion. On the other hand, there are cases in which anger, happiness and sadness were
all rated below 3. This is why none of the emotion ratings add up to 100% in the
confusion matrix.
3.3.2.4 Discussion
The user study shows that display embodiment influences the perception of affective move-
ments as significant differences were observed in the perception of the same affective move-
ment displayed on different embodiments. The effect of embodiment on participants’ rat-
ings found in this study contradicts previous findings [104], [105] that reject the role of
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Table 3.9: Correlation (%) between the arousal ratings and peak velocity (first column)
and peak acceleration (second column).
Peak velocity Peak acceleration
Human-like 74% 75%
Frond-like 70% 70%
embodiment on affective movement perception. The animated frond-like embodiment here
is different than the one used in a previous study [105]. In [105], the frond-like embodiment
was frequently described as aggressive, unfriendly, and unpleasant, while here the frond-like
embodiment is described as gentle, friendly, and pleasant when displaying the sad move-
ment. This difference in embodiment perception may be the reason for the differences in
the participants’ assessment of the affective movements displayed on the frond-like embod-
iment in [105] as compared to the one reported in this section. One possible hypothesis is
that it may be more difficult to perceive negative valence emotions (anger, sadness) on a
embodiment which is associated with positive emotional characteristics such as gentleness.
In addition, the results of the user study indicate that the arousal ratings of the affective
movements are consistent and comparable with the arousal properties of the corresponding
emotions reported in [165], regardless of embodiment. The average valence ratings for
the animated human-like embodiment are also consistent and similar to [165], whereas
inconsistencies are observed with the frond-like embodiment.
When considering ratings for all six Ekman emotions, there is some confusion between
the intended emotions and non-intended emotions as highlighted in Table 3.8. One inter-
pretation is that the Ekman emotions that are easily mis-perceived (e.g., anger, fear, and
surprise) have similar arousal-valence characteristics. Based on the results obtained in this
study, it appears that the circumplex model of emotion is a more reliable tool for measure-
ment of the emotion for movement stimuli, as it is not clear that participants are capable
of distinguishing discrete emotion categories with similar arousal-valence characteristics
when observing affective movements alone.
We also computed correlations between the arousal ratings and peak velocity and peak
acceleration characteristics of the affective movements (Table 3.9). The resulting correla-
tions corroborate with previous works [29] and [104], which have found that the level of
perceived arousal is correlated to the velocity and acceleration of the movements.
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3.3.3 The Effect of Gender
The role of gender on the participants’ perception of affective movement was also studied
using the user study reported in Section 3.3. In particular, the following questions were
investigated:
1. Did the gender of the observers have an influence on the perception of affective hand
movements?
2. Did the intended-emotion and display embodiment have a different impact on male
or female observers?
To investigate the effect of gender and its interaction with the embodiment and intended-
emotion on the participants’ ratings of the affective movements, a three-way repeated
measure ANOVA can be used with gender as a between-subject variable, and display
structure and intended-emotion as within-subject variables. However, the interpretation
of the significant effects from a three-way repeated measure ANOVA is difficult due to the
large number of variables and their main and interaction effects (7 main and interaction
effects). Furthermore, a larger sample size would be needed to detect significant effects of
all the variables presented in the study.
To reduce the number of effects and simplify the analysis, we instead performed two
sets of two-way repeated measure ANOVAs (each set contains five ANOVA tests) to assess
the main and interaction effects of the intended-emotion and embodiment on the ratings of
anger, happiness, sadness, arousal, and valence by the male participants (set 1) and female
participants (set 2). This way, we have reduced the number of variables to two within-
subject variables: intended-emotion and embodiment. Table 3.10 shows the null hypotheses
tested in each repeated measure ANOVA. Tables 3.11 and 3.12 show the resulting F -
statistics, p-values, and effect sizes (η2) for male and female participants, respectively.
According to the ANOVA results in Table 3.11, there is a significant interaction between
embodiment and intended-emotion in the male participants’ ratings of anger, happiness,
sadness, and valence; hence rejectingHmale0 (3, i) for i = {anger, happiness, sadness, valence}.
However, no significant interaction between the intended-emotion and embodiment in the
female participants’ ratings was observed (Table 3.12); hence, retaining Hfemale0 (3, i)’s.
There are also differences in the main effects of the intended-emotion and embodiment
on the male and female participants’ perception. The intended-emotion was found to
significantly influence the ratings of both the male and female participants in all the cases
in this study except for the male sadness ratings. The embodiment has a significant
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main effect on the female participants’ ratings in all the cases at p < 0.05 except for
the happiness ratings (rejecting Hfemale0 (2, i) for i = {anger, sadness, arousal, valence}),
whereas the effect of embodiment on the male participants’ ratings was not found significant
at p < 0.05.
Bar charts of average ratings of anger, happiness, sadness, arousal, and valence by male
and female participants are shown in Figure 3.13. Paired t-tests are performed between the
pairs of the male and female participants’ ratings of the affective movements displayed on
the hand–like and frond–like embodiments and significant pair-wise differences are shown
using “*” in Figure 3.13. Table 3.13 shows the confusion matrix of the perception of the
intended-emotions. For the confusion matrix, an emotion is considered recognized if it is
rated 3 or above on the Likert scale.
As can be seen in Table 3.13, the perception of anger by female participants was sig-
nificantly affected by the embodiment as the angry movement displayed on the frond-like
embodiment was less frequently recognized as conveying anger in comparison with the an-
gry movement displayed on the human-like embodiment (female anger rating of the angry
movements in Figure 3.13). The male participants equally attributed high arousal and
negative valence to the angry movement and correctly recognized angry movement regard-
less of the embodiment (male anger, arousal, and valence ratings of the angry movement
in Figure 3.13). However, the female participants associated a lower-level of arousal and
less-negative valence to the frond-like embodiment displaying the angry movement (female
arousal and valence ratings of the angry movement in Figure 3.13). The better perfor-
mance of the male participants in recognizing angry movements is congruent with [93, 94]
suggesting that men are more accurate in recognizing angry expressions.
The happy movement displayed on the human-like embodiment is correctly recognized
as conveying happiness and positive valence by both male and female participants, whereas
Table 3.10: Null hypotheses tested in the repeated measure ANOVAs for the participants’
ratings; i = {Anger,Happiness, Sadness, Arousal, V alence}, G = {male, female}.
HG0 (1, i): The means of the G participants’ ratings of i for different intended-
emotions are equal.
HG0 (2, i): The means of the G participants’ ratings of i for different embodiments
are equal.
HG0 (3, i): Embodiment and intended-emotions are independent and no interaction
effect between the two is present in the G participants’ ratings of i.
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Table 3.11: F -statistics, p-values, and effect size (η2) results from two-way repeated mea-
sure ANOVAs each testing the main and interaction effects of embodiment and intended-
emotion on male participants’ ratings of anger, happiness, sadness, arousal, and valence.
There are 12 male participants. Greenhouse-Geisser correction is used when sphericity
assumption is violated. “*” sign indicates a significant effect. Bonferroni adjustment was
made for multiple comparisons.
i : Anger Happiness Sadness Arousal Valence
Intended–Emotion F (2, 22) = 15.006 20.749 2.127 18.947 9.981(
Hmale0 (1, i)
)
p = 0.000* 0.000* 0.143 0.000* 0.001*
η2 = 0.315 0.244 0.089 0.503 0.162
Embodiment F (1, 11) = 0.014 4.068 3.000 1.232 2.129(
Hmale0 (2, i)
)
p = 0.908 0.069 0.111 0.291 0.172
η2 = 0.000 0.027 0.014 0.004 0.012
Embodiment × F (2, 22) = 5.421 7.871 8.406 1.329 17.488
Intended-emotion p = 0.012* 0.003* 0.002* 0.285 0.000*(
Hmale0 (3, i)
)
η2 = 0.071 0.166 0.103 0.008 0.228
Table 3.12: F -statistics, p-values, and effect size (η2) results from two-way repeated mea-
sure ANOVAs each testing the main and interaction effects of embodiment and intended-
emotion on the female participants’ ratings of anger, happiness, sadness, arousal, and
valence. There are 10 female participants. Greenhouse-Geisser correction is used when
sphericity assumption is violated. “*” sign indicates a significant effect. Bonferroni ad-
justment was made for multiple comparisons.
i : Anger Happiness Sadness Arousal Valence
Intended–Emotion F (2, 18) = 8.825 7.676 14.333 33.081 15.221(
Hfemale0 (1, i)
)
p = 0.002* 0.004* 0.000* 0.000* 0.000*
η2 = 0.254 0.174 0.230 0.612 0.311
Embodiment F (1, 9) = 16.308 1.385 11.000 11.184 38.383(
Hfemale0 (2, i)
)
p = 0.002* 0.269 0.009* 0.009* 0.000*
η2 = 0.114 0.009 0.042 0.047 0.122
Embodiment × F (2, 18) = 1.619 2.739 3.508 0.360 2.521
Intended-emotion p = 0.226 0.092 0.084 0.703 0.108(
Hfemale0 (3, i)
)
η2 = 0.019 0.050 0.064 0.003 0.060
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the frond-like embodiment displaying happiness is less frequently recognized as happy. The
male participants frequently misperceived the happy movement displayed on the frond-
like embodiment as conveying anger, which might be the reason for the slightly negative
valence attributed to the Frond Happy movement by the male participants. Frond Happy
movement is correctly recognized by the female participants. Although there is a significant
difference between the average arousal ratings of the Frond Happy and Human Happy
movements by the female participants, these average ratings are relatively high for both
embodiments.
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The relatively higher accuracy of the female participants in recognizing happy move-
ments in comparison to the male participants is similar to the reports in [166, 96] suggesting
that women are more tuned to experiencing positive expressions.
Both the male and female participants correctly rated the sad movement displayed on
the human-like embodiment as sad, with low arousal and negative valence attributes, while
the Frond Sad movement is less frequently recognized as sad. The Frond Sad movement
is frequently perceived as conveying happiness and positive valence, especially by the male
participants. Overall, both male and female participants correctly recognized differing
levels of arousal from the affective movements, while women rate the perceived valence
more accurately, which is consistent with [167].
Table 3.13: Confusion matrix showing percentage (%)* of anger, happiness, and sadness
ratings for different affective movements by the 12 male and 10 female participants. The
recognition rates greater than 50% are highlighted.
Perceived emotions
Anger Happiness Sadness
Hand Angry (male) 92% 0% 33%
Frond Angry (male) 75% 8% 33%
Hand Angry (female) 70% 10% 30%
Frond Angry (female) 30% 20% 40%
Hand Happy (male) 17% 83% 0%
Frond Happy (male) 50% 50% 25%
Hand Happy (female) 50% 70% 30%
Frond Happy (female) 0% 60% 20%
Hand Sad (male) 25% 17% 58%
Frond Sad (male) 0% 67% 17%
Hand Sad (female) 20% 10% 90%
Frond Sad (female) 0% 40% 40%
∗ There are cases where an affective movement was rated 3 or above for more than one
emotion. On the other hand, there are cases in which anger, happiness and sadness were
all rated below 3. This is why none of the emotion ratings add up to 100% in the
confusion matrix.
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3.3.3.1 Discussion
In this user study, gender-specific differences in the perception of affective hand movements
displayed on human-like and frond-like embodiments were investigated. It was found that
the gender significantly influenced the perception of the affective movements in many cases.
Furthermore, cases were observed in which the impact of the intended-emotion and em-
bodiment on the participants’ perception of the affective movements varied between male
and female participants (e.g., anger ratings for Frond Angry movement). The male partic-
ipants perceived angry movements more accurately than the female participants regardless
of embodiment, whereas the female participants performed better in recognizing happy
movements. Both male and female participants frequently misperceived sad movements
displayed on the frond-like embodiment as conveying a positive expression.
In general, male and female participants exhibited a more similar affective movement
perception when the embodiment was human-like (Figure 3.8 and Table 3.13). Such
embodiment-specific effects on the perception of female and male participants merit further
investigation and would potentially motivate the use of more human-like embodiments for
communicating affect during human-machine interaction to ensure consistent perception.
3.4 Summary
In this chapter, an approach based on functional movement representation and dimension-
ality reduction for affective movement recognition and generation was presented (Section
3.1). A fixed-length representation of affective movements using B -spline basis function
expansion was obtained, and functional versions of the DR techniques, FPCA, FFDA,
FSPCA and FIsomap, were applied on the BFE representation of the affective movements.
One affective full-body dataset and one affective hand dataset were used to evaluate the dis-
criminative performance of the functional DR techniques. Considering testing error (from
leave-one-out cross validation using one-nearest-neighbour classification) for the datasets
and elapsed training time as assessment criteria, the FSPCA outperformed other functional
DR techniques. Furthermore, for the full-body dataset, considering the large number of
freely expressed affective movements displayed by 13 different demonstrators, the FSPCA
technique shows promising performance when compared with other perceptual and auto-
matic interpersonal affective movement recognition studies [123, 121, 124, 75, 115].
The presented movement recognition approach is particularly useful since it uses a
minimal set of systematically obtained feature transformations (dimensions spanning the
lower-dimensional subspaces), rather than affective movement recognition in the original
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high-dimensional joint trajectory space, which most likely contains many redundant and
irrelevant features to the recognition task. Furthermore, BFE is an efficient way to rep-
resent the high-dimensional and variable-length sequential observations as functions esti-
mated by a weighted linear combination of a fixed number of basis functions, which satisfies
the discriminative DR techniques’ requirement for fixed-length vectorial representation of
the sequential observations. BFE can also be regarded as an intermediate dimensionality
reduction step as it produces a smoother down-sampled version of the original temporal
observations.
For affective movement generation (Section 3.2), a transformation based on piece-wise
linear re-sampling was applied to produce a set of fixed-length within-class movement se-
quences with aligned landmarks. The transformed movements were then represented using
B -spline BFE, and FPCA was used to obtain a lower-dimensional embedding of the BFE
representation of the movements. Prototypical affective movements were then generated
from the centroids of emotion-specific clusters of movements in the FPCA space by in-
verse FPCA mapping to the high-dimensional joint trajectory space. The expressivity of
the generated prototypical movements in comparison with their human-generated counter-
parts were subjectively verified using a user study (Section 3.2.4).
This chapter also investigated the role of embodiment on the perception of affective
hand movements via a user study (Section 3.3). The generated hand movements from Sec-
tion 3.2 were animated on a human-like and a frond-like embodiment and their expressivity
was rated by the participants in the user study. Participants were able to perceive, above
chance level, the affective content in the movements from both the human-like and frond-
like embodiments. However, the accuracy of perception of the affective expressions varied
between the embodiments. Participants perceived the expressions encoded in the hand
movements as intended when the movements were displayed on the human-like embodi-
ment. On the other hand, the sad movements displayed on the frond-like embodiment were
perceived as happy movements. Furthermore, the frond-like embodiment displaying sad
movements was frequently described as pleasant, friendly, and gentle, which also indicates
the influence of the embodiment on the perception of affective movements.
We have also conducted an experiment to investigate the potential role of the observer’s
gender in the perception of affective hand movements displayed on different embodiments
(Section 3.3.3). We found that the observer’s gender significantly influences their percep-
tion of affective movements in many cases and that the impact of the display embodiment
and intended-emotion on the perception of the affective movements differs between male
and female observers. For instance, male observers correctly recognized angry movements
regardless of the embodiment, whereas female observers associated less arousal and less-
negative valence to the frond-like embodiment displaying angry movements.
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Overall, the significant effects detected in the user study indicate the importance of
the intended emotion, embodiment, and observer’s gender (ordered according to the cor-
responding affect sizes; hence their importance) in conveying affective expressions in the
human-machine interaction field. To the best of our knowledge, there has been no re-
port on the combined role of the observer’s gender and embodiment on the perception of
affective movements.
Despite its suitability for discriminative analysis of affective movements, the functional
movement representation is sensitive to within-class stochastic, temporal, and kinematic
variations inherent in body movement. To address these limitations, an approach based on
hybrid generative-discriminative modeling of movements is proposed in Chapter 4. Fur-
thermore, affective movement generation based on functional movement modeling is limited
to within-class kinematically similar movements and requires a tedious land-mark align-
ment and length normalization. To overcome these limitations, a more generic approach
for affective movement generation is presented in Chapter 5 that is capable of modulating
an arbitrary motion path to overlay a target emotion.
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Chapter 4
Affective Movement Recognition
Based on Generative and
Discriminative Stochastic Dynamic
Models
 An earlier version of the text in this chapter has appeared in the
following publication: [168].
As discussed in section 2.4, a major challenge in designing automatic models for affective
movement recognition is the large amount of variability in human movement. Ideally,
a recognition model should be able to recognize affective expressions in the presence of
kinematic (motion trajectory), interpersonal, and stochastic variabilities inherent in body
movements.
In general, the approaches to movement modeling can be divided into temporal (e.g.,
functional dimensionality reduction as discussed in Chapter 3), and feature-based (e.g.,
classical multivariate dimensionality reduction). Temporal approaches account for move-
ment dynamics by analyzing the time-series movement features, whereas feature-based
approaches require a movement representation in terms of discrete features (e.g., key poses
or statistical quantities such as extrema of the motion pattern). The continuous hidden
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Markov model (HMM) is a temporal approach that drives a generative1 model for se-
quences of time-series observations. HMM represents sequential time-series observations
(e.g., multiple trials of a movement) as a stochastic process encoding both temporal and
stochastic variabilities as well as spatial characteristics (characteristic key-frames) of the
observations. Recognition based on HMM is usually done by training class-specific HMMs
and using the forward algorithm [169] to compute the likelihood of a movement being gen-
erated by each class-specific HMM. The movement is recognized as belonging to the class
with the maximum likelihood (ML classification).
As summarized in Table A.2, only a few studies report using HMMs for affective move-
ment recognition. Using HMMs, 79% of affective upper-body movements (happy, joyful,
frustrated, and angry) demonstrated by 20 children playing a computer game were cor-
rectly recognized [130]. In another study [35], an interpersonal (23 individuals) recognition
rate of 12.6% was obtained for affective upper-body movements (anger, anxiety, boredom,
disgust, fear, happiness, neutral/positive/negative surprise, uncertainty, puzzlement, and
sadness) using HMM-based recognition. The low recognition rate in [35] could be due
to the use of PCA extracted features rather than original movement features for HMM
training and testing. The application of HMM for affective movement segmentation is also
reported in [35, 170].
For recognition tasks, discriminative approaches are known to be superior to generative
ones [171]. However, in order to apply discriminative approaches to variable-length sequen-
tial observations such as affective movements, a fixed-length representation of these obser-
vations is needed. A fixed-length representation of sequential observations can be obtained
using a fixed number of meta-features (derived features intended to describe movement
time-series behaviour such as average velocity [132]), interpolation techniques (re-sampling
the movements to a fixed length; e.g., [172]), basis function expansion (Chapter 3), or by
defining a stochastic feature transformation (e.g., [173]).
Meta-features are usually selected in an ad hoc manner and may not fully capture
important dynamic or kinematic movement features contributing to affective expression.
For re-sampling and BFE approaches, movement landmarks need to be identified and then
temporally aligned, which can be a very tedious and expensive task for large datasets. In
contract, stochastic generative techniques such as HMM are robust to the movement vari-
ations caused by phase and/or length differences; hence, eliminating the need for length
normalization and landmark alignment. Jaakkola and Haussler [171] proposed the Fisher
1Discriminative approaches are specialized in defining the boundaries between dissimilar movements
to perform recognition, whereas generative approaches model the movement class itself, to enable both
movement recognition and regeneration.
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score representation, a stochastic feature transformation to obtain a fixed length represen-
tation of variable-length sequential observations. Discriminative analysis based on Fisher
scores has been reported to result in recognition rates in many fields including speech
analysis [173], bioinformatics [171], document classification [174], object recognition [175],
facial recognition [176], and sign language recognition [177].
By exploiting stochastically-transformed time-series features, this chapter presents a
framework for discriminative analysis of affective movements consisting of: 1) a new recog-
nition approach based on a hybrid generative-discriminative time-series modeling, 2) an
approach for automatically extracting features most salient to discriminating between dif-
ferent affective expressions, 3) a low-dimensional embedding of the movements based on
the salient features, where affective movement recognition is optimized.
The proposed framework has three main blocks that operate in series: 1) stochastic
modeling of class-specific movements based on HMMs with a mixture of Gaussian outputs,
2) movement representation in terms of stochastically-transformed features highlighting
differences in generative processes of various observations (HMM-based Fisher scores), and
support vector machine classification in the resulting Fisher score space, 3) salient feature
extraction in the Fisher score space using supervised principal component analysis (sPCA)
and the Hilbert Schmidt independence criterion. The salient features consist of features
maximally correlated with the classification labels and encompassing the main modes of
variation in the time series data.
This chapter also presents an experimental evaluation of the proposed framework
in identifying salient movement features and affective movement recognition using two
datasets with movement exemplars for various affective expressions displayed by different
demonstrators.
4.1 Hybrid Generative-Discriminative Affective Move-
ment Modeling
As discussed above, the main objective is to develop an affective movement recognition
model robust to kinematic, interpersonal, and stochastic variations in body movements.
To this end, a hybrid generative-discriminative movement modeling approach is proposed.
Class-specific movements are encoded using separate HMMs, which are subsequently used
to derive a Fisher score representation of the movements. Next, SVM classification is
performed in the Fisher score space and the resulting recognition rate is compared with
HMM-based maximum-likelihood (ML) recognition to confirm the discriminative quality
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of the Fisher score representation and demonstrate the benefits of combining the gen-
erative HMM and the discriminative SVM to enhance recognition. SVM is used as the
discriminative model for its reliability in high-dimensional classification tasks [178, 179],
robustness to over-fitting, and computational efficiency as its complexity does not depend
on the dimensionality of the feature space. Another advantage of the SVM classifier is that
it enables direct incorporation of kernels.
Another objective of this chapter is to automatically identify a minimal set of movement
features most salient to discriminating between different affective expressions. For this
purpose, sPCA [149] is applied in the Fisher score space to obtain a set of discriminative
transformations that maximize dependency between the movements and their affective
labels. The resulting sPCA transformations span a lower-dimensional subspace suitable
for discriminative analysis and visualizing high-dimensional movements. kNN classification
is performed in the sPCA subspace to evaluate the discriminative quality of the sPCA
transformations. A high recognition rate in the sPCA subspace indicates that the sPCA
transformations represent a minimal set of discriminative movement features. The sPCA
transformations are further analyzed to identify movement features salient to different
affective expressions. A schematic of the proposed approach is shown in Figure 4.1.
4.1.1 HMM-based Movement Modeling
HMM is a generative technique that models a sequential observation as a stochastic process
whose dynamics are described by a discrete hidden state variable. The hidden state varies
between N hidden state values based on a state transition matrix A of size N × N . The
observation variables (outputs) are described by a vector of size m. The distribution of the
observations for each hidden state is modeled as a mixture of M multivariate Gaussians
and is denoted as B. Furthermore, there is an initial state probability pii|Ni=1 for each
hidden state. Therefore, an HMM model Λ consists of Λ(A,B, pi).
Efficient algorithms exist for estimating the model parameters A,B, and pi (e.g., the
Baum-Welch algorithm, an expectation-maximization algorithm), evaluating the likelihood
that a new observation sequence was generated from the model (e.g., the forward algo-
rithm), and estimating the most probable state sequence (Viterbi algorithm). A detailed
review of HMMs can be found in [169].
In this work, an HMM with a mixture of Gaussian outputs is trained to encode move-
ments from each affective category (class-specific HMM). A single affective category can
contain both kinematically similar and kinematically dissimilar movements. Kinematically
similar movements in an affective category are clustered in one output mixture. Therefore,
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Figure 4.1: Schematic of the proposed approach. 1) Class-specific raw movement obser-
vations are encoded in separate HMM models, 2) Using the resulting class-specific HMM
models, a Fisher score representation of the movements is obtained, 3) Affective movement
recognition in the Fisher score space using SVM classification, 4) A discriminative lower-
dimensional embedding of the Fisher scores is derived using sPCA, 5) Affective movement
recognition in the resulting sPCA space using kNN classification, 6) Analysing salient
discriminative movements features spanning the sPCA subspace.
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the mixture of Gaussian outputs allow for encoding kinematically dissimilar movements
from an affective category in a single HMM.
4.1.2 Fisher Score Representation
Jaakkola and Haussler proposed incorporating generative models in designing discrimi-
native models, hence benefiting from the strengths of both models [171]. In particular,
they exploit a stochastic generative encoding of variable-length sequential observations to
transform them into fixed-length observations. The fixed-length observations are referred
to as Fisher scores2 and defined in terms of the gradient of the log-likelihood with respect
to parameters of a generative stochastic model Λ
F(x) = ∇Λ logP (x|Λ), (4.1)
where x and F(x) represent a multivariate sequential observation of length T (e.g., an
affective movement) and its Fisher score representation, respectively, Λ is the generative
model (represented by a vector of generative model parameters), and logP (x|Λ) is the
log-likelihood of x with respect to parameters of the generative model Λ. A Fisher score
indicates the contribution of each generative model parameter to the process of generating
a particular sequence.
In this thesis, HMM-based Fisher scores are used to enable the application of SVM for
affective movement recognition. Suppose we have a fully-connected HMM3 Λk, encoding
movements from the kth affective category. For a time-series movement x of length T in
this affective category, the observation probability for the ith HMM state is defined as
bi(xt) =
M∑
j=1
wijN (xt, µij,Σij) =
M∑
j=1
wij
1
(2pi)m/2|Σij|1/2 e
−1/2(xt−µij)TΣ−1ij (xt−µij),
(4.2)
2Note that the Fisher scores are different than the classical Fisher separability criterion used in di-
mensionality reduction and feature selection [180]. Fisher score representation is a stochastic mapping
technique to transform variable-length sequential observations to fixed-length observations.
3A fully-connected or ergodic HMM is an HMM in which every state of the model can be reached in one
step from every other state of the model [169]. As a result, the fully-connected HMM has a full transition
matrix.
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where xt is the observation vector (movement) at time t, and wij, µij, and Σij are the
weight, mean, and covariance of the jth multivariate Gaussian distribution of size m at state
i. We denote the Fisher scores for the movement x derived based on the fully connected
HMM Λk as F(x)k. F(x)k consists of gradients of log-likelihood with respect to initial state
probabilities, transition probabilities, and weights, means and covariances of the mixtures
of Gaussian outputs (Equation 4.2)
F(x)k = [∇pii,k ∇ail,k ∇wij,k ∇µij,k ∇Σij,k], where
∇pii,k = γ0(i)
pii,k
,
∇ail,k =
T∑
t=1
ζt(i, l)
ail,k
,
∇wij,k =
T∑
t=1
γt(i, j)
wij,k
,
∇µij,k =
T∑
t=1
γt(i, j)(xt − µij,k)TΣ−1ij,k,
∇Σij,k =
T∑
t=1
γt(i, j)
(− Σ−1ij,k − Σ−Tij,k(xt − µij,k)(xt − µij,k)TΣ−Tij,k).
(4.3)
In Equation 4.3, i = l = 1, . . . , N states and j = 1, . . . ,M mixtures per state in Λk. γ0(i)
is the probability of being in state i at time t = 0 given the movement x and HMM Λk,
ail is the transition probability from state i to state l, ζt(i, l) is the probability of being at
states i and l at times t and t + 1, respectively, and γt(i, j) is the probability of the j
th
multivariate Gaussian distribution associated with state i being active at time t. pii,k is
the initial state probability of state i in Λk.
The dimensionality of the Fisher scores derived with respect to Λk are: ∇pii,k|N×1,
∇ail,k|N×N , ∇wij,k|N×M , ∇µij,k|m×N×M , ∇Σij,k|m×m×N×M , where m is the number of time-
series features in each movement, and N and M are the number of states and mixtures
per state in Λk, respectively.
In this thesis, the class-specific HMMs, Λk, are used to obtain Fisher scores for each
movement as follows: Fisher scores for a movement x are computed with respect to each
Λk (F(x)k|Kk=1, K classes) separately, and then the resulting class-specific Fisher scores are
concatenated in a vector F(x) to represent that movement
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F(x) = [F(x)1 F(x)2 . . .F(x)K ]. (4.4)
4.1.3 Discriminative Embedding of Fisher Scores
Despite their discriminative advantage, Fisher scores are very high-dimensional, which im-
pedes the identification and interpretation of intrinsic movement features salient to affective
expression. In order to extract a minimal set of salient movement features, we apply sPCA
(described in Section 3.1.2.3) in the Fisher score space. sPCA is a supervised dimensional-
ity reduction technique that identifies a minimal set of dimensions encompassing the main
modes of variation in the movements and along which the distribution of the movements
is highly correlated with their respective affective labels [149], while eliminating noisy or
redundant information in the high-dimensional Fisher score space. sPCA extracts these
dimensions by maximizing the correlation between the movements and their affective labels
using the Hilbert Schmidt independence criterion [153].
The discriminative quality of the resulting sPCA subspace is evaluated using kNN
classification. We use a simpler classifier (kNN) in the sPCA subspace rather than a
more sophisticated one such as SVM in order to evaluate the discriminative quality of the
resulting subspace. In other words, we aim to identify a discriminative sPCA subspace
where a simple classifier such as kNN results in a high recognition rate comparable with
SVM recognition rates in the high-dimensional Fisher score space. These discriminative
sPCA transformations are then further explored to identify movement features salient to
affective expressions.
4.2 Experiments
A 10-fold stratified cross-validation setup as described in Figure 4.2 is used to test the
efficacy of the proposed approach. The 10-fold stratified cross-validation is used for its
reliability in estimating the accuracy of a classifier [181, 182].
4.2.1 Datasets
As discussed earlier, an affective expression can be communicated through a number of
kinematically different movements, and there might exist kinematically similar move-
ments that convey distinct affective expressions. Furthermore, there are interpersonal
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and stochastic differences in affective movement expressions. To assess the performance
of the proposed affective movement recognition approach, datasets that provide exemplars
representing kinematic, interpersonal, and stochastic variabilities are needed. In this chap-
ter two such datasets are used: 1) an affective full-body movement dataset, and 2) an
affective hand-arm movement dataset.
4.2.1.1 Full-body Affective Movement Dataset
The full-body dataset was collected using a Vicon 612 motion capture system and con-
tains 183 acted full-body affective movements obtained from thirteen demonstrators who
freely expressed movements conveying anger, happiness, fear, and sadness with no kine-
matic constraints [115]. There are 32 markers attached to bodily landmarks4 and their 3
dimensional (3D) Cartesian coordinates are collected using 8 motion capture cameras at
a rate of 120Hz5. There are 46 sad, 47 happy, 49 fearful, and 41 angry movements in the
full-body dataset. Each movement starts from a known pose, the T-pose (arms raised to
shoulder level and extended to the side). The full-body movements range from 1.39 seconds
(167 frames) to 9.17 seconds (1100 frames) in duration. Due to interpersonal (and possibly
idiosyncratic) differences as well as the lack of kinematic constraints on the movements,
there is a wide range of within-class variabilities (Figure 4.3a and 4.3b). There are also
between-class kinematic similarities (Figure 4.3b and 4.3c).
4.2.1.2 Hand-arm Affective Movement Dataset
The second dataset consists of hand-arm movements. This dataset was used because there
is evidence that these movements are most significant for distinguishing between affective
expressions [82], [83], [84]. Furthermore, there are situations where only individual body
parts are observable due to occlusion of the rest of the body (e.g., head and hand movement
in a video call). There is also interest in displaying affective movements on embodiments
that, due to kinematic constraints, are incapable of full-body movements and rather display
only isolated limb movements (e.g., [3]).
4The markers are placed on the following bodily landmarks: left front head, right frond head, left back
head, right back head, top chest, center chest, left front waist, right front waist, left back waist, right back
waist, top of spine, middle of back, left outer metatarsal, right outer metatarsal, left toe, right toe, left
shoulder, right shoulder, left outer elbow, right outer elbow, left hand, right hand, left wrist inner near
thumb, right wrist inner near thumb, left wrist outer opposite thumb, right wrist outer opposite thumb,
left knee, right knee, left ankle, right ankle, left heel, right heel.
5Some movements in the full-body dataset are recorded at 250Hz, which were down-sampled to 120Hz
in our study to keep the sampling rate consistent for all the movements.
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Validation Procedure
Inputs: A dataset D of movement from K affective expression class.
10-fold stratified cross validation
Datak: movements from the k
th class.
Datak
Permute−−−−−→ Datapk
Datapk
Split into 10 parts−−−−−−−−−−−→ Datapk,1, Datapk,2, . . . , Datapk,10
for j = 1, . . . , 10
o Testk,j ← Datapk,j
o Traink,j ← Datapk\ Datapk,j
HMM Training
o HMM Initialization to encode Traink,j
o Train HMMk,j using Traink,j
o ML classification of Testk,j: MLj
Compute Fisher scores using trained HMMk,j
o F(tr)j ← Traink,j
o F(te)j ← Testk,j
SVM Classification in Fisher score space
o SVM training using F(tr)j
o SVM testing on F(te)j: SVMj
SPCA embedding
o Compute SPCA transformations using F(tr)j → SPCAj
o Embed F(tr)j and F(te)j using SPCAj
o kNN classification on SPCA(F(te)j): kNNj
end
ML-Rate ← mean(ML)
SVM-Rate ← mean(SVM)
kNN-Rate ← mean(kNN)
Figure 4.2: Pseudocode for the validation procedure.
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Time
Figure 4.3: Movement exemplars from the full-body dataset: (a) and (b) are two happy
movements, which are kinematically different, whereas the happy movement in (b) is similar
to the fear movement in (c).
The hand-arm dataset was collected at the university of Waterloo using a Motion-
Analysis6 optical motion capture system equipped with 8 cameras (providing 640 x 480
full resolution with sub-millimeter spatial accuracy) at a sampling rate of 200Hz and the
marker set shown in Figure 4.4. We designed six hand-arm motion paths in consultation
with a certified movement analyst. Each motion path was used by a professional actor to
convey the six basic Ekman emotions (i.e., anger, happiness, sadness, fear, disgust, and
surprise [41]) one at a time (each demonstrated movement, in its entirety, was intended to
convey a single, specific emotion). Table 4.1 describes the hand-arm motion paths. For
each pair of motion path and emotion, 5 trials were recorded. The hand-arm movements
range from 1.23 seconds (249 frames) to 25.49 seconds (5099 frames) in duration. A few
movement exemplars from each emotion class (4 sad, 5 happy, 2 angry, 4 fearful, 6 sur-
prised, and 8 disgusted) were excluded from analysis due to poor quality of the recorded
trajectories (large number of markers missing, occluded, or flipped). In total, 26 sad, 25
happy, 28 angry, 26 fearful, 24 surprised, and 22 disgusted movements were considered in
the analysis. Therefore, the collected hand-arm movements provide exemplars for the full
set of basic Ekman emotions, which include kinematically dissimilar/affectively similar and
kinematically similar/affectively different movements. Both the full-body and hand-arm
6Motion Analysis Corporation, www.motionanalysis.com
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Table 4.1: Hand-arm motion paths*
Motion path Description
A From Self, right arm down along side to forward
mid level, reaching to take something, palm up;
palm remains open.
B Similar motion as A, but in the reverse direction.
C Right palm open on upper chest, opening and ex-
tending right arm fully directly in front of the
right shoulder at forward mid-level, with the palm
facing left, perpendicular to the floor similar to
the hand-shake position.
D Similar motion as C, but in the reverse direction.
E Right arm is extended forward at mid-level with
open palm facing down and the hand parallel to
the floor. Moving backward ending with the open
palm facing forward near the right shoulder.
F Similar motion as E, but in the reverse direction.
∗ During these movements, the wrist and finger orientations remain constant.
datasets were manually segmented. In the proposed approach a single inference is made
for each movement.
4.2.2 HMM Initialization and Model Selection
In order to reduce variability due to differences in demonstrators’ physical builds (e.g.,
height), a movement normalization is applied prior to HMM training. The normalization
helps to reduce the risk of local optimization of HMM parameters by reducing the variation
in trajectories (amplitude) between subjects and/or movement types. For this purpose,
each movement observation is normalized by the length of its demonstrator’s hand and
arm measured from his/her right shoulder to the right wrist. Since all the movements in
the full-body and hand-arm datasets start from a known pose (full-body dataset: T-pose,
hand-arm dataset: known starting poses reported in Table 4.1), the hidden state sequence
for the HMMs always starts at state 1; hence, the hidden state priors are defined as: pii = 1
for i = 1, and pii = 0, otherwise.
To initialize the training process, the movement observations are divided into N (num-
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Figure 4.4: Marker set used for collecting hand-arm movements.
ber of hidden states) equal segments, and k -means clustering is run within each segment
to identify M clusters (M mixtures). Then, the means and covariances of the identified
clusters within each segment (hidden state) are used as the initial means and covariances
of the output mixture of Gaussians associated with that hidden state. Full covariances for
the mixtures of Gaussians are used to account for potential correlations between body joint
trajectories. In each segment, the mixture weight is initialized as the ratio of the number
of data points in the cluster to the total number of data points in that segment.
Constraints can be placed to limit the allowable transitions between states. For the full-
body dataset, initially, we allowed full transition matrices (i.e., ergodic HMM). However,
after training, the transition matrices are reduced to either a left-to-right transition matrix
with forward jumps, or a transition matrix with some loops (or backward transitions) to
accommodate cyclic patterns in the movements (e.g., two jumps, three walking steps). For
the hand-arm dataset, the transition matrix is constrained to left-to-right, since the motion
paths (Table 4.1) are direct movements with defined start and stop positions.
The best configuration of the HMMs in terms of number of states and mixtures is
selected to optimize 10-fold cross validated testing movement recognition. In each fold,
HMMs are built using the training set, and their performance is measured as the percentage
of correctly recognized testing movements. This is done by computing the likelihood that
each testing movement is generated by the trained HMMs, Λk, assuming that there are
K HMMs for K affective movement classes. The new observation x belongs to the model
with the highest likelihood (arg max
1≤k≤K
P (x|Λk)).
The choice of HMM parameters, particularly the number of mixtures, is based on the
dataset, and therefore must be experimentally selected. The described approach in this
chapter is therefore suitable for generalization, since the number of mixtures will be adapted
to what is in the data, rather than requiring manual tuning.
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4.2.3 Fisher Scores and SVM Classification
After training the appropriate class-specific HMMs, the Fisher score representation of the
movements is obtained with respect to the class-specific HMMs as described in Section
4.1.2. We eliminate Fisher scores with respect to HMM priors since the starting state for
all the movements in both datasets is the first state.
Following the 10-fold cross validation setup, the testing data Fisher scores are classified
using linear SVM classifiers trained on the training data Fisher scores from each cross
validation fold as illustrated in Figure 4.2. The SVM recognition performance is used to
demonstrate the efficacy of the proposed approach for affective movement recognition. The
SVM classification is done using the LIBSVM library [183].
4.2.4 Discriminative Lower-dimensional Embedding
The goal of the lower-dimensional embedding step is to identify a minimal set of salient fea-
tures with enough discriminative power to maintain the cross-validated SVM recognition
rates achieved in the higher-dimensional Fisher score space. Following the 10-fold cross
validation setup, both training and testing movements are embedded using sPCA trans-
formations derived using only the training movements in each fold. The discriminative
quality of the sPCA lower-dimensional space is then evaluated using kNN classification
of the testing movements in each cross validation fold. Two types of kernels are tested
on affective labels of the movements in sPCA: linear and Gaussian radial basis function
(GRBF) kernels. For the GRBF kernel, the proper σ value is selected from a range of 0.25
to 25 with jumps of 0.25 using cross-validation to minimize the testing errors. Furthermore,
the cross-validated kNN classification in the resulting sPCA subspaces is done for different
subspace dimensionalities and nearest neighbours, and the subspace with the highest kNN
testing recognition rate is selected for salient feature analysis.
4.3 Results
In this section, the results of the experimental evaluation of the hybrid generative-discriminative
modeling approach are presented for: 1) the full-body dataset (Section 4.3.1) and 2) the
hand-arm dataset (Section 4.3.2).
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4.3.1 Full-body Dataset
The best HMM configuration for the full-body dataset is found to be seven states and four
mixtures per state, which results in a testing maximum likelihood (ML) recognition rate of
74% ± 3.2%. To ensure that HMM training is complete and the resulting models accurately
encode various movements in each affective category, training data are also classified using
the forward algorithm. The average ML recognition rate on the training data is 100%
for the full-body dataset, indicating accurate modeling of the training movements by the
resulting HMMs. Therefore, the HMM configuration with seven states and four mixtures
per state is selected as the appropriate HMM configuration for further analysis.
Table 4.2 shows the recognition rates achieved for the full-body movements at different
stages of the movement modeling in the proposed approach. The table also includes the
F1-measure for the testing movements. For the full-body dataset, the 14NN classification
in the 3D subspace produced by sPCA with GRBF kernel (σ = 0.25) results in the highest
10-fold cross validated recognition rate (77% ± 3.1%) among sPCA subspaces. Table
4.3 shows the confusion matrix for the 10-fold cross-validated kNN classification of the
full-body movements in the 3D sPCA subspace.
Table 4.2: Cross validated recognition rates (%) and testing F1-measures for the full-body
dataset
Technique Train Test F1-measure
HMM + ML 100 74±3.2 0.75
FS + SVM 100 76±3.1 0.80
FS + sPCA + 14NN 91%±2.1% 77±3.1 0.81
Table 4.3: Confusion matrix (%) for the 10-fold cross-validated 14NN classification in the
3D sPCA subspace for the full-body dataset
Sadness Happiness Fear Anger
Sadness 85 2 7 7
Happiness 2 73 12 12
Fear 10 0 90 0
Anger 6 13 17 64
Figure 4.5 shows the sPCA subspaces spanned by: 1) 1st and 2nd sPCA dimensions,
2) 1st and 3rd SPCA dimensions, and 3) 2nd and 3rd sPCA dimensions for the full-body
dataset as the 3D sPCA was found the most discriminative for the full-body movements.
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Figure 4.5: sPCA lower-dimensional embedding of the affective full-body movements.
4.3.2 Hand-arm Dataset
For the hand-arm dataset, an HMM configuration with five states and four mixtures per
state achieves the highest testing ML recognition rate (79% ± 3.3%). There are three
movement types in the hand-arm dataset that are used in both forward and reverse di-
rections (making the six motion paths in Table 4.1). Motion paths A, C, and F start at
distinct positions and end at a same position (with the right arm extended in front of the
body at the chest level). Therefore, the starting positions of A, C, and F, in addition to
the starting position of B, D, and E (the end position of A, C, and F) form four distinct
starting positions for the movements in the dataset; hence, the choice of four mixtures
enables capturing the distinct motion paths in the hand-arm dataset.
The trained HMMs are used to classify the training hand-arm movements and an av-
erage ML recognition rate of 100% is achieved. The 100% ML recognition of the training
movements confirms an accurate encoding of the training movements by the resulting
HMMs. Therefore, a configuration with five states and four mixtures per state is se-
lected for the hand-arm movements as the appropriate class-specific HMM configuration
for further analysis. Table 4.4 shows the recognition rates achieved at different stages of
the hand-arm movement modeling in the proposed approach. The table also includes the
F1-measure for the testing movements. For the hand-arm dataset, the 2NN classification
in a 6D sPCA-GRBF (σ = 0.5) subspace results in the highest recognition rate (96%
± 1.6%) among sPCA subspaces. Table 4.5 shows the confusion matrix for the 10-fold
cross-validated kNN classification of the hand-arm movements in the 6D sPCA subspace.
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Table 4.4: Cross validated recognition rates (%) and testing F1-measures for the hand-arm
dataset
Technique Train Test F1-measure
HMM + ML 100 79±3.3 0.84
FS + SVM 100 97±1.4 0.99
FS + sPCA + 2NN 100 96±1.6 0.98
4.4 Discussion
The SVM recognition rates and F1-measures in the Fisher score spaces exceed the ML
recognition rates for both the full-body and the hand-arm datasets (Tables 4.2 and 4.4,
respectively). The high SVM recognition rates and F1-measures in the Fisher score spaces
illustrate the discriminative quality of the Fisher scores and confirm earlier findings that
discriminative analysis based on Fisher scores results in improved recognition rates as
compared to generative models used to derive the Fisher scores [173, 171, 174, 175, 176,
177]. Affective movement recognition based on HMM-derived Fisher scores exploits the
differences between the generative processes for different affective movements (modeled in
terms of the gradient of log likelihood with respect to the parameters of the class-specific
HMMs), and results in a higher recognition rate than the ML classification that makes use
of the differences in likelihoods only (posteriors of the movements given the class-specific
HMM models).
The proposed approach is robust to kinematic differences and can handle multiple
kinematic expressions within the same affective category via mixture of Gaussians. In such
a model, kinematically dissimilar movements populate distinct Gaussians in the mixture
Table 4.5: Confusion matrix (%) for the 10-fold cross-validated 2NN classification in 6D
sPCA subspace for the hand-arm dataset
Sadness Happiness Fear Anger Surprise Disgust
Sadness 96 0 0 0 0 4
Happiness 0 96 4 0 0 0
Fear 0 0 100 0 0 0
Anger 0 0 0 100 0 0
Surprise 0 4 0 4 92 0
Disgust 0 0 5 0 0 95
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at each hidden state.
For both datasets used in this study, the recognition rate and F1-measure in the sPCA
subspaces are comparable to the SVM recognition rates in the Fisher score spaces, which
demonstrates the discriminative and generalizability (i.e., ability to discriminate between
unseen test movements) qualities of the resulting low-dimensional sPCA subspace. The
HMM-derived Fisher scores highlight the movements’ important kinematic and dynamic
features, and sPCA identifies the most discriminative features in the high-dimensional
Fisher score space. Therefore, high recognition rates comparable to SVM recognition
rates in the Fisher score space are achieved in the sPCA subspace spanned by only a
few dimensions. Another appealing property of the resulting sPCA embeddings is that
the subspace dimensions form a minimal set of features salient for affective movement
recognition, which can be used to explore correspondences between low-level and high-
level movement features.
3D and 6D sPCA subspaces resulted in the highest testing recognition rates for the
full-body and hand-arm datasets, respectively. Provided that the affective expressions are
perceivable as intended, the resulting 3D sPCA subspace for the full-body movements might
correspond to the pleasure-arousal-dominance (PAD) model in which the four intended
emotions (anger, sadness, happiness, and fear) in the full-body dataset are characterized
with distinct levels of pleasure, dominance, and arousal [43]. On the other hand, the hand-
arm dataset has exemplars for all the six basic Ekman emotions, which is probably the
reason we need a higher dimensional subspace (6D) as compared to the full-body dataset
in order to discriminate between the hand-arm movements. For instance, surprise is shown
to be distinguishable from other basic emotions along the unpredictability dimension [184],
and to distinguish disgust, the avoidance dimension might be needed [185].
The intended affective expressions are recognized above chance level in both datasets
(Tables 4.3 and 4.5). In the full-body dataset, mainly the angry and happy movements
are confused with the other movements. For the angry movements, the highest confusion
is between fearful (17%) and happy movements (13%). Similarly, for happy movements,
the highest confusion is between fearful (12%) and angry movements (12%). Considering
the circumplex model of emotion [165], the observed confusions seem to be related to the
similarities between the affective expressions along the arousal and valence dimensions.
For instance, anger and fear are both high arousal and negative valence expressions.
For the hand-arm dataset, most of the confusion occurs in the recognition of surprised
movements (Table 4.5), as they are confused with happy (4%) and angry movements (4%).
Happiness, anger, and surprise expressions are similar in the arousal dimension of the
circumplex model of emotion (high-arousal). The observed confusions in the affective
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movement recognition and the possible link to the dimensional models of emotion merit
further investigation to identify whether distinct basic emotions can be correctly recognized
from movements or if only varying levels of affective dimensions (e.g., arousal and valence)
are accurately recognizable from movement.
We also compared the recognition performance in our study to that achievable by human
observers for the full-body dataset. Note that the full-body movement labels are the actor
labels. Kleinsmith et al. [115] tested human perception of the intended emotions from
the most expressive postures of 108 of movements in the full-body dataset (referred to as
apex postures in [186]). The overall recognition rate was 54.7% with the least recognized
postures being fearful ones (49.4 % recognition rate), and the most recognized being the
sad postures (63.4 % recognition rate). Therefore, the proposed recognition approach is
superior to human observers in decoding affective expressions. It should be emphasized that
this comparison is made to illustrate the discriminative quality of the proposed recognition
approach and that the perceptual study is done using apex frames from the movements and
not the whole movements. Nonetheless, the achieved recognition rates using the proposed
approach are promising.
Similar to other data-driven approaches, the success of the proposed approach relies
heavily on the training data. For accurate recognition, the training data should provide ex-
emplars covering a wide range of movements and emotions with kinematic, stochastic, and
interpersonal variabilities. Furthermore, the proposed approach is a supervised technique
that requires movement labels as an input.
4.4.1 Interpersonal Affective Movement Recognition
There are person-specific differences in bodily expression of affect. Such differences, along
with kinematic and stochastic ones, make the task of automatic recognition of affective
movements challenging. To further evaluate the performance of the proposed approach for
person-independent affective movement recognition, leave-one-subject-out cross validation
(LOSOCV) is performed for the full-body dataset, which includes affective movements
from 13 demonstrators. In each fold of LOSOCV, a subject is left out (testing subject) and
the models are trained using the remaining subjects (training subjects). The best HMM
configuration is found to be an HMM with seven states and four mixtures per state that
optimizes the LOSOCV testing recognition rate. The following LOSOCV balanced testing
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recognition rates7 were achieved using the proposed approach: HMM + ML classification
(70% ± 4.0%), FS + SVM (71% ± 3.9%), and FS + sPCA + 14NN (72% ± 3.9%).
The resulting LOSOCV recognition rates are slightly lower than the 10-fold cross vali-
dated recognition rates (Table 4.2). Visual inspection of the full-body affective movements
reveals idiosyncratic differences in the encoding of the expressions by different subjects.
The lower LOSOCV recognition rates indicate that the performance of the proposed ap-
proach depends on the availability of movement exemplars which cover the kinematic and
dynamic space for the particular affective expressions (i.e., a rich training set). Neverthe-
less, the LOSOCV recognition rates are comparable with those of 10-fold cross validation
(Table 4.2), which demonstrates the capability of the proposed approach to generalize to
affective movements performed by unseen subjects, as long as sufficient training data is
available.
4.4.2 Comparison with other Recognition Studies
As reviewed in Section 2.4 (and summarized in Table A.2), there are many reports on the
automatic recognition of affective movements, with interpersonal recognition rates ranging
from 30% to 81%. Considering 13 demonstrators and the high degree of within-class
kinematic and dynamic variabilities in the full-body dataset, the recognition rate in the
present study demonstrates the suitability of the HMM-based movement modeling and
Fisher score representation for discriminative analysis of affective movements. However,
direct comparison between the performance of our approach and other affective movement
recognition models in the literature is not possible due to the fact that different datasets
were used in these studies.
Most closely related to our work are the works by Bianchi-Berthouze et al. on au-
tomatic recognition of apex (most expressive) postures extracted from the movements in
the full-body dateset [115, 116, 188, 189]. In [115], a model based on non-linear mixture
discriminant analysis was proposed, which uses a set of low-level features describing dis-
tances between different body joints and the most frequent labeling of observers from three
cultures (American, Japanese, and Sri Lankan) as input for training. A separate model
was trained for each culture, and recognition rates of 78% (American model), 88% (Sri
Lankan model), and 90% (Japanese model) were achieved. It should be noted that these
are training recognition rates as all the postures were used to train the culture-specific
7Balanced accuracy is used to overcome the imbalance in the number of affective movements by each
subject in each affective category in the full-body dataset and is computed as the arithmetic mean of
specificity and sensitivity measures [187].
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models and the prediction accuracy was not evaluated for test postures. De Silva et al.
[188] apply a similar approach as [115] for affective posture recognition using the apex
postures from the movements in the full-body dataset and report a recognition rate of
56%. In another study [189], a recognition model was designed using 182 postures and
achieved 60% recognition rate on the training set manipulated by adding noise. Klein-
smith and Bianchi-Berthouze report testing recognition rates ranging between 79% to 81%
for correct recognition of affective posture attributes along the arousal, valence, potency,
and avoidance dimensions [116]. In their study, the dimensional attributes for a posture
were assigned as the observers’ average ratings of the affective dimensions for that posture.
For further comparison, the functional recognition approach described in Section 3.1 is
tested on the full-body dataset using 10-fold cross validation, and a recognition rate of 54%
± 3.7% in the 3D sPCA subspace using 14NN classifier is found. Table 4.6 summarizes
the recognition rates achieved using the full-body dataset (as a posture or a movement
dataset) in different studies.
Table 4.6: Affective recognition rates for the full-body dataset
Recognition rates (%)
Study Stimuli Training Testing
De Silva et al. [188] Postures 84 56
Kleinsmith et al. [115] Postures 78-90 -
Kleinsmith et al. [189] Postures 79 60
Samadani et al. [17] Movements 61 54
Current approach Movements 91 77
The current study investigates affective expression through movement stimuli rather
than postures. The achieved cross-validated and LOSOCV recognition rates are high
and surpass those achieved on the posture dataset. It also outperforms the functional
recognition approach reported in Chapter 3. The resulting high-recognition rates in our
work might indicate the importance of considering both kinematic and dynamics features
for discriminating between different affective categories. The critical role of movement
dynamics is frequently reported in the literature, e.g., [72, 69, 76].
4.4.3 Salient Affective Movement Features
The resulting principal components from the sPCA reduction are further inspected to
identify salient movement features for recognizing affective expressions. The Fisher scores
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with relatively large weights in the resulting sPCA dimensions correspond to the movement
features most salient to affective movement recognition. For both the full-body and hand-
arm datasets, the covariance Fisher scores (CFS) are associated with the highest weights
in the sPCA transformations derived using the entire dataset for training. The covariances
provide a rich source of information about kinematic variabilities in the datasets in terms of
variances and covariances between different pairs of body joints, which also reflect dynamic
variabilities (e.g., velocity) of the movements; hence, their importance for discriminative
analysis.
For each class-specific HMM, the maximum sPCA weight for each CFS at each mix-
ture of the HMM states is identified. The CFS’s maximum weights are then normalized
and shown using heat maps to visualize the relative importance of the class-specific HMM
states and mixtures along the sPCA dimensions for discriminative analysis. The salient fea-
ture analysis for full-body movements and hand-arm movements are presented in Sections
4.4.3.1 and 4.4.3.2, respectively.
4.4.3.1 Full-body Movements
Figure 4.6 shows the heat map highlighting the contribution of the class-specific HMM
states and their corresponding mixtures in discriminating between affective full-body move-
ments.
Considering the left-to-right nature of the class-specific HMMs, the importance of the
end states (illustrated by higher weights in Figure 4.6) indicates the important role of the
full-body postures toward the end of the movement interval for discriminating between
the full-body affective movements. To visualize these key full-body postures, means of the
HMM mixtures with highly weighted CFS’s are shown in Figure 4.7.
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Figure 4.6: Heat maps showing the maximum weights for Fisher scores derived with respect
to the covariances of the class-specific HMMs in the sPCA dimensions for the full-body
dataset.
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One general observation from Figure 4.7 is that the upper body plays an important role
in affective expression for the affective movement exemplars in the full-body dataset. To
further investigate the importance of individual body parts for affective full-body movement
recognition, we examined the highly weighted CFS’s and found that for all the affective
categories, the variances of the left and right hand are highly weighted. This indicates the
importance of hand postures and their dynamic profile for discriminating between different
affective categories. In addition, the head variance of the angry movements is highly
weighted which indicates the importance of head position and movement in expressing
anger. These observations are congruent with reports on the importance of the upper
body limbs and head movements in affective expressions [190].
Figure 4.7 also shows characteristic postures, particularly of the upper body and hands,
for different affective categories. As can be seen in Figure 4.7 (Dim. 1), the sad movements
are generally characterized by a drooped head and shoulders, an overall slumped posture,
and a protective crouch posture. Similar attributes for sad body language are reported in
[77, 72, 191, 82]. In Figure 4.7 (Dim. 2), the happy movements are characterized by open
and expansive postures, upward hand and arm movements, and advancing movements,
congruent with the reports in [66, 72, 191], whereas the salient fearful posture seems to
show an alert, retreating, and cowering movement similar to [66, 72]. The angry movements
are characterized by arms akimbo postures, angled forward postures, and clenching fist,
similar to the reports on the bodily expression of anger in [82, 72]. Furthermore, these
key postures are similar to those manually selected as the most expressive postures in the
full-body dataset [115].
Next, we estimated the average state durations for the ergodic class-specific HMMs as:
d = 1
N−1
∑N
i=2 1/(1−aii), where aii is self transition probability for state i [169]. The initial
state was excluded from the calculation since it mainly encodes the known starting T-pose
position. We found that the sad movements have the longest average state durations
(2.11 seconds) followed by fearful (1.99 seconds) and happy (1.17 seconds) movements,
respectively. Angry movements have the shortest average state durations (0.87 seconds).
The longer state durations for the sad category suggest slow motions for sad movements,
which are generally characterized as lingering in time, whereas happy and angry movements
are characterized by fast motion [7, 67]. Fearful movements also have a long average state
duration, which might be due to the freezing postures common to this category [67].
4.4.3.2 Hand-arm Movements
For the hand-arm dataset, classification in the 6D sPCA subspace results in the highest
10-fold cross-validated testing recognition rate (96% ± 1.6%). The dimensions of the re-
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sulting 6D sPCA subspace are further explored to identify movement features salient to
affective movement recognition. Similar to the full-body dataset, the covariance Fisher
scores (CFS)’s have the highest weights in the resulting sPCA transformations for the
hand-arm dataset. Therefore, to explore the movement features most salient to the good
recognition performance of the proposed approach for the hand-arm movements, we ana-
lyzed the highly weighted CFS’s in the sPCA transformations.
The heat maps shown in Figure 4.8 visualize the relative importance of the class-specific
HMM states and mixtures along the sPCA transformations. The first observation from
Figure 4.8 is that the end states and their mixtures are weighted higher than the early
states in the resulting sPCA transformations, indicating the importance of the movement
features toward the end of the movements for discriminating between different affective
categories. This occurs even though both the starting and ending positions are specified to
the demonstrator. However, we observe much greater variability in the end pose compared
to the starting pose.
It should be emphasized that in the hand-arm dataset, the same set of prescribed hand
and arm motion trajectories are used to convey each of the six basic Ekman emotions. As
a result, there are no (or very limited) postural variabilities between the affective hand-
arm movements, and therefore no emotion-specific characteristic postures. However, the
affective hand-arm movements do vary along dynamic dimensions (e.g., velocity). These
dynamic variations are important for discriminating between the hand-arm affective move-
ments, and are accounted for by the position variances and covariances of different body
joints in the mixtures of Gaussian outputs and by varying state durations in the class-
specific HMMs.
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To further explore the movement features that are useful for discriminating between
different affective hand-arm classes, we examined the highly weighted CFS’s to identify
their highly-weighted entries (variances and covariances). In particular, we have selected
the entries of the covariance matrices whose weights are greater than a threshold (the
threshold was set to 70% of the maximum weight in the sPCA transformations) and re-
ported them in Table 4.7. It is important to note that a high weight for a variance (or a
covariance) indicates only that the variance (or the covariance) is salient for affective-class
discrimination; the actual value of the discriminative variance (or covariance) may range
from low to high and doesn’t itself determine its relevance to discrimination.
Figure 4.9 shows the means of Gaussian mixtures whose CFS’s are highly weighted in
the resulting 6D sPCA subspace. As can be seen in the figure, there are no discriminating
postures in this dataset, as the movement trajectories are constrained to be the same for
all affective classes. Figure 4.9 also shows the highly-weighted variances reported in Table
4.7, using red spheres. The sizes of the spheres are proportional to the magnitudes of the
corresponding variances. As a result, the highly weighted variances that have very small
magnitudes are shown using very small spheres (e,g., var(Shoulder) in Disgust(S:5 M:2)).
Furthermore, the highly weighted covariances reported in Table 4.7 are shown using
green lines whose thickness is proportional to absolute magnitudes of the corresponding
covariances. The highly weighted covariances are normalized by the maximum covariance
in their corresponding mixtures and scaled for illustration. The scaling is done to overcome
the graphic tool’s minimum line thickness and the resulting inability to display very small
covariances. Even with the scaling, there are two highly weighted covariances that are too
small to be visible using line thickness alone. These covariances, cov(Fingertip-Bk1) and
cov(Shoulder-Bk1) for the fearful class, are shown as thin red lines in Figure 4.9.
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The average state durations for the left-to-right class-specific HMMs for the hand-
arm movements are computed by excluding the first state (mainly encoding the known
starting poses) and the last state (the resting poses). The average state durations are:
sad (1.54 seconds), happy (0.53 seconds), angry (0.74 seconds), fearful (1.88 seconds),
surprised (0.35 seconds), and disgusted (1.07 seconds). As can be seen from these state
durations, the surprised movements have the shortest state duration followed by happy and
angry movements. Surprised, happy, and angry movements are high arousal movements,
which are generally characterised by high velocity and frequent tempo changes [84, 74,
110, 67, 29]. On the other hand, the fearful movements have the longest state durations,
followed by sad and disgusted movements. Fearful, sad and disgusted movements are all
low-dominance emotions and we found that they are generally characterized by slower
movements. Furthermore, the frequent freezing postures common to the fearful class [67]
also contribute to the long state durations.
Using Table 4.7, Figure 4.9, and the average state durations, the significance of the
highly weighted variances for different affective categories is discussed in Section 4.4.3.2.1,
followed by a discussion on the highly weighted covariances (Section 4.4.3.2.2).
4.4.3.2.1 Variance Analysis
A high variance can be indicative of: 1) high velocity movements, 2) jittery movements, or
3) lack of pose consistency between trials. It is possible to differentiate between velocity
and the latter two causes by considering also the state duration, i.e., a short state duration
and high variance indicates high velocity, while a long state duration and high variance
indicates jittery movements or a lack of pose consistency between trials. Conversely, a low
variance and long state duration indicates low velocity, smooth movements.
For the sad movements, variances of the shoulder, hand, and the lower back (Bk1 in
Figure 4.4) are the entries with the highest weights in the sPCA transformations (Table
4.7); hence, the most discriminative entries for the sad movements. As can be seen in Figure
4.9, these variances are very low in magnitude. The low-magnitude variances and the long
average state duration for the sad movements indicate smooth and slow trajectories for this
class of affective hand-arm movements. The slow and smooth nature of the sad movements
is congruent with previous reports [84], [7].
For the happy movements, the variance of the lower back is highly weighted (Table
4.7), and is low in magnitude (Figure 4.9 Happy(S:5 M:4)). The low position variance of
the lower back coupled with short state durations indicates high pose consistency, i.e., a
rigid pose for the back during the happy movements.
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For the angry movements, the state durations are short while the variances of different
upper body joints are highly weighted (Table 4.7). The variances at the upper body joints
(lower back, clavicle, and chest) are low in magnitude, indicating a rigid pose of the upper
body. On the other hand, the highly weighted variances at the wrist, fingertip, and elbow
have high magnitude (Figure 4.9). The large variances at the wrist, fingertip, and elbow
considered with the short average state duration of the angry movements indicate the
high-velocity nature of the angry movements for the hand and arm [67].
For the fearful movements, the variances of hand, elbow, fingertip, and lower back
are highly weighted (Table 4.7). The hand, elbow, and fingertip variances are large in
magnitude (Figure 4.9). These large variances, when considered with the long average
state duration for the fearful class, indicate jittery (also called “jerky” in the literature)
movements [66, 67].
For the surprised movements, the variances of the hand, shoulder, chest, and lower back
are highly weighted (Table 4.7). The variances of the shoulder, chest, and lower back are
low in magnitude. On the other hand, from Figure 4.9, we can see that the variances at
the hand for the surprised movements are large in magnitude. The surprised movements
also had the shortest average state duration, which along with the large hand variances
indicate the high velocity profile of this class and may suggest a sudden nature for the
surprised movements.
For the disgust movements, the variances of the chest, shoulder, hand, fingertip, and
lower back are highly weighted (Table 4.7). As can be seen in Figure 4.9, the variances
at the shoulder, chest, hand, and lower back are low in magnitude, whereas there is a
considerable variance at the fingertip for the disgust movements (Figure 4.9 Disgust(S:5
M:4)). The disgust movements have a medium average state duration relative to other
affective classes. Therefore, the large fingertip variance does not imply a high velocity
profile for the disgust movements, rather the large fingertip variance might be caused by
low pose consistency between trials for the disgusted movements.
4.4.3.2.2 Covariance Analysis
In general, it is more difficult to interpret the highly weighted covariances as the measure
involves two joints and their relative movements. A large-magnitude covariance between
a pair of joints indicates that the positioning of the two joints is consistent across the
movements (i.e., the two joints have synchronized movements). On the other hand, a
low-magnitude covariance between a pair of joints could indicate out-of-phase, random
movements, or no movements for the joints. There are highly weighted covariances for
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the happy, angry, fearful, and surprised classes. The following discussion is one possible
interpretation of the highly-weighted covariances, which is supported by the reports in the
literature on movement features salient to discrimination between different affective classes
(e.g., [191, 66, 67]).
For the happy hand-arm movements, the covariance of the lower back and shoulder,
covariance of the lower back and fingertip, and covariance of the elbow and hand are the
entries with the highest weights (Table 4.7). These covariances have large magnitudes
(Figure 4.9 Happy(S:5 M:4)). These covariances could indicate the elevating posture and
overall upward and synchronized movement of the upper body parts common to the happy
movements [7, 191, 66]. Furthermore, the covariance between the shoulder and lower back
is specific to the happy movements, which again might be caused by the upward upper
body movements characterized by raising shoulders.
There is a highly weighted covariance between the hand and fingertip for the angry class
(Table 4.7). This covariance appears to be large in magnitude as demonstrated in (Figure
4.9 Angry(S:5 M:4) and Angry(S:5 M:1)), which might indicate a rigid hand posture during
the expression of anger.
For the fearful movements, the covariances between the shoulder and lower back, be-
tween the fingertip and lower back, and between the hand and fingertip are highly weighted
(Table 4.7). From Figure 4.9, the highly weighted covariances (cov(Shoulder-Bk1) and
cov(Fingertip-Bk1)) are very low in magnitude (shown by thin red lines), which might be
due to the jittery nature of the fearful movements causing unaligned movement of distal
body parts (e.g., lower back and fingertip) in terms of direction and speed (i.e., veloc-
ity). On the other hand, the highly weighted covariance between the hand and fingertip is
high in magnitude (Figure 4.9 Fearful(S:5 M:2), Fearful(S:5 M:3), and Fearful(S:5 M:4)),
indicating a rigid hand shape for the expression of fear.
For the surprised movements, there are highly weighted covariances between the elbow
and fingertip, and elbow and hand (Table 4.7). These covariances appear to be large (see
for instance Figure 4.9 Surprised(S:4 M:3), Surprised(S:5 M:3), and Surprised(S:5 M:2)).
This could imply a rigid arm and hand posture during the surprised movements.
4.4.3.3 Discussion
The above analysis demonstrates the utility of the hybrid generative-discriminative ab-
straction presented in this chapter for the automatic identification of salient movement
features. The proposed approach can be used to identify both characteristic postures and
characteristic dynamic features for different affective expressions. As can be seen from
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the analysis, dynamic features such as the velocity and the degree of co-ordination be-
tween body parts play an important role in conveying affect, particularly when the posture
trajectory is constrained (hand-arm movements). Posture trajectory constraints are an
important consideration not just for laboratory datasets such as the one considered here,
but also for functional movements (e.g., gait, sign language), where trajectory generation
is constrained by the functional task and only trajectory modulation can be used to convey
affect. The importance of movement dynamics in addition to postural characteristics for
affective expressions is also reported in the literature (e.g., [72, 69, 76]).
4.5 Summary
This chapter presented a new approach for the recognition and discriminative abstraction of
affective movements based on hybrid generative-discriminative movement modeling. Class-
specific HMMs with a mixture of Gaussian outputs (generative modeling) are used to
encode movement exemplars for different affective expressions. The HMM is robust to
temporal variabilities, which may be caused by stochastic and interpersonal differences in
body movements, and directly encodes observed joint trajectories without the need for
costly and ad-hoc landmark alignment and/or length-normalization.
The class-specific HMMs are then used to derive a fixed-length representation of the
movements in terms of Fisher scores. Subsequently, the resulting HMM-based Fisher score
representation is used to optimize the discrimination between affective movements using an
SVM classification. The SVM classification in the Fisher score space resulted in improved
10-fold cross-validated testing recognition rates of 76% and 97% for the full-body and
hand-arm datasets, respectively.
This chapter also presented an approach for the automatic identification of salient move-
ment features based on hybrid generative-discriminative movement abstraction, namely,
sPCA abstraction of HMM-based Fisher scores. The resulting sPCA abstraction is tai-
lored toward discriminating between different affective expressions and enables a compu-
tationally efficient discriminative analysis as compared with that performed in the high-
dimensional Fisher score space. 10-fold cross-validated testing recognition rates of 77%
and 96% were achieved by using simple kNN classifiers for the sPCA abstraction of the
full-body and hand-arm datasets, respectively. The resulting recognition rates in the sPCA
subspaces are comparable with the SVM recognition rates in the Fisher score spaces, de-
spite the significant dimensionality reduction. Therefore, the proposed approach identifies
a low-dimensional discriminative subspace where a simple classifier (kNN) results in high
recognition.
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The sPCA transformations are particularly important as they represent movement fea-
tures salient for discriminative analysis; hence, no assumptions about the importance of
specific movement features for discriminating between affective movements are needed.
Further analysis of the sPCA dimensions revealed class-specific characteristic postures
and dynamic features congruent with reports from perceptual user studies on the body
language most relevant to different affective expressions. Therefore, the recognition of
affective movements is best served by considering both postural and dynamic movement
features.
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Chapter 5
Affective Movement Generation
Using Laban Effort and Shape and
Hidden Markov Models
An earlier version of the text in this chapter has appeared in a pub-
lished article [192] and a manuscript under review [193].
The ability to express affect via movements has the potential to improve the perceived
intelligence and empathic attributes of autonomous machines (e.g., social robots [13] and
kinetic sculptures [3]) and create a more engaging human-machine interaction. Therefore,
it is important to equip machines with computational models capable of modulating ma-
chines’ actuated responses to manifest target affective expressions. In this chapter, one
such model for automatic affective movement generation is presented.
As discussed in Section 2.5, the large amount of kinematic, temporal, interpersonal,
and stochastic variabilities in human movements pose challenges to automatic generation
of affective movements. Therefore, an automatic generation model should be robust to
these variabilities and incorporate movement features salient to a target emotion in gen-
erating movements to strengthen the expression of the target emotion. Furthermore, the
model should provide a computationally efficient process to generate affective movements.
The affective movement generation approach proposed in this chapter aims to fulfil these
requirements. In particular, the research question tackled here is: how can we modulate a
desired motion path to overlay a target emotion?
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When dealing with high-dimensional affective movements, it is important to derive an
abstract representation of the movements that captures both kinematic and affective char-
acteristics. To this end, the proposed approach derives two movement abstractions using
Effort and Shape components of Laban movement analysis (LMA), and hidden Markov
modeling, to isolate salient kinematic and affective characteristics of movements based on
which a desired affective movement is generated.
In order to enable the application of the Laban Effort and Shape components for com-
putational movement analysis, measurable physical correlates of Effort and Shape compo-
nents need to be identified and used for quantifying these components. In this chapter,
an approach for quantifying Laban Effort (Weight, Time, Space, and Flow) and Shape
Directional components of hand-arm movements is proposed and its efficacy is evaluated
in comparison with annotations from a certified motion analyst (CMA). Subsequently, the
verified quantification approach is adapted for annotating full-body movements, extended
to include additional Laban Shape components (Shape Shaping and Shape Flow), and
used for abstract movement representation in the proposed affective movement generation
approach.
The proposed generation approach generates novel affective movements through a
systematic blending of movement exemplars from available labeled affective movement
datasets; hence, it is an example-based generation approach. Given a labeled movement
dataset, to adapt a desired motion path to convey a target emotion, the proposed approach
proceeds as follows: 1) using the Laban Effort and Shape abstraction, nearest neighbours
to the desired motion path that belong to the target emotion class are identified, 2) an
HMM for the identified nearest neighbours along with the desired motion path is learned,
3) the most likely state sequence of the learned HMM for the desired motion path is ob-
tained using the Viterbi algorithm, 4) a deterministic generation approach [194] is used to
generate a modulated version of the desired motion path that encodes the target emotion.
The proposed generation approach is tested with the full-body affective movement
dataset described in Section 4.2.1.1. The expressivity of the generated movements is as-
sessed objectively using the automatic recognition model presented in Chapter 4. Further-
more, the subjective nature of the affective movement perception necessitates subjective
measures to confirm the expressivity of synthetically-generated movements. For this pur-
pose, the generated movements were subjectively evaluated via a user study in which
participants reported their perception of the generated movements.
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5.1 Laban Effort and Shape Quantification
As discussed in Section 2.2, the Laban system is a movement notation and analysis system
that provides a set of semantic components based on which both kinematic and expressive
characteristics of movements can be described. Among Laban components, Effort and
Shape are the most relevant for the study of affective movements. Effort describes the
inner attitude toward the use of energy and Shape characterizes the bodily form, and
its changes in space. Bartenieff presents Effort and Shape as a complete system for the
objective study of movements, from behavioural and expressive perspectives [1]. Effort has
four bipolar semantic components: Weight, Time, Space, Flow (see Table 2.1 in Chapter
2), and Shape has three components: Shape Flow, Directional, and Shaping/Carving (see
Table 2.2 in Chapter 2).
In order to enable the application of LMA for computational movement analysis, the
LMA components need to be quantified. In this section, the Laban Weight, Time, and
Space Effort quantifications from [195], and Laban Weight, Time, Space, and Flow Ef-
fort quantifications from [196] are adapted for hand-arm movements. The approach from
[195] applies the quantification to the aggregate set of body parts involved in a move-
ment, whereas [196] quantifies Effort components for individual body parts. We propose
a continuous measure of Laban Effort components, unlike [195] and [196], which quantify
the components as boolean features. In addition, a quantification for Shape Directional
of hand-arm movements is proposed. The quantified Laban components are evaluated us-
ing their statistical correlation with annotations provided by a CMA for a set of affective
hand-arm movements. The adapted quantifications from [195] and [196] are referred to as
Q1 and Q2, hereafter.
5.1.1 Weight Effort
Inspired by [195], the maximum of the sum of the kinetic energy of moving body parts
is used to estimate Weight Effort. The higher the peak kinetic energy, the Stronger the
Weight. The sum of the kinetic energy for the hand and arm at time ti is:
Eti = E
Hand
ti
+ EArmti , where
EHandti =
∑
k=Fingers
Ekti
EArmti = E
Upper Arm
ti + E
Forearm
ti
.
(5.1)
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For instance, the kinetic energy of the forearm at time ti is computed as:
EForearmti = αForearmv
Forearm
ti
2
, (5.2)
where αForearm is the mass coefficient for the forearm and v
Forearm
ti
2
is the square of the
speed of the forearm at time ti. The Weight Effort for a sampled movement of length T
(the movement is defined by T sequential observations, where each observation represents
Cartesian positions of body joints at a particular ti, i ∈ [1, T ]) is then determined as
WeightQ1 = max
i∈[1,T ]
Eti . (5.3)
In [197], the mass coefficients for different body parts of a dancing pet robot were set based
on their “visual mass and conspicuousness” in the range of 1 to 4 (e.g., αTrunk = 4 and
αArm = 2). In [195], the mass coefficients for different human body parts were set to 1. In
the proposed quantifications in this chapter, mass coefficients are set to 1 for all the body
parts.
In [196], Weight is quantified using deceleration of motion: Strong (large deceleration)
or Light (little or no deceleration). In the proposed quantification for hand-arm movements,
this is adapted such that for each hand-arm movement, the maximum of the deceleration
time-series for the kth body part is used as the Weight component for that body part
(WeightkQ2).
5.1.2 Time Effort
Based on the quantification in [195], the weighted sum of the accelerations of the moving
body parts is used to estimate the Time Effort for hand-arm movements. The weights are
the mass coefficients similar to the WeightQ1. The acceleration
1 for the kth body part at
time ti is:
akti =
vkti − vkti−1
ti − ti−1 . (5.4)
Sudden movements are characterized by larger values in the weighted acceleration time-
series as compared to Sustained movements. In particular, the maximum of the weighted
acceleration time-series is used to describe Time Effort of hand-arm movements (TimeQ1).
1In the quantifications, the derivatives of motion trajectories, used to compute velocity, acceleration,
and jerk, are low-pass filtered to remove the high-frequency noise.
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Using [196], the Time Effort for a sampled movement of length T is determined as the
net acceleration accumulated at the body parts over time (Equation 5.5). In Equation 5.5,
vkti represents the Cartesian velocity of the k
th body part at time ti.
TimekQ2 =
T∑
i=2
‖vkti − vkti−1‖
ti − ti−1 . (5.5)
5.1.3 Space Effort
The Space quantification from [195] is adapted to measure the Directness of hand-arm
movements using the inner product of tangents of torso and wrist trajectories at every
time instance. If a movement is Direct, then the resulting inner product time-series would
be strictly monotonic or constant, whereas an Indirect movement would demonstrate a
fluctuating time-series with multiple peaks (or changes in direction). Therefore, to quantify
Space Effort, the number of peaks in the resulting Space time-series is counted, and the
Space Effort component is determined on a scale of 1 to 5 through a binning process.
SpaceQ1 = # of peaks(v
Wrist
ti
.vTorsoti , ∀ i ∈ [1, T ]), (5.6)
where vWristti and v
Torso
ti
represent tangents to wrist and torso trajectories (Cartesian veloc-
ities) at time ti, respectively.
Using the Space quantification from [196], the Space Effort of an upper body part is
quantified as the ratio of the displacement to the net distance travelled by the body part.
In our adaptation, SpacekQ2 represents the Space component for the k
th body part and is
computed for a sampled movement of length T as:
SpacekQ2 =
∑T
i=2
‖pkti − pkti−1‖
‖pktT − pkt1‖
, (5.7)
where pkti is the Cartesian position of the k
th body part at time ti.
5.1.4 Flow Effort
The Flow Effort for a body part k is computed as the aggregated jerk over time as proposed
in [196] (Equation 5.8). Jerk is the third order derivative of the position.
FlowkQ2 =
T∑
i=2
‖akti − akti−1‖
ti − ti−1 , (5.8)
114
where akti is the Cartesian acceleration of the k
th body part at time ti.
5.1.5 Shape Directional
The Shape Directional component is related to the pathway along which a movement is
executed. The Shape Directional component can be ‘Spoke-like’ or ‘Arc-like’. Spoke-like
Directional movements travel on a straight line from the body center or return on a straight
line to the body center [198]. The pathway of Arc-like movements is characterized by a
flat arc starting at the side and moving forward and upward [198]. Arc-like Directional
movements can have a flat arc in the horizontal plane while travelling forward and sideways
(and likewise in the reverse direction).
Since the Shape Directional describes the transverse behaviour of the hand movements,
we propose the average curvature of the hand movements in a 2 dimensional (2D) plane
within which the largest displacement occurs as the measure for the Shape Directional.
There is a separate Shape Directional component for each hand. To capture the 2D plane
with maximum displacement, we apply multivariate principal component analysis (PCA)
on the 3D Cartesian trajectories of the hands and extract the top two dimensions. The
extracted dimensions span the 2D plane where the maximum displacement occurs. Next,
the average 2D curvature within the PCA-extracted 2D plane (xy plane) for a sampled
movement of length T is computed as follows
κ =
1
T
T∑
i=1
√
(y¨tix˙ti − x¨ti y˙ti)2
(x˙2ti + y˙
2
ti)
3/2
, (5.9)
where x˙ti and x¨ti indicate the first and second derivatives of the x trajectory at time ti,
respectively.
5.1.6 Experiments
The quantifications adapted from Q1 and Q2 are evaluated in comparison with annotations
from a CMA using the affective hand-arm movement dataset described in Section 4.2.1.2.
5.1.6.1 CMA Annotation
Laban movement annotations provided by the CMA are used to investigate the efficacy
of the proposed Laban quantifications for the hand-arm movements by computing the
statistical correlation between the CMA-annotated and quantified Laban components.
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To this end, an annotation questionnaire was designed in consultation with the CMA
in which Weight, Time, Space, and Flow Effort of a movement were rated by the CMA
on a 5-point Likert scale, while watching the video of the movement. For each Effort
component, two extra 5-point Likert scales were also provided to allow for annotating
subintervals along the movement with distinct Effort qualities (if any). The 5-point Likert
scale spans between poles of Effort components. Furthermore, an open-ended text box
was provided for each Effort component to accommodate additional comments that the
CMA might have on a particular movement and annotation. In the videos, the actor’s face
was masked and the videos were muted (Examples of hand-arm movements can be seen in
[199]).
The questionnaire also included annotation of Shape Directional (options: Arc-like/Spoke-
like), Shaping/Carving (options: yes/not significant). Shape Flow is self-referential and
defines readjustments of the whole body for internal physical comfort [2]. Therefore, Shape
Flow can not be observed in the isolated and prescribed hand-arm movements used in this
study, and it was excluded from the annotation and quantification analysis. Furthermore, a
visual observation of the hand-arm movements revealed to the CMA that Shaping/Carving
occurs only slightly in the fingers for some of the movements, which is probably due to
the prescribed motion paths and no-movement constraints placed on the wrist and fingers.
Therefore, the Shaping/Carving is not significant for the hand-arm movements with the
kinematic model used (Figure 4.4), and it was also excluded from quantification analysis.
A total of 44 movements were annotated, which include the following motion-emotion
pairs2: 3 F-anger, 3 F-sadness, 3 F-disgust, 3 F-fear, 2 E-surprise, 2 E-fear, 1 E-disgust,
1 E-sadness, 1 E-happiness, 1 E-anger, 2 D-anger, 1 D-sadness, 2 D-fear, 2 C-anger, 2
C-happiness, 2 C-sadness, 2 C-disgust, 2 C-fear, 2 C-surprise, 1 B-anger, 1 B-happiness,
1 B-sadness, 1 B-disgust, 1 B-fear, 1 B-surprise, 1 A-happiness. We assume that each
movement in the dataset has unique Time, Weight, Space, and Flow Effort qualities and
therefore, we only consider the CMA-annotated movements with single Effort annotations
(sample size column in Table 5.1). This assumption is important as we are after movement
cues most salient to different Effort and Shape components that can uniquely represent
varying levels of these components.
2For the description of the hand-arm motion paths, denoted by capital letters A to F, refer to Table
4.1
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5.1.7 Results and Discussion
The correlations between the quantified and CMA-annotated Effort and Shape compo-
nents are computed based on the Pearson linear correlation coefficient. Furthermore, the
significance of the obtained correlations is evaluated at p < 0.05 with a null hypothesis H0
stating: there is no correlation, r = 0, between the CMA-annotated and quantified Laban
component Li, where L ={Space, Time, Weight, Flow, Shape Directional}. p-values repre-
sent the probability of a correlation as large as the observed correlation by random chance,
when the true correlation is zero. Table 5.1 shows the resulting correlations between the
quantified and CMA-annotated Effort components and their significance. The Q1 Effort
quantifications are obtained for aggregate set of body parts involved in the movements,
whereas the Q2 Effort quantifications are obtained for each body part, separately.
There are high and significant correlations between the CMA-annotated and quanti-
fied Laban components for Weight and Time Effort, whereas there are lower correlations
between the quantified and CMA-annotated Space and Flow Effort. Two approaches were
used to measure Weight Effort: 1) the maximum of the kinetic energy of the upper body
parts (WeightQ1) , and 2) the maximum of the deceleration at different upper body parts
(WeightQ2). Considering a unit distance travelled by a body part, the deceleration of that
body part is proportional to the rate of change in its kinetic energy. The maximum of the
deceleration implies the maximum absorption of the kinetic energy [196] e.g., at the end of
a punching movement. Therefore, the peak of the deceleration and the peak of the kinetic
energy (the difference between the maximum and minimum of the kinetic energy as the
minimum of the kinetic energy is zero) are both measuring the maximum absorption of
the kinetic energy. However, the peak of the kinetic energy of the body parts (WeightQ1)
provides a more accurate measure for Weight Effort (r = 81%) as it considers the maximum
discharge of the kinetic energy of all the body parts.
Bartenieff described Sudden Time as react quickly or immediately and Sustained Time
as take time, moving slowly and lingering in time [1]. Considering these descriptions, Sud-
den movements should demonstrate larger accelerations, whereas Sustained movements
are characterized with lower or no acceleration. In the proposed quantification TimeQ1,
the peak acceleration of the upper body parts results in a higher correlation with the
CMA-annotated Time (r = 77%) compared to the aggregated acceleration (TimeQ2: r =
60% at wrist). It is possible that the aggregated acceleration produces a large quantity
for Sustained movements, which are generally characterized as lingering in time (result-
ing in a longer duration as compared to Sudden movements), and as a result, they are
identified as Sudden movements. Normalizing the aggregated acceleration by the length of
the movements results in an improved correlation (r = 71% at wrist) as compared to the
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unnormalized aggregated acceleration used in [196]. However, this is still lower than the
correlation for the maximum acceleration measure (TimeQ1).
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Figure 5.1: Average (and standard error) quantified Weight and Time for the affective
hand-arm movements. y-axis labels are assigned to correspond to the 5-point Likert scale
used in the annotation questionnaire. The circles and their sizes indicate the average value
and sample size, respectively.
Furthermore, the normalized aggregated acceleration is not an appropriate measure for
Time Effort as it represents the average acceleration and fails to capture abrupt changes
in the velocity. Therefore, the maximum acceleration at the upper body parts (TimeQ1)
is a more appropriate measure for Time Effort.
The kinematic cues (velocity and acceleration) used for the quantification of Weight
and Time Effort are similar to those reported as relevant cues in the movement literature
[64, 67, 200, 201, 202, 203]. The average quantified Weight (WeightQ1) and Time (TimeQ1)
Effort for the affective hand-arm movements are shown in Figure 5.1. The sad and angry
movements are clearly distinguishable from the rest of the movements using the quantified
Time and Weight. The angry movements are characterized by Strong Weight and Sudden
Time, whereas the sad movements are characterized by Light Weight and Sustained Time.
The average Weight for the remaining emotions is Light, however none of them exceeds the
Lightness of the sad movements. The Time for the surprised movements is slightly oriented
toward Sudden Time, whereas the Time for the fearful, disgusted, and happy movements
is slightly Sustained. These results can be used to study the capability of the isolated
hand-arm movements and their Laban encoding to convey distinct basic emotions.
The majority of the movements (31/35) are annotated by the CMA as Direct Space,
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only 2 are annotated as Indirect and the remaining 2 are annotated as Spaceless (no at-
tention to Space). Therefore, due to the imbalance in the sample size (lack of adequate
samples at different levels of Space), it is difficult to validate the proposed Space quantifi-
cations for hand-arm movements. Furthermore, Space Effort describes the actor’s focus
(single-focused vs multi-focused) and other visual cues (facial movements) might be needed
to better evaluate Space. For instance, an expansive arm movement can be used to greet
several arriving parties (multi-focused, Indirect) or a single arriving person (single-focused,
Direct), which would be difficult to annotate without additional contextual information.
The spatial stopping constraint in the motion paths (Table 4.1) contributes to having
movements with multiple Flow qualities, as it turns a movement to Bound Flow toward
the end even if it begins as a Free Flow movement. This resulted in Flow being the
Effort component with the most multiple annotations for each movement (23 out of 44
movements). Using the magnitude of jerk for quantifying the Flow (FlowQ2), a significant
correlation as high as 67% is obtained at the wrist. Other studies also relate Flow to the
jerkiness of the motion trajectory (e.g., [67, 201, 202]).
Using the average curvature of the movement projections in the PCA-extracted 2D
planes, a correlation of 81% (p < 0.0001) between the quantified and CMA-annotated
Shape Directional is obtained. Figure 5.2 shows the quantified values for Shape Direc-
tional, in which Arc-like Shape Directional (as annotated by the CMA) and a suitable
threshold for labelling are shown as red circles and a dashed line, respectively. Applying
the threshold, the movements are divided into two bins of Spoke-like and Arc-like, and
a Phi correlation3 of 93% is obtained between the binned-quantified and CMA-annotated
Shape Directional. The high correlation results for Shape Directional verify the efficacy of
the proposed measure for identifying the Arc-like or Spoke-like Shape of the movements.
Therefore, the experimental evaluation shows that the proposed quantifications for
Weight (WightQ1), Time (TimeQ1), Flow (FlowQ2), and Shape Directional are congruent
with annotations provided by the CMA. These Laban quantifications are computationally
efficient and allow for an efficient search for movement kinematically or affectively similar
to a desired motion path. The proposed generation approach, described in Section 5.2, uses
the quantified Laban Effort and Shape components for abstract representation of full-body
movements.
3Pearson correlation computed between two binary variables returns Phi correlation.
121
Movements
Qu
an
iti
fie
d 
Sh
ap
e 
Di
re
ct
io
na
l
 
 
Spoke−like
Arc−like
Figure 5.2: Quantified Shape Directional for different movements. The dashed line illus-
trates a suitable threshold value.
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5.2 Full-Body Movement Generation Methodology
The proposed generation approach makes use of two movement abstractions: 1) Laban
Effort and Shape components, and 2) hidden Markov modeling. Using these abstrac-
tions, a new movement is generated that is affectively constrained by a target emotion
and kinematically constrained by a desired motion path. In this section, the Laban and
HMM movement abstractions for full-body movements along with the proposed affective
movement generation approach are described.
5.2.1 Laban Effort and Shape Components for Full-body Move-
ments
The verified Laban Effort and Shape quantifications from Section 5.1 are adapted for full-
body movements. In particular, the Weight and Time Effort quantifications (WeightQ1 and
TimeQ1) and the Flow Effort quantification (FlowQ2) are adapted for the Laban full-body
abstraction in the proposed generation approach. The results from Section 5.1 show that
these Laban quantifications are highly correlated with the corresponding annotations from
the CMA for hand-arm movements. Furthermore, the Laban quantification is extended
to include Shape Shaping and Shape Flow components of full-body movements in the
proposed generation approach.
Weight Effort: Based on WeightQ1, the maximum of the sum of the kinetic energy of
the torso and distal body limbs (end-effectors: head, hands, feet) is used to estimate the
Weight Effort of the whole body. The sum of the kinetic energy at time ti is
Eti = E
Torso
ti
+ EEnd-effectorsti . (5.10)
Similar to the case of hand-arm movements, the mass coefficients α are set to 1 for all the
body parts in the full-body analysis.
Time Effort: Based on TimeQ1, the weighted sum of the accelerations of the torso and
end-effectors is used to estimate the Time Effort for full-body movements. The weights
are the mass coefficients similar to the quantified Weight Effort.
Flow Effort: Based on FlowQ2, the Flow Effort for a full-body movement is computed as
the aggregated jerk over time for the torso and end-effectors.
Shape Shaping The Shaping in the vertical and sagittal planes (y and z coordinates)
is represented as the maximum vertical and sagittal (back and forth) displacement of the
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torso. The Shaping in the horizontal plane is expressed as the maximum of the area of the
convex hull encompassing the body projected onto the horizontal plane.
Shape Flow The Shape Flow is measured as the maximum of the volume of the convex
hull (bounding box) containing the body.
Shape Directional The Shape Directional quantification presented for hand-arm move-
ments is used to quantify Shape Directional of full-body movements (Shape Directional is
computed for the left and right hands).
5.2.2 Regularized Multinomial Logistic Regression
In the proposed approach, a regularized multinomial logistic regression (RMLR) is used
to identify affectively non-discriminative Laban components. The multinomial logistic
regression uses the inverse logit function to model the posterior of occurrence of different
classes in a multi-class problem (K classes) given a set of explanatory variables. Given
a dataset Dp = {(xj, yj)|xj ∈ Rp, yj ∈ Y , j = 1, . . . , n}, where xj is the jth multivariate
datapoint of dimensionality p (xj is represented by a vector of p features) and Y is the label
set for the K classes, the posterior of the kth class is approximated using the symmetric
multi-class inverse logit function.
Pr(yi = k|xi) = exp(β0k + β
>
k xi)
1 +
∑K
l=1 exp(β0l + β
>
l xi)
, k = 1, . . . , K. (5.11)
The posterior model parameters for all the classes are denoted by θ
θ = {[β01; β1], [β02; β2], . . . , [β0K ; βK ]}. (5.12)
θ is the set of posterior coefficients for all the classes along with their corresponding in-
tercepts (posterior coefficients of kth class: [β0k; βk] ∈ Rp+1, where β0k is the kth class
intercept). The optimal parameters, θ, are found by solving the maximum log-likelihood
problem
argmax
θ
N∑
i=1
log(Pyi(xi; θ)), (5.13)
where Pk(xi; θ) = Pr(y = k|xi; θ).
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To identify dimensions of xi most salient to discriminating between the K classes, the
regularized multinomial logistic regression is proposed (RMLR) [204]. In this work, the
multinomial logistic regression with elastic net regularization is used, which maximizes the
following cost function to find the RMLR model parameters
argmax
θ
N∑
i=1
log(Pyi(xi; θ))− λ
K∑
k=1
p∑
j=1
(α‖βkj‖1 + (1− α)‖βkj‖22). (5.14)
‖.‖n denotes the ln norm. The tuning variable λ controls the strength of regularization;
the larger λ, the larger the number of class-specific model parameters βk that will be
driven to zero (i.e., fewer Laban components are selected). The variable α is the mixing
variable, which controls the contribution of l1 and l2 norms of the model parameters in the
regularization (α = 1 results in least absolute shrinkage and selection operator (LASSO)
and α = 0 results in ridge regression). The l1 norm imposes sparsity over the model
parameters, and the l2 norm encourages the correlated features to be averaged. A detailed
derivation and solution for regularized multinomial logistic regression can be found in [205].
5.2.3 HMM-based Movement Modeling
As described in Section 4.1.1, hidden Markov modeling is a generative technique that
models a sequential observation as a stochastic process whose dynamics are described by
a discrete hidden state variable. An HMM Λ has three parameters 1) the state transition
matrix A of size of size N × N , 2) the distribution of observations for the states of an
HMM B, and 3) the initial state probability pii|Ni=1. The observation variables (outputs)
are described by a vector of size m. The distribution of the observations for each hidden
state (total of N hidden states) can be modeled as a mixture of M multivariate Gaussians.
In the proposed approach, fully-connected hidden Markov models (HMM)s are used. The
fully-connected models enable identifying an optimal set of states that best represent a
desired motion path without the need to pass through all the states and being restricted
with the left-to-right order of the states as is the case in the left-to-right models.
The Baum-Welch algorithm is used to train HMMs and the Viterbi algorithm [169] is
used to generate the most likely state sequence for a desired motion path given an HMM
of its Laban Effort and Shape nearest neighbours.
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5.2.4 The Proposed Generation Approach
Figure 5.3 shows a schematic of the proposed generation approach. Consider a sample
dataset of n time-series movements x, each labelled with one of K affective labels from
a set E , D = {(xj, ej)|xj ∈ Rm×Tj , ej ∈ E , j = 1, . . . , n}, where xj and ej denote the jth
sampled movement of length Tj and its affective label, respectively. For a desired motion
path xd ∈ Rm×Td and a target emotion et ∈ E , the proposed approach selects movements
from D that are kinematically similar to the desired motion path and belong to the target
emotion class et. The selected movements are referred to as nearest neighbours. xd may be
taken from the dataset D (e.g., if we wish to take a kinematic movement from the existing
set and alter the emotion), or may be specified independently of D.
The nearest neighbour search is performed in a space spanned by affectively non-
discriminative Laban Effort and Shape components. Bartenieff emphasizes that in addition
to kinematic characteristics, emotions and their intensity can be precisely studied via the
Laban Effort and Shape components [1]. Therefore, different affective movements might
occupy distinct regions of the space spanned by all the Laban Effort and Shape compo-
nents and finding nearest neighbours of a desired motion path in such a space might be
impossible.
To overcome this limitation, we restrict our nearest neighbour search to affectively non-
discriminative Laban components for the target emotion class. We assume that affectively
non-discriminative Laban Effort and Shape components are the components describing
the kinematic characteristics of the movements. To identify affectively non-discriminative
Laban components, the multinomial logistic regression with elastic net regularization is
used [204], as summarized in Section 5.2.2. The regularized multinomial logistic regression
(RMLR) uses the movements’ Effort and Shape components and affective labels as the
explanatory variables and class labels, respectively, and weights the Effort and Shape
components according to their saliency for each affective class (RMLR assigns zero weights
to affectively non-discriminative Laban components for each emotion class).
Given the identified affectively non-discriminative Laban components, the nearest neigh-
bours (NN) of the desired motion path belonging to the target emotion class are next iden-
tified. The number of nearest neighbours is set to the number of movements from the target
emotion class in the -neighbourhood of the desired motion path. The -neighbourhood is
defined as a circle centered at the desired motion path with a radius equal to 10% of the
distance from the desired motion path to the furthest movement from the target emotion
class in a space spanned by the affectively non-discriminative Laban components.
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In cases where the desired motion path (the motion path to be modulated in order
to convey a target emotion) is affective, its encoded emotion (original emotion) can be
recognized using a verified automatic affective movement recognition model (e.g., Chapter
4). Then, for a target emotion, Laban components discriminating between the pair of
original and target emotions are identified using RMLR and excluded from the nearest
neighbour search as these components contribute to maximum separability between the
original and target emotion classes.
After identifying the NN of the desired motion path, they are encoded in an HMM
(HMMNN). To further preserve the kinematic specificities of a desired motion path in the
generated movement, the HMMNN can be augmented with nd copies of the desired motion
path (shown as dashed line in Figure 5.3). Encoding more copies of the desired motion
path in the HMMNN imposes extra constraints on the generated movement, favouring
stronger adoption of the kinematics of the desired motion path at the expense of the
affective modulation. Thus, nd becomes a process parameter which controls the trade-
off between strict adherence to either the affective constraint or the kinematic constraint.
After training the HMMNN , the Viterbi algorithm is used to estimate the most likely state
sequence for the desired motion path given HMMNN . A new motion path is generated
by concatenating the means of the Gaussian outputs of the HMMNN states, following the
estimated Viterbi state sequence. The resulting sequence is low-pass filtered to remove
discontinuities that might occur when transitioning to new states [194].
The output of the filtering stage is a novel movement kinematically close to the desired
motion path and imbued with the target emotion (O in Figure 5.3). Kinematic charac-
teristics of the desired motion path are preserved in two stages of the proposed approach:
1) by using an HMM abstraction of the nearest neighbours in a space spanned by affec-
tively non-discriminative Laban components (HMMNN), and 2) by using the most likely
state sequence of HMMNN for the desired motion path. Furthermore, in the case where
nd > 0, the resulting HMMNN state sequence is further tailored toward kinematic specifici-
ties of the desired motion path; hence, the generated movement more closely mimics the
kinematics of the desired motion path. The target emotion is overlaid as the movement is
generated using an HMM of the nearest neighbours conveying the target emotion. Figure
5.4 shows the pseudo-code for the proposed approach.
5.3 Experimental Setup
The full-body movement dataset used in Chapter 4 is used here as well to demonstrate the
performance of the proposed approach. A 10-fold division is used to divide the dataset into
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Given: A dataset D with n movements x each labeled with one of K affective
classes from a set E .
Laban Effort and Shape representation
• Define L, a set of all Laban Effort and Shape components
(a total of nL components),
• Compute xLj ∈ RnL : Laban Effort and Shape representation,
∀ movements xj ∈ D, → DL = {xL1 , . . . ,xLn},
Regularized multinomial logistic regression:
• Input: {(xLj , ej)|xLj ∈ DL, ej ∈ E},
• Output: the set of affectively discriminative Laban components for kth
class (L′k).
• Lk = L \ L′k, affectively non-discriminative Laban components for
kth class.
Affective movement generation
• Given
{
xd, a desired motion path of length Td,
et, a target emotion,
• Let Let : the set of affectively non-discriminative Laban components for et,
• Find nearest neighbours of xd in the space spanned by Let → NNLet (xd),
– Retain those that belong to et:
NN(xd) = {(x, e) ∈ D|x ∈ NNLet (xd), e = et},
• HMM Training
– Train HMMNN of N states to model NN(xd) along with nd
copies of xd; nd ≥ 0.
• Viterbi algorithm using HMMNN and xd
S ← most likely state sequence for xd
S = [S1, . . . , Si, . . . , STd ], Si ∈ {1, . . . , N},
• Motion generation
O = [µS1 , µS2 , . . . , µSTd ]
∗
O ← Low-pass Filter(O)
Return:
O: A modulated version of xd conveying et.
∗µi is the mean of the Gaussian output of the ith state of HMMNN .
Figure 5.4: Pseudo-code for the proposed generation approach.
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testing and training movements. In each fold, a testing movement is considered the desired
motion path and the proposed approach is applied to produce a new movement conveying
the target emotion. Note that in these experiments, the testing movement already contains
affective content. The target emotion is selected to be different than the original emotion
encoded in the testing movement. The training movements in each fold establish the
labeled dataset required for the proposed approach. The affective quality of the generated
movements is objectively evaluated using the recognition model described in Chapter 4.
Furthermore, a subjective evaluation is conducted via a user study in which participants
rate the affective qualities of the generated movements. For a description of the full-body
dataset, refer to Section 4.2.1.1.
5.3.1 RMLR Parameter Selection
In order to identify affectively non-discriminative Laban components for each target emo-
tion, multinomial logistic regression with elastic net regularization (RMLR) is used. To
set the tuning parameters of RMLR, α and λ in Equation 5.14, a two-dimensional cross-
validation is used. α values in the range of 0.05 : 0.05 : 1 and 100 values of λ are tested
and the pair of α and λ with the minimum 10-fold cross-validation error (misclassification
rate) is selected4.
5.3.2 HMM Initialization and Model Selection
In order to reduce variability due to differences in demonstrators’ physical builds (e.g.,
height), each movement in the dataset is normalized by the length of its demonstrator’s
hand and arm measured from his/her right shoulder to the right wrist.
Since all the movements in the full-body dataset start from a known T-pose, the hidden
state sequence for the HMMs always starts at state 1; hence, the hidden state priors are:
pii = 1 for i = 1, and pii = 0, otherwise. The full-body movements are generally very
short and progress from the start toward the end with instances of cyclic movements. In
this work, all transitions between states were allowed to capture the cyclic behaviours.
Using fully-connected HMMs, the Viterbi algorithm identifies a sequence of HMM states
that best represents a desired motion path without the need to pass through all the HMM
states, sequentially.
4The generalized linear models toolbox from [206] was used to perform RMLR.
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As described in Section 5.2, movements that are kinematically similar to a desired
motion path along with nd copies of the desired motion path are encoded in an HMM
(HMMNN). In the experimental evaluation of the proposed approach, no copies of the de-
sired motion path are included in the HMMNN abstractions (nd = 0), favouring the affective
constraint over the kinematic constraint. In the HMMNN abstractions, the distribution of
the movements for each hidden state is modeled as a single Gaussian output. Generally, for
generation purposes, an HMM with a large number of hidden states is favoured to capture
fine details of the motion path. We tested different numbers of states ranging between
10-14 states and chose 12 states by a visual inspection for the quality of the generated
trajectories.
To initialize the HMM training process, the identified nearest neighbour movements for
a desired motion path are divided into N (number of hidden states) equal segments and
their means and covariances are used as the initial means and covariances of the output
Gaussians associated with the hidden states. Full covariances are used to account for
potential correlations between body joint trajectories.
5.3.3 Affective Movement Validation
To evaluate the performance of the proposed approach, the expressivity of the generated
movements is assessed objectively using an automatic recognition model, and subjectively
via a user study.
5.3.3.1 Objective Validation
The automatic recognition approach from Chapter 4 is used to objectively evaluate the
synthetically-generated affective movements. Note that none of the generated movements
in this study were used to train the recognition model.
5.3.3.2 Subjective Validation
Since affective movement perception is subjective, we have also evaluated the expressivity of
the generated movements with a questionnaire-based user study. A questionnaire similar to
the one presented in Section 3.3.1 is designed in which participants are asked to evaluate
the expressivity of the generated affective movements in terms of the six basic Ekman
emotions (anger, sadness, happiness, fear, disgust, and surprise) on a 5-point Likert scale
ranging between “0: not conveyed at all” to “4: strongly conveyed”.
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Using 10-fold division of the full-body dataset into testing and training movements, a
large number of movements (549 movements) are generated and evaluating the subjective
perception of all these movements is not feasible. To reduce the number of movements
for evaluation, we identify and remove movements which are similar to others, keeping
only exemplars for evaluation. To identify similar movements in a conversion class, the
generated movements from the conversion class are represented in terms of Laban Effort
and Shape components and k -means clustered. Different numbers of clusters (2 to 5) are
tested and the best number of clusters is selected to maximize the goodness of clustering
metric [207] defined as
GOC =
∑k
i=1 ni
∑
j 6=i
ni
n−nidij
2
∑k
i=1 nidii
, (5.15)
where dij and dii are the average distances between clusters i and j and within cluster i,
respectively.
Next, the popularity of the identified clusters for each conversion class is inspected
and the closest movement to the center of the most populous cluster is selected as the
exemplar of that conversion class for evaluation in the user study. Therefore, there are
12 generated movements used in the user study, each representing a conversion class. For
the conversion class of ‘sadness to happiness’, there are two populous clusters with an
equal number of members. In this case, the cluster whose representative displays a more
kinematically distinct movement than the other generated movements was selected. This
is done solely to include a wider range of kinematic movements in the user study. For
each movement, participants were asked to rate the six basic Ekman emotions, each on a
5 point Likert scale. To test whether the target emotion is unambiguously recognized, the
participants in the user study were asked to rate each basic emotion separately, and were
not forced to chose between emotions; they could indicate that they observed more than
one emotion, or that they observed no emotional content. The movements were presented
to the participants in a randomized order.
A pilot user study was conducted with 6 participants to obtain an estimate of effects of
the original and target emotions on the participants’ perception. The estimated effects vary
in size and range from very small effects (e.g., η2 = 0.001) to large ones (e.g., η2 = 0.745).
Using the G∗Power software [208], the sample size required to detect a potential significance
of the estimated effects of medium size (η2 = 0.06; as recommended by Cohen [164]) or
larger at the statistical power of 90% is found to be 16 participants.
17 participants (11 male and 6 female) completed the questionnaire. Participants were
healthy adults and recruited from among the students at the University of Waterloo via
email. They were provided with the detailed information about the study and the procedure
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to complete the questionnaire. The study received ethics approval from the Office of
Research Ethics, University of Waterloo, and a consent form was signed electronically by
each participant prior to the start of the questionnaire. Participants’ responses are then
analyzed to assess whether the generated movements communicate the target emotions
and if there exists any confusion between the basic emotions.
5.4 Results
As described in Section 4.2.1.1, the dataset used for the experimental evaluation of the
proposed approach contains affective full-body movements for 4 emotion classes: sadness,
happiness, fear, and anger. Following the proposed approach, each testing movement is
converted to convey three emotions other than its own, resulting in 12 conversion classes.
The following naming convention is used hereafter to refer to the conversion classes: ‘origi-
nal to target’ (e.g., ‘sadness to happiness’ indicate the conversion from the original emotion
‘sadness’ to the target emotion ‘happiness’).
As described in Section 5.3, a 10-fold division is used to divide the affective full-body
movement dataset into testing and training movements. In the experimental evaluations,
the testing movements are the desired motion paths, and the training movements form the
labeled dataset D used in the proposed approach as described in Section 5.2.4.
Using the quantification described in Section 5.2.1, movements are annotated in terms of
Effort components (Weight, Time, and Flow) and Shape components (Shaping, Directional,
and Flow). For the Effort components, in addition to the whole-body annotation, these
components are also computed for individual body parts: head, right hand, left hand, right
foot, and left foot. Since all the movements (testing and training) used in the experimental
evaluation are affective (intended to convey a specific emotion), the Laban components that
discriminate between emotions encoded in the training movements and those encoded in
the testing movement are first identified using RMLR, and excluded from the search for the
nearest training movements. This will allow finding movements that are kinematically most
similar to a desired motion path from within the target emotion class (training movements
in the -neighbourhood of the desired motion path that belong to the target emotion class).
Furthermore, this will result in a computationally efficient nearest neighbour search based
on a few Laban components.
We denote the set of all Laban components as L. The set of affectively non-discriminative
Laban components for a pair of emotions (e1, e2), Lt, is defined as
Lt = L \ (L1 ∩ L2), (5.16)
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where L1, and L2 are the Laban components salient to e1 and e2, respectively. Table 5.2
shows the discriminative Laban components between each pair of emotions in the full-body
dataset.
Table 5.2: Discriminative Laban components for each pair of emotions identified using
regularized multinomial logistic regression.
Laban Effort and Shape components
Sadness-Happiness WeightRFoot, TimeAll, TimeTorso, TimeRHand,
TimeLFoot, FlowRFoot, FlowLFoot, ShapeHor, Shape-
Flow, ShapeDirRHand
Sadness-Fear TimeTorso, TimeRHand, TimeLFoot, TimeHead,
FlowRFoot, ShapeZ, ShapeHor, ShapeFlow
Sadness-Anger WeightRFoot, TimeTorso, TimeRHand, TimeRFoot,
TimeLFoot, ShapeHor, ShapeDirRHand
Happiness-Fear WeightTorso, TimeRHand, TimeLFoot, FlowHead,
ShapeZ, ShapeDirRHand
Happiness-Anger TimeLHand, FlowLFoot, FlowHead, ShapeHor,
ShapeFlow
Fear-Anger WeightHead, TimeTorso, TimeLFoot, TimeHead,
ShapeZ, ShapeHor
R:right, L:left, Hor: Horizontal, Dir: Directional.
Among the emotion classes in the full-body dataset, sadness and happiness have the
largest number of Laban components discriminating between them (see Table 5.2), which
could be due to the distinct natures of these two emotions. For instance, in the circum-
plex space [165], sadness and happiness are located at opposing extrema of the arousal
and valence dimensions. Shape Horizontal and Time for the left foot are the most frequent
discriminative Laban components presented in 5 out of 6 cases in Table 5.2. There are com-
ponents that are found discriminative only for one pair of emotions: 1) TimeAll measures
the Effort Time for the whole body and is found to be discriminative for the sadness-
happiness pair. 2) Weight Effort for torso (WeightTorso) is found to be discriminative for
the happiness-fear pair. 3) Time for the left hand (TimeLHand) is discriminative for the
happiness-anger pair, and 4) Weight for the head (WeightHead) discriminates between fear
and anger. It should be emphasized that the identified Laban components in Table 5.2
collectively contribute to maximum separability between the pairs of emotions and when
considered individually may not result in maximum separation.
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Next, the proposed approach is used to generate movements that convey target emo-
tions. In the experimental evaluation presented in this section, no copies of the desired
motion path are included in the HMMNN abstractions (nd = 0). Videos of movement ex-
emplars generated by alternative implementations of the proposed approach (nd = 0 and
nd = 1) can be found in [209].
5.4.1 Objective Validation
Table 5.3 shows the confusion matrix for the automatic recognition of generated full-body
movements. The generated affective movements are recognized above chance with a 72%
recognition rate, which is comparable with the 72% interpersonal recognition rate reported
in [168] (Section 4). Similar confusions between emotion classes as those in Section 4 are
observed here. Nevertheless, the automatic recognition rate of the generated movements
is high and demonstrates the congruence of the generated emotions with the target ones.
Table 5.3: Confusion matrix (%) for the automatic recognition of the generated movements
Recognized Emotion
Sadness Happiness Fear Anger
T
ar
ge
t
E
m
ot
io
n
s Sadness 83 1 15 1
Happiness 1 61 22 15
Fear 3 8 77 13
Anger 1 15 16 67
5.4.2 Subjective Validation
The performance of the proposed approach is also evaluated subjectively via a questionnaire-
based user study as described in Section 5.3.3.2. Using a one-way ANOVA, the effect of
the order in which the videos were presented to a participant was not found significant at
p < 0.05, indicating no habituation was observed as a result of the presentation order.
To inspect the effects of the original and target emotions on the participants’ percep-
tion of the generated movements, a mixed-model ANOVA with repeated measures was
performed for each emotion rating. In the ANOVA tests, the original and target emotions
were the independent variables and participant ratings of the basic emotions were the de-
pendant variables. Initially, the participant’s gender was also included as a between-subject
variable, however, its effect was not found significant at p < 0.05, thus, the ANOVA tests
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Figure 5.5: Average participants’ ratings (mean±SE) for the target emotions. Each bar
shows an average rating across all the movements with the same target emotion (x-axis is
the target emotion).
were repeated without the gender variable. In the previous user study reported in Section
3.3, gender-specific differences were observed in the perception of affective movements dis-
played on different embodiments. In the present user study, a single embodiment (a stick
figure) was used to display the generated affective movements and no significant effect of
gender was observed. The SPSS statistical software package was used for the analysis.
It was found that the target emotion has a significant main effect in all cases (p < 0.005),
and original emotion has a main effect on participants’ rating of anger, sadness, fear,
surprise (p < 0.05). There are also significant interaction effects between the original and
target emotions in all cases except for the rating of disgust. Furthermore, participants’
ratings of an emotion were found to be significantly higher (at a Bonferroni corrected
significance level of p < 0.0125 with an effect size Cohen’s d > 0.67) when the emotion is
the target emotion (e.g., sadness rating for anger to sadness conversion) as compared with
cases when the emotion is not the target emotion (e.g., sadness rating in anger to happiness
conversion). This observation can also be seen in the average participants’ ratings of target
anger, sadness, fear, and happiness emotions shown in Figure 5.5.
The detected main effects of the target emotion indicate that the proposed approach
successfully encoded the target emotion in the generated movements. The detected signif-
icant effects of the original emotion might indicate the presence of residues of the original
emotion in the generated movements or may be an indicator of deficiencies in the perception
of emotion from body movements.
A closer look at the participants’ perception of individual movements reveals a few
cases of confusion between the emotions, some of which are between the original and
136
  
Happy Sad Angry Fearful
Anger
Disgust
Fear
Happiness
Sadness
Surprise
Anger
Disgust
Fear
Happiness
Sadness
Surprise
Anger
Disgust
Fear
Happiness
Sadness
Surprise
Anger
Disgust
Fear
Happiness
Sadness
Surprise
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
_
Happy
Sad
Angry
Fearful
________
________
________
_______
O
rig
in
al
 E
m
ot
io
n
Target Emotion
0%
20%
40%
60%
80%
100%
Figure 5.6: A heatmap showing the average recognition rates of different emotions for the
conversion classes. An emotion is considered recognized if it is rated 2 or above on the
Likert scale spanning between 0 to 4. Note that this recognition cut-off is applied for
illustrative purposes in this figure only and all the subjective evaluation reported in this
section is performed on the full scale of rating.
target emotions. Figure 5.6 is a heat map showing the average recognition of different
basic emotions for each conversion class (confusion matrix). To explore significant pair-
wise differences, for each movement, paired t-tests between participants’ ratings of its
target emotion and those of other emotions were performed. Figure 5.7 highlights the
results of the paired t-tests. The green boxes are the target emotions, grey boxes are the
emotions whose ratings are significantly different than the corresponding target emotion
at p < 0.05 (i.e., there was no confusion), and red boxes are those emotions whose ratings
are not significantly different than the target emotion at p < 0.05 (i.e., the emotions were
confused). The Cohen’s d effect size was also computed to evaluate the size of pair-wise
differences between participants’ ratings of target emotions and those of other emotions
for each movement. Cohen’s recommendation for effect size evaluation is used here (small:
d < 0.2, medium: d = 0.5, and large: d > 0.8).
As can be seen in Figures 5.6 and 5.7, the target emotion is clearly perceived in the
conversions from anger and sadness to happiness at a rate >71% (significant pair-wise
differences are detected between ratings of happiness and other emotions at p < 0.001 with
effect sizes d > 1.22), whereas in the fear to happiness conversion, there is no significant
difference between ratings of happiness and surprise (p = 0.13 and small to medium effect
size of d = 0.41) and both happiness and surprise are rated high.
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Figure 5.7: A heatmap showing significance of pair-wise differences between participants’
ratings of target emotions and other emotions (paired t-tests). The green boxes highlight
the target emotion, the grey boxes indicate significant differences to the ratings of the
target emotion at p < 0.05, and a red box indicates that there is no significant difference
to ratings of the target emotion at p < 0.05.
When the target emotion is sadness, it is correctly perceived for the conversions of
happiness and anger to sadness at a rate >94%, p < 0.001, and d > 2.76 (2nd column
of Figures 5.6 and 5.7). For the fear to sadness conversion, the target emotion is only
recognized at a 12% rate and no other emotion is rated high.
Anger is correctly perceived for the movement converted from happiness at a rate of
71% with significant pair-wise differences between ratings of the anger and other emotions
at p < 0.028 with effect sizes d > 0.93 (3rd column of Figures 5.6 and 5.7). For the sadness
to anger conversion, anger and sadness are rated the highest with a small non-significant
pairwise difference (p = 0.47, d = 0.035) between the ratings of anger (recognition rate
of 53%) and those of sadness (recognition rate of 59%). This could have been caused
by residues of sadness remaining in the converted movement (main effect of the original
emotion on anger ratings observed in the ANOVA test). For the fear to anger conversion,
the generated movement is confused as a sad movement with a recognition rate of 65%
(Figure 5.6).
When the target emotion is fear, it is correctly recognized when converted from sadness
at a rate of 71% with significant pair-wise differences between ratings of fear and those of
other emotions at p < 0.01, d > 1.07. For happiness to fear conversion, despite the highest
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rating for fear among other emotions (recognition rate of 47%), it is not significantly
different than the ratings of sadness (p = 0.46, d = 0.04) and anger (p = 0.17, d = 0.34)
(Figure 5.7). The fearful movement converted from anger is confused as sad (recognition
rate of 59%) and surprise (recognition rate of 53%) (Figure 5.6).
5.5 Discussion
The performance of the proposed approach in generating movements with recognizable tar-
get emotions was evaluated objectively using an automatic recognition model from Chap-
ter 4, and subjectively via a user study.
The encoded emotions are correctly recognized by the automatic recognition model from
Chapter 4 for 72% of the generated movements, which is comparable with the recognition
result achieved by the model for the affective movements from 13 demonstrators. The
observed confusions reported in Table 5.3 are mainly between fear, happiness, and anger.
Considering the circumplex model of emotion [165], the observed confusions seem to be
related to the similarities between the affective expressions along the arousal and valence
dimensions. For instance, anger and fear are both high arousal and negative valence
expressions and are frequently confused.
In the subjective validation, the effect of the target emotion on the participants’ percep-
tion was found significant. However, there are cases where the target emotion is confused
with other emotions. In all of these cases, either the original or target emotion is fear
with the exception of the sadness to anger conversion. One hypothesis is that the observed
confusions could have resulted from inaccurate training movements. The movements in the
full-body dataset are labeled by their demonstrators, and therefore, they might not fully
communicate the demonstrator-intended emotions. Inclusion of these movements would
degrade the performance of the proposed approach as the training movements used to mod-
ulate a desired motion path to convey a target emotion are not sufficiently (or accurately)
affective. Therefore, the performance of the proposed approach depends on the availability
of a dataset containing a diverse range of training movements whose expressivity is verified
by different observers. In addition, the observed deficiencies in the perception of fear are
congruent with reports from the literature [71, 73, 72], which indicate that other modal-
ities in addition to body movements might be required for the perception of fear. After
excluding the cases with original or target fear emotion, the participants recognized the
target emotions in the generated movements at a rate of 71% in the user study.
A direct comparison between the recognition rates from the objective and subjective
evaluation experiments is not possible as the objective evaluation is performed for all
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the generated movements, whereas the subjective evaluation is done for twelve movement
exemplars only (one for each conversion class). Nevertheless, the higher objective recog-
nition rates (especially for generated fearful movements) are likely because the automatic
recognition model was trained using the affective movements in the full-body dataset to
discriminate between four emotions (anger, happiness, fear, and sadness), while in the user
study, participants rated all the six basic Ekman emotions for each movement, which might
have rendered the rating of target emotions more difficult.
We have excluded the cases in which the original emotion is fear and rerun the ANOVA
tests. A significant main effect of the target emotion was found for all cases at p < 0.01. The
original emotion only has a significant main effect on anger and fear ratings after excluding
movements whose original emotion is fear. For fear ratings, there is a large variation
between ratings of fear across different original emotions (e.g., last column of Figure 5.6).
For the sadness to anger conversion, both anger and sadness are rated high (p = 0.47, d =
0.035; sadness to anger movement in Figures 5.6 and 5.7), which shows the main effect of the
original emotion on the participants’ rating of anger. Figure 5.8 shows the velocity changes
for the sadness to anger movement used in the user study. It shows an overall drooped body
posture, which is characteristic of sadness. Combined with the fast and sudden forward
and inward movement of the hands and feet (see Figure 5.8), we hypothesize that the
mixture of typically-angry extremity movements and the drooped posture of sadness may
communicate frustration, which could explain the confusion between sadness and anger
for the sadness to anger movement (see the supplementary video for sadness to anger
conversion in [209]).
Nevertheless, after excluding the cases in which the original emotion is fear, in 6 out
of 9 remaining cases, the target emotion is rated the highest by the participants with
significant pairwise differences (at p < 0.05) between the ratings of the target emotion and
those of other emotions. These significant pairwise differences are of medium to large size
(Cohen’s d > 0.7), which indicate that the target emotion was unambiguously recognized
in these cases. Therefore, the proposed approach is capable of generating movements with
recognizable target emotions.
In the proposed approach, the nearest neighbours to a desired motion path from a
target emotion class in an available training dataset might not closely resemble the kine-
matic specificities of the desired motion path. In such cases, when nd = 0, the kinematic
trajectory of the generated movement might exhibit deviations from that of the desired
motion path. To overcome this limitation, the nd parameter of the proposed approach
can be tuned to force the generated movement to adopt the kinematic specificities of its
corresponding desired motion path. To illustrate the effect of encoding copies of a de-
sired motion path in the HMMNN (nd > 0) on the kinematic trajectory of the generated
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Figure 5.8: An illustration of the velocity changes (magnitude and direction) when con-
verting from sadness to anger. The direction of the arrows shows the direction of the
velocity and the length of the arrows is proportional to the increase in the velocity of their
corresponding joints in the generated movement.
movement, we have generated exemplar movements by setting nd = 1 and animated them
side-by-side with their counterparts generated by setting nd = 0 and corresponding desired
motion paths (see videos [209]). We observed that the generated movements more closely
mimic the kinematic trajectory of their corresponding desired motion paths when nd > 0
as compared with the case where nd = 0, as the HMMNN explicitly encode the kinematics
of the desired motion path when nd > 0.
5.6 Summary
An example-based approach for automatic affective movement generation was proposed
that makes use of two movement abstractions: the Laban Effort and Shape components
and hidden Markov modeling. The proposed approach uses Laban nearest neighbours of a
desired motion path in a labeled affective movement dataset to generate a new movement
that conveys a target emotion and is kinematically close to the desired motion path. For
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a desired motion path and a target emotion, a systematic approach is used (regularized
multinomial logistic regression) to select a subset of affectively non-discriminative Laban
Effort and Shape components for the target emotion based on which the nearest neighbours
for the desired motion path are found. Therefore, the proposed approach does not require
manual selection or definition of motion descriptors. Furthermore, the abstract semantic
representation in terms of Laban components allows for an efficient search for nearest
neighbours of a desired motion path as compared with the search in high-dimensional joint
space. After identifying the nearest neighbours, the proposed approach encodes them in
an HMM (HMMNN) and uses the Viterbi algorithm to estimate the optimal state sequence
for the desired motion path given the HMM of its nearest neighbours. The resulting state
sequence is then used to generate a modulation of the motion path that conveys the target
emotion.
Using only the nearest neighbours of a desired motion path reduces the dimensionality
of the generation problem (HMM modeling), which in turn results in reduced computa-
tional complexity of the proposed approach. In comparison with other stochastic generative
approaches that are non-parametric and assume continuous latent variables (e.g., Gaussian
process dynamical model [144]), or multiple layers of interactive hidden states (e.g., condi-
tional restricted Boltzmann machines [145]), HMMs are less expensive to learn and their
complexity can be tuned (number of hidden states, transition between the states, training
samples, and observation distributions) to accurately model movements.
The performance of the proposed approach is evaluated using a full-body affective
movement dataset with movements conveying anger, sadness, happiness, and fear, and the
expressivity of the generated movements are evaluated objectively using a state-of-the-
art affective movement recognition model and subjectively using a perceptual user study.
The generated movements were recognized at a rate of 72% by the automatic recognition
model. There are cases in the user study where the target emotions were confused with
other emotions. In all such cases, either the original or target emotion is fear. Excluding
these confusions, participants in the user study were able to recognize target emotions at
a rate of 71%. Therefore, the proposed approach is capable of generating movements with
recognizable target emotions.
A favourable property of the proposed approach is that the HMM-based abstraction
highlights specificities of the generated movements captured in hidden states (key postures)
and the dynamics of transition between the states. This allows exploring how a movement
is modified when converting from one emotion class to another.
A further advantage of the proposed approach is that generated movements can also
serve as training movement exemplars to generate movements with an even larger vari-
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ety of styles and encoded affective expressions. Furthermore, additional movements can
be generated by a random walk in the proposed Laban space representation, and inter-
polating/extrapolating between the Laban representations of the movements in a labeled
dataset.
Using the proposed approach, variances of body joints in an HMMNN can be set to con-
trol the extent of spatial deviations in a generated movement from the nearest neighbours
of the corresponding desired motion path. In cases where copies of a desired motion path
are also encoded in the HMMNN , tighter joint variances can be used to limit kinematic
variabilities modeled by the HMM and as a result, the generated movement will more
closely mimic the spatial trajectory of the desired motion path. In the present work the
joint variances were not controlled.
Moreover, encoding additional copies of a desired motion path in HMMNN (nd > 0)
enables a greater control on the spatial trajectory of the generated movement to mimic
the desired motion path. This utility of the proposed approach is especially beneficial
when there are no close kinematic neighbours from the target emotion class to the desired
motion path in available training datasets. The possibility to augment the HMMNN with
the desired motion path, along with the possibility to control joint variances are further
favourable properties of the proposed approach and demonstrate its flexibility.
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Chapter 6
Conclusions
In this thesis, a computational analysis of time-series movements was carried out to design
automatic models for recognition and generation of affective expressions in movements. To
this end, feature extraction and stochastic modeling techniques were leveraged, adapted,
and extended to derive abstract representations of affective movements that isolate fea-
tures most salient to the discriminative or generative affective movement analysis. These
movement abstractions were realized in terms of basis function expansion, stochastic trans-
formation, and Laban Effort and Shape analysis of the body joint trajectories, and were
exploited for salient movement feature identification and automatic affective movement
recognition and generation. Furthermore, the thesis explores the human perception of
affective movements displayed by different embodiments via a set of user studies. The
contributions of the thesis are as follows:
A. Affect recognition and generation based on functional movement representation
(Chapter: 3).
A systematic approach for transforming variable-length movements to fixed-length vecto-
rial observations and recognizing affective expressions from movements was proposed based
on functional movement representation. Various dimensionality reduction techniques were
adapted to the class of functional observations and used to identify a subspace where
class-specific affective movements are best separable. It was shown that functional su-
pervised principal component analysis outperforms other functional reduction techniques
in identifying a discriminative subspace where affective movement recognition can be per-
formed. Furthermore, movement abstraction derived by functional PCA along with inverse
functional PCA transformations were used to generate prototypical class-specific affective
movements. The expressivity of the generated movements was confirmed via a user study.
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This contribution is particularly important as it introduces a generic approach for fixed-
length representation of sequential observations enabling the application of dimensionality
reductions techniques and discriminative learning approaches to this class of data.
B. Affect recognition based on hybrid generative-discriminative movement modeling
(Chapter: 4).
Despite the attractive features of the functional affective movement analysis, it is sensitive
to temporal, stochastic, and interpersonal variabilities, and is limited to within-class kine-
matically similar movements and requires a tedious preprocessing stage of land-mark align-
ment and length normalization for generation. To address these shortcomings, a discrim-
inative abstraction of affective movements based on a stochastic transformation of body
joint trajectories was proposed. The proposed stochastic abstract modeling also enables
the identification of features salient to affective expressions. In the proposed approach,
movements belonging to an affective class are encoded in a single HMM with a mixture
of Gaussian outputs and the resulting class-specific HMMs are used to obtain a Fisher
score representation of the movements. The Fisher score representation is a fixed-length
representation and allows the application of discriminative classifiers and dimensionality
reduction techniques on the variable-length affective movements. An SVM classification in
the resulting Fisher score space was shown to achieve higher recognition rates than other
recognition models applied on the same affective movements. Using sPCA, Fisher scores
were mapped to a low-dimensional subspace whose dimensions encompass the main modes
of variation in the movements and along which the distribution of the movements is highly
correlated with their affective expressions. The sPCA abstraction was used for automatic
affective movement recognition and is shown to retain the high recognition rates achievable
in the high-dimensional Fisher score space, but with only a few dimensions.
Furthermore, the resulting sPCA subspace dimensions form the salient movement fea-
tures and were further explored to identify the corresponding movement kinematics and
dynamics that communicate different affective expressions. For instance, for a full-body
affective movement dataset, we found the following salient postures: 1) sad movements
are generally characterized by a drooped head and shoulders, an overall slumped pos-
ture, and a protective crouch posture, 2) happy movements are characterized by open and
expansive postures, upward hand and arm movements, and advancing movements, 3) an-
gry movements are characterized by arms akimbo postures, angled forward postures, and
clenching fists, and 4) fearful postures seem to show alert, retreating, and cowering move-
ments. With regard to the speed of movements, we found that sad movements are slow
while happy and angry movements are characterized by fast motions. Fearful movements
are long in duration and are characterized by frequent jitteriness and freezing postures.
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The proposed hybrid generative-discriminative modeling can be applied to any class of
sequential observations to overcome the limitations associated with variable-length nature
of these observations and irrelevant sources of variation and to optimize classification of
the sequential observations into categories of interest.
C. Affective movement generation based on Laban movement analysis and generative move-
ment modeling (Chapter: 5).
Another contribution of this thesis is an automatic example-based affective movement gen-
eration approach that makes use of two movement abstractions: 1) the Laban movement
analysis, and 2) hidden Markov modeling. The Laban movement analysis provides a com-
pact movement representation that captures both kinematic and expressive characteristics
of movements and enables an efficient search for movements kinematically or affectively
similar to a given movement. In collaboration with a CMA, this thesis proposes a quan-
tification approach for the Laban Effort and Shape components and validates its efficacy
against annotations from the CMA. For a desired motion path and a target emotion, the
proposed generation approach uses the quantified Laban components to identify move-
ments that are kinematically-similar to the desired motion path and belong to the target
emotion class (nearest neighbours) in available affective movement datasets. An HMM for
the identified movements is learned and used with the desired motion path to generate
a novel movement that is a modulated version of the desired motion path, conveying the
target emotion.
The expressivity of the synthetically-generated movements was verified objectively us-
ing the automatic Fisher-score recognition approach from Contribution B and subjectively
with a user study in which participants rated observed affective expressions from the move-
ments. The proposed approach is computationally efficient as it operates on a stochastic
abstraction of a small number of nearest neighbours to a desired motion path and is capa-
ble of generating a wide range of affective movements provided that the required training
data is available. A further advantage of the proposed approach is the ability to tune
the relative importance of adopting the kinematic characteristics of a desired motion path
or the expressive characteristics of a target emotion. The proposed approach can also be
used to explore characteristic differences between affective classes in converting an affective
movement from one class to another.
D. Affective movement perception (Chapters: 3, 5).
User studies were used in this thesis to evaluate the human perception of affective move-
ments and study the impact of the display embodiment and the observer’s gender on the
perception of affective movements. It was found that the human perception of affective
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movements is significantly influenced by the intended emotions and that the display em-
bodiment and the observer’s gender might effect the perception of affective movements.
Furthermore, user studies were also used for subjective evaluation of the synthetically-
generated affective movements.
6.1 Concluding Remarks and Future Work
The perceptual and computational affective movement recognition experiments in the
thesis show that it is feasible to perceive and express affect via body movements. Fur-
thermore, it appears that affective expressions can be perceived from movements of non-
anthropomorphic structures and that the kinematic embodiment and physical appearance
of a structure can influence the perception of its affective expressions. For example, if
a structure doesn’t have a human-like appearance, it may be more difficult for a human
observer to ascribe the full range of human emotions to it (e.g., sad movements were
frequently described as conveying happiness and positive valence when displayed on the
frond-like structure).
The developed computational models for affective movement recognition and genera-
tion, the identified salient affective movement features, and insights about the human affec-
tive movement perception gained in this thesis can inform the development of affect-aware
interactive machines. Such machines will be capable of recognizing affective expressions
of their users and displaying appropriate actuated responses with recognizable affective
content. However, there are challenges in developing such affect-aware machines. These
challenges stem from appearance, kinematic, and dynamic differences between the machines
and humans. Kinematic and dynamic differences constrain the range of motion executable
by a machine, which along with the machine’s physical appearance may limit the range
of expressions conveyable or in some cases may alter the perception of intended affective
movements displayed by the machine. Therefore, the physical structure and presentation
of the display embodiment may influence the human interaction with them and merits
further exploration. We have also observed gender-specific differences in the perception
of affective movements displayed on different structures, which emphasize the importance
of considering the user’s gender in designing affect-aware machines and call for validating
displayed affective movements by interactive machines with both male and female users.
The datasets used in this thesis for evaluating the developed computational models con-
tain movement exemplars from both male and female demonstrators and male and female
participants were also used in the conducted user-studies to evaluate the performance of
the proposed generation models. Additionally, larger studies should be conducted to iden-
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tify if there exist physical structures and appearances that might limit (or modulate) the
communication of affective expression with male or female observers.
The occupants’ culture and the context within which the movements are presented
might also influence the affective movement perception. In future work, it will be important
to investigate and consider the impact of culture and context on the affective movement
perception.
Combining other modalities such as facial expression, physiological activities, or verbal
communication with body movements to improve affective communication is another future
direction for this research. The efficacy of multi-modal affective communication should also
be explored for non-anthropomorphic interactive machines.
In order to develop computational models that emulate human users in affective move-
ment recognition, the perception of human users needs to be incorporated in establishing
the ground truth. Kleinsmith and Bianchi-Berthouze [7] discuss challenges and propose so-
lutions for establishing the ground truth for an affective expression [210]. In future studies,
a ground truth for the affective expressions encoded in movements should be established
following the recommendations in [7, 210] and used to further evaluate the correspondence
between the performance of the proposed computational affective movement recognition
and generation models and that of the human observers.
The proposed HMM-based Fisher score representation eliminates the need for tem-
poral alignment of the movements, and can handle variable length kinematically simi-
lar/affectively different and kinematically different/affectively similar movements. The
proposed approach is especially beneficial as it automatically identifies salient discrimina-
tive movement features; hence, no assumptions are needed about the importance of specific
movement features for discriminating between affective movements. The sPCA subspace
lends itself as a suitable basis for mapping between discriminative low-level movement
features (the subspace dimensions) and high-level movement descriptors (e.g., obtained
from movement notation systems such as Laban [58]) that would inform generic affective
movement recognition and generation. In this thesis, the sPCA subspace was used to infer
motion and postural cues salient to different affective expressions. A further exploration
of correspondences between sPCA subspace and high-level movement features, and devel-
opment of generic recognition models driven by high-level movement features are avenues
for future research.
One of the main barriers to the development of reliable computational models for
affective movement analysis is the lack of datasets that represent nuances in affective
expression and are obtained under naturalistic settings [7]. As a result, movement features
salient to these expressions are not well understood. The proposed Fisher-score-based
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discriminative approach in this thesis is well suited to this problem as it automatically
extracts salient movement features, which may not be obvious with more naturalistic and
non-basic affective expressions. The application of the proposed approach to such affective
movement datasets is a direction for future research.
Neutral expressions are common during human-machine interaction; hence, the impor-
tance of considering them in computational analysis of affect. The proposed discriminative
modeling approaches can be applied to identify features specific to the neutral state, which
along with the knowledge of salient features for other states could inform exploration of
kinematic and dynamic transitions from the neutral state to other affective states. This is
another potential future avenue for the research presented in the thesis.
The proposed approach for affective movement generation provides parameters (joint
variances and number of copies of a desired motion path (nd) encoded in HMMNN), which
can be set to control the trade-off between the adherence to specified affective constraints
(a target emotion) or kinematic constraints (a desired motion path) in the generated move-
ment. A systematic approach for setting the parameters of the proposed approach based on
motion designer objectives is warranted and is a direction to be explored in the future. Fur-
thermore, an approach to quantify the Laban Body and Space major components should
be investigated and the quantified Body and Space components should be used along with
the quantified Effort and Shape components in the search for movements kinematically
and/or affectively similar to a desired motion path.
Aside from HCI/HRI applications, automatic recognition of affective expressions from
body movements can also be used for patient monitoring and to tailor patient-specific
treatments, especially in physical rehabilitation therapy, where patients commonly display
protective body movements caused by pain and/or anxiety about exacerbating the pain
[7]. Having a mechanism in place that can detect and recognize protective behaviours and
adapt the rehabilitation exercises to the patient’s comfort level could improve patient’s
adherence to the therapy, and in return expedite patient’s recovery.
The research on computational affective movement analysis can also aid the research
on autistic patients who suffer from impairment in understanding and conveying affect
[211]. Social robotic companions with expressive body language can help encouraging
basic communication and social skills in children with autism [212].
In high-demand working environments, work cycles can be adapted upon detection of
anxiety, boredom, or lack of attention from worker’s body movements to avoid mistakes or
injury. For instance, by monitoring the worker’s emotional state, robotic motions can be
optimized to increase safety and decrease the worker’s anxiety [213]. Finally, computational
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models for automatic affective movement recognition can also aid surveillance systems in
detecting suspicious individuals from distance in high-security locations (e.g., [214]).
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Appendix A
Summary Tables for the Literature
Review in Chapter 2
A.1 Affective Movement Perception
Table A.1: A selective list of affective movement perception studies.
A: Anger, C: Content, D: Disgust, F: Fear, H: Happiness, N: Neutral, P: Pride, S:
Sadness, S´: Surprise.
Study Year Movement Emotions and
dimensions
Visualization Recog.
rate
[69] 2004 Full-body A, H, S, F, D Static (dynamic) PL 39%(76%)
Static (dynamic) FL 54%(85%)
[66] 1998 Dance A, H, S, F Video 96%
[81] 2007 Head N, A, H, S Animated agent -
[85] 1937 Hand-arm 34 emotions∗ Photographs and
videos
∗Anger, Distrust, Scorn, Defiance, Worship, Grief, Surprise, Entreaty, Sympathy,
Haughtiness, Terror, Thoughtfulness, Curiosity, Assurance, Wistful appeal, Resignation,
Critical superiority, Quandary, Satisfaction, Pain, Scolding, Avoidance, Disgust,
Bewilderment, Stubbornness, Admiration, Humility, Welcome, Supplication, Threatening,
Strong anger, Despair, Determination, Contemplation.
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Table A.1 continued . . . A:
Anger, C: Content, D: Disgust, F: Fear, H: Happiness, N: Neutral, P: Pride, S: Sadness,
S´: Surprise.
Study Year Movement Emotions and
dimensions
Visualization Recog.
rate
[72] 2004 Full-body A, D, F, H, S, S Static puppet -
[74] 2007 Gait N, A, C, H, S Video 67%
[67] 2003 Dance A, F, S, H Video -
[68] 1996 Dance A, S, H, S´, D, F PL 63%
Full-light display 88%
[87] 2004 Hand N, A, H Video 62 %
[75] 2010 Gait N, A, S, H Animated 63%
Arousal puppet 61%
Valence 55%
Dominance 62%
[70] 2009 dance A, H, S, F Video -
[73] 1987 Gait A, H, S, P Video –
[29] 2000 Hand-arm A, H, N, S, PL 59%
F FL 71%
[86] 1992 Hand N, A, H, S, S´ Video 77%
[215] 2008 Gait N, A, H, S Unspecified 88%
[76] 2009 Gait A, H, S, F Animated puppet 78%
[105] 2011 Hand A, H, S Animated
human–like, stick and
frond-like hand
models
-
[88] 2003 Hand-arm A, H, S Video -
[71] 2007 Full body A, H, S, F Gray-scale
photographs
>80%
153
A.2 Affective Movement Recognition
Table A.2: Recognition of affective expressions from body movements.
? indicates person-dependent rates. An earlier version of this table has been published in [8].
A: Anger, B: Boredom, C: Clam, C´: Concentration, C¨: Confusion, D¨: Delight, D´: Despair,
E: Excited, F: Fear, F´: Frustration, I: Interest, H: Happy, H´: High-intensity negative, I´:
Irritation, L´: Low-intensity negative, J: Joy, P: Pride, S´: Surprise, S¨: Serene.
Study Year Movement Affective
States
Feature
Extraction
Classifier Recog. Rate
[216] 2012 Arm Pleasure,
arousal
Correlation
Index
Linear regres-
sion
Pleasure: R =
.37
Arousal: R = .73
[123] 2007 Knocking N, H, A, S 5 selected
features
SVM 50%, 81%?
[121] 2004 Dance A, F, S, H Amount and
quality of
movement
Decision tree 36%
[132] 2007 Arm A, H, pleas-
ant, S, D´, I,
I´, P
Correlation
based FS,
wrapper FS
DTW, NN,
J48, HNB
4 emotions:
63%, 66%?, 8
emotions:
41%, 47%?
[125] 2008 Pianist S, S¨, over-
expressive
Quantity of
upper-body
movement
and head
velocity
Dicision
trees, ...
58%
[124] 2009 Sitting B, C¨, D¨,
flow, F´
112 selected
features
Bayesian,
SVM, kNN,
trees, ...
39%
[130] 2006 Gestures S, F´, J, H Key-Points HMM 79%
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Table A.2 continued . . . A:
Anger, B: Boredom, C: Clam, C´: Concentration, ’´D: Delight, D´: Despair, E:
Excited, F: Fear, F´: Frustrated, I: Interest, H: Happy, H´: High-intensity neg-
ative, I´: Irritation, L´: Low-intensity negative, J: Joy, S´: Surprise, ’´S: Serene.
? indicates person-dependent rates a)
Hilarious, social, awkward, fake, non-laughter.
Study Year Movement Affective
States
Feature
Extraction
Classifier Recog. Rate
[119] 2013 Laughter 4 laughter
typesa
Kinematic
and dynamic
features
kNN, MLP,
RF, Ridge
regression,
SVR
66%
[35] 2009 Upper-
body
12 affective
states
PCA BayesNet,
SVM, Ran-
dom forest,
Adaboost,
HMM
77%
[126] 2010 Head 1)Pleasure,
2)Arousal,
3)Expec-
tation,
4)Intensity,
5)Power
Head angle HMM, SVR MSE
1).15?, .06?, .10?
2).13?, .07?, .06?
3).13?, .11?, .09?
4).10?, .05?, .09?
5).14?, .12?, .12?
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Table A.2 continued . . . A:
Anger, B: Boredom, C: Clam, C´: Concentration, ’´D: Delight, D´: Despair, E:
Excited, F: Fear, F´: Frustrated, I: Interest, H: Happy, H´: High-intensity neg-
ative, I´: Irritation, L´: Low-intensity negative, J: Joy, S´: Surprise, ’´S: Serene.
? indicates person-dependent rates.
Study Year Movement Affective
States
Feature
Extraction
Classifier Recog. Rate
[114] 2008 Gait N, H, S, A 200 features ANN 84%?
C, E, N 368 features ANN 79%?
[75] 2010 Gait N, H, S, A PCA,LDA SVM, NN,
NB
69%, 95%?
[75] 2010 Gait Pleasure,
arousal,
dominance
PCA, LDA NN Pleasure: 88%?,
Arousal: 97%?,
Domi-
nance: 96%?
[117] 2005 Gestures S, J, A, F 8 selected
features
Logistic re-
gression,
SVM, J48,
NB, ANN
85%, 93%?
[120] 2010 Gestures &
Body
Movement
A, D´, I,
pleasure, S,
I´, J, P
Software
EyesWeb[217]
Bayesian
classifier
67%
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Table A.2 continued . . . A:
Anger, B: Boredom, C: Clam, C´: Concentration, ’´D: Delight, D´: Despair, E:
Excited, F: Fear, F´: Frustrated, I: Interest, H: Happy, H´: High-intensity neg-
ative, I´: Irritation, L´: Low-intensity negative, J: Joy, S´: Surprise, ’´S: Serene.
? indicates person-dependent rates.
Study Year Movement Affective
States
Feature
Extraction
Classifier Recog. Rate
[115] 2006 Full-body
postures
S, H, A, F Pair-wise
joint dis-
tances
Mixture dis-
criminant
analysis
85%
[116] 2007 Full-body
postures
Valence,
arousal,
potency,
avoidance
Pair-wise
joint dis-
tances
NN Valence: 79%?,
Arousal: 79%?,
Potency: 81%?,
Avoid-
ance: 81%?
[218] 2011 Shoulder Valence,
arousal
(continu-
ous)
5 points on
shoulder and
torso
SVR,
BLSTM-
NN
RMSE for
valence: 0.21?
RMSE for
arousal: 0.29?
[122] 2004 Dance H, S´, A, S SVD MLP 73%
[118] 2012 Full-body H, C´, H´, L´ Dynamic fea-
tures
Recurrent
Neural Net-
work
55%, 61%?
[88] 2003 Arm J, S, A 3 selected
features
Discriminant
analysis
78%
[131] 2007 Arm 7 emotions PCA SVM, NN 73%?
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