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Chapter 1
Introduction
“What we will do, what we do, what we have done.”
Eduardo Altmann, how to structure a scientific paper.
The present thesis is concerned with the statistical evaluation of forecast
ensembles as used in numerical weather prediction. A forecast ensemble is
a collection of independent prediction runs of a numerical model. The indi-
vidual ensemble members differ in their initial states, in the parametrization
of physical processes, or they might even be produced by entirely different
numerical models. All ensemble members refer to the same prediction tar-
get, and are eventually compared to the actual realization of the prediction
target, the verification. The ensemble approach to forecasting is meant to
take into account various sources of uncertainty in numerical predictions of
complex phenomena such as weather. These uncertainties are due to ob-
servational errors of the initial state, imprecisly known model parameters,
model simplifications, and numerical truncations. Errors that are initially
very small amplify rapidly due to nonlinearities of the underlying physical
equations. Using an ensemble of forecasts instead of a single forecast leads
to the possibility of a priori estimates of how these known initial and model
uncertainties alter the quality of the final forecast. A very narrow ensem-
ble whose members do not differ much from each other can be taken as a
sign of insensitivity of the forecast to the initial and model uncertainties.
The expected forecast error is small in this case. On the other hand, an
ensemble of forecasts whose members deviate from each other a lot indicates
a large degree of sensitivity to the uncertainties and a large forecast error
must be expected. In summary, forecast ensembles are a practical approach
to estimate predictability before the prediction target has been observed.
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Evaluating the quality of a forecast ensemble by comparing the ensem-
ble members to the verification is nontrivial as the following example shows.
Consider a 4-member ensemble forecast for tomorrow’s temperature at Dres-
den/Germany. The individual members predict 20, 21, 22, and 30 degrees
Celsius, and the actually observed temperature, the verification, turns out to
be 29 degrees. Was this a good ensemble forecast? First of all, all ensemble
members are wrong. Furthermore, there is one member that is very close
to the verification and three that are quite far away. However, the range of
the ensemble covers the verification, so the observed temperature was not at
all unexpected. On the other hand, predicting a 10-degree range of possible
temperature values on the next day does not seem like a very sophisticated
forecast. Next, is a forecast ensemble whose members predicted 24, 25, 26,
and 27 degrees for the same target better or worse, considering the above
remarks? The ensemble members are in better agreement with each other,
and the ensemble mean is closer to the verification than the mean of the first
ensemble. Unlike the first ensemble, the ensemble range does not cover the
verification. Moreover, the best member of the first ensemble is closer to
the verification than the best member of the second ensemble. This short
discussion is meant to illustrate the difficulties that are involved when as-
sessing the quality of an ensemble forecast, and when comparing competing
ensemble prediction systems.
The above example can be used to informally introduce the reader to
some of the main problems considered in this thesis:
• In the first ensemble, the distance between the third and fourth en-
semble member is comparably large. Is the verification therefore more
likely to fall into this interval than in between, say, the interval between
the first and the second ensemble member? This question is one of the
points considered in Chapter 3.
• Does a very low ensemble range, such as in the second ensemble, always
indicate high forecast certainty? Could it also be that sometimes the
ensemble is very narrow merely by chance? How do such sampling fluc-
tuations affect the evaluation of forecast ensembles? These questions
are considered in Chapter 4.
• The range of the second ensemble does not cover the verification. The
verification is an “outlier” with respect to this ensemble. Should such
outlier events occur in ensemble forecasts? If so, how often should
they occur? Are outlier events predictable? Chapter 5 answers these
questions.
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1.1 Extended abstract
This work is the result of two and a half years of doctoral studies at the
Max Planck Institute for the Physics of Complex Systems and the Technical
University of Dresden. The main topic are forecast ensembles - collections
of prediction runs of a numerical model - as used in modern operational
weather prediction. Even though numerical weather models operate on high-
dimensional state vectors, we shall only be interested in scalar predictions,
such as surface temperature at Dresden on a particular day, as opposed to
the evolution of the complete temperature and pressure field over Germany
over the next week. That is, we consider high-dimensional forecasts that
have been projected into a single variable at a single location at a fixed point
in time. A K-member scalar forecast ensembles is thus a collection of K
numbers. Under this setting, the verification, the actual observation of the
prediction target to which the ensemble refers, is also a scalar.
Chapter 2 starts with a short essay on the historical developments that
have lead to modern numerical weather prediction, starting from the first
mathematical formulation of atmospheric dynamics by Bjerknes and the first
successful numerical implementation by Charney and von Neumann. The
phenomenon of sensitivity to initial conditions of the equations that describe
atmospheric dynamics is found to necessitate a probabilistic approach to
weather forecasting. The concept of ensemble forecasting, a method to trans-
form deterministic to probabilistic predictions, is elucidated in Section 2.2.
Section 2.2.3 emphasizes application and value of ensemble forecasts, such
as the simulation of state-dependent forecast uncertainty, better point esti-
mates provided by the ensemble mean, and the possibility of constructing a
forecast probability distribution. In Section 2.2.4 it is argued that statistical
consistency is a desirable property of ensembles, as it demands that ensem-
ble members and the corresponding verification behave like draws from the
same probability distribution. The concept of statistical consistency is of
great importance for the rest of the thesis, such that a conceptual toy model
as introduced in Section 2.2.5 is worthwile. In Section 2.3 a real-world ex-
ample of an operational weather ensemble, the ensemble prediction system
of the European Centre for Medium-Range Weather Forecasting (ECMWF),
is briefly described, and Section 2.4 outlines possible strategies to correct for
errors and deficiencies of ensemble forecasts.
Chapter 3 introduces the verification rank histogram, a simple tool for
assessing statistical consistency of a forecast ensemble based on a historical
archive of forecasts and corresponding verifications. If the verification falls
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into the interval between the (k − 1)-st and k-th largest ensemble member,
it is said to have rank k. The verification rank is thus an integer between
1 and K + 1, where K is the number of ensemble members. Statistical
consistency implies that the average frequency of occurrence is the same for
each verification rank, and thus equal to 1/(K + 1). Statistical consistency
of the forecast ensemble therefore implies flatness of its verification rank
histogram. In Section 3.3, statistical tests for flatness of the rank histogram
are reviewed, and Section 3.4 outlines how the rank histogram can be used
to diagnose deficiencies of an ensemble forecasting system. In Section 3.5,
a new proof of the above flatness argument is presented. The proof relies
on the result that, in a statistically consistent forecast ensemble, the rank
probability is a Beta-distributed random variable, and that this distribution
of the rank probabilities is independent of the distribution from which the
ensemble members and verification were drawn. This result is extended in
Section 3.6, where the joint probability distribution of the complete vector of
rank probabilities is derived; it is shown that these rank probability vectors
are uniformly distributed on the probability simplex. This result is exploited
in the following two chapters.
Chapter 4 considers a refinement of rank histogram analysis called en-
semble stratification. In order to work out ensemble deficiencies more clearly,
researchers have constructed rank histograms of subsets, so-called strata,
of ensemble forecasts. Rank histograms of different strata of a historical
data base of ensemble forecasts, for example with lower and higher than
average ensemble standard deviation, are constructed separately in order
to expose conditional ensemble inconsistencies. A literature review in Sec-
tion 4.1 reveals that a null-hypothesis, such as flatness of the rank histogram
for unstratified ensembles, has not been formulated. After reviewing theo-
retical aspects of ensemble stratification in Section 4.2, empirical evidence
is presented in Section 4.3 that rank histograms of stratified ensembles are
in general not flat, even if the ensemble is statistically consistent. In Sec-
tion 4.4 the distribution of the rank probability vector derived in Chapter 3
is used to prove for a specific example how the rank histogram of a statisti-
cally consistent ensemble looks like after stratification. It is shown that when
stratifying such an ensemble along the value of its k-th largest member, that
is constructing a rank histogram using only ensembles whose, say, 5th largest
member is anomalously high, its rank histogram has a step-like shape instead
of being flat. This result is used in Section 4.5 to formulate a new statistical
test for ensemble consistency after stratification. Furthermore, Section 4.6
presents recipes to avoid such stratification patterns, that is, to obtain flat
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rank histograms for statistically consistent ensembles to which stratification
has been applied.
In Chapter 5, so-called outlier events in ensemble forecasts are studied.
A verification that falls outside of the range of the corresponding forecast
ensemble, being either smaller than the smallest or larger than the largest
ensemble member, is an outlier. Outliers thus have verification rank 1 or
K + 1. It is argued in Section 5.1 that outlier events can be interpreted as
unexpected, low-probability events that were not “anticipated” by the ensem-
ble forecast. On the other side, in a consistent K-member ensemble, outlier
events should occur at a rate of 2/(K+ 1). This rate is found to be higher in
operational forecast ensembles. The combination of their unexpectedness on
the one hand, and their unavoidability on the other hand make outlier events,
and in particular their predictability, a subject worth studying. Section 5.2
reviews methods to quantify predictability, in particular strictly proper scor-
ing rules, skill scores, and receiver operating characteristic (ROC) analysis.
Based on the distribution of rank probabilities derived in Chapter 3, the
universal distribution of outlier probabilities in consistent forecast ensem-
bles is calculated in Section 5.3, along with universal results concerning the
predictability of outliers. Logistic regression is reviewed in Section 5.4 as a
method of statistical learning, and is subsequently applied to predicting out-
lier events in the operational ECMWF ensemble in Section 5.5. One of the
conclusions of Chapter 5 is that outlier events are indeed predictable in both
consistent and (not necessarily consistent) operational forecast ensembles.
The analytical results for the idealized case of a consistent ensemble agree to
some extent with the empirically obtained predictability measures in the op-
erational ensemble. Consequences of these results for ensemble interpretation
are discussed in Section 5.6.
1.2 Summary of new results
This work contains a number of novel results which make it suitable for sub-
mission as a doctoral thesis. In Chapter 3, a simple and universal formalism
for modeling forecast ensembles is presented. Through the transformation of
ensembles to rank probabilities, the complexity of the problem of ensemble
analysis is greatly reduced. All dependencies on the distribution from which
ensemble members are drawn, and thus all dependencies on the underlying
physics are eliminated. The concept of statistical consistency is captured in
an elementary way. The method of transforming samples from a distribution
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to the mass of probability concentrated between these samples under their
distribution is certainly not a revolutionary idea in the theory of statistics.
However, the application of this idea to ensemble forecasting has, to the best
of the author’s knowledge, not been fully appreciated so far. This formalism
is considered to be the most important contribution of the present thesis.
Chapter 4 contains a thorough discussion of ensemble stratification, a
method that has been applied in the past, but lacked theoretical justifica-
tion. An important effect is pointed out, namely that stratification of ensem-
ble forecasts is sensitive to sampling fluctuations due to the finite number
of ensemble members. This sensitivity might lead to erroneous conclusions
about the performance of an ensemble forecasting system. Based on existing
literature, this effect seems not to have been identified as a problem before,
and the present work provides a clarification. Furthermore, novel statisti-
cal methods that deal with these potentially misleading effects of ensemble
stratification are presented.
Outliers in ensemble forecasts are discussed in Chapter 5. The prob-
lematic role of outliers has been recognized in the literature. However, the
predictability of outliers in ensemble forecasts has not been considered in
detail so far. Based on the formalism developed in Chapter 3, universal
results about the predictability of outliers in ensemble forecasts could be
derived. Furthermore, because of its analytical tractability, the outlier pre-
diction problem turned out to be a nice toy model for studying and under-
standing concepts of predictability, such as skill scores and ROC analysis.
The actual prediction of outliers in operational forecast ensembles is a prob-
lem that had not been studied before.
New results that were obtained during this research were published in
Siegert et al. (2011), Siegert et al. (2012a), and Siegert et al. (2012c). A study
that is related to the ideas developed in the present thesis was published
in Bröcker et al. (2011). At the time of writing this thesis, an ongoing
predictability study about ensemble forecasts of weather-related events is
under revision for publication (Siegert et al., 2012b).
Chapter 2
Ensemble weather forecasting
“A way to make bad predictions useful.”
Holger Kantz, summarizing the essence of ensemble forecasting.
In order to set the stage for the present work, an overview of the de-
velopment of numerical weather prediction shall be given. Since the main
chapters of this thesis are of a purely statistical nature, this overview about
the physics of weather prediction is kept to a minimum. Some historical de-
velopments are outlined in order to put the achievements and performance of
todays weather prediction centers into perspective. Furthermore, methods
that account for inherent uncertainties in atmospheric predictions by pro-
ducing probabilistic predictions are reviewed. Ensemble forecasting, being
one such method and the central theme of this thesis is discussed in fur-
ther detail. The notion of statistical consistency as a necessary property of
a useful forecast ensemble is introduced, together with a conceptual model
that captures the essential character of a statistically consistent ensemble. A
short description of the operational ECMWF1 forecast ensemble is provided,
and possible ensemble deficiencies are briefly is discussed.
2.1 History of numerical weather prediction
According to Tribbia and Anthes (1987) the scientific basis of modern weather
prediction was mainly marked by three persons: Vilhelm Bjerknes (1862-
1951), Lewis Fry Richardson (1881-1957), and John von Neumann (1903-
1European Centre for Medium-Range Weather Forecasting, www.ecmwf.int
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1957). Bjerknes (1904) was the first to consider weather prediction as an
initial value problem of mechanics. He was apparently the first one to write
down a closed system of differential equations for atmospheric motion, based
on first principles of physics. These principles are Newton’s law, conservation
of mass, the ideal gas law, and the first law of thermodynamics. In modern
notation, Bjerknes’ system of equations reads (Etling, 1996)
∂v
∂t
+ (v · ∇)v + 2Ω× v = −∇Φ− 1
ρ
∇p (2.1)
∂ρ
∂t
+ (v · ∇)ρ = −ρ∇ · v (2.2)
p = ρRT (2.3)
∂T
∂t
+ (v · ∇)T − 1
ρcp
dp
dt
=
Q̇
cp
(2.4)
where v is the three-dimensional wind velocity vector, Ω is the Earth’s angu-
lar velocity vector, Φ = gz is the geopotential, ρ is the density, p is pressure,
T is temperature, cp is the specific heat of dry air at constant pressure, Q̇
is the flow of heat due to radiative heating and cooling, and R is the gas
constant. Solving this system of six equations yields solutions for the three
components of the velocity vector, temperature, air-pressure, and density.
The system of equations models the dry atmosphere; in order to take into
account moisture for modeling clouds and precipitation, further conservation
equations for atmospheric water content must be derived.
There are physical processes in the atmosphere which cannot (at the
moment) be explicitly modeled by a weather model. Such processes include
friction at the surface layer, droplet formation in clouds, or chemical reactions
of atmospheric constituents. Global and regional weather models have a grid
which is too coarse to resolve processes such as friction or droplet formation
that happen on the microscale. Furthermore, processes such as atmospheric
chemistry are too complex and require too much computation time in order
to account for them in the numerical model. Such unresolved processes are
parametrized, that is, the model does not model the exact physical process
but includes parameters that account for an average effect of these processes
on the scale of the model grid. For example, even though friction at the
surface layer cannot be modeled in all microscopic detail, a parameter that
describes the average momentum flux between the surface and the lowest
model layer is introduced. For a thorough discussion of parametrizations in
atmospheric modeling see Pielke (2002) and references therein.
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Without going into the details of the equations of atmospheric motion,
one conclusions is immediately obvious: The system of equations Eq. (2.1) –
Eq. (2.4), also called the primitive equations, cannot be solved analytically
for arbitrary initial conditions. For this reason, Richardson (1922) developed
ideas to obtain approximate solutions to the primitive equations by means of
finite-difference methods. Today, computers are routinely available to solve
such systems of difference equations automatically but, this was not the case
in the 1920ies. Therefore Richardson calculated by hand a trial 6-hour nu-
merical weather forecast for Central Europe. From a practical point of view,
this forecast can be considered a failure for two reasons: First of all his solu-
tion was unreasonable - he predicted a rise in surface pressure by more than
10 percent during 6 hours where virtually no change occurred. Secondly, it
took him much longer than 6 hours to calculate the 6 hours forecast, so by the
time he finished his calculations, the forecast was already outdated. As an
aside, Richardson estimated that 64,000 “human calculators” would be nec-
essary to routinely provide global weather forecasts ahead of time. Ignoring
these practical shortcomings, from a conceptual point of view, Richardson’s
work can be considered a landmark in numerical weather prediction.
During World War II electronic computers saw a vast development. In the
1940ies, John von Neumann set out to obtain Richardsons approximate finite-
difference solutions of the primitive equations using the ENIAC (Electronic
Numerical Integrator and Computer), the fastest available computer at that
time. The first computer-assisted 24-hour weather forecast for North America
was realized by von Neumann’s team in April 1950 (Charney et al., 1950).
Although limited in scope, it turned out moderately successful and did not
suffer as much from the drawbacks of Richardson’s attempt. As a result
of this success, the following decades saw rapid developments in the field
of numerical weather forecasts, leading to international weather forecasting
centers, a huge scientific community, a world-spanning network of observation
stations, and powerful applications providing significant economic value and
societal benefits.
After the early successful attempts at numerical weather prediction in
the 1950ies, optimism grew in the scientific community about the feasibility
of perfect extended-range weather forecasts. According to Lewis (2005), the
academic opinion at that time was that a perfect numerical prediction of fu-
ture weather was possible, if only the governing equations were implemented
correctly and all approximations were adequate and physically justified. In
other words, the observed forecast inaccuracies were perceived as being due
to model limitations alone.
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One of the early promoters of observational inaccuracies being another
important limiting factor of atmospheric predictability was Philip Thompson
at NCAR2. In Thompson (1957) he describes his colleagues as being hesitant
to fully recognize this source of unpredictability in an “otherwise pleasingly
deterministic theory”. Ibidem he considers in a perfect model scenario, in
which the atmosphere is governed by a simplified version of the primitive
equations, how forecast error growth depends on the distance between mea-
surement stations. That is, he considered how missing observations diminish
forecast skill. His calculations lead him to the conclusion that the resulting
prediction errors of the wind vector field grow quadratically in time. His
estimate of the upper bound of atmospheric predictability, after which a pre-
diction is no more skillful than a random guess, was about one week, even if
the governing equations were known perfectly.
Just like Thompson, Edward Lorenz considered predictability in a simpli-
fied model of atmospheric motion. His goal was to find nonperiodic solutions
to the equations of atmospheric flow in order to disprove the applicability
of linear regression to forecasting under nonlinear dynamics (Lewis, 2005).
After returning from his now famous coffee break to check the results of a
model run restarted from rounded-off initial conditions, he was startled by
a curious observation: After some time, the restarted model run showed no
similarity to the original run initialized with the correct (unrounded) initial
conditions. What Lorenz’s results had shown was that deterministic systems
described by nonlinear differential equations can exhibit sensitivity to small
initial perturbations. This statement goes beyond that of Thompson: Not
only do missing observations decrease forecast skill, but even slightly inaccu-
rate observations can do so. The differences induced by rounding the initial
conditions to the third digit lead to a model run that was as different from
the original run as a randomly chosen state. On that day the theory of de-
terministic chaos was born, and the dream of meteorologists about perfect
extended-range weather forecasting was shattered (Lorenz, 1995).
According to Ruelle (1990), sensitive dependence on initial conditions
was first observed by J. Hadamard in 1898 when considering geodesic flow on
manifolds of negative curvature. The philosophical implications were realized
by Poincaré who had encountered the phenomenon of sensitivity to initial
conditions in his studies of celestial mechanics (Holmes, 1990). In particular,
Poincaré saw the implications that sensitivity to initial conditions had for
weather prediction (Poincaré, 1909) when he stated that “a tenth of a degree
more or less at any given point, and the cyclone will burst here and not
2National Center for Atmospheric Research, www.ncar.ucar.edu
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there”3. For Poincaré, this sentence meant to illustrate the complicatedness
of atmospheric dynamics. The present author is wondering whether Poincaré
anticipated that exactly this problem would one day become a problem of
actual practical significance.
Now that Lorenz had established the problem of sensitivity to initial con-
ditions as a practical limitation to weather prediction, the meteorological
community had to deal with it. From the perspective of forecast users, a de-
terministic weather forecast, such as “heavy rain and 15 degrees at Dresden
airport in 4 days at noon”, is rendered meaningless by the unpredictable na-
ture of the atmosphere. The actual observations will almost certainly differ
from the forecast. Hence it became an incentive for forecasters to commu-
nicate to their customers not only their best guess about future weather
conditions, but also their uncertainty connected to that best guess.
2.2 Ensemble forecasting
2.2.1 From deterministic to probabilistic predictions
After the inherent unpredictability of atmospheric dynamics was established
it became obvious that, eventually, weather forecasts had to be of proba-
bilistic nature. This insight was seconded by developments in probability
theory, where the paradigm shifted from interpreting probabilities as lim-
iting average frequencies to interpreting them in a more general way, as a
measure of uncertainty or ignorance (Jeffreys, 1948; Jaynes and Bretthorst,
2003). However, the primitive equations Eq. (2.1)–Eq. (2.4) are inherently
deterministic; integrating them transforms an exact initial state into an exact
final state. The problem was now how to produce a probabilistic statement
about a meteorological variable of interest based on a deterministic evolution
law.
One of the early theories that approached this problem was stochastic dy-
namic prediction (Epstein, 1969). The idea is to represent the uncertainty in
the initial conditions by a probability distribution function (pdf) and evolve
3Quote taken from the English translation (Poincaré, 2003).
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this pdf according to the known deterministic evolution law. This approach
leads to the problem of solving the “continuity equation of probability”
∂
∂t
p(x, t) +∇ · (ẋ p(x, t)) = 0, (2.5)
where x is the state vector of the system and the deterministic evolution
equation enters in the time derivative ẋ. An initial uncertainty pdf p(x, t0)
can be propagated over time using Eq. (2.5) to yield the predictive uncer-
tainty pdf p(x, t1), where t1 − t0 is the prediction lead time.
However, Epstein’s stochastic dynamic prediction approach turned out to
be impractical. For once, the initial uncertainty pdf p(x, t0) is a probabil-
ity distribution over a possibly very large dimensional state space and thus
hard to construct. Secondly, integrating Eq. (2.5) is nontrivial and neces-
sarily involves approximate methods. Epstein (1969) attempted to reduce
the complexity of the problem by only propagating the first two moments
of the initial uncertainty pdf instead of the full pdf. The problem here is
that nonlinearities in the evolution law ẋ lead to the rapid development of
higher moments. Stochastic dynamic prediction, although appealing from
a theoretical point of view, was largely abandoned for operational weather
forecasting.
Model output statistics (MOS, Glahn and Lowry, 1972) provides a dif-
ferent method to obtain probabilistic statements about future weather con-
ditions based on deterministic model output. The idea of MOS is to use past
model output and the corresponding observations to estimate the model’s
average uncertainty about the future state of the atmosphere. For once,
MOS can be used to correct model output to be closer to the actual state,
provided past errors have a systematic component. Furthermore, the differ-
ences between past predictions and observations can be used to estimate the
expected error of future forecasts. Dressing the deterministic prediction with
a distribution which involves error statistics known from the past transforms
the deterministic point forecast into a predictive pdf. MOS is still in heavy
use today to correct model output and estimate expected prediction errors
(e. g. Glahn et al., 2009; Hamill et al., 2010).
2.2.2 The Monte-Carlo approach
The third method that shall be presented here which transforms determin-
istic predictions to probabilistic predictions is Monte-Carlo forecasting. It
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deserves its own section because it will be central to the sections to come.
The idea of Monte-Carlo forecasting is rather simple: An initial probability
distribution function is represented by a finite number of samples drawn from
that distribution. By evolving each member of this ensemble of initial states
separately according to the deterministic evolution law, the evolution of the
initial pdf into a final pdf is mimicked.
The term “Monte-Carlo” was coined by Stanislaw Ulam during the Man-
hattan project (Metropolis, 1987). The first application of the Monte-Carlo
approach was in modeling neutron scattering in fissionable material. Instead
of advancing a distribution of initial neutron positions and velocities (which
was too computationally expensive and mathematically involved), individual
neutrons were sampled from that distribution and followed deterministically
through a sequence of interactions with other particles. After sufficiently
many neutrons were simulated in this way, statistically robust statements
could be made about the expected behavior of the system under the initial
distribution.
Monte-Carlo methods are today an indispensable concept in computa-
tional modeling. In statistics, Markov-Chain Monte-Carlo methods are widely
used to sample from complicated, possibly unnormalized distributions (Hast-
ings, 1970) as well as for optimization (Černỳ, 1985). In physics, possible
applications include charge transport in semiconductors (Jacoboni and Reg-
giani, 1983), and calculating density of states in statistical physics (Wang and
Landau, 2001). The term “Monte-Carlo forecasting” in the field of numerical
weather prediction was apparently coined by Leith (1974).
The Monte-Carlo approach to weather forecasting as implemented by op-
erational weather centers today works as follows. An initial state of the
atmospheric model is chosen by data assimilation (Kalnay, 2003). This ini-
tial state, called the analysis, should be on the one hand as close as possible
to the actual measurements collected at various stations worldwide, and on
the other hand dynamically accurate, i. e. the initial state should lie on the
attractor of the system. Adding to the analysis small perturbations whose
magnitudes approximate measurement and analysis errors produces a num-
ber of ensemble members. It is also possible to perturb model parameters in
order to account for model uncertainty. These model parameters can be per-
turbed both during the analysis cycle and after constructing the initial state
of the ensemble members. The parameters can remain constant throughout
the simulation of an individual ensemble member, but they can also be rep-
resented by a stochastic process and change randomly during the simulation.
Each ensemble member as well as the unperturbed control run is indepen-
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dently evolved using the numerical model to provide a number of individual
forecasts. The collection of these forecasts is the forecast ensemble. All en-
semble members verify at the same time and are eventually compared to the
same observation, the verification.
The choice of the initial perturbations is realized by different techniques
that involve choosing the perturbations along unstable directions of the sys-
tem, such as Lyapunov vectors (Legras and Vautard, 1996), singular vec-
tors (Palmer et al., 1994), or Bred vectors (Toth and Kalnay, 1997). If
the ensemble members are initialized by the above perturbation methods,
they are of course not entirely random. They are rather random inside a
lower-dimensional unstable subspace of the numerical model. The reason for
choosing perturbations in this way is the high dimensionality of the system,
which is of order 107 in modern global circulation models. Choosing initial
perturbations randomly leads to ensemble members that lie initially off of
the attractor and are thus dynamically inconsistent. This dynamical incon-
sistency leads to a transient during which the ensemble members collapse
onto the attractor. As a result, the initial uncertainty pdf does not disperse,
but it becomes sharper during the transient. This behavior clearly leads to
unrealistic uncertainty estimates, because forecast errors are known to grow,
and not shrink, over time. The initial perturbations should thus be tangential
to the attractor. Furthermore, perturbing in the unstable direction instead
of the stable direction is an attempt to mimic actual observation and analysis
error patterns. The fast-growing perturbation vectors tend to be spatially
localized in meteorologically active regions (e. g. Kim and Jung, 2009). In
these regions, larger observation errors are to be expected than in inactive
regions, where weather conditions are stable. Perturbing the analysis in these
unstable directions thus leads to perturbation patterns that tend to resemble
the spatial patterns of actual observation errors and therefore provide more
realistic error estimates. On summary, initial perturbations are chosen to be
dynamically consistent, i. e. tangential to the attractor, as well as similar
to actual error patterns, i. e. localized in regions of strong meteorological
activity.
In the Monte-Carlo interpretation, ensemble members are perceived as
random and independent draws from a probability distribution function (pdf).
The deterministic evolution of the ensemble members mimics the evolution
of the initial uncertainty pdf to the forecast distribution, the final uncertainty
pdf. If the initial perturbations are chosen as outlined above, the ensemble
members can be considered random only within a subspace of all possible
perturbations, namely in the unstable subspace of the model. Furthermore,
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the assumption of independence of the initial perturbations is sometimes vi-
olated, namely if the ensemble members are initialized in a pairwise fashion,
where each perturbation is both added and subtracted from the analysis and
yields two ensemble members (Molteni et al., 1996; Toth and Kalnay, 1997).
This procedure is meant to ensure that the analysis, which represents the
best guess of the initial state, is equal to the ensemble mean. Despite these
apparent violations, the Monte-Carlo interpretation of forecast ensembles is
routinely applied.
Forecast ensembles could be interpreted in different ways. In a setting
where the high-dimensional ensemble is projected down into a single vari-
able at a single grid point one could assume that the now one-dimensional
ensemble members are quantiles of the forecast distribution. The quantile in-
terpretation implies that a fixed mass of probability is concentrated between
any two neighboring ensemble members. Looking at ensemble members as
quantiles is appealing since under this interpretation the ensemble provides
a more robust estimate of the true forecast distribution and the same fore-
cast distribution always yields the same forecast ensemble. However, as soon
as ensemble members are perceived as high-dimensional objects (which they
are), the quantile interpretation is difficult to support and must be discarded.
A still different interpretation takes the ensemble merely as a source of infor-
mation, a collection of numbers which can be transformed into a probability
forecast by some algorithm or statistical procedure (e. g. Bröcker and Smith,
2008). This interpretation is the most versatile since it includes both the
Monte-Carlo and the quantile interpretation. However, it is hard to apply
since under this interpretation the statistical post-processing which extracts
the probabilistic information becomes part of the ensemble forecasting sys-
tem. But one would like to keep the statistical post-processing separated
from the physical modeling for as long as possible. Here, we shall accept
that some post-processing of a forecast ensemble is necessary in order to ac-
count for possible model error, but we do not consider this post-processing an
inherent constituent of the ensemble itself. The Monte-Carlo interpretation
is therefore applied and investigated in the present work.
Note that the concept of a meteorological forecast ensemble is different
from the concept of an ensemble in statistical physics. In statistical physics,
a statistical ensemble is an imaginary collection of copies of a macroscopic
system in all possible microscopic states (Landau and Lifshitz, 1980). The
probability distribution of microscopic states over the system’s phase space is
assumed to be known. On the other hand, a meteorological forecast ensem-
ble is a practical tool to transform an at least approximately known initial
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uncertainty distribution into an unkown forecast distribution, using the de-
terministic evolution equations of the system.
2.2.3 Application and value of ensembles
Ensemble forecasts have certain advantages over the methods outlined in
Section 2.2.1, i. e. stochastic dynamic prediction (SDP) and model output
statistics (MOS). The most outstanding advantage over SDP is its practical
feasibility. The evolution of an initial uncertainty distribution using SDP is
infeasible for high-dimensional systems. Ensemble forecasting involves the
construction of the initial perturbations and the evolution of the ensemble
members by means of the deterministic equations. While the construction
step involves certain subtleties, the evolution step is only limited by comput-
ing resources. The higher the capability of performing numerical integrations
of the primitive equations, the more ensemble members can be simulated.
The advantage of practical feasibility of ensemble forecasting is shared by
the MOS approach. However, MOS lacks a very important property which
ensemble forecasting has: It does not readily account for flow-dependent un-
certainty. MOS takes into account average error statistics known from the
past to estimate future forecast uncertainty. However, forecast uncertainty
is not stationary in atmospheric flows. There are certain regimes that are
rather stable, where small uncertainties in the initial conditions do not di-
verge very fast over a finite time horizon, and medium-range predictability
thus exists. During other meteorological regimes, conditions are more unsta-
ble and predictability is limited by fast amplification of uncertainties.
In Figure 2.1 the concept of flow-dependent uncertainty is illustrated
using the famous system introduced by Lorenz (1963). The Lorenz’63 system
is a system of three coupled nonlinear differential equations mimicking certain
aspects of convective flow. Two initial conditions were chosen on the upper
left wing of the attractor. Observation uncertainty in the initial state was
modeled by sampling initial conditions within a window of one unit in both
the X and the Z direction. Ensembles of initial conditions sampled from
the attractor within these windows were evolved 0.65 time units into the
future. Obviously, the blue trajectories stay close to each other over this
time span. Therefore, the initial uncertainty of one unit in each direction does
not significantly diminish forecast accuracy. On the other hand, the orange
trajectories diverge considerably over the same time span. The same initial
uncertainty of one unit has increased to about 10 units in the X-direction
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Figure 2.1: Illustration of the concept of flow-dependent uncertainty using the
Lorenz system (adapted from Slingo and Palmer, 2011). The attractor of the
system, projected into the X-Z plane is sketched by the thin grey lines. Two
ensembles initialized in a window of one unit around (X,Z) = (−15, 36) and
(−17, 43) are evolved for 0.65 time units under the dynamics of the Lorenz
system. Even though the system is chaotic, the blue trajectories almost do
not diverge. The respective initial state is not very sensitive to perturbations
over that finite-time horizon. Conversely, the orange trajectories diverge con-
siderably, thus indicating that the corresponding initial state is more sensitive
to perturbations.
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and 5 units in the Z-direction, thus indicating a more unstable and therefore
less predictable regime. The forecast represented by the blue trajectories has
lower forecast uncertainty than that represented by the orange trajectories.
MOS, which takes into account averaged error statistics, could not easily
predict such different levels of forecast uncertainty.
The phenomenon of flow-dependent uncertainty can be observed in ac-
tual atmospheric predictions. Molteni et al. (1990) and Molteni and Tibaldi
(1990) show, based on observation data, that regimes in atmospheric cir-
culation patterns exist, and that these regimes and in particular transitions
between them exhibit different degrees of predictability by means of a numer-
ical weather model. Toth et al. (2001), for example, show that an operational
forecast ensemble can indeed distinguish between such regimes of high and
low atmospheric predictability, in particular by displaying a larger ensemble
spread if predictability is limited. That is, forecast ensembles can be used to
predict forecast uncertainty, or in other words, to predict predictability.
Under the Monte-Carlo interpretation, a forecast ensemble which was a
random draw from the initial uncertainty distribution provides a represen-
tation of the final uncertainty distribution, after having been evolved by the
numerical model. A possible application of this evolved forecast ensemble
is to recover the unknown evolved forecast distribution. Statistical methods
that approximate a distribution from a finite number of samples drawn from
this distribution abound, for example kernel density estimation (Silverman,
1998), wavelet density estimation (Donoho et al., 1996), or quantile regres-
sion (Koenker, 2005). A forecast ensemble can be used to reconstruct the
forecast distribution by such methods. This reconstruction goes beyond a
simple approximation of the expected difference between verification and en-
semble mean by the ensemble standard deviation. Density reconstruction
can reveal multimodality or heavy-tailedness of the forecast distribution.
A further advantage of ensemble forecasts compared to single member
forecasts is the fact that the ensemble mean provides, on average and under
a squared error criterion, a better forecast than any individual ensemble
member (Houtekamer and Derome, 1995). Certainly, at each time instance
there are one or more members that are closer to the verification than the
ensemble mean. But if the ensemble members are independent random draws
from the forecast distribution, it is not possible to know in advance which
ensemble member that is. If a forecast user demands a point forecast, that
is a single best guess about the future, the ensemble mean is on average a
better choice than any individual forecast. However, it has to be kept in mind
that the ensemble mean does not provide a dynamically consistent solution
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because it is smoother than a typical solution of the system, both in space
and in time.
Practical applications of ensemble-based forecast products represent an
active branch of research. It is a well-known decision-theoretic fact that
probabilistic statements about uncertain events are more valuable than de-
terministic statements. The advantage of probabilistic statements is that,
given a context-specific cost-loss scenario, an optimal action adapted to the
possible outcomes can be defined. For a thorough discussion of the economic
merit of probabilistic meteorological forecasts see Katz and Murphy (1997).
Specific examples of the use of short-term ensemble forecasts (up to two weeks
lead time) include flood forecasting (Cloke and Pappenberger, 2009), wind
power forecasting (Taylor et al., 2009), and air quality modeling (Pagowski
et al., 2006). Long-term and seasonal ensemble forecasts have been gainfully
applied e. g. for modeling harmful algal bloom (Roiha et al., 2010), agri-
cultural management (Doblas-Reyes et al., 2006), and malaria early warning
(Thomson et al., 2006).
2.2.4 Statistical consistency
In order for the above remarks about the interpretation and application of
forecast ensembles to hold, the ensemble has to possess a very important
property called statistical consistency (Anderson, 1996). Statistical consis-
tency demands that the verification behaves like a random independent draw
from the same distribution from which the ensemble members were drawn.
The ensemble members should be statistically indistinguishable from the ver-
ification, or in other words, the verification should behave like just another
ensemble member. Only if the ensemble is statistically consistent does it
lead to a accurate and meaningful forecast distribution. If statistical consis-
tency is violated, the reconstructed forecast distribution is not a distribution
which is indicative of the actual uncertainty of the numerical model about
the future of the system. The forecast ensemble then provides unreliable
uncertainty estimates.
Statistical consistency of a forecast ensemble can be violated for a number
of reasons. The ensemble members are evolved by a numerical model of the
real system which involves numerous simplifications. The verification, on the
other side, is not evolved by the model but by the real system. Statistical
consistency depends on the representativeness of the numerical model, i. e.
how well the model can simulate the real system. If important details of the
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real system are not contained in the model, the individual model runs are not
representative of the evolution of the real system, and the verification will
not be similar to the model simulation, thus impairing statistical consistency.
But even if the model is a very adequate representation of the real system,
statistical consistency can be violated. If the initial uncertainty pdf is not
chosen correctly or if the initial perturbation vectors do not grow fast enough
(or too fast), the forecast ensemble will not behave like a random draw from
the correct forecast pdf. If the unperturbed control forecast is initially not
a dynamically consistent state, the solutions produced by the model might
also lack predictive skill, no matter how well the model represents reality. In
order for the ensemble to be statistically consistent, the model, the initial
state, and the initial uncertainty pdf must be chosen correctly.
Statistical consistency is only a necessary, but not a sufficient condition for
an ensemble forecast to provide useful predictions (Hamill, 2001). Imagine,
for example, an ensemble which consists of random draws from the clima-
tological distribution, that is, the ensemble members are randomly selected
states observed in the past. Such a climatological ensemble certainly has
the property of statistical consistency, since ensemble and verification were
drawn from the same (climatological) distribution. However, the forecast dis-
tribution reconstructed from such an ensemble is stationary, and does thus
not display any flow-dependent uncertainty. The practical value of such a
climatological ensemble is clearly limited, despite statistical consistency.
It is argued in Gneiting et al. (2007) that forecast ensembles should also
possess the property of sharpness, that is they should be as localized as
possible. If two ensemble forecasting schemes exhibit statistical consistency,
the sharper one is more useful because it contains more information about
the verification. The forecast distribution reconstructed from the sharper
ensemble will, on average, assign a higher probability to the verification.
Note that sharpness is a property of the ensemble alone, while statistical
consistency is a joint property of ensembles and corresponding verifications.
2.2.5 A conceptual model
In the past section, statistical consistency was presented as a desirable prop-
erty of forecast ensembles. Being such a property it can also serve as a crite-
rion for which ensembles can be tested, and under which competing forecast
ensembles can be compared. Chapter 3 presents the verification rank his-
togram, a widely used method to test for statistical consistency. In order to
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test new methods that evaluate statistical consistency of a forecast ensemble,
a method to produce idealized forecast ensembles that possess the property
of statistical consistency by construction is useful.
A conceptual model for a statistically consistent Monte-Carlo ensemble
is as follows:
1. Two numbers µ and σ are drawn randomly and uniformly from the in-
tervals [−2, 2] and [1, 3], respectively. A Gaussian distributionN (µ, σ2)
with mean µ and variance σ2 is taken as the forecast distribution.
2. A number of K samples are drawn independently from this forecast
distribution. These K samples are taken as the ensemble members.
3. A further sample is drawn independently from the forecast distribution
and is taken as the verification.
The steps 1.-3. are repeated N times. This produces a data set of N ensem-
ble forecast-verification pairs which mimics characteristics of a statistically
consistent Monte-Carlo ensemble. The Monte-Carlo property of the ensem-
ble is ensured by step 2, where the K ensemble members are drawn from
the forecast distribution independently. Statistical consistency is ensured by
step 3, because the verification is an independent draw from the same dis-
tribution as the ensemble members. Step 1 leads to different values of µ
and σ for different forecast instances. Such behavior would be expected in
real weather forecasts, for example, in a temperature forecast ensemble. The
varying mean of the forecast distribution models varying mean temperatures
on different days. The variation of σ, the width of the forecast distribution,
models varying levels of forecast uncertainty on different days. Sample out-
put of this conceptual model, using N = 10 and K = 10, is illustrated in
Figure 2.2.
This conceptual model does not reproduce any temporal correlations be-
tween successive forecast instances, which one would actually expect in a
real weather model. Furthermore, it does not allow for non-Gaussian fore-
cast distributions, such as bimodal or heavy-tailed distributions, which is
another property one might find in real data. If such properties are desired,
the conceptual model can be modified accordingly. Temporal correlations
can be introduced by drawing the parameters µ and σ from autocorrelated
processes instead of independently. Nongaussian statistics can be produced
by altering the family of the forecast distribution. Furthermore, one might
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Figure 2.2: Sample output of 10 trials of the conceptual model for a statis-
tically consistent Monte-Carlo ensemble using 10 members.
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want to adjust the intervals from which µ and σ are sampled in order to
produce more or less variability in these two quantities.
2.3 The ECMWF ensemble
As a real-world example of an actual weather forecast ensemble, output of
the ECMWF ensemble prediction system (EPS) during the time 2001-2006
(inclusive) will be analyzed. The data set was provided by J. Bröcker at
MPIPKS4 who obtained it from R. Hagedorn at ECMWF. The data was pro-
duced by the then operational ensemble forecasting system based on which
actual weather predictions were issued.
Detailed information about the ECMWF’s integrated forecasting system
can be found on their website (ECMWF, 2012). The ensemble prediction
system is documented in Molteni et al. (1996) and major changes that have
been applied since 2002 are listed in Buizza (2010). A more recent version
of the ECMWF global circulation model is documented in Persson (2011)
The ECMWF EPS considered here implements singular vector perturba-
tions, that is fast-growing finite-time linear perturbations. Distances and
perturbation growth are measured by a total energy norm. The ensemble
comprises 1 control run and 50 members which are initialized by adding and
subtracting 25 singular vector perturbations from the control. The initial
model state is reconstructed from observation data by four-dimensional vari-
ational data assimilation. The model variables are temperature, pressure,
density, horizontal wind components, and water vapor content. The model
operates on a spatial grid of width 80km with 40 vertical levels. The dimen-
sionality of the state vector of the model is thus of order 108. The length of
the time step is on the order of several minutes up to one hour, and differs
for different forecast variables. The maximum lead time (forecast horizon) is
10 days. Observations are provided in the form of station data, that is actual
measurements are used instead of model analyses.
In this study only temperature at 2 meters height measured at noon are
of interest. The stations used are Dresden/Germany (WMO5 number 10488)
and Heligoland/German Bight (WMO number 10015). The station data is
compared to the output of the EPS at the grid point which is closest to the
4Max-Planck-Institut für Physik komplexer Systeme, www.pks.mpg.de
5World Meteorological Organization, www.wmo.int
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station. The unperturbed control run is not considered an ensemble member
and is thus discarded.
Figure 2.3 exemplifies the output of the ECMWF ensemble and its corre-
spondence to the verification. The ensemble range is much smaller in the 24
hour forecast in Figure 2.3a) than in the 120 hour forecast in Figure 2.3b).
The ensemble mean of the 24 hour forecast has a smaller mean squared dif-
ference to the verification than the ensemble mean of the 120 hour forecast.
On the other hand verification is more often covered by the ensemble range
in the 120 hour forecast than in the 24 hour forecast, indicating that the
possible range of values of the verification is better estimated for larger lead
times than for short lead times. Furthermore, the ensemble range varies sig-
nificantly from day to day at both lead times. A very remarkable fluctuation
takes place in the 24 hour ensemble between dates 07/09 and 07/10, where
the range is less than 5 degrees on the former but more than 10 degrees
on the latter, indicating a transition from a predictable to an unpredictable
regime.
2.4 Ensemble post-processing
Since numerical weather models involve numerous simplifications and dis-
cretizations, model errors are inevitable. Under model errors, statistical con-
sistency of a forecast ensemble can be violated. However, certain model errors
occur systematically. If this is the case, knowledge about past errors can be
used to correct errors of future forecasts. This is again the domain of model
output statistics (Glahn et al., 2009).
Typical model errors of operational weather ensembles are bias of the en-
semble mean and inaccurate ensemble dispersion. A biased ensemble is an
ensemble whose mean is consistently lower or higher than the verification.
That is, the average difference between ensemble mean and verification is not
equal to zero. Furthermore, biases can differ seasonally, that is, there might
be a positive bias in winter and a negative bias in summer. If an ensemble
has a known bias of, say, plus two degrees, future forecasts can be corrected
by subtracting these two degrees from each ensemble member. This method
of reducing model errors works if the model output and corresponding ver-
ifications can be considered to be stationary. If the model output changes,
for example after updating a parametrization or by increasing the resolution,
known biases from the past are possibly not representative of future biases.
The same is true if the character of the verification changes, for example by
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Figure 2.3: 30 days of output of the 50-member ECMWF 2-meter-
temperature ensemble and corresponding verifications during 2002. The fore-
cast lead time is (a) 24 hours and (b) 120 hours. The station is Dresden
(WMO no. 10488) and the ensemble output was taken at the grid point
closest to that station.
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moving or replacing the observation station. Possible methods for estimat-
ing and correcting the seasonal bias in weather forecasting models include
Fourier series (Wilks, 2006b), Kalman-filtering techniques (Delle Monache
et al., 2008), techniques based on running means over finite windows (Sten-
srud and Skindlov, 1996), or analogue techniques (Messner and Mayr, 2011).
An ensemble whose range repeatedly does not cover the verification ex-
hibits underdispersion. Similarly, if the extreme ensemble members are con-
sistently very far apart, and the verification is always contained inside the
ensemble range, that ensemble exhibits overdispersion. Such deficiencies in
the ensemble dispersion lead to statistically inconsistent ensembles, because
distributions reconstructed from these ensembles do not represent the true
forecast distribution. But again, if the lack or excess of ensemble disper-
sion is systematic, the spread of the ensemble can be artificially increased
or decreased in order to improve its statistical consistency. Methods to this
end include rank histogram recalibration (Hamill and Colucci, 1997), Gaus-
sian kernel dressing (Wang and Bishop, 2005), or Bayesian model averaging
(Raftery et al., 2005).
Chapter 3
The verification rank histogram
“In the end, it’s all about making the histogram flat.”
Jorge C. Leitão, summarizing the Wang-Landau algorithm, and making
me realize we are in the same boat.
3.1 Introduction
In this chapter, a popular tool to assess ensemble consistency, the verification
rank histogram or rank histogram for short, is discussed. After outlining
the construction, related statistical tests and possible application of the rank
histogram, a general formalism for rank probabilities is presented which forms
the basis for the following chapters. Throughout, the term ensemble will
imply the notion of the Monte-Carlo ensemble as introduced in Section 2.2.2.
That is, it is assumed that the ensemble members are independent draws from
the forecast distribution. The term verification is used for the realization
of the prediction target against which the forecast ensemble is eventually
compared.
The first mention of the rank histogram method in the atmospheric fore-
casting literature is due to Anderson (1996). After an influential presentation
of the method by Talagrand et al. (1997) the verification rank histogram is
also referred to as the Talagrand diagram. The method can be considered
textbook knowledge after being mentioned in Jolliffe and Stephenson (2003)
and Wilks (2006b). Evaluation of ensemble forecasts by means of the rank
27
28 CHAPTER 3. RANK HISTOGRAM
histogram is standard practice at national and international weather centers
(e. g. Mullen and Buizza, 2002; Stensrud and Yussouf, 2003).
The popularity of the rank histogram is in part due to the fact that the
method is nonparametric, that is, it makes no assumptions about the dis-
tribution of the ensemble data which is analyzed. Furthermore, the method
assesses the raw ensemble output. It is not necessary that any modification
is applied, such as fitting a forecast distribution to the ensemble.
3.2 Definitions and construction
The rank histogram can be applied to assess consistency of a forecast ensem-
ble based on a historical data set of ensemble-verification pairs. Throughout
this chapter, this data set will be described using the notation {et, ηt}Nt=1,
where et = (et1, · · · , etK) ∈ RK denotes the K-member ensemble at time
instance t, and ηt ∈ R is the verification at time instance t. The number
of ensemble members, K, is assumed to be the same for all t. We further
assume a univariate ensemble, that is each ensemble member eti ∈ R for
all t = 1, · · · , N . Finally, it has to hold that the probability of two en-
semble members taking the same value at the same time vanishes, that is
P(eti = e
t
j) = 0 ∀ i 6= j.
Given a historical data set of univariate ensemble-verification pairs the
rank histogram is constructed as follows. At each time instance t, the en-
semble members are ordered by increasing magnitude. The ordered ensemble
shall be denoted by
(
et[1], · · · , et[K]
)
, where et[i] denotes the i-th order statistic
of the ensemble at time t. Further, define et[0] ≡ −∞ and et[K+1] ≡ +∞ for
all t = 1, · · · , N . The verification ηt is said to have verification rank r if it
falls between the (r − 1)-st largest and the r-th largest ensemble member,
that is if
et[r−1] < η
t ≤ et[r]. (3.1)
In a K-member ensemble, the verification rank is an integer between 1 and
K + 1. Rank 1 means that the verification is smaller than every ensemble
member and rank K+1 means that it is larger than every ensemble member.
After calculating all verification ranks at all N time instances in the histor-
ical data set, the number of occurrence of each verification rank is counted.
Finally, the verification rank histogram is the histogram with K + 1 bins,
whose k-th bin denotes the number of occurrence of verification rank k in
the data set.
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Figure 3.1: Example rank histogram of ensemble and verification data pro-
duced by the conceptual model of Section 2.2.5, using N = 365 and K = 13.
The rank histogram is not exactly flat, but subject to statistical fluctuations.
Statistical consistency of the forecast ensemble as defined by Anderson
(1996), and outlined in Section 2.2.4, requires that the verification at time
t behaves like an independent draw from the same distribution from which
the ensemble members were independently drawn. If this is indeed the case,
then none of the ranks should be preferred by the verification. Thus, on
average, each verification rank should occur with the same relative frequency
of 1/(K + 1). This implies that the rank histogram of a consistent ensemble
is flat. The expected bar heights are equal to N/(K+1). A detailed proof of
asymptotic flatness of rank histograms of statistically consistent Monte-Carlo
ensembles is provided in Section 3.5.
An example rank histogram is shown in Figure 3.1. The conceptual model
of Section 2.2.5 with N = 365 and K = 13 was used, thus simulating output
of one year worth of daily ensemble forecasts with a statistically consistent
13-member Monte-Carlo ensemble. On average, the bar heights should be
equal to N/(K + 1) ≈ 26. In a particular realization, the actually observed
bar heights may of course differ from this average due to the finite number
of samples based on which the rank histogram is constructed. One cannot
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expect the rank histogram of an ensemble to be exactly flat, even if it is
statistically consistent. It is possible that rank i occurs more often than rank
j by mere chance, even though they are equally likely on average. Thus, in
order to assess statistical consistency of an ensemble forecast based on its
rank histogram, the statistical significance of the deviation from flatness has
to be considered.
3.3 Statistical tests for flatness of the rank
histogram
In this section, a brief review of statistical tests for the assessment of rank
histograms is provided. First of all, the rough idea of statistical testing shall
be outlined. For a thorough account of the theory of statistical testing, the
reader is referred to Mood et al. (1974). Statistical tests usually include a null
hypothesis denoted by H , as well as a test statistic. H involves a statement
about the data which is being tested, and the test statistic is a function of the
data. The test statistic has the special property that its distribution under
the null hypothesis is known or can be approximated. A statistical test is a
rule which is based on the realization of the test statistic, to decide whether
or not to reject H . Usually, a critical region is defined, which is a set of
values of the test statistic for which H is rejected. Each statistical test has
an associated probability of a Type I error and of a Type II error. A Type
I error occurs if H is rejected even though it is true, and a Type II error
occurs when H is accepted even though it is false. Ideally, both probabilities
are small. These concepts are best illustrated using a well-known statistical
test for flatness of a histogram, the χ2-test.
The Pearson χ2-test (Pearson, 1900) can be used to assess the validity
of the null hypothesis H that the expected bar heights of a rank histogram
constructed over N instances of a K-member ensemble forecast are indeed
equal to N/(K+1) (Anderson, 1996). If oi, i = 1, · · · , K+1, are the observed
bar heights of the rank histogram, and ei = N/(K + 1) ∀ i = 1, · · · , K + 1
are the expected bar heights, the χ2-test statistic is given by
X2 =
K+1∑
i=1
(oi − ei)2
ei
. (3.2)
If the observed bar heights oi are indeed generated by a process where each
rank i is equally likely on average, that is if H is true, then X2 has a χ2-
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distribution with K degrees of freedom (see Appendix B.5). Note that X2 is
non-negative, and vanishes only if the observed rank histogram is perfectly
flat. We reject H if X2 exceeds Qp, the p-quantile of the χ2-distribution
with K degrees of freedom. That is, the critical region of the test is the
interval (Qp,∞). p is called the confidence level of the test. This test has a
probability of Type I error of 1− p.
It is common that the p-value of the observed test statistic X2 is stated.
That is, the probability of obtaining a value of the test statistic which is
smaller than the observed X2 under the assumption that H is true is com-
municated together with the rank histogram. Based on this p-value, different
users with different confidence levels can decide individually whether or not
to reject the hypothesis of a flat rank histogram.
For example, the rank histogram in Figure 3.1 has a χ2-statistic of X2 =
10.0. The 95%-confidence interval for K = 13 is given by [0, Q0.95) =
[0, 22.36). Hence, under a statistical test with confidence level 0.95, we have
no reason to reject the null hypothesis of a flat rank histogram, even though
the observed rank histogram is not entirely flat. In fact, the p-value of the
observed X2 is equal to 0.69. We had to accept a probability of over 30% of
a Type I error before we would reject the flatness of this rank histogram.
Different tests to evaluate rank histograms exist. Jolliffe and Primo (2008)
have improved the power and interpretability of the χ2-test by a decomposi-
tion of the χ2-statistic given by Eq. (3.2) into orthogonal components. The
individual components can be used to test for specific alternative hypotheses
instead of against the general alternative that the histogram is not flat. Their
test is able to detect sloped or convex rank histograms (see Section 3.4) more
reliably.
Elmore (2005) shows that alternatives to the χ2-test based on the Cramér-
von Mises family of tests might be more powerful in detecting certain char-
acteristic patterns in rank histograms. These tests differ from the χ2-test
in that they are order-dependent, while the χ2-test statistic in Eq. (3.2) re-
mains invariant under permuting the histogram bins. Elmore (2005) found
the Watson-test and the Anderson-Darling test to be particularly useful.
The above tests provide test statistics, single numbers, based on which
flatness of the rank histogram is assessed. Bröcker (2008) provides a different
approach based on confidence intervals. He employs the null hypothesis
that asymptotically, the height of each rank histogram bar should have a
Binomial distribution with parameters n = N and p = 1/(K + 1), that is
oi ∼ B(N, 1/(K + 1)). Each observed bar height oi is transformed to νi,
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which is the probability of observing a value less than or equal to oi under
the above Binomial distribution. That is, we have
νi = P(X ≤ oi), (3.3)
under the assumption that
X ∼ B
(
N,
1
K + 1
)
. (3.4)
Each observation oi is thereby transformed into a number that indicates
how likely it would be under the null hypothesis. Very small and very large
values of νi indicate that the corresponding oi might not have the hypothe-
sized Binomial distribution. In order to improve readability, Bröcker (2008)
recommends transforming the νi ∈ [0, 1] to their log-odds ratios, given by
log[νi/(1 − νi)] ∈ (−∞,∞). By this transformation, the very high prob-
abilities 0.9, 0.99, 0.999, · · · and the very low probabilities 0.1, 0.01, · · · are
displayed equidistantly.
Assume we observe a value of νi = 0.05 for some i. This means that
the corresponding oi is among the 5% lowest possible values of the Binomial
distribution. If we reject this particular oi as being “too low” to be consis-
tent with the null-hypothesis we have a probability of Type I error of 5%.
However, in order to test the hypothesis of a flat rank histogram based on
the collection of all the νi values, we have to apply a correction for multiple
testing. If we draw K + 1 samples from the assumed binomial distribution,
the probability of observing at least one sample which is among the 5% lowest
possible values is not equal to 0.05, but equal to 1−0.95K+1, which is already
larger than 0.5 for K = 13. The more bins the rank histogram has, the more
likely we are to observe anomalously large or small bins. This effect of multi-
ple testing is remedied if the null-hypothesis of a flat histogram is rejected as
soon as at least one bin falls out of its p1/(K+1) confidence interval. In such a
test we falsely reject an actually flat rank histogram (commit a Type I error)
with probability 1 − p. If we are testing a rank histogram with 14 bins at
confidence level 0.95, a single value of νi larger than 0.9963 or smaller than
0.0037 indicates that the complete histogram should be rejected.
The rank histogram in Figure 3.1 in the νi representation is shown in
Figure 3.2. In this representation the actual observations, that is, how often
rank i occurred can not be directly read off of the diagram. In fact, only if
N and K are known can the observed oi be recovered from the νi. However,
the transformation from oi to the log-odds ratio of νi is monotonic, so the
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Figure 3.2: The rank histogram of Figure 3.1 in the νi representation. The
percentages to the right indicate confidence intervals corrected for multiple
testing. Under the null-hypothesis of equally likely verification ranks, 90%
of all rank histograms are completely contained inside the indicated 90%
interval (equivalently for the 95% and 99% intervals). The plot shows that
the observed deviations from flatness are consistent with the null-hypothesis.
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ordering of the bar heights and thus the “shape” of the histogram is preserved.
Furthermore, the observed deviations from flatness are better interpretable.
In Figure 3.1 the observed rank histogram lies completely within the 90%
confidence interval which was corrected for multiple testing. Therefore the
observed deviations from flatness are not inconsistent with the hypothesis of
binomially distributed observations oi, and there is no reason to reject flatness
of this rank histogram at confidence level 0.9. This result was of course
expected because the analyzed data is statistically consistent by construction.
Deviations from statistical consistency are considered in the next section.
3.4 Diagnostics based on the rank histogram
In this section, diagnostics that are based on the rank histogram are re-
viewed. The discussion is mainly based on Hamill (2001). Two kinds of
ensemble deficiencies have been ubiquitous since the early days of ensemble
forecasting, namely unconditional bias of the ensemble mean and ensemble
underdispersion. In a biased ensemble, the ensemble mean is on average
smaller or larger than the corresponding verification. In an underdispersive
ensemble, the average difference between the verification and the ensemble
mean is larger than the average difference of the ensemble members from the
ensemble mean. Both ensemble deficiencies lead to distinct patterns in the
rank histogram.
In an ensemble with positive bias the ensemble mean has a tendency to be
larger than the verification. Then the verification will also have a tendency to
assume values closer to the lower than to the higher ensemble members. For
this reason, low ranks are assumed by the verification more often than the
high ranks. The rank histogram of such an ensemble is negatively sloped. On
the other hand, an ensemble with negative bias has a rank histogram which
is positively sloped.
If the ensemble is underdispersive, the verification is on average more
similar to the very small or very large ensemble members, and less similar
to the “central” ensemble members. Therefore, the extreme ranks close to
one and close to K + 1 are assumed by the verification more often than
the central ranks. Thus, an underdispersive ensemble has a convex (or “U-
shaped”) rank histogram. Overdispersiveness, which is less often a problem
of modern forecast ensembles, leads to a concave rank histogram.
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Figure 3.3: Same as Figure 3.2, but with verifications drawn from different
distributions than the ensembles: At each instance, (a) the mean, or (b) the
standard deviation of the distribution of the verification was increased by one
unit. Note that the mean and the standard deviation are themselves random
quantities, sampled according to the procedure outlined in Section 2.2.5.
The ensemble appears biased or underdispersive, respectively, and the rank
histograms significantly deviate from flatness.
In the context of the conceptual model of Section 2.2.5, ensemble incon-
sistency can be modeled by drawing the verification from a different distri-
bution than the ensemble members. More specifically, in a biased ensemble,
the mean of the distribution of the verification is either smaller or larger than
the mean of the distribution of the ensemble members. In an underdisper-
sive ensemble, the standard deviation of the distribution of the verification
is larger than that of the ensemble members. The effect of these kinds of
ensemble inconsistency on the rank histogram is illustrated in Figure 3.3.
As noted by Hamill (2001), the mapping from ensemble inconsistency to
the shape of the rank histogram is not unique. A convex rank histogram
might result from a mixture of conditional biases, where the ensemble mean
is too large, say, in summer, and too low in winter. Thus a convex rank
histogram is not necessarily indicative of an underdispersive ensemble. Ad-
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ditionally, as noted by Saetra et al. (2004), observational noise can lead to
convex rank histograms as well. Furthermore, even an inconsistent forecast
ensemble can achieve a flat rank histogram. Under certain circumstances,
conditional biases, such as the seasonal biases noted above, might cancel
each other and produce a flat rank histogram. That is, a flat rank histogram
is not a sufficient criterion for a consistent ensemble, but only a necessary
one.
As an aside, a flat rank histogram might indicate a consistent ensemble
but the ensemble might still not be particularly useful for prediction. For
example if the ensemble consists of random draws from the climatological
distribution, that is, of a random collection of previously observed realizations
of the verification, the rank histogram will be flat (under the assumption of
a stable climate). The amount of predictive information contained in such a
“climatological ensemble” is of course very limited.
On summary, a flat rank histogram can be considered a necessary condi-
tion for ensemble consistency. A rank histogram which is not flat does not
only indicate that there is a problem with the ensemble forecasting system.
It may also provide a hint as to the kind of ensemble inconsistency. The ulti-
mate identification of the actual ensemble deficiency requires further analysis.
The same is true for the evaluation of the predictive utility of forecasts that
are based on the ensemble.
An example rank histogram is depicted in Figure 3.4. The operational
50-member ECMWF ensemble from 2001-2006, as described in Section 2.3, is
analyzed. The forecast variable is 2-meter temperature, the location is Dres-
den/Germany (WMO no. 10488), and the forecast lead time is 144 hours.
Both the frequency representation as well as the νi-representation of this rank
histogram are shown. The νi-histogram shows that the observed deviation
from flatness is inconsistent with the null-hypothesis of uniform rank proba-
bilities. The ensemble can thus be considered statistically inconsistent. The
rank histogram is U-shaped, because the extreme ranks (1 and 51) occur more
often than the other ranks. A possible reason is ensemble underdispersion
due to lack of ensemble variability compared to the verification.
3.5 A detailed proof of the flatness argument
Intuitively, the assumption of equally likely verification ranks, and thus of
a flat rank histogram under statistical consistency of the ensemble, is obvi-
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Figure 3.4: Rank histogram for 2-meter temperature forecasts issued by the
ECMWF ensemble during 2001-2006 for station Dresden/Germany (WMO
no. 10488), lead time 144 hours. a) Frequency representation, depicting
the number of occurrence of each rank. b) νi-representation, depicting the
likelihood of each rank under the null hypothesis of equal rank probabili-
ties. Values of νi for which log[νi/(1 − νi)] > 10 have been clipped. The
rank histogram is significantly U-shaped, and the ensemble can therefore be
considered to be statistically inconsistent with the verification.
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ous. The verification, if drawn randomly and independently from the same
distribution as the ensemble members, is equally likely to be the smallest,
second-smallest, etc. sample from the distribution. Therefore, none of the
K + 1 possible verification ranks should be preferred (Anderson, 1996). It
turns out to be instructive and worthwhile to prove the assumption of equally
likely verification ranks by a different, arguably more complicated, line of ar-
gument. This is the purpose of the present section. The following sections
and chapters will show that it is worth the effort.
Assume the existence of a forecast distribution which encodes the uncer-
tainty of the forecasting scheme at time instance t about a future verifica-
tion. From the forecast distribution, K ensemble members et1, · · · , etK are
independently drawn. The forecast distribution can be taken as a cumula-
tive distribution function (cdf) Ft : R→ (0, 1), and it holds for all ensemble
members that P(eti ≤ x) = Ft(x).
The concept of independent sampling from a distribution is closely related
to the probability integral transform (PIT; Mood et al., 1974). Assume a
random variable X with cdf F , that is P(X < x) = F (x). We further assume
that F is strictly monotonically increasing, which is tantamount to requiring
the density of X to be non-vanishing over its full domain. The PIT U of the
random variable X is defined by U ≡ F (X). Since X is a random variable,
so is U . Further assume that the cdf F is invertible, that is there exists a
function F−1 : (0, 1)→ R which satisfies X = F−1 (F (X)). We calculate the
distribution of the random variable U as follows. The probability that U is
smaller than some value u is given by
P(U ≤ u) = P(F (X) ≤ u). (3.5)
Since the function F is strictly monotonically increasing, so is F−1. It thus
holds that if a ≤ b, then F−1(a) ≤ F−1(b). Applying the function F−1 to
both sides of the argument of the right-hand side of Eq. (3.5) yields
P(X ≤ F−1(u)) = F
(
F−1(u)
)
= u. (3.6)
That is, the random variable U , which is the PIT of X, has a distribution
which satisfies P(U ≤ u) = u. Thus, the PIT is uniformly distributed
on the unit interval. This result is independent of F , the distribution of
X. Uniformity of the PIT also implies that if u is an independent sample
from the uniform distribution on the unit interval, then F−1(u) is a random
independent sample from the distribution F . This fact is the basis for the
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inversion method, a numerical method to sample randomly from an arbitrary
distribution whose inverse is given in closed form (Press, 2007).
It follows from uniformity of the PIT that a K-member ensemble drawn
independently from a distribution F can be perceived as arising in the fol-
lowing way. A number of K independent samples (u1, · · · , uK) are uniformly
and independently drawn from the unit interval. The inverse PIT of this
sample, (F−1(u1), · · · , F−1(uK)) then represents an ensemble (e1, · · · , eK)
drawn independently from F . Strict monotonicity of F further ensures
that ordering of the samples is preserved under the inverse PIT, that is
(F−1(u[1]), · · · , F−1(u[K])) = (e[1], · · · , e[K]). Moreover, the definitions e[0] ≡
−∞ and e[K+1] ≡ +∞ translate into u[0] ≡ 0 and u[K+1] ≡ 1.
These considerations lead to the following general result about rank prob-
abilities. Consider the K-dimensional random variable U = (U1, · · · , UK),
where the Ui are independent uniformly distributed random variables, that
is P(Ui ≤ x) = x. The ensemble u = (u1, · · · , uK) is a realization of
U. Furthermore, given a forecast cdf F , a K-dimensional random vari-
able E = (F−1(U1), · · · , F−1(UK)) is defined. A realization of E, denoted
by e = (e1, · · · , eK) is an ensemble drawn from F . Further assume that
the verification η is independently drawn from the known cdf G. Then the
probability that the verification η assumes rank k in the ordered ensemble
(e[1], · · · , e[K]), conditional on u, F , and G, is given by
P
(
η ∈ (e[k−1], e[k]] | u, F,G
)
= P
(
η ≤ e[k] | u, F,G
)
− P
(
η ≤ e[k−1] | u, F,G
)
(3.7)
= G(F−1(u[k]))−G(F−1(u[k−1])). (3.8)
If the ensemble is statistically consistent, that is if the ensemble and the
verification were drawn from the same distribution, then it holds that F = G.
Equation (3.8) then becomes
P
(
η ∈ (e[k−1], e[k]] | u, F,G = F
)
= u[k] − u[k−1]. (3.9)
This is the mass of probability concentrated between the (k− 1)-st and k-th
largest member of a statistically consistent forecast ensemble, conditional on
the forecast distribution. The result Eq. (3.9) implies that the probability
that the verification assumes rank k in a consistent forecast ensemble is itself
a random quantity that behaves like the difference between the k-th and
(k− 1)-st order statistic of a K-member ensemble drawn independently and
uniformly from the unit interval. This result is universal, it is independent of
the distribution from which the ensemble members were drawn, as long as the
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verification is drawn from the same distribution. We conclude that the rank
probabilities in a consistent ensemble are not constants equal to 1/(K + 1),
they are rather fluctuating quantities. Thus, in order to show that the rank
histogram is asymptotically flat, we have to show that the expectation values
of all rank probabilities are equal to 1/(K + 1).
In order to calculate the expectation of the k-th rank probability we have
to consider the distribution of the random variable Qk = U[k] − U[k−1], as
Eq. (3.9) shows. The joint distribution of the i-th and j-th order statistics
U[i] and U[j] (i < j) of a random vector U whose K components are drawn
independently from the uniform distribution on the unit interval, evaluated
at the values x and y, is given by (Mood et al., 1974)
pU[i],U[j](x, y) =
K!
(i− 1)!(j − i− 1)!(K − j)!
xi−1(y−x)j−i−1(1−y)K−j 10≤x≤y≤1,
(3.10)
where 1A denotes the indicator function which equals unity if its argument
A is true and zero otherwise. Therefore we have for the joint distribution for
the k-th and (k − 1)-st order statistics U[k] and U[k−1]
pU[k−1],U[k](x, y) =
K!
(k − 2)!(K − k)!
xk−2(1− y)K−k 10≤x≤y≤1. (3.11)
The distribution of the k-th rank probability, given by the composite random
variable Qk = U[k] − U[k−1] is generally given by
pQk(q) =
∫ 1
0
dx
∫ 1
0
dy pU[k−1],U[k](x, y) δ(q − (y − x)), (3.12)
where δ(·) is the Dirac Delta function. Using Eq. (3.11) and properties of
the Delta and indicator function, we obtain
pQk(q) ∝
∫ 1−q
0
dx xk−2 (1− q − x)K−k. (3.13)
After application of the Binomial law and normalization, Eq. (3.13) becomes
pQk(q) = K(1− q)K−1 (3.14)
which is a Beta distribution with parameters 1 and K (see Appendix B.2).
The density pQk does not depend on k, that is the distribution of the k-th
rank probability is the same for all k. The density does, however, depend on
K in a way that Qk is more variable the smaller K is.
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We have argued above, that the expectation value of the k-th rank proba-
bility should be equal to 1/(K+1) for the rank histogram to be flat. Indeed,
using properties of the Beta function (see Appendix B.1) we find that
E(Qk) =
∫ 1
0
dq q pQk(q) = K
Γ(2)Γ(K)
Γ(K + 2)
=
1
K + 1
. (3.15)
Equation (3.15) completes the proof that every rank in a consistent forecast
ensemble is equally likely on average. Thus the expected bar heights of a rank
histogram constructed over N instances of a historical data set of ensemble
forecast-verification pairs is equal to N/(K + 1).
3.6 Distribution of the full rank probability
vector
In Section 3.5, a universal result for the distribution of rank probabilities
was presented. It was shown that the k-th rank probability is a random
variable distributed according to Eq. (3.14), independent of the distribution
from which the forecast ensemble and the corresponding verification were
drawn, and independent of k. In this section, this result is generalized to the
complete (K + 1)-dimensional vector of rank probabilities.
The individual rank probabilities are not independently distributed ac-
cording to Eq. (3.14). They have to be correlated because all K + 1 rank
probabilities have to sum up to one. If, by statistical fluctuation, one rank
probability becomes anomalously large, all other rank probabilities become
smaller. In order to capture, amongst other things, these correlations, we
derive the full joint distribution of rank probabilities.
We assume once again a vector of independent and uniformly distributed
random numbers U = (U1, · · · , UK) with a particular realization denoted by
u = (u1, · · · , uK). The forecast distribution F is again assumed to be strictly
monotonic such that its inverse F−1 is uniquely defined. Then a Monte-
Carlo ensemble drawn from F is given by e = (F−1(u1), · · · , F−1(uK)) as
was shown in Section 3.5. Further, it was shown that the probability that
the verification η assumes rank k in the ordered ensemble, conditional on
the forecast distribution, conditional on u, and under the assumption of a
statistically consistent ensemble, is equal to
P(η ∈ (e[k−1], e[k]] | F,u) = u[k] − u[k−1]. (3.16)
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More generally we ascertain that every ensemble gives rise to a (K + 1)-
dimensional random vector Q whose k-th element is equal to the probability
that the verification falls between the (k− 1)-st and k-th ensemble member.
Using Eq. (3.16), we have
Q = (Q1, · · · , QK+1) (3.17)
= (U[1], U[2] − U[1], · · · , U[K] − U[K−1], 1− U[K]), (3.18)
if the ensemble is statistically consistent. Every realization q of the random
variable Q is a (K + 1)-dimensional probability mass function (pmf), that is
a mutually exclusive and collectively exhaustive probability assignment over
K + 1 categories. It follows from Eq. (3.18) that
K+1∑
k=1
qk = 1 (3.19)
for every realization q of a rank probability vector. Thus, the (K + 1)-
dimensional vector q represents a point in (K + 1)-dimensional space, but
due to the constraint given by Eq. (3.19), it is restricted to a K-dimensional
subspace. This subspace, the collection of (K + 1)-dimensional vectors q
whose elements are positive and sum up to one is called the K-dimensional
probability simplex which we denote by ∆K . If a vector q lies on the K-
dimensional probability simplex, we write q ∈ ∆K . Every vector q ∈ ∆K
can be interpreted as a (K + 1)-dimensional pmf.
We go on to show how the random variable Q is distributed on the prob-
ability simplex. Consider first the case K = 2. According to Eq. (3.11), the
pdf of the order statistics (U[1], U[2]) evaluated at the values x and y is given
by
pU[1],U[2](x, y) = 2 10≤x≤y≤1. (3.20)
The joint density of the elements of the vector
Q = (Q1, Q2, Q3) = (U[1], U[2] − U[1], 1− U[2]) (3.21)
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is then given by
pQ1,Q2,Q3(r, s, t) =
∫ ∞
−∞
dx
∫ ∞
−∞
dy pU[1],U[2](x, y)δ(r − x)δ(s− (y − x))δ(t− (1− y))
(3.22)
= 2
∫ ∞
−∞
dx
∫ ∞
−∞
dy 10≤x≤y≤1δ(r − x)δ(s− (y − x))δ(t− (1− y)).
(3.23)
Using properties of the Delta function, Eq. (3.23) can be further transformed
as follows.
pQ1,Q2,Q3(r, s, t) = 2
∫ ∞
−∞
dx δ(r − x)
∫ ∞
−∞
dy 10≤x≤y≤1δ(s− (y − x))δ(y − (1− t))
(3.24)
= 2
∫ ∞
−∞
dx 10≤x≤(1−t)≤1 δ(x− (1− s− t)) δ(x− r) (3.25)
= 2 10≤r≤(1−t)≤1 δ(1− (r + s+ t)), (3.26)
which is equivalent to
pQ1,Q2,Q3(r, s, t) =
{
2, if (r, s, t) ∈ ∆2
0, else.
(3.27)
That is, the 3-dimensional rank probability vector Q is uniformly distributed
on the probability simplex, as illustrated in Figure 3.5. It is straightforward
to show that Eq. (3.27) is a normalized density.
For K > 2, the calculations become longer but one can show analogously
that the (K + 1)-dimensional random vector Q constructed according to
Eq. (3.18) is uniformly distributed on the K-dimensional probability simplex.
A general argument for uniformity of this distribution is that the elements
of the vector U have a uniform distribution and the transformation given by
Eq. (3.18) is a linear transformation. Linearity implies that the density of Q
must be equal to the density of U, up to a constant multiplicative factor. We
conclude that for all univariate Monte-Carlo ensembles of arbitrary ensemble
size K, the corresponding rank probability vectors behave like uniformly
distributed random draws from the K-dimensional probability simplex.
The distribution of rank probability vectors just derived is a special case
of a larger family of distributions known as the Dirichlet distributions, as re-
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Figure 3.5: In a consistent 2-member Monte-Carlo ensemble, the 3-
dimensional rank probability vectors q = (q1, q2, q3) are distributed uniformly
on the 2-dimensional probability simplex ∆2, which is illustrated here.
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viewed in Appendix B.4. The Dirichlet distribution over the K-dimensional
probability simplex is characterized by a parameter vector α = (α1, · · · , αK+1).
The density is uniform if αj = 1 ∀ j = 1, · · · , K + 1, as is apparent from
Eq. (B.18). If Q has a Dirichlet distribution with parameters α, we write
Q ∼ D(α).
At first it might seem as though the formulation in terms of this whole
family of distributions is unnecessarily complicated because we are dealing
only with the most trivial case, the uniform distribution over the probability
simplex. However, it will become apparent in the course of this work that the
Dirichlet distribution has a number of useful properties which considerably
simplify a number of arguments. As a first example of how properties of the
Dirichlet distribution can facilitate calculations, we use them to derive the
marginal distribution of the elements Qk of the (K + 1)-dimensional rank
probability vector. It was shown in Section 3.5 that this distribution is a
Beta distribution Be(1, K). In general, the marginal distribution of the k-th
component Qk of a random vector Q ∼ D(α) is a Beta distribution with
parameters αk and
∑K+1
i=1 αi − αk (see Eq. (B.20)), which are equal to 1 and
K if α = (1, · · · , 1). Thus the distribution of an individual rank probability,
for which a lengthy derivation was given in Section 3.5, follows immediately
from properties of the Dirichlet distribution.
3.7 Conclusions
The rank histogram is a versatile method for analyzing ensemble forecast
data. It provides an assessment of the degree of statistical consistency of a
forecast ensemble. It is independent of the distribution of ensemble and ver-
ification and allows for diagnosing different kinds of ensemble inconsistency.
As was shown in this section, under the assumption of statistical consistency
of forecast ensembles with their corresponding verifications, a universal de-
scription of the statistical behavior of rank probabilities can be formulated.
The fact that rank probability vectors of a consistent K-member ensemble
are uniformly distributed on the K-dimensional probability simplex will be
exploited in the following two chapters.
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Chapter 4
Rank histograms of stratified
Monte-Carlo ensembles
“These guys can analyze whatever data they like with whatever method they
like - if they don’t have a null-hypothesis, I am not going to listen to them.”
Jochen Bröcker, reflecting on a conference talk.
4.1 Introduction
It was argued in Section 2.2.4 that statistical consistency is a desirable prop-
erty of Monte-Carlo forecast ensembles. In Chapter 3, the rank histogram
was introduced. Flatness of the rank histogram provides a necessary crite-
rion to check whether a forecast ensemble possesses the property of statistical
consistency. It was assumed that a complete historical record of ensemble
forecast-verification pairs is used for a rank histogram analysis. That is, the
analysis is carried out using the entirety of available past forecast instances.
It is of course also possible to analyze certain subsets of the complete body
of forecasts separately. This partitioning of forecasts into subsets is referred
to as forecast stratification.
For example, a forecaster might have the impression that the forecast
ensemble has problems only during a certain season or within a certain me-
teorological regime. In order to make a more specific consistency assessment,
the forecaster can refine the analysis. He can consider only that particular
subset of all forecasts that falls into the season or the regime in question.
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An individual rank histogram analysis of only this subset might reveal a
systematic ensemble inconsistency more clearly.
Consider for example the month of April. In Germany this month is
notorious for rapidly changing weather conditions. Good forecasts are diffi-
cult and at the same time all the more important when weather is changing
rapidly. So a forecasting center might want to apply stratification and assess
its historical ensemble data only during April. If the ensemble is otherwise
consistent but has deficiencies 1/12 of the time, namely during April, a con-
sistency analysis over the complete record might not be able to detect that
critical 1/12. The rank histogram over all instances might appear almost
flat because the small subset which is systematically inconsistent cannot be
distinguished from a statistical fluctuation. On the other side, if April is
considered separately, the systematic inconsistency is more likely to become
obvious. Stratification makes possible a more refined consistency analysis
and enables the detection of conditional ensemble deficiencies.
The method outlined above is useful in both the case where the rank
histogram over the complete record appears flat and where it does not ap-
pear flat. In the former case, stratification can identify conditional ensemble
inconsistencies that are not apparent from the flat rank histogram over the
complete data set. In the latter case, where, say, a bias has been diagnosed
by the full rank histogram, stratification can be used to refine the diagnosis
“bias” to the diagnosis “conditional bias”, if the observed bias appears only
in a well-defined subset of the full data set.
We shall use following nomenclature. Stratification is the process of di-
viding a historical data set into certain subsets. The subsets are called the
strata. The rule used for stratification is called the stratification criterion.
That is, stratification is applied along a stratification criterion and yields a
number of strata.
The first stratified rank histograms that appeared in the literature are due
to Hamill and Colucci (1997) and Hamill and Colucci (1998). An operational
forecast ensemble was stratified along the ensemble standard deviation and
along baroclinic instability, which is essentially a function of the ensemble
mean. Rank histograms for those ensembles with particularly low and high
standard deviation or baroclinic instability were shown separately. Hamill
(2001), in his influential work on the rank histogram, suggests stratification
along functions of the ensemble to facilitate the detection of conditional en-
semble inconsistencies. Bröcker (2008) provides a formal description of the
theory of ensemble stratification. He further applies stratification along the
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estimated ranked probability score of the ensemble, which is a function of the
ensemble members that is correlated with the ensemble standard deviation.
In Mullen and Buizza (2002), stratification along the value of the verifica-
tion is applied and Peel and Wilson (2008) apply seasonal stratification. All
authors observe different rank histograms for different kinds of stratification
and for different strata.
The frequent application of ensemble stratification in rank histogram
analysis suggests that one should ideally expect a flat rank histogram for
each individual stratum. At least, since this assumption is not explicitly
stated in any of the articles cited above, the reader gets the idea that the
authors expect rank histograms to be flat for each stratum if the ensemble
is statistically consistent. The point of this chapter is to show that this is
not necessarily the case. There are certain criteria that render a flat rank
histogram nonflat and make the ensemble appear inconsistent with the ver-
ification. In other words, stratification alters the null-hypothesis about the
rank histogram in the ideal case of a statistically consistent Monte-Carlo
ensemble.
In Section 4.2 the theory of ensemble stratification is reviewed. Section 4.3
presents an empirical study using the conceptual model of Section 2.2.5 to
convince the reader that stratification has the potential to make a consistent
ensemble appear inconsistent. The mathematics behind this effect are exam-
ined in Section 4.4. Section 4.5 presents a statistical test to assess ensemble
consistency under stratification and Section 4.6 presents a method to avoid
the undesirable effect of ensemble stratification altogether. Section 4.7 con-
cludes the chapter. The results presented in this chapter have been published
in “Monthly Weather Review” (Siegert et al., 2012c).
4.2 The theory of ensemble stratification
Ensemble stratification is the process of separating a historical data set of
ensemble forecast-verification pairs into two or more strata by imposing a
stratification criterion. Bröcker (2008) considers a particular group of criteria
in order to realize stratification. He suggests that forecasts are stratified
along parameters of the forecast distribution, such as its mean or standard
deviation.
Consider a forecast distribution Fκ(·) in the form of a cumulative distribu-
tion function (cdf). The distribution shall be uniquely defined by the param-
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eter κ - it might be that Fκ is a Gaussian and κ is a vector consisting of mean
and standard deviation. A uniformly distributed ensemble u = (u1, · · · , uK)
is independently drawn. The transformation e = (F−1κ (u1), · · · , F−1κ (uK))
then behaves like a randomly drawn K-sample from Fκ - the forecast ensem-
ble (see Section 3.5). Assume for the moment that the verification η is drawn
from the cdf Fθ(·) which might differ from Fκ. The distributions Fκ and Fθ
are supposed to be identical if and only if κ = θ.
According to Eq. (3.8) it holds that the i-th rank probability qi, that is
the probability for the event e[i−1] < η ≤ e[i], is given by
qi ≡ P(e[i−1] < η ≤ e[i] | u, Fκ, Fθ) (4.1)
= Fθ(F
−1
κ (u[i]))− Fθ(F−1κ (u[i−1])). (4.2)
Now if θ = κ, we obviously have
qi = u[i] − u[i−1]. (4.3)
We know from Section 3.5 that the expectation of qi is then equal to 1/(K+1)
for all i, and the rank histogram is asymptotically flat.
Stratification along κ, the parameters of the forecast distribution, amounts
to the definition of a function S : K→ (1, 2, · · · ,M) where K is the domain
of κ. That is stratification realizes a mapping of any parameter κ to one of
M distinct indices. For example, stratification along the mean of a Gaussian
might group the ensembles into two strata, one with mean of the distribution
greater than zero and one with mean of the distribution smaller than zero.
The rank histogram of the m-th stratum is then governed by the conditional
expectation E(qi | S(κ) = m). If it holds that κ = θ for all κ : S(κ) = m,
then the rank histogram constructed for the m-th stratum is asymptotically
flat because Eq. (4.3) holds independent of κ and conditioning the expecta-
tion on S(κ) = m has no effect. E(qi | S(κ) = m) is still equal to 1/(K + 1)
if κ = θ for all S(κ) = m. However if there is a stratum m̃ for which κ 6= θ,
then Eq. (4.2) is not equal to Eq. (4.3) because Fθ and F
−1
κ do not cancel. For
that particular stratum it might then be that E(qi | S(κ) = m̃) 6= 1/(K + 1)
because qi is not independent of κ. The rank histogram under the m̃-th
stratum is then not flat.
If the number of instances in the historical data set in which S(κ) = m̃ is
small compared to the entirety of all instances, a systematic deviance of E(qi |
S(κ) = m̃) might remain undetected in the rank histogram. Considering only
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the rank histogram of that particular stratum, on the other side, increases
the detectability of such a systematic violation of ensemble consistency.
In practice though, there is a problem with this kind of stratification.
The forecast distribution is not known to the forecaster in closed form - he
is only able to draw a number of samples from it by running a number of
simulations. In fact, the whole procedure of ensemble forecasting is necessary
because the forecast distribution is unknown to the forecaster. For that
reason, it can be assumed that parameters of the forecast distribution are
not known to the forecaster either. Stratification along parameters of the
forecast distribution might thus be infeasible. However, parameters of a
distribution can be estimated from an independent sample drawn from that
distribution. The sample average, for example, is an unbiased estimate of
the true mean of the distribution. Hence, instead of stratifying along the
true parameter values one could as well stratify along estimators of these
parameters, as was indeed done in the literature (see Section 4.1). However,
we will see in the next sections that rank histograms cannot be expected
to be flat when stratification along functions of the ensemble, such as these
parameter estimates, is applied. In order to obtain a flat rank histogram,
the stratification criterion must not be calculated from the ensemble which
is being analyzed.
4.3 Nonflat rank histograms due to stratifi-
cation
In this section, stratification criteria are considered that explicitly depend
on the ensemble which is being analyzed. Such criteria are for example the
ensemble mean or the ensemble standard deviation. To demonstrate that
such stratification criteria do not lead to flat rank histograms, an empirical
study is presented using the conceptual ensemble of Section 2.2.5.
Following the procedure outlined in Section 2.2.5, a number of N = 2×105
pairs of consistent ensemble forecasts (K = 13) and corresponding verifica-
tions are produced. Stratification is realized as follows. A stratification
criterion is chosen; take the ensemble median for example. The ensemble
median is calculated for each of the N forecast ensembles in the data set.
The empirical average of the ensemble median over the N instances is chosen
as the threshold for stratification. If an ensemble has an ensemble median
lower than this threshold, it is put into the low median stratum. If an ensem-
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ble has an ensemble median higher than the threshold, it is put into the high
median stratum. For each stratum, a separate rank histogram is constructed
by comparing the ensembles inside each stratum with their corresponding
verifications. In the following we consider the stratification criteria
• ensemble median Q0.5 (the 0.5-quantile),
• ensemble mean ē = 1
K
∑K
i=1 ei,
• ensemble standard deviation σe =
√
1
K−1
∑K
i=1(ei − ē)2,
• ensemble inter-quartile range Q0.75 −Q0.25, and
• ensemble range e[K] − e[1].
The separate rank histograms for these criteria are shown in Figure 4.1.
None of these rank histograms can be considered flat, despite the fact that
the underlying (unstratified) ensemble is statistically consistent by construc-
tion, and passes statistical tests for flatness (see Section 3.3). It has been
confirmed by statistical tests that the deviance from flatness of all histograms
of Figure 4.1 is highly significant and the hypothesis of flatness of these rank
histograms must be rejected. Since the applied stratification is exhaustive,
that is, every single forecast instance is put into one of the two strata, it is
obvious that the sum of histograms of high and low strata yields the rank
histogram of the complete unstratified ensemble. It has likewise been con-
firmed that the sum of the histograms does indeed yield a flat histogram -
the p-value of the χ2-test is equal to 0.39.
The effect of stratification along criteria that depend on the ensemble is
to produce inconsistent strata. For example, stratification along the ensem-
ble mean as in Figure 4.1b produces sloped rank histograms, thus indicating
biased ensembles, and stratification along the ensemble standard deviation
as in Figure 4.1c produces convex and concave histograms, thus indicating
underdispersion and overdispersion, respectively (see also Section 3.4). Strat-
ification along the ensemble median, IQR, and range produces pronounced
steps in the rank histogram which also make the ensemble appear inconsistent
with the verification.
There is an intuitive explanation for why this kind of stratification leads
to apparently inconsistent strata. Consider the case of stratifying along the
ensemble mean (Figure 4.1b). The ensemble mean is subject to sampling
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Figure 4.1: Stratified rank histograms for a consistent forecast ensemble. The
stratification criteria are indicated above each pair of plots. The blue bars
are for the low strata, and the orange bars are for the high strata. A χ2-test
confirms that none of these rank histograms can be considered flat.
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fluctuations. For some ensembles it is larger than the true mean of the dis-
tribution and for some ensembles it is smaller. Stratifying along the ensemble
mean separates these two groups of ensembles from each other. Consider now
only the high ensemble mean stratum. In an ensemble with “anomalously”
high ensemble mean, all the members are on average somewhat larger than
would be expected in a representative sample from the forecast distribution.
Now the verification is drawn independently from the forecast distribution,
and thus is such a representative sample. Since the ensemble is biased to-
wards large values due to stratification along the ensemble mean, the verifi-
cation drawn from the same distribution has a tendency to assume a value
closer to the low ensemble members than to the high ensemble members.
Consequently it will have a tendency to occupy the low ranks more often
than the high ranks. Thus the rank histogram for the high ensemble mean
stratum will appear negatively sloped, as is indeed the case in Figure 4.1b.
The same argument applies to stratification along the ensemble median, but
stratification along the median leads to a step instead of a slope.
Stratification along the ensemble standard deviation separates anoma-
lously narrow from anomalously wide ensembles. In the wide ensembles, the
verification has a tendency to occupy the central ranks and in a narrow en-
semble the verification has a tendency to occupy the extreme ranks. This
leads to convex and concave histograms, respectively. The same argument
applies to stratification along ensemble IQR and ensemble range, except that
the shape of the rank histogram is step-like instead of smooth.
At this point, a note on the calculation of ensemble quantiles which are
necessary for calculating the median and the IQR is in order. Different
methods exist for approximating quantiles based on finite samples (Hyndman
and Fan, 1996). Some of these methods use a weighted mean of two ensemble
members to approximate a single quantile. Throughout this study, we use
a single ensemble member to approximate a quantile. The p-quantile Qp is
approximated by e[q], where q = dpKe that is, pK rounded up to the next
integer. The choice of rounding up instead of rounding down is arbitrary.
This method of estimating a quantile introduces a certain bias. However, as
will become apparent in Section 4.4, assuming stratification along the value
of a single ensemble member instead of the average of two ensemble members
facilitates certain calculations.
Lastly, it should be emphasized that the apparent ensemble inconsisten-
cies observed in Figure 4.1 are the result of stratifying the ensemble along
estimates of distribution parameters. Had we stratified along the true value
of, say, the mean of the distribution, the rank histogram would be flat since
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the arguments of Section 4.2 would apply. The observed patterns in the rank
histogram are due to sampling fluctuations of the parameter estimates, which
are not independent of the rank probabilities.
4.4 A formal description of the effect of strat-
ification
In order to control and possibly correct for the spurious effects of ensemble
stratification it is worthwhile to describe the phenomenon in more mathe-
matical terms. Especially, the case of stratifying along the value of a single
ensemble member is considered. In this section, a complete description of
the rank histogram of a consistent ensemble stratified along the value of its
k-th largest ensemble member is provided.
Let e =
(
e[1], · · · , e[K]
)
denote a forecast ensemble with members or-
dered by increasing magnitude. The ensemble is an independent draw from
a cumulative forecast distribution function F (·). The definitions e[0] = −∞
and e[K+1] = +∞ apply. As in Eq. (4.2) we define the rank probability
qi, i = 1, · · · , K + 1 as the mass of probability concentrated between the
(i − 1)-st and i-th largest ensemble member, conditional on the ensemble
and the forecast distribution. The ensemble is considered to be statistically
consistent with the verification, such that E(qi) = 1/(K + 1) ∀ i. Ensemble
consistency further implies that the vector q = (q1, · · · , qK+1) has a Dirich-
let distribution with parameters (α1, · · · , αK+1) = (1, · · · , 1), as was shown
in Section 3.6. That is, q is uniformly distributed on the K-dimensional
probability simplex.
The stratification criterion S(e) : RK → {1, 2} is a function that maps
the ensemble into one of two groups. In particular, a constant threshold τ̃ is
defined such that stratification is realized by
S(e) =
{
1, if e[k] ≤ τ̃
2, if e[k] > τ̃.
(4.4)
Imposing an upper bound on e[k] is equivalent to imposing an upper bound
on the probability integral transform (PIT, see Section 3.5) of e[k], which is
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given by F (e[k]). The PIT of e[k], being the mass of probability concentrated
below e[k] is given by the sum of rank probabilities up to rank k, that is
F (e[k]) =
k∑
j=1
qj. (4.5)
Under the stratification criterion given by Eq. (4.4), the expected bar heights
of the rank histogram are proportional to the expectation values of qi, con-
ditional on the criterion. In the low stratum, where S(e) = 1 we have
E(qi | e[k] < τ̃) = E(qi |
k∑
j=1
qj < τ). (4.6)
In Eq. (4.6) the PIT was applied to both sides of the inequality in the con-
dition, and the definition τ = F (τ̃) was applied. It holds that τ < 1 as long
as τ̃ is finite.
The general problem with stratification along functions of the forecast
ensemble becomes evident already in Eq. (4.6). The random variable qi whose
conditional expectation value is to be calculated appears in the condition
as well. It is plausible that this conditional expectation value of the rank
probability is not necessarily the same as the unconditional expectation value
of 1/(K+1), and that the resulting rank histogram is therefore not necessarily
flat. If i > k, then qi does not appear in the condition. However, the rank
probabilities are correlated because they have to sum up to one. Therefore,
even though qi itself does not appear in the condition, random quantities that
are correlated with qi do appear in the condition. As a result, the conditional
expectation value of qi might still differ from its unconditional expectation
value.
The exact values of E(qi | S(e) = 1), and thus the expected heights of the
rank histogram bars after stratification depend on the exact value of τ , and
thus on the forecast distribution F , since τ = F (τ̃). Generally it can not be
assumed that the forecast distribution is known in closed form. Therefore, the
conditional expectation in Eq. (4.6) cannot be calculated exactly. However,
properties of the Dirichlet distribution can be used to proof certain equalities
and inequalities of these conditional expectation values. From these equalities
and inequalities, the shape of the expected rank histogram after stratification
can be inferred.
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The arguments are as follows. We have a (K + 1)-dimensional random
variable Q = (Q1, · · · , QK+1) which has distribution Q ∼ D(1, · · · , 1). Rank
probability vectors q of a consistent ensemble are realizations of the random
vector Q. The conditional expectation value of Qi, conditional on
∑k
j=1 Qj <
τ is given by
E(Qi |
k∑
j=1
Qj < τ) =
∫ 1
0
dq1 · · ·
∫ 1
0
dqK+1 qi p
(
q |
k∑
j=1
qj < τ
)
, (4.7)
where
p
(
q |
k∑
j=1
qj < τ
)
=
K! 1q∈∆K 1∑kj=1 qj<τ∫ 1
0
dq1 · · ·
∫ 1
0
dqK+1K! 1q∈∆K 1∑kj=1 qj<τ
(4.8)
=
1q∈∆K 1
∑k
j=1 qj<τ∫
∆K
dq 1∑k
j=1 qj<τ
. (4.9)
The elements of a random vector Q distributed according to the above den-
sity are partially exchangeable, namely under permutation of the elements
Q1, · · · , Qk and under permutation of Qk+1, · · · , QK+1 (see Appendix B.3 for
a discussion of exchangeability). For that reason, the conditional expectation
values of Eq. (4.7) are identical for i = 1, · · · , k and for i = k+ 1, · · · , K+ 1.
However, across these two subsets, the conditional expectation values might
not be equal.
Consider next the transformation of the above (K + 1)-dimensional ran-
dom vector Q = (Q1, · · · , QK+1) to the (K + 1− k)-dimensional vector
Q(k) = (
k∑
j=1
Qj, Qk+1, · · · , QK+1) (4.10)
where the first k elements of Q have been collapsed into the first element of
Q(k). Note that the elements Q
(k)
2 , · · · , Q
(k)
K+1−k are identical to the elements
Qk+1, · · · , QK+1, respectively. As a consequence of the aggregation property
of the Dirichlet distribution (see Eq. (B.21)), the random vector Q(k) has a
Dirichlet distribution with parameters (k, 1, · · · , 1). The expectation values
of the elements of Q(k) are thus equal to (k, 1, · · · , 1)/(K + 1), according
to Eq. (B.19). The conditional expectation value E(Q
(k)
1 | Q
(k)
1 < τ) is ob-
viously smaller than the unconditional expectation value of k/(K + 1), if
τ < 1. Since realizations of Q(k) are elements of the (K − k)-dimensional
probability simplex, the expectation values of all the elements have to sum
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to one. Therefore, at least one of the conditional expectation values of
Q
(k)
2 , · · · , Q
(k)
K+1−k, given that Q
(k)
1 < τ , has to be larger than its uncondi-
tional expectation value of 1/(K+ 1). Since all these elements are exchange-
able under the conditional distribution p(q(k) | q(k)1 < τ), their expectation
values are identical. Thus, all the expectation values E(Q
(k)
i | Q
(k)
1 < τ) for
i = 2, · · · , K + 1 − k are larger than 1/(K + 1). It follows that the condi-
tional expectations E(Qi |
∑k
j=1 Qj < τ) are likewise larger than 1/(K + 1)
for i = k + 1, · · · , K + 1. Accordingly, the conditional expectation values
E(Qi |
∑k
j=1Qj < τ) for i = 1, · · · , k, being identical, have to be smaller
than 1/(K + 1).
To summarize the above arguments we have
E
(
Qi |
k∑
j=1
Qj < τ
)
= c1 >
1
K + 1
∀i > k, (4.11)
and
E
(
Qi |
k∑
j=1
Qj < τ
)
= c2 <
1
K + 1
∀i ≤ k. (4.12)
This completes the proof that stratification along the k-th largest ensemble
member leads to a rank histogram in the low stratum (e[k] < τ̃), in which
the bar heights that correspond to ranks 1, · · · , k are on average equally high
but smaller than they would be without stratification. All bar heights that
correspond to ranks k+1, · · · , K+1 are likewise equally high on average but
larger than they would be without stratification. In order to infer the shape
of the rank histogram of the high stratum the only argument required is that
the two rank histograms of the low and of the high stratum have to add up
to the original rank histogram with equal expected bar heights. Thus, the
rank histogram of the high stratum must be the “mirror image” of that of
the low stratum. It is essentially the same as in Eq. (4.11) and Eq. (4.12)
but c1 is now smaller than 1/(K + 1) and c2 is larger.
The above arguments yield an understanding of what we observed in
Figure 4.1a. The important insight we obtained is that in each of the two
plateaus the expectation values of the bar heights are identical, independent
of the distribution from which the forecast ensemble was drawn. We thus
have a universal description of the expected shape of the rank histogram
under stratification along the k-th largest ensemble member.
Next, consider stratification by placing an upper bound on the difference
between two ensemble members, e[k] − e[j], where k > j. This is the case if
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stratification is applied along ensemble IQR or ensemble range, for example.
Placing an upper bound on the difference between two ensemble members
amounts to placing an upper bound on the mass of probability concentrated
between them, which is equal to the sum of rank probabilities
∑k
i=j+1 qi.
The upper bound on the sum over qi has the effect of placing an upper
bound on each of the individual qi with i ∈ [j + 1, k]. As a result, the
corresponding bars in the rank histogram will, on average, become smaller
than without stratification. Accordingly, a plateau will appear in the rank
histogram between these indices.
By applying the same reasoning to stratification along a function of mul-
tiple ensemble members one can hypothesize that stratification leads to step-
like rank histograms where a step occurs at each index whose corresponding
member enters the stratum. However, a general proof like the one we used for
inferring the rank histogram for stratification along a single member is not
easily obtained. Nevertheless, this speculation is in agreement with numer-
ous experiments similar to those that produced Figure 4.1. In Figure 4.1d,
stratification along ensemble IQR leads to steps after the indices 4 and 10,
and IQR= Q0.75 − Q0.25 is approximated by e[10] − e[4] for K = 13 using
our biased quantile estimator. Stratification along the range, the difference
between e[K] and e[1] leads to a step in the rank histogram after the first and
after the K-th bar with a plateau in between. The calculation of ensemble
mean and standard deviation involves all ensemble members. Consequently,
a step occurs after each bar and thus a smooth pattern develops.
Further experiments have been carried out using non-Gaussian ensembles
and stratification along products, fractions, sums and differences of various
ensemble members. It seems as though the effect is universal. If an ensem-
ble member enters the calculation of a stratum, a step develops in the rank
histogram after its corresponding index. If an ensemble member does not
enter the stratum, the expected bar height at its corresponding index is the
same as that of its right neighbor. Note, however, that a rigorous proof could
only be obtained for the case of stratification along a single ensemble mem-
ber. More research (and possibly more advanced mathematics) is required
to derive the rank histograms for general stratification criteria.
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4.5 Testing for ensemble consistency under
stratification
A forecaster who would like to apply stratification in order to assess statistical
consistency or inconsistency of a forecast ensemble has to anticipate nonflat
rank histograms, even if the unstratified ensemble is statistically consistent.
In this section a possible method to this end is presented.
We arrived at the conclusion that stratification along the k-th largest
ensemble member leads to strata of ensembles whose rank histograms cannot
be expected to be flat. Rather the following pattern is expected:
c(θ) = c0 +
(
θ︸︷︷︸
k times
,− k
K + 1− k
θ︸ ︷︷ ︸
K+1−k times
)
, (4.13)
where the (K + 1)-dimensional vector c0 = (1, · · · , 1)/(K + 1) indicates the
expected rank probabilities without stratification and the second term on
the right-hand side of Eq. (4.13) is a vector whose elements sum to zero
such that the elements of c(θ) sum to one. The parameter θ indicates the
“strength” or “prominence” of the stratification pattern. The histogram is
flat if θ = 0, and it is maximally distorted if either θ = −1/(K + 1) or
θ = (K + 1 − k)/(k(K + 1)) since in both cases the height of one of the
plateaus becomes zero. The exact value of θ is unknown, because in order to
know the exact expectation value of each rank probability, conditional on the
stratum, the forecast distribution must be known, as Eq. (4.6) shows. All we
know is that, in a statistically consistent forecast ensemble, certain elements
of the pattern vector c(θ) must be equal while others are generally not equal,
and this knowledge is encoded in its most general form in Eq. (4.13).
A statistical test for the null-hypothesis c(θ) after stratification can be
formulated based on a theorem by Wilks (1938); see also Mood et al. (1974).
This theorem is a statement about the asymptotic distribution of likeli-
hood ratios. Assume two parameter spaces Θ and Θ0 ⊂ Θ whose elements
parametrize candidate distributions that might have produced the indepen-
dent data points y = (y1, · · · , yN). The codimension of the smaller parameter
space Θ0 in the larger parameter space Θ is assumed to be equal to a, that is
dim(Θ)− dim(Θ0) = a. Let p(yt | θ) be the likelihood of the t-th data point,
given that the distribution of yt is parametrized by θ. The Wilks-theorem
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states that, if the data y was indeed generated by a distribution parametrized
by some θ ∈ Θ0 then
−2 log
sup
θ∈Θ0
∏N
t=1 p(yt | θ)
sup
θ∈Θ
∏N
t=1 p(yt | θ)
∼ χ2a. (4.14)
That is, the ratio between the maximized likelihoods of the data in the two
parameter spaces Θ and Θ0, transformed by −2 log(·), has a χ2-distribution
with a degrees of freedom.
We can think of each element θ of Θ and Θ0 as a possible model that ex-
plains the observations y, where θ ∈ Θ allows for more complex models than
θ ∈ Θ0. Intuitively, the Wilks-theorem quantifies how much the likelihood
of the data is increased if we unnecessarily increase the complexity of the
model that might have generated the data. Even if the data was produced
by a simpler model parametrized by θ ∈ Θ0, we will most likely find a more
complex model parametrized by θ ∈ Θ that assigns a greater likelihood to the
observed data. This is the case because a more complex model has more de-
grees of freedom to explain statistical fluctuations for which there is no causal
model. Equation (4.14) quantifies how much more likely the data becomes
under the more complex model than under the (correct) simple model.
We use the Wilks-theorem to ask whether the pattern vector given by
Eq. (4.13) provides a good model for an observed rank histogram for which
we know that the ensemble was stratified along the k-th largest member.
We set the larger parameter space Θ = ∆K , the K-dimensional probability
simplex, that is the collection of all (K+1)-dimensional vectors with positive
elements that sum to one. The smaller parameter space is the collection of
vectors c(θ) given by Eq. (4.13) with positive entries. Since the elements of
c(θ) sum to one, we have c(θ) ⊂ ∆K . Furthermore, since c(θ) is parametrized
by a single number, we have dim(c(θ)) = 1 and the codimension of c(θ) in
∆K is equal to K − 1.
Suppose we have observed a rank histogram with bar heights oi, where
i = 1, · · · , K + 1. The t-th data point is equal to yt = i if verification rank
i occurs on the t-th instance. Then we have oi =
∑N
t=1 1yt=i. The complex
model, where we allow θ ∈ ∆K , is given by
P(yt = i | θ) = θi. (4.15)
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Under this model, the maximum log-likelihood estimate of θ ∈ ∆K is given
by
sup
θ∈∆K
log
N∏
t=1
p(yt | θ) = sup
θ∈∆K
N∑
t=1
log p(yt | θ) (4.16)
= sup
θ∈∆K
K+1∑
i=1
oi log θi. (4.17)
Using a Lagrange multiplier λ to account for the constraint that the θi have
to sum to one, we find the maximum likelihood estimates of the elements of
θ by
0
!
=
∂
∂θj
{
K+1∑
i=1
oi log θi + λ
(
1−
K+1∑
i=1
θi
)}
=
oj
θj
− λ, (4.18)
which amounts to
θ̂j =
oj
N
(4.19)
after affirming that λ = N . The maximized log-likelihood under θ ∈ ∆K is
thus given by
sup
θ∈∆K
log
N∏
t=1
p(yt | θ) =
K+1∑
i=1
oi log
( oi
N
)
. (4.20)
Our model for the expected probability for the event yt = i under strati-
fication along the k-th largest ensemble member can be written as
P(yt = i | θ) =
{
1
K+1
+ θ , if i ≤ k
1
K+1
− k
K+1−kθ , if i > k.
(4.21)
Using the shorthand notation
Nm,n =
n∑
i=m+1
oi, (4.22)
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the maximum log-likelihood under the model Eq. (4.21) is given by
sup
θ
log
N∏
t=1
p(yt | θ) = sup
θ
N∑
t=1
log p(yt | θ) (4.23)
= sup
θ
{
log
(
1
K + 1
+ θ
)
N0,k
+ log
(
1
K + 1
− k
K + 1− k
θ
)
Nk,K+1
}
. (4.24)
Setting the derivative of the argument of Eq. (4.24) with respect to θ to zero
and applying some algebra yields for the maximum likelihood estimate of θ:
θ̂ =
N0,k
Nk
− 1
K + 1
. (4.25)
Thus the maximized log-likelihood under the model Eq. (4.21) is given by
log
N∏
t=1
p(yt | θ̂) = N0,k log
(
N0,k
Nk
)
+Nk,K+1 log
(
Nk,K+1
N(K + 1− k)
)
. (4.26)
Finally, substituting Eq. (4.20) and Eq. (4.26) into Eq. (4.14), and using the
fact that log sup(·) = sup log(·), we have that the test statistic
−2
(
N0,k log
N0,k
Nk
+Nk,K+1 log
Nk,K+1
N(K + 1− k)
−
K+1∑
i=1
oi log
oi
N
)
(4.27)
has a χ2-distribution with K− 1 degrees of freedom if the observed rank his-
togram with bar heights oi is the result of a consistent Monte-Carlo ensemble
that was stratified along the k-th largest ensemble member.
For the two rank histograms of Figure 4.1a, the test statistic of Eq. (4.27)
has p-values of 0.66 and 0.12, respectively, where k = 7 was used. That
means that these rank histogram are compatible with the hypothesis that
they correspond to a consistent 13-member Monte-Carlo ensemble that was
stratified along its 7-th largest member.
Statistical tests for rank histograms with multiple steps can be derived
as well. At the end of Section 4.4 it was hypothesized that stratification
along a function of the k-th and j-th largest ensemble member (j > k) leads
to a rank histogram that has steps after index k and index j and constant
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expected heights in between these steps. In analogy to Eq. (4.21), the model
for such a rank histogram is
P(yt = i | θ1, θ2) =

1
K+1
+ θ1 , if i ∈ [1, k]
1
K+1
+ θ2 , if i ∈ [k + 1, j]
1
K+1
− kθ1+(j−k)θ2
K+1−j , if i ∈ [j + 1, K + 1].
(4.28)
The same steps that lead to Eq. (4.27) yield the test statistic
− 2
(
N0,k log
N0,k
Nk
+Nk,j log
Nk,j
N(j − k)
+Nj,K+1 log
Nj,K+1
N(K + 1− j)
−
K+1∑
i=1
oi log
oi
N
)
∼ χ2K−2. (4.29)
The χ2-distribution of Eq. (4.29) has K − 2 degrees of freedom because the
parameter space of the model given by Eq. (4.28) is two-dimensional and
thus its codimension on the K-dimensional probability simplex is equal to
K − 2. Stratification along the difference between the k-th and j-th largest
ensemble members was carried out to produce Figure 4.1d (k = 4, j = 10)
and Figure 4.1e (k = 1, j = 13). The test statistic given by Eq. (4.29) yields
p-values of 0.12 and 0.09 for low and high IQR stratum, and 0.84 and 0.22 for
low and high range stratum. The stratification experiment has been repeated
a number of times. The resulting p-values for stratification along IQR and
range appear to be uniformly distributed. This is a further indicator that
the hypothesized step patterns indeed manifest themselves under these kinds
of strata.
Unfortunately, the above theory for testing under stratification does not
apply to stratification criteria that are a function of all ensemble members,
such as ensemble mean and ensemble standard deviation. Using the above
arguments, one would expect a step at each index in the rank histogram
which leads to a smooth pattern. However, the model analogous to Eq. (4.21)
and Eq. (4.28) would contain K free parameters to describe the stratification
pattern and the codimension of the two parameter spaces would be zero. The
corresponding χ2-distribution is then not defined. Nevertheless, ensemble
median and IQR provide alternatives to mean and standard deviation as
measures of central tendency and spread, respectively. Furthermore, mean
and standard deviations induce somewhat “natural” patterns in the rank
histogram, namely slope and U-shape, respectively. Since these patterns are
signatures of true ensemble deficiencies, namely bias and underdispersion (see
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Section 3.4), confusion might occur between stratification-induced patterns
and real patterns. Mean and standard deviation should thus be avoided for
stratification, and should be replaced by median and IQR.
4.6 Avoiding stratification patterns
The last section presented a method to account for known stratification pat-
terns in the rank histogram. A different way to approach the problem of
stratification-induced rank histogram patterns is to avoid them altogether.
In this section, two methods to this end are presented.
First of all, we recall what the actual reason is for nonuniformity of the
expected rank probabilities under stratification. In the case of stratification
along the k-th largest ensemble member, the reason for E(qi | e[k] < τ̃) 6=
1/(K + 1) is the upper bound τ on some of the qi, according to Eq. (4.6),
where τ is the PIT of τ̃ . The “natural” upper bound on the qi is one because
the qi are probabilities. Accordingly the natural lower bound on qi is zero.
Thus, if one can assure that τ ≈ 1 in the low stratum where e[k] < τ̃ , and
τ ≈ 0 in the high stratum where e[k] > τ̃ , the stratification patterns should
disappear.
One example where the above scenario is met is if the forecast distribu-
tion behaves regime-like, as illustrated in Figure 4.2. That is, in some cases
the forecast distribution is centered around rather large values of the fore-
cast target variable, and in other cases the forecast distribution is centered
around very small values. The two regimes are well separated, that is, values
in between are not assumed. Half of all ensembles and corresponding verifica-
tions are drawn from the low-mean distribution and the other half are drawn
from the high-mean distribution. If stratification is applied along the ensem-
ble median with threshold τ̃ which is unlikely to be assumed by any of the
two ensembles, the two strata are well-separated. The low-median stratum
will contain only cases where ensemble and verification were drawn from the
Gaussian with mean µ1, and the high-median stratum will only contain cases
drawn from the distribution with mean µ2. The rank histograms under both
strata thus become flat. Formally, the reason for the rank histograms being
flat is that the PIT of τ̃ is very close to one in the distribution with mean
µ1 and very close to zero under the distribution with mean µ2. The condi-
tional expectation of the qi is thus very close to or equal to the unconditional
expectation value, which is 1/(K + 1).
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Figure 4.2: (a) One of the two Gaussian forecast distributions with mean µ1
or µ2 is chosen randomly. A 13-member ensemble and a verification are drawn
from that distribution. The process is repeated 2× 105 times. The resulting
data set of ensemble-verification pairs is stratified along the ensemble median
with threshold τ̃ . (b) The rank histogram for the low stratum, where the
median is smaller than τ̃ . (c) The rank histogram for the high stratum,
where the median is larger than τ̃ . Both rank histograms can be considered
flat; the χ2-test given by Eq. (3.2) yields p-values of 0.55 for (b) and 0.4 for
(c). No stratification pattern occurs because the forecast quantity behaves
regime-like.
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We conclude that stratification should be physically justified. There
should be upfront evidence for well-separated strata. If stratification has the
potential of grouping two ensembles drawn from the same distribution into
two different strata due to sampling fluctuations, stratification patterns are
likely to occur. If, on the other side, stratification separates two true regimes
of the forecast variable almost perfectly, the resulting rank histograms remain
flat if the ensemble is consistent under all strata.
It might not be the case that the forecast variable behaves regime-like
and stratification might not be physically justified. It is possible to avoid
stratification patterns nonetheless. In a correspondence about conditional
exceedance probabilities (Mason et al., 2007; Bröcker et al., 2011; Mason et al.,
2011) an effect similar to the stratification patterns elaborated in this chapter
was discussed. Mason et al. (2011) propose a way to avoid artifacts that
might occur if a consistency analysis of Monte-Carlo ensembles is conditioned
on the ensemble itself. The idea is to split the ensemble randomly into two
disjoint subensembles. From one subensemble, the value of the stratification
criterion is calculated at each instance. This subensemble is then discarded
and the obtained value of the stratification criterion is assigned to the second
subensemble. If stratification is carried out based on a criterion obtained
from a second subensemble which was drawn independently from the same
forecast distribution, the ensemble which is evaluated is independent of the
value of the stratification criterion. Constraints on the rank probabilities as
in Eq. (4.6) then disappear and the expected rank histogram is flat if the
ensemble is consistent. The downside of such an approach is that half of the
ensemble is discarded and certain details might get lost. The advantage is
that all the standard techniques for assessing ensemble consistency can be
applied again.
4.7 Discussion
It was shown in this chapter that ensemble stratification has to be handled
with care. If forecast ensembles are analyzed näıvely after having been strat-
ified, faulty conclusions might be drawn. In particular, rank histograms of
stratified forecast ensembles can not be expected to be flat. The underlying
cause of this phenomenon was analyzed mathematically based on the results
of Chapter 3. A complete description of rank histograms of consistent en-
sembles stratified along their k-th largest ensemble member was formulated.
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A statistical test that accounts for possible stratification artifacts was devel-
oped and methods to avoid stratification artifacts were discussed.
The stratification artifacts derived in this chapter provide a new kind
of null-hypothesis against which forecast ensembles can be tested. In fact
stratification could be applied along each of K ensemble members separately,
using arbitrary threshold values τ̃ . Thus, the framework developed here
allows, in principle, for an infinite number of statistical tests for ensemble
consistency. However, the practical value of testing stratification along each
ensemble member and for every possible threshold is rather limited.
The statistical test developed in Section 4.5 only made use of the plateau-
like shape of the rank-histogram after stratification. No use was made of
the direction of the step, which is “upwards” (from left to right) in the low
stratum (e[k] < τ̃) and “downwards” in the high stratum. The null-hypothesis
about the rank histogram given by Eq. (4.13) does not make any assumption
about which of the plateaus is larger. Refining statistical tests to exploit this
knowledge might be another future endeavor.
The statistical framework developed here is applicable in situations where
the rank histogram of the complete (unstratified) forecast ensemble appears
flat. If it does, the analysis can be refined by considering various strata in
order to check whether the ensemble is also conditionally consistent. The test
Eq. (4.27) can be applied to test whether the low and high-median strata,
say, also appear consistent with the verification. The reason why the test
was not applied to actual weather data is that we did not have access to
ensemble data with flat rank histograms. Therefore, the first assumption is
not satisfied and further analysis by stratification is not very useful. Since
the theory developed here applies only to ensemble data that is (or seems to
be) statistically consistent, it is not applicable to data that is inconsistent to
begin with. However, the skill of weather models is steadily increasing and
rank histograms will become flat eventually. In the course of this develop-
ment, the theory of ensemble stratification is certainly a useful addition to
the existing suite of analysis tools.
We have put particular emphasis on stratification along functions of the
forecast ensemble because such stratification has been applied in the past
and was shown to lead to potentially faulty conclusions. One useful stratifi-
cation criterion which does not depend on the ensemble is the current season.
Since the season is typically not calculated from the forecast ensemble, the
conditional expectation value is calculated without an explicit dependency
between the expectation value and the condition, unlike Eq. (4.6). Sea-
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sonal stratification should therefore not lead to any stratification artifacts
in the rank histogram. Another possible group of criteria for stratification
are indices that characterize large-scale atmospheric behavior, such as the
North-Atlantic Oscillation index or the El-Niño Southern-Oscillation index.
As long as these are calculated without any reference to the forecast ensem-
ble, this stratification should not produce artificial behavior. However, as
soon as these indices are calculated from the ensemble directly, care must
be taken. A detailed examination of such large-scale variables is, however,
outside the scope of this study, and might be considered in future research.
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Chapter 5
Predictability of outliers in
ensemble forecasts
“That was too far out - I need longer arms.”
Léo Granger, on dealing with outliers in partner juggling.
5.1 Introduction
One of the major themes of this thesis is the notion of statistical consistency
of ensembles for numerical weather prediction. Statistical consistency implies
that the individual members of the ensemble can be considered independent
draws from the forecast distribution. If the forecast distribution is an ade-
quate representation of the uncertainty of the model (and therefore of the
forecaster) then the verification should behave like a random sample from
the forecast distribution.
Operational ensembles for weather forecasting are oftentimes not consis-
tent. A problem commonly encountered is ensemble underdispersion; the typ-
ical difference between ensemble members and the ensemble mean is smaller
than the typical difference between verification and ensemble mean. The rank
histograms of such underdispersive ensembles are typically convex (see also
Section 3.4). Ensemble underdispersion thus leads to frequent occurrence of
outlier events (Buizza and Palmer, 1998), that is events where the verifica-
tion is either smaller than the smallest ensemble member, or larger than the
largest ensemble member. In other words, outlier events are events where the
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Figure 5.1: ECMWF 2-meter temperature ensemble forecast and correspond-
ing verification. Initialization time (lead time 0) is February 24, 2004 at noon
and location is Heligoland, German Bight. An outlier at 3 days lead time is
marked red. Due to unavailability of the ensemble at lead time 0, the blue
lines were connected to the verification at lead time 0.
verification assumes either rank 1 or rank K + 1 in the K-member forecast
ensemble. Verifications which are outliers fall into one of the tails of the
forecast distribution. They can thus be identified with unexpected events,
events to which low probability has been assigned. Therefore care must be
taken if decisions are based on ensemble forecasts which favor outliers.
In Figure 5.1 a particularly serious example of an outlier, as observed in
ECMWF’s temperature ensemble, is illustrated. The location is Heligoland,
German Bight. At 3 days lead time, all of the 50 ensemble members predict
temperatures of around 2 degrees above zero but the verification drops below
zero degrees. The ensuing weather conditions might have involved freezing
rain where none was expected. A forecast user might sustain damage from
this outlier not due to the extremeness of the event, but due to not being
prepared for, say, adverse road conditions. Note that the same event was an
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Figure 5.2: The markers indicate outlier base rates over lead time for the 50-
member ECMWF temperature ensemble at two locations in Germany. The
ensemble forecasts were issued daily between 2001 and 2006. The horizontal
dashed line is at 2/51, which is the outlier base rate of a consistent 50-member
ensemble.
outlier in the ensembles initialized on the following two days (February 25
and 26, 2004), with all ensemble members being in the positive temperature
range as well (not shown).
Figure 5.2 shows outlier base rates (average relative frequencies) of the
operational ECMWF temperature ensemble for locations Dresden (WMO
station 10488) and Heligoland (WMO station 10015). The base rates were
calculated by comparing station data to the model output at that grid point
which is closest to the station. Especially at short lead times, the outlier base
rate of over 0.3 is significantly higher than the base rate of 2/51 ≈ 3.9% that
would be expected in a statistically consistent forecast ensemble. At longer
lead times, the outlier base rate saturates at values that are just below 0.1,
which is still larger than the consistent value.
An increased base rate of outliers can have a number of causes. Ensemble
underdispersion, being one possible cause, can be the result of perturbations
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that do not grow fast enough. Thus, the choice of initial conditions of the
ensemble members can influence the frequency of outliers (e. g. Barkmeijer
et al., 1999; Bowler, 2006). Since it characterizes the lack of ensemble dis-
persion, the outlier base rate (also called “outlier statistic”) has been used in
comparative ensemble studies between different weather centers (e. g. Buizza
et al., 2005). As argued by Wilks (2006a), for example, fluctuations of the
verification on spatial and temporal scales that are not resolved by the nu-
merical model might render the ensemble underdispersive, and might thus
increase the outlier base rate. Saetra et al. (2004) attribute an increased
outlier base rate to observational noise.
On summary, the frequency of outliers bears information as to the ability
of an ensemble forecasting scheme to capture the uncertainty in the verifica-
tion. The outlier base rate should neither significantly exceed nor fall behind
its “ideal” value of 2/ (K + 1). This is of course only true if the ensemble
is to be interpreted in the Monte-Carlo sense adopted throughout this work.
Additionally, the interpretation of outliers as unexpected events which fall
outside the expected range of forecast scenarios makes these events a concept
worth studying in more detail.
Since the occurrence of an outlier is inherently uncertain, all predictions of
outliers must necessarily be probabilistic. One could näıvely assume that the
best possible probabilistic prediction of outliers in a statistically consistent
ensemble is provided by the outlier base rate of 2/(K + 1). Likewise, one
could assume that in an operational ensemble, the best possible prediction
is given by the observed outlier base rate. This very assumption is the main
theme of the present chapter: A study is presented about the predictability
of outliers. In particular we want to ask whether probabilistic predictions for
outliers can be issued that are better than their unconditional base rate. If
such superior predictions are possible, how much better are they?
To be precise, we shall only be interested in whether a verification is
an outlier or not. We do not differentiate between outliers that exceed the
largest ensemble member and outliers that fall below the smallest ensemble
member. It is also not of interest for this study what the distance between
the verification and the ensemble is. Note also, that the research presented
here only applies to univariate ensembles. Defining the concept of a rank
and thus of an outlier in higher-dimensional ensembles is possible, but not
unambiguous (Gneiting et al., 2008).
Section 5.2 introduces strictly proper scoring rules and receiver operating
characteristics as means to quantify predictability. In Section 5.3, universal
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results about the predictability of outliers in consistent forecast ensembles are
derived based on the formalism developed in Chapter 3. Section 5.4 discusses
regularized logistic regression as a method to estimate outlier probabilities
when the forecast distribution is unknown. Finally, in Section 5.5 logistic
regression is applied to predict outliers in ECMWF’s operational temperature
forecast ensemble. The skill of these predictions is compared to the analytical
results of Section 5.3. The results are interpreted and discussed in Section 5.6.
Results of this chapter have been published in “Quarterly Journal of the
Royal Meteorological Society” (Siegert et al., 2011) and in “Advances in
Science and Research” (Siegert et al., 2012a).
5.2 Quantifying predictability
In order to answer questions such as “How well can outliers be predicted?”
or “How much better is outlier forecast A than outlier forecast B?”, some
concepts of the field of forecast verification (Jolliffe and Stephenson, 2003)
have to be reviewed. The evaluation of forecasts necessarily involves a com-
parison between the forecast and the verification. In the present setting, we
are interested in the event whether or not an outlier occurs. That is the event
of interest is binary, and will be coded by the event indicator yt = 1 if an
outlier occurs at time instance t, and yt = 0 otherwise. Forecasts for these
events will be issued in the form of probabilities pt = P (yt = 1 | I), where
I stands for the information on which the forecast pt is conditioned. Note
that, in principle, different forecasting schemes might exploit the same avail-
able information in different ways and might thus issue different probabilities
based on the same information I.
The process of forecast verification involves a statistical analysis of a data
set D = {pt, yt}Nt=1 of forecasts pt and corresponding observations yt. In Katz
and Murphy (1997, Chapter 2), a distinction is made between verification
measures, performance measures, and scoring rules. A verification measure
is any function of the forecasts and the observations, but not necessarily of
both. The base rate is a verification measure. A performance measure is a
function that summarizes the relation of the forecasts to the observations,
either individually (separately for every t) or collectively. A scoring rule is a
function that assigns a number to each individual forecast-observation pair.
The Brier Score (yt − pt)2, which will be introduced in Section 5.2.1 is a
scoring rule. The hit rate P (pt > ζ | yt = 1), required for ROC analysis in
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Section 5.2.2, is a performance measure but not a scoring rule, because it
cannot be calculated for every individual pair (pt, yt).
5.2.1 Strictly proper scoring rules and skill scores
A scoring rule is a function that assigns a number to a predictive distribution
function, based on the event that materializes (Jolliffe and Stephenson, 2003;
Gneiting and Raftery, 2007). For outlier prediction the scoring rule reduces
to a function S : [0, 1]×{0, 1} → R which assigns a real number to a pair of
scalar probability pt ∈ [0, 1] and the corresponding event indicator yt ∈ {0, 1}.
The empirical average of S (p, y) taken over the data set D is referred to as
the empirical score or simply the score of the underlying forecasting scheme
{pt}Nt=1. The convention is adopted that better forecasts receive lower scores,
such that ordering forecasts by increasing scores places the best forecasts at
the top of the list.
A scoring rule is called proper if it assigns the best possible score to the
actual event probability. Assume a forecaster has calculated a forecast prob-
ability q for a certain event which occurs with probability p. The expectation
value of the score S (q, y) of the forecast q is given by
ES (q, y) = S (q, 1)P (y = 1) + S (q, 0)P (y = 0) (5.1)
= S (q, 1) p+ S (q, 0) (1− p) . (5.2)
If S is proper, than ES (q, y) is maximized for q = p. S is called strictly
proper if ES (q, y) is maximized if and only if q = p. Being evaluated by
a proper scoring rule forces the forecaster to issue his forecasts honestly.
Assume the forecaster has calculated forecast probability p for the event y
and is willing to communicate to his customer a different probability q in
order to improve his expected score. His subjective expectation value as a
function of q is given by Eq. (5.1), and the propriety feature of the scoring
rule S will force the forecaster to communicate q = p as his forecast.
Arguably the most prominent proper scoring rule is the Brier Score
(Brier, 1950), given by
S (pt, yt) = (yt − pt)2 . (5.3)
Strict propriety of the Brier Score is shown by minimizing
E (y − q)2 = p (1− q)2 + (1− p) q2. (5.4)
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with respect to q. The derivative of Eq. (5.4) with respect to q indeed vanishes
if and only if p = q. Another popular example of a strictly proper scoring
rule is the Ignorance Score (Roulston and Smith, 2002), given by
S (pt, yt) = −yt log pt − (1− yt) log (1− pt) , (5.5)
which is equal to the negative logarithm of the probability assigned to the
observation yt. Note that the Ignorance Score assigns a value of +∞ to
(pt, yt) = (0, 1) or (1, 0), that is to instances where events happen that were
deemed impossible by the forecast. By contrast, the maximum (worst possi-
ble) value of the Brier Score is one and thus finite.
Skill scores (e. g. Wilks, 2006b) (also called relative scores) provide a
means of comparing two forecasts based on their empirical scores. Assume a
forecasting scheme {pt}Nt=1 obtains an empirical score S if evaluated against
the observations {yt}Nt=1. A reference forecast {qt}Nt=1 is evaluated against the
same observations and obtains an empirical score Sref. It is common to use
the constant base rate forecast q = 1
N
∑N
t=1 yt as the reference forecast. Let
Sperf be the best possible empirical score, which is zero for both Brier Score
and Ignorance Score. Then the skill score of the forecasting scheme {pt} is
given by
Srel =
S − Sref
Sperf − Sref
. (5.6)
That is, the skill score quantifies the improvement of S over Sref measured
in units of the maximum possible improvement over Sref. The forecasting
scheme {pt} obtains a skill score of zero if its score is not better than that of
the reference forecast, and a skill score of one if it obtains a perfect score. The
numerical value of Srel can thus be interpreted as “fractional improvement
over the reference forecast”. If {pt} is worse than the reference forecast, its
skill score is negative.
A skill score which is calculated over a finite number N of forecasts and
verification is subject to statistical fluctuations. The score S of the evaluated
forecast might be better (or worse) than the score Sref of the reference forecast
by mere chance. As a consequence, S might differ from zero without any of
the two forecasts being more skillful than the other one. An assessment of
the variability of the skill score Srel is thus required in order to judge whether
the difference of the skill score from zero is significant. The variance of a skill
score Srel
VSrel = E (Srel − ESrel)2 = ES2rel − (ESrel)
2 (5.7)
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can be estimated using propagation of error. According to Eq. (5.6), the
skill score Srel is a function of the score S of the forecasts under evaluation,
and the score Sref of the reference forecast. We Taylor-expand Srel, being a
function of S and Sref, to first order around the expectation values S = ES
and Sref = ESref:
Srel (S, Sref) ≈ Srel
(
S, Sref
)
+
∂Srel
∂S
∣∣∣∣
X
(
S − S
)
+
∂Srel
∂Sref
∣∣∣∣
X
(
Sref − Sref
)
(5.8)
where the notation •
∣∣
X
indicates that the expression to the left is to be
evaluated at
(
S, Sref
)
. Under this first-order approximation, it holds that
ESrel (S, Sref) = Srel
(
S, Sref
)
, (5.9)
and after substitution of Eq. (5.8) into Eq. (5.7) and assuming that Sperf = 0
one obtains
VSrel (S, Sref) =
1
S
2
ref
VS +
S
2
S
4
ref
VSref − 2
S
S
3
ref
Cov (S, Sref) . (5.10)
The expectation values S and Sref are replaced by the corresponding empirical
averages, which are unbiased estimators for the expectation values. S and
Sref are empirical averages, e. g. S =
1
N
∑N
t=1 St where St = (yt − pt)2
for the Brier Score. Assuming that scores on different forecast instances
are independent, the variances VS and VSref can be estimated by
1
N
VSt
and 1
N
VSref,t. Likewise, the covariance between S and Sref is estimated by
1
N
Cov(St, Sref,t), assuming that the scores St and Sref,t′ are independent for
t 6= t′.
5.2.2 ROC analysis
Receiver operating characteristics (ROC, Egan, 1975) is a concept from
signal detection to assess the quality of a binary classifier. In signal detection
theory, one often faces the problem of deciding whether a received message
(for example a voltage peak observed on a voltmeter) is a signal or noise. A
binary classifier is a function C that provides such a decision based on certain
available information (for example by fixing a voltage threshold below which
a voltage peak is considered noise and above which it is considered signal).
Every binary classifier has two possible outputs, “yes” or “no”, “signal” or
“noise”, “outlier” or “no outlier”, etc. Throughout this work, the classifier
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assumes the value C = 1 for a positive forecast (“yes” or “signal” or “outlier”,
etc.) and C = 0 otherwise.
A classifier C for a binary event y has an associated hit rate H and false
alarm rate F , given by
H ≡ P (C = 1 | y = 1) , and (5.11)
F ≡ P (C = 1 | y = 0) . (5.12)
ROC analysis compares these two quantities. The idea is that, if alarms are
issued randomly (independent of y), hit rate and false alarm rate are equal,
because Eq. (5.11) and Eq. (5.12) are then both equal to P (C = 1). A useful
classifier, which is better than randomly issued alarms, should have a hit rate
which exceeds its false alarm rate, since then more alarms are issued if an
event actually occurs than if no event occurs.
A probability forecast p can be transformed to a binary classifier by issu-
ing an alarm if the forecast probability exceeds a threshold ζ and not issuing
an alarm otherwise. Under this setting, hit rate and false alarm rate associ-
ated with the forecast p become functions of ζ, namely
H (ζ) = P (p > ζ | y = 1) , and (5.13)
F (ζ) = P (p > ζ | y = 0) . (5.14)
The lower ζ, the more alarms get issued, leading to a larger hit rate and a
larger false alarm rate. The threshold ζ can therefore be called the sensitiv-
ity of the algorithm which transforms the probabilistic prediction p to the
deterministic prediction C. The actual choice of ζ is made by the user, and
is typically based on the user-specific cost of missed hits and false alarms.
If the data set of forecast-verification pairs {pt, yt} is finite, the condi-
tional probabilities in Eq. (5.13) and Eq. (5.14) have to be estimated by
their relative frequencies
H (ζ) ≈ # (pt > ζ ∩ yt = 1)
# (yt = 1)
, and F (ζ) ≈ # (pt > ζ ∩ yt = 0)
# (yt = 0)
. (5.15)
where # (•) is the number of occurrences of the event • in the data set.
A plot of H (ζ) over F (ζ) is called an ROC curve. An ROC curve which
lies above the diagonal (the H = F line) indicates a skillful classifier ac-
cording to the above arguments. In the present work, an efficient algorithm
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presented in Fawcett (2006) is used to calculate ROC curves of a data set of
classifiers and corresponding verifications.
The area under the curve (AUC), given by
AUC =
∫ 1
0
dF H(F ) (5.16)
is a scalar summary measure of the ROC curve. An AUC that is significantly
different from 0.5 indicates a skillful classifier. It can be shown (Mason and
Graham, 2002) that the AUC is equal to the concordance probability, that is
the probability that a randomly drawn forecast probability pt from the pool
of events is larger than one drawn from the pool of non-events.
In order to judge whether an observed value of AUC is significantly differ-
ent from 0.5, a variance estimator for the AUC is required. It can be shown
(DeLong et al., 1988; Mason and Graham, 2002) that the AUC is propor-
tional to the Mann-Whitney U-statistic (Mann and Whitney, 1947), which
is known to be normally distributed. Based on this proportionality, DeLong
et al. (1988) derive the following variance estimator, which will be used in
this study. Define {Xi}mi=1 and {Yj}nj=1 as the collection of forecast prob-
abilities for which the event y happened and did not happen, respectively.
The Mann-Whitney statistic and hence the AUC is equal to the probability
P(X > Y ), estimated by the average over the kernel Ψ as
AUC =
1
mn
m∑
i=1
n∑
j=1
Ψ(Xi, Yj), (5.17)
where
Ψ(X, Y ) =

1, Y < X
1
2
, Y = X
0, Y > X.
(5.18)
Applying the definitions
s10 = E[Ψ(Xi, Yj)Ψ(Xi, Yk)]− E[Ψ(Xi, Yj)]2, j 6= k (5.19)
s01 = E[Ψ(Xi, Yj)Ψ(Xk, Yj)]− E[Ψ(Xi, Yj)]2, i 6= k (5.20)
s11 = E[Ψ(Xi, Yj)
2]− E[Ψ(Xi, Yj)]2, (5.21)
then the variance of the AUC can be written as
V(AUC) =
(n− 1)s10 + (m− 1)s01
mn
+
s11
mn
. (5.22)
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The expectation values in Eq. (5.19)-Eq. (5.21) are estimated by their em-
pirical averages over the data set of interest.
5.3 Outlier predictability in consistent fore-
cast ensembles
There are at least two possible ways of issuing probabilistic outlier forecasts in
a consistent forecast ensemble. If the only available information is statistical
consistency and the number of ensemble members, then the outlier base rate,
given by
P(y = 1 | F = G,K) = 2
K + 1
, (5.23)
is a possible probabilistic prediction, where F is the forecast distribution and
G is the distribution from which the verification is drawn. If additionally,
the forecast distribution F is known, as well as the values of the ensemble
members e = (e1, · · · , eK), a more specific prediction can be issued, namely
σ ≡ P(y = 1 | e, F,G = F ) = F (e[1]) + 1− F (e[K]), (5.24)
which is the sum of the first and the last element of the rank probability vec-
tor, conditional on the ensemble and the forecast distribution. It yields the
mass of probability concentrated “outside” the ensemble under the forecast
distribution. The identification of the outlier probability with the variable σ
will be used below when the outlier probability is treated as a random vari-
able. In this section, the probabilistic outlier prediction based on Eq. (5.24)
will be assessed and compared to prediction based on the outlier base rate
given by Eq. (5.23).
The central result obtained in Section 3.6 states that the rank probabil-
ity vector Q in a consistent forecast ensemble, conditional on the forecast
distribution, is a random vector which has a Dirichlet distribution with all
K + 1 parameters equal to 1:
Q ∼ D(1, · · · , 1). (5.25)
The components of the rank probability vector Q are exchangeable since
the parameters of the Dirichlet distribution are equal (see Appendix B.4).
Therefore, the joint distribution of Q1 and QK+1 is the same as that of, say,
Q1 and Q2. Thus, the marginal distribution of Q1 +QK+1, which is equal to
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the outlier probability given by Eq. (5.24), is the same as that of Q1 + Q2.
The transformation of the rank probability vector Q = (Q1, Q2, · · · , QK+1)
to Q̃ = (Q1 + Q2, Q3, · · · , QK+1) is a K-dimensional random vector with
Dirichlet distribution Q̃ ∼ D(2, 1, · · · , 1), according to the aggregation prop-
erty of the Dirichlet distribution (Eq. (B.21)). The first element of Q̃ is a
random variable with the same statistical behavior as the outlier probability
given by Eq. (5.24). Thus, if the outlier probability is treated as a random
variable, its distribution is a Beta distribution with parameters 2 and K− 1,
as Eq. (B.20) shows:
σ ∼ Be(2, K − 1), (5.26)
or equivalently, the probability density function of the outlier probability σ,
evaluated at the value s, is given by
pσ(s) = K(K − 1)(1− s)K−2s. (5.27)
To be very clear, we recall that σ is itself a probability, namely the outlier
probability conditional on the forecast distribution. Since the ensemble is a
random draw from the forecast distribution, the outlier probability σ is itself
also a random quantity, and Eq. (5.27) characterizes its statistical behavior.
Examples of the density function given by Eq. (5.27), together with empirical
histograms of outlier probabilities using the conceptual model of Section 2.2.5
are shown in Figure 5.3.
It does not come as a surprise that the outlier probability σ is not a
constant equal to 2/(K + 1), but it is a fluctuating quantity. The remark-
able result is that the fluctuations of σ are universal; the distribution of σ
is independent of the forecast distribution, and therefore independent of the
ensemble forecasting scheme and the forecast variable. If we assume that
the ensemble is statistically consistent, that the forecast distribution is al-
ways known to the forecaster, and that the outlier probability is calculated
according to Eq. (5.24), the distribution function that describes the fluctua-
tions of σ only depends on the number of ensemble members K. Note that,
as K increases, the distribution of σ becomes more and more concentrated
at zero. This means that in large ensembles it becomes increasingly unlikely
to observe a large outlier probability. Conversely, in small ensembles, the
outlier probability is more variable and outlier probabilities close to one are
not as rare.
Following Eq. (B.6), the expectation value of a random variable dis-
tributed according to Eq. (5.27) is equal to 2/(K + 1). The outlier base
rate is the expectation value of the random variable σ, which is intuitively
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Figure 5.3: Black lines: Analytical distributions (not normalized) of outlier
probabilities for different ensemble sizes. Colored bars: Empirical histograms
(N = 105) of outlier probabilities in the conceptual model of Section 2.2.5,
where outlier probabilities were calculated based on the forecast distribution,
using Eq. (5.24).
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clear. But the outlier base rate is not the only expectation value that can be
calculated using Eq. (5.27). Expectation values of arbitrary functions of the
outlier probability, such as performance measures, can be calculated as well.
5.3.1 Brier Skill Score
For outlier prediction, the expected Brier Score given by Eq. (5.3), is equal
to
ES(σ, y) = E(y − σ)2. (5.28)
Eq. (5.28) involves two random variables, y and σ, which are not independent.
In order to evaluate Eq. (5.28) we make use of conditional expectation values.
We first evaluate Eq. (5.28) at a fixed value of σ, that is
E[(y − σ)2 | σ = s] = P(y = 1 | σ = s)(1− s)2 + P(y = 0 | σ = s)s2, (5.29)
where y = 1 stands for “an outlier event occurs” and y = 0 means that “no
outlier event occurs”. But P(y = 1 | σ = s), the probability of an outlier,
conditional on the outlier probability being equal to s, is nothing else but s.
This is so because σ is the true outlier probability. If σ assumes a certain
value s, an outlier is going to occur with probability s. Thus, Eq. (5.29)
becomes
E[(y − σ)2 | σ = s] = s(1− s)2 + (1− s)s2
= s(1− s). (5.30)
A useful property of conditional expectation values (Mood et al., 1974) is
that
Ef(X, Y ) = E
{
E[f(X, Y ) | Y ]
}
. (5.31)
Applying this property to Eq. (5.28), we obtain
E(y − σ)2 = E
{
E
[
(y − σ)2 | σ = s
] }
(5.32)
= Es(1− s) (5.33)
=
∫ 1
0
ds s(1− s)pσ(s). (5.34)
Substituting Eq. (5.27), and using the formula for the Beta-integral Eq. (B.3),
yields
E(y − σ)2 = 2(K − 1)
(K + 1)(K + 2)
. (5.35)
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This is the expected Brier Score if σ is issued as an outlier forecast.
Calculation of the expected Brier Score of the base rate forecast is simpler
because here y is the only random quantity under the expectation value:
E
(
y − 2
K + 1
)2
=
(
1− 2
K + 1
)2
P(y = 1) +
(
2
K + 1
)2
P(y = 0), (5.36)
where P(y = 1) = Eσ = 2
K+1
. Therefore
E
(
y − 2
K + 1
)2
=
2(K − 1)
(K + 1)2
. (5.37)
Substituting Eq. (5.35) and Eq. (5.37) into the skill score equation Eq. (5.6)
with Sperf = 0 (because we are using the Brier Score) yields
Srel = 1−
E(y − σ)2
E
(
y − 2
K+1
)2 = 1K + 2 . (5.38)
The expected Brier Score of the σ-forecast and of the base rate forecast, and
the Brier Skill Score are shown as functions of K in Figure 5.4.
The Brier Score of the σ-forecast is always smaller than that of the base
rate forecast. Equivalently, the Brier Skill Score is always positive. This
means that the σ-forecasts are always more skillful than the base rate fore-
casts. One of the main questions posed in Section 5.1, whether more skillful
forecasts for outliers are possible than the base rate forecasts, can thus be
answered in the affirmative - at least under the assumption of a known fore-
cast distribution and a consistent forecast ensemble. Note, however, that the
Brier Skill Score given by Eq. (5.38) approaches zero as K → ∞. For very
large ensembles, the advantage of issuing the σ-forecast rather than the base
rate forecast vanishes asymptotically.
5.3.2 Ignorance Skill Score
Using Eq. (5.5), the expected Ignorance Score is given by
ES(σ, y) = E(−y log σ − (1− y) log(1− σ)). (5.39)
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Figure 5.4: Solid lines: Expected Brier Scores of the outlier forecasts based
on Eq. (5.24) and for the base rate forecast 2/(K + 1). Dashed line: Brier
Skill Score of the σ-forecast compared to the base rate forecast. All quantities
are plotted as functions of K, the number of ensemble members.
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Analogous to calculating the Brier Score, we first calculate the conditional
expectation value of the Ignorance, given a specific value of σ:
E[−y log σ− (1−y) log(1−σ) | σ = s] = −s log s− (1−s) log(1−s), (5.40)
where the relation P(y = 1 | σ = s) = s was applied. The expected Ignorance
Score is thus
ES(σ, y) =−
∫ 1
0
ds (s log s+ (1− s) log(1− s)) pσ(s) (5.41)
=−K(K − 1)
∫ 1
0
ds (1− s)K−2s2 log s
−K(K − 1)
∫ 1
0
ds (1− s)K−1s log(1− s). (5.42)
In order to solve Eq. (5.42), we apply the relation (Gradshteyn and Ryzhik,
1980) ∫ 1
0
dx xp−1(1− x)q−1 log x = B(p, q)(Ψ(p)−Ψ(p+ q)), (5.43)
where Ψ(n) = −C +
n−1∑
j=1
1
j
. (5.44)
C = −0.577 . . . is the Euler-Mascheroni constant, B(p, q) is the Beta-function
(see Appendix B.1), and we assume p, q ∈ N. Equation (5.42) can thus be
manipulated to
ES(σ, y) =
1
K + 1
(
2
K+1∑
j=3
1
j
+
(2K + 1)(K − 1)
K(K + 1)
)
(5.45)
Furthermore, the expected Ignorance Score of the base rate forecast is
equal to
ES
(
2
K + 1
, y
)
= − 2
K + 1
log
2
K + 1
− K − 1
K + 1
log
K − 1
K + 1
(5.46)
Using Eq. (5.6), the Ignorance Skill Score is given by
Srel = 1 +
(
2
∑K+1
j=3
1
j
+ (2K+1)(K−1)
K(K+1)
)
2 log 2
K+1
+ (K − 1) log K−1
K+1
(5.47)
88 CHAPTER 5. OUTLIER PREDICTABILITY
0 20 40 60 80 100
0.
0
0.
2
0.
4
0.
6
K
Ig
no
ra
nc
e 
(S
ki
ll)
 S
co
re
σ − forecast
base−rate forecast
Ignorance Skill Score
Figure 5.5: Colored solid lines: Expected Ignorance Scores of outlier forecasts
based on the forecast distribution and based on the base rate. Black dashed
line: Ignorance Skill Score, comparing the σ-forecast to the base rate forecast.
The gray lines are the curves of Figure 5.4 for the Brier Score for reference.
The above results are illustrated in Figure 5.5. Qualitatively, the curves
for the Ignorance look very similar to that of the Brier Score. Compared
to the Brier Skill Score, however, the Ignorance Skill Score falls off much
more slowly. It is not immediately clear, neither from Eq. (5.47) nor from
Figure 5.5 whether the Ignorance Skill Score vanishes for K →∞.
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To check the asymptotic behavior of the Ignorance Skill Score, we write
Eq. (5.47) as
Srel =1 +
AK +BK
CK +DK
, where (5.48)
AK ≡ 2
K+1∑
j=3
1
j
, BK ≡
(2K + 1)(K − 1)
K(K + 1)
(5.49)
CK ≡ 2 log
2
K + 1
, and DK ≡ (K − 1) log
K − 1
K + 1
. (5.50)
In order to analyze the limiting behavior of AK , we note that∫ K+2
1
dx
x
<
K+1∑
j=1
1
j
< 1 +
∫ K+2
2
dx
x− 1
(5.51)
which can be rearranged to
2 log(K + 2)− 3 < AK < 2 log(K + 1)− 1. (5.52)
Therefore AK behaves like
AK = 2 log(K + 1) +O(1) (5.53)
for K  1. It is obvious from Eq. (5.49) that BK converges to 2 for K →∞.
The limiting behavior of CK for large K is
CK = −2 log(K + 1) +O(1), (5.54)
and for DK we have
DK = log
(
1− 2
K + 1
)K+1
− log
(
1− 2
K + 1
)2
(5.55)
which, for large K, converges to log exp(−2) − log 1 = −2. Substituting
the limiting expressions for AK through DK into Eq. (5.48) we get for the
limiting behavior of the Ignorance Skill Score for outlier prediction
lim
K→∞
Srel = 1 + lim
K→∞
2(log(K + 1) +O(1))
−2(log(K + 1) +O(1))
(5.56)
= 1− 1 = 0. (5.57)
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The dashed curve of Figure 5.5 goes to zero for large K. Thus, for in-
finitely large ensembles, outlier prediction based on the forecast distribution
is as skillful as outlier prediction based on the base rate, if prediction skill
is measured either in terms of the Brier Score of in terms of the Ignorance
Score.
5.3.3 ROC curve and AUC
As noted in Section 5.2.2, when the forecast probability σ is used as a clas-
sifier, its ROC curve is a plot of the hit rate
H(ζ) = P(σ > ζ | y = 1) (5.58)
over the false-alarm rate
F (ζ) = P(σ > ζ | y = 0). (5.59)
Using the distribution of σ given by Eq. (5.27), the hit rate can be calculated
as follows:
H(ζ) = 1−
∫ ζ
0
ds pσ(s | y = 1) (5.60)
= 1−
∫ ζ
0
ds
P(y = 1 | σ = s)pσ(s)
P(y = 1)
(5.61)
= 1− K + 1
2
∫ ζ
0
ds s pσ(s) (5.62)
=
1
2
K(K + 1)(1− ζ)K−1ζ2 + (K + 1)(1− ζ)Kζ + (1− ζ)K+1 (5.63)
where integration by parts was used. Similarly, the false-alarm rate as a
function of the threshold ζ is given by
F (ζ) = (K + 1)(1− ζ)Kζ + (1− ζ)K+1. (5.64)
The area under the ROC curve is given by
AUC =
∫ 1
0
dF H(F ) =
∫ 0
1
dζ
dF (ζ)
dζ
H(ζ). (5.65)
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Figure 5.6: (a) ROC curves and (b) AUC for outlier prediction based on
the forecast distribution for different values of the ensemble size K. If the
unconditional outlier base rate of 2/(K + 1) were used for prediction, the
ROC would be identical to the diagonal and the AUC equal to 0.5.
Integrating by parts and applying elementary algebra, the AUC turns out to
be equal to
AUC =
11K2 + 3K − 2
16K2 − 4
. (5.66)
ROC curves and AUC for different values of K are shown in Figure 5.6.
For large K, the ROC curves seem to acquire a universal shape very similar
to the ROC curve for K = 50 in Figure 5.6. Similarly, the AUC does not
change significantly as K gets large. In fact, the AUC never assumes the
trivial value of 1/2 of the constant base rate forecast. The AUC of the σ-
forecast rather converges to a value of 11/16 for K →∞, as Eq. (5.66) shows.
This also means that the ROC curve of the σ-forecast never converges to the
diagonal. In contrast to the Brier Skill Score and the Ignorance Skill Score,
outliers are predictable better than by their unconditional base rate in the
ROC sense if the ensemble gets infinitely large.
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5.4 Logistic regression for outlier prediction
If one wants to predict the occurrence of outliers in operational ensembles,
there is a problem: the forecast distribution from which the ensemble mem-
bers are drawn is in general unknown to the forecaster. A direct computation
of the outlier probability using Eq. (5.24) is then not possible. However, it
might still be possible to extract information as to the occurrence of outliers
from the ensemble itself, or from different sources. That is, even if the actual
distribution of the ensemble members (and of the verification) is unknown,
we might still be able to construct a probabilistic forecast which is conditional
on the ensemble e and additional information I,
P(y = 1 | e, I), (5.67)
that is more skillful than the unconditional base rate forecast. In this section
a well-known statistical learning algorithm called regularized logistic regres-
sion will be presented which transforms arbitrary input data, such as e or I
above, to forecast probabilities for outlier events. The reader is referred to
Hastie et al. (2009) for an extensive introduction to statistical learning. For
more detailed information about logistic regression, see Bröcker (2010) for
example. The ultimate goal of our statistical learning problem is to find a
function (a model) that maps a number of model inputs, or predictors, to an
estimate of the outlier probability pt at time t.
Let us first fix notation and outline the general modus operandi of fitting
a logistic regression model. The starting point is a training data set of size
N which consists of a predictor matrix X ∈ RN×M , and a vector of event
indicators y ∈ {0, 1}N . The elements of the vector y code the occurrence or
nonoccurrence of an outlier event at time t by yt = 1 or yt = 0, respectively.
We assume that the outlier events yt occur independently of each other. The
rows of the predictor matrix X are the input vectors xt = (x
(1)
t , · · · , x
(M)
t ),
which contain all the data on which the event probability pt at time t is
conditioned. By convention, the first element of xt is always constant and
equal to one. Furthermore we assume that the columns of X (except the first
one) are normalized to zero mean and unit variance, such that each predictor
is of the same order of magnitude and exhibits the same variability.
Logistic regression fits a linear superposition of the inputs at time t to
the log-odds ratio of the event probability pt at time t, i. e.
xβT = log
pt
1− pt
, (5.68)
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where the M -dimensional vector β = (β1, · · · , βM) contains the model coef-
ficients. The first element of β, the one which corresponds to x
(1)
t = 1 ∀ t, is
called the intercept. Thus, we are looking for a vector of coefficients β such
that the estimated outlier probability at time t can be calculated by
pt =
exp(xtβ
T )
1 + exp(xtβ
T )
. (5.69)
It is a valid question to ask why we do not use linear regression in order to
model the outlier probabilities. In such an approach, we would have to fit a
model of the form pt = xtβ
T which is simple, using the machinery of ordinary
least squares regression. The problem here is that the linear superposition
of the inputs xtβ
T can in principle obtain values smaller than zero or larger
than one, which must be avoided since pt is a probability. Simply clipping
the estimated probabilities at zero and one might also be a bad idea; since we
want to apply the Ignorance Score (Eq. (5.5)) which is a logarithmic criterion,
we could end up with scores of ∞, namely if yt = 1 and pt = 0 or vice versa.
A possibility to avoid this is to clip the probabilities not at zero but at a
positive value very close to zero. However, this adds another parameter to
the modeling procedure, whose choice can not be easily motivated. It is thus
reasonable to avoid probabilities of exactly zero or one by using a nonlinear
transformation such as the one in Eq. (5.69).
A possible strategy to obtain the optimal model coefficients β̂ is to find
that β which maximizes the likelihood of the observed events in the training
data set:
β̂ = argmax
β
P(y | β) (5.70)
= argmax
β
N∏
t=1
(
yt exp(xtβ
T )
1 + exp(xtβ
T )
+
1− yt
1 + exp(xtβ
T )
)
. (5.71)
Instead of maximizing the likelihood one can also maximize the logarithm
of the likelihood since the logarithm is a monotonic transformation. In this
case the likelihood (or its logarithm) is called cost function, loss function,
or objective function. Different cost functions can be chosen, for example
the empirical Brier or Ignorance Score. These cost functions should then
be minimized instead of maximized. In any case, independent of the cost
function, the above optimization can be performed numerically, for example
by the well-established Newton-Raphson algorithm (Press, 2007).
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However, there is a problem with the above approach to fitting the model
coefficients β̂: It only finds those coefficients that best fit the training data.
But the model that best fits the training data is not necessarily the best pos-
sible model. A good model should not only perform well inside the training
data, but also in yet-unknown cases, using inputs that were not part of the
training data. In fact, if the number M of inputs per instance is equal to the
number N of instances in the training data set, one can always construct a
statistical model that fits the training data perfectly1. Such a model suffers
from overfitting : It was trained to fit the training data very well, but it might
generalize poorly to unknown instances. Overfitting can occur if M ≈ N ,
and if the columns of X are highly correlated (Hastie et al., 2009).
Overfitting can be avoided by limiting the variability of the model coef-
ficients (Hastie et al., 2009). One way to achieve this is to impose a penalty
proportional to the size of the coefficient vector β. If “size” is defined by
the L1-norm of β, i. e. by ||β||1 =
∑
|βi|, then the optimization problem
changes to
β̂ = argmax
β
{P(y | β)− λ||β||1} . (5.72)
Controlling the variability of the model coefficients by imposing a size penalty
is referred to as regularization, and the parameter λ > 0 is called the reg-
ularization parameter. The intercept β1 is not penalized, that is ||β||1 =∑M
i=2 |βi|. Equation (5.72) shows that the optimization algorithm has to find
a compromise between making the model fit the training data, and at the
same time keeping the model coefficients small. This compromise can lead
to parsimonious models in which only those model coefficients are nonzero
which have a firm relation to the prediction target.
The problem is now how to find λ̂, the optimal value of the regularization
parameter. After all, if λ is close to zero, the coefficients will hardly be
penalized and overfitting can occur. But if λ is too large, the penalty term
will dominate the cost function, and all coefficients (except the intercept)
will be shrunk to zero in order to optimize the cost function. The resulting
model is then simply the base rate model. Throughout this work, the optimal
regularization parameter will be chosen via 10-fold cross-validation (Hastie
et al., 2009). The original training data set is randomly split into 10 equally
sized chunks. At a fixed value of λ, a regularized logistic regression model is
fit using only 9 of these chunks as training data, which yields a certain set of
model parameters β̂. The cost function for this β̂ is calculated inside that
chunk of the data that was left out during its optimization. This process
1This true only if the predictor matrix X has full rank.
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is repeated 10 times, with each chunk of the data being left out during
optimization exactly once, and instead acting as the test data set. The
average over the ten values of the cost functions provides an estimate of the
out-of-sample performance of the model. The above procedure is repeated
for a range of values of λ, and that value of λ that obtains the best estimated
out-of-sample performance is chosen to be λ̂. Finally, the ultimate model is
fit by optimizing the cost function Eq. (5.72) in the full original training data
set using the cross-validated regularization parameter λ̂.
Regularization using the L1-norm of the coefficient vector is also referred
to as Lasso-regularization (Tibshirani, 1996), and is a popular modeling strat-
egy in the machine learning literature. One of its advantages is that it can
set coefficients that correspond to unimportant predictors to be exactly zero.
Different regularization techniques, such as Ridge-regression which penalizes
the L2-norm (Hastie et al., 2009) do not achieve this. Furthermore, an effi-
cient implementation for fitting Lasso-models called glmnet (Friedman et al.,
2010) exists for the R statistical programming language (R Development Core
Team, 2011). The optimization method used in this package is cyclical co-
ordinate descent (Friedman et al., 2007). The glmnet package is used for
outlier prediction throughout the next section.
5.5 Outlier predictability in ECMWF’s oper-
ational ensemble
As a motivating example as to why skillful outlier predictions might be pos-
sible even if the forecast distribution is unknown, consider Figure 4.1e). If
a statistically consistent forecast ensemble is stratified along its range, the
low range stratum contains ensembles in which outliers tend to be overrepre-
sented, and the high range stratum contains ensembles with a lower than av-
erage number of outliers. That is, in ensembles that have lower-than-average
ensemble range the outlier probability is higher than the unconditional base
rate of 2/(K+1), and in ensembles with higher-than-average ensemble range
the outlier probability will be lower than 2/(K + 1). It should be possible to
exploit this knowledge to issue outlier forecasts that are more skillful than
the unconditional base rate.
A similar effect as in the idealized ensemble can be observed in the opera-
tional ECMWF temperature ensemble for Dresden, evaluated at lead time 6
days. Figure 5.7 shows that the number of outliers is higher in the low-range
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Figure 5.7: Rank histogram in the νi-representation for the 50-member
ECMWF temperature ensemble forecast (lead time 144 hours, station Dres-
den/Germany), stratified along the ensemble range. (a) Lower-than-average
ensemble range and (b) higher-than-average ensemble range. Due to a large
number of outliers, the low-range stratum appears inconsistent with the ver-
ification. In the high-range stratum on the other side, all histogram bars are
contained inside the 95% confidence interval.
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Figure 5.8: The same ensemble as in Figure 5.7 stratified along “season”:
(a) is the rank histogram only for ensembles that verify between December
and May (inclusive) and (b) is the rank histogram for June-November. The
number of outliers (especially of rank 1) is different in these two periods.
stratum than in the high-range stratum. If the ensemble range is low, outliers
are more likely to occur than if the ensemble range is high. Following the
discussion of Chapter 4, this behavior is expected. The apparent inconsis-
tency of the low-range stratum can be caused by stratification, and does not
necessarily indicate that the ensemble is statistically inconsistent. Of course,
we know from the unstratified rank histogram, shown in Figure 3.4, which is
significantly U-shaped, that the ensemble is really statistically inconsistent.
If the same ensemble is stratified along the current season, that is if rank
histograms are constructed separately for June-November and December-
May as was done in Figure 5.8, a similar difference can be observed. Outliers
occur more often during the “cold” season than during the “warm” sea-
son. This difference can be due to the fact that weather in continental mid-
latitudes tends to be more variable during the winter than during the summer
(Giorgi et al., 2004). In Dresden, for example, the 2-meter temperature at
noon between 2001 and 2006 had a standard deviation of 7.7◦C between De-
cember and May, and 7.3◦C between June and November. Differences in the
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model index combination of model inputs
0 xt = 1
1 xt = (1, cosωt, sinωt)
2 xt = (1, cosωt, sinωt, cos 2ωt, sin 2ωt)
3 xt = (1, cosωt, sinωt, cos 2ωt, sin 2ωt, e
t
[1], e
t
[K])
4 xt = (1, cosωt, sinωt, cos 2ωt, sin 2ωt, e
t)
Table 5.1: Input combinations used in the logistic regression model for outlier
prediction in the operational temperature ensemble. et denotes the ordered
ensemble at time t and ω = 2π/(365.2425days). Note that the complexity
of the models increases with increasing model index. An input combination
with a smaller index is always a subset of a combination with a higher index.
forecast model’s quality under different meteorological conditions could be
another cause for the observed differences in the rank histograms.
The above findings provide potential predictive skill as to the occurrence
of outliers that is better than that of the unconditional base rate forecast. If
outliers occur more frequently under certain conditions such as “low range”
or “cold climatic period”, a forecaster interested in skillful outlier predictions
can obtain additional skill from this insight. In order to judge whether this
knowledge can significantly improve predictions that are made out of sample,
a predictability study using regularized logistic regression shall be performed.
We shall evaluate outlier prediction skill based on different predictors
in the ECMWF temperature ensemble at Dresden (WMO station 10488).
Outlier predictions are evaluated separately for all available lead times, that
is 24 hours, 48 hours, etc. up to 240 hours. In particular, the ordered
ensemble at time instance t, denoted by et = (et[1], e
t
[2], · · · , et[K]) will serve
as a predictor, as well as seasonality. The time t is measured in days since
January 1st, 2001.
Table 5.1 shows the different models that are used for predicting outliers
in the ECMWF ensemble forecasts. The models are ordered by increasing
complexity. The “zeroth” model results in the simple base rate model, where
no variable predictors are made available to the logistic regression algorithm,
but only the constant intercept. The fitting algorithm simply recovers the
unconditional outlier base rate in the training data set. The first model is a
simple seasonal model, where the outlier probability is allowed to vary sinu-
soidally, with a single oscillation during the course of one year. The second
model is similar to the first but it allows for up to two oscillations during one
year. In the third model, the smallest and the largest ensemble member are
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additionally passed to the regression model as possible inputs. Such a model
might (in part) recover the varying outlier probability conditional on the en-
semble members, as in Eq. (5.24). The fourth and most complex model has
55 inputs - it includes the full ensemble. It will be used to test whether the
complete ensemble contains more information as to the occurrence of outliers
than only the outer ensemble members.
In order to evaluate predictive skill out of sample, 10-fold cross validation
is applied. The full 6-year training data set is randomly split into 10 non-
overlapping chunks, each of which serves as the test data set once while the
other 9 serve as the training data used to optimize the regression coefficients
β̂. This results in a 6-year data set of outlier probabilities, where each prob-
ability is estimated independently of its corresponding verification because
the inputs based on which the probability is estimated were not part of the
training data.
Note that during each of the 10 folds, another cycle of 10-fold cross val-
idation is applied in order to find the optimal regularization parameter λ̂,
as outlined in Section 5.4. This “inner” loop of cross validation is used to
estimate the out-of-sample performance and in order to select the model that
generalizes best, and the “outer” loop of cross validation makes sure that the
present study mimics conditions similar to an operational setting, in which
the new inputs are not part of the training data. In other words, the inner
loop is applied to select the best possible model based on estimated out-of-
sample performance, and the outer loop is used to check how well this best
possible model would perform in an operational setting, based on its actual
out-of-sample performance.
Figure 5.9 shows in a step-wise fashion, by means of Ignorance and Brier
Skill Scores, how the individual inputs of models 0 through 4 of Table 5.1
improve the outlier predictions. Brier Skill Scores and Ignorance Skill Scores
agree qualitatively but the Ignorance Skill Score is somewhat more vari-
able, probably due to being based on a logarithmic criterion as opposed to a
squared criterion. From Figure 5.9(a) we see that model 1, which can model
“first order seasonality”, improves the scores by up to 5 percent at small lead
times but has little to no effect at lead times larger than 5 days. Contrary
to that, model 2 which models “second order seasonality” improves scores at
these longer lead times, albeit only on the order of one percent over the scores
of model 1. Model 3, which models dependence of outlier probabilities on
the smallest and the largest ensemble member improves the scores of model
2 by around 5 percent at small lead times, and up to 3 percent for longer
lead times. Including all ensemble members as predictors, using model 4, has
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Figure 5.9: Model comparison for outlier prediction by skill scores in
ECMWF’s temperature ensemble for Dresden/Germany. The models are
constructed according to Table 5.1. The formulation ”model i vs. model
j” means that the skill scores indicate the fractional improvement of the
score of model i over the score of model j. The error bars indicate standard
deviations calculated according to Eq. (5.10). Note the different y-scales.
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Figure 5.10: Skill Scores for outlier prediction by regularized logistic regres-
sion in the ECMWF temperature ensemble for Dresden, plotted over the lead
time. The error bars indicated 95% confidence intervals. The dotted lines
are the analytical skill scores calculated in Section 5.3.1 and Section 5.3.2
using K = 50.
no effect on the skill scores. In fact, the lasso regularization sets most of the
coefficients that correspond to these “inner” ensemble members to exactly
zero. The conclusion of Figure 5.9 is that model 3 is the optimal one under
the present setting and will be evaluated further.
In Figure 5.10, the Brier Skill Score and Ignorance Skill Score comparing
the predictive skill of model 3 to that of the base rate forecast (model 0) are
shown. At all lead times the skill scores are significantly greater than zero as
indicated by the 95% confidence bars. Thus the logistic regression estimates
of outlier probability in the operational ECMWF ensemble provide more
skillful predictions than the unconditional base rate. The initial question of
the present chapter, whether such predictions are possible, can be answered
in the affirmative for the operational ensemble as well.
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Figure 5.11: (a) Blue curves: ROC curves of outlier forecasts in the ECMWF
temperature ensemble for station Dresden/Germany. Orange shading: ROC
curve obtained analytically in Section 5.3.3 for statistically consistent forecast
ensemble. (b) AUC over lead time in the same ensemble. All AUCs are
significantly larger than the “no skill” value of 0.5, as indicated by the 95%
confidence intervals, which were calculated as outlined in Section 5.2.2.
At short lead times of less than 96 hours, both skill scores indicate around
8% improvement over the base rate forecast. At larger lead times, the skill
scores decrease somewhat. The Brier Skill Score saturates at a value of
around 2%, and the Ignorance Skill Score at around 4%. An interesting
result is the fact that the saturation value of the Brier Skill Score is very
close to the analytical value of 1/52 obtained in Section 5.3.1.
Finally, Figure 5.11 shows ROC curves and corresponding AUC values
for outlier prediction in the ECMWF temperature ensemble at station Dres-
den/Germany. All ROC curves are significantly different from the diagonal,
as indicated by the error bars of AUC that do not overlap the “no skill”
value of 0.5. The ROC curves and AUCs seem to be slightly less variable
over lead time than the skill scores. Contrary to the skill scores, the AUC
are in good agreement with the analytical AUC for small lead times and in
less good agreement for longer lead times.
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5.6 Discussion
The results presented in this chapter have been published in scientific jour-
nals (Siegert et al., 2011, 2012a). Some of the plots presented there show
slight differences to the ones shown in the present work for a number of rea-
sons. First of all, cross-validation was applied which involves randomization
of the training data sets. For this reason, results can differ slightly due to
using different initializations of random number generators. Furthermore,
while outlier predictions in the operational ensemble were carried out us-
ing the R package glmnet in this chapter, in Siegert et al. (2011) a custom
implementation of ridge regression using regularization methods developed
in Bröcker (2010) was applied. These different prediction algorithms lead
to slightly different skill scores. Lastly, in Siegert et al. (2011) we did not
use ensemble data at the nearest grid point to the observation station but
an interpolation using the four nearest grid points. Therefore the ensemble
data that was analyzed is not fully identical. None of the conclusions change,
however, since all variations are within the error bars. This reproduction of
the same research using different methods renders the results more robust
and more reliable.
An interesting result about predictability indices is observed in Section 5.3
where the case of statistically consistent ensembles is treated analytically.
Unlike the proper skill scores that were considered in Section 5.3.1 and Sec-
tion 5.3.2, there is positive outlier prediction skill in infinitely large ensembles
in the ROC sense, as shown in Section 5.3.3. This contradiction illustrates
that skill scores and ROC analysis are inherently different ways to assess
predictive skill of a forecasting scheme. More generally, this result illustrates
that “predictive skill” and “predictability” are not generic terms, but depend
on the specific criterion used to evaluate a prediction.
The interpretation of the results for the operational ensemble is difficult
for a number of reasons. The empirical skill of outlier prediction can be either
smaller or larger than the analytically calculated skill. The empirical skill
can be larger than the analytical skill due to a larger outlier base rate which,
as in the case of the ECMWF ensemble, can be a result of ensemble under-
dispersion. The ensemble behaves like an ensemble with a smaller “effective
number of members”. As shown in Figure 5.4 and Figure 5.5, the skill score
of outlier prediction is the higher, the smaller the number of ensemble mem-
bers. This is the reason for why the lead time dependence of the empirical
skill scores in Figure 5.10 resembles the lead time dependence of the outlier
base rate shown in Figure 5.2. However, even if the ECMWF ensemble were
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statistically consistent with the verification, we might not observe the ana-
lytically calculated skill scores. Since the forecast distribution is unknown in
operational settings, a statistical learning algorithm has to establish the con-
nection between the ensemble and the outlier probability. If this algorithm
exhibits weak performance or if the training data set is too small, the outlier
probabilities might not correspond to the actual probabilities. This would
lead to predictions that are less skillful than calculated analytically. The
empirical skill scores would then be smaller than the analytical skill scores.
Therefore a comparison between an inconsistent operational ensemble and
a hypothetical consistent ensemble is a delicate task. The same is true in
general when comparing predictability of events that occur at different base
rates.
In the light of the above arguments, it is somewhat surprising that the
empirical skill scores agree so well with the analytical skill scores. However,
since the assumptions under which the analytical skill scores were obtained
are not satisfied in the operational ensemble, we should not over-interpret
this agreement. The final conclusion is that the empirical skill of outlier
predictions is small but significantly larger than zero. Furthermore, the an-
alytical calculations provided a reasonable “order of magnitude” estimate of
a few percent improvement over the base rate forecast. Any conclusions that
go beyond the above are not warranted by the data.
In the process of building the logistic regression model for outlier predic-
tion it was assumed that outlier events are sequentially unrelated. That is,
the sequence of events and predictors was considered invariant under per-
mutation. This assumption is popular in statistical modeling, because it
simplifies many calculations. But the assumption might not be satisfied in
the present case. Since weather events are autocorrelated, weather forecasts
should also be autocorrelated, if the model resembles the real system. There-
fore, events that depend on weather forecast and actual weather observations,
such as outlier events, can be autocorrelated as well. The piece of information
“yesterday an outlier occurred” might contain further information about the
occurrence of outliers in the near future, and thus increase predictive skill
of outliers. Preliminary studies not presented here suggest that this is not
the case. But more research is necessary to fully disentangle the effects of
seasonally varying outlier base rates and autocorrelation.
Chapter 6
Summary and Outlook
“Muss man denn immer alles vorhersagen???”
Marlen Oehme, Sunday morning philosophy.
6.1 Summary
Prediction is considered as one of the goals of physics. The present work con-
siders the problem of predicting the future development of a system, based
on its present state and based on knowledge about the physics that govern
the system. Prediction is thus regarded as an initial value problem. Special
emphasis is put on the problem of weather forecasting. In many real prob-
lems such as weather forecasting, predictions can be hampered by sensitivity
to initial conditions and inaccuracies in the formulation of the physical model
and its numerical implementation. In Chapter 2 it is thus argued that pre-
dictions in such systems must necessarily be of probabilistic nature in order
to express the degree of certainty about the future of the system. Ensemble
forecasting is a practical method to transform deterministic predictions into
probabilistic ones by running predictions starting from a collection of nearby
initial states and using similar model formulations. The spread of the result-
ing collection of forecasts can be used to estimate the forecast uncertainty
that results from uncertainty in the initial conditions and in the numerical
model.
This thesis presented a detailed analysis of the concept of the verification
rank in univariate forecast ensembles. A verifying observation that falls into
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the interval defined by the (k−1)-st and k-th member of the ordered forecast
ensemble is said to have rank k. In Chapter 3 the role of the verification rank
for the evaluation of forecast ensembles is elucidated. One desirable property
of forecast ensembles is statistical consistency, which means that ensemble
members and the corresponding verification should behave like random and
independent draws from the same forecast distribution. The interpretation of
ensembles as random samples from a distribution is called the Monte-Carlo
interpretation. The verification rank histogram is a practical tool to assess
the degree of statistical consistency of a Monte-Carlo ensemble, based on
a historical archive of ensemble forecasts and their corresponding verifica-
tions. Flatness of the verification rank histogram is shown to be a necessary
property of a consistent ensemble. Deviations from flatness can be used to
diagnose different kinds of ensemble deficiencies, such as bias of the ensemble
mean or ensemble underdispersion. It is shown that, under the assumption
of statistical consistency and the validity of the Monte-Carlo interpretation,
a universal model can be formulated that captures certain statistical proper-
ties of forecast ensembles that are independent of the distribution from which
ensemble and verification are drawn. This model discerns that the (K + 1)-
dimensional vector of rank probabilities, conditional on the corresponding
K-member Monte-Carlo ensemble and the forecast distribution, is a random
vector that is uniformly distributed on the K-dimensional probability sim-
plex. Statistical properties of rank probability vectors were subsequently
applied to problems of ensemble analysis.
In Chapter 4, a variant of the verification rank histogram is discussed
which is meant to refine the analysis of forecast ensembles. In this variant,
rank histograms are constructed after stratifying the historical data set of
forecast ensembles according to certain criteria. If, for example, a forecaster
wants to assess the degree of statistical consistency of a forecast ensemble
only under cold conditions, he can stratify the ensemble along the value of
the temperature. Stratification means that the data set is split up into a
number of subsets defined by, say, low, medium, and high temperatures.
Rank histograms constructed separately for each of these strata might reveal
conditional ensemble inconsistencies. It is shown in this thesis that rank
histograms of stratified Monte-Carlo ensembles are not necessarily flat if the
ensemble is statistically consistent. This is in particular the case if the strat-
ification criterion (such as the temperature above) is calculated directly from
the ensembles that are analyzed. The issue is that stratification is sensitive
to fluctuations of quantities calculated based on a finite number of ensemble
members. For example, consistent ensembles stratified along the ensemble
mean appear biased, and ensembles stratified along the ensemble variance
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appear under- or overdispersive after stratification. This effect might result
in erroneous conclusions about the performance of the forecast ensemble.
Using the formalism developed in Chapter 3, certain effects of stratification
are explained in full detail. It is shown that for a number of stratification
criteria the resulting shape of the rank histogram can be calculated exactly in
a way that is independent of the forecast distribution. This insight leads to a
new test for statistical consistency of stratified Monte-Carlo ensembles. Fur-
thermore, different approaches to dealing with, and avoiding, stratification
effects are discussed.
Outlier events are the main topic of Chapter 5. An outlier is defined
to be a verification that falls outside the range of the ensemble, that is, a
verification that is either smaller than the smallest or larger than the largest
ensemble member. The verification rank of an outlier in a K-member ensem-
ble is either 1 or K + 1. The problematic role of outlier events in ensemble
forecasts is discussed. Motivated by the insight that outliers are inevitable in
consistent Monte-Carlo ensembles, that they occur more often than expected
in operational forecast ensembles, and that they represent unexpected events
that were deemed improbable by the forecast ensemble, the predictability of
outliers is studied in detail. One of the key insights is that, again based
on the formalism of Chapter 3, the outlier probability can be regarded as a
random quantity whose distribution is independent of any forecast distribu-
tion. Using this insight, universal results for different performance indices
of outlier predictions in consistent forecast ensembles are calculated. All re-
sults indicate that outliers are predictable better than by their unconditional
base rate, and that the improvement over this base rate forecast decreases
as the number of ensemble members increases. In an empirical study the
predictability of outliers is considered in an operational temperature forecast
ensemble and it is found that all performance indices are likewise positive
(outliers are predictable in operational ensembles), and that the analytical
results for statistically consistent Monte-Carlo ensembles agree to some ex-
tent with the empirical ones. Differences exist which are the result of the
operational ensemble not being a statistically consistent Monte-Carlo ensem-
ble.
6.2 Outlook
The present thesis provides a number of possible directions for future research
which shall briefly be outlined in this section. Moreover, the author would
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like to present related work and ideas that were advanced to some extent
during his doctoral studies, but not to the point of being acceptable for the
usual scientific presentation formats.
Chapter 3 presented a universal framework that captures the statistical
behavior of rank probabilities of univariate Monte-Carlo ensembles. It is
possible to define a verification rank also in multivariate forecast ensembles,
for example ensembles, that forecast temperature values over at a number of
grid points simultaneously. The most prominent rank-based method for ana-
lyzing multivariate forecast ensembles is the minimum spanning tree (MST)
rank histogram (Smith and Hansen, 2004; Wilks, 2004). A spanning tree is a
graph that connects a number of points in a possibly high-dimensional space
without closed loops. Given a metric, such as the Euclidean distance, the
length of a spanning tree can be defined as the sum of distances between
points that are connected. Given a collection of points, many spanning trees
are possible. The minimum spanning tree (MST) is that spanning tree with
the smallest length.
For the analysis of multivariate forecast ensembles it has been proposed to
consider the collection of points consisting of the K ensemble members and
the corresponding verification. K + 1 leave-one-out MSTs are constructed,
where for each of these trees one of the K + 1 points is omitted. There
are K leave-one-out MSTs that include the verification, and one of the trees
includes all the ensemble members and excludes the verification. The rank
of the length of this latter MSTs among the lengths of the other K MSTs
defines the MST rank of this particular pair of multivariate ensemble and
corresponding verification. Flatness of the MST rank histogram, constructed
over the MST ranks of many ensemble-verification pairs, is considered a
necessary condition for statistical consistency of multivariate ensembles.
Figure 6.1 reveals a number of features of the MST rank by visualizing
regions of constant MST rank in a particular realization of a bivariate 6-
member ensemble. First of all it shows that the concept of a “rank” is not
easily defined in higher dimensions. The peculiar shapes that define the
regions of constant MST rank are less intuitive compared to the regions of
constant rank in the univariate case, which are simply the intervals between
ensemble members. Furthermore, as in the univariate case, rank probabilities
are not constant and equal to 1/(K+1), but they fluctuate depending on the
realization of the ensemble. The particular realization shown in Figure 6.1
has one ensemble member quite far outside the expected range, namely at
around (2, 2). This rather unlikely ensemble member leads to MST rank 1
being realized with a much lower probability than the expected 1/7. On the
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Figure 6.1: The black dots are 6 Monte-Carlo ensemble members, drawn
from a bivariate Gaussian with zero mean and unit covariance matrix, and
connected by their minimum spanning tree (MST, white lines). A number of
105 possible verifications are drawn from the same distribution and colored by
the corresponding MST rank, as indicated by the color bar on the right. The
heights of the color bars indicate the observed frequency of the corresponding
MST rank.
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other hand, MST ranks 3, 5, and 6 seem to be overrepresented, compared to
their expectation value of 1/7.
The color bar on the right of Figure 6.1 can be considered a representa-
tion of the rank probability vector corresponding to the particular realization
of the forecast ensemble. It was shown in Section 3.6 that in the univariate
case, these rank probability vectors are uniformly distributed on the prob-
ability simplex. It is not at all clear whether this is also true for the MST
rank probability vectors, and whether the distribution of these vectors is in-
dependent of the forecast distribution or independent of the dimensionality
of the ensemble. A more thorough examination of these questions could lead
to new insights for the analysis and interpretation of multivariate forecast
ensembles, which is presently an active area of research.
A second question pertains to the definition of outliers in multivariate en-
semble forecasts. Outliers in univariate ensembles are easily defined as events
that fall outside the range of the ensemble (see Chapter 5). Furthermore,
they can intuitively be interpreted as unexpected events, deemed improbable
by the ensemble. The definition and interpretation of outliers is less intuitive
in terms of the MST rank. One way of defining an outlier is to consider MST
rank 1. A verification that has MST rank 1 is far away from the ensemble
members; the MST that includes only the ensemble members is shorter than
every possible MST in which an ensemble member was replaced by the ver-
ification. Under this interpretation of outliers, the MST outlier base rate is
equal to 1/(K+1) if the ensemble is statistically consistent. Predictability of
MST outlier events might be a problem worth studying. If the distribution of
MST outlier probabilities is known, the problem can be handled analytically
as in Section 5.3. In operational settings, where the ensemble does not nec-
essarily behave as in the idealized analytical framework, predictors for such
outlier events are required. In the univariate case documented in Section 5.5,
seasonality and the ensemble range (or the values of the extreme ensemble
members) were shown to be useful predictors for outlier events. A measure of
ensemble spread of multivariate ensembles, such as the ensemble-dimension
(Patil et al., 2001; Oczkowski et al., 2005) might be a useful predictor in the
multivariate case as well. The effect of seasonality is certainly dependent on
the details of the forecast model.
Another possibility of extending the scope of the research presented here
is to consider the spatial distribution of outliers. In this thesis, only outlier
events at two individual stations (Dresden and Heligoland) were considered.
If the verification is provided on the same grid on which the numerical model
simulates the atmospheric dynamics, rank statistics can be calculated on
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Figure 6.2: Outlier base rate over geographical coordinate for the NCAR
reforecast 14-member ensemble. The forecast variable is 2-meter tempera-
ture, lead time is 24 hours, and the time period is 1990-1999 (inclusive). The
control run is not included as an ensemble member and the model analysis
is taken as the verification. The ideal outlier base rate in this ensemble is
2/15 ≈ 0.13.
each point of the model grid. The model analysis, provided by the data
assimilation procedure that produces the initial conditions for the forecast,
can be used as such a grid-resolved verification. We did not have access
to such global analysis data of the ECMWF ensemble documented in Sec-
tion 2.3. However, the US-American weather service NCAR1 has put global
ensemble forecasts and corresponding analyses in the public domain in the
“reforecast project” (Hamill et al., 2005). The numerical model used in this
project was operational in the 1990ies, and used subsequently to reforecast
the global weather from 1978 onwards until today on a 2.5◦×2.5◦ grid, using
a 14-member ensemble.
In Figure 6.2, the outlier base rate between 1990 and 1999 (inclusive) of
the reforecast temperature ensemble (lead time 24 hours) is shown for each
grid point separately, thus illustrating a number of interesting features. The
1National Center for Atmospheric Research, www.ncar.ucar.edu
112 CHAPTER 6. SUMMARY AND OUTLOOK
outlier base rate shows strong regional variability. Due to a difference in out-
lier base rate between sea points and land points, the topography of the Earth
becomes visible in this plot. Furthermore, differences are apparent between
atmospheric circulation cells and Northern and Southern hemispheres. These
effects are due to the inhomogeneous observation network on which the anal-
ysis is based: In regions of dense observation data, particularly on land, the
analysis really resembles the measured state of the atmosphere. In regions
of sparse observations on the other side, the analysis procedure interpolates
between measurement stations and uses an earlier forecast produced by the
numerical model in order to produce an analysis which is dynamically con-
sistent. Therefore, in these observation-sparse regions, the model’s analysis
is potentially more similar to the model’s forecast than in observation-dense
regions. If the analysis is used as the verification, the model appears to per-
form better in these regions of sparse observations. As a result, outliers are
less frequent in these regions. Consequently, Figure 6.2 does not necessarily
imply that the ensemble really exhibits better dispersion in, say, the South-
ern hemisphere than in Europe. It is only closer to the verification due to
missing observations that were produced artificially. Figure 6.2 further shows
that ensemble performance - at least if measured in terms of the outlier base
rate - is strongly spatially correlated. If the outlier base rate is anomalously
high at any given grid point, the outlier base rate a neighboring grid point
has a tendency to be high as well. This insight might be useful for diag-
nostic purposes in order to improve ensemble performance, and it might be
beneficial for the prediction of outlier events.
Appendix A
Key notation
R real numbers
RK K-ary Cartesian product over the real numbers
N natural numbers
pX(x) the probability distribution function of the random variable X,
evaluated at the value x
Γ(z) Gamma function
B(α, β) Beta function
X ∼ N (µ, σ2) random variable X has Normal (Gaussian) distribution with
mean µ and variance σ2
Be(α, β) Beta distribution with parameters α and β
B(N, p) Binomial distribution with parameters N and p
D(α) Dirichlet distribution with parameters α = (α1, · · · )
χ2k χ
2-distribution with k degrees of freedom
∆K K-dimensional probability simplex living in R
K+1
EX mathematical expectation value of the random variable X
VX variance of the random variable X
Cov(X, Y ) covariance between the random variables X and Y
e[k] k-th order statistic of the ensemble e = (e1, · · · , eK)
X = O(1) the magnitude of the variable X is of order 1, “big-O notation”
1A indicator function, equals one if A is true and zero otherwise
δij Kronecker-delta, equals one if i = j and zero otherwise
δ(x) Dirac-delta function
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Appendix B
Important concepts from
probability theory and
statistics
B.1 Gamma and Beta function
The Gamma function (Abramowitz and Stegun, 1972) is a special mathe-
matical function defined by
Γ(z) =
∫ ∞
0
dx xz−1e−x. (B.1)
For z ∈ N, z > 0, which is the only relevant case throughout this work, it
holds that
Γ(z) = (z − 1)!. (B.2)
The Beta function (Abramowitz and Stegun, 1972) is a special mathe-
matical function defined by
B(α, β) =
∫ 1
0
dx xα−1(1− x)β−1
=
Γ(α)Γ(β)
Γ(α + β)
, (B.3)
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which is equal to
B(α, β) =
(α− 1)!(β − 1)!
(α + β − 1)!
(B.4)
if α, β ∈ N, α > 0, β > 0.
B.2 The Beta distribution
The Beta distribution is a distribution of a random variable X that takes
continuous values on the unit interval (Bernardo and Smith, 1994). A random
variable X that is Beta-distributed with parameters α and β (α, β ∈ R, α >
0, β > 0) has probability density function
pX(x | α, β) =
Γ(α)Γ(β)
Γ(α + β)
xα−1(1− x)β−1, (B.5)
where Γ(·) is the Gamma-function as defined in Appendix B.1. We use
the shorthand notation X ∼ Be(α, β) for such a Beta-distributed random
variable. If X ∼ Be(α, β) it holds that (Bernardo and Smith, 1994)
E(X) =
α
α + β
, (B.6)
and
V(X) =
αβ
(α + β)2(α + β + 1)
. (B.7)
B.3 Exchangeability and partial exchangeabil-
ity
Exchangeability is a probability-theoretical concept which formalizes invari-
ance under exchanging labels of random quantities (Bernardo and Smith,
1994). Formally, a collection of random quantities X1, X2, · · · , XK is ex-
changeable if the joint density of X1, · · · , XK , evaluated at values x1, · · · , xK ,
satisfies
pX1,··· ,XK (x1, · · · , xK) = pX1,··· ,XK (xπ(1), xπ(2), · · · , xπ(K)) (B.8)
for every possible permutation π of the indices 1, · · · , K. For example, the
random variables X and Y with joint density pX,Y (x, y) ∝ exp(−(x2 +y2)/2)
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are exchangeable. Under the joint density pX,Y (x, y) ∝ y/x they are not
exchangeable.
Exchangeable random variables have identical marginal distributions:
pX(x) =
∫
dy pX,Y (x, y) (B.9)
=
∫
dy pX,Y (y, x) (using exchangeability) (B.10)
= pY (y), (B.11)
and identical expectation values:
EX =
∫
dx
∫
dy x pX,Y (x, y) (B.12)
=
∫
dx
∫
dy x pX,Y (y, x) (using exchangeability) (B.13)
= EY. (B.14)
Partial exchangeability is a relaxed version of exchangeability, where not
the complete collection of random variables X1, · · · , XK is exchangeable,
but only certain subsets (Bernardo and Smith, 1994). In particular, in Sec-
tion 4.4, a conditional density of the form
pX1,··· ,XK |
∑k
j=1Xj<τ
(x1, · · · , xK |
k∑
j=1
xj < τ) (B.15)
is encountered, where the random variables X1, · · · , XK are exchangeable
under their unconditional density pX1,··· ,XK (x1, · · · , xK). Clearly, the density
given by Eq. (B.15) is not exchangeable under all permutations of the xi in
its argument due to the conditioning. If x1 + · · ·+ xk satisfies the condition
of being smaller than τ , xK + x2 + · · · + xk does not necessarily satisfy the
condition. Thus the density Eq. (B.15) is not invariant under exchanging X1
and XK . However, this density is still invariant under exchanging, say, X1
and X2, if k ≥ 2. Generally, random variables X1, · · · , XK , whose density is
of the form Eq. (B.15) are invariant under permuting the labels 1, · · · , k and
under permuting the labels k + 1, · · · , K, if X1, · · · , XK are exchangeable
under their unconditional density. The full collection of random variables
X1, · · · , XK is partially exchangeable within the two subsets X1, · · · , Xk and
Xk+1, · · · , XK . Within these subsets, all marginal distributions and expec-
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tation values are likewise identical. Across the subsets however, they might
differ.
B.4 The Dirichlet distribution
In this section we review the Dirichlet distribution and list a number of
properties which are used in this work. The reader is referred to Frigyik
et al. (2010) for a detailed review of the Dirichlet distribution. The Dirichlet
distribution describes distributions on the probability simplex and can thus
be used to describe the distribution of probability mass functions (pmfs). It
provides a model for randomly drawn pmfs such as rank probability vectors.
Let q̃ = (q1, · · · , qJ−1) be a (J − 1)-dimensional random vector whose
elements satisfy 0 < qj < 1 ∀ j and
∑J−1
j=1 qj < 1. Furthermore, define a
J-dimensional vector α = (α1, · · · , αJ) whose elements satisfy αj ≥ 0 ∀ j.
The J-dimensional vector q = (q1, · · · , qJ−1, 1 −
∑J−1
j=1 qj) has a Dirichlet
distribution with parameters α if its joint probability density is given by
p(q | α) = γ
(
J−1∏
j=1
q
αj−1
j
)(
1−
J−1∑
j=1
qj
)αJ−1
(B.16)
where the normalization constant γ is given by
γ =
Γ
(∑J
j=1 αj
)
∏J
j=1 Γ(αj)
. (B.17)
If q is distributed according to Eq. (B.16) we write q ∼ D(α). Another
(arguably more convenient) definition of the Dirichlet distribution is given
by
p(q | α) = γ
J∏
j=1
q
αj−1
j 1q∈∆J−1 (B.18)
which is equivalent to Eq. (B.16).
The Dirichlet density for the case J = 3 is visualized in Figure B.1. As
Eq. (B.16), the case αj = 1 ∀ j leads to a uniform distribution over the
simplex (Figure B.1a). Consider the case where all elements of α have the
same value, i. e. αj = c ∀ j. For small c < 1, samples are preferably drawn
close to the vertices of the simplex (Figure B.1b). That is, each sample q
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Figure B.1: Examples of Dirichlet densities on the 2-dimensional probability
simplex. Darker colors indicate higher densities. (a) α = (1, 1, 1). The
density is uniform over the simplex. (b) α = (0.9, 0.9, 0.9). Points close to
the vertices of the simplex are sampled with higher probability. (c) α =
(5, 5, 5). Sampling is more concentrated in the center of the simplex. (d)
α = (4, 4, 10). Values of q3 are sampled closer to one, while q1 and q2 are
sampled closer to zero.
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has one element qj that receives a large part of the total probability while
the other elements are very small. Note that each element is equally likely to
receive this large portion. On the other hand, c  1 leads to a distribution
that is sharply peaked around the center of the simplex (Figure B.1c). The
elements of q are approximately equal. If the elements of α differ from each
other, the center of the distribution is drawn towards that element qj for
which αj is largest (Figure B.1d).
The Dirichlet distribution has a number of useful properties which are
relevant for the present work. If q ∼ D(α), the expectation of q is given by
(Frigyik et al., 2010)
E(q) =
α∑J
j=1 αj
. (B.19)
This implies that every Dirichlet distribution with constant parameters αj =
c ∀ j = 1, · · · , J produces random vectors each of whose components have
expectation value 1/J .
Define α−j ≡
∑J
i=1 αi−αj. The marginal distribution of the j-th element
of a vector q ∼ D(α) is a Beta distribution with parameters αj and α−j
(Frigyik et al., 2010), that is
q ∼ D(α)⇒ qj ∼ Be(αj, α−j). (B.20)
If Q ∼ D(α) and it holds that αi = αj for some i 6= j, then the i-th and j-
th components of the random vector Q are exchangeable; see Appendix B.3.
More specifically, the elements of Q are partially exchangeable for all those
collections of indices i for which the corresponding αi are identical. These
exchangeability properties follow directly from the definition of the density
in Eq. (B.18).
A further important property of the Dirichlet distribution is the aggre-
gation property (Frigyik et al., 2010). Assume the J-dimensional vector
q ∼ D(α), where α = (α1, · · · , αJ), and consider the (J − 1)-dimensional
vector q̂ = (q1, · · · , qj + qj+1, · · · , qJ). It holds that q̂ ∼ D(α̂) where
α̂ = (α1, · · · , αj + αj+1, · · · , αJ). More generally, if (A1, A2, · · · , Ar) is an
arbitrary partition of (1, 2, · · · , J), then(∑
j∈A1
qj,
∑
j∈A2
qj, · · · ,
∑
j∈Ar
qj
)
∼ D
(∑
j∈A1
αj,
∑
j∈A2
αj, · · · ,
∑
j∈Ar
αj
)
. (B.21)
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B.5 The χ2-distribution
A random variable X whose probability density function is given by
pX(x) =
1
Γ(k/2)
(
1
2
)k/2
xk/2−1 exp
(
−x
2
)
1x≥0 (B.22)
is defined to have a χ2-distribution with k degrees of freedom (Mood et al.,
1974). The parameter k is a positive integer. If X is distributed according
to Eq. (B.22), we write
X ∼ χ2k . (B.23)
The χ2-distribution appears in different contexts throughout statistics and
probability theory, for example as the distribution of the sum of squares of
independent Gaussian random variables (Mood et al., 1974), in the Pearson
χ2-test (see Section 3.3), in the Wilks theorem (see Section 4.5), and in
analysis of variance (ANOVA; Mood et al., 1974).
122 APPENDIX B. IMPORTANT CONCEPTS
Appendix C
Outlier prediction skill for
station Heligoland
The outlier predictability study of Section 5.5 was reproduced for station
Heligoland/German Bight (WMO no. 10015). The general conclusion that
outliers are predictable better than by their unconditional base rate holds
for the Heligoland ensemble as well. This is shown by the skill scores in
Figure C.2 as well as by the ROC curves and corresponding AUCs shown in
Figure C.3. Notable differences to the Dresden ensemble include the follow-
ing.
• The Brier Skill Score agrees less well with the analytical value.
• The Ignorance Skill Score is (arguably) in better agreement with the
analytical value.
• Both skill scores do not decay as smoothly over lead time but more in
a step-like fashion.
• The AUC values agree better with the analytical value.
• The improvement of model 1 over model 0 is smaller but approximately
constant for all lead times.
• The improvement of model 3 over model 2 is more pronounced for most
lead times.
• For some lead times, including the full ensemble in model 4 significantly
improves outlier prediction skill over model 3 where only the outer 2
ensemble members are used.
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Figure C.1: Same as Figure 5.9, but for Heligoland (WMO station 10015).
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Figure C.2: Skill scores for outlier prediction. Same as Figure 5.10, but for
Heligoland (WMO station 10015).
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Figure C.3: ROC and AUC for outlier prediction. Same as Figure 5.11, but
for Heligoland (WMO station 10015).
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Prüfungsbehörde vorgelegt.
Stefan Siegert
