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GENERALIZED RAY-SINGER CONJECTURE. I.
A MANIFOLD WITH A SMOOTH BOUNDARY
S.M. VISHIK
For my parents
Abstract. This paper is devoted to a proof of a generalized Ray-Singer con-
jecture for a manifold with boundary (the Dirichlet and the Neumann boundary
conditions are independently given on each connected component of the boundary
and the transmission boundary condition is given on the interior boundary). The
Ray-Singer conjecture [RS] claims that for a closed manifold the combinatorial and
the analytic torsion norms on the determinant of the cohomology are equal. For a
manifold with boundary the ratio between the analytic torsion and the combinato-
rial torsion is computed. Some new general properties of the Ray-Singer analytic
torsion are found. The proof does not use any computation of eigenvalues and its
asymptotic expansions or explicit expressions for the analytic torsions of any special
classes of manifolds.
Contents
1. Analytic torsion and the Ray-Singer conjecture 9
1.1. Analytic and combinatorial torsions norms
1.2. Gluing formulas
1.3. Properties of analytic and combinatorial torsion norms
1.4. Generalized Ray-Singer conjecture
2. Gluing formula for analytic torsion norms. Proof of Theorem 1.1 34
2.1. Strategy of the proof
2.2. Continuity of the analytic torsion norms
2.3. Actions of the homomorphisms of identifications on the determinant.
Proof of Lemma 2.3
2.4. Analytic torsion norm on the cone of a morphism of complexes. Proof
of Lemma 2.4
2.5. Variation formula for norms of morphisms of identifications. Proof of
Lemma 2.1
2.6. Variation formula for the scalar analytic torsion. Proof of Lemma 2.2
1
2 S.M. VISHIK
2.7. Continuity of the truncated scalar analytic torsion. Proof of Proposi-
tion 2.1
2.8. Dependence on the phase of a cut of the spectral plane. The analytic
torsions as functions of the phase of a cut. Gluing formula for the
analytic torsions
3. Zeta- and theta-functions for the Laplacians with ν-transmission
interior boundary conditions 87
3.1. Properties of zeta- and theta-functions for ν-transmission boundary
conditions
3.2. Zeta-functions for the Laplacians with ν-transmission interior bound-
ary conditions. Proofs of Theorem 3.1 and of Proposition 3.1
3.3. Theta-functions for the Laplacians with ν-transmission boundary con-
ditions. Proofs of Theorem 3.2 and of Proposition 3.2
3.4. Estimates for zeta-functions and for the corresponding kernels in ver-
tical strips in the complex plane
3.5. Appendix. Trace class operators and their traces
References 118
Torsion invariants for manifolds which are not simply connected were introduced
by K. Reidemeister in [Re1], [Re2], where he obtained with the help of such invariants
a full PL-classification of three-dimensional lens spaces. These invariants were gen-
eralized by W. Franz to multi-dimensional PL-manifolds in [Fr]. As the result of this
generalization he obtained a PL-classification of lens spaces of any dimension. (These
torsions were the first invariants of manifolds which are not homotopy invariants.)
J.H.C. Whitehead in [Wh] and G. de Rham in [dR3] introduced torsion invariants
for smooth manifolds. G. de Rham in [dR3] proved that a spherical Clifford-Klein
manifold (i.e., the quotient of a sphere under the fixed-point free action of a finite
group of rotations) is determined up to an isometry by its fundamental group and
by its Reidemeister torsions. The Whitehead torsion for a homotopy equivalence
between finite cell complexes was introduced in [Wh] as a generalization of the Rei-
demeister torsion invariants defined in [Re1], [Fr], and [dR3]. (Its values are in the
Whitehead group Wh(π1) of the fundamental group π1.) The Whitehead torsion is
connected with Whitehead’s theory of simple homotopy types ([Wh], [dRMK], [Mi],
Section 7). Some modifications of Reidemeister torsions were considered by J. Milnor
in [Mi], Sections 8, 12, and by V. Turaev in [T], Section 3. The scalar Reidemeister
torsion is a global invariant of a cell decomposition of a manifold and of an acyclic
representation of its fundamental group. It is an invariant of the PL-structure of a
manifold. The Reidemeister torsion for an arbitrary finite-dimensional unimodular
representation of the fundamental group can be defined as a canonical norm on the
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determinant line of the cohomology of a manifold (with the coefficients in the local
system defined by this representation). It is some kind of multiplicative analog of
the Euler characteristic in the case of odd-dimensional manifolds. (The Euler char-
acteristic of a closed manifold is trivial in the odd-dimensional case.) Formulas for
the Reidemeister torsions of a direct product of manifolds ([KwS]) are analogous to
the multiplicative property of the Euler characteristic.
The Ray-Singer analytic torsion was introduced in [RS] for a closed Riemannian
manifold (M, gM) with an acyclic orthogonal representation of the fundamental group
π1(M). It is equal to a product of the corresponding powers of the determinants of the
Laplacians on differential forms DR•(M). These determinants are regularized with
the help of the zeta-functions of the Laplacians. (The scalar Reidemeister torsion also
can be written by the analogous formula, where Riemannian Laplacians are replaced
by the combinatorial ones.) The Ray-Singer analytic torsion is defined with the help
of a Riemannian metric gM but it is independent of gM in the acyclic case. (This
assertion was proved in [RS], Theorem 2.1.) So it is an invariant of a smooth structure
on M . It has the properties analogous to the properties of the Reidemeister torsion
([RS], Sections 2, 7). The Ray-Singer conjecture ([RS]) claims that for an acyclic
representation ρ of the fundamental group of a closed manifold M the Reidemeister
torsion of (M, ρ) (which is defined for any smooth triangulation of M) is equal to the
Ray-Singer analytic torsion of (M, ρ). This conjecture was independently proved by
W. Mu¨ller in [Mu¨1] and by J. Cheeger in [Ch] for closed manifolds. The Ray-Singer
analytic torsion can also be defined for any finite-dimensional unitary representation
ρ of π1(M). In this case the Ray-Singer torsion is the norm on the determinant line
detH• (M, ρ). For instance, it is defined for a trivial one-dimensional representation.
So the analytic torsion norm provides us with a canonical norm on the determinant
line of the de Rham complex of a manifold. (The Ray-Singer formula for an arbitrary
finite-dimensional unitary representation ρ of π1(M) in the case, when M is a smooth
closed manifold, claims that the Ray-Singer norm on detH• (M, ρ) is equal to the
Reidemeister norm on detH• (M, ρ).)
Let (M, gM) be a manifold with a smooth boundary ∂M and with the Dirichlet and
the Neumann boundary conditions independently given on the connected components
of ∂M . Let Z ⊂ ∂M be a union of the components of ∂M where the Dirichlet
boundary conditions are given. Let Fρ be a local system with a fiber C
m defined
by a unitary representation ρ : π1(M) → U(m). Then the Ray-Singer torsion norm
T0 (M,Z;Fρ) is defined on detH
• (M,Z;Fρ). It is independent of gM (if gM is a direct
product metric near ∂M) and it depends on a flat Hermitian metric on the fibers
Fρ (for a general (M,Z)). A flat Hermitian structure on Fρ defines a norm on the
line det (Fx,M, Z) := ⊗k (detFxk)χ(Mk,Z∩∂Mk), where the product is over the full set
of representatives Fxk of fibers of Fρ over the connected components Mk of M (with
one such a fiber Fxk for each Mk, xk ∈Mk, detFx := ∧maxFx). The tensor product of
this norm and of T0 (M,Z;Fρ) is a modified Ray-Singer norm on detH
• (M,Z;Fρ)⊗
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det (Fx,M, Z) and it does not depend on gM and on a flat Hermitian metric on Fρ
([V1]). The Ray-Singer torsion norm for the de Rham complex of (M,Z) with the
coefficients in the direct sum of any finite-dimensional local system Fρ and of the dual
one F∨ρ is defined in [V2]. In this case the Reidemeister torsion τ0
(
M,Z;Fρ ⊕ F∨ρ
)
(i.e., the one for (M,Z) with the coefficients in Fρ ⊕ F∨ρ ) is well-defined, because
the fibers of the line bundle det
(
Fρ ⊕ F∨ρ
)
have the canonical norm in accordance
with the local system structure. In this case, the Ray-Singer torsion differs from
the Reidemeister torsion by an explicit factor (which is computed in [V2]) but this
torsion does not depend on gM (if gM is a direct product metric near ∂M). This
definition of the Ray-Singer torsion norm does not use a Hermitian structure in the
fibers of Fρ. In [Mu¨2] another Ray-Singer torsion was introduced for the de Rham
complex of a closed (M, gM) with the coefficients in a local system Fρ, defined by
a unimodular finite-dimensional representation ρ of π1(M). This torsion is defined
with the help of an arbitrary Hermitian metric hρ in the fibers of Fρ and it depends
in general on this metric. (For a non-unitary representation ρ there are no Hermitian
metrics on Fρ, which are flat with respect to the canonical flat structure.) It was
proved in [Mu¨2] that in the case of an odd-dimensional M the Ray-Singer torsion,
defined with the help of a Hermitian metric hρ, is independent of (hρ, gM) and is
equal to the Reidemeister torsion. (The Reidemeister torsion is canonically defined
for any unimodular finite-dimensional representation of π1. In the case of an odd-
dimensional closed M it is independent of a flat Hermitian metric on detFρ, since
the Euler characteristic in this case is equal to zero for each connected component
of M .) The Ray-Singer torsion, defined with the help of hρ, depends on (hρ, gM)
for a general even-dimensional M . The definition of the Ray-Singer torsion for any
finite-dimensional representation ρ of π1(M) for a closed (M, gM) equiped with a
Hermitian metric hρ (on the fibers of the corresponding vector bundle) is given in
[BZ1], [BZ2]. In [BZ2] the Ray-Singer metric on the determinant line, corresponding
to a finite flat exact sequence (F •, dF ) of finite-dimensional flat vector bundles over
M is computed (in terms of gM and of Hermitian metrics on F
j).
The Gaussian integral of exp (−(Sx, x)), where S is a positive self-adjoint operator
in a finite-dimensional Hilbert space H , dimH = n, is equal to (2π)n/2 (det S)−1/2.
The Ray-Singer torsion appears naturally in the computations of asymptotic expan-
sions for analogous infinite-dimensional integrals of exp (−ikI(A)), where I(A) pos-
sesses an infinite-dimensional symmetry group G ([Sc], [Wi1], [Wi2]). For instance,
the Chern-Simons action
I(A) := (4π)−1
∫
M
Tr (A ∧ dA+ 2/3A ∧A ∧ A)
on a trivialized principal G-bundle PG over a closed orientable three-dimensional
manifold (where G = SUN and Tr is the trace in the N -dimensional geometrical
representation of G, and where A is a connection form) is invariant under the gauge
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transformations A→ gAg−1−dg ·g−1 =: Ag for a smooth g : M → G (where Ag is the
same connection but with respect to another trivialization of PG, i.e., with respect to
another smooth section G→ PG). Stationary points of I(A) are the flat connections
Aα (i.e., such that the curvature F (Aα) is equal to zero). The asymptotic of an
integral of exp (−ikI(A)) as k → +∞, k ∈ Z+, is computed by the stationary phase
method. The principal term of the contribution of a point Aα into this integral (in
the case when the flat connection Aα is an isolated one) has as its absolute value
the square root of the Ray-Singer torsion of M with coefficients in the local system,
defined by a flat connection Aα, with the Lie algebra g of G as its fibers (see [Wi1];
[Wi2], 2.2; [BW], 2).
The Reidemeister torsion was essentially used in [Wi2], 4, for the computation
of the volume of a moduli space M of the fundamental group representations for a
closed two-dimensional surface. In this case the Reidemeister torsion is a section of
|det|T ∗M, i.e., it is a density on M.
This paper is devoted to a proof of a generalized Ray-Singer conjecture for mani-
folds with a smooth boundary (and also for transmission boundary conditions given
on the interior boundaries). We suppose that the local system is trivial. The proof
of the Ray-Singer conjecture for non-unitary local systems and for manifolds with
corners will be the subject of a subsequent paper.
Let (M, gM) be a Riemannian manifold with a smooth boundary ∂M and let
the Dirichlet and the Neumann boundary conditions be independently given on the
connected components of ∂M . Let gM be a direct product metric near ∂M . Then
the Ray-Singer torsion of (M, gM) is defined as a norm on the determinant line
detH• (M,Z). (Here Z is the union of the connected components of ∂M where the
Dirichlet boundary conditions are given.) This norm is independent of gM (for direct
product metrics gM near ∂M). The Reidemeister torsion of (M,Z) is an invariant of
the PL-structure of (M,Z) and it is a norm on the same determinant line. The torsion
norms are defined in Section 1. The Ray-Singer norm differs from the Reidemeister
norm on detH• (M,Z) for a general ∂M 6= ∅. Their ratio is computed in Theorem 1.4
below.
Let (M, gM) be obtained by gluing two Riemannian manifolds
(
Mj , gMj
)
along
the common component N of their boundaries, M := M1 ∪N M2 (where N is
a closed smooth manifold of codimension one in M). Let gM be a direct prod-
uct metric near N . Then, as it is proved in Theorem 1.1, the Ray-Singer torsion
norm T0(M,Z) on detH
• (M,Z) is equal to the tensor product of the Ray-Singer
norms T0 (M1, Z1 ∪N) ⊗ T0 (M2, Z2 ∪N)⊗ T0(N) (Zk := Z ∩ ∂M k), where the line
detH•(M,Z) is identified with the tensor product of the lines detH• (M1, Z1 ∪N)⊗
detH• (M2, Z2 ∪N)⊗ detH•(N) by the short exact sequence of the de Rham com-
plexes
0→DR•(M1,Z1∪N)⊕DR•(M2,Z2∪N)→DR•(M,Z)→DR•(N)→0, (0.1)
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where DR•(M,Z) is the relative de Rham complex of smooth forms with the zero
geometrical restrictions to Z, the left arrow is the natural inclusion, and the right
arrow is
√
2 times a geometrical restriction. For the Reidemeister norm this assertion
is also true and the identification of the determinant lines is given by the analogous
exact sequence of cochain complexes. However in this case the right arrow is the
geometrical restriction of cochains (without additional factor
√
2). Let (M,Z) be
obtained by gluing two manifolds (M1, Z1) and (M2, Z2) along the common compo-
nent N of their boundaries, M := M1 ∪N M2. Then the ratio of the square of the
Ray-Singer norm and the square of the Reidemeister norm for (M,Z) is equal to
the product of the same ratios for (M1, Z1 ∪N), (M2, Z2 ∪N), and for N with an
additional factor 2−χ(N). So the assertion of Theorem 1.1 claims that it is possible to
calculate the Ray-Singer norm by cutting of a manifold into pieces which are mani-
folds with smooth boundaries. The main theorems of this paper are consequences of
Theorem 1.1. This theorem provides us with the gluing formula for the Ray-Singer
torsion norms. Such a gluing formula is a new one.
In the case of a manifold with a smooth boundary, the Ray-Singer torsion T0(M,Z)
is a function not only of (M,Z) but also of the phase θ of a cut of the spectral plane
C (because the zeta-functions ζj(s) for the Laplacians ∆j on DR
j(M,Z) are defined
for Re s > (dimM)/2 as the sums
∑
λ−s over the nonzero eigenvalues, and λ−s is
defined as λ−s(θ) := exp
(
−s log(θ) λ
)
, where θ−2π < Im log(θ) λ < θ, θ /∈ 2πZ). In fact,
T0(M,Z; θ) (as well as ζj(s)) depends only on [θ/2π]. The zeta-function regularization
of the det′ (∆j) (i.e., of the product of all the nonzero eigenvalues of ∆j , including
their multiplicities) is defined as exp (−∂sζj(s)|s=0). The analytic continuation of
ζj(s) is regular at zero. The zeta-function ζj(s;m) depends on m := [θ/2π], θ /∈ 2πZ,
as follows:
ζj(s;m+ 1) = exp(−2πis)ζ(s;m),
det′ (∆j ;m+ 1) = exp (2πiζj(0)) det
′ (∆j ;m) .
The number ζj(0) is independent of m, and the number ζj(0) + dimKer∆j can be
interpreted as the regularized dimension of the space DRj(M). This regularized
dimension depends not only on the space DRj(M) but it also depends on a positive
definite self-adjoint elliptic differential operator of a positive order, which acts in
DRj(M). This dimension is a real number but it is not an integer in the case of
the Laplacians on DR•(M) for a general closed even-dimensional (M, gM). Hence,
det (∆j ;m) depends on m for such (M, gM). The number ζj(0) is an integer for
a generalized Laplacian on a closed odd-dimensional (M, gM), according to [BGV],
Theorem 2.30, or to [Gr], Theorem 1.6.1. It is equal to zero when M is closed, dimM
is odd, and dimKer∆j = 0.
Even in such a simple case as for an interval (I, ∂I) with the Dirichlet boundary
conditions, the dependence of T0(M,Z;m) onm is nontrivial. The ratio of the torsion
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T0 (M,Z; [θ/2π]) and the Reidemeister torsion norm is computed in Theorem 2.2.
The paper is organized as follows. In Section 1 we deduce a generalization of the
Ray-Singer conjecture from the gluing formula for Ray-Singer torsion norms. This
formula is proved in Theorem 1.1. The proof uses ν-transmission interior boundary
conditions on N , where ν = (α, β) ∈ R2 \ (0, 0). These interior boundary prob-
lems give us a smooth in ν family of spectral problems on M . Such a problem for
ν = (1, 1) coincides (in a spectral sense) with the spectral problem for a glued M .
For ν = (0, 1) or for ν = (1, 0) it is a direct sum of spectral problems on M1 and on
M2, i.e., the two pieces of M are completely disconnected. So this family provides
us with a smooth process of cutting (in a spectral sense) of M in two pieces M1
and M2. Let M = M1 ∪N M2 be obtained by gluing M1 and M2 along the com-
mon component N of their boundaries. Then the Ray-Singer norm T0 (Mν , Z) on
the determinant line detH• (Mν , Z) for the de Rham complex DR• (Mν , Z) with ν-
transmission conditions on N is defined. The short exact sequence for DR• (Mν , Z),
similar to (0.1), has the same the first and third terms as (0.1). The homomorphisms
rν : DR
• (Mν , Z)→ DR•(N) are of the form rν = (αi∗1 + βi∗2) /|ν|, where i∗jωj are the
geometrical restrictions to N for the components ωj of ω = (ω1, ω2) ∈ DR• (Mν , Z).
Note that r(1,1) =
√
2 i∗. (This is the reason of the appearance of
√
2 i∗ in the exact
sequence (0.1), connected with the gluing formula.) In Lemma 1.2 we prove that the
gluing property for analytic torsion norms (Theorem 1.1) is equivalent to the indepen-
dence of ν of the norms on detH• (M1, Z1 ∪N) ⊗ detH• (M2, Z2 ∪N)⊗ detH•(N)
induced by T0 (Mν , Z). (Here the identification of the determinant lines is defined
by the short exact sequence for DR• (Mν , Z).) The latter assertion is proved in Sec-
tion 2. First we prove that the norm induced by the Ray-Singer torsion T0 (Mν , Z)
is locally independent of ν in the case when αβ 6= 0 (where ν = (α, β)). We do
this in Sections 2.3, 2.5, and 2.6 with the help of explicit variation formulas for the
scalar Ray-Singer torsion T (Mν , Z) (if ν depends smoothly on a parameter). We
define a family (in ν) of homomorphisms to identify finite-dimensional subcomplexes
W •a (ν) of DR
• (Mν , Z). (The complexes W •a (ν) are spanned by the eigenforms of the
Laplacians with eigenvalues less than a fixed number a > 0. We suppose that a is not
an eigenvalue of ∆j (Mν , Z) for 0 ≤ j ≤ n.) Then we compute the actions of these
homomorphisms on the determinant lines. These identifications are not canonical;
we choose some particular (quite natural) identifications for ν sufficiently close to ν0
such that α0β0 6= 0.
Then it is enough to prove the continuity in ν ∈ R2 \ (0, 0) of the norm on
detH• (M1, Z1 ∪N)⊗ detH• (M2, Z2 ∪N) detH•(N), which is induced by the Ray-
Singer norm T0 (Mν , Z). We prove in Section 2.7 that the truncated scalar analytic
torsion T (Mν , Z; a), corresponding to the eigenvalues λ of ∆j (Mν , Z) which are
greater than a, is locally continuous in ν. Then we prove that the norm, induced by
the analytic torsion norm T0 (W
•
a (ν)) of a finite-dimensional complexW
•
a (ν), is locally
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continuous in ν. The latter assertion is proved in Sections 2.2, 2.4, and 2.7 with the
use of the cone of the homomorphism R•ν(a) : W
•
a (ν)→ C• (Xν , Z ∩X) (where R•ν(a)
is the integration of differential forms from W •a over the simplexes of a given smooth
triangulation X of M , and C• (Xν , Z ∩X) is the corresponding cochain complex).
This homomorphism is a quasi-isomorphism for any ν ∈ R2 \ (0, 0) (Proposition 2.3).
We can conclude that the analytic torsion norm on detH• (ConeRν(a)) = C (for
a fixed ν) corresponds to an acyclic finite-dimensional complex and is defined by
the derivatives at zero of the zeta-functions for self-adjoint finite-dimensional in-
vertible operators. So these norms are locally continuous in ν. (This is proved
in Section 2.7.) Then the local continuity of the norm induced by T0 (W
•
a (ν)) on
detH• (M1, Z1 ∪N)⊗ detH• (M2, Z2 ∪N)⊗ detH•(N) follows from the continuity
of the norm (on the same determinant line) induced by T0 (C
• (Xν , Z ∩X)) and from
the identity:
T0 (W
•
a ) = T0 (C
• (Xν , Z ∩X))
/
‖1‖2T0(Cone• Rν(a)) .
This identity is proved in Lemma 2.4.
The use of the cone of R•ν(a) allows us to avoid difficulties, connected with the fact
that some positive eigenvalues of the Laplacians ∆• (Mν , Z) tend to 0 as ν = (α, β)
tends to ν0 = (1, 0) (or to ν0 = (0, 1)). The dimensions of H
• (Mν , Z) essen-
tially change when ν, αβ 6= 0, is replaced by ν0. (Only the Euler characteristic
χ (H• (Mν , Z)) does not change when ν is replaced by ν0.) It is impossible to find
for a general N the precise asymptotic expressions for the eigenvalues λ, which tend
to zero as ν → ν0, and especially to find the asymptotics of the corresponding eigen-
forms ωλ of ∆
• (Mν , Z). So the continuity of the norm induced by T0 (Mν , Z) (viewed
as a function of ν) at the point ν0 cannot be proved for a general M (obtained by
gluing two pieces M1 and M2 along N) with the help of separate computations of
the asymptotic expressions for the scalar torsion T (Mν , Z) and for the measure on
detH• (Mν , Z) defined by harmonic forms. The proof of the classical Ray-Singer
conjecture in [Ch] and the proof in [Mu¨2] (in the case of unimodular representations
of π1(M)) are based on asymptotic computations of such quantities for a manifold
with boundary Mu := M \ Su, where Su is a tubular neighborhood of an embedded
sphere Sk →֒ Mn as the radius u of the tubular neighborhood (in the normal to Sk
direction) tends to zero. (It is also supposed in [Ch] that Su is a direct product on
Sk ×Dn−k and that gM |Su is a direct product metric on Sk ×Dn−k.)
To give a rigorous proof of the assertions above used in the proof of the gluing
formula, it is necessary to prove a lot of analytic propositions. We do it in Sec-
tions 2.2, 2.6, 2.7, and in Section 3. The theory of ζ- and θ-functions in the case of
ν-transmission interior boundary conditions is elaborated in Section 3. The precise es-
timates of the corresponding ζ-functions in vertical strips are obtained in Section 3.4.
These estimates allow us using the inverse Mellin transform to derive the information
about the densities on M , N , and ∂M for the asymptotic expansions as t → +0 of
GENERALIZED RAY-SINGER CONJECTURE. I. A MANIFOLD WITH BOUNDARY 9
θ-functions from the properties of the densities for appropriate ζ-functions.
1. Analytic torsion and the Ray-Singer conjecture
1.1. Analytic and combinatorial torsions norms. The analytic torsion norm
appears in the following finite-dimensional algebraic situation. Let (A•, d) be a finite
complex of finite-dimensional Hilbert spaces. The determinant of (A•, d) is the tensor
product
⊗j(ΛmaxAj)(−1)j+1 =: det(A•),
where ΛmaxAj =: detAj is the top exterior power of the linear space Aj and where
L−1 is the dual space L∨ for a one-dimensional vector space L over C. The natural
Hilbert norm ‖·‖2detA is defined by the Hilbert norms on Aj .
The determinant of the cohomology detH•(A) of (A•, d) is also defined and there
is a natural norm on it (since Hj(A) is the subquotient of Aj). The differential d
provides us with the identification
f(d) : det(A•) ≃ detH•(A).
However in the general case this identification is not an isometry of the norms ‖·‖2detA
and ‖·‖2detH•(A). For f(d) to be an isometry it is necessary to multiply ‖·‖2detH•(A) by
the scalar analytic torsion of a complex (A•, d), which is defined as
T (A•, d) = exp
(
Σ(−1)jj∂sζj(s)|s=0
)
. (1.1)
Here ζj(s) =
∑′ λ−s is the sum1 over all the nonzero eigenvalues λ 6= 0 (including
their multiplicities) of the nonnegative (i.e., if λ 6= 0 then λ > 0) self-adjoint operator
(d∗d+ dd∗)|Aj. The derivative ∂sζj(s)|s=0 is equal to − log det′ ((d∗d+ dd∗) |Aj) (i.e.,
it is equal to the sum of (− log λ) ∈ R over all the nonzero eigenvalues λ).
It is enough to prove the assertion (1.1) in the case of a two-terms complex d : F0 →∼
F1, where dimFj = 1, ej ∈ Fj, de0 = µe1, µ 6= 0, and where ‖e0‖2 = 1 = ‖e1‖2.
In this case the element e1 ⊗ e−10 ∈ det (F •) is of the unit norm and the square of
the norm of the corresponding element µ−1 ∈ C from C = det 0 = detH•(F ) is
equal to |µ−2|2. If the norm |µ−1|2 is multiplied by the scalar analytic torsion for
F •, namely by exp (log det (d∗d)) = exp (log det (dd∗)) = |µ|2 then the isomorphism
between det(F •) and C = det 0 (defined by d) becomes an isometry.
This finite-dimensional definition make sense also for the infinite-dimensional de
Rham complex of a closed smooth manifold. In this case the analytic torsion is
the norm on the determinant of the cohomology of this manifold. Let (DR•(M), d)
be the de Rham complex of smooth differential forms (with the values in C) on a
closed manifold M . The scalar analytic torsion for a closed Riemannian manifold
(M, gM) is defined by the same formula (1.1), where d
∗ = δ (relative to gM) and
1The function λ−s is defined as exp (−s logλ) where logλ ∈ R for λ ∈ R+.
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(d∗d + dd∗)|DRj(M) is the Laplace-Beltrami operator ∆j . In this case the series,
which defines ζj(s), converges for Re s > (dimM)/2. The analytic function ζj(s)
can be analytically (meromorphically) continued to the whole complex plane. It is
known that ζj(s) has simple poles and that it is regular at zero ([Se2]).
The cohomology H• (DR(M)) are canonically identified (by the integration of the
forms over the simplexes) with the cohomology H•(M) of M . This follows from the
de Rham theorem. The Hodge theorem claims that each element of Hj (DR(M)) has
one and only one representative in the space of harmonic forms Ker∆j . The natural
norm on Ker∆j (defined by the Riemannian metric gM) provides us with the norm
‖·‖2detH•(M) on detH•(M). For an odd-dimensional M this norm depends on gM .
Definition. The analytic torsion norm T0(M) on detH
•(M) is the norm
T0(M) := ‖·‖2detH•(M) · exp
(
Σ(−1)jj∂sζj(s)|s=0
)
. (1.2)
The main property of this norm is its independence of a Riemannian metric gM .
So it is an invariant of a smooth structure on M . Let us suppose that gM = gM(γ)
depends smoothly on a parameter γ ∈ R1. Then the variation formulas in [RS],
Theorems 2.1, 7.3 (or in [Ch], Theorem 3.10, (3.22)), claim that
∂γ
∑
j
(−1)jj∂sζj,γ(s)
∣∣∣
s=0
=
∑
j
(−1)j
(
−Tr(exp (−t∆j,γ)α)0+Tr(Hj,γα)
)
. (1.3)
Here Hj,γ is the kernel of the orthogonal projection operator from DRj(M) onto
Ker∆j(M, gM(γ)), α := ∗−1γ ∂γ (∗γ) (∗γ corresponds to gM(γ)) and Tr(exp(−t∆j,γ)α)0
is the constant coefficient in the asymptotic expansion as t→ +0 (n := dimM):
Tr (exp (−t∆j,γ)α) =
l∑
k=0
mj,kt
−n/2+k + o
(
tl
)
. (1.4)
The existence of the asymptotic expansion (1.4) follows from [Gr], Theorem 1.6.1,
or from [BGV], Theorem 2.30. For a family of norms ‖·‖2 (γ) on detH•(M) defined
by the harmonic forms Ker (∆j (M, gM(γ))) the following equality holds for any fixed
µ ∈ detH•(M), µ 6= 0 ([RS], Section 7):
∂γ log ‖µ‖2detH•(M) (γ) = −
∑
(−1)j Tr (Hj,γα) .
Hence, (1.3) involves the equality
∂γ log T0 (M, gM) =
∑
(−1)j+1mj,n/2. (1.5)
Since k in (1.4) are integers, we see that the right side of (1.5) is zero for odd n.
For even n, n = 2l, the right side of (1.5) is also equal to zero, since mj,l = −m2l−j,l.
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This fact follows from the equalities
∂γ
(
∗−1γ ∗γ
)
= 0, α = − ∗ α∗−1,
Tr (exp (−t∆j)α) = Tr
((
∗ exp (−t∆j) ∗−1
)
(−α)
)
= −Tr (exp (−t∆n−j)α) ,
(since they involve the equalities mj,k = −mn−j,k, where n is even and k ∈ Z+ ∪ 0).
The analytic torsion norm can be interpreted (in an intuitional sense) as the norm,
corresponding to an element v ∈ detDR•(M) (v is defined up to a multiplicative con-
stant c ∈ C, |c| = 1, and its “torsion norm” is equal to one). The space detDR•(M)
and L2-norm on it are not defined but the space detH
•(M) and the analytic torsion
norm T0(M) on it are rigorously defined. For a finite-dimensional complex the an-
alytic torsion norm on the determinant of its cohomology corresponds to the norm
on the determinant of the complex defined by the Hilbert structures on the terms
of this complex. The analytic torsion norm is (in some sense) a multiplicative Euler
characteristic useful for odd-dimensional manifolds.
The same definition of T0(M) make sense also in the case when M is a compact
Riemannian manifold with a smooth boundary ∂M = ∪Ni and with the Dirichlet or
the Neumann boundary conditions given independently on each connected component
Ni of ∂M . Let the metric gM be a direct product metric near ∂M . Then T0(M) is
independent of gM as in the case of a closed manifold (this is proved below).
Let X be a smooth triangulation ofM and let (C•(X), dc) be a cochain complex of
X ( with complex coefficients). Then each Cj(X) has the Hilbert structure defined
by the orthonormal basis of basic cochains {δe}, where δe(e1) is 1 for e1 = e and 0
for e1 6= e. Hence the scalar torsion T (C•(X), dc) is also defined.
The combinatorial torsion τ0(X) is defined as the following norm on the determi-
nant of the cohomology H• (C(X), dc) = H•(M) :
τ0(X) := ‖·‖2detH•(C(X)) · T (C•(X), dc) (1.6)
(where Hj (C(X)) is the subquotient of Cj(X) and so it has the natural Hilbert
structure induced from Cj(X)). The norm (1.6) is invariant under any regular subdi-
visions of X . So this norm is an invariant of the combinatorial structure ofM (which
is completely defined by a smooth structure on M). This norm corresponds to the
Hilbert norm on detC•(X), defined by the basic cochains.
Let M be a manifold with a smooth boundary ∂M = ∪Ni, where Ni are the
connected components of ∂M . Let Z be the union of Ni where the Dirichlet boundary
conditions are given. Set V := X∩Z. Then (1.6) (whereH•(C(X)) and T (C•(X), dc)
are replaced by H•(C(X, V )) and by T (C•(X, V ), dc)) provides us with the definition
of the norm τ0(X, V ). This norm is an invariant of the combinatorial structure on
(M,Z) ([Mi], Sections 7, 8, 9).
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1.2. Gluing formulas. The Ray-Singer conjecture claims that for a closed smooth
manifoldM the norms τ0(M) and T0(M) on the same one-dimensional space detH
•(M)
are equal2
τ0(M) = T0(M). (1.7)
How to prove such a formula in a natural way? It is necessary to find a general
property of the analytic torsion which involves the equality (1.7). Such a property
can be formulated as follows. Let (M, ∂M) be a Riemannian manifold with a smooth
boundary and with the Dirichlet or the Newmann boundary conditions given in-
dependently on the connected components of ∂M . Let a closed codimension one
submanifold N of M , N ∩ ∂M = ∅, divides M in two pieces M1 and M2 (glued along
N), M =M1∪NM2, and let a metric gM be a direct product metric near N and near
∂M . Let T0(Mk, N) be the analytic torsion norm for Mk (with the Dirichlet bound-
ary conditions on N), and let the boundary conditions on the connected components
of ∂M belonging to ∂Mk be the same as for T0(M). The following assertion central
in this paper.
Theorem 1.1 (Gluing property). The analytic torsion norm T0(M,Z) is the ten-
sor product of the analytic torsion norms for (M1, Z1 ∪N), (M2, Z2N), and for N
ϕanT0(M,Z) = T0(M1, Z1 ∪N)⊗ T0(M2, Z2 ∪N)⊗ T0(N), (1.8)
where Zk := Z ∩ ∂M k.
The identification ϕan (in (1.8)) of detH
•(M,Z) with the tensor product of the
three one-dimensional spaces:
ϕan : detH
•(M,Z)→ detH•(M1, Z1 ∪N)⊗ detH•(M2, Z2 ∪N)⊗ detH•(N) =
=: Det(M,N,Z) (1.9)
is defined by the long cohomology exact sequence corresponding to the following short
exact sequence of the de Rham complexes:
0→DR•(M1,Z1 ∪N)⊕DR•(M2,Z2 ∪N)→DR•(M1,1,Z) r→DR•(N)→0. (1.10)
The relative de Rham complex (DR•(Mk, Zk ∪N), d) (where d is the exterior
derivative of differential forms) consists of the smooth forms ω on Mk, having the
zero geometrical restriction to N : i∗kω = 0 (where ik : N ⊂ ∂Mk →֒ Mk) and also
having the zero restrictions to the components of ∂M ∩ Mk, where the Dirichlet
boundary conditions are given (i.e., to Zk). The complex (DR (M1,1) , d) consists of
the pairs (ω1, ω2) of smooth differential forms ωk ∈ DR• (Mk, Zk) (i.e., ωk have the
2The cohomologyH• (DR(M)) andH• (C(X)) are identified (according to the de Rham theorem)
by the homomorphism of the integration of forms from DR•(M) over the simplexes of a smooth
triangulation X of M .
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zero geometrical restrictions to the corresponding components of ∂M ∩Mk), which
have the same geometrical restrictions to N :
i∗1 ω1 = i
∗
2 ω2.
The differential d(ω1, ω2) in DR
• (M1,1) is defined as (dω1, dω2). The left arrow in
(1.10) is the natural inclusion of ⊕kDR• (Mk, Zk ∪N) into DR• (M1,1, Z). The right
arrow r in (1.10) is not a usual geometrical restriction but is the one multiplied by√
2 :
r(ω1, ω2) =
√
2 i∗kωk ∈ DR•(N). (1.11)
To define ϕan it is necessary to introduce a natural identification ofH
• (DR(M,Z))
with H• (DR (M1,1, Z)). (The short exact sequence (1.10) provides us with the iden-
tification
ϕan : detH
• (DR (M1,1, Z)) →∼ Det(M,N,Z),
but not with the identification of detH• (DR(M,Z)) with Det(M,N,Z).) We show
in Proposition 1.1 (for any given metric gM) that not only all the eigenvalues with
their multiplicities but also all the eigenforms of the natural Laplacian ∆1,1 on
DR• (M1,1, Z) are the same as for the Laplacian on DR•(M,Z). Thus, the oper-
ator ∆1,1(gM) in a very strict spectral sense is the same as ∆(gM).
The homotopy operator between the identity operator on DR• (M1,1, Z) and the
projection operator from DR• (M1,1, Z) onto Ker
•∆1,1 = Ker
•∆ is obtained with
the help of the Green function G1,1 for the operator ∆1,1 (Lemma 1.1). This ho-
motopy operator provides us with the canonical identification of H• (DR (M1,1, Z))
with Ker∆•1,1. So it defines the identification of H
• (DR (M1,1, Z)) with Ker∆• =
H• (DR(M,Z)) (since Ker∆• is canonically identified with Ker∆•1,1).
To prove Theorem 1.1 we introduce a family of interior boundary conditions on N
and show that the induced norm ϕνanT0 (Mν , Z) on Det(M,N,Z) is independent of
ν (where ν = (α, β) ∈ R2 \ (0, 0) are the parameters of interior boundary conditions
on N). Namely
ϕanν T0 (Mν , Z) = c0T0 (M1, Z1 ∪N)⊗ T0 (M2, Z2 ∪N)⊗ T0(N) (1.12)
with some positive c0 which may depend on (M, gM , ∂M) and on the boundary con-
ditions on ∂M but does not depend on the parameters (α, β) = ν. Suppose that
the formula (1.12) holds for any gluing two pieces M1 and M2 along a closed N ,
M = M1 ∪N M2, where the factor c0 is independent of ν. Then it is easy to con-
clude that c0 = 1 (Lemma 1.2). In (1.12) T0(Mν , Z) is the analytic torsion norm
for the de Rham complex (DR•(Mν , Z), d). This complex consists of the pairs of
smooth forms (ω1, ω2) such that ωk ∈ DR•
(
Mk, Zk
)
has the zero geometrical restric-
tions to Zk := Z ∩ ∂Mk3 and that the following transmission condition holds for the
3Z is the union of the components of ∂M where the Dirichlet boundary conditions are given.
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geometrical restrictions i∗kωk of ωk to N
αi∗1 ω1 = βi
∗
2 ω2. (1.13)
The analytic torsion norm T0 (Mν , Z) is defined for an arbitrary ν = (α, β) ∈
R
2 \ (0, 0). There is a canonical identification of Hj (DR• (Mν , Z)) with the space
of the corresponding harmonic forms Ker (∆ν |DRj (Mν , Z)) (Lemma 1.1). This
identification (similarly to the case of DR• (M1,1, Z)) is obtained by the homotopy
operator, which is defined using the Green function for the Laplacian ∆ν . (This
Laplacian is an elliptic self-adjoint operator by Theorem 3.1.) The boundary con-
ditions for ∆ν on N and ∂M are elliptic (and differential). The Green function
Gν for ∆ν exists (and depends smoothly on ν 6= (0, 0)) according to Theorem 3.1
and to Proposition 3.1. This identification provides us with the natural norms on
Hj (DR• (Mν , Z)) =: Hj (Mν , Z) and on detH• (Mν , Z). The scalar analytic torsion
T (Mν , Z) is defined by ζν,j(s) :=
∑′λ−si for Re s > (dimM)/2 (where the sum is
over all the nonzero eigenvalues λi of the Laplacian ∆ν,j := ∆ν |DRj (Mν , Z) with
their multiplicities). These functions ζν,j can be continued to meromorfic functions
on the whole complex plane with simple poles and regular at zero. (This statement
is proved in Theorem 3.1 and in Proposition 3.1 below.)
The analytic torsion norm on detH• (Mν , Z) is the norm
T0(Mν , Z) = ‖·‖2detH•(Mν ,Z) exp
(∑
(−1)jj∂sζν,j(s)
∣∣∣
s=0
)
.
The identification ϕanν in (1.12 ) is defined by the short exact sequence of the de
Rham complexes (where Zk := Z ∩ ∂M k):
0→ DR• (M1, Z1 ∪N)⊕DR• (M2, Z2 ∪N)→ DR• (Mα,β,Z) rα,β−−→ DR•(N)→ 0.
(1.14)
The left arrow in (1.14) is the natural inclusion and the right arrow rα,β is
rα,β(ω1, ω2) := (α
2 + β2)−1/2(βi∗1ω1 + αi
∗
2ω2). (1.15)
For (α, β) = (1, 1) we have r1,1 =
√
2 i∗kωk. This corresponds to (1.11). Hence, ϕan is
equal to ϕanα,β for (α, β) = (1, 1).
The complexDR• (Mν , Z) for the values (0, 1) and (1, 0) of ν is the direct sum of the
de Rham complexes of all the smooth forms (with the zero geometrical restriction to
Zk) on one of the manifoldsMk and of all the smooth forms with the zero geometrical
restriction to Zj ∪N on another piece Mj of the manifold M . Thus, the two pieces of
M are completely disconnected with respect to DR• (Mν , Z) for these special values
of ν. The family of spectral problems on DR• (Mν , Z) for ν ∈ R2 \ (0, 0) provides us
with a smooth deformation between a spectral problem on M (without any interior
boundary conditions) and the direct sum of spectral problems on (M1, Z1) and on
GENERALIZED RAY-SINGER CONJECTURE. I. A MANIFOLD WITH BOUNDARY 15
(M2, Z2 ∪N). So this family of interior boundary problems is (in a spectral sense) a
kind of a smooth cutting of M in two disconnected pieces.
Let (M1, N) be a compact smooth Riemannian manifold (M1, gM1) with a smooth
boundary ∂M1 and let N be a union of some connected components of ∂M1. Let a
metric gM1 be a direct product metric near the boundary. Then (as it follows from
the equality (1.8)) the analytic torsion norm T0 (M1, N) on detH
• (DR (M1, N))
does not depend on gM1 . To prove this it is enough to take as (M, gM) a closed
manifold M = M1 ∪N M1 with a mirror symmetric (with respect to N) Riemannian
metric gM which coincides with gM1 on each piece M1 of M (gM1 is a direct product
metric near N and so gM is smooth on M). Since the torsions T0(M) and T0(N) are
independent of gM1 and of gN = gM1|TN we see that T0 (M1, N) does not depend on
gM1.
It follows from the equality (1.12) with c0 = 1 that T0 (Mν , Z) does not depend on
gM . Indeed, T0 (Mj , Zj ∪N) and T0(N) are independent of gM , and the identification
ϕanν is also independent of gM . (Here M is a manifold with a smooth boundary ∂M ,
N ∩ ∂M = ∅, the Dirichlet boundary conditions are given on a union Z of some
components of ∂M , the Neumann boundary conditions are given on ∂M \Z, and gM
is a direct product metric near ∂M and near N , Zk := Z ∩ ∂Mk.)
Since DR• (M0,1, Z) is the direct sum DR• (M1, Z1)⊕DR• (M2, Z2 ∪N) of the de
Rham complexes (Zk := Z ∩ ∂M k), we see that the analytic torsion norm T0 (M0,1)
is canonically equal to the tensor product of norms:
T0 (M0,1, Z) = T0 (M1, Z1)⊗ T0 (M2, Z2 ∪N) . (1.16)
The determinant line in (1.16) is the tensor product
detH• (M0,1, Z) = detH• (M1, Z1)⊗ detH• (M2, Z2 ∪N)
(where H• (M1, Z1) and H• (M2, Z2 ∪N) are the relative cohomology).
The formula (1.8) claims for ν = (0, 1) that
ϕan0,1T0 (M0,1, Z) = T0 (M1, Z1 ∪N)⊗ T0 (M2, Z2 ∪N)⊗ T0(N). (1.17)
It follows from the definition of the exact sequence (1.14) that ϕan0,1 is the identity on
the component detH• (M2, Z2 ∪N) of detH• (M0,1, Z). The following theorem is an
immediate consequence of (1.16) and (1.17). Let N be a union of some connected
components of ∂M1, letM1 be a compact Riemannian manifold with a smooth bound-
ary ∂M1 and let Z1 be a union of some connected components of ∂M1 not belonging
to N . Suppose that the metric gM1 is a direct product metric near ∂M1.
Theorem 1.2 (Gluing of boundary components). The equality holds
ϕanT0 (M1, Z1) = T0 (M1, Z1 ∪N)⊗ T0(N). (1.18)
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The identification of the determinant lines in (1.18)
ϕan : detH
• (M1, Z1) →∼ detH• (M1, Z1 ∪N)⊗ detH•(N) (1.19)
is defined by the short exact sequence of the de Rham complexes:
0→ DR• (M1, Z1 ∪N)→ DR• (M1, Z1)→ DR•(N)→ 0, (1.20)
where the left arrow is the natural inclusion, and the right arrow is the geometrical
restriction.
Example 1.1. Formula (1.18) contains the Lerch formula ([WW], 13.21, 12.32) for
the derivative at zero of the zeta-function of Riemann ζ(s) (defined for Re s > 1 as∑
n≥1 n
−s):
∂sζ(s)|s=0 = −2−1 log 2π.
Indeed, let M be an interval (0, b] ⊂ R with the Dirichlet boundary conditions at
0 and the Neumann conditions at b. Set N be a point b. Then the formula (1.18)
claims in this case that
T0 ((0, b]) = T0 ((0, b))⊗ T0(b). (1.21)
The cohomology H• ((0, b]) = H• ([0, b], 0) are trivial. The scalar analytic torsion
T ((0, b]) is equal to exp (−∂sζ1(s;M)|s=0), where ζ1(s;M) is the zeta-function for the
Laplacian on DR1 ((0, b]). This zeta-function for Re s > 1/2 is defined by the series
ζ1(s;M) =
∑
n≥0
(
((π/2b)(2n+ 1))2
)−s
.
So ζ1(s;M) = (π/2b)
−2s (1− 2−2s) ζ(2s) for Re s > 1/2, where ζ(s) is the zeta-
function of Riemann. Hence, the latter equality between the analytic continuations
of ζ1(s;M) and of ζ(2s) holds for all s ∈ C, and ∂sζ1(s)|s=0 = 2ζ(0) log 2.
The determinant line detH•(M) on the left in (1.21) is canonically isomorphic to
C, and the T0(M)-norm of the element 1 ∈ C is equal to
‖1‖2T0(M) = exp (−ζ ′1(0;M)) = exp (−2 ζ(0) log 2) = 2.
(Note, that the function 2 ζ(2s) is the zeta-function for the Laplacian ∆ = (−∂2/∂x2)
on functions on the circle of the length 2π. As the circle is odd-dimensional, then
the value of 2 ζ(2s) at zero is equal to − dimKer∆ = −1. Hence, 2 ζ(0) = −1.)
The scalar analytic torsion T ((0, b)) is equal to exp(−∂sζ1(s;M,N)), where ζ1(s;M,N)
for Re s > 1/2 is defined by the series
ζ1(s;M,N) =
∑
n≥1
(
((π/b)n)2
)−s
= (π/b)−2sζ(2s).
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Hence, this equality holds for all s ∈ C, and the scalar analytic torsion is equal to
T ((0, b)) = exp (−2 ζ ′(0) + 2 ζ(0) log(π/b)) = exp (− log(π/b)− 2ζ ′(0)) .
The identification of the determinant lines on the right and on the left in (1.21) is
defined by the cohomology exact sequence
0→ H0(b)→ H1 ((0, b))→ 0. (1.22)
The element 1 ∈ H0(b) (of the norm 1) is mapped by (1.22) to the element (dx/b)
of the norm ‖dx/b‖2 = b−1. The element h = 1−1 ⊗ (dx/b), corresponding to the
element 1 ∈ C = detH• ((0, b]), has the norm b−1. So the equality (1.21) claims that
log 2 = − log b− log(π/b)− 2 ζ ′(0).
Thus the equality ζ ′(0) = −2−1 log(2π) is a particular case4 of Theorem 1.2.
The natural L2-norm on ⊕jDR•
(
M j
)
is defined by
(v1, v1) :=
∫
M
(v1 ∧ ∗v¯1) , (1.23)
where (v1 ∧ ∗v¯1) is a real density on M , corresponding to v1 ∧ ∗v¯1.
Lemma 1.1. The Green functions Gν for the Laplacians ∆
•
ν provide us with the
homotopy operator in the complex DR• (Mν , Z)
Kν := δGν (1.24)
between the orthogonal projection operator pH : DR• (Mν , Z) → Ker (∆•ν) and the
identity operator on DR• (Mν , Z). The following equality holds in DR• (Mν , Z) :
dKν +Kνd = id−pH.
Proof. The Green function for ∆•ν maps the L2-completion (DR
•(M))2 of DR
•(M)5
into the Dom(∆•ν) (Theorem 3.1). The Dom(∆
•
ν) is defined as the domain of defi-
nition D (∆•ν) for ∆
•
ν in DR
• (Mν , Z) completed with respect to the graph topology
norm ‖ω‖2graph := ‖ω‖22 + ‖∆•νω‖22 for ω ∈ D (∆•ν) (where ‖ω‖22 := (ω, ω) is the L2-
norm (1.23)). The Green function Gν maps DR
• (Mν , Z) into D (∆•ν) (since, by
4In this paper the proofs of the equality (1.18), of Theorem 1.1, and of the equality (1.12) with
c0 = 1 do not use the Lerch formula. So we have obtained (by the way) a new proof of the Lerch
formula.
5(DR•(M))2 coincides with the L2-completion of DR
• (Mν , Z) and with the L2-completion of
⊕jDR•
(
M j
)
.
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Theorem 3.1, ∆•ν is a nonnegative elliptic differential operator with elliptic boundary
conditions). The definition of the Green function claims that
∆•νGν = id−pH, (1.25)
on (DR•(M))2 (where ∆
•
νω for ω ∈ Dom(∆•ν) is defined as limi∆•νωi for ωi ∈ D (∆•ν),
‖ω − ωi‖2graph → 0). In particular, this equality holds on DR• (Mν , Z) ⊂ (DR•(M))2.
The D (∆•ν) ⊂ (DR•(M))2 is defined as follows. The adjoint to dν operator δν in
⊕jDR•
(
M j
)
is defined on elements v2 = (ω1, ω2), where ωk are smooth differential
forms on Mk and the linear functional
lv2(v1) =< dv1, v2 >=
∫
M
(dv1 ∧ ∗v¯2)
is continuous inDR• (Mν , Z) with respect to the L2-norm (1.23) of v1 ∈ DR• (Mν , Z).
For such an element v2 = (ω1, ω2) the form ∗v2 = (∗ω1, ∗ω2) has the zero geometrical
restriction to ∂M \Z, and the following transmission condition has to hold on N for
v2:
β i∗N,1(∗ω1) = α i∗N,2(∗ω2), (1.26)
where iN,k : N ⊂ ∂Mk →֒ Mk. (These boundary conditions for v2 are consequences
of Stokes’ formula.)
The domain D (∆•ν) ⊂ DR• (Mν , Z) is defined as the set of ω ∈ DR• (Mν , Z) such
that
ω ∈ D(δν), dω ∈ D(δν), δω ∈ DR• (Mν , Z) . (1.27)
Note that dGνω = Gνdω for ω ∈ DR• (Mν , Z) (this equality follows from Stokes’
formula). Hence the identity (1.25) can be represented on DR• (Mν , Z) as
Kd+ dK = id − pH.
Thus the lemma is proved. 
Corollary 1.1. The homotopy operator ( 1.24) defines a canonical identification be-
tween the cohomology H• (DR (Mν , Z)) and the space of harmonic forms Ker• (∆ν).
Let for simplicity gM be a direct product metric nearN . Let the Dirichlet boundary
conditions be given on a union Z of some connected components of ∂M and the
Neumann conditions be given on ∂M \ Z. Then the following holds.
Proposition 1.1. The eigenforms of ∆(M,Z; gM) are the same as the eigenforms
of ∆1,1.
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Proof. Let ν be equal to (1, 1). The conditions (1.27) for ω=(ω1, ω2)∈DR• (M1,1,Z)
are equivalent on N to the following ones:
i∗N,1ω1 = i
∗
N,2ω2, i
∗
N,1(∗ω1) = i∗N,2(∗ω2), (1.28)
i∗N,1(∗dω1) = i∗N,2(∗dω2), i∗N,1(∗d ∗ ω1) = i∗N,2(∗d ∗ ω2), (1.29)
where ∗ is the star-operator for the Riemannian metric gM .
The equalities (1.28) claim that the restrictions to N of the forms ω1 and ω2 are
the same (i.e., they are the same smooth sections of ∧•T ∗M |N ). The equalities (1.28)
and (1.29) are equivalent to the assertion that the following pairs of forms have the
same restrictions to N (as the smooth sections of ∧•T ∗M |N ):
{dω1, dω2} , {δω1, δω2} , {ω1, ω2} . (1.30)
Any eigenform for ∆• (M,Z; gM) belongs to D
(
∆•1,1
)
. So it is an eigenform for ∆•1,1.
Let ω = (ω1, ω2) ∈ D
(
∆•1,1
)
be an eigenform for ∆1,1:
∆•1,1ω = (∆
•ω1,∆•ω2) = λ(ω1, ω2). (1.31)
Then6 ωk are C
∞-forms on Mk and (as it follows from (1.30), (1.31)) the restrictions
of the following pairs of forms are the same as the sections of ∧•T ∗M |N (for k =
0, 1, 2 . . . ): {
∆kω1,∆
kω2
}
,
{
d∆kω1, d∆
kω2
}
,
{
δ∆kω1, δ∆
kω2
}
. (1.32)
So ω = (ω1, ω2) is a C
∞-form on M = M1 ∪N M2. In fact, it follows from (1.28)
and from the identity of the restrictions to N of ∆ω1 and ∆ω2 that (∆I ⊗ id)ωk
have (for k = 1, 2) the same restrictions from Mk to N . (The Laplacian ∆ is equal
to idI ⊗∆N + ∆I ⊗ idN with respect to the direct product structure I × N in the
neighborhood of N = 0×N →֒ I ×N →֒ M , 0 ∈ I \ ∂I.) Hence, according to (1.28)
and (1.29), the 2-jets of ω1 and of ω2 are the same on N . The identity between the
(2k + 1)-jets of ωk on N follows (by induction) from (1.32). Thus, ω is an eigenform
for ∆M : ∆Mω = λω. The proposition is proved. 
1.3. Properties of analytic and combinatorial torsion norms. One of the
main properties of the analytic torsion norm is as follows. Let M be a manifold
M1 × M2 with a direct product metric. One of these Riemannian manifolds, for
instance M1, can have a nonempty boundary ∂M1. In this case let gM1 be a direct
product metric near ∂M1, and let the Dirichlet boundary conditions be given on the
components Z = Z1×M2 of (∂M1)×M2 = ∂ (M1 ×M2). Let the Neumann boundary
conditions be given on ∂ (M1 ×M2) \ (Z1 ×M2) = (∂M1 \ Z1)×M2.
6All the eigenforms of ∆•ν (for ν ∈ R2 \ (0, 0)) are C∞-smooth on Mk, as it follows from Theo-
rem 3.1.
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The Ku¨nneth formula for the cohomology claims that
Hj(M,Z) = ⊕i+k=jH i (M1, Z1)⊗Hk (M2) . (1.33)
So the determinant of the cohomology of DR•(M,Z) is the tensor product
detH•(M,Z) = (detH• (M1, Z1))
χ(M2) ⊗ detH• (M2)χ(M1,Z1) . (1.34)
Proposition 1.2. The identification ( 1.34) induces the isomorphism of the analytic
torsion norm T0(M,Z) with the tensor product
T0(M,Z) = T0 (M1, Z1)
⊗χ(M2) ⊗ T0 (M2)⊗χ(M1,Z1) , (1.35)
where χ(M1, Z1), χ (M2) are the Euler characteristics.
Remark 1.1. It is shown above that the analytic torsion norms T0(M,Z), T0 (M1, Z1),
and T0 (M2) are independent of Riemannian metrics gM , gMk which are supposed to
be direct product metrics near ∂M , ∂M1. So, if the equality (1.35) holds for a direct
product metric on (M1, ∂M1)×M2, (where gM1 is a direct product metric near ∂M1)
then this equality holds for any metric gM (which is supposed to be a direct product
metric near ∂M).
Proof. The scalar analytic torsion T (M) for a direct product metric onM = M1×M2
is equal to
T (M,Z) = T (M1, Z1)
χ(M2) T (M2)
χ(M1,Z1) . (1.36)
This statement is proved in [RS], Theorem 2.5, in the case of an acyclic local system
over M1. In the general case, (1.36) follows from the proof of Theorem 2.5 in [RS]
and from the following equality (where λ 6= 0, m(i, λ,M2) is the dimension of the
λ-eigenspace for ∆M2,i, m (j, 0,M1) := dimKer∆M1,Z1;j):∑
(−1)i+j (i+ j)m (i, λ,M2)m (j, 0,M1) =
(∑
(−1)i im (i, λ,M2)
)
χ (M1, Z1) ,
which holds, since the alternating sum over i of m(i, λ,M2) is equal to zero (for any
nonzero λ).
For such a metric on M the following canonical identifications are the isometries
between the natural Hilbert structure on the space of harmonic forms Ker∆j(M,Z)
and the tensor products (and the direct sums) of the Hilbert structures on harmonic
forms for ∆• (M1, Z1) and ∆• (M2):
Ker∆j(M,Z) = ⊕i+k=j Ker∆i (M1, Z1)⊗Ker∆k (M2) . (1.37)
These Hilbert structures induce the norms on
detH•(M,Z) = detKer∆• (M,Z; gM) , detH• (M1, Z1) = detKer∆• (M1, Z1; gM1)
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and on detH• (M2) = detKer∆• (M2, gM2) such that the identification (1.34) of the
determinant lines is an isometry:
‖·‖2detKer∆M =
(
‖·‖2detKer∆M1,Z1
)χ(M2) (‖·‖2detKer∆M2)χ(M1,Z1) . (1.38)
The equality (1.35) follows from (1.36),(1.34), and (1.38). 
The following lemma makes it possible to use the variations on ν in the proof
of Theorem 1.1. Let (M, gM) be a compact Riemannian manifold with a smooth
boundary ∂M and let N →֒ M \∂M be a smooth closed codimension one submanifold
ofM with a trivial normal bundle (TM |N ) /TN such thatM =M1∪NM2 is obtained
by gluing two its pieces M1 and M2 along N . Let gM be a direct product metric near
∂M and near N . Let Z be a union of some connected components of ∂M where the
Dirichlet boundary conditions are given and let the Neumann boundary conditions
be given on ∂M \N .
Lemma 1.2. Let us suppose that the norm ϕanν T0 (Mν , Z) is independent of ν ∈
R2 \ (0, 0) for any such (M, gM , N, Z)7 (where the identification ϕanν is defined by the
exact sequence ( 1.14) of the de Rham complexes and by Lemma 1.1). Then the factor
c0 in the gluing formula ( 1.12) for ϕ
an
ν T0 (Mν , Z) is equal to one.
Remark 1.2. Theorem 1.1 is a direct consequence of Lemma 1.2 and of the assertion
that ϕanν T0 (Mν , Z) is independent of ν ∈ R2 \ (0, 0). Indeed, T0 (M1,1, Z) coincides
with T0(M,Z) (according to Proposition 1.1) and the identifications ϕ
an
ν and ϕan are
the same. Hence the formula (1.12), where c0 is equal to one and ν = (1, 1), is the
gluing formula of Theorem 1.1.
Remark 1.3. The assertion that the norm ϕanν T0 (Mν , Z) does not depend on ν is
equivalent to the independence of ν of the factor c0 in (1.12).
Proof. The factor c0 in (1.12) lies in R+. If c0 is independent of ν for (M, gM , N, Z)
then
ϕan1,0 T0 (M1,0, Z) = ϕ
an
0,1 T0 (M0,1, Z) . (1.39)
It follows from (1.39) and from (1.16), (1.19), and (1.14) that there are the equalities
with the same positive constant c0 as in (1.12) for (M, gM , N, Z) (where Zk := Z ∩
∂Mk):
ϕanT0 (M1, Z1) = c0T0 (M1, Z1 ∪N)⊗ T0(N), (1.40)
ϕanT0 (M2, Z2) = c0T0 (M2, Z2 ∪N)⊗ T0(N). (1.41)
7The equivalent formulation is as follows. Let M be obtained by gluing along N , i.e., M =
M1∪NM2, and let it be equiped with a Riemannian metric gM , which is a direct product metric near
∂M and near N . Then it is supposed that the norm ϕanν T0 (Mν , Z) is independent of ν ∈ R2 \ (0, 0).
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We can conclude from (1.40) and (1.41) that the factor c0 = c0(N, gN) is defined by
N , gN and that it does not depend on M1, M2, M , and gM (it is independent also of
ν).
Let M1 in (1.40) be a manifold M1 = N × I with a direct product metric. Then
∂M1 = N ∪N and (1.40) claims in this case that
ϕanT0(N × I) = c0(N, gN)2 T0(N × I, N × ∂I)⊗ T0(N)⊗2, (1.42)
where the identification ϕan is defined by the exact sequence (1.20). It follows from
(1.42) and from the multiplicative property (1.35) that
T0(N)
χ(I) ⊗ T0(I)χ(N) = c20 T0(N)χ(I,∂I) ⊗ T0(I, ∂I)χ(N) ⊗ T0(N)2, (1.43)
where c0 := c0(N, gN) depends on N and on gN only. Then the following equality is a
consequence of (1.43) and of the identification (1.19) (defined by the exact sequence
(1.20)):
T0(I)
χ(N) = c0(N, gN)
2 T0(I, ∂I)
χ(N) ⊗ T0(∂I)χ(N). (1.44)
Note that T0(∂I) is the standart norm on detH
•(∂I) which is canonically identified
with C (up to a possible factor (−1) in the identification). Namely ‖1‖2T0 = 1 for
1 ∈ C. An immediate consequence of the equality (1.41) for M1 = I, N = ∂I and of
(1.44) is the following:
c0 (N, gN)
2 = c0(∂I)
χ(N). (1.45)
Hence, it is enough to prove that c0(∂I) = 1, and it will be done now.
Let I be an interval [0, a]. The scalar analytic torsions for I and for (I, ∂I) are
equal: T (I) = T (I, ∂I), since
ζ1(s; I) = ζ0(s; I, ∂I), (1.46)
ζ1(s; I, ∂I) = ζ0(s; I, ∂I), (1.47)
(where ζj(s;M,Z) is the ζ-function of the Laplacian on (DR
j(M,Z), gM)). The
equality (1.47) follows from the identification of the eigenforms, defined by the exte-
rior derivative d, and the equality (1.46) follows from the identification of the eigen-
forms defined by the Riemannian ∗ on I.
The cohomology exact sequence for the pair (I, ∂I) is
0→ H0(I)→ H0(∂I)→ H1(I, ∂I)→ 0. (1.48)
The complex (1.48) is acyclic and so the determinant D of its cohomology is canoni-
cally isomorphic to C. The components of (1.48) are equiped with the natural Hilbert
structures (because they are the spaces of harmonic forms on the interval I ⊂ R with
the standart metric). Hence, there is the induced norm ‖·‖D on D = C. We have to
prove that ‖1‖2D = 1 for 1 ∈ C = D. This equality is equavalent to the assertion that
c0(∂I) is equal to one.
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The norm of the element a−1/2 · 1 ∈ DR0(I) is equal to 1. (It is a harmonic form
and it represents an element from H0(I)). Its image in H0(∂I) is as follows:
−a−1/2 · [0] + a−1/2 · [a] ∈ H0(∂I) = H0(0 ∪ a).
The norm of the element a−1/2 · dx ∈ DR1(I, ∂I) is equal to 1 in H1(I, ∂I) and an
element −a1/2 · [0] is mapped by the differential of the exact sequence (1.48) to the
harmonic form a−1/2dx ∈ H1(I, ∂I). (The arrows in (1.48) are of the topological
nature. So the latter statement is obtained using
a1/2 =
∫
[0,a]
a−1/2 dx =
(
a−1/2dx, (I, ∂I)
)
,
where (I, ∂I) is the fundamental class of H1(I, ∂I).)
The corresponding volume element
(
−a−1/2[0] + a−1/2[a]
)
∧
(
−a1/2[0]
)
= [0] ∧ [a]
in detH0(∂I) is an element with the norm one. Hence, c0(∂I) = 1. The equality
c0 (N, gN) = 1 (for a union N of some connected components of ∂M1) follows from
the equality c0(∂I) = 1 and from (1.45). The lemma is proved. 
Let M = M1 ∪N M2 be obtained by gluing M1 and M2 along N (as in Theorem
1.1), and let X be a smooth triangulation of M such that Mk and N are invariant
under X . Namely X = X1 ∪W X2, where Xk is a smooth triangulation of a manifold
Mk with a smooth boundary ∂Mk = N ∪
(
∂M ∩Mk
)
. (Here N ⊂ M is a smooth
closed manifold of codimension one in M such that N divides M in two pieces M1
and M2 as in Theorem 1.1, N ∩ ∂M = ∅, and W := X ∩N = Xk ∩N .)
Let Z be a union of the connected components of ∂M , where the Dirichlet boundary
conditions are given. Set V := X ∩ Z, Zk := ∂Mk ∩ Z, Vk := Xk ∩ Zk. The exact
sequence of cochain complexes
0→ ⊕k=1,2C•(Xk,W ∪ Vk)→ C•(X, V ) i
∗
N−→ C•(W )→ 0 (1.49)
(where the left arrow is the natural inclusion and the right arrow is the geometrical
restriction of cochains) provides us with the identification
ϕc : detH
•(X, V ) →∼ detH•(X1,W ∪ V1)⊗ detH•(X2,W ∪ V2)⊗ detH•(W ).
By the definition of the combinatorial torsion norm on the determinant line (de-
termined by the prefered basises of the basic cochains) the following statement holds.
Proposition 1.3. Under the conditions above, the combinatorial torsion norms are
equal:
ϕcτ0(X, V ) = τ0(X1,W ∪ V1)⊗ τ0(X2,W ∪ V2)⊗ τ0(W ). (1.50)
This combinatorial equality is analogous to the gluing formula of Theorem 1.1. But
it is necessary to note as follows.
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Remark 1.4. The formulas (1.50) and (1.8) correspond to the different identifications
ϕc and ϕan = ϕ
an
1,1 between one pair of the canonically identified
8 one-dimensional
spaces
detH•(X, V ) = detH•(M,Z),
and the triple tensor products of three other pairs of the canonically identified spaces
detH•(Xk,W ∪ Vk) = detH•(Mk, N ∪ Zk), detH•(W ) = detH•(N).
(Note that ϕc is defined by the exact sequence (1.49), where the right arrow i
∗
N is the
restriction of the cochains. However, in the exact sequence (1.10), which defines ϕan,
the right arrow is equal to
√
2 i∗N for the common geometrical restriction i
∗
N to N of
pairs ω = (ω1, ω2) of smooth differential forms ωk on Mk such that i
∗
N,1ω1 = i
∗
N,2ω2.)
Let X be a smooth triangulation of a compact manifold with boundary (M, ∂M).
Let Z and Y be disjoint unions of some connected components of ∂M such that
Z ∩ Y = ∅. Let V = X ∩ Z, F = X ∩ Y . Then the exact sequence
0→ C•(X, V ∪ F )→ C•(X, V )→ C•(F )→ 0
(where the left arrow is the natural inclusion of cochains and the right arrow is the
restriction of cochains) defines the identification
ϕFc : detH
•(X, V ) →∼ detH•(X, V ∪ F )⊗ detH•(F ).
The following assertion is an immediate consequence of the definition of the com-
binatorial torsion norm.
Proposition 1.4. The combinatorial torsion norm of (X, V ) is equal to the tensor
product of the following combinatorial torsion norms:
ϕcτ0(X, V ) = τ0(X, V ∪ F )⊗ τ0(F ).
This combinatorial equality is similar to the gluing formula of Theorem 1.2.
Let e(M,Z) be the logarithm of the ratio between the analytic and the combina-
torial torsion norms:
e(M,Z) := log2 (T0(M,Z)/τ0(X, V ))
(where T0(M,Z)/τ0(X, V ) := ‖l‖2T0(M,Z) /‖l‖2τ0(X,V ) for an arbitrary nonzero element
l of the determinant line detH•(M,Z) = detH•(X, V )).
Remark 1.5. It is proved above that e(M, ∂M) does not depend on a metric gM , if
gM is a direct product metric near ∂M .
8The cohomology are identified according to the de Rham theorem by the integration over the
simplexes of X of the corresponding differential forms. The spaces of harmonic forms Ker∆•(M,Z)
and Ker∆• (M1,1, Z) are canonically identified by Proposition 1.1.
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Lemma 1.3. 1. Let (S, gS) be a closed Riemannian manifold. Then the following
identity holds, if gM×S is a direct product metric near ∂(M × S) = ∂M × S:
e(M × S, Z × S) = χ(M,Z)e(S) + e(M,Z)χ(S) (1.51)
(χ(M,Z) is the relative Euler characteristic of M modulo Z ⊂ ∂M).
2. Let Y be a union of some connected components of ∂M \ Z. Then
e(M,Z) = e(M,Y ∪ Z) + e(Y ). (1.52)
Proof. The equality (1.52) follows from Theorem 1.2 and from Proposition 1.4. (In
this case, ϕc = ϕan.) The equality (1.51) follows from Proposition 1.2 and from
the multiplicative property of the combinatorial torsion norms. Namely let K be
a smooth triangulation of S and let V = X ∩ Z. Then the identification of the
determinants of the cohomology defined by (1.33) and (1.34) is an isometry of the
combinatorial torsion norms:
τ0(X ×K, V ×K) = τ0(X, V )χ(K) ⊗ τ0(K)χ(X,V ).
The same identification of the cohomology is the isometry (1.35) of the analytic
torsion norms, if the metric gM×S is a direct product metric near ∂(M × S). Hence,
the identity (1.51) holds for such metrics gM×S. 
Remark 1.6. It follows from (1.52) and from Remark 1.5 that e(M,Z) does not de-
pend on gM for any union Z of the connected components of ∂M (in particular for
Z = ∅).
1.4. Generalized Ray-Singer conjecture.
1.4.1. Properties of the ratio of the analytic and the combinatorial torsion norms.
Lemma 1.2 claims that Theorem 1.1 follows from (1.12) with c0 independent of ν. So
it is enough to prove that the norm ϕanν T0 (Mν , Z) is independent of ν ∈ R2 \ (0, 0)
(under the same conditions onM , gM , N , and Z as in (1.12) and in Lemma 1.2). The
latter assertion is proved in Section 2. In the remaining part of Section 1 we prove a
generalization of the Ray-Singer conjecture for manifolds with boundary (and with
the transmission condition (1.13) on the interior boundary) using the gluing formula
of Theorem 1.1. This formula has the following consequence.
Let M =M1 ∪N M2 be obtained by gluing M1 and M2 along N .
Lemma 1.4. Under the conditions of Lemma 1.2, on (gM , N, Z) the following holds:
e(M,Z) = e(M1, Z1 ∪N) + e(M2, Z2 ∪N) + e(N)− χ(N).
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Proof. This identity is an immediate consequence of Theorem 1.1 and of the following
commutative diagram:
detH•(M,Z)
ϕan=ϕan1,1−−−−−→
˜
Det(M,Z,N)
‖R ‖
yR
detH•(X, V )
ϕc−−→˜ Det(X, V,W ) A
H
W−−→˜ Det(X, V,W )x ≀ dc x ≀ dc x ≀ dc
detC•(X, V )
(1.49)−−−→˜ DetC•(X, V,W ) AW−−→˜ DetC•(X, V,W )
(1.53)
Here
Det(M,Z,N) := (⊗k=1,2 detH• (Mk, N ∪ Zk))⊗ detH•(N),
Det(X, V,W ) := (⊗k=1,2 detH• (Xk,W ∪ Vk))⊗ detH•(W ),
DetC•(X, V,W ) := (⊗k=1,2 detC• (Xk,W ∪ Vk))⊗ detC•(W ),
(1.54)
AW := idX ⊕
√
2 idW ∈ Aut (⊕k=1,2C• (Xk,W ∪ Vk))⊕AutC•(W ),
AHW is the induced by AW operator on the determinant of the cohomology,
R is the identification induced by the integration of differential forms over the sim-
plexes of X (by the de Rham theorem),
ϕc and ϕan are the identifications induced by (1.49) and by (1.10) in a view of Propo-
sition 1.1.
The commutativity of (1.53) follows from the commutativity of the diagram
0→ ⊕k=1,2 DR• (Mk, N ∪ Zk) → DR• (M1,1, Z)
√
2 i∗N−−−→ DR•(N) → 0yR yR yR
0→ ⊕k=1,2 C• (Xk,W ∪ Vk) → C•(X, V ) i
∗
N−→ C•(W )
√
2 id−−−→ C•(W ) → 0
The induced action of
√
2 id on lW ∈ detC•(W ) is lW → 2−χ(W )/2lW (where
χ(W ) = χ(N) is the Euler characteristic). So the induced action of AW and of A
H
W
on l ∈ Det(M,Z,N) = (⊗k=1,2 detC• (Xk,W ∪ Vk))⊗ detC•(W ) is
l → 2−χ(N)/2l. (1.55)
(The identification of the determinant lines is defined by R and by dc in the right
column of (1.53).)
For an arbitrary nonzero m ∈ Det(M,Z,N) the following equality is deduced from
(1.55) and from the commutativity of (1.53):
(ϕanT0(M,Z)) (m) = 2
−χ(N) (ϕcT0(M,Z)) (m). (1.56)
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Theorem 1.1 and Proposition 1.3 claim that
ϕanT0(M,Z) = T0 (M1, N ∪ Z1)⊗ T0 (M2, N ∪ Z2)⊗ T0(N),
ϕcτ0(X, V ) = τ0 (X1,W ∪ V1)⊗ τ0 (X2,W ∪ V2)⊗ τ0(W ). (1.57)
The isometries (1.56) and (1.57) involve the equality
e(M,Z) = log2 (T0(M,Z)/τ0(X, V )) =
= −χ(N)+
 ∑
k=1,2
log2 (T0 (Mk, N ∪ Zk) /τ0 (Xk,W ∪ Vk))
+log2 (T0(N)/τ0(W )) .
Thus the lemma is proved. 
Let ν = (α, β) ∈ R2 \ (0, 0) and let (C• (Xν , V ) , dc) be the complex of pairs
of cochains (c1, c2), ck ∈ C• (Xk, Vk), with the ν-transmission boundary condition
(similar to (1.13)) on W ⊂ ∂Xk between their geometrical restrictions
αi∗W,1c1 = βi
∗
W,2c2. (1.58)
The integration over the simplexes provides us with a quasi-isomorphism of the
complexes:
Rν : (DR
• (Mν , Z) , d)→ (C• (Xν , V ) , dc)
(i.e., Rν induces an isomorphism between the corresponding cohomology).
The morphism of complexes rν,c : (C
• (Xν , V ) , dc)→ C• (W, dc) is defined by anal-
ogy with the definition of rν . Its value on each element (c1, c2) ∈ C• (Xν , V ) is
rν,c (c1, c2) = (α
2 + β2)−1/2
(
βi∗W,1c1 + αi
∗
W,2c2
)
.
The vertical arrows in the following diagram of complexes are quasi-isomorphisms9
0→ ⊕k=1,2 DR• (Mk, N ∪ Zk) → DR• (Mν , Z) rν−→ DR•(N) → 0yR yRν yR
0→ ⊕k=1,2 C• (Xk,W ∪ Vk) j→ C• (Xν , V ) rν,c−→ C•(W ) → 0
(1.59)
This diagram is commutative. The left horisontal arrows in it are the natural inclu-
sions. Let ϕcν be the identification
ϕcν : detH
• (C(Xν , V ))
Rν= detH• (Mν , Z)→ Det(M,Z,N), (1.60)
defined by the bottom row of this diagram.
9Rν is a quasi-isomorphism according to Proposition 2.3.
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Remark 1.7. The equality
ϕcν = ϕ
an
ν (1.61)
follows from the commutativity of (1.59). But ϕc1,1 6= ϕc (in contrast with the identity
ϕan1,1 = ϕan). According to (1.56) it holds that
ϕc1,1 = ϕan = 2
−χ(N)ϕc.
The space Cj(Xν , V ) is a subspace of ⊕k=1,2Cj (Xk, Vk). The Hilbert structure on
Cj (Xk, Vk) is defined by the orthonormal basises of cochains {δe} (parametrized by
j-dimensional simplexes e of Xk\Vk). So the Hilbert structures on C• (Xν , V ) and on
detC• (Xν , V ) are defined. The scalar combinatorial torsion is defined as in (1.1):
T (C• (Xν , V ) , dc) := exp
(∑
(−1)j j∂sζcj,ν(s)
∣∣∣
s=0
)
,
where ζcj,ν(s) := Tr
′
((
∆cj,ν
)−s)
is the sum
∑′λ−s over all the nonzero eigenvalues λ
of the finite-dimensional operator ∆cj,ν = (d
∗
cdc + dcd
∗
c |Cj (Xν , V )) (with their multi-
plicities), d∗c is adjoint to dc in C
j (Xν , V ) with respect to the Hilbert structure in
C• (Xν , V ).
The combinatorial torsion is the following norm on detH• (C (Xν , V ))10:
τ0 (Xν , Z) := ‖·‖2detH•(C(Xν ,V )) · T (C• (Xν , V ) , dc) , (1.62)
where the norm on detH• (C (Xν , V )) is defined by the Hilbert structures on the
subquotions Hj (C (Xν , V )) of the Hilbert spaces C
j (Xν , V ).
Remark 1.8. For each ν = (α, β) ∈ R2 \ (0, 0) the combinatorial torsion τ0 (Xν , V ) is
an invariant of the combinatorial structure defined by a smooth triangulation of the
triplet [(M, ∂M);Z;N ], where M is a manifold with a smooth boundary ∂M , Z is
a union of some connected components of ∂M , and N is a smooth codimension one
closed submanifold of M with a trivial normal bundle (TM |N ) /TN .
Proposition 1.5. The combinatorial torsion norm τ0 (Xν , Z) is isometric under the
identification ( 1.60) to the tensor product of the combinatorial torsion norms:
ϕcντ0 (Xν , V ) = τ0 (X1,W ∪ V1)⊗ τ0 (X2,W ∪ V2)⊗ τ0(W ).
10It is isomorphic to detH• (Mν , Z) under the quasi-isomorphism Rν .
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Proof. Under the identification (1.60), the Hilbert space C• (Xν , V ) is isometric to
the tensor product of the Hilbert spaces on detC• (Xk,W ∪ Vk) (for k = 1, 2) and
on detC•(W ). (The Hilbert structures on on C• (Xν , V ), C• (Xk,W ∪ Vk), and on
C•(W ) are defined above.) Indeed, let ρν,c : Cj(W ) → Cj (Xν , V ) be linear maps
defined for w ∈ Cj(W ) by
ρν,c(w) =
(
α2 + β2
)−1/2
(βw, αw) ∈ Cj (Xν , V ) (1.63)
Then rν,cρν,c = id on C
•(W ), ρν,c is an isometry between Cj(W ) and Im ρν,c, and
Im ρν,c is the orthogonal complement in C
• (Xν , V ) to the image of the natural in-
clusion j : ⊕k=1,2 C• (Xk,W ∪ Vk) →֒ C• (Xν , V ) (where j is an isometry onto Im j).
So the identification ϕcν is the isometry of the combinatorial torsion norms. 
The number e (Mν , Z) ∈ R is defined as the logarithm of the ratio between the
analytic and the combinatorial torsion norms:
e (Mν , Z) := log2 (T0 (Mν , Z) /τ0 (Xν , V )) .
Corollary 1.2. Under the conditions of Lemma 1.2, the equality holds:
e (Mν , Z) = e (M1, Z1 ∪N) + e (M2, Z2 ∪N) + e(N), (1.64)
where Z is a union of some connected components of ∂M and Zk = Z ∩ ∂Mk.
Corollary 1.3. e (Mν , Z) is independent of ν ∈ R2 \ (0, 0).
Corollary 1.4. For an arbitrary ν ∈ R2 \ (0, 0) the equality holds:
e (Mν , Z)− e(M,Z) = χ(N). (1.65)
This equality follows from Lemma 1.4 and from (1.64).
Remark 1.9. Even for ν = (1, 1) the number e (Mν , Z) differs from e(M,Z) in the
case χ(N) 6= 0.
1.4.2. Ratio of the analytic torsion norm and the combinatorial torsion norm for
spheres and disks. Spherical Morse surgeries. The values of e(M) and e(M, ∂M),
whereM is a sphere Sn or a disk Dn (with a direct product metric near ∂Dn = Sn−1)
are deduced now from Lemma 1.4.
Lemma 1.5. 1. For all the spheres, e (Sn) is zero.
2. For even-dimensional disks, e (D2n) and e (D2n, ∂D2n) are zero.
3. For all odd-dimensional disks, e (D2n+1) and e (D2n+1, ∂D2n+1) are equal to one.
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Proof. A closed interval D1 is obtained by gluing two intervals D1 = D1 ∪pt D1 in
their common boundary point. Lemma 1.4 claims in this case that
e
(
D1
)
= 2e
(
D1, pt
)
+ e(pt)− χ(pt). (1.66)
Since e(pt) = 0, we see that (1.52) involves the equalities
e
(
D1
)
= e
(
D1, pt
)
= e
(
D1, ∂D1
)
. (1.67)
Hence (1.66) involves e (D1) = χ(pt) = 1.
A circle S1 is obtained by gluing two intervals, namely S1 = D1 ∪∂D1 D1. So,
according to Lemma 1.4 and to (1.67), we have
e
(
S1
)
= 2e
(
D1
)
+ e
(
∂D1
)
− χ
(
∂D1
)
= 0. (1.68)
Suppose (by the induction hypothesis) that e(Sm) = 0 for m ≤ n− 1. The sphere
Sn (for n ≥ 2) is the union (Dn−1 × S1)⋃Sn−2×S1 (D2 × Sn−2) = Sn Indeed, Sn ={
(x1, . . . , xn+1) ∈ Rn+1 : ∑ x2j = 1}, the disk D2 in D2 × Sn−2 in the decomposition
above corresponds to {(x1, x2) : x21 + x22 ≤ ε} and Sn−2 = {(xj) ∈ Sn, x1 = x2 = 0}.
Lemma 1.4 claims in this case that (since χ (Sn−2 × S1) = 0)
e (Sn) = e
(
Dn−1 × S1, Sn−2 × S1
)
+ e
(
D2 × Sn−2, S1 × Sn−2
)
+ e
(
Sn−2 × S1
)
.
The equalities below are deduced from the induction hypothesis, from Lemma 1.3
((1.52), (1.51)), and from (1.68):
e
(
Dn−1 × S1, Sn−2 × S1
)
= e
(
Dn−1 × S1
)
− e
(
Sn−2 × S1
)
,
e
(
D2 × Sn−2, S1 × Sn−2
)
= e
(
D2 × Sn−2
)
− e
(
S1 × Sn−2
)
,
e
(
S1 × Sn−2
)
= 0, e
(
Dn−1 × S1
)
= 0,
e
(
D2 × Sn−2
)
= χ
(
Sn−2
)
e(D2).
(1.69)
Hence the combinatorial torsion norm is equal to the analytic torsion norm for all
odd-dimensional spheres S2m+1:
e
(
S2m+1
)
= 0, T0
(
S2m+1
)
= τ0
(
S2m+1
)
. (1.70)
It follows from Lemma 1.3 and from (1.68) that e (D2) = e (D2, ∂D2). It is deduced
from Lemma 1.4 and from (1.68) that e (S2) = 2e (D2). According to (1.69) the
equality e (S2m) = 0 for all even-dimensional spheres is a consequence of the equality
e (S2) = 0.
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Let (M, gM) be any closed Riemannian manifold of even dimension 2n. Then the
scalar analytic torsion T (M, gM) is equal to 1. (This equality was proved in [RS],
Theorem 2.1, with the help of the equality∑
(−1)jj m(λ, j) = 0,
where λ is an arbitrary nonzero eigenvalue of ∆j on DR
j(M) and m(λ, j) is its
multiplicity. The latter assertion follows from the symmetry relation m(λ, j) =
m(λ, 2n − j), which is obtained applying the operator ∗ for a Riemannian metric
gM to the λ-eigenforms for ∆j .) So (in particular) the torsion norm T0 (S
2) is equal
to ‖·‖2detH•(S2), where the norm onH• (S2) is the norm defined by gM on the harmonic
forms Ker∆•. (The unduced norm ‖·‖2detH•(S2) does not depend on the metric gS2,
as it follows from the invariance of T0 (M, gM) with respect to gM , proved above.)
Let v be a volume of S2 relative to a Riemannian metric gS2. Then the element
h ∈ detH• (S2) defined below is of the norm 1:
h =
(
v−1/2 · 1S2
)−1 ⊗ (v−1/2(∗1S2))−1 , ‖h‖2detH•(S2) = 1
(here 1S2 is the constant 1 ∈ DR0 (S2) and ∗1S2 is the gS2-volume form).
The sphere S2 has a cell decomposition11 XS2 : X := D
2∪∂D2 pt. Hence the element
hc ∈ detC• (XS2) defined below is of the norm 1:
hc = (δpt)
−1 ⊗ (δD2)−1 , ‖hc‖2detC•(XS2) = 1.
(For this cell-decomposition dc = 0, and so detC
• (XS2) is the same as detH• (S2)
without the dc-identification. The cochains δpt, δD2 are the basic elements in H
0 (S2),
H2 (S2).)
The integration homomorphism R : DR• (S2)→ C• (XS2) maps 1S2 to δpt and ∗1S2
to v · δD2. So R(h) = hc and we have
e
(
S2
)
= 0, e
(
S2m
)
= 0. (1.71)
The equalities below follow from Lemmas 1.3, 1.4, and from (1.70), (1.71):
0 = e (Sn) = 2e (Dn, ∂Dn) + e
(
Sn−1
)
− χ
(
Sn−1
)
,
e (Dn, ∂Dn) = e (Dn)− e
(
Sn−1
)
= e (Dn) ,
e (Dn, ∂Dn) = 2−1χ
(
Sn−1
)
= e (Dn) .
Lemma 1.5 is proved. 
11This CW -complex (cell stratification) has a subdivision which is a C1-triangulation of S2. So as
the combinatorial torsion is defined also for CW -complexes and as it is invariant under subdivisions,
τ
(
S2
)
can be computed from this cell stratification ([Mi], Sections 7, 8, 12.3).
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The equality e (Dm+1 × Sn) = e (Dm+1 × Sn, ∂ (Dm+1 × Sn)) holds by Lemmas 1.3
and 1.5.
Corollary 1.5. For arbitrary n, m ≥ 0 the equality holds:
e
(
Dm+1 × Sn
)
= e
(
Sm ×Dn+1
)
. (1.72)
(According to Lemma 1.5, each side of (1.72) is equal to 2 in the case of a pair of
even numbers (m,n) and it is equal to zero for other pairs (m,n).)
Let M be a compact manifold with a smooth boundary ∂M and let Z be a union
of some connected components of ∂M . Let M˜ be obtained by some spherical Morse
surgery (with a trivial normal bundle) ofM (i.e., there exists a manifold (M1, ∂M1) ⊂
M\∂M ,M1 ≃ Dm+1×Sn,m+n+1 = dimM , with ∂M1 = Sm×Sn,M =M1∪∂MM2,
such that M˜ = M˜1 ∪∂M˜1 M2 is obtained by gluing M˜1 = Sm × Dn+1 and M2 by a
diffeomorphism f : ∂M˜1 →∼ ∂M2).
Let the metrics gM and gM˜ be direct product metrics near ∂M and ∂M˜ . (It is
proved above that the numbers e(M,Z) and e
(
M˜, Z
)
do not depend on the metrics
gM , gM˜ supposed to be direct product metrics near ∂M and near ∂M˜ .)
Lemma 1.6. The number e(M,Z) is invariant under the spherical Morse surgeries
with a trivial normal bundle, i.e., the equality holds
e(M,Z) = e
(
M˜, Z
)
. (1.73)
Proof. The metrics gM and gM˜ can be replaced by Riemannian metrics onM and M˜
which are direct product metrics on ∂M1 × I and ∂M˜1 × I near ∂M1 ⊂M and near
∂M˜1 ⊂ M˜ (and which are direct product metrics near ∂M and ∂M˜). Lemma 1.4
claims in this case that
e(M,Z) = e (M1, ∂M1) + e (M2, ∂M1 ∪ Z) + e (∂M1)− χ (∂M1) ,
e(M˜, Z) = e
(
M˜1, ∂M˜1
)
+ e
(
M2, ∂M˜1 ∪ Z
)
+ e
(
∂M˜1
)
− χ
(
∂M˜1
)
.
(1.74)
The smooth closed manifolds ∂M˜1 and ∂M1 are diffeomorphic. Hence
e (∂M1) = e
(
∂M˜1
)
, χ (∂M1) = χ
(
∂M˜1
)
, e (M2, ∂M1 ∪ Z) = e
(
M2, ∂M˜1 ∪ Z
)
.
Corollary 1.5 and Lemmas 1.3 and 1.5 claim that e (M1, ∂M1) = e
(
M˜1, ∂M˜1
)
. So
the equality (1.73) follows from (1.74). 
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1.4.3. Proof of the generalized Ray-Singer conjecture.
Theorem 1.3 (Classical Ray-Singer conjecture). For any closed Riemannian
manifold (M, gM) its analytic torsion norm is equal to the combinatorial torsion norm
T0(M) = τ0(M).
Proof. There is a smooth Morse function f on a direct product M × I (i.e., a
function with the nondegenerate isolated critical points with different critical values)
such that the following holds. Its minimum value is equal to zero, f−1(0) =M × ∂I,
and the zero is not a critical value of f . Its maximum value maxM×I f equals 1 and
the maximum value level is the only one point. Namely f−1(1) is an interior point of
M × (I, ∂I).
As f−1(1 − ε) (where ε > 0 is very small) is a sphere Sn (n = dimM), there
exists a sequence of spherical Morse surgeries (given by transformations of levels
f−1(x), x ∈ (0, 1− ε) for x divided by critical values) such that their composition is
a transformation of a manifold12 M ∪M = M × ∂I = f−1(0) into Sn = f−1(1− ε).
Aa a consequence of Lemma 1.6 in this case we get
2e(M) = e(M ∪M) = e (Sn) .
Lemma 1.5 claims that 0 = e (Sn) = e(M). Thus, the Ray-Singer conjecture is
proved. 
Let (M, gM) be a compact Riemannian manifold with a smooth boundary ∂M . Let
Z be a union of some connected components of ∂M and let gM be a direct product
metric near ∂M . The following two theorems are generalizations of the Ray-Singer
conjecture.
Theorem 1.4. Under the conditions above, the following equality holds for a mani-
fold with a smooth boundary:
T0(M,Z) = 2
χ(∂M)/2τ0(M,Z). (1.75)
Proof. Lemma 1.3 claims that e(M,Z) = e(M, ∂M) + e(∂M \ Z). According to
Theorem 1.3, e(∂M \ Z) is equal to zero. Hence e(M,Z) = e(M, ∂M). In the case
of ∂M 6= ∅ there is a mirror-symmetric closed Riemannian manifold P = M ∪∂M M
obtained by gluing two copies of (M, gM) along ∂M . According to Lemma 1.4, we
have
e(P ) = 2e(M, ∂M) + e(∂M) − χ(∂M).
12The manifold M is not supposed to be orientable.
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Theorem 1.3 claims that e(∂M) = 0 = e(P ). Thus, we get
e(M,Z) = e(M, ∂M) = 2−1χ(∂M),
which is equivalent to (1.75). 
Let (M,Z, gM) be as in Theorem 1.4. Let N be a codimension one in M two-
sided in M closed submanifold N ⊂ M \ ∂M . Let M be obtained by gluing M1 and
M2 along N . Let gM be a direct product metric near N and let the ν-transmission
boundary conditions (1.13) be given on N (where ν = (α, β) ∈ R2 \ (0, 0)).
Theorem 1.5. The analytic torsion norm is expressed by the combinatorial torsion
norm (in the case of the ν-transmission interior boundary condition on N) as follows
T0(Mν , Z) = 2
χ(∂M)/2+χ(N)τ0(Mν , Z).
Proof. The equality (1.65) claims that e(Mν , Z) = e(M,Z)+χ(N). So the assertion
of the theorem follows from Theorem 1.4 and from the equality (1.65). 
Remark 1.10. This proof of the generalizations of the Ray-Singer conjecture does not
use any explicit expressions for the scalar analytic torsions of any special classes of
manifolds. The proofs in [Mu¨1], [Ch] of the classical Ray-Singer conjecture essentially
used the explicit expressions for the scalar analytic torsions for spheres and lens
spaces. (The latter expressions were obtained by D.B. Ray in [Ra]. He computed
there the scalar analytic torsion for lens spaces and spheres with homogeneous metrics
by explicit calculations of the ζ-functions for the corresponding Laplacians using
Gegenbauer’s polynomials.) The proof in [Mu¨1] used the precise estimates of [DP]
for the eigenvalues of the corresponding combinatorial Laplacians. The proof of [Ch]
used the Lerch formula for the derivative at zero of the zeta-function of Riemann
([WW], 13.21, 12.32). We don’t use this formula. (Its new proof is obtained here.)
Our proof of the generalized Ray-Singer formula is based on a gluing property for
the analytic torsion norms. This property is proved here for a general gluing two
Riemannian manifolds by a diffeomorphism of some connected components of their
boundaries. It is proved without any computations of asymptotics of eigenvalues and
eigenforms for the corresponding Laplacians.
2. Gluing formula for analytic torsion norms. Proof of Theorem 1.1
2.1. Strategy of the proof. In Section 1 the generalized Ray-Singer conjecture
for a manifold with a smooth boundary is deduced from Theorem 1.1. Namely it is
deduced from the gluing formula
ϕanT0(M,Z) = T0 (M1, Z1 ∪N)⊗ T0 (M2, Z2 ∪N)⊗ T0(N), (2.1)
which holds under the conditions of Theorem 1.1 (where Zk := Z ∩ ∂Mk). The
identification ϕan in (2.1) is defined in (1.9) with the help of the exact sequence
GENERALIZED RAY-SINGER CONJECTURE. I. A MANIFOLD WITH BOUNDARY 35
(1.10) of the de Rham complexes. It is proved in Lemma 1.2 that the equality (2.1)
follows from the assertion that under the conditions of Theorem 1.1, the induced
analytic torsion norm13 ϕanν T0 (Mν) does not depend on a parameter ν of the interior
boundary conditions. The latter statement means that the equality
ϕanν T0 (Mν , Z) = c0T0 (M1, Z1 ∪N)⊗ T0 (M2, Z2 ∪N)⊗ T0(N), (2.2)
holds with a positive constant c0 which is independent of ν ∈ R2 \ (0, 0). (However,
it is not supposed in Lemma 1.2 that c0 is independent of M,N, gM , and Z.)
The strategy of the proof of the equality (2.2) is as follows. First we prove that c0
is constant on each of four connected components
Uj ⊂ U := {(α, β) ∈ R2 : αβ 6= 0}. (2.3)
Then it is enough to prove that c0(ν) is continuous as a function of ν for ν ∈
R2 \ (0, 0). These two assertions provide us with a proof of the equality (2.2).
Let ν0 ∈ U and let a > 0 be a number not belonging to the spectrum S(ν0) :=⋃
i Spec∆i(Mν0, gM) ⊂ R+ of the Laplacians on DR• (Mν , Z). This spectrum is
discrete according to Theorem 3.1. In particular, each its eigenvalue is of a finite
multiplicity. Let W ia(ν) be a subspace of DR
i (Mν , Z), spanned by all the eigenforms
ωλ for ∆ν,i := ∆i(Mν , gM) with their eigenvalues λ ≤ a. Then dW ia(ν) ⊂ W i+1a (ν).
So (W •a (ν), d) is a finite-dimensional subcomplex of (DR
• (Mν , Z) , d) equiped with
the natural Hilbert structures on W •a (ν) →֒ DR• (Mν , Z) (defined by gM).
Let ‖·‖2detW •a (ν) be the induced norm on detW •a (ν). For ν very close to ν0 it
holds also that a /∈ S(ν) (Proposition 3.1). By the definition of W •a (ν), its co-
homology Hj (W •a (ν)) are canonically identified with the space of harmonic forms
Ker∆j (Mν , gM). The differential d in W
•
a (ν) induces the identification
dW : detW
•
a (ν)
→∼ det Ker∆• (Mν , gM) . (2.4)
According to Lemma 1.1 there is a canonical identification between the harmonic
forms and the cohomology of the de Rham complex (the latter one is independent of
gM):
Ker ∆i (Mν , gM) = H
i (DR (Mν , Z)) . (2.5)
So there is the induced canonical identification of the determinant lines:
detKer∆• (Mν , gM) = detH• (DR (Mν , Z) , d) . (2.6)
Let ‖·‖2detH•(Mν) be a norm on detH• (Mν , Z) := detH• (DR (Mν , Z) , d) induced
by the identifications (2.5) and (2.6) from the Hilbert structure on the harmonic
forms Ker∆• (Mν , gM). (This structure is defined by the Riemannian metric gM .)
13The identification ϕanν is defined by the short exact sequence (1.14).
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The identification (2.4) is not an isometry of the norms ‖·‖2detH•(Mν) and ‖·‖2detW •a (ν)
in general. The norm ‖·‖2detH•(Mν) has to be multiplied by an additional factor for the
identification (2.4) to become an isometry. This factor is the scalar analytic torsion of
a complex (W •a (ν), d), defined by the general formula (1.1). We can conclude that the
analytic torsion norm T0 (Mν , Z) on the determinant of H
• (DR (Mν , Z)) is isometric
(under the identifications (2.4) and (2.6)) to the norm
T0 (Mν , Z; a) := ‖·‖2detW •a (ν) exp
(∑
(−1)jj∂sζν,j(s; a)|s=0
)
. (2.7)
The zeta-function ζν,j(s; a) is defined for Re s > (dim M)/2 by the series
∑
λ>0 λ
−s,
where the sum is over all the eigenvalues λ of ∆j ((Mν , gM)) (including their multi-
plicities), such that λ > a. This ζ-function can be continued meromorphically to the
whole complex plane C and it is regular at zero. The latter assertion follows from
Theorem 3.1 and from the equality (which is obvious for Re s > (dimM)/2):
ζν,j(s; a) = ζν,j(s)−
∑
0<λ≤a
λ−s. (2.8)
(The series for ζν,j(s), Re s > (dimM)/2, is the sum over all the nonzero eigenvalues
of ∆j (Mν , gM) with their multiplicities, where λ
−s := exp(−s log λ) and log λ ∈ R
for λ > 0).
The identifications dW (2.4) and ϕ
ν
an (the latter one is defined with the help of
(1.14)) provide us (under the conditions of Lemma 1.2) with the identification:
ϕanν (a) : detW
•
a (ν)
→∼ Det(M,N,Z) (2.9)
(Det(M,N,Z)14 is defined in (1.9)). The assertion that c0(ν) is independent of ν
on each connected component Uj of U (2.3) is equivalent to the following one. The
analytic torsion norm T0 (Mν , Z; a) is transformed (under the identification (2.9))
into the norm on Det(M,N,Z):
ϕanν (a)◦T0(Mν , Z; a)=c0(ν)T0(M1, Z1 ∪N)⊗T0(M2, Z2 ∪N)⊗T0(N), (2.10)
where c0(ν) is constant on each connected component Uj.
The action of ϕνan(a) is as follows (by its definition):
ϕνan(a)T0 (Mν , Z; a) = T (Mν , Z; a)ϕ
ν
an(a) ◦ ‖·‖2detW •a (ν) ,
where the scalar analytic torsion T (Mν , Z; a) is defined as the scalar factor in (2.7):
T (Mν , Z; a) := exp
(∑
(−1)jj∂sζν,j(s; a)|s=0
)
. (2.11)
Let ν(γ), γ ∈ (ε, ε) ⊂ R, be a smooth curve in U (2.3) and let ν(0) = ν0. Let
Πj(ν0; a) be an ortogonal projection operator from (DR
j(M))2 onto W
j
a (ν0) (relative
14To remind, Z is the union of the connected components of ∂M , where the Dirichlet boundary
conditions are given. The Neumann boundary conditions are given on ∂M \ Z.
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to the natural Hilbert structure (1.23) in (DRj(M))2). Let p1 be a linear operator
in (DR•(M))2, mapping (ω1, ω2) ∈ (DR•(M))2 to (ω1, 0). (Respectively p2 maps
(ω1, ω2) to (0, ω2).)
Let ν and ν0 be arbitrary points from U . Then the following isomorphism of the
de Rham complexes is defined (where kν := α/β for ν = (α, β) ∈ U):
vν=vνν0 : DR
•(Mν0 , Z) →∼ DR
•(Mν , Z) , vν(ω1, ω2) :=(ω1,(kν/kν0)·ω2) . (2.12)
Thus the induced isomorphism is defined:
vν∗ : H• (DR (Mν0 , Z))→ H• (DR (Mν , Z)) .
Let a be a positive number from R+\S(ν0). Then for ν very close to ν0 the number
a is also from R+ \ S(ν) (Proposition 3.1). The complexes W •a (ν) and W •a (ν0) are
isomorphic as abstract finite-dimensional complexes (and (2.12) provides us with a
natural but not canonical isomorphism of these complexes). We have to compute
the action of ϕνan on the norms ‖·‖2detW •a (ν) for ν very close to ν0. However ‖·‖
2
W •a (ν)
are the norms on different complexes. So it is necessary to define some isomorphism
between W •a (ν0) and W
•
a (ν) and then to compute its action on ‖·‖2detW •a (ν0) and on
the space Det(M,N,Z). The choice (2.13) of such an identification is done below.
For ν very close to ν0 the subspaces W
•
a (ν) and W
•
a (ν0) are very close in the L2-
completion (DR•(M))2 of DR
• (Mν , Z) =: DR•(ν), according to Proposition 3.1. So
the following isomorphism of these finite-dimensional complexes is well-defined:
gν = Π
•(ν; a) · vνν0 · jν0 :
W •a (ν0) →֒ (DR•(ν0), d)
vνν0−−→˜ (DR•(ν), d) −−−−→
Π•(ν;a)
(W •a (ν), d) , (2.13)
where jν0 is the natural inclusion of W
•
a (ν0) and Π
•(ν; a) is the orthogonal projection
operator ontoW •a (ν). Its action on the norm ‖·‖2detW •a (ν0) is computed by the following
lemma.
Lemma 2.1. Let l be an arbitrary nonzero element of detW •a (ν0). Then the equality
holds for any smooth variation ν(γ) of ν0 = ν(0):
∂γ log ‖gνl‖2detW •a (ν)
∣∣∣
γ=0
= −2 ∂γ log(kν)
∣∣∣
γ=0
(∑
(−1)j Tr
(
p2Π
j(ν0; a)
))
. (2.14)
In (2.14) the rank (i.e., the dimension of the image) of the operator p2Π
j(ν0; a) is
less or equal to dimW •a (ν0). This operator acts in (DR
•(M))2.
Then the following lemma provides us with the variation formula for T (Mν , Z; a).
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Lemma 2.2. For γ = 0 the equality holds:
∂γ log T (Mν , Z; a) = 2 ∂γ log(kν)
∣∣∣
γ=0
∑
(−1)jb1,j (Mν0 , Z; a) ,
where kν := α/β for ν = (α, β) ∈ U . Here b1,j(Mν0 , Z; a) is a constant coefficient
(i.e., t0-coefficient q0) in the asymptotic expansion as t → +0 of the trace of the
operator below (acting in (DRj(M))2):
Tr
(
p1
{
exp (−t∆ν0,j)
(
1−Πj(ν0; a)
)})
∼ q−nt−n/2 + q−n+1t−(n−1)/2 + . . .+ q0t0 + . . .
(2.15)
Remark 2.1. The operators exp (−t∆ν0,j) and Πj(ν0; a) acting in the L2-completion
(DRj(M))2 of DR
j (Mν0 , Z) (which coincides with the L2-completion of DR
j(M))
have their images in the domain of definition of the LaplacianD(∆ν0,j)⊂DRj(Mν0 , Z).
The existence of the asymptotic expansion (2.15) follows from Theorem 3.2. The co-
efficients qm with m ≤ −1 in (2.15) are independent of a. The coefficients q˜m of the
asymptotic expansion for Tr
(
p1 exp(−t∆ν0,j)
)
are equal to the sums of the integrals
over M1 and over ∂M1 ⊃ N of the locally defined densities on M1 and on ∂M1 (by
Theorem 3.2). However, in the general case we cannot represent Tr (p1Π
j(ν0; a)) as
an integral of a locally defined density (because there are no universal local formu-
las for the eigenforms ωλ of ∆ν0,j). Hence there is no universal local formula for a
coefficient q0 in (2.15) but there are such formulas for qm = q˜m with m < 0.
Corollary 2.1. For an arbitrary nonzero l ∈ detW •a (ν0) the equality holds
∂γ log ‖gνl‖2T0(Mν ,Z)=2∂γ(log kν)
∣∣∣
γ=0
(∑
(−1)j
(
b1,j(Mν0 , Z)−dimW ja
))
, (2.16)
where b1,j (Mν0, Z) is a constant coefficient (i.e., the t
0-coefficient) of the asymptotic
expansion of Tr (p1 exp (−t∆ν0,j)) relative to t → +0 and p1 exp (−t∆ν0,j) is the op-
erator acting in (DRj(M))2.
Remark 2.2. Note that in the right side of (2.16) there are the Euler characteristic
χ (Mν , Z) :=
∑
(−1)j dimW ja and the alternating sum of the integrals b1,j (Mν0 , Z)
(over M1 and over ∂M1) of the locally defined densities (Remark 2.1). (Here Z is the
union of the connected components of ∂M , where the Dirichlet boundary conditions
are given). The number χ (Mν , Z) is also equal to the sum of the integrals over M ,
N , and over ∂M of the locally defined densities.
Let ν(γ) be a smooth variation of a point ν0 ∈ U (2.3). Let l(γ) ∈ detW •a (ν(γ))
be a variation of an arbitrary nonzero element l ∈ detW •a (ν0) such that ϕanν(γ)(a)◦ l(γ)
is a fixed (nonzero) element of Det(M,N,Z). Then the equality (2.10) (where the
factor c0(ν) is constant on each connected component of U (2.3)) is equivalent to the
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assertion that for any such a variation l(γ) its analytic torsion norm is independent
of γ:
∂γ ‖l(γ)‖2T0(Mν(γ) ,Z;a)
∣∣∣
γ=0
= 0. (2.17)
Corollary 2.1 provides us with the formula (2.16) for a variation of the analytic
torsion norm ‖gν(γ)l‖2T0(Mν(γ),Z;a) (where l ∈ detW •a (ν0)). The assertion (2.17) is
equivalent to the following identity:
∂γ log
∥∥∥gν(γ)l∥∥∥2
T0(Mν(γ) ,Z;a)
∣∣∣
γ=0
= ∂γ log ‖gν∗f‖2
∣∣∣
γ=0
, (2.18)
where f is an arbitrary nonzero element ofDet(M,N,Z) (for instance, f = ϕanν0 (a)◦l)
and gν∗ = ϕanν (a) ◦ gν ◦
(
ϕanν0 (a)
)−1
is defined by the following commutative diagram,
where ν ∈ U is very close to ν0:
Det(M,N,Z) −−−→
gν∗
Det(M,N,Z)
ϕanν0 (a)
x ≀ ≀ ≀ ≀ xϕanν (a)
detW •a (ν0) −−−−→gν=gνν0 detW
•
a (ν)
The norm on the right in the equality (2.18) is an arbitrary Hilbert norm in one-
dimensional space Det(M,N,Z). The value of the expression on the right in (2.18)
is independent of such a norm.
The action of the isomorphism gν = gνν0 : W
•
a (ν0) → W •a (ν) on Det(M,N,Z) is
described by the following lemma.
Lemma 2.3. For an arbitrary element f ∈ Det(M,N,Z) the equality holds:
∂γ log ‖gν∗f‖2
∣∣∣
γ=0
= −2∂γ (log kν)
∣∣∣
γ=0
∑
(−1)jb2,j (Mν0, Z) , (2.19)
where b2,j (Mν0 , Z) is the constant coefficient (i.e., the t
0-coefficient) in the asymptotic
expansion (relative to t → +0) for the trace of the operator p2 exp (−t∆ν0,j) acting
in (DRj(M))2.
Here p2 is the operator p2 : (ω1, ω2)→ (0, ω2) for ωk ∈
(
DR
(
Mk
))
2
.
Remark 2.3. Note that Tr exp (−t∆ν0,j) =
∑
j Tr (pj exp (−t∆ν0,j)). So we have
−∑(−1)jb2,j (Mν0 , Z) =∑(−1)jb1,j (Mν0 , Z)− χ (Mν0 , Z) .
Hence the equality (2.18) follows from (2.16) and (2.19).
Thus Lemmas 2.1–2.3 provide us with a proof of the assertion that the factor c0(ν)
is independent of ν on each connected component Uj of U (2.3).
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2.2. Continuity of the analytic torsion norms. To prove that c0(ν) is inde-
pendent of ν ∈ R2 \ (0, 0), it is enough15 to show that the norm ϕanν ◦ T0(Mν) on
Det(M,N,Z) is continuous in ν ∈ R2 \ (0, 0). The following norms on Det(M,N,Z)
are the same for an arbitrary a ≥ 0:
ϕanν (a) ◦ T0 (Mν , Z; a) = ϕanν ◦ T0 (Mν , Z) . (2.20)
Let us prove the continuity of ϕanν T0 (Mν , Z) as a function of ν at a point ν0 ∈
R2\(0, 0). (The series of lemmas above provides us with the proof of this assertion in
the case when ν0 ∈ U (2.3). But now this will be proved at an arbitrary ν0 ∈ R2\(0, 0),
for instance, at ν0 ∈ R2\(U ∪ (0, 0)).) By (2.20), it is enough to obtain the continuity
in ν at ν = ν0 of the norm ϕ
an
ν (a) ◦ T0(Mν ; a) on Det(M,N,Z) for a fixed a > 0
such that a /∈ S(ν0) := ∪j Spec (∆ν0,j). Since a /∈ S(ν0), we see that a /∈ S(ν) for ν
very close to ν0. (The latter assertion follows from Proposition 3.1. It claims that
the resolvents G•λ(ν) := (∆
•
ν − λ)−1 for λ /∈ Spec(∆ν,•) form a smooth in (λ, ν) family
of bounded operators in (DR•(M))2 and that Spec (∆ν,•) is discrete. As G
•
a(ν0) is
bounded in (DR•(M))2, the operator G
•
a(ν) is also bounded for ν, close to ν0, and
so a /∈ Spec(∆ν,•) for such ν.) The assertion below claims that the truncated scalar
analytic torsion (2.11) is a locally continuous function.16
Proposition 2.1. The scalar analytic torsion T (Mν , Z; a) is continuous in ν at ν0.
Thus, the continuity of ϕanν T0 (Mν , Z) (as a function of ν) at ν0 is equivalent to the
condition that the norm on Det(M,N,Z)
ϕanν (a) ◦ ‖·‖2detW •a (ν) (2.21)
is continuous in ν at ν0. The continuity of the norm (2.21) is deduced from the
following finite-dimensional algebraic lemma. Let
f : (A•, dA)→ (V •, dV ) (2.22)
be a quasi-isomorphism of finite complexes of finite-dimensional Hilbert spaces. Let
f∗ : detH•(A) →∼ detH•(W ) be the induced identification of the determinant lines.
Let T0(A
•) and T0(V •) be the analytic torsion norms (1.2) on the determinant lines
identified by f∗ : detH•(A) = detH•(V ). Let (Cone
• f, d), Conejf =Aj−1 ⊕ V j, be
a simple complex, associated with the bicomplex (2.22):
dCone : Cone
j→Conej+1, dCone(x, y)=(−dAx, fx+ dV y) (2.23)
15The factor c0(ν) is constant on each connected component Uj of U (2.3), and U is dense in
R2 \ (0, 0).
16This truncated scalar analytic torsion is a continuous function on the set of ν ∈ R2 \ (0, 0) such
that a /∈ ∪i Spec (∆ν,i).
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(for (x, y) ∈ Aj+1⊕V j). Then Cone•f is an acyclic finite complex of finite-dimensional
Hilbert spaces (Conejf is the direct sum of Hilbert spaces Aj+1 and V j), H•(Conef)=
0. Hence detH•(Cone f) is canonically identified with C and the analytic torsion
norm for Cone• f is a norm on C . The ratio T0(V )/T0(A) ∈ R+ is defined as the
ratio between the two norms on the one-dimensional spaces detH•(V ) and detH•(A)
identified by f∗.
Lemma 2.4. Under the conditions above, the equality holds:
‖1‖2T0(Cone• f) = T0(V •)/T0(A•), (2.24)
where the left side is the analytic torsion norm of 1 ∈ C = detH•(Cone f).
Let a > 0 be a number from R+ \ S(ν0). Then there exists an open neighborhood
Uν0(a) of ν0 ∈ Uν0(a) ⊂ R2\(0, 0) such that a /∈ S(ν) for ν ∈ Uν0(a) (Proposition 3.1).
The family of complexes (W •a (ν), d) of Hilbert spaces is continuous on Uν0(a) in the
following sense.
The operator Πja(ν) := Π
j(ν; a) is a finite rank projection operator in (DRj(M))2
with its image W ja (ν):
Πja(ν) :
(
DRj(M)
)
2
→ W ja (ν) ⊂ DRj (Mν , Z) ⊂
(
DRj(M)
)
2
.
Proposition 2.2. The family of operators Π•a(ν) is continuous in ν for ν ∈ Uν0(a)
with respect to the operator norm in (DR•(M))2. The same is true for the families
dΠ•a(ν) : (DR
•(M))2 → DR•+1(Mν) ⊂
(
DR•+1(M)
)
2
,
δΠ•a(ν) : (DR
•(M))2 → DR•−1(Mν) ⊂
(
DR•−1(M)
)
2
.
These are the families of finite rank operators.
Proof. It follows from Proposition 3.1 that if a /∈ S(ν0) then there exists an ε > 0
such that (a − ε, a + ε) ∩ S(ν) = ∅ for ν sufficiently close to ν0. Hence {λ : a − ε <
|λ| < a + ε} ∩ S(ν) = ∅ for such ν (since S(ν) ⊂ R+ ∪ 0 by Theorem 3.1). Thus,
according to Proposition 3.1, the operators
Π•a(ν) =
i
2π
∫
Γa
G•λ(ν)dλ
form a smooth in ν (for such ν) family of finite rank operators in (DR•(M))2 (where
the circle Γ = {λ : |λ| = a} is oriented opposite to the clockwise). The operators
dΠ•a(ν) : (DR
•(M))2 → (DR•+1(M))2 form (for such ν) a smooth in ν family of
finite rank operators (according to Proposition 3.1. 
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Corollary 2.2. For ν sufficiently close to ν0 the family of operators Π
•
a(ν) identifies
the graded linear spaces W •a (ν0) := ImΠ
•
a(ν0) and W
•
a (ν). Such an identification
nearly commutes with d in the following sense:∥∥∥dΠ•a(ν)w − Π•+1a (ν)dw∥∥∥2 ≤ c(ν, ν0)‖w‖2 (2.25)
(for any w ∈ W •a (ν0)), where c(ν, ν0)→ +0 as ν → ν0. This identification also nearly
commutes with δ: ∥∥∥δΠ•a(ν)w − Π•−1a (ν)δw∥∥∥2 ≤ c(ν, ν0) ‖w‖2
for w ∈ W •a (ν0) (‖·‖2 is the L2-norm in (DR•(M))2).
The estimate (2.25) follows from the continuity (in ν) of the families dΠ•a(ν) and
Π•+1a (ν) since the following operator norms tend to zero as ν → ν0:
‖dΠ•a(ν)− dΠ•a(ν0)‖2 → +0,
∥∥∥Π•+1a (ν)−Π•+1a (ν0)∥∥∥2 → +0.
Indeed, for an arbitrary w ∈ W •a (ν0) we have dΠ•aw = dw. Hence the estimates∥∥∥Π•+1a (ν)dw − dw∥∥∥2 ≤ ∥∥∥Π•+1a (ν)− Π•+1a (ν0)∥∥∥2 · ‖dw‖2 ≤
≤ C ·
∥∥∥Π•+1a (ν)− Π•+1a (ν0)∥∥∥2 · ‖w‖2
are true because the differential d : W •a (ν0)→ W •+1a (ν0) of a finite complex of finite-
dimensional spaces is bounded (with respect to the Hilbert norm induced from
(DR•(M))2).
For each ν ∈ R2 \ (0, 0) the combinatorial cochain complex (C• (Xν , V ) , d) (with
V := X ∩ Z) is defined by the ν-transmission condition (1.58). A homomorphism of
the integration of forms from W •a (ν) over the simplexes of X
Rν(a) : (W
•
a (ν), d)→ (C•(Xν , V ), d) (2.26)
is also defined for all ν ∈ R2 \ (0, 0). For every such ν the following variant of the de
Rham theorem holds.
Proposition 2.3. Rν(a) is a quasi-isomorphism.
Proof. 1. Let Rν : (DR
•(Mν , Z), d)→ (C•(Xν , V ), d) be the integration homomor-
phism of pairs of forms (ω1, ω2) ∈ DR•(Mν , Z) over the simplexes of Xj \ Vj. Then
Rν is a quasi-isomorphism.
17
17This assertion claims that the analogy of the classical de Rham theorem is true in the case of
the ν-transmission interior boundary conditions. The classical de Rham theorem for smooth closed
manifolds was proved in [dR1] (see also [dR4], Ch. IV, [W], Ch. IV, § 29). The explicit isomorphism
between the Cˇech cohomology for a good cover of a smooth closedM and the de Rham cohomology
of M is defined with the help of the de Rham-Cˇech complex ([BT], Ch. II, § 9).
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Indeed, in the commutative diagram (1.59) the left and the right vertical arrows
are quasi-isomorphisms according to the de Rham theorem for a closed manifold N
and for manifolds M1 and M2 with smooth boundaries. (The proof of the latter one
is given in [RS], Proposition 4.2.) The cohomology exact sequences provide us with
the commutative diagram
∂D−→ H∗ (⊕k=1,2DR• (Mk, N ∪ Zk)) → H∗ (DR• (Mν , Z)) −−→
(rν)∗
H∗ (DR•(N)) →
↓ R∗ ↓ (Rν)∗ ↓ R∗
∂c−→ H∗ (⊕k=1,2C• (Xk,W ∪ Vk)) −→
j∗
H∗ (C• (Xν , V ))
(rν,c)
∗−−−→ H∗ (C•(W )) →
(2.27)
with the exact rows, where the vertical arrows R∗ on the left and on the right are
isomorphisms (according to the de Rham theorem) and where ∂D = ∂c under the
identifications R∗. Hence (Rν)∗ is also an isomorphism.
The exactness of the top row in (2.27) can be interpreted and proved as follows.
The sheaf F •ν := DR
•
ν (ν = (α, β) ∈ R2\(0, 0)) of germs (ω1, ω2) of pairs of C∞-forms
ωj on Mj such that
18 αi∗1ω1 = βi
∗
2ω2 (here i
∗
j are the geometrical restrictions from
Mj to N →֒ ∂Mj) is a c-soft sheaf. (The latter notion means that the restriction
Γ (M,F jν ) → Γ
(
K, i−1K F
j
ν
)
is surjective for any compact iK : K →֒ M , [KS], Defini-
tion 2.5.5.) The sheaf Fν is c-soft since appropriate smooth partitions of unity exist
on M . The sequence of complexes of global sections
0→ Γc (M \N,F •ν )→ Γ (M,F •ν )→ Γ
(
M, iN,∗i−1N F
•
ν
)
→ 0
(here iN : N →֒ M) has the terms which possess the following properties:
1) Γ (M,F •ν ) = DR
• (Mν , Z),
2) Γc (M \N,F •ν ) is a subcomplex of ⊕k=1,2DR• (Mk, N ∪ Zk) and its natural inclu-
sion is a quasi-isomorphism. Indeed, if ω ∈ DR• (Mk, N ∪ Zk) is a closed form then
ω = dv in a neighborhood of N in Mk (where v is a smooth form with the zero geo-
metrical restriction to N). So ω− d(ϕv) = 0 in some neighborhood of N in Mk (ϕ is
an appropriate cutting function). We have Γc (M \N,F •ν ) = Γ (M, j!j−1F •ν ), where
j : M \N →֒ M and j! is the direct image with proper supports, j−1F •ν ≃ DR•|M\N .
The sheaf j!j
−1F •ν is c-soft according to [KS], Proposition 2.5.7.
3) Γ
(
M, iN,∗i−1N F
•
ν
)
has a natural homomorphism qν := rν ◦ (i∗1, i∗2) onto DR•(N)
(where rν is defined in (1.15)) and qν is a quasi-isomorphism. In fact, if the form
u = dt ∧ ωN(t) on I × N is closed then it is exact, because then dNωN(t) = 0 and
so u = d
∫ t
0 ωN(τ)dτ . (Here t is the coordinate on I and t = 0 is the equation of
18It is supposed that ωj has the zero geometrical restriction to Zk (at the points x ∈ Zk ⊂ ∂Mk).
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N = 0 × N →֒ I × N , 0 ∈ I \ ∂I.) Hence qν is a quasi-isomorphism. (This asser-
tion follows also from the Poincare´ lemma.) The sheaf iN,∗i
−1
N F
•
ν is c-soft by [KS],
Proposition 2.5.7.
For a compact manifold M the category of c-soft sheaves on M is injective with
respect to the functor of global sections Γ(M ; ) ([KS], Proposition 2.5.10). The
complex F •ν is a c-coft resolvent of a constructible sheaf ([KS], Chapter VIII) Cν on
M , which is isomorphic to CM\N on M \N and to CN on N (where CX is a constant
sheaf onX), and the gluing map for Cν is |ν|−1/2 (α, β) : CN → i−1N j∗CM\N = CN⊕CN
(i.e., c → |ν|−1 (βc, αc)). The complexes j!j−1F •ν and iN,∗i−1N F •ν are c-soft resolvents
of constructible sheaves j!j
−1
Cν = j!CM\N and of iN,∗i
−1
N Cν . (The latter one is
isomorphic to iN,∗CN under rν .) So the exactness of the cohomology sequence in the
top row of (2.27) follows from [KS], (2.6.33), Remark 2.6.10.
2. The projection operator pH : DR• (Mν , Z) →֒ (DR•(M))2 → Ker (∆•ν) pro-
vides us with the isomorphism pH∗ : H• (DR (Mν , Z)) → Ker (∆•ν) (by Lemma 1.1).
So the inclusion ia : (W
•
a (ν), d) →֒ (DR• (Mν , Z) , d) is a quasi-isomorphism and
(ia)∗ : Ker (∆
•
ν)
→∼ H• (DR (Mν , Z)) is equal to (pH∗)
−1 (since pHia = id on Ker (∆•ν)).
From an obvious equality Rν(a) = Rνia it follows that Rν(a) is a quasi-isomorphism.

Thus the assertion of Lemma 2.4 can be applied to the bicomplex (2.26). The
result is as follows.
Corollary 2.3. The equality holds:
T0(C
•(Xν , V ))/ ‖1‖2T0(Cone• Rν(a)) = T0 (W •a ) . (2.28)
The identifications ϕanν (a) (for an arbitrary a > 0) and ϕ
an
ν are defined such that
the following norms on Det(M,N,Z) are equal:
ϕanν (a) ◦ ‖·‖2detW •a (ν) = ϕ
an
ν ◦ T0(Wa). (2.29)
Hence, as it follows from (2.28), (2.29), we have
ϕanν (a) ◦ ‖ · ‖2detW •a (ν) = (ϕanν ◦ T0 (C• (Xν , V ))) ◦
(
‖1‖2
)−1
T0(Cone
•(Rν(a)))
. (2.30)
Proposition 2.4. The factor
(
‖1‖2T0(Cone•(Rν(a)))
)−1
in ( 2.30) is a continuous func-
tion of ν ∈ Uν0(a).
Proof. The complex Cone• (Rν(a)) is acyclic according to Proposition 2.3. Its scalar
analytic torsion
‖1‖2T0(Cone•(Rν(a))) := exp
∑
j≥−1
(−1)jjζ ′j(0)
 (2.31)
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is defined as in (1.1) by the ζ-functions of the “Laplacians” Lν := d
∗
νdν + dνd
∗
ν of
the complex (Cone• (Rν(a)) , dν).19 Since the complex Cone
• (Rν(a)) is acyclic we see
that these Laplacians are positive definite. (So they have the zero kernels.) Their
determinants det(∆•ν) are continuous positive functions of ν on Uν0(a) (and so the
expression on the right in (2.31) is a continuous function of ν ∈ Uν0(a)). The latter
statement is derived as follows.
Proposition 2.5. Let m ∈ Z+ and m ≥ m0 := 1 + min{k ∈ Z+ : 4k ≥ dimM}.
Then there exists a positive constant C = C(M,N,Z, gM) independent of ν ∈ R2 \
(0, 0) (and of m also) such that the following estimate holds uniformly with respect
to x ∈M 1 ∪M 2:
|ω(x)|2 < C
m∑
i=0
∥∥∥∆iνω∥∥∥22 (2.32)
for all ω such that20
ω ∈ DR•(Mν , Z), ω ∈ D(∆•ν), ∆νω ∈ D(∆•ν), . . . ,∆mν ω ∈ D(∆•ν). (2.33)
(Here |ω(x)|2 is the norm at ∧•TxM defined by gM and ‖·‖22 is the L2-norm in
(DR•(M))2.)
Corollary 2.4. If w ∈ W •a (ν) then w ∈ D(∆mν ) for an arbitrary m ∈ Z+. So the
following estimate holds uniformly with respect to x ∈M 1∪M 2 and to ν ∈ R2 \ (0, 0)
|w(x)|2 < C1 ‖w‖22 , (2.34)
where C1 = C1 (M,N,Z, gM) > 0.
The graded Hilbert space C•(Xν , V ) is isomorphic to the direct sum
C•(Xν , V ) = C• (X,NX ∪ V )⊕ C•(NX), (2.35)
where V := X ∩ Z, NX := X ∩ N , C• (X,NX ∩ V ) is a graded linear subspace of
C• (Xν , V ) (with respect to the natural inclusion), and the inclusion jν : C•(NX) →֒
C• (Xν , V ) ⊂ ⊕iC•(Xi) is defined as jν := (α2 + β2)−1 (β id, α id). The space on
the right in (2.35) is independent of ν. Hence (2.35) provides us with the isometric
identification of the graded Hilbert spaces
pν : C
•(Xν0, V ) →∼ C
•(Xν , V ). (2.36)
19The spaces W •a (ν) are equiped with the Hilbert structure from ((DR
•(M))2 , gM ). The spaces
C• (Xν , V ) ⊂ C•(X1)⊕C•(X2) are equiped with the Hilbert structure defined by the basic cochains
in ⊕C•(Xk) and Cone•(Rν) =W •−1a (ν)⊕C• (Xν , V ) is the orthogonal direct sum of Hilbert spaces.
20The domain of definition of D(∆•ν) for ∆
•
ν is defined by (1.27) and (1.26).
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Corollary 2.5. Let ν ∈ Uν0(a) be sufficiently close to ν0. Let W •a (ν) be identi-
fied with W •a (ν0) by Π
•
a(ν) : W
•
a (ν0) → W •a (ν). Let C•(Xν0, V ) be identified with
C•(Xν , V ) by pν ( 2.36). Then the estimate ( 2.34) involves that for such ν the family
of homomorphisms of the integration over the simplexes of X
R•ν(a) : (W
•
a (ν), d)→ (C•(Xν , V ), dc)
is a continuous in ν family of quasi-isomorphisms between finite complexes of finite-
dimensional Hilbert spaces.
Let fν : (F
•(ν), dF (ν)) → (K•(ν), dK(ν)) be a family of homomorphisms between
finite complexes of finite-dimensional Hilbert spaces. Let the trivialization of these
two families of complexes be defined by the identifications of the graded linear spaces
Πν : F
•(ν0)→ F •(ν), pν : K•(ν0)→ K•(ν).
Let these idetifications be chosen such that fν becomes a continuous family of the
homomorphisms
fν : (F
•, dF (ν))→ (K•, dK(ν))
between the continuous families of complexes with the fixed underlying graded linear
spaces F • := F •(ν0) and K• := K•(ν0). Let the Hilbert structures on F j and Kj
are continuous functions of ν for all j. In this case, fν is called a continuous family.
Then the following assertion is true.
Proposition 2.6. Let fν be a continuous family. Then the determinants det(L
•
ν) of
the Laplacians L•ν = d
∗
νdν + dνd
∗
ν on (Cone
• fν , dν) are continuous functions of ν.
Proof. The operator d∗ν adjoint to the differential dν of Cone
• fν (relative to the
Hilbert structure on Cone• fν = F •−1⊕K•)21 is defined on the whole finite-dimensional
space Cone• fν . Since dν tends to dν0 (for instance, in the operator norm
22) as ν → ν0
we see that d∗ν also tends to d
∗
ν0. Thus L
•
ν → L•ν0 as ν → ν0 and detL•ν → detL•ν0
(since the space Cone• fν is finite-dimensional). 
Corollary 2.6. The functions det (L•ν) of ν for fν = R
•
ν(a) are continuous and pos-
itive.
The positivity of det (L•ν) is equivalent to the acyclicity of (Cone
•Rν(a), dν) (where
dν := dCone(Rν (a))).
Proposition 2.4 is proved. 
21Cone• f is the direct sum of Hilbert spaces F •+1 ⊕ K• (with the Hilbert structures on F •+1
and Kj depending continuously on ν).
22As Cone• fν is a finite-dimensional space, the weak convergence of the operators acting in it is
equivalent to the convergence with respect to the operator norm.
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Remark 2.4. Propositions 2.2, 2.5, and Corollary 2.5 claim that under the identifica-
tions (2.36) and Π•a(ν), the Hilbert structures on det Cone
• (Rν(a)) and the differen-
tials dν in Cone
• (Rν(a)) are continuous in ν at ν0. Hence the analytic torsion norms
‖·‖2T0(Cone•(Rν(a))) on C = detH• (Cone (Rν(a))) = det 0 are also continuous in ν at
ν0.
According to (1.61) we have ϕanν = ϕ
c
ν , where ϕ
c
ν is defined by the bottom row of
the commutative diagram (1.59). So the continuity of the norm ϕanν (a) ◦ ‖·‖2detW •a (ν)
on Det(M,N,Z) can be deduced from (2.30) and from the following lemma.
Lemma 2.5. The norm ϕcνT0 (C (Xν , V )) on Det(M,N,Z) does not depend on ν ∈
Uν0(a).
The continuity in ν of the norm ϕanν T0 (Mν , Z) onDet(M,N,Z) follows from (2.20),
(2.21), and from the continuity of the norm ϕanν (a)◦‖·‖2detW •a (ν). (The latter assertion
is proved above.) The equality (1.12) holds with c0(ν) which is constant and posi-
tive on each connected component Uj of U (2.3). Because the norm ϕ
an
ν T0(Mν) on
Det(M,N,Z) is continuous in ν ∈ R2 \ (0, 0), the equality (1.12) holds for all such ν
with c0 independent of ν. Theorem 1.1 follows from (1.12) and from the assertion of
Lemma 1.2. 
Remark 2.5. It is not important for the proofs of Theorem 1.1 and of (1.12) that the
family of finite-dimensional complexes (C• (Xν , V ) , dc) in (2.30) is of a combinatorial
nature. It is enough for the proof to have a family of finite-dimensional complexes
(F •ν , dF ) which are defined locally in ν (i.e., for ν in a neighborhood of an arbitrary
ν0 ∈ R2 \ (0, 0)) together with the data as follows. Continuous families of quasi-
isomorphisms fν(a) : (W
•
a (ν), d) → (F •ν , dF ) and of Hilbert structures hν on F •ν are
defined. A family (F •ν , hν) may depend on a and on ν0 but it has to possess the
property as follows. The norm ϕanν ◦ (fν(a)∗)−1 ◦ T0(F •ν , hν) on Det(M,N,Z) is
continuous in ν at ν0. (Here fν(a)∗ : detH•(Mν , Z) →∼ detH•(Fν , dF ) is the induced
identification.)
Proof of Lemma 2.5. Let ψν be the identification of the determinant lines defined
by the bottom row of the commutative diagram (1.59):
ψν : detC
•(Xν , V ) →∼ (⊗k=1,2 detC•(Xk,W ∪ Vk))⊗ detC•(W ) =: DetC•(X, V,W )
(where V is the induced smooth triangulation Z ∩ X of Z ⊂ ∂M , Vk := V ∩ ∂Mk
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and W := X ∩N = NX). The following diagram is commutative:
detC•(Xν , V )
ψν−−−→˜ DetC•(X, V,W )
dc
y ≀ dc y ≀
detH•(Xν , V )
ϕcν−−−→˜ Det(X, V,W )
‖R ‖R
detH•(Mν , Z)
ϕanν−−−→˜ Det(M,Z,N)
(2.37)
(The determinant lines on the right in (2.37) are defined by (1.54). The identification
dc on the right in (2.37) is a triple tensor product of the identifications induced by dc
on C•(Xk,W ∪Vk) and on C•(W ). The identification R is defined by the integration
over the simplexes of X .) The commutativity of the diagram (2.37) is equivalent
to the definition (1.60) of ϕcν . Since the identification dc on the right in (2.37) is
independent of ν we see that the statement of Lemma 2.5 is a consequence of the
following proposition.
Proposition 2.7. The identification ψν in ( 2.37) is an isometry between the combi-
natorial norm ‖·‖2detC•(Xν ,V ) and the triple tensor product of the combinatorial norms
on detC• (Xk,W ∪ Vk) (k = 1, 2) and on detC•(W ).
(The Hilbert structures on ⊕k=1,2C• (Xk, Vk) and on C•(W ) are defined by the or-
thonormal basis of the basic cochains.)
Proof. Let ρν,c : C
•(W ) → Cj(Xν , V ) be defined by (1.63). Then rν,cρν,c = id and
ρν,c is an isometry onto Im(ρν,c) (relative to the Hilbert structures, defined above).
The subspace Im(ρν,c) is the orthogonal complement to Im j (⊕k=1,2C• (Xk,W ∪ Vk))
in Cj (Xν , V ) and j is an isometry onto Im j. (Here, rν,c and j are the same as in the
bottom row of (1.59)).23.
Thus Lemma 2.5 is proved. 
2.2.1. Uniform Sobolev inequalities for ν-transmission interior boundary conditions.
Proof of Proposition 2.5. Let I ×N ⊂ M (where I = [−1, 1]) be a neighborhood of
N = 0×N ⊂M and let gM be a direct product metric on I ×N . Proposition 2.5 is
a consequence of the assertions as follows.
Proposition 2.8. The inequality ( 2.32) holds uniformly with respect to ν ∈ R2\(0, 0)
for all ω ∈ DR•(Mν) of the class ( 2.33) and such that supp ω ⊂ [−4/5, 4/5]×N ⊂ M .
23This proposition is essentially equivalent to Proposition 1.5, Section 1.
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Proposition 2.9. The inequality ( 2.32) holds for all ω ∈ DR•(M,Z) such that
supp ω ⊂M \ ([−1/3, 1/3]×N) and such that24
ω ∈ D (∆M,Z) ,∆ω ∈ D (∆M,Z) , . . . ,∆mω ∈ D (∆M,Z) . (2.38)
The last assertion is well known ([Ch], Section 5).
Let f be a smooth function on M , 0 ≤ f ≤ 1, f ≡ 1 on [−1/2, 1/2]×N and f ≡ 0
on M \ ([−3/4, 3/4]×N). The 2m-Sobolev norm on the right in (2.32), defined as
‖ω‖2(2m) :=
m∑
k=0
∥∥∥∆kνω∥∥∥22 ,
is equivalent uniformly in ν ∈ R2 \ (0, 0) (i.e., with constants c3, c4 > 0 independent
of ν and of ω) to the norm25: ‖ω‖2(2m),f :=
∑m
k=0
(∥∥∥∆kν(fω)∥∥∥22 + ∥∥∥∆k ((1− f)ω)∥∥∥22
)
:
c3 ‖ω‖2(2m) < ‖ω‖2(2m),f ≤ c4 ‖ω‖2(2m) . (2.39)
It is enough to verify the upper estimate (with c4 independent of ν) for fω. It is
true for m = 1, since the estimate holds:
‖∆ν(fω)‖22 ≤ C1 ·
(
‖∆νω‖22 + ‖ω‖22 + ‖dω‖22 + ‖δω‖22
)
≤ 3/2C1
(
‖∆νω‖22 + ‖ω‖22
)
,
where C1 depends on f but it is independent of ν. Hence the following estimate holds
for ω ∈ D
(
∆kν
)
(with C2 independent of ν and of ω):∥∥∥∆kν(fω)∥∥∥22 ≤ C2 ·
(∥∥∥∆kνω∥∥∥22 +
∥∥∥∆k−1ν ω∥∥∥22 + . . .+ ‖ω‖22
)
.
The upper estimate is done. Thus Proposition 2.5 follows from (2.39) and from
Propositions 2.8 and 2.9.
Proof of Proposition 2.8. The form ω on I × N is the sum ω0 + ω1, where
ωi is an i-form in the direction of I (where I = [−1, 1]). It is enough to prove
the inequality (2.32) separately for ω0 and for ω1. Let us prove it for ω0. For
ν = (α, β) ∈ R2 \ (0, 0) the Green function G(ν) for the Laplacian ∆ν,I on functions
24For ω with supp ω ⊂ M \ N the conditions (2.33) and (2.38) are equivalent. The domain
D (∆M,Z) of ∆M,Z consists of smooth forms on M with the Dirichlet boundary conditions on Z
and the Neumann ones on ∂M \ Z.
25The lower estimate with c3 in (2.39) is obvious. Note that supp ((1− f)ω) ⊂ M \
([−1/3, 1/3]×N). Then the upper estimate with a constant c′4 for ‖(1− f)ω‖(2m) by ‖ω‖(2m)
is well known ([Ho¨], Appendix B and Proposition 20.1.11).
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on I with the ν-transmission boundary condition at 0 ∈ I and the Dirichlet boundary
conditions on ∂I = {−1, 1} is given by the kernel
(GI(ν))x1,x2 = gx1,x2 +
β2 − α2
α2 + β2
g−x1,x2 for x1, x2 ∈ Q1 = [−1, 0],
(GI(ν))x1,x2 = gx1,x2 +
α2 − β2
α2 + β2
g−x1,x2 for x1, x2 ∈ Q2 = [0, 1], (2.40)
(GI(ν))x1,x2 =
2αβ
α2 + β2
gx1,x2 for x1, x2 from different Qk.
Here, gx1,x2 is the Green function for the Laplacian on functions on I with the Dirichlet
boundary conditions on ∂I:
gx1,x2 =
c · (x2 + 1)(1− x1), −1 ≤ x2 ≤ x1 ≤ 1,c · (x1 + 1)(1− x2), −1 ≤ x1 ≤ x2 ≤ 1, (2.41)
where c 6= 0 is a constant.
It follows from (2.40) and (2.41) that GI(ν) has a continuous kernel on Qr1 ×Qr2
and that it is estimated uniformly with respect to ν ∈ R2 \ (0, 0) and to x1, x2:
sup
x1,x2,ν
∣∣∣(GI(ν))x1,x2∣∣∣ < c2. (2.42)
Since suppω0 ⊂ (I \ ∂I)× N and since the Laplacian ∆ν,I has the zero kernel on
functions with the Dirichlet boundary conditions on ∂I, we have
ω0 = (idI ⊗Π•0(N))ω0 +GI(ν)⊗Gm2N ((∆ν,I ⊗∆m2N )ω0) , (2.43)
where GN is the Green function for ∆
•
N and where Π
•
0(N) is the orthogonal projection
operator in (DR•(N))2 onto Ker∆
•
N . The operator G
m2
N on a closed Riemannian
manifold (N, gN) has a square-integrable kernel (relative to the second argument) for
m2 > (n− 1)/4 (where n− 1 = dimN) and it has a continuous on N ×N kernel for
m2 > (n− 1)/2.
The following estimate holds uniformly with respect to ν ∈ R2 \ (0, 0) for any
m2 ∈ Z+, m2 > (n − 1)/4. From (2.43), (2.42), and from the Cauchy inequality we
have
|ω0(x)|2 ≤ c5
(
‖ω0‖22 + ‖(∆ν,I ⊗ id)ω0‖22 + ‖(∆ν,I ⊗∆m2N )ω0‖22
)
. (2.44)
Indeed, the following two Banach norms on the finite-dimensional space Ker∆•N
‖h‖2B := maxx∈N |h(x)|
2 and ‖h‖22,N
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are equivalent. So we get (where x = (x1, xN) ∈ I ×N and I = [−1, 1]):
|((idI ⊗Π•0(N))ω0) (x)|2 ≤ ‖(Π•0(N)ω0(x1, ∗))‖2B ≤ c6 ‖ω0(x1, ∗)‖22,N , (2.45)
‖ω0(x1, ∗)‖22,N≤2 sup
x2
∣∣∣(GI(ν))x1,x2∣∣∣2 ·‖(∆ν,I⊗id)ω0‖22,M≤2c22‖(∆ν,I⊗id)ω0‖22 .
(2.46)
The following estimate is obtained by the similar method:
|((GI(ν)⊗Gm2N ) (∆ν,I ⊗∆m2N )ω0) (x1, xN)|2 ≤
≤ 2c22 sup
y1
∥∥∥(Gm2N )y1,∗∥∥∥22,N · ‖(∆ν,I ⊗∆m2N )ω0‖22,M . (2.47)
Hence the estimate (2.44) holds for ω0 (even without the first term on the right in
(2.44)), as follows from (2.43), (2.45), (2.46), and (2.47).
Since ∆ν = idI ⊗∆N + ∆ν(I) ⊗ idN and since ∆N and ∆ν,I are nonnegative self-
adjoint operators, we have for m2 ∈ Z+:
‖(∆ν,I ⊗∆m2N )ω0‖2 ≤
∥∥∥∆m2+1ν ω0∥∥∥2 . (2.48)
The inequality (2.32) for ω0 follows from (2.44) and (2.48). For ω1 the analogous
to (2.43) equality holds:
ω1 =
(
Π10(Iν)⊗
(
idN −Π•−10 (N)
))
ω1 +
((
idI −Π10(Iν)
)
⊗ Π•−10 (N)
)
ω1 +
+
(
Π10(Iν)⊗Π•−10 (N)
)
ω1 + (GI(ν)⊗Gm2N ) (∆ν,I ⊗∆m2N ω1) , (2.49)
where Π10(Iν) is the projection operator of (DR
1(I))2 onto the one-dimensional space
c · dx1 and GI(ν)1 is the Green function for the Laplacian ∆ν,I on DR1(Iν) (with
the Dirichlet boundary conditions on ∂I = {−1, 1} and with the ν-transmission
boundary conditions at 0). The kernel GI(ν)1 is continuous on Qr1 ×Qr2 because it
can be written in a form similar to (2.40). It is written through the Green function
g1 of ∆I on DR
1(I) with the Dirichlet boundary conditions on ∂I where the kernel
(g1)x1,x2 of g1 is continuous on I × I. Hence the second term on the right in (2.49)
is estimated similarly to (2.45) and to (2.46). The kernel Π10(Iν)x1,x2 is expressed in
a form analogous to (2.40) through the kernel 2−1dx1 ⊗ dx2 on I × I (corresponding
to Π10(I1,1)). So the kernel of Π
1
0 (Iν) is continuous on Qr1 ×Qr2, and it satisfies the
estimate (2.42) (with the upper bound c). The first and the third terms in (2.49) are
estimated as follows:∣∣∣(Π1(Iν)⊗ (idN −Π•−10 (N)))ω1(x1, xN )∣∣∣2≤2c2 sup
y1
∥∥∥(Gm2N )y1,∗∥∥∥22,N‖(id⊗∆m2N )ω1‖22,M ,∣∣∣(Π1(Iν)⊗ Π•−10 (N))ω1(x)∣∣∣2 ≤ 2c2c6 ‖ω1‖22,M .
Hence the estimate (2.44) holds uniformly with respect to ν ∈ R2 \ (0, 0) for any
m ∈ Z+, m ≥ m0 := 1 + min{k ∈ Z+, 4k ≥ n}. Thus Proposition 2.8 is proved. 
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2.3. Actions of the homomorphisms of identifications on the determinant.
Proof of Lemma 2.3. The most simple method to compute the action of gν∗ on
Det(M,N,Z)26 is to obtain the expression for the action of vcν∗ on the determi-
nant line DetC•(X, V,W ) (1.54), induced by the identifications of the correspond-
ing cochain complexes vcν = v
c
νν0
: C•(Xν0, V ) → C•(Xν , V ) (where vcν(c1, c2) :=
(c1, (kν/kν0)c2) for ν, ν0 ∈ U (2.3)), and then to use Proposition 2.10 below. The
action of vcν∗ is defined by identifications ψν and ψν0 , where ψν : detC
•(Xν , V ) →∼
DetC•(X, V,W ) are defined by the exact sequence in the bottom row of the diagram
(1.59). The following diagram of the identifications is commutative:
detC•(Xν0, V )
vcν−−−→˜ detC•(Xν , V )
ψν0
y ≀ ψν y ≀
DetC•(X, V,W )
vcν∗−−−→˜ DetC•(X, V,W ) .
Proposition 2.10. Under the conditions of Lemma 2.3, the equality holds:
gν∗ = vcν∗. (2.50)
The proof of the equality (2.50) is done just after the end of the proof of Lemma 2.3.
The expression for the action of vcν∗ on the determinant line can be obtained as follows.
Let ν ∈ U and let j be the natural inclusion j : ⊕k=1,2C•(Xk,W ⊕Vk)→ C•(Xν , V ).
Then vcν acts on C
•(X1,W ∪V1) as the identity operator and it acts on C•(X2,W ∪V2)
as the operator (kν/kν0) id. Proposition 2.7 claims that the identification ψν is an
isometry between the combinatorial norm on detC•(Xν , V ) and the triple tensor
product of the combinatorial norms on the components of DetC•(X,W, V ). It is
enough to compute the action of vcν∗ on the component detC
•(W ) of the tensor prod-
uct DetC•(X,W, V ). The inclusion ρν,c : C•(W ) →֒ C•(Xν , V ) (defined by (1.63)) is
an isometry onto orthogonal complement to Im j and rν,cρν,c = id on C
•(W ). So the
action of vcν on this orthogonal complement (Im j)
⊥ (identified with C•(W ) by rν0,c
and by rν,c) can be expressed as the composition
m ∈ C•(W ) −−→
ρν0,c
(
(β0, α0)
/√
α20 + β
2
0
)
m −→
vcν
(
(β0, α0(kν/kν0))
/√
α20 + β
2
0
)
m =
=
(
(1, kν)/
√
1 + k2ν0
)
m −−→
rν,c
(√
1 + k2ν
/√
1 + k2ν0
)
m ∈ C•(W ). (2.51)
26This action is multiplying by a nonzero factor.
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(Here, the signs are written for positive β and β0.
27) The expression for vcν∗ follows
from (2.51) and from the assertion that vcν acts on C
• (X2,W ∪ V2) as (kν/kν0) id.
Namely
vcν∗l = (kν/kν0)
−χ(M2,N∪Z2)
((
1 + k2ν
)
/
(
1 + k2ν0
))−χ(N)/2
l. (2.52)
for l ∈ DetC•(X, V,W ). It follows from (2.52) that the equality holds (for l 6= 0):
∂γ log ‖vcν∗l‖2=−2χ(M2, N∪Z2)∂γ log(kν)−2χ(N)
(
1 + k−2ν
)−1
∂γ log(kν). (2.53)
Proposition 2.10 claims that the same identity holds also for the action of gν∗ on
Det(M,N,Z).
The right side in the formula (2.19) (i.e., in the assertion of Lemma 2.3) is de-
fined in analytic terms while the right side in (2.53) is defined in topological terms.
Each b2,j (Mν0, Z) on the right in (2.19) is the sum of integrals over M2 and over
N of the locally defined densities, according to Theorem 3.2. So it is enough to
compute (in topological terms) the expression on the right in (2.19) in the case of a
mirror-symmetric M˜ = M2 ∪N M2 with a mirror-symmetric metric gM˜ (which is a
direct product metric near ∂M˜ and near N) and with mirror-symmetric boundary
conditions on the connected components of ∂M˜ . In this case, the expression in (2.19)
is the same as for a general M (if the piece M2 of M , gM |TM2, and the boundary
conditions on ∂M ∩M2 are the same as in the mirror-symmetric case on each piece
M2 of M˜). It is supposed from now on in the proof of Lemma 2.3 that M and all
the data on M are mirror-symmetric relative to N . In this case the kernel E•t,x,y(ν)
(ν ∈ R2 \ (0, 0)) of the operator exp (−t∆•ν) with the Dirichlet boundary conditions
on Z = Z2 ∪ Z2 ⊂ ∂M and with the Neumann conditions on ∂M \ N is expressed
through the fundamental solution E•t,x,y for ∂t + ∆
• on DR•(M,Z) (with the same
boundary conditions on ∂M)28 as follows29:
E•t,x,y(ν)=E
•
t,x,y+
((
α2 − β2
)
/
(
α2 + β2
))
(σ∗1E
•)t,x,y for x ∈M2, y ∈ M2, (2.54)
E•t,x,y(ν) =
(
2αβ/α2 + β2
)
E•t,x,y for x ∈M1, y ∈M2. (2.55)
Note that the kernel (Et + σ
∗
1Et)x,y =: E
Neu
t,x,y for x, y ∈ M2 is the fundamental
solution for ∂t+∆
•
M2, where ∆
•
M2 is the Laplacian on DR
•(M2, Z2) with the Neumann
boundary conditions on N and the kernel (Et − σ∗1Et)x,y =: EDirt,x,y is the kernel of
27The signs are not important for the transformations of the norm on the determinant line under
the actions of vcν∗.
28It is proved in Proposition 1.1 that ∆• on DR•(M,Z) for M obtained by gluing two pieces,
M = M1 ∪N M2, has the same eigenvalues (including their multiplicities) and eigenforms as ∆•1,1
in DR•(M1,1, Z). The analogous assertion is true for the operators exp(−t∆•1,1) and exp(−t∆•) in
(DR•(M))2 and for their kernels.
29These formulas are analogous to (2.40).
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exp(−t∆•M2,N), where ∆•M2,N is the Laplacian on DR•(M2, N ∪ Z2) i.e., with the
Dirichlet boundary conditions on N . It follows from (2.54) that the alternating sum
of zero-order terms (in the asymptotic expansions of the traces of the heat equation
operator relative to t→ +0) on the right in (2.19) can be represented in the following
form (where mν0 := 2
−1
(
1− k−2ν0
)/ (
1 + k−2ν0
)
):
∑
(−1)jb2,j (Mν0 , Z) =
∑
(−1)j
∫
M2
tr
(
Ejt,x,x(ν0)
)0
=
= 2−1
∑
(−1)j
∫
M
tr
(
Ejt,x,x
)0
+mν0
∑
(−1)j
∫
M2
(
tr
(
Ej,Neut,x,x
)0 − tr (Ej,Dirt,x,x )0) =
=2−1χ(M,Z)+mν0(χ(M2, Z2)−χ(M2, Z2 ∪N))=χ(M2, Z2∪N)+
(
1+k−2ν0
)−1
χ(N).
(2.56)
Hence the expression on the right in (2.53) is equal to the right side of (2.19), and
the assertion of Lemma 2.3 follows from Proposition 2.10. The zero superscripts in
(2.56) denote the densities on Mj , N , ∂M , corresponding to the constant terms (i.e.,
the t0-coefficients) in the asymptotic expansions as t → +0 for Tr (pj exp (−t∆•)),
where ∆• is the Laplacian with appropriate boundary conditions. In (2.56)
∫
Mj
tr()0
denotes the sum of the integrals over Mj , N , and over ∂Mj \N of the corresponding
densities. We use the following equalities to produce (2.56):
∑
(−1)j
∫
M
tr
(
Ejt,x,x
)0
= χ(M,Z), (2.57)∑
(−1)j
∫
M2
tr
(
Ej,Neut,x,x
)0
= χ(M2, Z2),∑
(−1)j
∫
M2
tr
(
Ej,Dirt,x,x
)0
= χ(M2, N ∪ Z2).
These equalities are consequences of the analogous equalities without the zero super-
scripts and of the existence of asymptotic expansions in powers of t for the corre-
sponding traces as t→ +0 ([Se2], Theorem 3, or Theorem 3.2 below). 
Proof of Proposition 2.10. The identifications
DetC•(X, V,W )
dc−−→˜ Det(X, V,W ) R←−−˜ Det(M,N,Z) (2.58)
do not depend on ν (the determinant lines in (2.58) are defined in (1.54)). So the
actions of vcν∗ onDet(X, V,W ) and onDetC
•(X, V,W ) are the same (i.e., they multi-
ply by the same number). To prove (2.50) it is enough to show that the corresponding
operators on Det(M,Z,N) are the same (i.e., that gν∗ = vcν∗ on det(M,N,Z)).
The proof of Proposition 2.10 uses the following assertion.
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Proposition 2.11. Let ϕ : (F •0 , dF0) → (F •1 , dF1) be an isomorphism of finite com-
plexes of finite-dimensional linear spaces. Then the diagram is commutative:
detF •0
ϕ−−−→˜ detF •1
d
∣∣∣ ≀ d ∣∣∣ ≀
detH•(F0)
ϕ∗−−−→˜ detH•(F1)
(2.59)
Proof. The identifications detF •j
d
h detH•(Fj) are defined with the help of differ-
entials d = dFj . Hence the commutativity of (2.59) holds. 
The commutativity of the following diagram of the identifications (for ν sufficiently
close to ν0 such that vν is an isomorphism) follows from (2.59):
detW •a (ν0)
vν−−→˜ det vν (W •a (ν0)) Πa−−→˜ detW •a (ν0)
d
∣∣∣ ≀ d y ≀ ∣∣∣ ≀ d
detH•(Mν0 , Z) −→
vν∗
detH•(Mν , Z) = detH•(Mν , Z)
(2.60)
where the identification j∗ : H• (vν (W •a (ν0))) → H• (DR(Mν , Z)) = H•(Mν , Z) is
defined by the natural inclusion j : vν (W
•
a (ν0)) →֒ DR•(Mν , Z) of a quasi-isomorphic
subcomplex. The commutativity of the left square in (2.60) follows from (2.59).
The commutativity of the right square in (2.60) also follows from (2.59) because the
operator induced by the projection operator Πa on H
• (DR(Mν , Z)) is the identity
operator.
The commutativity of the following diagram is a consequence of the commutativity
of the diagram (2.60):
detW •a (ν0) = detW
•
a (ν0)
vν−−→˜ det vν (W •a (ν0))
d
∣∣∣ ≀ d ∣∣∣ ≀
ϕν0 (a)
∣∣∣∣∣∣ ≀ detH•(Mν0, Z) −→vν∗ detH•(Mν , Z)
ϕanν0
∣∣∣ ≀ ϕanν ∣∣∣ ≀
Det(M,N,Z) = Det(M,N,Z)
gν∗−−→˜ Det(M,N,Z)
(2.61)
The action of vν∗ : H• (Mν0 , Z) → H• (Mν , Z) coincides with the combinatorial
action vcν∗ : H
• (Xν0 , V ) → H• (Xν , V ) under the identification of the cohomology
R : H• (Mν , Z) → H• (Xν , V ) induced by the integration R of closed differential
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forms over the simplexes of X . Hence the commutativity of (2.60) involves also the
commutativity of the diagram:
detW •a (ν0)
vν−−→˜ det vν (W •a (ν0))
d
∣∣∣ ≀ d ∣∣∣ ≀
detH•(Mν0, Z) = detH
•(Mν0 , Z) −→
vν∗
detH•(Mν , Z)
dc
∣∣∣ ≀ dc ∣∣∣ ≀
ϕcν0=ϕ
an
ν0
y ≀ detC•(Xν0, V ) −→vcν detC• (Xν , V )
ψν0
∣∣∣ ≀ ψν ∣∣∣ ≀
DetC•(X, V,W ) −→
vcν∗
DetC•(X, V,W )
(2.58)
∣∣∣ ≀ (2.58) ∣∣∣ ≀
Det(M,N,Z) = Det(M,N,Z) −→
vcν∗
Det(M,N,Z)
(2.62)
The equality (2.50) follows immediately from the commutativity of the right bot-
tom square in (2.61) and from the commutativity of (2.62). Proposition 2.10 is
proved. 
2.4. Analytic torsion norm on the cone of a morphism of complexes. Proof
of Lemma 2.4. Lemma 2.4 is a particular case of the following assertion. Let f be
a morphism (2.22) of finite complexes of finite-dimensional Hilbert spaces.30 Then
Cone• f is defined by (2.23). The exact sequence of complexes:31
0→ V • → Cone• f −→
p
A•[1]→ 0, (2.63)
(where the left arrow maps y ∈ V • into (0, y) ∈ Cone• f and p(x, y) = x for (x, y) ∈
Aj+1 ⊕ V j) defines the identification of the determinants of its cohomology:
ϕHCone• f : detH
•(Cone f) →∼ detH•(V )⊗ (detH•(A))−1 . (2.64)
Let the Hilbert spaces Conej f be the direct sums Aj ⊕V j+1 of the Hilbert spaces.
Lemma 2.6. The analytic torsion norm on the determinant of the cohomology of
Cone• f is isometric under the identification ( 2.64) to the tensor product of the an-
alytic torsions norms32:
T0(Cone
• f) = T0(V
•)⊗ T0(A•)−1. (2.65)
30The morphism f does not supposed to be a quasi-isomorphism.
31A•[1] is a complex with components A[1]j = Aj+1 and with dA[1] = −dA. There are the
canonical identifications: detA•[1] = (detA•)−1 and detH•(A[1]) = (detH•(A))
−1
.
32The analytic torsion norm on detH•(A[1]) = detH•(A)−1 is the dual norm T0(A
•)−1.
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Remark 2.6. Let h ∈ detH•(Cone f) be identified by (2.64) with h1 ⊗ h−12 for h1 ∈
detH•(V ) and h2 ∈ detH•(A). Namely ϕCone• fh = h1⊗h−12 , where h−12 is an element
of the dual one-dimensional space detH•(A)−1 such that h−12 (h2) = 1. In this case,
the equality (2.65) claims that
‖h‖2T0(Cone• f) = ‖h1‖
2
T0(V •)
/
‖h2‖2T0(A•) . (2.66)
Remark 2.7. The identity (2.65) (Lemma 2.6) and the equality (2.66) also hold under
weaker assumptions. Let the Hilbert structures on A•, V •, and on Cone• f be such
that the identification
ϕCone• f : det Cone
• f →∼ det V
• ⊗ (detA•)−1 (2.67)
(induced by the exact sequence (2.63)) is an isometry. Then the equality (2.66) holds.
Corollary 2.7. Let f : A• → V • be a quasi-isomorphism. Then H•(Cone f) = 0.
Hence detH•(Cone f) is canonically C and 1 ∈ C = detH•(Cone f) is identified by
( 2.64) with h1 ⊗ h−12 . Here, f∗h2 = h1 under the identification induced by f :
f∗ : detH•(A) →∼ detH•(V ). (2.68)
In this case, the equality ( 2.66) claims that
‖1‖2T0(Cone f) = ‖h1‖
2
T0(V •)
/
‖h2‖2T0(A•) = T0(V •)/T0(A•), (2.69)
where T0(V
•)/T0(A•) is the ratio of the two norms on the same determinant line
(since detH•(V ) and detH•(A) are identified by ( 2.68)).
The equality (2.69) is the assertion of Lemma 2.4.
Proof of Lemma 2.6. The identification (2.67) is an isometry of norms on the
determinant lines. Let u be a nonzero element of det Cone• f and let
ϕCone• fu = u1 ⊗ u−12 , (2.70)
where u1 ∈ det V • and u2 ∈ detA•. Let h, h1, h2 be the images of u, u1, u2 under the
identifications (defined by the differentials of the corresponding complexes):
det Cone• f dCone• f
˜
detH•(Cone f),
detA• dA
˜
detH•(A), det V • dV
˜
detH•(V ).
Then by the definition of ϕHCone• f we have ϕ
H
Cone• fh = h1 ⊗ h−12 .
The analytic torsion norm on the determinant of the cohomology of a finite-
dimensional complex is the norm, corresponding to the L2-norm on the determinant
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of this complex defined by the Hilbert structures on its components. Hence the
equalities hold:
‖h‖2T0(Cone• f) = ‖u‖2det(Cone• f) ,
‖h1‖2T0(V •) = ‖u1‖2det(V •) , ‖h2‖2T0(A•) = ‖u2‖2det(A•) .
(2.71)
Since the identification (2.67) is an isometry, we see that the equality
‖h‖2T0(Cone• f) = ‖h1‖2T0(V •)
/
‖h2‖2T0(A•) (2.72)
follows from (2.71) and from (2.70). 
The equality (2.24) in Lemma 2.4 is a particular case of (2.72) (by Corollary 2.7)
corresponding to the case of a quasi-isomorphism f . Lemma 2.4 is proved. 
2.5. Variation formula for norms of morphisms of identifications. Proof of
Lemma 2.1. The assertion (2.14) of Lemma 2.1 can be deduced from the definition
of gν and from the following proposition.
Proposition 2.12. There is a neighborhood Uν0, ν0 ∈ Uν0 ⊂ R2 \ (0, 0), such that a
family of finite rank projection operators Πja(ν) := Πj(ν; a) in (DR
j(M))2 is smooth
on Uν0 ∋ ν.
Its proof follows just after the proof of Lemma 2.1. Let l ∈ detW •a (ν0), l 6= 0, and
let l = ⊗jl(−1)
j+1
j , where lj ∈ detW ja (ν0), lj 6= 0. Then we have
log ‖gνl‖2detW •a (ν) =
∑
(−1)j+1 log ‖gνlj‖2detW ja (ν). (2.73)
Proposition 2.13. For every j the following equality holds (under the conditions of
Lemma 2.1):
∂γ log ‖gνlj‖2detW ja (ν)
∣∣∣
γ=0
= 2 ∂γ log(kν)
∣∣∣
γ=0
Tr
(
p2Π
j
a(ν0)
)
. (2.74)
Thus the assertion (2.14) of Lemma 2.1 is a consequence of (2.74) and of (2.73).
Proof of Proposition 2.13. It is enough to prove the equality (2.74) in the case
when ‖lj‖2detW •a (ν0) = 1, i.e., when l = e1 ∧ . . . ∧ em, where {ei} is an orthonormal
basis in W •a (ν0) (ν0 = ν(0)). In this case, we have
∂γ log ‖gνl‖2detW ja (ν)
∣∣∣
γ=0
= tr (∂γ (aij(ν)))
∣∣∣
γ=0
, (2.75)
where a(ν) = (aij(ν)) is a matrix of scalar products in
(
DRj
(
M 1
)
⊕DRj
(
M 2
)
, gM
)
of the images of the basis elements
aij(ν) :=< gνei, gνej > .
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The formula (2.75) is deduced as follows. Since ‖gνl‖2detW ja (ν) = det a(ν), we have
∂γ log det a(ν)
∣∣∣
γ=0
= tr
(
∂γa · a−1(ν)
) ∣∣∣
γ=0
= tr(∂γa)
∣∣∣
γ=0
.
The family of the operators Πja(ν) is smooth in ν for ν ∈ Uν0 (Proposition 2.12).
Hence the operator ∂γΠ
j
a(ν) exists. Since Π
j
a(ν) are projection operators, we have
Π2a = Πa, ∂γΠa · Πa = (id− Πa)∂γΠa.
So ei are orthogonal to ∂γΠa
∣∣∣
γ=0
ej and we get
∂γaij(ν)
∣∣∣
γ=0
= ∂γ < Πagνei,Πagνej >
∣∣∣
γ=0
=< ∂γ(Πagν)ei, ej >
∣∣∣
γ=0
+
+ < ei, ∂γ(Πagν)ej >
∣∣∣
γ=0
= ∂γ(log kν)
∣∣∣
γ=0
(< p2ei, ej > + < ei, p2ej >). (2.76)
Since {ei} is an orthonormal basis in W •a (ν0), we have
tr (< p2ei, ej >) = tr
(
p2Π
j
a(ν0)
)
(2.77)
Hence (2.74) follows from (2.75), (2.76), and (2.77). Thus Proposition 2.13 and
Lemma 2.1 are proved. 
Proof of Proposition 2.12. Let Uν0 ⊂ R2 \ (0, 0) be the set of ν ∈ R2 \ (0, 0)
such that the Laplacians ∆ν,j on DR
j(Mν , Z) (for all j) have no eigenvalues λ from
(a − ε, a + 2ε) ⊂ R+ (where ε > 0 is small enough). Then for ν ∈ Uν0 the pro-
jection operator Πja(ν) from (DR
j(M))2 onto a linear space W
j
a (ν) (spanned by the
eigenforms of ∆ν,j with the eigenvalues λ from [0, a]) is equal to the contour integral
Πja(ν) = i/2π
∫
Γa+ε
Gjλ(ν)dλ,
where Gjλ(ν) = (∆ν,j − λ)−1 is the resolvent for the Laplacian ∆ν,j and Γa+ε is a
circle Γa+ε = {λ : |λ| = a + ε} oriented opposite to the clockwise. For λ ∈ Γa+ε and
ν ∈ Uν0 the operators Gjλ(ν) form a smooth in (λ, ν) family of bounded operators
in (DRj(M))2. (It is an immediate consequence of Proposition 3.1 below. Indeed,
Spec(∆ν,j) is discrete and it is a subset of R+ ∪ 0, according to Theorem 3.1. Thus
if (a − ε, a + 2ε) ∩ Spec(∆ν,j) = ∅ then Γa+ε ∩ Spec(∆ν,j) = ∅ and Gjλ(ν) form a
smooth in ν ∈ Uν0 and in λ ∈ Γa+ε family of bounded in (DRj(M))2 operators by
Proposition 3.1.) Proposition 2.13 is proved. 
2.6. Variation formula for the scalar analytic torsion. Proof of Lemma 2.2.
First the lemma is proved in the case when a > 0 is less than 4−1λ1(ν0) (where λ1(ν)
is the minimal positive eigenvalue of the Laplacian ∆ν on (⊕jDRj(Mν , Z), gM)). Let
U1(a) be a neighborhood of ν0, ν0 ∈ U1(a) ⊂ U (2.3), such that for ν ∈ U1(a) we
have a < 2−1λ1(ν). (Such a neighborhood exists according to Theorem 3.1 and to
Proposition 3.1.)
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Let ν(γ) be a smooth local map (R1, 0)→ (U(a), ν0).
Proposition 2.14. For t > 0 the following variation formula holds33:
∂γ
∑
(−1)jj Tr exp (−t∆ν,j)
∣∣∣
γ=0
=
= 2∂γ log(kν)
∣∣∣
γ=0
∑
(−1)j (−t ∂/∂t) Tr (p1 exp (−t∆ν0,j)) , (2.78)
where kν := α/β for ν = (α, β) ∈ U (i.e., for αβ 6= 0).
Proposition 2.15. Let Re s > (dimM)/2 and let 0 < a < λ1(ν0). Then the follow-
ing equalities hold:
∂γ
[
Γ(s)−1
∫ ∞
0
ts−1
∑
(−1)jj (Tr exp (−t∆ν,j)− dimKer∆ν,j) dt
] ∣∣∣
γ=0
=
= Γ(s)−1
∫ ∞
0
ts
∑
(−1)j(−∂t) Tr
(
p1
(
exp (−t∆ν0,j)− Πja(ν0)
))
dt =
= 2 ∂γ log(kν)
∣∣∣
γ=0
(
s
/
Γ(s)
)∑
(−1)j
∫ ∞
0
ts−1Tr
(
p1
(
exp (−t∆ν0,j)−Πja(ν0)
))
dt.
(2.79)
Proof of Proposition 2.15. To produce the second row of (2.79) from (2.78), it is
enough to prove ([Bo], II.26, Proposition 7) that for Re s > (dimM)/2 the integral∫ ∞
0
ts(−∂t) Tr (p1 exp(−t∆ν,j)) dt =
∫ ∞
0
ts Tr (p1∆ν,j exp(−t∆ν,j)) dt (2.80)
converges uniformly in ν for ν from a small neighborhood Uν0 of ν0 and to prove the
convergence of the integral∫ ∞
0
ts−1Tr (exp(−t∆ν0,j)− dimKer∆ν0,j) dt (2.81)
together with the uniform convergence in ν for an arbitrary ν1 ∈ Uν0 (as ν → ν1) of
the function
ts+1
∑
(−1)jTr(p1∆ν,jexp(−t∆ν,t))→ ts+1
∑
(−1)jTr(p1∆ν1,jexp(−t∆ν1,t))
(2.82)
for t from any closed finite interval t ∈ I ⊂ (0,+∞). (To apply the theorem from
[Bo], quoted above, it is useful first to do the transformation R+ ∋ t→ h = log t ∈ R,
dt→ tdh.)
33The operator exp (−t∆ν,j) acts from
(
DRj(M)
)
2
into the domain D (∆ν,j) of ∆ν,j defined
by (1.27). The operators exp (−t∆ν,j) and p1 exp (−t∆ν,j) are of trace class. Their traces are
equal to the integrals over the diagonal of the traces of their kernels restricted to the diagonals (by
Proposition 3.8).
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The following estimates are satisfied
|Tr (p1∆ν,j exp(−t∆ν,j))| ≤ Tr (∆ν,j exp(−t∆ν,j)) ≤
≤ ‖∆ν,j exp(−t∆ν,j/2)‖2 (Tr (exp(−t∆ν,j/2)− dimKer∆ν,j)) , (2.83)
‖∆ν,j exp(−t∆ν,j/2)‖2 ≤ maxλ≥0 (λ exp(−tλ/2)) = 2/(te), (2.84)
(where ‖·‖2 are the operator norms in (DRj(M))2). The first estimate in (2.83)
follows from the Mercer theorem. (The applying of this theorem here is similar to its
applying in the proofs of Propositions 3.8 and 3.9 below.)
Let t0 be any positive number. Then for t ≥ 2t0 and for ν sufficiently close to ν0
we have the following uniform with respect to ν estimate
Tr exp (−t∆ν,j/2)− dimW ja (ν) < C exp(−c1t), (2.85)
where C and c1 are positive constants. Indeed, according to Theorem 3.2, for any
t0 > 0 there is a constant L > 0 (depending on t0) such that the inequality
Tr exp (−t0∆ν,j/2) ≤ L.
holds uniformly with respect to ν ∈ R2 \ (0, 0). So for all ν ∈ U sufficiently close to
ν0 and such that λ1(ν) > 2a, the estimate (2.85) is true for t ≥ 2t0 with C = L and
c1 = a/4:
Tr exp (−t∆ν,j/2)− dimW ja (ν) ≤ L exp(−ta/4). (2.86)
The uniform convergence (with respect to ν) of the integral (2.80) for Re s >
(dimM)/2 follows from the asymptotic expansion (2.15) in powers of t as t→ +0 and
from the estimates (2.83), (2.84), and (2.85). The convergence of the integral (2.81)
for Re s > (dimM)/2 follows from (2.85) and from the existence of the asymptotic
expansion of the trace as t→ +0 (by Theorem 3.2):
Tr exp(−t∆ν0,j) = f−dimM t−(dimM)/2 + f1−dimM t(1−dimM)/2 + · · ·+
+ fkt
k/2 +O
(
t(k+1)/2
)
, (2.87)
where k ∈ Z+ and fi := fi(ν; j) are smooth in ν ∈ R2 \ (0, 0). This asymptotic
expansion (2.87) is differentiable with respect to ν, according to Proposition 3.2.
The uniform convergence of (2.82) for t ∈ I ⊂ (0,∞) (if s is fixed and Re s >
(dimM)/2) follows from Proposition 3.8 and from the uniform convergence (with
respect to ν) of the functions of t
ts+1∂t
∫
M1
TrEjt,x,x(ν)→ ts+1∂t
∫
M1
trEjt,x,x(ν1)
for t ∈ I. (The latter assertion follows from Proposition 3.2 and from Theorem 3.2.)
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The last equality in (2.79) is true for Re s > (dimM)/2 according to the asymptotic
expansion (2.87), to the estimate (2.86), to the absolute convergence of the integral
(2.80), and to the following estimates (where 0 < a < λ1(ν0)):
0 < Tr
(
p1
(
exp (−t∆ν0,j)−Πja(ν0)
))
≤ Tr
(
exp (−t∆ν0,j)− Πja(ν0)
)
. (2.88)
(These estimates are deduced from the Mercer theorem the same way as in the proofs
of Propositions 3.8 and 3.9.) Thus Proposition 2.15 is proved. 
Proposition 2.16. For 0 < a < λ1(ν0) the assertion of Lemma 2.1 is true, i.e., it
holds:
∂γ logT (Mν , Z)
∣∣∣
γ=0
=2∂γ log(kν)
∣∣∣
γ=0
∑
(−1)jTr
(
p1
(
exp(−t∆ν0,j)−Πja(ν0)
))0
.
(2.89)
(The zero superscript denotes the constant coefficient in the asymptotic expansion
as t→ +0 for the operator trace.)
Proof. The equality (2.79) claims that for Re s > (dimM)/2 and for 0 < a <
λ1(ν0)/4 we have
∂γ
(∑
(−1)jjζν,j(s)
) ∣∣∣
γ=0
=
=2∂γ log(kν)
∣∣∣
γ=0
(s/Γ(s))
∑
(−1)j
∫ ∞
0
ts−1Tr
(
p1
(
exp(−t∆ν0,j)−Πja(ν0)
))
dt. (2.90)
The final expressions in (2.90) and (2.79) are analytic functions of s for Re s >
(dimM)/2 according to (2.88), (2.86), and to (2.15). The meromorphic continu-
ation to the whole complex plane C ∋ s of this function of s can be produced
with the help of the asymptotic expansion (2.15) (or of the expansion (2.91) below
for Tr (p1 (exp (−t∆ν0,j)−Πja(ν0)))) using the estimates (2.88) and (2.86). Let the
asymptotic expansion as t → +0 for the trace of the operator below be as follows
(n := dimM):
Tr
(
p1
(
exp (−t∆ν0,j)−Πja(ν0)
))
=q−nt−n/2+. . .+q0t0+qˆ1t1/2+. . .+qˆktk/2+rk,j(t),
(2.91)
where rk,j(t) is O
(
t(k+1)/2
)
as t → +0 and rk,j(t) is a C [k/2]-smooth function of
t ∈ [0, 1].34 Then the analytic continuation to Re s > −(k + 1)/2 of the integral on
34This asymptotic expansion exists and is differentiable with respect to t by Proposition 3.2.
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the right in (2.90) is given by the expression∫ ∞
0
ts−1Tr
(
p1
(
exp (−t∆ν0,j)−Πja(ν0)
))
dt =
= q−n
/
(−n/2 + s) + q−n+1
/
(−n/2 + 1/2− s) + · · ·+ q0
/
s+ qˆ1
/
(1/2 + s) + . . .
+ qˆk
/
(k/2 + s) +
∫ 1
0
ts−1rk,j(t)dt+
∫ ∞
1
ts−1Tr
(
p1
(
exp (−t∆ν0,j)−Πja(ν0)
))
dt.
(2.92)
The latter integral in (2.92) is an analytic function on the whole complex place C ∈ s
(according to (2.88) and (2.86)). The integral of rk,j in (2.92) is an analytic function
of s for Re s > −(k + 1)/2. The asymptotic expansions (2.87) for Tr exp (−t∆ν,j)
can be differentiated with respect to ν according to Proposition 3.2. They provide
us with the analytic continuation of
∑
(−1)jjζν,j(s) to Re s > −(k + 1)/2 as follows:∑
(−1)jjζν,j(s) = Γ(s)−1
(
F−n
/
(−n/2 + s) + · · ·+ Fk
/
(k/2 + s) +
+
∫ 1
0
ts−1mk,ν(t)dt+
∫ ∞
1
ts−1
∑
(−1)jj Tr(exp (−t∆ν,j)−dimKer∆ν,j) dt
)
, (2.93)
where Fk :=
∑
j(−1)jj (fk(ν, j)− δ0,k dimKer∆ν,j) and the functions mk,ν(t) are
C [k/2]-smooth in t ∈ [0, 1] and in ν (for ν ∈ R2 \ (0, 0)) and are such that mk,ν =
O
(
t(k+1)/2
)
uniformly with respect to ν as t→ +0.
The latter integral in (2.93) is an analytic function of s ∈ C. We obtain its
derivative with respect to γ taking into account (2.78), (2.86), and (2.88):
∂γ
∫ ∞
1
ts−1
∑
j
(−1)jj Tr (exp (−t∆ν,j)− dimKer∆ν,j) dt
∣∣∣
γ=0
=
= 2 ∂γ log(kν)
∣∣∣
γ=0
{
s
∫ ∞
1
ts−1
∑
j
(−1)j Tr
(
p1
(
exp (−t∆ν0,j)− Πja(ν0)
))
dt+
+
∑
j
(−1)j Tr
(
p1
(
exp (−∆ν0,j)−Πja(ν0)
))}
,
where 0 < a < λ1(ν0).
35 Using (2.87), (2.93), and (2.92), we get the equalities (where
qk(j, ν0) := qk for k ≤ 0, qk(j, ν0) := qˆk for k > 0 and qk, qˆk are from (2.91)):
∂γFl
∣∣∣
γ=0
= 2 ∂γ log(kν)
∣∣∣
γ=0
(−l/2)∑(−1)jql(j, ν0),
∂γmk,ν(t)
∣∣∣
γ=0
= 2 ∂γ log(kν)
∣∣∣
γ=0
(−t)∂t
∑
j
(−1)jrk,j(t). (2.94)
35For such a the operator Πja(ν0) is the projection operator from
(
DRj(M)
)
2
onto the space of
harmonic forms Ker (∆ν0,j).
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Hence the equality (2.90) holds on the whole complex plane C ∋ s. In particular, we
obtain
∂γ log T (Mν , Z)
∣∣∣
γ=0
= 2 ∂γ log(kν)
∣∣∣
γ=0
∑
(−1)jq0(j, ν0).
Thus Proposition 2.16 is proved. 
Remark 2.8. A consequence of (2.94) is as follows. For any smooth local map ν(γ) :
(R1, 0)→ (U, 0) (where U is defined by (2.3)) the identity ∂γF0 ≡ 0 holds according
to (2.94). Hence the function on U
F0(ν) =
∑
(−1)jj (f0(ν, j)− dimKer∆ν,j)
is independent of ν. The dimension of Ker∆ν,j is independent of ν for ν ∈ U as
it follows from the cohomology exact sequence in the top row of (2.27). Indeed, for
ν ∈ U the dimension of Im ∂D (where ∂D : H i(N,C)→ ⊕k=1,2H i+1(Mk, Zk ∪N ;C) is
a differential in this exact sequence) is independent of ν because for different ν = ν0
and ν1 from U the maps ∂D,k(ν) : H
i(N,C)→ H i+1(Mk, N ∪Zk;C) for fixed k = 1, 2
(and for a fixed i) differ by the nonzero scalar constant factor (depending on ν0 and
ν1). Hence
∑
(−1)jjf0(ν, j) is a constant function on U .
Proof of Proposition 2.14. Let Ejt,x,y(ν) (where t > 0) be the heat kernel of the
operator exp (−t∆ν,j). By the Duhamel principle, a variation in ν of E•t,x,y(ν) can be
written as follows. Let
(
E•t1,x1,∗(ν1), E
•
t2,∗,y(ν)
)
M
=:
∫
M E
•
t1,x1,z
(ν1)∧∗zE•t2,z,x2(ν) be a
scalar product (1.23) (with respect to the variable z). We have
E•t,x,y(ν)− E•t,x,y(ν0) = limε→+0
∫ t−ε
ε
dτ∂/dτ
(
E•τ,x,∗(ν), E
•
t−τ,∗,y(ν0)
)
=
= lim
ε→+0
∫ t−ε
ε
dτ
[(
−∆∗E•τ,x,∗(ν), E•t−τ,∗,y(ν0)
)
+
(
E•τ,x,∗(ν),∆∗E
•
t−τ,∗,y(ν0)
)]
. (2.95)
Stokes’ formula claims that for any two smooth forms ω1, ω2 ∈ DRj(M 1) on a mani-
fold M1 with boundary we have
(dω1, ω2)M1 − (ω1, δω2)M1 = (rω1, Aω2)∂M1 :=
∫
∂M1
rω1 ∧ ∗∂M1Aω2, (2.96)
where the density rω1∧∗∂MAω2 on ∂M1 =: N and the operators r and A are defined
as follows. Let any local orientations be chosen on TM |N and on TN . Then the
following forms on N are locally defined:
rω1 := [N :M1] i
∗
N,M1ω1, Aω2 := ∗−1N i∗N,M1 ∗M1 ω2, (2.97)
where i∗N,M1 : DR
•(M 1)→ DR•(N) is the geometrical restriction toN (and [N : M1] =
1 if N is locally oriented as ∂M1 and [N : M1] = −1 in the opposite case). The lo-
cally defined form rω1 ∧ ∗∂M1Aω2 is a globally defined density on N = ∂M36. So the
36It does not depend on a local orientation on TM and if a local orientation on TN changes to
the opposite then this local form changes its sign.
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equality (2.95) can be written in the form
E•t,x,y(ν)− E•t,x,y(ν0) = limε→+0
∫ t−ε
ε
dτ
∑
k=1,2
([(
−(rδ)∗E•τ,x,∗(ν), A∗E•t−τ,∗,y(ν0)
)
∂Mk
+
+
(
A∗E•τ,x,∗(ν), (rδ)∗E
•
t−τ,∗,y(ν0)
)
∂Mk
]
+
[(
(Ad)∗E•τ,x,∗(ν), r∗E
•
t−τ,∗,y(ν0)
)
∂Mk
−
−
(
r∗E•τ,x,∗(ν), (Ad)∗E
•
t−τ,∗,y(ν0)
)
∂Mk
])
, (2.98)
where r = rk, A = Ak are the corresponding operators for pairs (Mk, ∂Mk).
Let any local orientations be chosen on TM |N and on TN . Then the conditions
(1.27) for the domain D (∆•ν) claim that for the kernels E
•(ν) and E•(ν1) (where
ν = (α, β) and ν1 = (α1, β1) are from R
2 \ (0, 0)) the following equalities hold on N :
α rz(M1, N) ◦ E•t,x,z(ν) = −β rz(M2, N) ◦ E•t,x,z(ν),
β Az(M1, N) ◦ E•t,x,z(ν) = αAz(M2, N) ◦ E•t,x,z(ν),
α rz(M1, N) ◦ δzE•t,x,z(ν) = −β rz(M2, N) ◦ δzE•t,x,z(ν),
β Az(M1, N) ◦ dzE•t,x,z(ν) = αAz(M2, N) ◦ dzE•t,x,z(ν),
(2.99)
The analogous equalities hold for E•t (ν1) (where (α, β) are replaced by (α1, β1)).
Hence the equality (2.98) for ν ∈ U(a) ⊂ U can be written in the form
E•t,x,y(ν)− E•t,x,y(ν0) =
= lim
ε→+0
∫ t−τ
ε
dτ
[
− (1− (kν/kν0))
(
(rδ)∗E•τ,x,∗(ν), A∗E
•
t−τ,∗,y(ν0)
)
∂M1
+
+ (1− (kν0/kν))
(
A∗E•τ,x,∗(ν), (rδ)∗E
•
t−τ,∗,y(ν0)
)
∂M1
+
+ (1− (kν0/kν))
(
A∗d∗E•τ,x,∗(ν), r∗E
•
t−τ,∗,y(ν0)
)
∂M1
−
− (1− (kν/kν0))
(
r∗E•τ,x,∗(ν), A∗d∗E
•
t−τ,∗,y(ν0)
)
∂M1
]
. (2.100)
The kernel E•t,x,y(ν) is smooth in ν ∈ R2 \ (0, 0) as a smooth double form on
M r1 × M r2 (where the limit values on N ⊂ ∂M r are taken from the side of Mr)
according to Proposition 3.2. So we can conclude from (2.100) that
∂γE
•
t,x,y(ν)
∣∣∣
γ=0
= ∂γ log(kν)
∣∣∣
γ=0
lim
ε→+0
∫ t−ε
ε
dτ
[(
(rδ)∗E•τ,x,∗(ν0), A∗E
•
t−τ,∗,y(ν0)
)
∂M1
+
+
(
A∗E•τ,x,∗(ν0), (rδ)∗E
•
t−τ,∗,y(ν0)
)
∂M1
+
(
A∗d∗E•τ,x,∗(ν0), r∗E
•
t−τ,∗,y(ν0)
)
∂M1
+
+
(
r∗E
•
τ,x,∗(ν0), A∗d∗E
•
t−τ,∗,y(ν0)
)
∂M1
]
, (2.101)
where the limits of the kernels are taken from the side of M1.
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By Proposition 3.8, we have the equality
Tr exp (−t∆ν0,j) =
∑
r=1,2
∫
Mr
i∗MrE
j
t,x1,x2(ν0), (2.102)
where the exterior product of double forms on the diagonals iMr : M r →֒ M r ×M r
are implied.
We deduce from the semigroup property for the kernels of the operators exp (−t∆ν0,j)
that(
Q1,z1E
j
t1,x,z1(ν0), Q2,z2E
j
t2,z2,x(ν0)
)
M
:=
=
∫
M
Q1,z1E
j
t1,x,z1(ν0) ∧x ∗xQ2,z2Ejt2,z2,x(ν0) = Q1,z1Q2,z2Ejt1+t2,z2,z1(ν0), (2.103)
where Qi,zi are differential operators acting on differential forms, ti > 0 and the
integration is with respect to the variable x. We deduce the following variation
formula from (2.101) using (2.102) and (2.103):
∂γ Tr exp (−t∆ν,j)
∣∣∣
γ=0
= 2 ∂γ log(kν)
∣∣∣
γ=0
t
[(
Az1(M1, N)dz1rz2(M1, N)E
j
t,z1,z2(ν0)
)
N
+
+
(
Az1(M1, N)rz2(M1, N)δz2E
j
t,z1,z2(ν0)
)
N
]
, (2.104)
where the summands are the integrals of the densities on N (as it is defined in (2.96)
and (2.97)). For instance,37(
Az1dz1rz2E
j
t,z1,z2(ν0)
)
N
:=
∫ (
Az1dz1 ∧ ∗z2,Nrz2Ejt,z1,z2(ν0)
)
. (2.105)
The local forms F1 =
(
i∗M1 ∗z2 dz1dz2E•t,z1,z2(ν0)
)
and F2 =
(
i∗M1 ∗z2 δz1dz1E•+1t,z1,z2(ν0)
)
are smooth on the diagonal iM1 : M 1 →֒ M 1×M 1. (The limit values on N ⊂ ∂M1 of
these double forms are taken from the side of M1 and the exterior product of these
double forms is implied.) The local form i∗N ∗N,z2 Az1dz1rz2E•t,z1,z2(ν0) is a smooth
density on the diagonal N ⊂ ∂M1, iN : N →֒ N × N . Hence we can apply Stokes’
formula (2.96) to the expression on the right in (2.104). The result transformed with
the help of the equality dxE
•
t,x,y(ν) = δyE
•+1
t,x,y(ν) is as follows:
∂γ Tr exp (−t∆ν,j)
∣∣∣
γ=0
=
= 2∂γ log(kν)
∣∣∣
γ=0
t
[
−
(
δz1dz1E
j
t,z1,z2(ν0)
)
M1
+
(
dz1δz1E
j+1
t,z1,z2(ν0)
)
M1
+
+
(
dz2δz2E
j
t,z1,z2(ν0)
)
M1
−
(
δz2dz2E
j−1
t,z1,z2(ν0)
)
M1
]
, (2.106)
37We imply (but do not write) the restriction to the diagonal N →֒ N ×N in (2.105).
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where the summands in (2.106) are the integrals of the densities of the type:(
δz1dz1E
•
t,z1,z2
(ν0)
)
M1
:=
∫
M1
i∗M1 ∗z2 δz1dz1E•t,z1,z2(ν0) (2.107)
(and the exterior product of double forms is implied in (2.107) and (2.106)).
The formula (2.78) is an immediate consequence of (2.106) if we take into account
the equalities
∂tE
•
t,x,y = −∆xE•t,x,y = −∆yE•t,x,y, E•t,x,y = E•t,y,x
and use the formula (3.67) in Proposition 3.8. Thus Proposition 2.14 is proved. Hence
Lemma 2.2 is proved in the case of a < 4−1λ1(ν0). 
Let now a > 0 be an arbitrary number such that a /∈ ∪j Spec (∆ν0,j). Then for any
nonzero element l ∈ detW •a (ν0) we have by Lemma 2.1 that
∂γ log ‖gνl‖2detW •a (ν0)
∣∣∣
γ=0
= −2 ∂γ log(kν)
∣∣∣
γ=0
∑
(−1)j Tr
(
p2Π
j
a(ν0)
)
,
where gν = Π
•
avν is defined by (2.13). We know that under the identifications (2.4)
and (2.6), the analytic torsion norm T0 (Mν , Z; a) on detW
•
a (ν) transforms into the
analytic torsion norm T0 (Mν , Z) on detH
•(Mν , Z), ‖gνl‖2T0(Mν ,Z;a) = ‖(gνl)H‖
2
T0(Mν ,Z)
.
(Here, (gνl)H ∈ detH•(Mν , Z) corresponds to gνl under these identifications.) Let
(gνl)H be fixed. Then the analytic torsion norm of gνl ∈ detW •a (ν)
‖gνl‖2T0(Mν ,Z;a) := ‖gνl‖
2
detW •a (ν)
· T (Mν , Z; a) (2.108)
is independent of a > 0. Let ν0 = (α0, β0) ∈ U (i.e., α0β0 6= 0). Then using (2.108),
(2.89) we obtain (µ := ∂γ log(kν)
∣∣∣
γ=0
):
∂γ log T (Mν , Z; a)
∣∣∣
γ=0
= lim
ε→+0
∂γ log T (Mν , Z; ε)
∣∣∣
γ=0
+
+ 2µ
(
− lim
ε→+0
∑
(−1)j Tr
(
p2Π
j
ε(ν0)
)
+
∑
(−1)j Tr
(
p2Π
j
a(ν0)
))
=
= 2µ
[∑
(−1)j (Tr p1 exp(−t∆ν0,j))0 −
∑
(−1)j TrΠjε(ν0) +
∑
(−1)j Tr
(
p2Π
j
a(ν0)
)]
.
(2.109)
Note that for arbitrary c > 0, a > 0 we have∑
(−1)j TrΠjc(ν0) = χ(Mν0 ;Z) =
∑
(−1)j Tr
(
(p1 + p2)Π
j
a(ν0)
)
.
So the final expression in (2.109) is equal to
2 ∂γ log(kν)
∣∣∣
γ=0
∑
(−1)j Tr
(
p1
(
exp(−t∆ν0,j)− Πja(ν0)
))
Thus Lemma 2.2 is proved for an arbitrary a > 0 such that a /∈ ∪j Spec (∆ν0,j). 
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2.7. Continuity of the truncated scalar analytic torsion. Proof of Propo-
sition 2.1. Taking into account the definition (2.11) of the truncated scalar analytic
torsion T (Mν , Z; a), we see that Proposition 2.1 is a consequence of the assertion as
follows. For Re s > (dimM)/2 the truncated ζ-function (2.8) for ∆ν,j is defined by
the integral38
ζν,j(s; a) = Γ(s)
−1
∫ ∞
0
ts−1Tr
(
exp (−t∆ν,j)
(
1− Πja(ν)
))
dt (2.110)
Proposition 2.17. For a > 0 the truncated determinant for the ν-transmission in-
terior boundary conditions
det (∆•ν ; a) := exp
(
−∂/∂sζν,•(s; a)
∣∣∣
s=0
)
is a continuous function of ν for ν ∈ R2 \ (0, 0) such that a /∈ Spec (∆•ν).
Proof. Let E•t,x,y(ν), t > 0, be the kernel of exp (−t∆•ν). According to Proposition 3.8
we have
Tr exp (−t∆•ν) =
∑
k=1,2
∫
Mk
tr
(
∗x2i∗kE•t,x1,x2
)
, (2.111)
where i : Mk →֒ Mk×Mk are the diagonal immersions. (The exterior product of the
restriction to the diagonal of double forms is implied in (2.111).) Set I = [−1, 1]. Let
I×N ⊂M be the inclusion of the neighborhood of N = 0×N into M and let gM be
a direct product metric on I×N . Let ∆•ν;0 be the Laplacian on DR•(I×N) with the
ν-transmission boundary conditions on N = 0×N and with the Dirichlet boundary
conditions on ∂I × N . Let E•t,x,y(ν; 0), t > 0, be the kernel of exp
(
−t∆•ν;0
)
. The
equality analogous to (2.111) holds also for Tr exp
(
−t∆•ν;0
)
(where Mk is replaced
by Qk ×N , Q1 := [−1, 0], Q2 := [0, 1]).
Let ν0 6= (0, 0) and let a /∈ Spec
(
∆•ν0
)
be a fixed positive number. Then from
Theorem 3.2, Proposition 3.1, and from the estimate (2.86) it follows that for an
arbitrary ε > 0 there are a neighborhood U0(ε) of ν0 and T > 0 such that for
ν ∈ U0(ε) and for t ≥ T the estimate holds
|Tr (exp (−t∆•ν) (1− Π•a(ν)))| ≤ ε exp(−at/2). (2.112)
To prove the continuity of det (∆•ν) in ν at ν = ν0, it is enough to obtain the
following estimate.39 For a given b, 1 > b > 0, and for an arbitrary ε > 0 there exists
38The analytic continuation of this integral from Re s > (dimM)/2 to the whole complex plane
coincides with the meromorphic continuation of ζν,j(s; a).
39The integrals (2.110) for the values ν0 and ν of the transmission parameter have the analytic
continuations from Re s > (dimM)/2 to the whole complex plane. It follows from the estimates
(2.113) and (2.112) that the difference of these integrals multiplied by Γ(s) is an absolutely conver-
gent integral for Re s > −1. Hence this difference is an analytic function of s for such s and it is
equal to the difference of the analytic continuations of the integrals (2.110) for ν and ν0.
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a neighborhood Uε ∋ ν0 such that the estimate holds for ν ∈ Uε, −(1− b) < s < 1:∫ T
0
∣∣∣Tr(exp(−t∆•ν)(1−Π•a(ν)))−Tr(exp(−t∆•ν0)(1−Π•a(ν0)))∣∣∣ts−1dt<ε. (2.113)
The spectrum Spec (∆•ν) is discrete and it depends continuously on ν (by Propo-
sition 3.1). Since a /∈ Spec (∆•ν) we see that TrΠ•a(ν) = TrΠ•a(ν0) (= rkΠ•a) in a
neighborhood of ν0 and that the following estimate is satisfied uniformly with re-
spect to s, −1/2 < s < 1 and to ν for ν sufficiently close to ν0:∫ T
0
∣∣∣Tr (exp (−t∆•ν) Π•a(ν))− Tr (exp (−t∆•ν0)Π•a(ν0))∣∣∣ ts−1dt < ε/2 (2.114)
The inequality
∫ T
0
∣∣∣Tr exp (−t∆•ν)− Tr exp (−t∆•ν0)∣∣∣ ts−1dt < ε/2 (2.115)
for ν sufficiently close to ν0 and for −1/2 < s < 1 is obtained as follows. According
to Proposition 3.1, Tr exp (−t∆•ν) is equal to the integral over ∪M j of the density
defined by the restriction to the diagonal of the corresponding kernel. So it is enough
to estimate in (2.115) the integrals of the difference between the densities defined
by exp (−∆•ν) and by exp
(
−t∆•ν0
)
separately over a fixed neighborhood U of N =
0×N →֒ M and overM\U . The estimate of the integral over U ⊃ N is obtained with
the help of the kernel E•t,x,y(ν; 0) of exp
(
−t∆•ν;0
)
. Set e•t,x,y(ν) := E
•
t,x,y(ν)−E•t,x,y(ν; 0)
for x, y ∈ I ×N .
Proposition 2.18. For an arbitrary m ∈ Z+ there is a neighborhood of ν0 such that
for all x, y ∈M[−1/2,1/2] := [−1/2, 0]×N ∪ [0, 1/2]×N →֒M1 ∪M2 and for t ∈ (0, 1]
the estimate is satisfied uniformly with respect to ν ∈ R2 \ (0, 0)∣∣∣E•t,x,y(ν)∣∣∣ ≤ cmtm, (2.116)
(where cm is independent of t and of ν).
Proposition 2.19. The following estimate holds uniformly with respect to s for
−(1− b) < s < 1 and to ν for ν sufficiently close to ν0
∫ T
0
ts−1dt
∣∣∣∣∣
∫
M[−1/2,1/2]
tr
(
∗i∗ke•t,x1,x2(ν)
)
− tr
(
∗i∗ke•t,x1,x2(ν0)
)∣∣∣∣∣ < ε/4. (2.117)
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Remark 2.9. For x, y ∈ [−1, 1] × N the equalities hold (analogous to (2.54), (2.55),
(2.40)):
E•t,x,y(ν; 0) =

E•t,x,y +
(
β2 − α2
/
β2 + α2
)
(σ∗1E
•)t,x,y for x, y ∈ Q1 ×N,
E•t,x,y +
(
α2 − β2
/
β2 + α2
)
(σ∗1E
•)t,x,y for x, y ∈ Q2 ×N,(
2αβ
/
α2 + β2
)
E•t,x,y for x, y from different Qk×N.
(2.118)
Here, E•t,x,y is the kernel of exp (−t∆•) on I ×N with the Dirichlet boundary condi-
tions on ∂I × N and σ1 is the mirror symmetry with respect to N = 0 × N acting
on the variable x of the kernel. So we get∫
M[−1/2,1/2]
tr
(
∗x2i∗ke•t,x1,x2(ν)
)
=
∫
M[−1/2,1/2]
tr
(
∗x2i∗k
(
E•t,x1,x2(ν)−E•t,x1,x2
))
. (2.119)
From this equality and from the estimate (2.117) it follows that the integral over
M[−1/2,1/2] of the difference between the kernels for ν and for ν0 gives the term in
(2.115) which is less than ε/4.
Proposition 2.20. The following estimate holds uniformly with respect to s, −(1−
b) < s < 1, and to ν for ν sufficiently close to ν0:∫ T
0
∣∣∣∣∣
∫
M\M[−1/2,1/2]
tr
(
∗x2i∗E•t,x1,x2(ν)
)
− tr
(
∗x2i∗E•t,x1,x2(ν0)
)∣∣∣∣∣ dt < ε/4. (2.120)
The estimate (2.115) is a consequence of (2.117), (2.119), and (2.120). The estimate
(2.113) follows from (2.114), (2.115). The estimate (2.115) together with (2.112) gives
us the continuity of ∆• (ν; a) in ν at ν0. Thus we get the proofs of Propositions 2.17
and 2.1. 
Proof of Proposition 2.18. The following equality is obtained similarly to (2.98)
by using of (2.99):
et,x,y(ν) = − lim
ε→+0
∫ t−ε
ε
dτ∂/∂τ
∫
∂I×N
[(
(rδ)∗E•τ,x,∗(ν), A∗E
•
t−τ,∗,y(ν; 0)
)
∂I×N +
+
(
r∗E•τ,x,∗(ν), (Ad)∗E
•
t−τ,∗,y(ν; 0)
)
∂I×N
]
, (2.121)
where the operators r and A correspond to the pair (I ×N, ∂I ×N). So the estimate
(2.116) follows from the analogous estimates for the kernels
rzE
•
t,x,z(ν), (rδ)zE
•
t,x,z(ν), AzE
•
t,z,y(ν; 0), (Ad)zE
•
t,z,y(ν; 0), (2.122)
where x, y ∈ M[−1/2,1/2] and z ∈ ∂I × N = {−1, 1} × N →֒ M . Such estimates are
derived with the help of Proposition 2.5 for ∆•ν and ∆
•
ν;0 as follows.
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Let m ∈ Z+ be taken large enough. Then there is an approximate fundamental
solution P •(m)(ν) for
(
∂t +∆
•
ν,x
)
which is the sum of an interior term P
•(m)
int and of
terms, defined near the boundaries ∂M and N . The kernel P •(m)(ν) is a good approx-
imation for E•t,x,y(ν) for small t > 0. Its interior term is defined as follows. For any
closed Riemannian (M, gM) there is a locally defined parametrix p
•(m)
t,x,y (i.e., an approx-
imate fundamental solution for (∂t +∆
•
M)) such that the difference
(
p•(m) −E•
)
t,x,y
(where E•t,x,y is the fundamental solution for (∂t +∆
•
M)) is a C
∞-double form for t > 0
and such that the following estimates hold uniformly with respect to (x, y) ∈M ×M
and to t ∈ (0, T ]: ∣∣∣p•(m)t,x,y −E•t,x,y∣∣∣ ≤ cmt−n/2+m+1,∣∣∣(∆•x)k (p•(m)t,x,y − E•t,x,y)∣∣∣ ≤ cm,kt−n/2+m+1−k
∣∣∣(∂t +∆•M) p•(m)t,x,y ∣∣∣ < c(m)t−n/2+m,∣∣∣(∆•x)k (∂t +∆•M) p•(m)t,x,y ∣∣∣ < c(m,k)t−n/2+m−k (2.123)
([RS], Proposition 5.3, [BGV], Theorems 2.20, 2.23, 2.26, 2.30). Such a parametrix
can be represented in the following form (n := dimM):
p
•(m)
t,x,y = (4πt)
−n/2 exp
(
−d(x, y)2/4t
)
f (d(x, y))
m∑
i=0
tiΦi(x, y), (2.124)
where d(x, y) is the geodesic distance between x and y, f ∈ C∞0 (R+), f(τ) ≡ 1 for
0 ≤ τ ≤ ε and f ≡ 0 for τ > 2ε. The injectivity radius i (M, gM) is supposed to
be greater than 2ε, i.e., the exponential map expxB2ε is a diffeomorphism on its
image for any x ∈ M (where B2ε := {ξ ∈ TxM, |ξ| ≤ 2ε}). The coefficients Φi(x, y)
in (2.124) are smooth double forms on M ×M whose germs on the diagonal M →֒
M×M are unique. The principal term Φ0(x, y) is the kernel of the parallel transport
in ∧•TM along the geodesic line expy ξ = x from y into x (and it is defined for
d(x, y) < i (M, gM)). Each Φi(x, y) is determined through Φi−1(x, y) in differential
geometry terms and it is well-defined for d(x, y) < i (M, gM) ([RS], Sect. 5, [BGV],
Theorem 2.26, Lemma 2.49).
Let 0 × N →֒ I × N →֒ M be a neighborhood of N = 0 × N →֒ M , where the
metric gM is a direct product. The fundamental solution for (∂t +∆
•
ν) on I×N (with
the Dirichlet boundary conditions on ∂I ×N) is
P•(ν) = ∑
i=0,1
EiI,t(ν)⊗ E•−iN,t , (2.125)
where E•I,t(ν) is defined by the formulas completely analogous to (2.40) and (2.118).
(Here, E•N,t is the fundamental solution for (∂t +∆
•
N). The operator corresponding
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to the kernel EiI,t(ν) ⊗ E•−iN,t acts on DRi(I, ∂I) ⊗ DR•−i(N). The kernel EiI,t(ν)
corresponds to the Laplacian on I with the Dirichlet boundary conditions on ∂I and
with the ν-transmission boundary conditions at 0 ∈ I. The term in (2.125) with
i = 1 is equal to zero for • = 0.)
The parametrix P
•(m)
t,x,y (ν) for (∂t +∆
•
ν) on M is defined by
P
•(m)
t,x,y (ν) = ψP•t,x,y(ν)ϕ + ψ1p•(m)t,x,y (1− ϕ). (2.126)
Here, ϕ = ϕ(y1), ψ = ψ(x1) (in the coordinates (x1, x
′) = x and (y1, y′) = y of points
in I × N), ϕ, ψ ∈ C∞0 (I, ∂I); ϕ, ψ ≥ 0, ϕ(y1) ≡ 1 for |y1| ≤ 2−1 + ε, ϕ(y1) ≡ 0
for |y1| ≥ 5/8, ψ ≡ 1 in a neighborhood of suppϕ, and ψ ≡ 0 for |x1| ≥ 3/4,
ψ1 ∈ C∞0 (M \N), ψ1 ≡ 1 in a neighborhood of supp(1−ϕ) ⊂M \M[−1/2,1/2]. Hence
the parametrix P
•(m)
t,x,y is equal to zero for y ∈ M[−1/2,1/2], x ∈M \ ([−3/4, 3/4]×N).
The term ψ1p
•(m)(1− ϕ) in (2.126) is defined from now on as P •(m)int . (In the case of
∂M 6= ∅ the terms, completely analogous to P•(ν) for ν ∈ {(0, 1), (1, 0)}, have to be
added to P •(m). Their supports are in ([0, 1]× ∂M)2 →֒ M ×M and gM is a direct
product metric on [0, 1]× ∂M .)
Proposition 2.21. 1. The boundary condition for P
•(m)
t,x,y (ν) on N and on ∂M and
the boundary condition for (∆•x)
k P
•(m)
t,x,y (ν) (k ∈ Z+) are the same as for E•t,x,y(ν) and
for
(
∆•ν,x
)k
E•t,x,y(ν). Namely P
•(m)
t,x,y (ν) is a smooth in t > 0 and in (x, y) ∈M j1×M j2
kernel, ∆kν,xP
(m)
t,x,y(ν) ⊂ D(∆•ν,x) for fixed y, t > 0, and for any k ∈ Z+ ∪ 0. Here
D
(
∆•ν,x
)
⊂ DR• (Mν , Z) is the domain of definition of ∆•ν,x on pairs (ω1, ω2) of
smooth forms on M j. It is defined by ( 1.27)).
2. The following estimates (analogous to ( 2.123)) hold for t ∈ (0, T ] uniformly
with respect to ν ∈ R2 \ (0, 0) and to (x, y) ∈M j1 ×M j2 (with Cm, Cm,k independent
of t): ∣∣∣(∂t +∆•ν,x)P •(m)t,x,y (ν)∣∣∣ < Cmt−n/2+m, (2.127)∣∣∣∣(∆•ν,x)k (∂t +∆•ν,x)P •(m)t,x,y (ν)∣∣∣∣ < Cm,kt−n/2+m−k. (2.128)
The kernel r
•(m)
t,x,y (ν) :=
(
∂t +∆
•
ν,x
)
P
•(m)
t,x,y (ν) is smooth in (x, y) ∈ M ×M j and its
C2l-norm on M ×M j is estimated through cm,lt−n/2+m−l. For any linear differential
operator F of order d = d(F ), acting on double forms on M × M j, and for any
T > 0 the kernel F ◦ r•(m)t,x,y (ν) satisfies the estimate as follows when t ∈ (0, T ]. It hold
uniformly with respect to (x, y) ∈ M ×M j and to ν ∈ R2 \ (0, 0)∣∣∣F ◦ r•(m)t,x,y (ν)∣∣∣ < c(F )t−(n+d)/2+m. (2.129)
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3. For 0 ≤ k ≤ [−n/2] +m− 1 the following condition is satisfied uniformly with
respect to ν ∈ R2 \ (0, 0) and to (x, y) ∈M j1 ×M j2:
lim
t→+0
(
∆•ν,x
)k (
E• − P •(m)
)
t,x,y
(ν) = 0. (2.130)
Corollary 2.8. 1. For k ∈ Z+, 0 ≤ k ≤ [−n/2] +m − 1 the following estimates of
L2-norms (with respect to the variable x) of the kernel
(
P •(m)(ν)−E•(ν)
)
t,x,y
hold
for t ∈ (0, T ] uniformly in y ∈ ∪j=1,2M j and in ν ∈ R2 \ (0, 0), where Cm and Cm,k
are the same as in ( 2.127) and ( 2.128):∥∥∥∥(E•(ν)− P •(m)(ν))t,∗,y
∥∥∥∥
2
≤Cm(−n/2 +m+ 1)−1t−n/2+m+1,
(2.131)∥∥∥∥∆kν,∗(E•(ν)−P •(m)(ν))t,∗,y
∥∥∥∥
2
≤Cm,k (−n/2+m+1−k)−1t−n/2+m+1−k.
(2.132)
2. The following estimate for E•t,x,y(ν) holds for t ∈ (0, T ] and for an arbitrary
q ∈ Z+ uniformly with respect to ν ∈ R2 \ (0, 0), to x ∈ M \ ([−3/4, 3/4]×N), and
to y ∈M[−1/2,1/2]: ∣∣∣E•t,x,y(ν)∣∣∣ ≤ Cqt−n/2+q. (2.133)
It holds according to ( 2.131), ( 2.132), and ( 2.32). (Indeed, for such x, y and for
an arbitrary m ∈ Z+ we have E•t,x,y(ν) =
(
E•(ν)− P •(m)(ν)
)
t,x,y
. Hence m can be
chosen large enough to get ( 2.133).)
The estimate (2.131) is a consequence of (2.127) and of the following equality
(
E• − P •(m)
)
t,x,y
(ν) = lim
ε→+0
∫ t−ε
ε
dτ∂τ
(
E•t−τ,x,∗(ν),
(
E• − P •(m)
)
τ,∗,y (ν)
)
M
=
= lim
ε→+0
∫ t−ε
ε
dτ
(
E•t−τ,x,∗(ν),
(
∂τ +∆
•
ν,∗
) (
E• − P •(m)
)
τ,∗,y (ν)
)
M
. (2.134)
This equality follows from the assertions that
(
E• − P •(m)
)
t,x,y
(ν) → 0 as t → +0
and that
(
E• − P •(m)
)
τ,x,y
(ν) ∈ D
(
∆•ν,x
)
with respect to the variable x.
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The estimate (2.131) is a consequence of (2.134), (2.127), and (2.135), since the
operator exp (−t∆•ν) for t > 0 is bounded in (DR•(M))2 and its operator norm is
less or equal to one:
‖exp (−t∆•ν)‖2 ≤ 1. (2.135)
(This inequality follows from Theorems 3.1 and 3.2. They claim that ∆•ν is a nonneg-
ative self-adjoint unbounded operator in (DR•(M))2 and that exp (−t∆•ν) is a trace
class operator.)
The inequality (2.132) for 1 ≤ k ≤ [−n/2] + m − 1 is a consequence of (2.127),
(2.135), and of the following equality (which is a generalization of (2.134)):
∆kν,x
(
E• − P •(m)
)
t,x,y
(ν) =
= lim
ε→+0
∫ t−ε
ε
(
E•t−τ,x,∗(ν),
(
∆•ν,∗
)k
(∂τ +∆ν,∗)
(
E• − P •(m)
)
τ,∗,y (ν)
)
M
.
This equality holds since ∆kν,x
(
E• − P •(m)
)
t,x,y
(ν) → 0 as t → +0 (for 0 ≤ k ≤
[−n/2] +m − 1) and since
(
∆•ν,x
)k (
E• − P •(m)
)
t,x,y
(ν) ∈ D
(
∆•ν,x
)
for fixed y and
t > 0.
The proof of Proposition 2.21 is preceded by the proof of Proposition 2.18.
The estimates analogous to (2.133) (with t ∈ (0, T ] and q ∈ Z+) hold also for
the kernel E•t,x,y(ν; 0) = P•t,x,y of exp
(
−t∆•ν;0
)
, where x ∈ (I \ [−3/4, 3/4])×N , y ∈
M[−1/2,1/2]. Indeed, such estimates are true (n is replaced by 1) for
(
EiI,t(ν)
)
x1,y1
with
x1 ∈ I \ [−3/4, 3/4] and y1 ∈ [−1/2, 1/2], and the kernel
(
E•−iN
)
x′,y′
is O
(
t−(n−1)/2
)
for t ∈ (0, T ].
The desired estimates for (rδ)E•(ν) andAdE•(ν; 0) are obtained from the estimates
(2.131), (2.132), and from the generalization of the inequality (2.32) as follows. Let
K be an arbitrary first order differential operator acting on DR•
(
M j
)
. Let ω ∈
DR• (Mν , Z) obeys the conditions (2.33) with m1 = 1 + min{l : 4l ≥ dimM + 1}.
Then the inequality is satisfied uniformly with respect to ω and to x ∈M1 ∪M2:
|Kω(x)|2 < CK
m1∑
i=0
∥∥∥∆iνω∥∥∥22 , (2.136)
where CK > 0 is independent of ν ∈ R2 \ (0, 0). The proof of (2.136) is exactly the
same as the proof of (2.32) given above except the kernel (GI(ν)⊗Gm2N )x,y has to be
replaced by Kx (GI(ν)⊗Gm2N )x,y. Thus Proposition 2.18 is proved. 
Proof of Proposition 2.21. 1. For x from a neighborhood of N = 0 × N →֒ M ,
where ψ1 ≡ 0, the parametrix P •(m)t,x,∗ (ν) is equal to P•(m)t,x,∗ (ν)ϕ(∗). So P •(m)t,x,∗ (ν) ∈
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D
((
∆•ν,x
)k)
with respect to the variable x, since P•(m)t,x,∗ (ν) ∈ D
((
∆•ν,x
)k)
for k ∈ Z+.
2. The estimates (2.127) and (2.128) hold for the term ψP•(ν)ϕ of P •(m)(ν) with
an arbitrary m ∈ Z+, since
(
∂t +∆
•
ν,x
)
P•(ν) = 0 (for x ∈ (I \ ∂I) × N) and since
minx1∈Aminy1∈suppϕ (|x1 − y1|, |x1 + y1|) > δ > 0 (where A := supp (∂x1ψ) and the
number δ > 0 is fixed). For x1 ∈ A and y1 ∈ suppϕ the estimate (2.133) (n is
replaced by 1) holds with an arbitrary q ∈ Z+ for the fundamental solution
(
E•I,t
)
x,y
of (∂t +∆
•
I) with the Dirichlet boundary conditions on ∂I. The same estimate for
such x1, y1 holds for the kernels
(
σ∗1E
•
I,t
)
x1,y1
and
(
E•I,t(ν)
)
x1,y1
. So this estimate
holds also for the kernel (P•(ν))(x1,x′),(y1,y′) (defined by (2.126)), since the kernel(
E•N,t
)
x′,y′
is O
(
t−(n−1)/2
)
uniformly with respect to (x′, y′) ([RS], Proposition 5.3,
[BGV], Theorem 2.23). By the analogous reasons, for such x1, y1 the estimate (2.133)
with an arbitrary q ∈ Z+ holds for the kernel (F ◦ P•(ν))(x1,x′),(y1,y′), where F is a
linear differential operator of finite order d(F ) on M ×M , acting on double forms on
M j1 ×M j2 , and n in (2.133) is replaced by n + d(F ).
So the estimate (2.133) with an arbitrary q ∈ Z+ is satisfied by
(
∂t +∆
•
ν,x
)
(ψP•ϕ)
and by
(
∆•ν,x
)k (
∂t +∆
•
ν,x
)
(ψP•ϕ) with k ∈ Z+.
The estimates (2.127) and (2.128) hold for ψ1p
•(m)(1 − ϕ) =: P •(m)int , since they
hold for p
•(m)
t,x,y and since the distance on M between the closure B of B (where
B := {x : dxψ1 6= 0}) and the support supp(1− ϕ) is greater than a positive number
δ. Hence the uniform with respect to (x, y) ∈ B × supp(1 − ϕ) estimate (2.133)
(with an arbitrary q ∈ Z+) is satisfied by p•(m)t,x,y . This estimate holds also for the
kernel Fp
•(m)
t,x,y , where F is a linear differential operator of finite order d(F ), acting
on the smooth kernels, defined on M ×M . (For instance, the function f (d(x, y)) in
the definition (2.124) of p
•(m)
t,x,y can be chosen such that f(τ) ≡ 0 for τ ≥ δ. These
estimates follow also from [RS], Proposition 5.3, estimates (5.5), and from [BGV],
Theorem 2.23(2).)40
3. The difference
(
E• − P •(m)
)
t,x,y
(ν) can be written as the Volterra series (anal-
ogous to [BGV], 2.4):(
E• − P •(m)
)
t,x,y
(ν) =
=
∑
l≥1
(−t)l
∫
∆l
∫
(y1,...,yl)∈(M1∪M2)
l
P
•(m)
σ0t,x1,y1(ν)r
(m)
σ1t,y1,y2(ν) . . . r
(m)
σlt,yl,y(ν), (2.137)
40For the sake of brievity the proof of Proposition 2.21 is written in the case of ∂M = ∅.
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where ∆l = {(σ0, . . . , σl) : 0≤σi≤1,∑σi=1}41and r(m)t,x,y(ν) := (∆ν,x+∂t)P •(m)t,x,y (ν) (a
scalar product tr(ω1∧∗ω2) with its values in densities onM is implied in (2.137)). The
assertion (2.130) follows from the convergence of the series (2.137) in the topology
of uniform convergence of smooth kernels on M j1 ×M j2 together with their partial
derivatives of orders ≤ 2k on M j1 ×M j2 (i.e., in the C2k-topology on M j1 ×M j2).
Indeed, the definition of P
•(m)
t,x,y (2.126) involves that the kernel r
(m)
t,x,y(ν) is equal to
zero for x from a fixed (independent of t, ν, andm) neighborhood of N = 0×N →֒M
in M . So r
(m)
t,x,y(ν) is a smooth kernel on M × M j , and the inequalities (2.129)
claim that the C2k-norm of r
(m)
t,x,y(ν) is O
(
t−n/2+m−k
)
for t ∈ (0, T ] uniformly with
respect to ν ∈ R2 \ (0, 0). It is O(t) for 0 ≤ k ≤ [−n/2] + m − 1, and the series
(2.137) is convergent in the C2k-topology for such k, since the volume of ∆l is (l!)
−1
and since the following assertion is true. For any T > 0 the parametrix P
•(m)
t,x,y (ν)
defines a family of bounded operators from the space of smooth forms DR•(M)
(equiped with a C2k-norm) into the space ⊕j=1,2DR•
(
M j
)
(equiped with a C2k-norm
onDR•
(
M j
)
). These operators are bounded uniformly with respect to t ∈ (0, T ] and
to ν ∈ R2 \ (0, 0). This assertion for the operators, corresponding to P •(m)int,t , is proved
in [BGV], Lemma 2.49. It is also true for the operators corresponding to ψP•(m)t (ν)ϕ.
Indeed, it holds for the operators exp (−t∆•N ) in DR•(N) (equiped with a C2k-norm)
and for the operators ψ exp (−t∆•I)ϕ in DR•(I) equiped with a C2k-norm. (Here ∆•I
is defined on forms with the Dirichlet boundary conditions on ∂I.) It holds also for
the operators with the kernels ψ(x1)
(
σ∗1E
•
I,t
)
x1,ya
ϕ(y1), acting from smooth forms on
I into smooth forms on [0,±1] (where the Dirichlet boundary conditions are implied
on ∂I and σ1 is the mirror symmetry with respect to 0 ∈ I).
The C2k-norm of the kernel
(
P
•(m)
N,t − E•N,t
)
on N × N is O
(
tm−(n−1)/2−k
)
for
t ∈ (0, T ], where P •(m)N,t and E•N,t are the parametrix of the type (2.124) and the fun-
damental solution for (∂t +∆
•
N ) ([BGV], Theorem 2.30). The operators in DR
•(N)
corresponding to P
•(m)
N,t are uniformly bounded for t ∈ (0, T ] with respect to a C2k-
norm ([BGV], Lemma 2.49). So the operators exp (−t∆•N ) in DR•(N) are uniformly
bounded for t ∈ (0, T ] with respect to a C2k-norm. The convergence of the series
on the right in (2.137) with respect to C2k-norms (k ≤ [−n/2] + m − 1) for the
kernels on M j1 × M j2 involves also a proof of the equality (2.137) (in the case of
m ≥ −[−n/2] + 2). Indeed, we have42(
∂t +∆
•
ν,x
) (
P
•(m)
l
)
t,x,y
=
(
r
•(m)
l + r
•(m)
l+1
)
t,x,y
, (2.138)
41Here σi = ti+1 − ti for 1 ≤ i ≤ k − 1, σ0 = t1, σk = 1− tk. The volume of ∆k with respect to
the density dt1 . . . dtk is equal to 1/k!.
42The proof of (2.138) is analogous to the one given in [BGV], Lemma 2.22. It follows from the
formula for ∂t
∫ t
0 f(x, t)dx.
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where (−1)mP •(m)l is the term with the number l in the right side of (2.137), (−1)mr•(m)l
is the same term in which P
•(m)
σ0t is replaced by r
•(m)
σ0t , P
•(m)
0 := P
•(m). For any fixed
y and t > 0 and for any k ∈ Z+ ∪ 0 we have
(
∆kν,x
) (
P
•(m)
l
)
t,x,y
⊂ D
(
∆•ν,x
)
. The
series P •t =
∑
l≥0(−1)mP •(m)l for m ≥ [−n/2] + 2 is the fundumental solution for
(∂t +∆
•
ν) since
(
∂t +∆
•
ν,x
)
P •t = 0 for t > 0 and since the operator corresponding
to P
•(m)
t tends in a weak sense to the identity operator in (DR
•(M))2 as t → +0
(i.e., P
•(m)
t ω → ω as t → +0 for ω ∈ (DR•(M))2). The latter assertion holds for
P
•(m)
t,int (1− ϕ)ω and for P•(m)ϕω. Proposition 2.21 is proved. 
Proof of Proposition 2.19. Proposition 2.18 involves the following conclusion. For
any ε > 0 there exist a δ > 0 and a neighborhood U := U(ν0, ε) ⊂ R2 \ (0, 0) of ν0
such that the estimate holds uniformly with respect to ν ∈ U and to s, −1 < s < 1:∣∣∣∣∣∣
∫ δ
0
ts−1dt
∫
M[−1/2,1/2]
∑
k=1,2
tr (∗i∗ke•t (ν))
∣∣∣∣∣∣ < ε/20.
So it is enough to prove the existence of a neighborhood U1 of ν0 such that for any
ν ∈ U1 the following estimate holds uniformly with respect to s for −(1− b) < s < 1
(b, 0 < b < 1, is fixed):
∫ T
δ
ts−1dt
∣∣∣∣∣∣
∫
M[−1/2,1/2]
∑
k=1,2
(tr (∗i∗ke•t (ν))− tr (∗i∗ke•t (ν0)))
∣∣∣∣∣∣ < ε/10. (2.139)
For e(ν) and e(ν0) the equalities (2.121) hold. So the estimate (2.139) takes place
for ν sufficiently close to ν0 since the convergence
E•t,x,y(ν)→ E•t,x,y(ν0) (2.140)
is uniform with respect to t∈ [δ1, T ] (where δ1>0 is fixed), to x∈M \((−3/4,3/4)×N),
and to y ∈ M[−1/2,1/2]. The convergence of the kernels
dxE
•
t,x,y(ν)→ dxE•t,x,y(ν0), δxE•t,x,y(ν)→ δxE•t,x,y(ν0). (2.141)
is a uniform one for such (t, x, y). All the double forms in (2.140) and (2.141) are
uniformly bounded on the set of such (t, x, y) and their norms at (t, x, y) satisfy the
upper estimate for t ∈ (0, δ1] (obtained in Proposition 2.18 above) through cmtm with
an arbitrary m ∈ Z+ and with cm independent of ν. The uniform convergence of the
kernels in (2.140) and (2.141) on the compact set of (t, x, y) defined above follows
from the continuity in t, x, y, and ν for (x, y) ∈ M j1 ×M j2 of the corresponding
double forms. (See Proposition 3.2, where it is proved that these double forms are
C∞-smooth in t, x, y, and ν for Re t > 0 and ν 6= (0, 0).) 
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Proof of Proposition 2.20. If (α0, β0) = ν0 ∈ U (i.e., if α0 · β0 6= 0) then we
can suppose that ν ∈ U in (2.120). In this case, the identity (2.100) holds for the
difference
(E•(ν)− E•(ν0))t,x1,x2 . (2.142)
Let ν0 ∈ R2 \ (U ∪ (0, 0)). For example, let ν0 := (α0, 0), α0 6= 0. Then the
identities (2.98) and (2.99) claim in the cases of ν0 and of ν := (α, β) that (2.142) is
equal to(
β
α
)
lim
ε→+0
∫ t−ε
ε
dτ
[
−
(
r∗,∂M2δE
•
τ,x1,∗(ν), A∗,∂M1E
•
t−τ,∗,x2(ν0)
)
N
+
+
(
A∗,∂M1E
•
τ,x1,∗(ν), r∗,∂M2δ∗E
•
t−τ,∗,x2(ν0)
)
N+
(
A∗,∂M1d∗E
•
τ,x1,∗(ν), r∗,∂M2E
•
t−τ,∗,x2(ν0)
)
N−
−
(
r∗,∂M2E
•
τ,x1,∗(ν), A∗,∂M1d∗E
•
t−τ,∗,x2(ν0)
)
N
]
. (2.143)
The factor k−1ν = β/α in (2.143) tends to zero as ν tends to ν0. The factors
(1 − kν/kν0) and (1 − kν0/kν) in (2.100)) also tend to zero as ν → ν0 in the case
ν0, ν ∈ U . The estimate (2.120) follows from (2.143) and (2.100). Indeed, there are
the uniform with respect to ν upper estimates (analogous to (2.116)) for the kernels
(2.122), where x, y ∈ M \M[−1/2,1/2] and z ∈ N = 0 × N ⊂ ∂Mj . These estimates
follow from (2.32) and their proofs are completely analogous to the proof of (2.116).
The main step in these proofs is using of the parametrix P (m)43 and of the estimates
(2.127), (2.128), and (2.132) for t ∈ (0, T ]. 
2.8. Dependence on the phase of a cut of the spectral plane. The analytic
torsions as functions of the phase of a cut. Gluing formula for the analytic
torsions. The scalar analytic torsion (2.11) depends not only on (M, gM , Z, ν) but
also on the phase θ of a cut on the spectral plane C ∋ λ. A zeta-function ζν,•(s; θ)
is defined for Re s > n/2 (n := dimM) as the sum of absolutely convergent series∑
m(λj)λ
−s
j,θ , where the sum is over nonzero λj ∈ Spec (∆•ν) and m(λj) are the multi-
plicities of λj . The function λ
−s
j,θ := exp
(
−s log(θ) λj
)
, θ > Im(log(θ) λj) > θ − 2π, is
defined for θ /∈ arg λj+2πZ. (For positive self-adjoint operators this condition means
that θ /∈ 2πZ.) All the results for the analytic torsion norm are obtained above in
the case of 0 < θ < 2π (for instance, for θ = π).
The zeta-function ζν,•(s; θ) does not depend on θ /∈ 2πZ, if [θ/2π] does not change.
However we have
ζν,•(s; θ + 2π) = exp(−2πis)ζν,•(s; θ) for Re s > n/2. (2.144)
43The parametrix P (m),•(ν) for E•(ν) can be chosen such that P
(m),•
t,x,z (ν) = 0 for x /∈ [−1/3, 1/3]×
N →֒M and z ∈ [−1/6, 1/6]×N →֒M .
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Since ζν,•(s; π) can be meromorphically continued to the complex plane C ∋ s (The-
orem 3.1 below), we see that ζν,•(s; θ) for θ /∈ 2πZ also can be meromorphically
continued to C with at most simple poles at sj := (n − j)/2. The continuation of
ζν,•(s; θ) is regular at sj for (−sj) ∈ Z+ ∪ 0. So the equality (2.144) holds for all
θ /∈ 2πZ, s ∈ C. Hence for such θ we have
ζν,•(s; θ) = ζν,•(s) exp(−2πism), (2.145)
where ζν,•(s) := ζν,•(s; π) and m := [θ/2π], θ /∈ 2πZ. From now on this ζ-function
will be denoted as ζν,•(s;m) with m = [θ/2π]. The value ζν,•(0, m) is independent of
m (according to (2.145)).
The dependence of the scalar analytic torsion (2.11) on m is given by
T (Mν , Z;m) = T (Mν , Z) exp (−2πimF (Mν , Z) , ) (2.146)
where44 F (Mν , Z) :=
∑
(−1)j jζν,•(0)(modZ) and T (Mν , Z) := T (Mν , Z; 0), i.e.,
T (Mν , Z) corresponds to θ = π and it is the scalar analytic torsion defined by (2.11).
Here Z is the union of the connected components of ∂M where the Dirichlet boundary
conditions are given. The Laplacian ∆•ν is defined on ω ∈ DR•(Mν , Z) with the ν-
transmission boundary conditions (1.27) on N , with the Dirichlet and the Neumann
boundary conditions on Z and on ∂M \Z. The equality (2.146) is obtained by using
of
∂sζν,•(s;m)
∣∣∣
s=0
= −2πimζν,•(0) + ∂sζν,•(s)
∣∣∣
s=0
.
The number F (M,Z) is defined also in the case of a manifoldM without an interior
boundary N . In this case, ζν,•(0) in the definition of F (M,Z) is replaced by ζ•(0)
for the Laplacians on DR•(M,Z). The dependence of T (M,Z;m) on m is given by
(2.146) with F (Mν , Z) replaced by F (M,Z). In particular, F (M) is defined for a
closedM and also in the case ∂M 6= ∅, Z = ∅. LetM be obtained by gluing two pieces
M1 and M2 along the common component N of their boundaries, M = M1 ∪N M2,
where N ⊂ M is closed and of codimension one. Then F (M,Z) = F (M1,1, Z),
according to Proposition 1.1.
The class of F (Mν , Z) in C/Z is the same as the class (modZ) of the number
F1 (Mν , Z) ∈ C, where
F1 (Mν , Z) :=
∑
(−1)j j (ζν,j(0) + dimKer (∆ν,j)) .
The Laplacian ∆ν,j (Mν , Z) with its domain Dom(∆ν,j) ⊂ (DRj(M))2 is self-
adjoint according to Theorem 3.1. For Re s > 2−1 dimM the zeta-function ζν,j(s)
is defined by the absolutely convergent series
∑
m (λk) exp (−s log λk) ([θ/2π] = 0,
θ 6= 0), where the sum is over λk ∈ Spec (∆ν,j), λk 6= 0, and with the branch of
logarithm −π < Im log λ < π. Because log λk ∈ R for λk > 0, the function ζν,j(s) is
44By the definition, F (Mν , Z) ∈ C/Z but it can be also defined as
∑
(−1)j jζν,j(0) ∈ C.
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real for real s. Hence F1 (Mν , Z) ∈ R. It is supposed from now on that a metric gM
on M =M1 ∪N M2 is a direct product metric near N and near ∂M .
Proposition 2.22. 1. For a closed manifold M the number F1(M) is an integer.
2. Let M = M1 ∪N M2 be obtained by gluing two its pieces M1 and M2 along
the common component N of their boundaries. Let the ν-transmission boundary
conditions ( 1.27) be given on N , the Dirichlet boundary conditions be given on a
union Z of some connected components of ∂M and the Neumann boundary conditions
be given on ∂M \ Z. Let L be a closed Riemannian manifold. Then the following
holds:45
F1 (Mν × L,Z × L) = χ(L)F1 (Mν , Z) + F1(L)χ (Mν , Z) . (2.147)
3. Let K ⊂ ∂M \ Z be a union of some connected components of ∂M . Then the
following holds under the conditions on M above:
F1 (Mν , Z) = F1 (Mν , Z ∪K) + F1(K) + 2−1χ(K). (2.148)
4. Under the conditions onM above, the number F1 (Mν , Z) obeys a gluing property
analogous to the gluing property ( 2.1) for the analytic torsion norms. Namely the
following holds:
F1 (Mν , Z) = F1(M1, Z1 ∪N) + F1(M2, Z2 ∪N) + F1(N) + 2−1χ(N), (2.149)
where Zk := Z ∩ ∂M k.
Corollary 2.9. 1. For a closed M the scalar analytic torsion T (M, [θ/2π]) is inde-
pendent of θ /∈ 2πZ.
2. Under the conditions of ( 2.147), ( 2.148), and ( 2.149), the following holds in
R/Z:
F (Mν × L,Z × L) = χ(L)F (Mν , Z) .
F (Mν , Z) = F (Mν , Z ∪K) + 2−1χ(K).
F (Mν , Z) = F (M1, Z1 ∪N) + F (M2, Z2 ∪N) + 2−1χ(N).
Example 2.1. The number F1(S
1) is equal to −f0;1 = −f0;0.46 The latter one is
equal to zero because the asymptotic expansion for Tr exp (−t∆0 (S1)) as to t→ +0
(where ∆0 is the Laplacian on functions) is f−1;0t−1/2 + f1;0t1/2 + f3;0t3/2 + . . . .
45The Euler characteristic χ (Mν , Z) :=
∑
(−1)i dimHi (Mν , Z) is equal to the Euler character-
istic of the complex (C•(Xν , X ∩ Z), dc) (as it follows from Proposition 2.3). Hence it is equal to
χ(M,Z) and is independent of ν ∈ R2 \ (0, 0).
46The coefficients fk,j := fk,j(M,Z) are the coefficients in the asymptotic expansion
∑
fk,jt
k/2
(k ≥ −n) for Tr exp (−t∆j(M,Z)) as t→ +0 for the Laplacian on DRj(M,Z) (n := dimM).
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Example 2.2. The number F1(I, ∂I) is equal to −f0;1(I, ∂I) = −f0;0(I). Since S1
has a mirror symmetry relative to its diameter, we have, taking into account (2.54)
and (2.118),
f0,0
(
S1
)
= f0;0(I) + f0;0(I, ∂I) = 0. (2.150)
Since f0;0(I, ∂I)− f0;1(I, ∂I) = χ(I, ∂I) = 1 and (2.150) holds, we see that
F1(I, ∂I) = −f0;1(I, ∂I) = −f0;0(I) = f0;0(I, ∂I) = −2−1. (2.151)
Remark 2.10. The equality (2.151) means that the analytic torsion T (I, ∂I; [θ/2π])
is multiplied by the factor exp (−2πi · (−2−1)) = −1, if θ is replaced by θ + 2π
(θ /∈ 2πZ).
It is necessary to note the following. The scalar analytic torsion T (I, ∂I) :=
T (I, ∂I; π) is the factor in the analytic torsion norm. But the latter one is the square
of the norm on the determinant line detH1(I, ∂I). So the factor, corresponding to
the norm itself, is multiplied in the case of (M,Z) = (I, ∂I) by the factor
exp (πiζ1(I, ∂I)|s=0) = exp(−πi/2) = −i,
if θ is replaced by θ + 2π, θ /∈ 2πZ. Indeed, we have
−2−1 = F1(I, ∂I) = −
(
dimH1(I, ∂I) + ζ1(I, ∂I)|s=0
)
,
and so ζ1(I, ∂I)|s=0 = −2−1 = −F (I, ∂I). For M = S1 it holds that −F (S1) =
ζ1 (S
1) |s=0 = −1, and so exp (−πiF (S1)) = −1.
It follows from Proposition 2.23 below that F (Mν , Z) and F (M,Z) have a form
(1/2) + Z, if the numbers n := dimM and χ(M,Z) are odd. So in this case the
factors exp (−πiF (Mν , Z)) and exp (−πiF (M,Z)) are equal to {±i}.
Proof of Proposition 2.22. 1. Theorem 3.2 1. claims that the number ζν,j(0) +
dimKer (∆ν,j) is equal to the constant term f0;j (Mν , Z) in the asymptotic expansion
(2.87) for Tr exp (−t∆ν,j) as t → +0. So according to Theorem 3.2 1. the number
F1(Mν , Z) is equal to the sum of the integrals over M1, M2, N , and ∂M of the locally
defined densities. Then we have
F1 (Mν , Z) =
∑
(−1)j jf0;j(Mν , Z). (2.152)
If (M, gM) is a closed Riemannian manifold then f0;j(M) = f0;n−j(M). Hence
taking into account (2.152) and (2.57), we get (for even n := dimM)
F1(M) =
∑
(−1)j jf0;j(M) = (n/2)
∑
(−1)jf0;j(M) = (n/2)χ(M). (2.153)
Let n be odd. Then f0;j(M) is equal to zero since the asymptotic expansion for
tr exp (−t∆j (M, gM)) (as t→ +0) is t−n/2∑ tlf2l−n;j (M, gM), where the sum is over
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l ∈ Z+ ∪ 0 ([Gr], Theorem 1.6.1; [BGV], Theorem 2.30). Hence F1(M) = 0 =
(n/2)χ(M) for an odd n also.
This number (n/2)χ(M) is an integer for any closedM . (The assertion that F1(M)
is an integer follows also from the equality which holds for any closed even-dimensional
Riemannian (M, gM):∑
j (−1)j ζj(M, s) =
∑
j(−1)jζn−j(M, s) = (n/2)
∑
(−1)j ζj(M, s) = 0,
because ζj(M, s) = ζn−j(M, s).)
2. Let λ ∈ Spec (∆ν,j(M,Z)), µ ∈ Spec (∆i(L)) and let mλ(j;Mν , Z), mµ(i;L) be
their multiplicities. If λ 6= 0 and µ 6= 0 then we have∑
(−1)j+i (j + i)mλ(j;Mν , Z)mµ(i;L) = 0, (2.154)
since the subcomplexes (V •λ (Mν , Z) , d) →֒ (DR• (Mν , Z) , d) and
(
V •µ (L), d
)
→֒
(DR•(L), d), corresponding to the λ-eigenforms for ∆ν,•(M,Z) and to the µ-eigenforms
for ∆•(L), are acyclic. If λ 6= 0 but µ = 0 then the right side of (2.154) is equal to(∑
(−1)j jmλ (j;Mν , Z)
) (∑
(−1)i dimKer∆i(L)
)
== χ(L)
∑
(−1)j jmλ (j;Mν , Z) .
So under the conditions of 2, by using (1.37), we have∑
(−1)j jζν,j (Mν × L,Z × L)
∣∣∣
s=0
=
= χ(L)
∑
(−1)j jζν,j (Mν , Z)
∣∣∣
s=0
+ χ (Mν , Z)
∑
(−1)j jζj(L)
∣∣∣
s=0
, (2.155)
∑
(−1)j j dimKer (∆ν,j (Mν × L,Z × L)) =
= χ(L)
∑
(−1)j j dimKer (∆ν,j (Mν , Z)) + χ (Mν , Z)
∑
(−1)j j dimKer (∆j(L)) .
(2.156)
The equality (2.147) follows now from (2.155) and (2.156).
3. The numbers F1 (Mν , Z) and F1(Mν , Z ∪K) are the sums of the integrals over
M1, M2, N , and ∂M of the locally defined densities (as it follows from (2.152) and
from Theorem 3.2). The densities, corresponding to the pairs (Mν , Z) and (Mν , Z ∪
K), differ only on K. So the difference F1(Mν , Z)− F1(Mν , Z ∪K) depends only on
K and on gM near K. Thus taking into account that gM is a direct product metric
near K, we get
2 (F1 (Mν , Z)− F1 (Mν , Z ∪K)) = F1(K × I)− F1 (K × (I, ∂I)) (2.157)
for any fixed metric on K in all the terms of this equality.
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According to (2.147) we have
F1(K × I) = F1(K)χ(I) + F1(I)χ(K),
F1 (K × (I, ∂I)) = F1(K)χ(I, ∂I) + F1(I, ∂I)χ(K),
F1(K × I)− F1 (K × (I, ∂I)) = 2F1(K) + χ(K) (F1(I)− F1(I, ∂I)) .
(2.158)
Since ζ1(s; I) = ζ1(s; I, ∂I) (on the same I) we have
F1(I)− F1(I, ∂I) = −ζ1(I)
∣∣∣
s=0
+ ζ1(I, ∂I)
∣∣∣
s=0
+ dimH1(I, ∂I) = 1.
By (2.157) and (2.158) we get
F1(Mν , Z) = F1(Mν , Z ∪K) + F1(K) + 2−1χ(K).
4. The number F1(Mν , Z) is the sum of the integrals over M1, M2, N , and over
∂M of the locally defined densities. (It is a consequence of Theorem 3.2). So the
densities on Mj , N , and on ∂M ∩M j are the same as for the number F1
(
M
(2)
j,ν , Z
(2)
j
)
,
where M
(2)
j := Mj ∪N Mj , Z(2)j := Zj ∪ Zj, and gM (2)j are mirror symmetric with
respect to N (the ν-transmission boundary conditions are given on N →֒ M (2)j ) and
g
M
(2)
j
|Mj = gM |Mj . Thus we have
2F1(Mν , Z) =
∑
j=1,2
F1
(
M
(2)
j,ν , Z
(2)
j
)
.
Since pairs
(
M
(2)
j , Z
(2)
j
)
are mirror symmetric with respect to N , it follows from (2.54)
and (2.55) that
F1
(
M
(2)
j,ν , Z
(2)
j
)
= F1
(
M
(2)
j , Z
(2)
j
)
= F1(Mj , Zj) + F1 (Mj , Zj ∪N) ,
(2.159)
F1(Mν , Z) = 2
−1 ∑
j=1,2
(F1 (Mj , Zj) + F1 (Mj , Zj ∪N)) . (2.160)
The equality (2.149) follows from (2.148) with M = Mj , Z = Zj, K = N , and
ν = (1, 1) and from (2.160), because F1(Mj , Zj) = F1(Mj , Zj∪N)+F1(N)+2−1χ(N).
Thus Proposition 2.22 is proved. 
The analytic torsion T0 (Mν , Z;m) (where Z ⊂ ∂M is a union of some connected
components of ∂M , m := [θ/2π], θ /∈ 2πZ) is defined as the product of the norm
‖·‖2detH•(Mν ,Z) (given by the natural norm on harmonic forms for ∆•ν(Mν , Z)) and of
the scalar analytic torsion T (Mν , Z;m):
T0 (Mν , Z;m) := ‖·‖2detH•(Mν ,Z) T (Mν , Z;m) . (2.161)
The analytic torsion T0 (M,Z;m) is the norm ‖·‖2detH•(M,Z) T (M,Z;m), where
the norm on the determinant line is given by the harmonic forms for ∆•(M,Z).
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(If N is the interior boundary and if gM is a direct product metric near N then
T0 (M,Z;m) = T0 (M1,1, Z;m) according to Proposition 1.1.)
Theorem 2.1. 1. Let M be obtained by gluing two pieces along N , M =M1 ∪N M2,
where N is a closed of codimension one submanifold in M with a trivial normal
bundle TM |N/TN and gM is a direct product metric near N and near ∂M . Then
for ν ∈ R2 \ (0, 0) the following gluing formula holds:
ϕanν T0 (Mν , Z;m) :=
= (−1)mχ(N)T0 (M1, Z1 ∪N ;m)⊗ T0 (M2, Z2 ∪N ;m)⊗ T0(N ;m), (2.162)
where the identification ϕanν of the determinants lines is defined by the short exact
sequence ( 1.14) of the de Rham complexes and by Lemma 1.1, Zk := Z ∩ ∂M k. The
factor T0(N ;m) := T0(N) is independent of m (according to Proposition 2.22 1).
2. Let K ⊂ ∂M \ Z be a union of some connected components of ∂M . Then the
formula holds for gluing K and (Mν , Z ∪K):
ϕanT0 (Mν , Z;m) = (−1)mχ(K) T0 (Mν , Z ∪K;m)⊗ T0(K;m). (2.163)
Here the identification ϕan is defined by the short exact sequence (analogous to ( 1.20)):
0→ DR• (Mν , Z ∪K)→ DR• (Mν , Z)→ DR•(K)→ 0 (2.164)
(the left arrow in ( 2.164) is the natural inclusion and the right arrow is the geomet-
rical restriction) and by Lemma 1.1. The factor T0(K;m) := T0(K) is independent
of m. The analogous formula holds for gluing K and (M,Z ∪K):
ϕanT0 (M,Z;m) = (−1)mχ(K) T0 (M,Z ∪K;m)⊗ T0(K), (2.165)
where ϕan is defined by the short exact sequence ( 2.164) with Mν replaced by M .
Proof. 1. For T0 (Mν , Z) := T0 (Mν , Z; 0) the following gluing formula holds (ac-
cording to (1.12) and to Lemma 1.2):
ϕanν T0 (Mν , Z) = T0 (M1, Z1 ∪N)⊗ T0 (M2, Z2 ∪N)⊗ T0(N). (2.166)
By the definition of F (Mν , Z) we have
T0 (Mν , Z;m+ 1) = exp (−2πiF (Mν , Z)) T0 (Mν , Z;m) .
(Analogous equalities are true for T0 (Mj , Zj ∪N ;m). The differences F1 (Mν , Z) −
F (Mν , Z), F1(Mj , Zj∪N)−F (Mj , Zj∪N), and F1(N)−F (N) are integers and F1(N)
is an integer (according to Proposition 2.22 1). Hence (2.162) is a consequence of
(2.149) and (2.166).
2. The gluing formula holds for T0(M,Z) := T0(M,Z; 0) according to (1.18) (The-
orem 1.2): ϕanT0(M,Z) = T0(M,Z ∪ K) ⊗ T0(K). So the gluing formula (2.165)
follows from (2.148) since T0(M,Z;m + 1) = exp (−2πiF (M,Z)) T0(M,Z;m) and
since the difference F1(M,Z)− F (M,Z) is an integer.
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Let N ⊂ M be a disjoint union N1 ∪ N2 of two closed codimension one submani-
folds of M with trivial normal bundles and let the νj-transmission interior boundary
conditions be given on Nj . Let M = M1 ∪N1 M2 and let N2 ⊂ M1. Under these
conditions, the equality (1.12) and the assertion of Lemma 1.2 are also true. Their
proofs are similar to the given above. The resulting formula is
ϕanν1 T0 (Mν1,ν2, Z) = T0 (M1,ν2 , Z1 ∪N1)⊗ T0 (M2, Z2 ∪N1)⊗ T0(N1). (2.167)
(Here Z ⊂ ∂M is a union of some connected components of ∂M , Zk = Z ∩ ∂M k
and gM is a direct product metric near Nj and ∂M .) As a consequence of (2.167)
(obtained by the same method as Theorem 1.2 is obtained from (1.16) and (1.17))
we get the following equality
ϕanT0 (M1,ν2 , Z1) = T0 (M1,ν2 , Z1 ∪N1)T0(N1). (2.168)
The equality (2.163) follows from (2.168) (where M1,ν2 , Z1, N1 are replaced by Mν ,
Z,K) and from (2.148) since T0 (Mν , Z;m+ 1) = exp (−2πiF (Mν , Z)) T0 (Mν , Z;m).
Theorem 2.1 is proved. 
Proposition 2.23. Let M = M1 ∪N M2 be obtained by gluing along N and let the
ν-transmission boundary conditions (ν ∈ R2 \ (0, 0)) be given on N . Set n := dimM .
Then the number F1 (Mν , Z) for the scalar analytic torsion T (Mν , Z;m) is expressed
by
F1 (Mν , Z) = 2
−1nχ (Mν , Z) = 2−1nχ (M,Z) . (2.169)
The number F (Mν , Z) :=
∑
(−1)j jζν,j(0) is as follows:
F (Mν , Z) =
∑
(−1)j
(
−j + 2−1n
)
dimHj (Mν , Z) .
Proof. 1. Proposition 2.3 claims that χ (Mν , Z) (i.e., the Euler characteristic∑
(−1)j dimHj (DR (Mν , Z))) is equal to the Euler characteristic for the finite-
dimensional complex (C• (Xν , Z ∩X) , dc). Note that dimCj(X,Z ∩ X) is equal
to dimCj (Xν , Z ∩X). Hence χ (Mν , Z) = ∑ (−1)j dimCj (X,Z ∩X). This sum is
equal to χ(M,Z) by the de Rham theorem ([RS], Proposition 4.2). Thus χ (Mν , Z) =
χ(M,Z).
2. According to (2.149), the gluing formula holds:
F1 (Mν , Z) = F1 (M1, Z1 ∪N) + F1 (M2, Z2 ∪N) + F1(N) + 2−1χ(N).
For the Euler characteristics the analogous formula holds:
χ (Mν , Z) = χ(M,Z) = χ (M1, Z1 ∪N) + χ (M2, Z2 ∪N) + χ(N). (2.170)
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The number F1(N) for a closed manifold N is equal to χ(N)(dimN)/2 by (2.153).
So F1(N) + 2
−1χ(N) = nχ(N)/2. Let (M, gM) be a closed Riemannian manifold,
mirror symmetric with respect to N = ∂M1, M = M1 ∪N M1. Let gM be a direct
product metric near N . Then the equality F1 (M1, N) = 2
−1nχ (M1, N) follows from
(2.153), which claims that F1(M) = 2
−1nχ(M), and from (2.170). So (2.169) holds
for pairs (M,Z), where Z = ∂M . For any union Z of some connected components of
∂M the equality (2.169) follows from (2.148) for K = ∂M \Z, as F1(K)+2−1χ(K) =
nχ(K)/2, according to (2.153). The equality (2.169) for F1 (Mν , Z) follows from its
particular cases for F1 (Mj , Zj ∪N) by using (2.149) and (2.170). 
Corollary 2.10. 1. The analytic torsion T0 (Mν , Z;m) (defined by ( 2.161)) is the
following function of m = [θ/2π] (θ /∈ 2πZ):
T0 (Mν , Z;m) = (−1)mnχ(M,Z) T0(Mν , Z). (2.171)
Here T0 (Mν , Z) := T0 (Mν , Z; 0), n := dimM .
2. The analytic torsion T0(M,Z;m) is equal to T (Mν0 , Z;m) for ν0 = (1, 1) ac-
cording to Proposition 1.1. The formula ( 2.171) holds also for T0(M,Z;m), where
T0 (Mν , Z) is replaced by T0(M,Z) := T0(M,Z; 0).
Let (M, gM) be obtained by gluing two Riemannian manifolds M1 and M2 along
a common component N of their boundaries, M = M1 ∪N M2. Let gM be a direct
product metric near N and near ∂M and let Z ⊂ ∂M be a union of some connected
components of ∂M . The following main theorem is an immediate consequence of
Theorems 1.4, 1.5 and of Corollary 2.10.
Theorem 2.2 (Generalized Ray-Singer conjecture). 1. The analytic torsion
T0 (Mν , Z;m) is expressed through the combinatorial torsion norm ( 1.62) as follows:
T0 (Mν , Z;m) = 2
χ(∂M)+χ(N) (−1)mnχ(M,Z)/2 τ0 (Mν , Z)
(where m = [θ/2π], θ /∈ 2πZ is the phase of a cut of the spectral plane C ∋ λ and
n = dimM).
2. The analytic torsion T0(M,Z;m) is expressed through the combinatorial torsion
norm:
T0(M,Z;m) = 2
χ(∂M) (−1)mnχ(M,Z)/2 τ0(M,Z).
Remark 2.11. The combinatorial torsion norms τ0(M,Z) and τ0 (Mν0, Z) (where ν0 =
(1, 1)) on the determinant line detH• (Mν0, Z) = detH
•(M,Z) are different, if
χ(N) 6= 0 (by Remarks 1.7 and 1.9). The canonical identifications H• (Mν0 , Z) =
Ker
(
∆•ν0
)
= Ker (∆•) = H•(M,Z) are given by Proposition 1.1 and by the de Rham
theorem.
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3. Zeta- and theta-functions for the Laplacians with ν-transmission
interior boundary conditions
3.1. Properties of zeta- and theta-functions for ν-transmission boundary
conditions. Let M be a compact manifold with boundary obtained by gluing mani-
foldsM1 and M2 along a common component N of their boundaries, M = M1∪NM2
(N ⊂M is a closed codimension one submanifold of M with a trivial normal bundle
TM |N/TN). Let gM be a direct product metric near N = 0×N →֒ I×N →֒ M . Let
the Dirichlet boundary conditions be given on a union Z of some connected compo-
nents of ∂M , the Neumann ones be given on ∂M \Z and the ν-transmission interior
boundary conditions (1.27) be given on N .
The operator ∆•ν is originally defined on the set D (∆
•
ν) of all the pairs of smooth
forms ω = (ω1, ω2) ∈ DR•
(
M 1
)
⊕ DR•
(
M2
)
such that the Dirichlet boundary
conditions hold for ω on Z, the Neumann boundary conditions hold on ∂M \ Z
and the interior boundary conditions (1.27) hold for ω on N . Let Dom (∆•ν) be
the closure of the D (∆•ν) in (DR
•(M))2 in the topology given by the graph norm
47
‖ω‖22 + ‖∆•νω‖22 =: ‖ω‖2graph. The closure of the operator ∆•ν (with respect to the
graph norm) is an operator with the domain of definition Dom(∆•ν). If ωj → ω in
the graph norm topology, ωj ∈ D (∆•ν), then ∆•ν(ω) is defined as limj ∆νωj in the
L2-topology in (DR
•(M))2.
Theorem 3.1. 1. The operator ∆•ν with the domain Dom(∆
•
ν) is self-adjoint in
(DR•(M))2. Its spectrum Spec (∆
•
ν) ⊂ R+ ∪ 0 is discrete.48
2. Its zeta-function is defined for Re s > (dimM)/2 by the absolutely convergent se-
ries (including the multiplicities) ζν,•(s) :=
∑
λj∈Spec(∆•ν)\0 λ
−s
j . This series converges
uniformly for Re s ≥ (dimM)/2 + ε (for an arbitrary ε > 0). The zeta-function
ζν,• can be contunued to a meromorphic function on the whole complex plane with at
most simple poles at the points sj := (j − dimM)/2, j = 0, 1, 2, . . . . It is regular at
s = 0, 1, 2, . . . .
3. The residues ress=sj ζν,•(s) and the values ζν,•(m) + δm,0 dimKer (∆
•
ν) are equal to
the sums of the integrals over M , ∂M , and N of the densities locally defined on these
manifolds.
Proposition 3.1. 1. Let λ /∈ Spec (∆•ν). Then the resolvent G•λ(ν) := (∆•ν − λ)−1,
G•λ(ν) : (DR
•(M))2 →∼ Dom(∆
•
ν) →֒ (DR•(M))2, is the isomorphism (in algebraic
and topological senses) onto the closure Dom(∆•ν) of D(∆
•
ν) with respect to the graph
norm.49 The operators G•λ(ν) for pairs (λ, ν) such that λ /∈ Spec (∆•ν) form a smooth
47The L2-completion (DR
•(M))2 of DR
•(M) coincides with the L2-completion of DR
•
(
M1
)⊕
DR•
(
M2
)
.
48A spectrum is discrete if it consists entirely of isolated eigenvalues with finite multiplicities.
49The topology on (DR•(M))2 is given by ‖ω‖22, and on Dom(∆•ν) it is given by ‖ω‖2graph.
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in (λ, ν) family of bounded operators in (DR•(M))2.
2. The families d ◦G•λ(ν) and δ ◦G•λ(ν) for λ /∈ Spec (∆•ν) form a smooth in (λ, ν)
family of bounded operators (DR•(M))2 → (DR•±1(M))2.
Theorem 3.2. 1. The operator exp (−t∆•ν) in (DR•(M))2 for an arbitrary t > 0
is of trace class. For its trace the asymptotic expansion ( 2.87) (relative to t → +0)
holds. The coefficients f−dimM+j of this expansion are the sums of the integrals over
M , ∂M , and N of the locally defined densities. If j 6= dimM +2m, m ∈ Z+ ∪ 0, the
densities on M , ∂M , and on N for f− dimM+j are the same as for
Γ((dimM − j)/2) ress=sj ζν,•(s).
If j = dimM + 2m, m ∈ Z+ ∪ 0, these densities are the same as for
(m!)−1(−1)m (ζν,•(m) + δm,0 dimKer(∆•ν)) .
2. Let p1 : (DR
•(M))2 → (DR•(M1))2 →֒ (DR•(M))2 be the composition of
the restriction to M1 and of the extension by zero of L2-forms. Then the operator
p1 exp (−t∆•ν) in (DR•(M))2 for t > 0 is of trace class. For its trace the asymptotic
expansion relative to t→ +0 holds
Tr (p1 exp(−t∆•ν)) = q−nt−n/2 + · · ·+ q0t0 + q1t1/2 + · · ·+ qmtm/2 + rm(t), (3.1)
where rm(t) is O
(
t(m+1)/2
)
uniformly with respect to ν and it is smooth in t for t > 0
(n := dimM). The coefficients qj are equal to the sums of the integrals over M1 and
over ∂M1 = N ∪ (∂M ∩M 1) of the locally defined densities. The coefficients qj in
( 3.1) depend only on (j,M1, gM |TM1, Z ∩ ∂M 1, N, ν) and do not depend on M2 and
Z ∩ ∂M 2, gM |TM2.
3. For any t > 0 the traces of exp (−t∆•ν) are bounded uniformly with respect to
ν ∈ R2 \ (0, 0):
|Tr exp (−t∆•ν)| < C(t). (3.2)
The traces Tr (pj exp (−t∆•ν)) are also bounded uniformly with respect to ν for any
t > 0.
Proposition 3.2. 1. The kernel E•t,x1,x2(ν) for exp (−t∆•ν) (where t > 0) is smooth
in xj ∈M rj , t, and in ν ∈ R2 \ (0, 0).
2. The asymptotic expansions ( 3.1), ( 2.87) are differentiable with respect to ν ∈
R2 \ (0, 0).
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3.2. Zeta-functions for the Laplacians with ν-transmission interior bound-
ary conditions. Proofs of Theorem 3.1 and of Proposition 3.1. Let A be
an elliptic differential operator on a manifold with boundary (M, ∂M). Let the dif-
ferential elliptic boundary conditions be given for A on ∂M such that A with these
boundary conditions satisfies Agmon’s condition (formulated below) for λ from a sec-
tor θ1 < arg λ < θ2 in the spectral plane C ∋ λ. Properties of zeta-functions for A
with these boundary conditions can be investigated with the help of the parametrix
for (A− λ)−1. The analogous statement is true also for elliptic interior boundary
conditions.50 The parametrix Pmλ for (∆
•
ν − λ)−1 is defined locally in coordinate
charts. Namely
Pmλ =
∑
ψjP
m
λ,Uj
ϕj , (3.3)
where ϕj is a partition of unity subordinate to a finite cover {Uj} ofM by coordinate
charts, ψjϕj = ϕj, ψj ∈ C∞0 (Uj). If Uj ∩ (∂M ∪ N) = ∅ then the operator Pmλ,Uj is
a pseudodifferential operator (PDO) with parameter λ ([Sh], Chapter II, § 9) and
its symbol is equal to θ(ξ, λ)s(m)
(
(∆• − λ)−1
)
(x, ξ, λ). This symbol is defined as
follows. Let s(∆• − λ) = ((b2 − λ) id+b1) (x, ξ) be the symbol of ∆• − λ (where ∆•
is the Laplacian on DR• (Uj)) and let
s
(
(∆• − λ)−1
)
:=
∑
j∈Z+∪0
a−2−j(x, ξ, λ)
be the symbol of (∆• − λ)−1 as of a PDO with parameter (a−k is positive homoge-
neous of degree −k in
(
ξ, λ1/2
)
). Set s(m)
(
(∆• − λ)−1
)
:=
∑m
j=0 a−2−j(x, ξ, λ). The
condition s(∆•−λ) ◦ s ((∆• − λ)−1) = 1, where ◦ is the composition of symbols with
parameter ([Sh], § 11.1), is equivalent to the system of equalities
a−2(x, ξ, λ) = (b2 − λ)−1,
a−3 = −(b2 − λ)−1[b1a−2 +
∑
i
Dξib2∂xia−2], (3.4)
a−2−j = −(b2 − λ)−1
∑
|γ|+i+l=j
1
γ!
Dγξ b2−i∂
γ
xa−2−l.
The sum in the last equation of (3.4) is over (γ, i, l) such that γ = (γ1, . . . , γn) ∈
(Z+ ∪ 0)n, |γ| := γ1 + · · · + γn, 0 ≤ |γ| ≤ j for bj , |γ| + i ≥ 1 (D := i−1∂). The
function θ(ξ, λ) (in the symbol of Pmλ ) is smooth, θ(ξ, λ) ≡ 1 for |ξ|2 + |λ| ≥ 1, and
θ is equal to zero for |ξ|2 + |λ| ≤ ε.
50Theorem 3.1 is analogous to the results of [Se1], [Se2] with modifications connected with the ν-
transmission interior boundary conditions. In [Sh], Ch.II, the theory [Se1], [Se2] of the zeta-functions
is written in detail in the case of a closed manifold.
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Let Uj ∩ N 6= ∅. Then the term Pmλ,U of the parametrix is the sum of the interior
term (which is a PDO with parameter and its symbol is defined with the help of
(3.4)) and of the correction terms. (Here U := Uj .) The latter terms correspond to
the ν-transmission interior boundary conditions on N and to the Dirichlet and the
Neumann boundary conditions, given on the connected components of ∂M . First of
all we’ll verify that these ν-transmission boundary conditions are Agmon’s conditions
on any ray arg λ = ϕ in the spectral plane not coinciding with R+.
Let (t, y) ∈ I×UN be the coordinates on U := Uj near N = 0×N →֒ I×N →֒M ,
I = [−2, 2], and let t > 0 on M1. From now on it is supposed that ϕj(t, y) =
ϕj,I(t)ϕj,N(y) and that ϕj,I(t) ≡ 1 for |t| ≤ 1. It is supposed also that ψj(t, y) =
ψj,I(t)ψj,N(y) and that ϕj,I , ψj,I are even functions: ϕj,I(−t) = ϕj,I(t), ψj,I(−t) =
ψj,I(t). The forms dy
c and dt dyf (where c = (c1, . . . , cn−1), f = (f1, . . . , fn−1), ci, fi ∈
{0, 1}) provide us with a trivialization of ∧•TM |I×UN . Namely ωj =
∑
|c|=• ωj,cdy
c +∑
|f |+1=• ωj,(1,f)dt dy
f . Let ω = (ω1, ω2) ∈ D(∆•ν) ⊂ DR•(Mν). Then on UN =
0 × UN →֒ I × UN the conditions ω ∈ D(∆•ν) can be written as follows. Set |ν| =
(α2 + β2)1/2. Let L be the transformation (t ≥ 0)
v1,c(t, y) := |ν|−1 (αω1,c(t, y)− βω2,c(−t, y)) ,
v2,c(t, y) := |ν|−1 (βω1,c(t, y) + αω2,c(−t, y)) ,
w2,(1,f)(t, y) := |ν|−1
(
αω1,(1,f)(t, y) + βω2,(1,f)(−t, y)
)
,
w1,(1,f)(t, y) := |ν|−1
(
−βω1,(1,f)(t, y) + αω2,(1,f)(−t, y)
)
.
(3.5)
Then the conditions ω ∈ D (∆•ν) are equivalent on UN to
v1,c(0, y) = 0,
∂tv2,c
∣∣∣
t=0
= 0,
w1,(1,f)(0, y) = 0,
∂tw2,(1,f)
∣∣∣
t=0
= 0.
(3.6)
The inverse to (3.5) transformation L−1 is(
ω1,c(t, y)
ω2,c(−t, y)
)
=L−1
(
v1,c
v2,c
)
(t, y),
(
ω2,(1,f)(−t, y)
ω1,(1,f)(t, y)
)
=L−1
(
w1,(1,f)
w2,(1,f)
)
(t, y), (3.7)
L := |ν|−1
(
α −β
β α
)
.
Agmon’s conditions on a ray l := {arg λ = ϕ} in the case of ν-transmission bound-
ary conditions claim that for (ξ′, λ) 6= (0, 0) and λ ∈ l the equation on R+ ∋ t(
−∂2t + b2(y, ξ′)− λ
)
v(t) = 0, v(t)→ 0 for t→ +∞ (3.8)
has a unique solution for each of the initial conditions vt=0 = v0 or ∂tv|t=0 = v1.
(Here ξ′ are dual to y and b2(∆N) = b2(y, ξ′) id is the scalar principal symbol of
∆•N on UN .) Agmon’s conditions for the ν-transmission boundary value problem are
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satisfied on each ray arg λ = ϕ not coinciding with R+ because the equation (3.8)
with each of the initial conditions given above has a unique solution for any λ /∈ R+,
(ξ′, λ) 6= (0, 0).
It is convenient to compute the contribution to Pmλ,U from ν-transmission bound-
ary conditions in the coordinates vj,c(t, y), wj,(1,f)(t, y) defined by (3.5) with t ≥
0. (Then the ν-transmission boundary conditions are transformed into the con-
ditions (3.6).) These contributions are defined with the help of the symbol d =∑
j∈Z+∪0 d−2−j(t, y, τ, ξ
′, λ), which is the solution of the equation51(
−∂2t + (b2(y, ξ′)− λ) id+b1(y, ξ′)
)
◦ d(t, y, τ, ξ′, λ) = 0 (3.9)
(with the composition ◦ of symbols of (y, ξ′) in it). The equation (3.9) holds for
t 6= 0. The boundary conditions for (3.9) are: d−k → 0 as |t| → ∞ and
(Ld−k)1,c
∣∣∣
t=0
=(La−k)1,c
∣∣∣
t=0
,
∂t (Ld−k)2,c
∣∣∣
t=0
= iτ (La−k)2,c
∣∣∣
t=0
,
(Ld−k)1,(1,f)
∣∣∣
t=0
=(La−k)1,(1,f)
∣∣∣
t=0
,
∂t (Ld−k)2,(1,f)
∣∣∣
t=0
= iτ (La−k)2,(1,f)
∣∣∣
t=0
(3.10)
Here the transformation L acts on the columns of the matrix valued functions d,
a (depending on t and on τ).52
The equation (3.9) is the recurrent system
−∂2t d−k + (b2 − λ)d−k +
∑ 1
γ!
Dγξ′bi∂
γ
yd−m = 0, (3.11)
where the sum is over m < k and γ such that m+ |γ|+ 2− i = k, 0 ≤ |γ| ≤ i for bi.
For t = 0 the symbol d−k over Mj ∩ UN is positive homogeneous of degree (−k)
in (τ, ξ′, λ1/2). The boundary contribution to Pmλ,U is an operator Dm corresponding
to53 θ1(ξ, λ)
∑m
j=0 d−2−j(t, y, τ, ξ
′, λ). This operator acts on f ∈ DR•c(Rt×Rn−1y ) such
that supp f ∩ (0× Rn−1y ) = ∅ as follows:
(Dmf)(y, t)=(2π)−n
∫∫
exp(i(y, ξ′))
m∑
0
θ1d−2−j(t,y,τ,ξ′,λ)(Ff)(τ,ξ′)dξ′dτ (3.12)
(where (Ff)(τ, ξ′) = ∫∫ exp (−i (tτ + (x, ξ′))) f(t, x)dxdt is Fourier transform of f).
The term of the parametrix, corresponding to U (if U ∩N 6= ∅) is defined by
Pmλ,U = P
m
λ,int −Dm, (3.13)
51Here b2(y, ξ
′) id+b1(y, ξ) is the symbol s(∆
•
N ) on UN of the Laplacian on DR
•(N) for the
components ωtan,N(t, y) and on DR
•−1(N) for ωnorm,N(t, y). The variable τ is dual to t.
52Note that the function a−2−j(t, y, τ, ξ
′, λ) is continuous in N and nonsingular for λ /∈ R+ and
(τ, ξ′, λ) 6= (0, 0, 0). (It is also independent of t for |t| small enough.) So the right sides of (3.10) can
be simplified for a−k. In (3.9)–(3.11) it is used that gM is a direct product metric on I ×N →֒M .
53θ1(ξ
′, λ) ∈ C∞(Rn−1 ×C), θ1 ≡ 0 for |ξ′|2 + |λ| < ε and θ1 ≡ 1 for |ξ′|2 + |λ| ≥ 1; n := dimM .
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where Pλ,int is the PDO with the symbol s(m)(t, y, τ, ξ
′, λ) defined by (3.4) (x is
replaced by (t, y) and ξ = (τ, ξ′)).
For Uj ∩ ∂M 6= ∅ the boundary term in Pmλ,Uj for the Dirichlet or the Neumann
boundary conditions on the connected components of ∂M is defined similarly.
The following assertions are true:
1. For m ≥ n the operator (∆• − λ)Pmλ − id (where (∆• − λ) acts on the restric-
tions of forms to M 1 and to M 2) has a continuous on M j1 ×M j2 kernel which is
O
((
1 + |λ|1/2
)n−m)
for λ ∈ Λε := {λ 6= 0, ε < arg λ < 2π − ε}, where π > ε > 0 is
fixed ([Se1], Lemma 5, p. 901). This estimate is satisfied uniformly with respect to
ν since the families d−2−j are smooth in ν ∈ R2 \ (0, 0) and since the estimates for
Ld−2−j by [Se1], (29), p. 900, are uniform with respect to ν 6= (0, 0).
2. Let m ≥ n and ν = (α, β) ∈ R2 \ (0, 0). Let Aj := A (Mj , N) be the same as
in (2.97) and (2.99) and Rj be the geometrical restrictions to N ⊂ ∂Mj of forms on
Mj . Then the operators
|ν|−1(αR1 − βR2)Pmλ ,
|ν|−1(αR1δ − βR2δ)Pmλ ,
|ν|−1(βA1 − αA2)Pmλ ,
|ν|−1(βA1d− αA2d)Pmλ
have smooth kernels on N ×M j which are O
((
1 + |λ|1/2
)n−m)
for λ ∈ Λε, where
π > ε > 0 and ε is fixed ([Se1], Lemma 6). These estimates are uniform with respect
to ν ∈ R2 \ (0, 0).
3. Set B1,ν := |ν|−1(αR1−βR2) : ⊕jDR•(M j)→ DR•(N). Let p1 : [0, 1]×N → N ,
p2 : [−1, 0]×N → N be the natural projections. The operator
q1,ν : DR
•(N)→ ⊕DR•(Mj), q1,ν(ωN) := |ν|−1ϕ(t)(αp∗1ωN ,−βp∗2ωN) (3.14)
(where ϕ(t) ∈ C∞0 (I), ϕ(t) ≡ 1 for t ∈ [−1/2, 1/2]) is the right inverse to B1,ν since
B1,νq1,ν = id. The analogous right inverse operators qk,ν are naturally defined for
Bk,ν
B2,ν := |ν|−1(βA1 − αA2), B3,ν := |ν|−1(αR1δ − βR2δ),
B4,ν := |ν|−1(βA1d− αA2d),
(3.15)
Bi,νqj,ν = δij · id . (3.16)
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For instance, q3,ν ◦ ωN := ε|ν|−1ϕ(t)t (αdt ∧ p∗1ωN ,−βdt ∧ p∗2ωN), ε = ±1. Set Bν :=
(Bj,ν), qν := (qj,ν), and qνBν := (qj,νBj,ν). For m ≥ n the operator is defined54
Rmλ := P
m
λ − qνBνPmλ . (3.17)
It maps (according to [Se1], Lemma 12, p. 912) C∞-forms ω ∈ DR•(M), suppω∩N =
∅, to C∞-forms on Mj . Moreover Rmλ : DR•c(M\N)→ D (∆•ν).
4. For m ≥ n and λ /∈ R+ ∪ 0 the operator Rλ can be continued to a bounded
operator in (DR•(M))2, Rλ : (DR
•(M))2 → Dom (∆•ν).
Indeed, for any fixed differential operator F of order d = d(F ) ≤ 2 the operator
FRλ is bounded in (DR
•(M))2 with its norm O
((
1 + |λ|1/2
)d−2)
in a sector λ ∈ Λε
(π > ε > 0 and ε is fixed) according to [Se1], Lemmas 7, 13, 14. This estimate is
uniform with respect to ν ∈ R2 \ (0, 0). The continuation of Rλ to (DR•(M))2 is
as follows. If ωj ∈ DR•c(M \ N) and ωj → ω in (DR•(M))2 then Rλωj converges
in (DR•(M))2 and Rλω is defined as its limit. We see that Rλωj ∈ D (∆•ν) and
(∆•ν − λ)Rλωj converges in (DR•(M))2. Hence Rλω ∈ Dom (∆•ν).
5. The operator G•λ(ν) := (∆
•
ν − λ)−1 : (DR•(M))2 → Dom(∆•ν) exists55 for
λ ∈ Λε := {λ 6= 0: ε < arg λ < 2π − ε} and |λ| sufficiently large. Its operator norm
is O(|λ|−1) for such λ uniformly with respect to ν ∈ R2 \ (0, 0) ([Se1], Lemma 15).
6. The Laplacian ∆•ν is a closed unbounded operator in (DR
•(M))2 with its
domain of definition Dom(∆•ν). Actually, if {ui} ⊂ Dom(∆•ν) and if the limits
limi ui =: u and limi ((∆
•
ν − λ) ui) =: v exist in (DR•(M))2 then for sufficiently
large λ ∈ Λε we have u = limiG•λ(ν) ((∆•ν − λ) ui) = Gλ(ν)v ∈ Dom(∆•ν). Hence
(∆•ν − λ)u = (∆•ν − λ) (G•λ(ν)v) = v, i.e., the operators ∆•ν − λ id and ∆•ν are closed
in (DR•(M))2. The operator ∆
•
ν is defined on Dom(∆
•
ν). It is a self-adjoint un-
bounded operator in (DR•(M))2. Indeed, the domain of definition Dom((∆
•
ν − λ)∗)
of the adjoint operator (∆•ν − λ)∗ in (DR•(M))2 is the set of v ∈ (DR•(M))2 such
that the linear functional ((∆•ν − λ)ω, v) is continuous on Dom(∆•ν) ∋ ω in the L2-
topology of (DR•(M))2. If v ∈ Dom(∆•ν) then for any ω ∈ Dom(∆•ν) we have
((∆•ν − λ0)ω, v) = (ω, (∆•ν − λ0) v) for λ0 ∈ R−. Indeed, for each ω and v from
Dom(∆•ν) there exist sequences {ωj} and {vj} of elements D (∆•ν) whose limits in
the graph norm topology are ω and v. Hence we have
lim
j
(∆νωj, v)2 = limj
lim
i
(∆νωj , vi)2 = limj
lim
i
(ωj ,∆νvi)2 = (ω,∆νv)2 .
54For simplicity we’ll suppose from now on here that ∂M = ∅. For the Dirichlet or the Neumann
boundary conditions on the components of ∂M the appropriate terms have to be added to Rmλ .
55This means that ∆•ν − λ maps Dom•(∆ν) one-to-one to (DR•(M))2. It is equivalent to the
existence of (∆•ν − λ)−1 : (DR•(M))2 → Dom(∆•ν), (∆•ν − λ) ◦ (∆•ν − λ)−1 = id on (DR•(M))2.
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So ((∆•ν − λ0)u, v) is a continuous linear functional on Dom(∆•ν) ∋ u with respect
to the L2-topology of (DR
•(M))2 for any v ∈ Dom(∆•ν). Hence Dom(∆•ν) ⊂
Dom((∆•ν − λ0)∗) and (∆ν − λ0)∗ v = (∆ν − λ0) v for v ∈ Dom(∆•ν).
Let λ0 ∈ R− and |λ0| be sufficiently large. Then for any w ∈ Dom ((∆•ν − λ0)∗)
there exists an element v ∈ Dom (∆•ν) such that (∆•ν − λ0)∗w = (∆•ν − λ0) v =
(∆•ν − λ0)∗ v (since Im(∆•ν−λ0) = (DR•(M))2). So w−v ∈ Ker ((∆•ν − λ0)∗) and for
any u ∈ Dom(∆•ν) we have 0 = (u, (∆•ν − λ0)∗ (w − v)) = ((∆•ν − λ0) u, w − v). Then
w − v = 0, as Im (∆•ν − λ0) = (DR•(M))2. Hence Dom((∆•ν − λ0)∗) = Dom(∆•ν) =
Dom((∆•ν)
∗), and ∆•ν is a self-adjoint unbounded operator in (DR
•(M))2.
The operator ∆•ν is nonnegative, (∆
•
νω, ω)2 ≥ 0 for any ω ∈ Dom(∆•ν), since there
exists a sequence {ωj}, ωj ∈ D (∆•ν), such that its limit in the graph norm topology
is ω. So we have limj (∆
•
νωj, ωj)2 = limj(dνωj , dνωj)2 + limj(δνωj, δνωj)2 ≥ 0.
7. The spectrum Spec (∆•ν) of the operator ∆
•
ν is discrete because the operator
(∆•ν − λ) (∆•ν − λ0)−1 = id+ (∆•ν − λ0)−1 · (λ0 − λ)
differs from the identity operator in (DR•(M))2 by a compact operator. Here, λ0 ∈ Λε
and |λ0| is large enough. The assertion 5 above claims that (∆•ν − λ0)−1 exists for
such λ0. The operator Gλ0(ν) := (∆
•
ν − λ0)−1 is compact since it is bounded in
(DR•(M))2 and since the operators I − (∆•ν − λ0)Rmλ0 (for m ≥ n) and Rmλ0 are
compact in (DR•(M))2 ([Se1], Lemmas 4, 5, 9 (iv)). So the operator
(∆•ν − λ0)−1 = Rmλ0 + (∆•ν − λ0)−1
(
I − (∆•ν − λ0)Rmλ0
)
is compact in (DR•(M))2. Since Gλ0(ν) is a compact operator for λ0 ∈ Λε, |λ0| >> 1,
and since ∆•ν is a closed operator in (DR
•(M))2, it follows that ∆
•
ν is an operator
in (DR•(M))2 with compact resolvent. So (according to [Ka], Ch. 3, Theorem 6.29)
its spectrum Spec (∆•ν) consists of isolated eigenvalues with finite multiplicities (i.e.,
Spec (∆•ν) is discrete) and the operator G
•
λ(ν) is compact in (DR
•(M))2 for λ ∈
C \ Spec(∆•ν). The operator ∆•ν is nonnegative. Hence Spec (∆•ν) ⊂ R+ ∪ 0.
If λ0 /∈ Spec (∆•ν) then Ker (∆•ν − λ0) = 0 and Im (∆•ν − λ0) = (DR•(M))2. Hence
ind (∆•ν − λ0) is equal to 0 (as the index of the operator from
(
Dom(∆•ν) , ‖·‖2graph
)
into
(
(DR•(M))2 , ‖·‖22
)
). The operator (λ0 − λ) id from Dom(∆•ν) into (DR•(M))2
is compact (since G•λ0(ν) is a compact operator in (DR
•(M))2 and since it is a topo-
logical isomorphism Gλ0(ν) : (DR
•(M))2 →∼ Dom(∆
•
ν)). So ind (∆
•
ν − λ) = 0 for an
arbitrary λ ∈ C (according to [Ka], Ch. 4, Theorem 5.26, Remarks 1.12, 1.4).
8. The operator (∆•ν)
−s for Re s > 0 is defined by the integral
i
2π
∫
Γ
λ−s (∆•ν − λ)−1 dλ =: T−s(ν), (3.18)
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where the contour Γ is
{λ = reipi,∞ > r > ε} ∪ {λ = εeiϕ, π > ϕ > −π} ∪ {λ = re−ipi, ε < r <∞}.
Here the number ε > 0 is such that Spec (∆•ν) ∩ (0, ε] = ∅. The integral (3.18) is
absolutely convergent (with respect to the operator norm ‖·‖2 in (DR•(M))2) because
the estimate
∥∥∥(∆•ν − λ)−1∥∥∥2 ≤ C|λ|−1 is satisfied as λ→ −∞ for λ ∈ R−. So T−s(ν)
is a bounded operator in (DR•(M))2 for Re s < 0.
For −k ≥ Re s > −(k + 1), k ∈ Z+, the operator T−s is defined as ∆k+1ν T−(s+k+1).
Its domain is Dom(T−s) =
{
ω ∈ (DR•(M))2 , T−(s+k+1)ω ∈ Dom
(
(∆•ν)
k+1
)}
, where
Dom
(
(∆•ν)
k+1
)
:=
{
ω ∈ Dom(∆•ν) ,∆•νω ∈ Dom (∆•ν) , . . . , (∆•ν)k ω ∈ Dom(∆•ν)
}
.
The restriction T 0−s of Ts to the orthogonal complement L0 of Ker (∆
•
ν) in (DR
•(M))2
is defined on Dom
(
T 0−s
)
:= D (T−s) ∩ L0, T 0−s := T−s|L0. Then T−s is the direct
sum56 of T 0s and of the zero operator on Ker (∆
•
ν). Theorem 1 in [Se2] claims that the
family T 0−s of operators in the Hilbert space L0 for Re s2 > 0 satisfies the equation
T 0−s1T
0
−s2 = T
0
−(s1+s2) and that the same is true for −s1 ∈ Z+ and for each s2. This
theorem claims also that
T 00 = id on L0, T
0
−l =
(
(∆•ν)
−1 |L0
)l
, for l ∈ Z+, and T 01 = ∆•ν |L0
(the domain of T 01 is Dom(∆
•
ν) ∩ L0) and that T 0−s for Re s > 0 is a holomorphic
function57 with its values in a Banach space B(L0) of bounded operators in L0 where
the Banach norm is the operator norm as the norm.
9. For Re s > n/2 the kernel of T−s(ν) is continuous on M j1×M j2 and analytic in
s ([Se2], Theorem 2(i)). For Re s > n/2 the zeta-function ζν,•(s) is equal to the sum
of integrals over the diagonals M j →֒ M j ×M j (j = 1, 2) of the densities defined by
the restrictions to these diagonals of the kernel T−s(ν), according to Proposition 3.9
below. So ζν,•(s) is holomorphic for Re s > n/2.
The operator G•λ(ν) − Pmλ for m ≥ n (where Pmλ is the parametrix (3.3)) is a
bounded in (DR•(M))2 operator with a continuous on M j1 ×M j2 kernel (rmλ )x1,x2
which is
(rmλ )x1,x2 = O
((
1 + |λ|1/2
)−(2+m)+n)
(3.19)
56If v ∈ L0 and Re s > 0 then we have T−sv ∈ L0 since for h ∈ Ker (∆•ν) and λ ∈ Γ it holds
0 = (v, h) = ((∆•ν − λ)G•λ(ν)v, h) = −λ (G•λ(ν)v, h)
and since the integral (3.18) is absolutely convergent. For h ∈ Ker (∆•ν) and for Re s > 0 we have
T−sh = 0 because for such s the integral
∫
Γ λ
−s−1dλ is absolutely convergent and is equal to zero.
Since T−sh = (∆
•
ν)
k+1
T−(s+k+1)h = 0 for −k ≥ Re s > −(k + 1), we get T−sh ≡ 0 for all s.
57A function with the values in a Banach space is holomorphic in a strong sense if it is weakly
holomorphic ([Ka], Ch. 3, § 1, Theorem 1.37, p. 139)
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as |λ| → +∞, λ ∈ Λε ([Se1], Theorem 1, or also the assertions 5, 1, 2, 7 above). So
the operator
i
2π
∫
Γ
λ−s (G•λ(ν)− Pmλ ) dλ (3.20)
for Re s > (n−m)/2 is of trace class and its kernel is continuous on M j1 ×M j2 and
analytic in s.
The trace of the operator (3.20) is holomorphic in s for Re s > (n − m)/2. Let
us denote by Kintx,y(s) the kernel of the operator (i/2π)
∫
Γ λ
−sPmλ,intdλ (where P
m
λ,int :=∑
ψjP
m
λ,Uj ,int
ϕj is a term of (3.3) and P
m
λ,Uj ,int
is a PDO with symbol θs(m), defined
by (3.4)). This kernel is continuous on M j1 ×M j2 for Re s > n/2. Off the diagonals
M j →֒ M j ×M j it extends to a kernel which is an entire function of s ∈ C equal to
zero for (−s) ∈ Z+ ∪ 0. The density on ∪jM j defined by the restriction of this kernel
to the diagonals also can be continued to a meromorphic in s ∈ C density. This
density has at most simple poles at sj = (n − j)/2 for (−sj) /∈ Z+ ∪ 0, 0 ≤ j ≤ m,
and it is regular at sj for (−sj) ∈ Z+ ∪ 0.
The residue at s = sj is completely defined by the component a−2−j(x, ξ, λ) of the
symbol s
(
(∆• − λ)−1
)
([Se2], Lemma 1 or [Sh], Theorem 12.1). These components
are given by (3.4). The value of this density at s = sj for (−sj) ∈ Z+∪0 is completely
defined by a−2−j (by the formulas (11), (12) in [Se2] with changing of the sign in (11)
to the opposite one). Here, j = n + 2m, m ∈ Z+ ∪ 0.
The kernel K∂x,y(s) of the operator
58 (i/2π)
∫
Γ λ
−sDm,λdλ for Re s > n/2 is con-
tinuous on M j1 × M j2 and analytic in s ([Se2], Lemma 4). Let (x, y) be off the
diagonals or let either x or y be not from ∪j∂M j ⊃ N . Then K∂x,y(s) is an entire
function of s ∈ C and it is equal to zero at s for (−s) ∈ Z+∪0 ([Se2], Lemma 4). For
Re s > n/2 the densities defined by the restriction K∂x,x(s) of K
∂
x,y(s) to the diagonals
M j are integrable over the fibers of the natural projections p1 : [0, 1]× N → N and
p2 : [−1, 0]×N → N . These integrals are densities on N . They can be continued59 to
meromorphic on s ∈ C densities (on N) with at most simple poles at sj = (n− j)/2,
1 ≤ j ≤ m, such that (−sj) /∈ Z+ ∪ 0. Its residues at sj for 1 ≤ j ≤ m + 1 are
completely defined by a term d−2−j+1 in d ([Se2], Theorem 2(iv), formula (II)). The
values of these densities at sj for (−sj) ∈ Z+ ∪ 0 (where n ≤ j ≤ m + 1) are also
completely defined by d−2−j+1 ([Se2], Lemmas 2, 3, 4, Theorem 2(iv), formula (II′)
58Here Dm,λ =
∑
ψjDm,U (λ, ν)ψj . The operator Dm,U from (3.13) is defined for U ∩N 6= ∅ by
(3.12), (3.9), and (3.10).
59Let LDm,U (λ, ν) be an operator acting on Lω as L (Dm,U (λ, ν)ω) (for any ω ∈ DR•c(Rn) such
that suppω ∩ Rn−1 = ∅, where Rn−1 are local coordinates on N). All the assertions about the
kernels, analogous to K∂x,y(s) in the case of LDm,U (λ, ν), and about the corresponding densities
in this case, are proved in [Se2]. Thus the transformation (3.7) provides us with all the assertions
about the kernel K∂x,y(s) (and about the corresponding densities) connected with DU,λ(ν).
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with changing of the sign to the opposite one).
10. The kernel of the operator (3.20) is the difference of the kernels
(T−s)x,y −
(
Kintx,y(s)−K∂x,y(s)
)
. (3.21)
For Re s > (n−m)/2 it is holomorphic in s and continuous on M j1×M j2. The term(
Kint −K∂
)
x,y
(s) is equal to zero for x 6= y and (−s) ∈ Z+ ∪ 0. The term (T−s)x,y
is equal to zero for x 6= y and (−s) ∈ Z+ (according to the assertions of 8 above,
since ∆•ν is a differential operator). We have (T0)x,y = −H•x,y, where H• is the kernel
of the orthogonal projection operator in (DR•(M))2 onto Ker (∆
•
ν) (the assertion 8).
The properties of ζν,•(s)60 formulated in Theorem 3.1, follow from the assertions of
9 and 10. The theorem is proved. 
Remark 3.1. The kernel (3.21) of the operator (3.20) is holomorphic in s and con-
tinuous in (x, y) ∈ M j1 ×M j2 for Re s > (n − m)/2. It is equal to zero for x 6= y
at s = −k, k ∈ Z+, and to −H•x,y(ν) at s = 0. So the analytic continuations of the
densities on M j and on N defined by the kernels (T−s)x,y and
(
Kint(s)−K∂(s)
)
x,y
have the same residues at s = sj , 0 ≤ j ≤ m, (−sj) /∈ Z+ ∪ 0, and the same values
at s = sj , (−sj) ∈ Z+, n + 2 ≤ j ≤ m. They differ at s = 0 (i.e., for j = n)
by the densities on M j, defined by −H•x,x(ν). Hence the densities on M j and on
N , corresponding to the residues and to the values at s = sj , 0 ≤ j ≤ m − 1, of(
Kint(s)−K∂(s)
)
x,x
are the same for all the parametrixes Pmλ defined by (3.3) (with
different covers {Uj}, partitions of unity {ϕj} subordinate to {Uj}, and {ψj}).
And back, the values and the residues of the analytic continuation for the integral∫
Mj
tr
(
i∗j (T−s)
)
+ δs,0
∫
Mj
tr
(
i∗jH•(ν)
)
at sj , 0 ≤ j ≤ m, are defined by an arbitrary
parametrix Pmλ .
Proof of Proposition 3.1. Let m ≥ n := dimM , m ∈ Z+, and λ ∈ Λε.
Then the parametrix Rmλ for G
•
λ(ν)
61 (defined by (3.17)) is a bounded operator62
60The values of ζν,•(s) at (−s) ∈ Z+ and the residues of ζν,• at s = sj can be also expressed
in terms of noncommutative residues ([Wo] or [Kas]). The density on M whose integral over M
is equal to a volume term in Ress=sj ζν,•(s) can be written as 2
−1 res
(
x,∆
−sj
θ=pi
)
. Here res is a
noncommutative residue for the symbol of PDO ∆
−sj
θ=pi. This symbol is defined with the help of
the symbol
∑
a−2−j(x, ξ, λ) of (∆
• − λ)−1 ([Sh], 11.2). The boundary term in Ress=sj ζν,•(s) for
(−sj) /∈ Z+ ∪ 0 is expressed similarly.
61The statement that G•λ(ν) : (DR
•(M))2 → Dom(∆•ν) is an isomorphism for λ /∈ Spec (∆•ν) is
proved in Theorem 3.1.
62The terms P
(m)
λ,int, ψjDmϕj , and qνBνPmλ in Rmλ are bounded operators with the same estimate
of their norms in (DR•(M))2 for λ ∈ Λε (the proof of Theorem 3.1). For the sake of brevity the
proof of Proposition 3.1 is given in the case of ∂M = ∅.
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in (DR•(M))2 with its norm estimated by O
((
1 + |λ|1/2
)−2)
for λ ∈ Λε. It holds
that Rλ : (DR
•(M))2 → Dom(∆•ν). For a linear differential operator F of order
d = d(F ) ≤ 2 the operator FRλ is defined on smooth forms ω ∈ DR•c(M \ N)
and its closure in (DR•(M))2 is a bounded operator in (DR
•(M))2 with its norm
estimated by O
((
1 + |λ|1/2
)d−2)
for λ ∈ Λε. (All these estimates are uniform with
respect to ν ∈ R2 \ (0, 0).) The only terms of Rmλ depending on ν are the terms
D − qνBνPmλ (ν), where63 D = D(ν) := −
∑
ψjDm,Ujϕj has the kernel with support
in the neighborhood I × N of the interior boundary N →֒ M .64 (The parametrix
Pmλ (ν) := P
m
λ,int −D(ν) is defined by (3.13)). We need the following assertion now.
Proposition 3.3. The operators D(ν) and qνBνPmλ (ν) depend smoothly on ν ∈
R2 \ (0, 0) as bounded operators in (DR•(M))2. For a C∞-map ν = ϕ(γ) : [−a, a]→
R2\(0, 0) the operator ∂γD(ν) is a bounded operator in (DR•(M))2 whose norm is uni-
formly with respect to γ estimated by O
((
1 + |λ|1/2
)−2)
for λ ∈ Λε. Let F be a linear
differential operator of order d = d(F ) ≤ 2 from DR•(M j) into DR•+k(M j), k ∈ Z.
Then FD(ν), F∂γD(ν) are bounded operators from (DR•(M))2 into
(
DR•+k(M)
)
2
whose norms are estimated by O
((
1 + |λ|1/2
)d(F )−2)
for λ ∈ Λε. The operator
∂γ (qνBνP
m
λ (ν)) is uniformly with respect to γ estimated by O
((
1 + |λ|1/2
)−1)
for
λ ∈ Λε.
Proof. The kernel of the operator LψjDm,UjϕjL−1 (where L = L(ν) and L−1 are
defined by (3.5) and (3.7)) has a support in ((Uj ∩N)× [0, 1])2. The operator Dm,Uj
is defined in (Uj ∩ N) × R+ by (3.11) and (3.10). The right sides of the boundary
conditions (3.10) depend on ν only by their dependence on L(ν) (where L is the
matrix defined by (3.7)). Since gM is a direct product metric near N , a mirror
symmetry (relative to N) acts as the identity operator on the symbol
∑
a−2−j(x, ξ)
of the Laplacian ∆• on M for x = (t, x′) from the neighborhood I × N of N . The
symbol
∑
a−2−j(t, x′, τ, ξ′, λ) is independent of t for t ∈ I.
So the symbol L∑ a−2−j (for t ∈ I) is expressed as LaL−1, where L and L−1 act
on the components of a matrix valued functions a−2−j in the coordinates ωj,c and
ωj,(1,f) as follows (according to (3.5)):
(La)1,c;∗ = |ν|−1(α− β)(a)c;∗ ,
(La)2,c;∗ = |ν|−1(β + α)(a)c;∗ ,
(La)1,(1,f);∗ = |ν|−1(−β + α)(a)(1,f);∗ ,
(La)2,(1,f);∗ = |ν|−1(α + β)(a)(1,f);∗ .
(3.22)
63Dm = Dm,Uj is defined by (3.11), (3.10), and (3.12).
64In the case ∂M 6= ∅ the terms connected with the Dirichlet and the Neumann boundary
conditions are added to D(ν). Then the corresponding kernel has its support in a neighborhood of
∂M in M .
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The boundary conditions (3.10) (according to (3.22)) depend on ν only by the
matrix transformation whose coefficients are independent of (t, x′) and smooth in ν.
This transformation acts separately on each homogeneous component a−2−j . The
right sides in (3.22) are nonsingular in (x′, τ, ξ′, λ) for b2(x′, τ, ξ′) − λ 6= 0 (where b2
is the principal symbol of the Laplacian on M for (t, x′) ∈ I ×N). Hence Lemma 2
in [Se1] holds also for the symbol ∂γ (L(ν)∑ d−2−j). Thus the desired estimates for
the norm of ∂γD(ν) in (DR•(M))2 and for the norms of FD(ν) and of F∂γD(ν) are
consequences of [Se1], Lemma 7.
The operators qj,ν (1 ≤ j ≤ 4) from (3.14) and (3.16) (for ϕ(t) even on t) can be
defined such that65
LqνBνPmλ (ν)f(t)L−1 =
∑
qjBjLPmλ (ν)f(t)L−1,
where f ∈ C∞0 (I), f(t) ≡ 1 for t ∈ [0, 1/2] and f(t) ≡ 0 for t > 3/4. The operators
Bj and qj are independent of ν ∈ R2 \ (0, 0) and correspond to Bj,ν and qj,ν from
(3.15), (3.16). (Here B1, B2, B3, B4 are the operators (3.6) acting respectively on
v1,c, w2,(1,f), w1,(1,f), w2,c.) These operators are such that Biqj = δij id.
The operator
∑
qjBjL (∂γPmλ (ν)) fL−1 is equal to
∑
qjBjL (−∂γD(ν)f)L (since
Pmλ,int is independent of ν). The operator BjL (∂γD(ν))L−1 is defined on smooth
forms ω ∈ DR•c ((0, 1)×N) and its L2-norm is estimated by O
((
1 + |λ|1/2
)−1)
for
λ ∈ Λε ([Se1], Lemma 7). The operators ∂γ(qνBν)Pmλ,int are defined on smooth forms
ω ∈ DR•c(M \N) and their operators L2-norms are estimated by O
((
1 + |λ|1/2
)−1)
for λ ∈ Λε uniformly with respect to ν (according to [Se1], Lemma 7). The proposition
is proved. 
Let λ ∈ Λε and |λ| be large enough. Then the Green function G•λ(ν) can be
represented by the series
G•λ(ν) = R
m
λ
∞∑
i=0
(Lmλ )
i , (3.23)
where (Lmλ ) := id− (∆•ν − λ)Rmλ is a bounded operator in (DR•(M))2 for λ ∈
Λε. The norm of L
m
λ in (DR
•(M))2 is O
((
1 + |λ|1/2
)n−m+2)
(where n := dimM)
because the norm of (id−(∆• − λ)Pmλ ) is O
((
1 + |λ|1/2
)n−m)
and the norm of
(∆• − λ)qνBνPmλ is O
((
1 + |λ|1/2
)n−m+2)
(according to the proof of Theorem 3.1).
Hence if m > n + 2 and if λ ∈ Λε with |λ| large enough then the series (3.23) is
65The operator BνP
m
λ (ν) has a continuous on M j1 ×M j2 kernel which is estimated uniformly
with respect to (x1, x2) ∈
(
N ∩M j1
)×M j2 and to ν ∈ R2\(0, 0) by O ((1 + |λ|1/2)n−m) for λ ∈ Λε
([Se1], Lemma 6). Such an estimate holds also for the kernel of qνBνP
m
λ (ν).
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convergent with respect to the operator norm in (DR•(M))2. The operator L
m
λ de-
pends smoothly on ν ∈ R2 \ (0, 0). The norm of ∂γLmλ is estimated by O
(
1 + |λ|1/2
)
(according to Proposition 3.3). Let ν : [−a, a]→ R2 \ (0, 0) be a smooth map. Then
the series for ∂γG
•
λ(ν) is convergent (in the operator norm) if λ ∈ Λε and if |λ| is large
enough. Hence for such λ the resolvent G•λ(ν) := (∆
•
ν − λ)−1 depends smoothly on
γ. So the family G•λ(ν) of bounded operators in (DR
•(M))2 is smooth in (ν, λ) for
such λ. Their operator norms are estimated by O (|λ|−1) uniformly with respect to
ν ∈ R2 \ (0, 0). Let F be a linear differential operator of degree d(F ) ≤ 2. Then the
operators FG•λ(ν) for such λ are bounded in (DR
•(M))2 with their operator norms
estimated by O
(
|λ|(d−2)/2
)
uniformly with respect to ν. These operators depend
smoothly on ν for such λ and we have
∂γFG
•
λ(ν) = F∂γG
•
λ(ν). (3.24)
Hence for a given ν0 ∈ R2 \ (0, 0) there exists λ1 ∈ Λε such that G•λ1(ν) depends
smoothly on ν for ν sufficiently close to ν0. For λ ∈ C \ Spec
(
∆•ν0
)
the resolvent
G•λ(ν0) can be represented as follows:
G•λ(ν0) = −(λ− λ1)−1 − (λ− λ1)−2R
(
(λ− λ1)−1, G•λ1(ν0)
)
, (3.25)
where R
(
η,G•λ1(ν0)
)
:=
(
G•λ1(ν0)− η
)−1
is the resolvent of a bounded operator
G•λ1(ν0) in (DR
•(M))2 ([Ka], Ch. IV, (3.6), Ch. III, (6.18)). The bounded opera-
tor R(η, B) is an analytic function of a bounded operator B and of η for η /∈ SpecB
(i.e., near (η0, B0), η0 /∈ SpecB0, it is locally defined by a convergent double power
series in (η − η0) and (B − B0)). The operator G•λ1(ν) depends smoothly on ν for ν
sufficiently close to ν0. Then it follows from (3.25) that G
•
λ(ν) depends smoothly on
ν for λ ∈ C \ Spec (∆•ν) and for ν sufficiently close to ν0.
Let F : ⊕j DR•(M j) → ⊕jDR•+k(M j), k ∈ Z, be a linear differential oper-
ator of degree d(F ) ≤ 2. Then for λ ∈ Λε and |λ| large enough the operators
FG•λ(ν) : (DR
•(M))2 →
(
DR•+k(M)
)
2
are defined, bounded, and smooth in ν ∈
R2 \ (0, 0). (It is proved above.) For example, dG•λ(ν) and δG•λ(ν) are smooth in ν.
According to (3.24) we have ∂γ (dG
•
λ(ν)) = d∂γG
•
λ(ν), ∂γ (δG
•
λ(ν)) = δ∂γG
•
λ(ν).
The operators dG•λ(ν) are defined for λ /∈ Spec(∆•ν). From (3.24) and (3.25) we
get
∂γ (dG
•
λ(ν))
∣∣∣
γ=0
= d
(
∂γG
•
λ(ν)
∣∣∣
γ=0
)
=
= −(λ− λ1)−2d
(
∂
∂B
R
(
(λ− λ1)−1, B
) ∣∣∣
B=G•
λ1
(ν0)
∂γG
•
λ1
(ν)
∣∣∣
γ=0
)
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for a C∞-local map
(
R1γ, 0
)
→ (R2 \ (0, 0), ν0), where λ1 ∈ Λε with |λ1| large enough
and λ /∈ Spec
(
∆•ν0
)
. Proposition 3.1 is proved. 
3.3. Theta-functions for the Laplacians with ν-transmission boundary con-
ditions. Proofs of Theorem 3.2 and of Proposition 3.2. Let ε be fixed, 0 < ε <
π/2. The operator exp (−t∆•ν) is defined for Re t > 0, π/2− ε > arg t > −(π/2− ε),
by the integral
exp (−t∆•ν) =
i
2π
∫
ΓL,ε
exp(−λt)G•λ(ν)dλ, (3.26)
where ΓL,ε = Γ
1
L,ε ∪ Γ2L,ε, Γ1L,ε = {λ = −L + x exp(iε),+∞> x≥ 0}, Γ2L,ε = {λ =
−L + x exp(−iε), 0≤ x <+∞}, L > 0. The integral (3.26) is absolutely convergent
because the operator norm in (DR•(M))2 of the operator G
•
λ(ν) (which is bounded
in (DR•(M))2) is estimated by O (|λ|−1) for λ ∈ ΓL,ε, according to Theorem 3.1.66
This integral is independent of L > 0 and of ε, π/2 > ε > 0, for t such that
| arg t| < π/2− ε, since the spectrum of ∆•ν is discrete and since Spec (∆•ν) ⊂ R+ ∪ 0.
With the help of the inverse Mellin transform f →M−1f
(
M−1f
)
(t) := (2πi)−1
∫
Re s=c
Γ(s)t−sf(s)ds
it is possible to obtain the results about the asymptotic expansion for Tr exp (−t∆•ν)
as Re t → +0 (when π/2 − ε > | arg t|) from the results about ζν,•(−m), m ∈
Z+ ∪ 0, and about ress=sj ζν,•(s) obtained in Theorem 3.1. The integral (3.26) can be
transformed as follows
exp(−t∆•ν) = H•(ν) +
i
2π
∫
Γ−δ,ε
exp(−tλ)G•λ(ν)dλ,
where H•(ν) is the kernel of the orthogonal projection operator of (DR•(M))2 onto
Ker∆•ν and where δ > 0 and ρ, ρ ≥ δ, is such that Spec (∆•ν) ∩ (0, ρ] = ∅. The
operator exp (−t∆•ν) for | arg t| < π/2 − ε can be represented as follows (where Γ is
66The constant factor in this estimate depends on ε.
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the same as in (3.18) and c > 0):
exp(−t∆•ν) = H•(ν) +
i
2π
∫
Γ−δ,ε
exp(−tλ)G•λ(ν)dλ =
= H•(ν) + i
2π
∫
Γ−δ,ε
(2πi)−1G•λ(ν)
(∫
Re s=c
(λt)−sΓ(s)ds
)
dλ =
= H•(ν) + (2πi)−1
∫
Re s=c
t−sΓ(s)
(
i
2π
∫
Γ−δ,ε
λ−sG•λ(ν)dλ
)
ds =
= H•(ν) + (2πi)−1
∫
Re s=c
t−sΓ(s)
(
i
2π
∫
Γ
λ−sG•λ(ν)dλ
)
ds =
= H•(ν) + (2πi)−1
∫
Re s=c
Γ(s)t−sT−s(ν)ds. (3.27)
Here, the integration is over Re s = c from c − i∞ to c + i∞ (where c > 0). The
operator T−s(ν) for Re s > 0 is defined by the integral (3.18). The transformations
we apply in (3.27) are correct by the Fubini theorem since the estimate
‖G•λ(ν)‖2 < C · |λ|−1 , λ ∈ Γ−δ,ε,
is satisfied by the operator norm of G•λ(ν) in (DR
•(M))2 and since for Re s > 0 the
gamma-function can be estimated as follows. We have
Γ(s) =
∫ ∞
0
ts−1 exp(−t)dt =
∫ ∞
0
ts−1 exp(iϕs) exp (−t exp(iϕ)) dt
for Re s > 0 and for an arbitrary ϕ ∈ R such that π/2 > |ϕ|. So the estimate holds
for any ε1, 0 < ε1 ≤ π/2 and for Re s > 0:
|Γ(s)| ≤ (sin ε1)−Re sΓ(Re s) exp
(
−
(
π
2
− ε1
)
|Im s|
)
. (3.28)
The kernel of (T−s(ν))x1,x2 is continuous in (x1, x2) ∈ M j1 ×M j2 for Re s > n/2
(according to Theorem 3.1). The equality (3.27) holds also for c = Re s > n/2.
For such s the integral
∫
Re s=c Γ(s)t
−s (T−s(ν))x1,x2 ds is absolutely convergent (by
Proposition 3.5 below and by (3.28)). Hence it defines a continuous on M j1 ×M j2
kernel. So the kernel E•t,x1,x2(ν) of exp(−t∆•ν) is continuous on M j1 ×M j2 because
we have
E•t,x1,x2(ν) = H•(ν)x1,x2 + (2πi)−1
∫
Re s=c
Γ(s)t−s (T−s(ν))x1,x2 dt, (3.29)
where c > n/2. (The integral in (3.29) converges uniformly with respect to x1, x2 for
any fixed c > n/2 by Proposition 3.5.)
From the functional equation Γ(s) = s−1(s+1)−1 . . . (s+ l− 1)−1Γ(s+ l) it follows
that |Γ(s)| for Re s > −l is also estimated by exp (− (π/2− ε1) | Im s|) as | Im s| →
∞ (with any fixed ε1, 0 < ε1 ≤ π/2). The operator exp (−t∆•ν) for Re t > 0 is a
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trace class operator. Namely its kernel is continuous on M j1 × M j2 (as it follows
from (3.29)). Hence it is a trace class operator and its trace is equal to the sum
of the integrals over the diagonals M j of the corresponding densities (according to
Proposition 3.8 below).
The theta-function θν,•(t) for ∆•ν is defined as the trace of exp (−t∆•ν) for Re t > 0.
The analogous theta-function θν,•(t; pj) is defined as the trace Tr (pj exp (−t∆•ν)) for
Re t > 0 (where pj : (DR
•(M))2 → (DR•(Mj))2 →֒ (DR•(M))2 is the composition
of the natural restriction and of the prolongation by zero). Proposition 3.8 claims
that θν,•(t; pj) is equal to the integral over M j of the density tr
(
∗x2i∗MjE•t,x1,x2(ν)
)
.
The zeta-function ζν,•(s) is defined by (2.8) for Re s > n/2 (n := dimM). It is
equal to Tr T−s(ν) for Re s > n/2 (according to Theorem 3.1 and to Proposition 3.9).
The zeta-function ζ(s; pj) := Tr (pjT−s(ν)) is equal for such s to the integral over the
diagonal i
(
M j
)
→֒ M j ×M j of the density, corresponding to the restriction of the
kernel T−s(ν) to i
(
M j
)
. The integral of this density over M j can be represented
as the sum of the integrals of densities on M j and on ∂Mj (they are defined by
the parametrix (3.3) and can be continued to meromorphic functions on the whole
complex plane C ∋ s) and of a density on M j , which is holomorphic for Re s >
(n − m)/2. (This assertion follows from the proof of Theorem 3.1.) The contour
of the integration in (3.27) can be moved to Re s = a for an arbitrary a such that
(−2a) /∈ Z+ ∪ 0 (according to the estimates of |Γ(s)| as | Im s| → +∞ and to
Proposition 3.4 below). Then it follows from (3.27) that
θν,•(t; pj) =
∑
t−(n−k)/2 ress=sk (Γ(s)ζν,•(s; pj)) +
+ (2πi)−1
∫
Re s=a
t−sΓ(s)ζν,•(s; pj)ds+ Tr (pjH•(ν)) , (3.30)
where the sum is over k such that sk := (n− k)/2 > a. The estimate of the integral
over Re s = a in (3.30) is obtained with the help of (3.28) and (3.40) as follows. For
Re t > 0, | arg t| < π/2 − ε (ε, 0 < ε < π/2, is fixed) and for Re s = a the estimate
is satisfied:∣∣∣t−sΓ(s)ζν,•(s; pj)∣∣∣ < (sin ε
4
)−(a−[a])
|Γ(a)| |t|−a exp
(
−ε
2
| Im s|
)
C
(
a,
ε
4
)
×
×
{
c
2(a−1)
ε/4 Γ
(
2(1− a), cε/4ρ1/2
)
+max
(
ρ−a, 1
) (
1 +
∑ |sk − a|−1)} , (3.31)
where the sum is over k < n − 2a. The constants C(a, ε/4), cε/4 in (3.31) and the
function Γ(u; x) are as in Proposition 3.4, (3.40). The latter estimate is a consequence
of (3.28) and (3.40)), where ε1 and ε are replaced by ε/4. We see that∣∣∣∣∫
Re s=a
t−sΓ(s)ζν,•(s; pj)ds
∣∣∣∣ < C1(ε, a)|t|−a, (3.32)
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where Re t > 0, | arg t| < π/2 − ε, π/2 > ε > 0, a < 0, and (−2a) /∈ Z+. The
assertions of Theorem 3.2 about the asymptotic expansion (3.1) for θν,•(t; pj) (relative
to t → +0 when | arg t| < π/2 − ε) follow from the equality (3.30) and from the
estimate (3.32). The estimates analogous to (3.40) below and to (3.32) are satisfied
also by the analytic continuation to C ∋ s of the densities (on M j and on ∂Mj)
defined by the parametrix Pmλ (ν) (as in Proposition 3.5 below). Thus we see that the
equalities between the densities in the integral representation for the coefficients of
the expansion (3.1) and the corresponding densities for the residues and the values
of ζν,•(s; pj) are satisfied.
The uniform with respect to ν ∈ R2 \ (0, 0) estimate (3.2) for the traces of
exp (−t∆•ν) (for a fixed t, Re t > 0) follows from (3.30) and (3.31) because for
a = −m − 1/4, m ∈ Z+, m >> 1, the integral over Re s = a on the right in
(3.30) is absolutely convergent. The estimate67 (3.31) and the equality (3.30) pro-
vide us with the uniform in ν upper estimate for Tr (pj exp (−t∆•ν)), ν ∈ R2 \ (0, 0).
Indeed, the estimate68 dimKer∆•ν < C is satisfied uniformly with respect to ν. The
formulas q−n+k = ress=sk (Γ(s)ζν,•(s; pj)) + δn,k Tr (pjH•(ν)) for the coefficients q−n+k
of the asymptotic expansion (3.1) are consequences of (3.30) for a = −m − 1/4,
where m ∈ Z+. For a = −m−1/4 the absolute value of the integral over Re s = a in
(3.30) is estimated (with the help of (3.31)) by C|t|m+1/4 uniformly with respect to
ν ∈ R2 \ (0, 0) (where Re t > 0, | arg t| < π/2− ε, π/2 > ε > 0 and ε is an arbitrary
but fixed). So it holds
θν,•(t; pj) =
n+2m−1∑
k=0
q−n+kt−(n−k)/2 +
{
q−n+2mtm +O
(
|t|m+1/4
)}
. (3.33)
The latter two terms in (3.33) are O (|t|m) relative to t → +∞ uniformly with
respect to ν 6= (0, 0) (for | arg t| < π/2 − ε). The statements about the structure
of the values and the residues of ζν,•(s; pj) (Theorem 3.1) provide us with the de-
sired information about coefficients q−n+k in (3.1). These values and residues (up to
δn,k Tr (pjH•(ν))) are the sums of the integrals over Mj , ∂M , and N of the densities
which are defined by the absolutely convergent integrals of the components a−2−k and
d−2−k+1 ([Se2], Theorem 2, and the proof of Theorem 3.1 above). The latter symbols
are defined by (3.4), (3.11), and (3.10). These integrals are smooth in ν ∈ R2 \ (0, 0).
Hence the coefficients q−n+k in (3.1) are smooth in ν 6= (0, 0) (and are invariant under
ν → cν, c 6= 0). Theorem 3.2 is proved. 
67For a < 0 the function Γ
(
2(1− a), cε/4ρ1/2
)
tends to Γ (2(1− a)) as ρ → +0 and so it is
bounded for 0 < ρ < 1.
68It follows from the exact sequence (1.14) (where Zj := Z ∩ ∂Mj) and from Lemma 1.1 that
dimKer∆•ν = dimH
•(Mν , Z) ≤
∑
j
dimH•(Mj , N ∪ Zj) + dimH•(N).
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Remark 3.2. The coefficients q−n+k of (3.1) for 0 ≤ k ≤ m are completely defined
(according to (3.33) and to Remark 3.1) by an arbitrary parametrix Pmλ (ν) (3.3) for
(∆•ν − λ)−1.
Proof of Proposition 3.2. The parametrix69 P
•(m)
t,x,y (ν) for E
•
t,x,y(ν) (defined by
(2.126)) is such that it is smooth in (x, y) ∈ M j1 ×M j2 and in ν ∈ R2 \ (0, 0). The
ν-transmission boundary conditions (1.27) are satisfied for
(
∆•ν,x
)k
P
•(m)
t,x,y (ν) (i.e., the
image of (DR•(M))2 under the action of the operator with the kernel P
•(m)
t,x,y (ν) belongs
to D
(
(∆•ν)
k
)
for an arbitrary k ∈ Z+). The uniform with respect to ν ∈ R2 \ (0, 0)
estimates (2.127), (2.128) are satisfied and for x from an appropriate neighborhood
U of N ⊂M we have
(
∂t +∆
•
ν,x
)
P
•(m)
t,x,y (ν) ≡ 0 (where U is independent of ν).
Set r
(m)
t,x,y(ν) :=
(
∂t +∆
•
ν,x
)
P
•(m)
t,x,y (ν). Then the estimates are satisfied for any k ∈
Z+ ∪ 0 ∣∣∣∆kν,xr(m)t,x,y(ν)∣∣∣ < Cm,kt−n/2+m−k, (3.34)
where Cm,k is independent of ν ∈ R2 \ (0, 0) and of t ∈ (0, T ] (n := dimM).
The kernel E•t,x,y(ν) can be represented as the Volterra series
70
E•t,x1,x2(ν) =
=
∑
k≥0
(−t)k
∫
∆k
∫
(y1,...,yk)∈(M1∪M2)
k
P
•(m)
σ0t,x1,y1(ν)r
(m)
σ1t,y1,y2(ν) . . . r
(m)
σkt,yk,x2(ν), (3.35)
where ∆k = {(σ0, . . . , σk) : 0 ≤ σi ≤ 1,∑σi = 1} (and the scalar product tr(ω1∧∗ω2)
with the values in densities on M is implied in (3.35)). The proof of (3.35) (or of
(2.137)) is given in the proof of Proposition 2.21.
Let ϕ : I → R2 \ (0, 0), ν = ϕ(γ), be a C∞-map (where γ ∈ [−a, a] =: I). Then
the only term in P
•(m)
t,(x1,x′),(y1,y′)
(ν) depending on γ is
EN,t ⊗ ψ(x1)EI,t(ν)ϕ(y1) =: E•N,I(ν) (3.36)
but it does not depend on m. (Here EI,t corresponds to ∆I with the Dirichlet
boundary conditions on ∂I, ϕ, ψ ∈ C∞0 (I \∂I), ψ ≡ 1 in a neighborhood of suppϕ ⊂
I \ ∂I, ϕ(x1) ≡ 1 for x1 ∈ [−1/2, 1/2] and ϕ, ψ are even: ϕ(−x1) = ϕ(x1), ψ(−x1) =
ψ(x1).) So, as it follows from the explicit formulas (2.40) for (GI(ν))x1,y1 (and from
69The properties of such a parametrix are summarized in Proposition 2.21. For the sake of brevity
the proof of Proposition 3.2 is given in the case of ∂M = ∅. The terms of P (m)t (ν), connected with
the Dirichlet and the Neumann boundary conditions on the components of ∂M , are independent of
ν and the proof in the case of ∂M 6= ∅ does not contain any additional difficulties.
70This series was used in the case of a closed manifold M in [BGV], 2.4, 2.7. See also the formula
(2.137) above.
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the analogous formulas (2.54) and (2.55) for (EI,t(ν))x1,y1), the uniform with respect
to γ estimates are satisfied for any k, q ∈ Z+∣∣∣∂kγr(m)t,x,y(ν)∣∣∣ < c(q,k)t−n/2+q. (3.37)
because they are true for (∂t + ∆x′ + ∆x1)
{
(EN,t)x′,y′ ⊗ ψ(x1) (EI,t(ν))x1,y1 ϕ(y1)
}
and for (∂t + ∆x′ + ∆x1)
{
(EN,t)x′,y′ ⊗ ψ(x1) (σ∗1EI,t(ν))x1,y1 ϕ(y1)
}
(where σ1 is the
reflection of I = [−1, 1] with respect to 0 ∈ I which acts on the variable x1). The
kernels ∂kγE
•
N,I(ν) are the linear combinations of these two kernels with the coefficients
independent of x and y. (These coefficients are smooth in γ). The estimate (3.37)
is satisfied for t ∈ (0, T ) and for an arbitrary q ∈ Z+ uniformly with respect to γ,
because if ∂x1ψ(x1) 6= 0 then ρ(x1, suppϕ) > δ > 0.
Let DR•M(l) be the space of forms on M of a class C
l (i.e., of forms with l contin-
uous derivatives on M) equiped with a C l-norm.71 Let DR•M,N(l) := DR
•
(l)
(
M 1
)
⊕
DR•(l)
(
M 2
)
be the space of pairs (ω1, ω2) of forms ωj of a class C
l on M j with a C
l-
norm. The operators with the kernels P
•(m)
t,x,y (ν) for ν ∈ R2 \ (0, 0) and the operators
corresponding to ∂kγP
•(m)
t,x,y (ν(γ)) (for a fixed k ∈ Z+ ∪ 0) are families of uniformly
(with respect to ν and to t ∈ (0, T ]) bounded operators acting from DR•M(l) into
DR•M,N(l). For the operators, corresponding to the interior terms in P
•(m)
t,x,y (ν) this
assertion is proved in [BGV], Theorem 2.29, Lemma 2.49. This proof uses that this
statement is local in x ∈M (for a closed M) and it uses also the explicit definition of
P
(m)
int over a geodesic ball expxB ⊂ M (where B is a ball ‖v‖ ≤ c in TxM and expx
is the exponential map for (M, gM) from TxM).
The kernel (3.36) (i.e., the term of P
•(m)
t,x,y (ν) corresponding to the interior boundary
N) is equal (up to the factor ψ(x1)ϕ(y1)) to a linear combination given by (2.54) and
(2.55) of the kernels E•t for N × I and σ∗1E•t (σ1 is the mirror symmetry with respect
to N × 0).72 Its coefficients depend on (j1, j2, ν), where (x, y) ∈ M j1 ×M j2 . These
coefficients and their derivatives of a fixed order on γ are uniformly bounded.
For a closed N the operators defined by
(
P
(m)
N
)
t
:=
(
P
(m)
int,N
)
t
are uniformly bounded
for 0 < t ≤ T with respect to a C l-norm in the space DR•N(l) of C l-smooth forms
on N . The equality (3.35) is satisfied by E•N,t, P
•(m)
N,t and r
(m)
N,t . Since the estimate
(3.38) below (as well as the analogous estimate (3.34)) is satisfied by r
(m)
N,t (where
n is replaced by n − 1) we see that the series of operators on the right in (3.35) is
71This norm corresponds to a smooth partition of unity {ϕi} subordinate to a finite cover {Ui}
of M1 and of M2 by coordinate charts (i.e., ϕi ∈ C∞0 (Ui)). For v ∈ DR•M,N(l) its Cl-norm ‖v‖l
is equal to
∑
supx∈Ui sup|α|≤l |Dαx (ϕiv)| i.e., to the sum of the suprema of partial derivatives of
orders ≤ l. The Cl-norm for an arbitrary smooth finite cover {U ′i} and for a partition of unity {ϕ′i}
subordinate to {U ′i} is equivalent to the one defined by {Ui} and by {ϕi}.
72The operators ∂kγP
(m)(ν) = ∂kγEN,I(ν) for k ∈ Z+ are expressed similarly.
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convergent for m ≥ (n+ l− 1)/2 relative to a C l-norm in DR•N (l). Hence the sum of
this series defines a family of the operators E•N,t in DR
•
N(l) bounded uniformly with
respect to t ∈ (0, T ]. The analogous assertion is also true for a family of operators
defined by the kernels ψ(x1)
(
E•I,t
)
x1,y1
ϕ(y1) acting on smooth forms with compact
supports on (I, ∂I) (with respect to a C l-norm). So the kernels E•N,I(ν)t,(x1,x′),(y1,y′)
and ∂qγE
•
N,I(ν(γ))t,(x1,x′),(y1,y′) (for a fixed q ∈ Z+) define collections of uniformly (in
t ∈ (0, T ] and ν or in t and γ) bounded with respect to a C l-norm operators from
DR•M(l) into DR
•
M,N(l).
The kernel r
(m)
t,x,y(ν) is smooth on M ×M j according to the definition (2.126) of
P
•(m)
t,x,y (ν). The C
l-norm of r
(m)
t,x,y(ν) on each M ×M j satisfies the estimate (analogous
to (3.34)) ∥∥∥r(m)t,x,y(ν)∥∥∥
l
≤ Clt−n/2+m−l/2. (3.38)
uniformly with respect to ν ∈ R2 \ (0, 0) and to t ∈ (0, T ]. The estimates analogous
to (3.37) and to (2.129) are satisfied uniformly with respect to ν and to t ∈ (0, T ]
also by the C l-norms of ∂kγr
(m)
t,x,y(ν) on each M ×M j for any k, q ∈ Z+:∥∥∥∂kγr(m)t,x,y(ν)∥∥∥l ≤ c(q,k,l)t−n/2+q. (3.39)
Leibnitz’s rule claims that P
(m)
t,x,y(ν(γ)) is a bounded operator from the space of
Cp-maps ω : [−a, a] → DR•M(l) (equiped with the norm
∑p
i=0 supγ∈[−a,a]
∥∥∥∂iγω∥∥∥l) into
Cp
(
[−a, a], DR•M,N(l)
)
. Indeed, the kernel ∂kγP
(m)
t,x,y(ν(γ)) depends smoothly on γ ∈
[−a, a] on M j1 ×M j2 for k ∈ Z+ ∪ 0, since P (m)t,x,y(ν) :=
(
P
(m)
int
)
t,x,y
+ E•N,I(ν) and
since E•N,I(ν) is smooth in ν ∈ R2 \ (0, 0). For 0 < t ≤ T the operators
(
P
(m)
t (ν(γ))
)
from Cp ([−a, a], DR•M(l)) into Cp
(
[−a, a], DR•M,N(l)
)
are uniformly bounded, be-
cause ∂kγP
(m)
t (for a fixed k ∈ Z+ ∪ 0) are the operators from DR•M(l) into DR•M,N(l)
bounded uniformly in γ and t, 0 < t ≤ T , with respect to a C l-norm . Hence, ac-
cording to (3.38), (3.39), and to the fact that the volume of ∆k is equal to (k!)
−1,
the series (3.35) for the derivative ∂pγEt,x1,x2 (ν(γ)) is convergent in the C
l-norm on⋃(
M j1 ×M j2
)
for m > (n + l)/2. (The number m in the definition P (m) is greater
than (n + l)/2.)
This proves that ∂kγE
•
t,x1,x2(ν(γ)) is C
∞-smooth on M j1 ×M j2. (For instance, for
k = 0 this proves that E•t,x1,x2(ν) is C
∞-smooth on M j1 ×M j2.)
So the restrictions i∗jE
•
t,x,x(ν(γ)) to the diagonals ij : M j →֒ M j × M j are C∞-
smooth double forms on M j which are C
∞-smooth in γ . Since rm(t, ν) in (3.1)
are O
(
t(m+1)/2
)
uniformly with respect to ν ∈ R2 \ (0, 0) and since qi are C∞-
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smooth in ν we see that the asymptotic series (3.1) can be differentiated on γ.
Actually, the equality (3.35) holds for E•t (ν), P
•(m)
t (ν), and r
(m)
t (ν). The kernel
r
(m)
t (ν) satisfies the estimates (3.34), (3.37), and (3.39) and the kernel P
•(m)
t (ν(γ))
defines a family of uniformly with respect to t ∈ (0, T ] and to γ bounded opera-
tors from Cp ([−a, a], DR•M (l)) into Cp
(
[−a, a], DR•M,N (l)
)
. Hence the power terms
t(−n+j)/2, 0 ≤ j ≤ 2m, in the asymptotic expansion of ∫Mj tr i∗j∂γE•t (ν) as t → +0
are equal to the appropriate terms in the asymptotic expansion of
∫
Mj
i∗j∂γP
•(m)
t (ν).
(The kernel ∂γ
(
E•t (ν)− P •(m)t (ν)
)
x1,x2
is O
(
t−n/2+m+1
)
, according to (3.35).) But
the coefficients qi, 0 ≤ i ≤ 2m, in (3.1) are completely defined by i∗jP •(m)t (ν), be-
cause the kernel
(
E•t (ν)− P •(m)t (ν)
)
x1,x2
is O
(
t−n/2+m+1
)
uniformly with respect to
(x1, x2) ∈ M j1 ×M j2 and to t ∈ (0, T ], according to (3.35). Thus Proposition 3.2 is
proved. 
3.4. Estimates for zeta-functions and for the corresponding kernels in ver-
tical strips in the complex plane.
Proposition 3.4. The meromorphic continuation of the zeta-function ζν,•(s; pj) :=
Tr (pjT−s(ν)) for Re s > n/2 is estimated by C(ε) exp (ε| Im s|) as | Im s| → +∞ for
any fixed ε > 0. Namely for any ε > 0 and for an arbitrary a ∈ R the following
estimate is satisfied if Re s ≥ a:
|ζν,•(s; pj)| ≤ C(a, ε) exp (ε| Im s|)×
×
(
c2(Re s−1)ε Γ
(
2(1− Re s), cερ1/2
)
+max
(
ρ−Re s, 1
) (
1 +
∑ |s− sj|−1)) , (3.40)
where ρ > 0 is such that Spec (∆•ν) ∩ (0, ρ] = ∅ and the sum is over sj := (n− j)/2,
−sj /∈ Z+ ∪ 0, sj ≥ a. The constants C(a, ε) and cε are positive and independent of
ν ∈ R2 \ (0, 0), and Γ(u, x) := ∫∞x tu−1 exp(−t)dt for x > 0.
Proposition 3.5. For Re s > n/2 (n := dimM) and for any ε > 0 the following
estimate is satisfied (where ρ > 0 is such that Spec (∆•ν) ∩ (0, ρ] = ∅):∣∣∣(T−s(ν))x1,x2∣∣∣ ≤ Cερ−Re s exp (ε| Im s|)
((
Re s− n
2
)−1
+ 1
)
. (3.41)
Proof of Proposition 3.4. It is proved in Theorem 3.1 that the operator norm
‖G•λ(ν)‖2 in (DR•(M))2 of the Green function G•λ(ν) for the Laplacian ∆•ν is esti-
mated by Cε|λ|−1 for λ ∈ Λε := {λ ∈ C, ε ≤ arg λ ≤ 2π − ε}, where ε, 0 < ε ≤ π is
fixed. The spectrum Spec (∆•ν) is a discrete subset of R+ ∪ 0 by Theorem 3.1. So the
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operator T−s(ν) defined by the integral (3.18) is equal to the same integral with the
contour Γ replaced by Γ(ε) := Γ1,ε ∪ Γερ ∪ Γ2,ε,
Γ1,ε = {λ = x exp(iε),∞ > x ≥ ρ}, Γερ = {λ = ρ exp(iϕ), ε > ϕ > −ε},
Γ2,ε = {λ = x exp(−iε), ρ ≤ x <∞}. (3.42)
There is a constant c > 0 such that the principal symbol (b2(x, ξ)− λ) id of ∆•−λ id
on M is invertible for
|ξ|2 > c|λ| (3.43)
in the coordinate charts Ul (of the same finite cover {Ul} of M as in (3.3)). The
integral (3.18) over the contour Γ(ε) (the latter one is defined by (3.42)) does not
depend on ρ for all ρ > 0 such that (0, ρ] ∩ Spec(∆•ν) = ∅. We suppose from now on
that
0 < ρ < (2c+ 1)−1 (3.44)
and that (0, ρ] ∩ Spec(∆•ν) = ∅.
The kernel (rmλ )x1,x2 of the operator r
m
λ := G
•
λ(ν)−Pmλ for m ≥ n is continuous on(
M j1 ×M j2
)
for λ ∈ Λε \0. (The parametrix Pmλ is defined by (3.3).) It is estimated
for |λ| ≥ ρ, λ ∈ Λε (according to (3.19)) uniformly with respect to ν ∈ R2 \ (0, 0) by∣∣∣(rmλ )x1,x2 ∣∣∣ < Cε,ε1 (1 + |λ|1/2)−(2+m)+n+ε1 (3.45)
for any ε1 > 0. Since (3.45) is satisfied for all λ ∈ Γ(ε), we have for Re s >
2−1 (−m+ n + ε1) that∣∣∣∣∣ i2π
∫
Γ(ε)
λ−s (rmλ )x1,x2 dλ
∣∣∣∣∣ =
∣∣∣∣∣∣ i2π
∑
j
∫
Γj,ε
+
∫
Γερ
λ−s (rmλ )x,x dλ
∣∣∣∣∣∣ ≤
≤ 2Cε,ε1 exp (ε| Im s|)×
×
{∫ ∞
ρ
|λ|−Re s
(
1 + |λ|1/2
)−(2+m)+n+ε1
d|λ|+ πρmax
(
ρ−Re s, 1
)}
. (3.46)
The estimate (3.46) claims that for the proof of (3.40) in the domain Re s ≥ a
it is enough to prove the analogous estimate for the analytical continuation of the
densities on M j, N , and on ∂M , corresponding (for Re s > n/2) to the kernel of
i
2π
∫
Γ(ε)
λ−sPmλ dλ, (3.47)
where m = m(a) ∈ Z+ is sufficiently large. (These densities were introduced in the
proof of Theorem 3.1, and the sum of their integrals is equal to the trace of (3.47).)
Let Re s > n/2 and ps,εint(x) be the density on Mj , corresponding to the restric-
tion to the diagonal ij : Mj →֒ Mj × Mj of the kernel P s,εint(x1, x2) of the operator
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∫
Γ(ε)
λ−s
(
pj
∑
i ψiP
m
λ,int,Ui
ϕi
)
dλ (where Pmλ,int is defined by (3.13) and by (3.4)). Then
ps,εint(x) can be continued to a whole complex plane C ∋ s as a meromorphic density
([Se2], Lemma 1, or [Sh], Theorem 12.1).
Proposition 3.6. The density ps,εint(x) satisfies the following estimate for any ε > 0:
|ps,εint(x)| < Cεmax
(
ρ−Re s, 1
)
exp (ε| Im s|)∑ |s− sk|−1 , (3.48)
where the sum is over 0 ≤ k ≤ m such that (−sk) /∈ Z+ ∪ 0.
Proof. The density ps,εint(x) for Re s > n/2 corresponds to the sum of the integrals
(2π)−n
∑
j
ϕj(x)
∫
dξ
i
2π
∫
Γ(ε)
λ−sθ(ξ, λ)
m∑
j=0
a−2−j(x, ξ, λ)dλ, (3.49)
where a−k is a positive homogeneous of degree (−k) in
(
ξ, λ1/2
)
component of the
symbol s
(
(∆• − λ)−1
)
in the coordinate chart Ui defined by (3.4). The integral (3.49)
is the sum of the integrals Js0,ε(x) + J
s
1,ε(x) + J
s
2,ε(x) over the three corresponding
domains:
K0 :=
{
(ξ, λ) : |ξ|2 ≤ 1− ρ, λ ∈ Γ(ε), |λ| ≤
(
1− |ξ|2
)}
,
I1 :=
{
(ξ, λ) : |ξ|2 ≤ 1− ρ, λ ∈ Γ(ε), |λ| >
(
1− |ξ|2
)}
, (3.50)
I2 :=
{
(ξ, λ) : |ξ|2 > 1− ρ, λ ∈ Γ(ε)
}
,
Since K0 is compact and since λ
−sθ
∑m
0 a−2−j(x, ξ, λ) is continuous on Mj × K0,
the density Js0,ε(x) is holomorphic in s ∈ C and it is estimated by∣∣∣Js0,ε(x)∣∣∣ ≤
≤ Cε exp (ε| Im s|)max
(
ρ−Re s, 1
)
max
Mj×K0
∑
i
∣∣∣∣∣ϕi(x)θ
m∑
0
a−2−j(x, ξ, λ)
∣∣∣∣∣ . (3.51)
The latter factor on the right in (3.51) does not depend on s and ρ. Hence it is
estimated by a constant.
Set Jsk(x) := J
s
k,ε(x) from now on. For Re s > n/2 the density J
s
2(x) does not
change if the interior integral in (3.49) is replaced by the integral over
Γ(ε),|ξ| := |ξ|2(1− ρ)−1Γ(ε), (3.52)
because θ
∑m
0 a−2−j is holomorphic in λ in the domain between the contours Γ(ε) and
Γ(ε),|ξ|. Indeed, this symbol is holomorphic in λ for (ξ, λ) such that |ξ|2+ |λ| > 1 and
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|ξ|2 > c|λ| (where c > 0 is the same as in (3.43) and (3.44)). Since 0 < ρ < (2c+1)−1,
we have for λ between Γ(ε) and Γ(ε),|ξ|
ρ ≤ |λ| ≤ |ξ|2 ρ (1− ρ)−1 , c|λ| ≤ c|ξ|2ρ(1− ρ)−1 < 2−1|ξ|2 < |ξ|2,
and |ξ|2 + |λ| > 1 for (ξ, λ) ∈ I2.
The density Js2(x) is represented as the sum J
s
2,ρ(x) +
∑
j=1,2 J
s
2,j(x), where J
s
2,j
and Js2,ρ correspond to (3.49), with the interior integral replaced by the integral over
Γεj,|ξ| := |ξ|2 (1− ρ)−1 Γj,ε and over Γερ,|ξ| := |ξ|2(1 − ρ)−1Γερ. The density Js1(x) is
equal to the sum
∑
j=1,2 J
s
1,j(x), where the interior integral in (3.49) for the term J
s
1,j
is over the contour Γj,ε \D1−|ξ|2 (Dr := {λ, |λ| < r}).
Set λ := exp
(
iε (−1)j+1
)
t2 on Γεj,|ξ| (for |ξ|2 > 1 − ρ) and on Γj,ε \ D1−|ξ|2 (for
|ξ|2 ≤ 1− ρ), where t > 0 is a new variable. Then we have(
Js1,j + J
s
2,j
)
(x) =
=2(2π)−(n+1)iexp
(
(−1)jiε(s−1)
)∑
l
ϕl(x)
∫
F
t−2s+1tr
(
m∑
0
a−2−k(x, ξ, λε(t))
)
dt dξ,
(3.53)
where λε(t) := exp ((−1)j+1iε) t2, Re s > n/2, and F is the domain{
(ξ, t) : |ξ|2 + t2 ≥ 1, |ξ|2 ≤ 1− ρ, t ≥ ρ 12
}
∪
{
(ξ, t) : |ξ|2 ≥ 1− ρ, t ≥ |ξ|ρ 12
/
(1− ρ) 12
}
.
Since a−k(x, ξ, λ) are nonsingular for λ ∈ Γj,ε and since r · (ξ, t) ∈ F for (ξ, t) ∈ F
and r ≥ 1, we see that (3.53) can be written as follows:(
Js1,j + J
s
2,j
)
(x) = 2 (2π)−(n+1) i exp
(
(−1)jiε(s− 1)
)
×
×∑
l
m∑
k=0
(2s+ k − n)−1 ϕl(x)
∫
F1
t−2s+1 tr a−2−k (x, ξ, λε(t)) dt ωn+1, (3.54)
where F1 = F ∩{(ξ, t) : ξ2+t2 = 1} and ωn+1 is the volume form on the unit sphere in
R
n+1
ξ,t . The integral over the compact F1 in (3.54) is an entire function of s ∈ C. So the
right side of (3.54) realizes the analytic continuation of the density
(
Js1,j + J
s
2,j
)
(x)
to a meromorphic in s ∈ C density with no more than simple poles at the points
sk = (n− k)/2, 0 ≤ k ≤ m.
Since λ = ρ (1− ρ)−1 |ξ|2 exp(iϕ) on Γερ,|ξ| (where ε ≥ ϕ ≥ −ε), we have
Jsρ(x) = −i (2π)−(n+1)
∑
l
m∑
k=0
ϕl(x)
∫
Iε,ρl,k (s, ξ)dξ, (3.55)
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where the integral is over {ξ : |ξ|2 ≥ 1− ρ} and
Iε,ρl,k (s, ξ) :=
∫ ε
−ε
exp(−iϕ(s− 1))a−2−k(x, ξ, λ(ϕ, |ξ|))dϕ |ξ|−2(s−1)ρ−(s−1)+ , (3.56)
λ(ϕ, |ξ|) := |ξ|2ρ+ exp(iϕ), ρ+ := ρ(1− ρ)−1.
The symbol (3.56) is positive homogeneous of degree (−2s− k) in ξ. It is analytic
in s ∈ C and nonsingular. So (3.55) realizes a meromorphic continuation of Jsρ(x) to
the whole complex plane C ∋ s. Namely
Jsρ(x)=2
−1(2π)−(n+1)
∑
l
m∑
k=0
ϕl(x)
(∫
|ξ|=1
Iε,ρl,k (s, ξ)xωn
)
(s−sk)−1(1−ρ)−(s−sk) ,
(3.57)
where ωn is the volume form on the unit sphere in R
n. The formulas (3.54) and (3.57)
provide us with a meromorphic continuation of the density P s,εint(x). Together with
the estimate (3.51) they provide us with the estimate (3.48). (However, with the sum
in it over all sk, 0 ≤ k ≤ m.) The analytic continuation of the density defined by
the sum of the integrals (3.49) with the interior integral over the contour Γ(pi) (i.e.,
with ε = π) is regular in s = sk for (−sk) ∈ Z+ ∪ 0. (This assertion is obtained in
the proof of Theorem 3.1.) For |ξ|2 > 1 − ρ the interior integral over Γ(ε) in (3.49)
is equal to the integral over Γ(pi). So the estimate (3.48) is satisfied, where the sum
over sk, 0 ≤ k ≤ m, such that (−sk) /∈ Z+ ∪ 0. 
Let Re s > n/2 and let ps,εj,∂(x) be the density on Mj corresponding to the term in
(3.47) determined by the ν-transmission interior boundary conditions.73 It is defined
by the restrictions to the diagonal M j →֒ M j ×M j of the kernel for the operator
i
2π
∫
Γ(ε)
λ−sdλ pj
∑
l
ψlDm,Ulϕl, (3.58)
where Dm = Dm(λ, ν) is defined by (3.9), (3.10), and (3.12).
The operator Dm is defined by the symbols ∑ d−2−k, 0 ≤ k ≤ m, in a coordinate
chart (x′, t), Ui ⊂ Rn−1 × R1 (where N ∩ Ui = (Rn−1 × 0) ∩ Ui and the structure
Rn−1×R1 corresponds to the direct product structure of the metric gM near N). Its
action on f , f ∈ DR•c (Rn−1 × (R+ \ 0)), can be represented for t > 0, t1 > 0, as
73From now on we’ll suppose that ∂M = ∅. Estimates of the contributions into ζν,•(s; pj) from
the Dirichlet and the Neumann boundary conditions on the components of ∂Mj \N are analogous
to the estimates for the contributions from the ν-transmission interior boundary conditions.
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follows ([Se1], (26)–(28)):
m∑
k=0
Op(θ1d−2−k)f(x′, t) :=
m∑
0
(2π)−n
∫∫
exp (i(ξ′, x′)) θ1d−−2−kf
−(ξ′, t1)dt1dξ′,
d−−2−k(x
′, t, ξ′, t1, λ) := −
∫
Γ−
exp(−iτt1)d−2−k(x′, t, ξ′, τ, λ),
f−(ξ′, t1) =
∫
exp (−i(ξ′, y)) f(y, t1)dy,
where Γ− = Γ−(ξ′, λ) is a simple contour in the half-plane Im τ < 0 which once goes
round (in the direction opposite to the clockwise) the only zero of the principal symbol
(b2(x
′, ξ′, τ)− λ) id of the Laplacian (∆• − λ id).74 Lemmas 2 and 3 of [Se2] and
Lemma 2 of [Se1] claim that the integral over R+ (where Ui∩(Rn−1 × R+) = Ui∩Mj)∫
d−−2−k(x
′, t, ξ′, t, λ)dt is a symbol of (x′, ξ′, λ) positive homogeneous of degree (−2−k)
in
(
ξ′, λ1/2
)
. It claims also that the kernel on Rn−1 defined by the integral over
[T,∞) ⊂ R+ (for an arbitrary T > 0)∫
exp (i(ξ′, x′ − y′)) dξ′
∫
Γ
dλ
∫ ∞
T
dt θ1(ξ
′, λ)λ−sd−2−k(x′, t, ξ′, t, λ)
is an entire function of s ∈ C, smooth in x′, y′, s and vanishing at s for (−s) ∈ Z+∪0.
The latter assertion is an immediate consequence of the estimate ([Se1], (29)) for
d−−2−k:∣∣∣Dγx′Dqξ′trtl1Dmt Dnt1Dpλd−−2−k(x′, t, ξ′, t1, λ)∣∣∣ ≤
C1 exp
(
−cε (|t|+ |t1|)
(
|ξ|+ |λ|1/2
)) (
1 + |ξ|+ |λ|1/2
)−1−k−(|q|+2p)−(r+l)+m+n
(3.59)
with positive constants C1(ε) and cε independent of ν ∈ R2 \ (0, 0).
Proposition 3.7. The analytic continuation to the whole complex plane C ∋ s of
the integral over Mj of p
s,ε
j,∂(x) (which is defined for Re s > n/2) is estimated by∣∣∣∣∣
∫
Mj
ps,εj,∂(x)
∣∣∣∣∣ < c1,εmax (ρ−Re s, 1) exp (ε| Im s|)∑ |s− sk|−1 +
+ c2,ε exp (ε| Im s|)
(
2c2(Re s−1)ε Γ
(
2(1− Re s), cερ1/2
)
+ πρmax
(
ρ−Re s, 1
))
, (3.60)
where the sum is over 1 ≤ k ≤ m+ 1 such that (−sk) /∈ Z+ ∪ 0.
Proof. The trace of the operator (3.58) for Re s > n/2 is given by the integral
(2π)−n
∑
l
∫
dx′ dtϕl(x′, t)
∫
dξ′
(
i
2π
∫
Γ(ε)
λ−sdλθ1(ξ′, λ)
m∑
k=0
d−−2−k(x
′, t, ξ′, t, λ)
)
.
74The whole symbol of ∆• does not depend on t in the neighborhood of N .
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(We suppose that ϕl(x
′, t) are independent of t for 0 ≤ |t| ≤ 1.) It follows from the
estimate (3.59) that the density on N corresponding to the integral∫
R+
dt (ϕl(x
′, t)− ϕl(x′, 0))
∫
dξ′ tr
(
i
2π
∫
Γ(ε)
λ−sdλ θ1
∑
d−−2−k
)
has the analytic continuation which is an entire function of s ∈ C and which satisfies
the estimate
Cε,m,n1 exp (ε| Im s|)hρ(cε,Re s)
∫
(1 + |ξ|)−n1 exp(−cε|ξ′|)dξ′, (3.61)
hρ(cε,Re s) :=
∫ ∞
ρ
exp
(
−cεt1/2
)
t−Re sdt+ πρmax
(
ρ−Re s, 1
)
=
= 2c2(Re s−1)ε Γ
(
2(1− Re s), cερ1/2
)
+ πρmax
(
ρ−Re s, 1
)
,
where n1 ∈ Z+ is sufficiently large.
The density on N is defined by the integral
ps,εl,j,∂(x
′) := (2π)−n ϕl(x′, 0)
∫
R+
dt
∫
dξ′ tr
(
i
2π
∫
Γ(ε)
λ−sdλ θ1
m∑
k=0
d−−2−k
)
(3.62)
which is absolutely convergent for Re s > (n−1)/2. Hence it is analytic in s for such
s. The integral over t ∈ R+ of d−−2−k is a positive homogeneous of degree (−2− k) in
(ξ′, λ1/2) symbol, which is smooth in (x′, ξ′, λ) and analytic in λ for c|λ| < |ξ′|2 (where
c is the same as in (3.43), and (3.44)) and in λ ∈ Λε/2 := {λ : ε/2 < arg λ < 2π−ε/2}
for (ξ′, λ) 6= (0, 0) ([Se1], Lemma 2, [Se2], Lemma 2). So the proof of Proposition 3.6
is valid also for the density (3.62) (where (x, ξ, n) are replaced by (x′, ξ′, n− 1)). We
conclude that this density has a meromorphic continuation ps,εl,j,∂(x
′) with no more than
simple poles at the points s1, . . . , sm+1. This proof provides us with the estimate∣∣∣ps,εl,j,∂(x′)∣∣∣ < c1,εmax (ρ−Re s, 1) exp (ε| Im s|)∑ |s− sk|−1 , (3.63)
where the sum is over 1 ≤ k ≤ m+1. The analytic continuation of the density on N ,
defined by the sum (over l) of the integrals (3.62) for the interior integrals over the
contour Γ(pi) (i.e., with ε = π) is regular at s = sk for (−sk) ∈ Z+∪0. (It is proved in
Theorem 3.1.) For |ξ′|2 > 1−ρ the integral over Γ(ε) in (3.62) is equal to the integral
over Γ(pi). Hence the estimate (3.63) is satisfied if the sum is over k, 1 ≤ k ≤ m+ 1,
such that (−sk) /∈ Z+ ∪ 0. The estimate (3.60) follows from (3.63), (3.61). 
The estimate (3.40) follows from Propositions 3.6, 3.7, and from (3.46). Thus
Proposition 3.4 is proved. 
Proof of Proposition 3.5. The estimate (3.46) in the proof of Proposition 3.4 is
satisfied by the integral of (rmλ )x1,x2. So it is enough to obtain the estimate (3.41) for
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the kernel of
i
2π
∫
Γ(ε)
λ−sPmλ dλ,
where Re s > n/2. The term ps,εint(x1, x2) in this kernel has the same form as in
(3.49) but with the addition factor exp (iξ(x1 − x2)) under the integral sign (where
x and ϕj(x) are replaced by x1 and by ψj(x1)ϕj(x2)). The integration over the
domains (3.50) in the integral corresponding to (3.49) represents this kernel as the
sum
(
Js0,ε + J
s
1,ε + J
s
2,ε
)
(x1, x2), where J
s
l,ε corresponds to the integration over the
appropriate domain in (3.50). The term Js0,ε(x1, x2) satisfies the estimate (3.51)
if Re s > n/2. (In this estimate max
(
ρ−Re s, 1
)
can be replaced by ρ−Re s since
Re s > 0 and since 0 < ρ < 1.)
The contour Γ(ε) of the interior integral in (3.49) for J
s
2,ε can be replaced by the
contour Γ(ε),|ξ| defined by (3.52). The sum of the integrals over the straight line pieces
of Γ(ε) and of Γ(ε),|ξ| in the kernel
(
Js1,ε + J
s
2,ε
)
(x1, x2) has the same form as (3.53)
(but with the factor exp (i(x1 − x2)ξ) under the integral sign). The integral over the
circle part of Γ(ε),|ξ| for the kernel Js2,ε(x1, x2) is also completely analogous to (3.55).
This provides us with the estimate for the kernel ps,εint(x1, x2) (where Re s > n/2):
|ps,εint(x1, x2)| < Cε exp (ε| Im s|) ρ−Re s (Re s− n/2)−1 . (3.64)
The proof of (3.41) for an arbitrary closed manifold M follows from the estimate
(3.64) together with the estimate (3.46) for (rmλ )x1,x2. (They also give us the proof
of (3.41) for a part ps,εint(x1, x2) of the kernel (T−s)x1,x2 defined by a local parametrix∑
j ψjP
m
λ,intϕj.) If (M, gM) is mirror symmetric with respect to (N, gN) (and the ν-
transmission interior boundary conditions are given on N) then the kernel (T−s)x1,x2
for Re s > −n/2 can be represented by the formulas (analogous to (2.54), (2.55),
and to (2.118)), where ν = (α, β) 6= (0, 0) and TM−s corresponds to a closed manifold
(M, gM) (or to ν0 = (1, 1) that is the equivalent according to Proposition 1.1):
(T−s)x1,x2 =
(
TM−s
)
x1,x2
+
β2 − α2
α2 + β2
(
σ∗1T
M
−s
)
x1,x2
for x1, x2 ∈M1,
(T−s)x1,x2 =
(
TM−s
)
x1,x2
+
α2 − β2
α2 + β2
(
σ∗1T
M
−s
)
x1,x2
for x1, x2 ∈M2,
(3.65)
(T−s)x1,x2 =
2αβ
α2 + β2
(
TM−s
)
x1,x2
for x1, x2 from different Mk,
where σ1 is the mirror symmetry on M with respect to N , acting on the variable x1.
The kernel
(
TM−s
)
x1,x2
can be analytically (meromorphically) continued to the whole
complex plane C ∋ s (separately on the diagonal x1 = x2 and off the diagonal). It
follows from [Se2], Theorem 1 or from the proof of Theorem 3.1. Hence (3.65) is true
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for all s ∈ C. So the estimate (3.41) is satisfied also in the case of the ν-transmission
interior boundary conditions on N if (M, gM) is mirror-symmetric with respect to N .
The boundary term75
∑
ψjDm,Uϕj of the parametrix Pm can be identified with the
same term in the mirror-symmetric case (as it is defined in a neighborhood N × I of
N = N × 0, I = [−2, 2]). The estimate (3.46) for the integral over Γ(ε) of (rmλ )x1,x2
is satisfied for the mirror-symmetric case also. So the estimate (3.41) is satisfied by
the kernel p∂,εx1,x2(s) of the operator
∑
ψjDm,Uϕj. This estimate for p∂,εx1,x2(s) together
with the estimates (3.64), (3.46) for ps,εint(x1, x2), and with the estimate (3.46) of the
integral of (rmλ )x1,x2over Γ(ε) provides us with the estimate (3.41). 
3.5. Appendix. Trace class operators and their traces. A bounded linear
operator A acting in a separable Hilbert space H is a trace class operator if the series
of its singular numbers (i.e., of the arithmetic square roots of the eigenvalues for the
self-adjoint operator A∗A) is absolutely convergent. If A is a trace class operator
then its matrix trace exists for any orthonormal basis (ei) in H :∑
(Aei, ei) =: SpA
and this sum is independent of the orthonormal basis ([Kr]). It is called the matrix
trace of A. The Lidskii theorem ([Li]) claims that if A is a trace class operator then
the series of its eigenvalues is absolutely convergent:
∑ |λj(A)| < ∞ and its trace
TrA :=
∑
λj(A) is equal to its matrix trace: TrA = SpA. (Here the sums are over
all the eigenvalues λj(A) of A including their algebraic multiplicities, [Ka], Ch. 1,
§ 5.4.)
Proposition 3.8. For t > 0 the operators exp (−t∆ν0,j) and p1 exp (−t∆ν0,j) are
trace class operators in the L2-completion (DR
j(M))2 of DR
j(M)76 and their traces
are equal to the integrals of the densities defined by the restrictions to the diagonals
of their kernels:
Tr exp(−t∆ν0,j) =
∑
r=1,2
∫
Mr
tr
(
∗x2i∗MrEjt,x1,x2(ν0)
)
, (3.66)
Tr (p1 exp(−t∆ν0,j)) =
∫
M1
tr
(
∗x2i∗M1Ejt,x1,x2(ν0)
)
. (3.67)
Here pk : (DR
j(M))2 → (DRj (Mk))2 →֒ (DRj(M))2 is the composition of the re-
striction to Mk of differential forms and of their prolongation to M by zero on another
piece of M , iMr : M r →֒ M r ×M r is an immersion of the diagonal, and the exterior
product of the double forms (restricted to the diagonal) is implied.
75The operator Dm = Dm,λ(ν) is defined in the coordinate chart Rn−1 × R1 ∋ (x′, t) by (3.12),
(3.11), (3.10).
76DRj
(
M1
)⊕DRj (M2) ⊂ (DRj(M))2
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Proof. The operator At := exp(−t∆ν0,j) is positive definite on (DRj(M))2 and for
an arbitrary f ∈ (DRj(M))2, f 6= 0, it holds (Atf, f) > 0 (where the scalar product
on (DRj(M))2 corresponds to (1.23)).
The operatorBt := p1 exp (−t∆ν0,j) is positive definite on the subspace (DRj(M1))2
of (DRj(M))2. Namely (Btm,m) > 0 for m ∈ (DRj(M1))2, m 6= 0, and it is a non-
negative operator on (DR•(M))2 : (Btf, f) ≥ 0 for f ∈ (DRj(M))2.
The operator exp(−t∆ν0,j) is self-adjoint on (DRj(M))2 by Theorem 3.2. Its kernel
A(x1, x2) is smooth on M r1 ×M r2 (as it is proved in Proposition 3.2) and its trace is
equal to
Trexp(−t∆ν0,j)=
∑
k=1,2
Tr(pkexp(−t∆ν0,j))=
∑
k=1,2
Tr(pkexp(−t∆ν0,j)pk) . (3.68)
(The matrix trace for exp (−t∆ν0,j) in (DRj(M))2 =: H can be computed with the
help of an orthonormal basis (ei(1)) , (ei(2)) in H , where (ei(k)) is an orthonormal
basis in Hk := (DR
j (Mk))2.)
The operator Ak := pk exp (−t∆ν0,j) pk acting in H = H1 ⊕ H2 has a continuous
kernel Ak(x1, x2) = E
j
t,x1,x2(ν0) onMk×Mk (and it has the zero kernel onMk1×Mk2
for k1 6= k2). The operator Ak is a self-adjoint operator acting in the Hilbert space
Hk and it is positive definite, (Akf, f) > 0 for f ∈ Hk, f 6= 0. So according to the
Mercer theorem [GG], IV.3, [RiN], § 98, the Fourier series for the kernel of Ak by the
eigenforms of Ak
Ak(x1, x2) =
∑
µjωj(x1)⊗ ωj(x2), (3.69)
(where µj > 0 are the eigenvalues of Ak) converges absolutely and uniformly with
respect to Mk ×Mk. Hence integrating this series over the diagonals in Mk ×Mk
(for k = 1, 2) we obtain the equality (3.66):
Tr exp (−t∆ν0,j) =
∑
k=1,2
TrAk =
∑
k=1,2
∫
Mk
tr
(
i∗MkAk(x1, x2)
)
.
The equality (3.67) is obtained similarly
Tr (p1 exp (−t∆ν0,t)) = Tr (p1 exp (−t∆ν0,t) p1) =
∫
M1
tr
(
i∗M1A1(x1, x2)
)
.
The proposition is proved. 
Proposition 3.9. For Re s > n/2 the operator T−s defined by the integral77 ( 3.18)
and the operators pj (∆
•
ν)
−s are trace class operators (n := dimM). The traces of
77The operator T−s for such s is defined on (DR
•(M))2 and it is equal to the direct sum of the
operator (∆•ν)
−s
on the orthogonal complement to Ker (∆•ν) and of the zero operator on Ker (∆
•
ν),
by Theorem 3.1.
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these operators for Re s > n/2 are equal to the integrals over the diagonals of the
denisities, defined by the restrictions of their kernels to these diagonals.
Tr
(
(∆•ν)
−s) = ∑
r=1,2
∫
Mr
tr
(
∗x2i∗MrT−s(x1, x2)
)
, (3.70)
Tr
(
pj (∆
•
ν)
−s) = ∫
Mj
tr
(
∗x2i∗MjT−s(x1, x2)
)
. (3.71)
Proof. The kernel T−s(x1, x2) for Re s > n/2 is continuous on M j1 ×M j2 (Theo-
rem 3.1). The operator T−s for such s is nonnegative, (T−sf, f) ≥ 0, and self-adjoint.
It is a trace class operator (Theorem 3.1). For Re s > n/2 the equality holds (anal-
ogous to (3.68):
Tr T−s =
∑
j=1,2
Tr(pjT−spj).
The operator pjT−spj is self-adjoint in the Hilbert subspace (DR•(Mj))2 of (DR
•(M))2
and its kernel coincides with the kernelK−s,j of T−s onM j×M j . So for Re s > n/2 its
kernel is continuous and, according to the Mercer theorem, the series on M j×M j for
K−s,j by the eigenforms of pjT−spj (analogous to (3.69)) is absolutely and uniformly
convergent on M j × M j. Hence for such s the integral over the diagonal of the
density, defined by the restriction of the kernel K−s,j, is equal to Tr (pjT−spj). Thus
the equalities (3.71) and (3.70) are proved. 
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