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Abstract
The purpose of this investigation is to extend basic equations and inequalities which
hold for functions f in a Bernstein space B2σ to larger spaces by adding a remainder term
which involves the distance of f from B2σ.
First we present a modification of the classical modulation space M2,1(R), the so-
called readapted modulation spaceM2,1a (R). Our approach to the latter space and its role
in functional analysis is novel. In fact, we establish several chains of inclusion relations
between M2,1a and the more common Lipschitz and Sobolev spaces, including Sobolev
spaces of fractional order.
Next we introduce an appropriate metric for describing the distance of a function
belonging to one of the latter spaces from a Bernstein space. It will be used for estimating
remainders and studying rates of convergence.
In the main part, we present the desired extensions. Our applications include the
classical Whittaker-Kotel’nikov-Shannon sampling formula, the reproducing kernel for-
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1. Overview
A main subject of this paper is the re-adapted modulation space M2,1a (R) = M2,1a ,
which is based on the classical modulation spaceM2,1(R) introduced by Feichtinger [1, 2].
The new space M2,1a comprises of all functions f ∈ L2(R) with norm
‖f‖M2,1a := ‖f‖L2(R) + sup
0<h≤1
∑
n∈Z\{−1,0}
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 <∞.
Comparing this norm with that of the classical modulation space M2,1 (see (32) below)
shows that M2,1a ⊂M2,1, the fact that it is a proper subspace will be shown.
Another space of basic importance in this paper will turn out to be the fractional
Sobolev space, also called Bessel potential space or Liouville space, of order α > 0,
namely,
Hα2 :=
{
f ∈ L2(R) : ∃ g ∈ L2(R) with ĝ(v) = |v|αf̂(v)} (α > 0). (1)
It is associated with a fractional order derivative of f ∈ L2(R), namely the strong, normed
Riesz derivative D{α}f , defined for 0 < α < 2j, j ∈ N, by
lim
ε→0+
∥∥∥∥∥ 1Cα,2j
∫ ∞
ε
∆
2j
u f( · )
u1+α
du−D{α}f( · )
∥∥∥∥∥
L2(R)
= 0.
for a specific constant Cα,2j , the difference ∆ being the central one; see (10), (11). It
will turn out that Hα2 can be characterized as
Hα2 =
{
f ∈ L2(R) : D{α}f ∈ L2(R)};
see Proposition 3.7.
One of the essential results of this paper is that the space M2,1a lies between two
Lipschitz spaces, the left one being of order α for any α > 1/2, the right one being
the specific Lipr(
1
2 ) of order 1/2 (see Section 3.4 for the definition). Further, Lipr(α)
lies between Hα2 and H
β
2 for any 0 < β < α < r. Formally this result reads that for
0 < β < 12 < α < r, and any r ∈ N,
Hα2 ∩ C(R) $ Lipr(α) ∩C(R) $M2,1a $ Lipr
(1
2
)
∩ C(R) $ Hβ2 ∩ C(R). (2)
One goal of this paper is to show that the readapted modulation space M2,1a not only
has theoretical applications but especially also those of a more practical nature.
A fundamental inequality in analysis is Bernstein’s inequality (see Section 5.2). For
functions belonging to the Bernstein space B2σ, it reads∥∥f (s)∥∥
L2(R)
≤ σs∥∥f∥∥
L2(R)
(f ∈ B2σ).
If f belongs to the Sobolev space W s,2(R) ∩ C(R) (see Section 3.2) for some s ∈ N
with vsf̂(v) ∈ L1(R), rather than to the smaller space B2σ, then∥∥f (s)∥∥
L2(R)
≤ σs∥∥f∥∥
L2(R)
+ dist2
(
f (s), B2σ
)
(σ > 0),
2
where the remainder dist2 is given by (see Section 4 for details)
dist2
(
f (s), B2σ
)
=
{∫
|v|>σ
∣∣vsf̂(v)∣∣2 dv}1/2.
Concerning the behaviour of this remainder, the following assertions will be shown
to be equivalent for 0 ≤ β < α < r and each s ∈ N0 with s < α,
(i) f (s) ∈ Lipr(α),
(ii) dist2
(
f (s), B2σ
)
= O(σ−α) (σ →∞).
Recalling (2), we see that the space M2,1a lies between two Lipschitz spaces, namely,
Lipr(α) ∩C(R) $M2,1a $ Lipr
(1
2
)
∩ C(R) (α > 1/2). (3)
It follows from the right-hand inclusion in (3) and (i)⇔ (ii) above that f (s) ∈M2,1a yields
the estimate
dist2
(
f (s), B2σ
)
= O(σ−1/2) (σ →∞). (4)
On the other hand, the left-hand inclusion relation in (3) shows that the order in (4)
cannot be improved to O(σ−1/2−ε) for any ε > 0 arbitrarily small. Nevertheless, the
question may arise whether it might be possible to improve the order in (4) to o
(
σ−1/2
)
.
The answer is no as will be seen in Proposition 4.5.
If one, however, replaces the space M2,1a by H
1/2
2 , then
f (s) ∈ H1/22 =⇒ dist2
(
f (s), B2σ
)
= o
(
σ−1/2
)
(σ →∞);
see Corollary 5.4 for the details.
2. Some notations
For p ∈ [1,∞] and f ∈ Lp(R), we define
‖f‖Lp(R) :=
{∫
R
|f(u)|p du
}1/p
(1 ≤ p <∞)
with the usual modification for p = ∞. By C(R) we denote the class of all functions
f : R→ C that are continuous on R.
For the Fourier transform f̂ of a function f we prefer the normalization
f̂(v) :=
1√
2π
∫
R
f(u)e−iuv du (v ∈ R).
For f ∈ Lp(R), the integral exists as an ordinary Lebesgue integral when p = 1 while for
p ∈ (1, 2] it is defined by a limiting process; see [3, §§ 5.2.1–5.2.2].
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For σ > 0, let B2σ be the Bernstein space or Paley-Wiener space comprising all
functions f ∈ L2(R), the Fourier transform of which vanishes outside [−σ, σ]. The most
prominent example of a function in B2π is the sinc function, given by
sinc z :=

sin(πz)
πz
, z ∈ C \ {0},
1, z = 0,
ŝinc(v) =
1√
2π
·

1, |v| < π,
1
2 , |v| = π,
0, |v| > π.
3. A hierarchy of spaces extending Bernstein spaces; fractional order deriva-
tives
The membership of f in B2σ has many important consequences such as the continuity
of f , the existence of a Fourier transform f̂ belonging to L1(R), the reconstruction of f
from its Fourier transform and the ℓ2(Z) summability of samples. Thus, when one looks
for suitable generalizations of the Bernstein space B2σ, it is desirable to preserve these
properties.
3.1. Fourier inversion classes
In order to extend the Bernstein space B2σ to larger function spaces, we weaken the
property of f̂ vanishing outside the compact interval [−σ, σ], to f̂ belonging to L1(R).
This still guarantees the reconstructibility of f from its Fourier transform in terms of the
inversion formula
f(t) =
1√
2π
∫
R
f̂(v)eivt dv (t ∈ R); (5)
see [3, Prop. 5.1.10, 5.2.16]. More generally, we introduce the Fourier inversion classes
(cf. [4, 5, 6, 7]),
F s,2 :=
{
f ∈ L2(R) ∩ C(R) : vsf̂(v) ∈ L1(R)} (s ∈ N0).
For s = 0 we simply write F 2 instead of F 0,2. If 0 ≤ s1 ≤ s2, then there holds F s2,2 ⊂
F s1,2 ⊂ F 2. In addition to (5), one has for f ∈ F s,2 that the derivative f (s) exists,
belongs to C(R) and has the representation
f (s)(t) =
1√
2π
∫
R
(iv)sf̂(v)eivt dv (t ∈ R); (6)
see [3, Proposition 5.1.17 with f replaced by f̂ ].
However, other than in B2σ, the membership of f in F
s,2 does not guarantee the
summability of samples of f . Therefore, whenever samples for uniformly spaced points
such as hZ are involved, we shall need in addition that f belongs to
Sph :=
{
f : R→ C : (f(hk))
k∈Z
∈ ℓp(Z)} (p = 1, 2).
We may call Sph the ℓ
p summability class for step size h. Note that S1h ⊂ S2h. Furthermore,
if f ∈ B2σ for some σ > 0, then
f ∈ F s,2 ∩ S2h
4
for every s ∈ N0 and h > 0. We may therefore consider F s,2 ∩ S2h as well as F 2 itself as
extensions of B2σ.
The Fourier inversion classes are in some sense the most general spaces in which our
studies can be performed. Spaces between B2σ and F
s,2 are also of interest since they
will yield smaller errors in the extended formulae.
3.2. Sobolev spaces
For r ∈ N, denote by ACr−1loc (R) the class of all functions that are (r−1)-times locally
absolutely continuous on R; see [3, pp. 6–7]. The following class has been considered in
Fourier analysis:
W r,2(R) :=
{
f : R→ C : f = φ a. e., φ ∈ ACr−1loc (R), φ(k) ∈ L2(R), 0 ≤ k ≤ r
}
;
see [3, (3.1.48)]. For f ∈ W r,2(R), we may write f (k) instead of φ(k) for k = 0, . . . , r. By
endowing W r,2(R) with the norm
‖f‖W r,2(R) :=
{ r∑
k=0
∥∥f (k)∥∥2
L2(R)
}1/2
, (7)
we may identify it as a Sobolev space. In connection with Fourier transforms, the following
alternative description of W r,2(R) is of interest; see [3, Theorem 5.2.21].
Proposition 3.1. We have
W r,2(R) =
{
f ∈ L2(R) : vr f̂(v) ∈ L2(R)
}
=
{
f ∈ L2(R) : (iv)r f̂(v) = ĝ(v), g ∈ L2(R)
}
.
Furthermore, f̂ (r)(v) = (iv)r f̂(v) = ĝ(v) a. e.
The two characterizations of the space W r,2(R) coincide since the Fourier transform
is an isometry from L2(R) onto itself.
An important inequality in analysis is that of S.M. Nikol’ski˘ı (1951) given in (60)
below. From the proof in [8, pp. 123–124] we can extract the following statement.
Proposition 3.2. Let f ∈ W 1,2 ∩ C(R). Then{
h
∑
k∈Z
|f(hk)|2
}1/2
≤ ‖f‖L2(R) + h‖f ′‖L2(R)
for any h > 0.
Propositions 3.1 and 3.2 imply that for r ∈ N and h > 0,
B2σ $W
r,2(R) ∩ C(R) $ F r−1,2 ∩ S2h ⊂ F 2 ∩ S2h $ F 2 $ L2(R). (8)
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3.3. Fractional order derivatives
In order to generalize Proposition 3.1 to fractional order derivatives, we consider the
spaces
Hα2 :=
{
f ∈ L2(R) : |v|αf̂(v) ∈ L2(R)
}
=
{
f ∈ L2(R) : |v|αf̂(v) = ĝ(v), g ∈ L2(R)
}
(α > 0).
In view of Proposition 3.1 there holds
Hr2 =W
r,2(R) (r ∈ N). (9)
In this section we are going to characterize the spaces Hα2 for arbitrary α > 0 in
terms of fractional order derivatives.
For α > 0, j ∈ N with 2j > α we set
R
{α}
2j,εf(x) :=
1
Cα,2j
∫ ∞
ε
∆
2j
u f(x)
u1+α
du (x ∈ R),
where
Cα,2j := (−1)j22j−α
∫ ∞
0
sin2j u
u1+α
du, (10)
and
∆
2j
u f(x) :=
2j∑
k=0
(−1)k
(2j
k
)
f
(
x+ (j − k)u) (x, u ∈ R) (11)
is the central difference of f of order 2j at x with increment u. R
{α}
2j,ε turns out to be a
bounded linear operator mapping L2(R) into itself satisfying
∥∥R{α}2j,εf∥∥L2(R) ≤ 22jαεα |Cα,2j | ‖f‖L2(R) (f ∈ L2(R)). (12)
Proposition 3.3. The Fourier transform of R
{α}
2j,εf is given by
R̂
{α}
2j,εf(v) = η2j,α,ε(v)f̂(v) a. e., (13)
where
η2j,α,ε(v) :=
(−1)j22j
Cα,2j
∫ ∞
ε
u−1−α sin2j
(vu
2
)
du (v ∈ R).
Before proving Proposition 3.3, we list three properties of the function η2j,ε,α, the
proofs of which are quite elementary.
Lemma 3.4. For η2j,α,ε, as defined above, there holds
(i) |η2j,α,ε(v)| ≤M2j,α,ε (v ∈ R)
for some constant M2j,α,ε, independent of v,
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(ii) |η2j,α,ε(v)| ≤ |v|α (v ∈ R; ε > 0),
(iii) lim
ε→0+
η2j,α,ε(v) = |v|α (v ∈ R).
Now to the proof of Proposition 3.3:
Proof. In case f ∈ L1(R) ∩ L2(R) the conclusion of Proposition 3.3 follows easily by
Fubini’s theorem (see [3, top of p. 414] for j = 1). For arbitrary f ∈ L2(R) we choose
a sequence fn ∈ L1(R) ∩ L2(R), n ∈ N with limn→∞‖fn − f‖L2(R) = 0. Then by (12),
Lemma 3.4 (i), and the isometry property of the Fourier transform,∥∥∥R̂{α}2j,εf − η2j,α,εf̂ ∥∥∥
L2(R)
≤
∥∥∥R̂{α}2j,εf − R̂{α}2j,εfn∥∥∥
L2(R)
+
∥∥η2j,α,ε[f̂n − f̂ ]∥∥L2(R)
≤M‖f − fn‖L2(R) +Mε‖fn − f‖L2(R) = o(1) (n→∞),
where M := 22j(αεα|Cα,2j |)−1 is the constant on the right-hand side of (12) and Mε :=
M2j,α,ε is that in Lemma 3.4 (i). This proves the assertion.
Definition 3.5. A function f ∈ L2(R) is said to have a strong (norm) Riesz derivative
of fractional order 0 < α < 2j, j ∈ N, if there exists function g ∈ L2(R) such that
lim
ε→0+
∥∥R{α}2j,εf − g∥∥L2(R) = limε→0+
∥∥∥∥∥ 1Cα,2j
∫ ∞
ε
∆
2j
u f( · )
u1+α
du − g( · )
∥∥∥∥∥
L2(R)
= 0.
Then the strong Riesz derivative is defined by D{α}f := g.
Of course one has to show that Definition 3.5 is independent of j ∈ N, which is
implicitly contained in Proposition 3.6 below.
Let us observe that in case 0 ≤ α < 2 one may choose j = 1 and the operator R{α}2,ε
can simply be rewritten as
R
{α}
2,ε f(x) =
1
Cα,2
∫ ∞
ε
∆
2
uf(x)
u1+α
du =
1
Λc(−α)
∫
|u|≥ε
f(x− u)− f(x)
|u|1+α du
with
Λc(α) := 2Γ(α) cos
(πα
2
)
,
where the singularity of Λc(α) at α = −1 is removed by setting Λc(−1) = −π. This case
is treated for 1 ≤ p ≤ 2 in great detail in [3, Section 11.3], the extension to arbitrary
α > 0 being straightforward. The proofs presented here are much simpler since the
matter is restricted to p = 2.
In this instance, Definition 3.5 turns out to be the classical fractional order derivative
studied by M. Riesz in his innovative treatise of 1927 [9]. The article of A. Marchaud [10],
also of that year, which plays an essential role in approximation theory and fractional
calculus, is the basis of the extension to arbitrary α > 0. See also [11, 12], and for a
modulus of smoothness related to the Riesz derivative see [13].
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Proposition 3.6. If f ∈ L2(R) has a strong Riesz derivative of order α > 0, then
D̂{α}f(v) = |v|αf̂(v) a. e. (14)
Proof. By Proposition 3.3 and Lemma 3.4 (iii) we have
lim
ε→0+
R̂
{α}
2j,εf(v) = limε→0+
η2j,α,ε(v)f̂(v) = |v|α f̂(v) (v ∈ R).
On the other hand, by the isometry property of the Fourier transform,
lim
ε→0+
∥∥∥R̂{α}2j,εf − D̂{α}f∥∥∥
L2(R)
= lim
ε→0+
∥∥R{α}2j,εf −D{α}f∥∥L2(R) = 0.
Since the pointwise limit must coincide a. e. with the strong limit, the assertion follows.
Noting Proposition 3.6, we see that the Riesz derivative may equivalently be defined
in terms of the inverse Fourier transform by
D{α}f(x) =
1√
2π
∫
R
|v|αf̂(v)eivx dv, (15)
where the convergence of the integral is to be understood in L2(R)-norm. In particular,
if |v|α f̂(v) ∈ L1(R), then the integral in (15) exists as an ordinary Lebesgue integral.
Now to the characterization of the space Hα2 in terms of fractional order derivatives.
Proposition 3.7. The following assertions are equivalent for f ∈ L2(R):
(i) f has a strong Riesz derivative D{α}f ;
(ii) there holds
∥∥R{α}2j,εf(v)∥∥L2(R) =
∥∥∥∥∥ 1Cα,2j
∫ ∞
ε
∆
2j
u f( · )
u1+α
du
∥∥∥∥∥
L2(R)
= O(1) (ε→ 0+);
(iii) f ∈ Hα2 , i. e. |v|αf̂(v) ∈ L2(R).
In this event, the function g ∈ L2(R) defined via ĝ(v) = |v|αf̂(v) a. e. on R is just the
derivative D{α}f .
Proof. The implication (i)⇒ (ii) is obvious. Now, let (ii) by satisfied. Noting Lemma 3.4
(iii) and Proposition 3.3, we have by Fatou’s lemma that∥∥ |v|α f̂(v)∥∥
L2(R)
≤ lim inf
ε→0+
∥∥η2j,α,ε(v)f̂(v)∥∥L2(R)
= lim inf
ε→0+
∥∥∥R̂{α}2j,εf(v)∥∥∥
L2(R)
= lim inf
ε→0+
∥∥R{α}2j,εf(v)∥∥L2(R).
Since the latter term is finite by assumption, there follows (iii).
8
In order to prove the implication (iii)⇒ (i), assume that f ∈ Hα2 . The surjectivity of
the Fourier transform yields |v|αf̂(v) = ĝ(v) for some g ∈ L2(R), and
∥∥R{α}2j,εf(v)− g(v)∥∥L2(R) = ∥∥∥R̂{α}2j,εf(v)− ĝ(v)∥∥∥L2(R) = ∥∥∥[η2j,α,ε(v)− |v|α]f̂(v)∥∥∥L2(R).
By Lemma 3.4 (ii) we have
|η2j,α,ε(v)− |v|α|2
∣∣f̂(v)∣∣2 ≤ 4 |v|2α ∣∣f̂(v)∣∣2 = 4 |ĝ(v)|2 ∈ L1(R),
and hence in view of Lebesgue’s dominated convergence theorem and Lemma 3.4 (iii),
lim
ε→0+
∥∥∥[η2j,α,ε(v) − |v|α]f̂(v)∥∥∥
L2(R)
=
∥∥∥ lim
ε→0+
[
η2j,α,ε(v)− |v|α
]
f̂(v)
∥∥∥
L2(R)
= 0.
It follows that
lim
ε→0+
∥∥R{α}2j,εf(v)− g(v)∥∥L2(R) = 0,
i. e., g is the strong Riesz derivative of order α of f .
Observe that Hα2 is a normalized Banach space under the norm (see [3, pp. 373, 381])
‖f‖Hα2 := ‖f‖L2(R) + ‖g‖L2(R) = ‖f‖L2(R) +
∥∥D{α}f∥∥
L2(R)
.
We have already seen in (9) that the classes W r,2(R) and Hr2 coincide for r ∈ N.
Furthermore, one has for f ∈W r,2(R) = Hr2 , in view of Propositions 3.1 and 3.7 that∥∥f (r)∥∥
L2(R)
=
∥∥D{r}f∥∥
L2(R)
=
∥∥vr f̂(v)∥∥
L2(R)
(r ∈ N).
This means that
‖f‖Hr2 = ‖f‖L2(R) +
∥∥D{r}f∥∥
L2(R)
= ‖f‖L2(R) +
∥∥f (r)∥∥
L2(R)
,
where the latter expression defines a norm on W r,2(R), which is equivalent to the norm
(7); see [14, p. 242], [15, Section 5.1]. Hence the spaces W r,2(R) and Hr2 are equal with
equivalent norms.
As to the ordinary derivative f (r) and the Riesz derivative D{r}f we have for their
respective Fourier transforms
f̂ (r)(v) = (iv)r f̂(v) a. e., D̂{r}f(v) = |v|r f̂(v) a. e.
It follows that for even r = 2m,
D{2m}f(x) = (−1)mf (2m)(x) a. e.
For odd r = 2m − 1 we have to make use of the Hilbert transform f˜ , having Fourier
transform ̂˜
f(v) = (−i sgn v)f̂(v) a.e.
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This yields (see also [3, p. 406])
D{2m−1}f(x) = (−1)m−1f˜ (2m−1)(x) = (−1)m−1 ˜f (2m−1)(x) a. e.
There exists an alternative approach to strong derivatives of integer order r ∈ N. In
this approach the role of the central difference in the definition of the Riesz derivative
is clarified. A function f ∈ L2(R) is said to have a strong Riemann derivative of order
r ∈ N, or an r-th order Riemann derivative in L2(R), if there exists a function g ∈ L2(R)
such that
lim
h→0
∥∥∥∥∆rhhr f − g
∥∥∥∥
L2(R)
= 0.
Then the strong Riemann derivative is defined by D[r]f := g. It is known that f has an
r-th order Riemann derivative if and only if f ∈ W r,2(R); see [3, pp. 385–386]. In this
event one has D[r]f = f (r). Moreover the following five assertions are equivalent:
(i) f ∈ W r,2(R),
(ii) f˜ ∈ W r,2(R),
(iii)
∥∥∥∥∆rhfhr
∥∥∥∥
L2(R)
= O(1) (h→ 0),
(iv)
∥∥∥∥∆rhf˜hr
∥∥∥∥
L2(R)
= O(1) (h→ 0),
(v) there exists g ∈ L2(R) such that
f(x) =
∫ x
−∞
du1
∫ u1
−∞
du2 · · ·
∫ ur−2
−∞
dur−1
∫ ur−1
−∞
g(ur) dur
=
1
(r − 1)!
∫ x
−∞
g(u)
(x− u)1−r du a. e.,
where each of the iterated integrals exists only conditionally as a function in L2(R);
see [3, p. 226].
Now to the identification of the Riesz derivative with the Riemann derivative. Since
D̂[r]f(v) = (iv)r f̂(v) a. e., D̂{r}f(v) = |v|r f̂(v) a. e.
it follows that f has a Riesz derivative D{r}f if and only if it has a Riemann derivative
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D[r]f , and there holds a. e.,
D{r}f(x) =

(−1)mD[2m]f(x), r = 2m,
(−1)m−1D[2m−1]f(x) = (−1)m−1 ˜D[2m−1]f(x), r = 2m− 1,
=

(−1)mf (2m)(x), r = 2m,
(−1)m−1[f˜ ](2m−1)(x) = (−1)m−1 ˜f (2m−1)(x), r = 2m− 1.
3.4. Lipschitz spaces
The modulus of smoothness of f ∈ L2(R) of order r ∈ N is defined by
ωr(f ; δ;L
2(R)) := sup
|h|≤δ
‖∆rhf‖L2(R) (δ > 0),
where
(∆rhf)(x) :=
r∑
j=0
(−1)r−j
(r
j
)
f(x+ jh)
is the forward difference of order r at x with increment h. Some basic properties are
ωr(f ;λδ;L
2(R)) ≤ (1 + λ)rωr(f ; δ;L2(R)) (λ, δ > 0),
and for f ∈ W s,2(R) and any j ∈ N,
ωs+j(f ; δ;L
2(R)) ≤ δsωj(f (s); δ;L2(R)) (δ > 0), (16)
ωs(f ; δ;L
2(R)) ≤ δs∥∥f (s)∥∥
L2(R)
(δ > 0); (17)
see e. g. [16, Chap. 2, § 7].
The Lipschitz classes based on the modulus ωr of order α, 0 < α ≤ r, are defined by
Lipr(α) = Lipr(α;L
2(R)) :=
{
f ∈ L2(R) : ωr(f ; δ;L2(R)) = O(δα), δ → 0 +
}
.
Lipr(α) is a normalized Banach space under the norm (see [3, pp. 373, 376])
‖f‖Lipr(α) := ‖f‖L2(R) + sup
h>0
{
h−α
∥∥∆rhf∥∥L2(R)}. (18)
One should observe that Lipr(α) is nothing but the particular Besov space B
α
2∞. Indeed,
Bα2∞ can be defined as the set of those f ∈ L2(R) with
‖f‖Bα2∞ := sup
k∈N0
2αk
{∫
R
χk(v)
∣∣f̂(v)∣∣2 dv}1/2 <∞, (19)
where χ0 is the characteristic function of the interval [−1, 1] and χk, k ∈ N, that of
the set {v ∈ R : 2k−1 ≤ |v| < 2k}; see, e. g., [17, p. 18]. It is well known that for
0 < α < r ∈ N the Lipschitz norm (18) is equivalent to the norm defined in (19); see [17,
p. 140], [18, p. 144].
Some basic properties of these spaces are given in
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Theorem 3.8. Let f ∈ L2(R), r ∈ N, 0 < β < α < r, and s ∈ N0 with s < α. Then the
following statements are equivalent:
(i) f ∈ Lipr(α),
(ii)
∫
|v|≥σ
∣∣f̂(v)∣∣2 dv = O(σ−2α) (σ →∞),
(iii) f (s) ∈ Lipr(α− s),
(iv)
∫
|v|≥σ
|v|2s∣∣f̂(v)∣∣2 dv = O(σ−2(α−s)) (σ →∞),
(v) D{β}f ∈ Lipr(α− β),
(vi)
∫
|v|≥σ
|v|2β∣∣f̂(v)∣∣2 dv = O(σ−2(α−β)) (σ →∞).
Proof. We first show that (19) is equivalent to∫
|v|≥σ
|v|2γ∣∣f̂(v)∣∣2 dv = O(σ−2(α−γ)) (σ →∞) (20)
for any γ such that 0 ≤ γ < α. Indeed, if (20) holds, then for some constant c > 0,
22γ(j−1)
∫
2j−1≤|v|<2j
∣∣f̂(v)∣∣2 dv ≤ ∫
2j−1≤|v|<2j
|v|2γ∣∣f̂(v)∣∣2 dv
≤
∫
|v|≥2j−1
|v|2γ∣∣f̂(v)∣∣2 dv ≤ c2−2(α−γ)(j−1).
This yields (19).
For the converse, assume σ ≥ 1 and choose j ∈ N such that 2j−1 ≤ σ < 2j . Then, if
(19) holds, one has for a constant c′ > 0,∫
|v|≥σ
|v|2γ∣∣f̂(v)∣∣2 dv ≤ ∞∑
k=j
∫
2k−1≤|v|<2k
|v|2γ∣∣f̂(v)∣∣2 dv
≤
∞∑
k=j
22γk
∫
2k−1≤|v|<2k
∣∣f̂(v)∣∣2 dv ≤ c′ ∞∑
k=j
2−2(α−γ)k =
c′2−2(α−γ)j
1− 2−2(α−γ) = O
(
σ−2(α−γ)
)
as σ →∞, which is (20).
It follows from the equivalence of (18), (19) and (20) for γ = 0, γ = s, and γ = β,
respectively, that assertions (i), (ii), (iv) and (vi) are equivalent. Furthermore, applying
the equivalence of (i) and (ii) to f (s) with Fourier transform f̂ (s)(v) = (iv)sf̂(v), yields
(iii)⇔ (iv), and (v)⇔ (vi) follow by the same argument, noting Proposition 3.7 and
(14).
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The above proof building on Besov spaces was designed on the recommendation of
one of the referees. For an alternative proof avoiding the theory of Besov spaces see the
remarks after the proof of the following Theorem 3.9. For a proof of (i)⇔ (ii) via the
general Butzer-Scherer theorem the reader is referred to [19].
There exists a little-oh analogue of Theorem 3.8. We state it in a shortened form,
using the notation
lipr(α) := {f ∈ L2(R) : ωr(f ; δ;L2(R)) = o(δα), δ → 0+}.
Theorem 3.9. Let f ∈ L2(R), r ∈ N and 0 < α < r. Then the following statements are
equivalent:
(i) f ∈ lipr(α),
(ii)
∫
|v|≥σ
∣∣f̂(v)∣∣2 dv = o(σ−2α) (σ →∞),
Proof. First we show that (ii) is equivalent to∫
|v|≤σ
|v|2r ∣∣f̂(v)∣∣2dv = o(σ2(r−α))) (σ →∞). (21)
Indeed, assume that (ii) holds, then∫
|v|≥σ
∣∣f̂(v)∣∣2dv ≤ c0(σ)
σ2α
(σ > 0), (22)
where c0(·) is a non-negative function on (0,∞) such that c0(σ) → 0 as σ → ∞. Now
choose κ ∈ (0, 1) such that κ < 1− α/r and split the integral in (21) as follows:∫
|v|≤σ
v2r
∣∣f̂(v)∣∣2 dv = ∫
|v|≤σκ
v2r
∣∣f̂(v)∣∣2dv + ∫
σκ≤|v|≤σ
v2r
∣∣f̂(v)∣∣2 dv =: I1 + I2.
Clearly,
I1 ≤ σ2rκ
∥∥f̂ ∥∥2
L2(R)
= o
(
σ2(r−α)
)
(σ →∞)
by our choice of κ.
Concerning I2, let
Mk :=
{
v ∈ [σκ, σ] : σ2−k−1 ≤ |v| < σ2−k} (k ∈ N0).
Then (22) allows us to conclude that for any σ > 0 and k ∈ N0 we have∫
Mk
v2r
∣∣f̂(v)∣∣2 dv ≤ (2−kσ)2r ∫
Mk
∣∣f̂(v)∣∣2 dv ≤ sup
σκ≤t≤σ
c0(t) 4
α(2−kσ)2(r−α).
Thus
I2 ≤
∞∑
k=0
∫
Mk
v2r
∣∣f̂(v)∣∣2 dv ≤ sup
σκ≤t≤σ
c0(t) 4
ασ2(r−α)
∞∑
k=0
1
4(r−α)k
= o
(
σ2(r−α)
)
,
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which shows that (21) holds.
Conversely, (21) allows us to conclude that for any σ > 0 and k ∈ N0 we have∫
2kσ≤|v|<2k+1σ
∣∣f̂(v)∣∣2 dv ≤ (2kσ)−2r ∫
2kσ≤|v|<2k+1σ
|v|2r∣∣f̂(v)∣∣2 dv
≤ sup
t≥σ
c0(t) 2
2(r−α)(2kσ)−2α.
Thus ∫
|v|≥σ
∣∣f̂(v)∣∣2dv = ∞∑
k=0
∫
2kσ≤|v|<2k+1σ
∣∣f̂(v)∣∣2 dv
≤ sup
t≥σ
c0(t)σ
−2α4r−α
∞∑
k=0
1
4αk
= o
(
σ−2α
)
,
which is (ii).
Now we are ready for the actual proof. Noting that the Fourier transform of the r-th
order difference ∆rhf equals
(∆rhf )̂ (v) =
r∑
k=0
(−1)r−k
( r
k
)
eikhv f̂(v) =
(
eihv − 1)rf̂(v) (v ∈ R),
we have by the isometry of the L2(R) Fourier transform,∥∥∆rhf∥∥2L2(R) = ∥∥(eihv − 1)r f̂(v)∥∥2L2(R) = 22r ∫
R
∣∣∣f̂(v) sinr (hv
2
)∣∣∣2 dv (h > 0). (23)
Since 2 |x| /π ≤ |sinx| ≤ |x| for |x| ≤ π/2, we find that for h > 0,(
2
π
)2r ∫
|v|≤π/h
∣∣f̂(v)∣∣2(hv)2r dv ≤ ∥∥∆rhf∥∥2L2(R)
≤
∫
|v|≤π/h
∣∣f̂(v)∣∣2(hv)2r dv + 22r ∫
|v|≥π/h
∣∣f̂(v)∣∣2 dv. (24)
Suppose that (i) holds. Then the left-hand inequality implies (21), which is equivalent
to (ii), as shown above.
As to the converse, if (ii) holds, then the equivalence of (ii) and (21) yields that the
two integrals on the right-hand side of (24) are of order o(h2α) giving (i).
As to the proof, the authors were inspired by two deep theorems of Titchmarsh [20,
Theorems 84, 85], [21], who in turn writes “The analysis originated with ideas of Bernstein
and Szasz on Fourier series”. Titchmarsh had shown among others that for 0 < α < 1
the conditions
∫
R
|f(x+ h)− f(x− h)|2dx = O(|h|2α) and ∫
|v|≥X
|f̂(v)|2dv = O(X−2α),
X → ∞, are equivalent. In the foregoing proof we extendend Titchmarsh’s ideas to
higher order differences in order to get rid of the restriction α < 1. By an obvious
modification of this proof one can give another proof of Theorem 3.8 without using the
theory of function spaces.
In order to compare the space lipr(α) with H
α
2 we will need the following proposition.
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Proposition 3.10. Let m ∈ N0 and α > 0. If f (m) ∈ Hα2 , then∫
|v|≥σ
∣∣f̂(v)∣∣2 dv = o(σ−2α−2m) (σ →∞). (25)
Proof. By the definition of Hα2 we know that
∫
R
|v|2α ∣∣vmf̂(v)∣∣2dv exists. Hence
σ2α+2m
∫
|v|≥σ
∣∣f̂(v)∣∣2 dv ≤ ∫
|v|≥σ
|v|2α+2m ∣∣f̂(v)∣∣2 dv = o(1) (σ →∞),
which shows that (25) holds.
Corollary 3.11. For r ∈ N and 0 < β < α < r we have
Hα2 $ lipr(α) $ Lipr(α) $ H
β
2 . (26)
Proof. The first inclusion follows from Proposition 3.10 for m = 0, and the second one
from the definition of the Lipschitz spaces involved. The rightmost inclusion is a well-
known relation between Besov and Sobolev spaces; see, e. g., [22].
For the fact that equality cannot hold in (26), we refer to Propositions 6.2 and 6.7 in
Section 6 below.
3.5. Wiener amalgam and modulation spaces
For p, q ∈ [1,∞] the Wiener amalgam space W (Lp, ℓq) comprises all measurable,
locally integrable functions f : R→ C such that
‖f‖p,q :=
{∑
n∈Z
{∫ n+1
n
|f(t)|p dt
}q/p}1/q
=
∥∥∥(‖f‖Lp(n,n+1))
n∈Z
∥∥∥
ℓq
<∞
with the usual convention applying when p or q is infinite.
The idea of considering W (Lp, ℓq), as opposed to the space Lp(R) = W (Lp, ℓp), is a
natural one as it allows one to separate the global from the local behaviour of a function.
The idea goes back to N. Wiener [23] who had considered such special cases asW (L1, ℓ2),
W (L2, ℓ∞). F. Holland [24, 25] undertook the first systematic study of the general case in
1975. L. Cooper [26] had met amalgams in his earlier work on positive definite functions.
For an excellent, understandable, survey on amalgams on R and on groups G see Fournier
and Stewart1 [27]; the latter had introduced them in [28]. For a multivariate version see
[29].
General connections between W (Lp, ℓq) and Lp(R) read (see [27, (2.3), (2.4)]),
W (Lp, ℓq) ⊂ Lp(R) ∩ Lq(R) (q ≤ p), (27)
W (Lp, ℓq) ⊃ Lp(R) ∩ Lq(R) (q ≥ p). (28)
1Finbarr Holland but also Jim Stewart are doctoral students of Lionel Cooper, the former at Cardiff,
the latter at Toronto. Hans Feichtinger, who learned to know Stewart as well as John Fournier in Canada
in 1986, recalled that Maria Luisa Torres (Athabasca Univ.) received her doctorate under Stewart at
McMaster in 1985, the thesis being on amalgams. Thus she is an academic granddaughter of Lionel.
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A first main result in this respect is the dilation invariance of the spaces W (Lp, ℓq),
i. e., f belongs toW (Lp, ℓq) if and only if fλ := f(λ·), where λ 6= 0, does. ForW (Lp, ℓp) =
Lp(R) this follows by a change of variable u → λ−1u, since ‖fλ‖p,p = λ−1/p‖f‖p,p. For
the spacesW (Lp, ℓq) with p 6= q this is by no means as simple. The following proposition
is a particular case of a very general result; see [2, 30, 31].
Proposition 3.12. Let p, q ∈ [1,∞] and λ > 0; then for each measurable f : R→ C,
2−1/q3−1λ−1/p−1/q‖f‖p,q ≤ ‖fλ‖p,q ≤ 3λ1−1/p‖f‖p,q (λ ≥ 1), (29)
3−1λ1−1/p‖f‖p,q ≤ ‖fλ‖p,q ≤ 21/q3λ−1/p−1/q‖f‖p,q (0 < λ < 1). (30)
It was pointed out by H.G. Feichtinger that there is a relationship between F 2 ∩ S21
and W (L2, ℓ1). In order to make this more precise, we consider the modulation space
[2, 32, 33, 34]2
M2,1 = M2,1(R) :=
{
f : f := ĝ, g ∈ W (L2, ℓ1)
}
(31)
with the norm
‖f‖M2,1 :=
∑
n∈Z
{∫ n+1
n
∣∣f̂(v)∣∣2 dv}1/2 = ∥∥∥(∥∥f̂ ∥∥L2(n,n+1))n∈Z∥∥∥ℓ1 . (32)
Thus the elements f of M2,1 are exactly the Fourier transforms of the elements g in the
amalgam spaceW (L2, ℓ1). In fact, Feichtinger was the first to introduce general modular
spaces Mp,q(G) in Oberwolfach [35].
Since the function g in (31) belongs to W (L2, ℓ1) ⊂ L2(R)∩L1(R), it follows that the
Fourier transform ĝ can be understood in L1(R)-sense, which implies that the elements
of M2,1 can be regarded as continuous L2(R)-functions. Further, since g(v) = f̂(−v),
the modulation space can be equivalently defined as
M2,1 =
{
f ∈ L2(R) ∩ C(R) : f̂ ∈W (L2, ℓ1)
}
. (33)
Proposition 3.13. For each r ∈ N, 1/2 < α < r and h > 0 there holds the inclusion
chain
W r,2(R) ∩ C(R) $ Hα2 ∩ C(R) $ M2,1 $ F 2 ∩ S2h. (34)
Proof. First we note that (cf. Corollary 3.11 and Proposition 6.7 a)
Hβ2 ∩C(R) $ Hα2 ∩ C(R) (α < β). (35)
The leftmost inclusion now follows by (9). The second inclusion can be found in [22,
(0.3), Thm. 3.1, (3.2)], [36, Thm 2.14]. Equality cannot hold since Hα2 ∩ C(R) = M2,1
for some α > 1/2 would imply
Hα2 = H
γ
2 = M
2,1 (1/2 < γ < α),
2At the workshop From Abstract to Computational Harmonic Analysis, held at Strobl (Austria, June
13–19, 2011), conducted by Hans Feichtinger, he informed two of us that in the terminology favoured by
his Numerical Harmonic Analysis Group (NuHAG), the space occurring on the right-hand side of (31)
can be classified as a modulation space and should then be denoted by M2,1.
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which contradicts (35).
Concerning the third inclusion of (34), if f ∈ M2,1, then f = ĝ with g ∈ W (L2, ℓ1).
Using the standard inclusion relation for Wiener amalgam spaces (27), we deduce g ∈
L1(R)∩L2(R), and it follows by [3, Prop. 5.1.2, Prop. 5.2.1] that f = ĝ ∈ L2(R)∩C(R).
Furthermore f̂(v) = ̂̂g(v) = g(−v) ∈ L1(R). Altogether we see that f belongs to F 2.
Next we show that M2,1 is a subset of S21 as well. By a fundamental result on
Fourier transforms in Wiener amalgam spaces [24, Theorem 2], [25, Theorem 8], [27,
Theorem 2.8], it follows that g ∈W (L2, ℓ1) implies ĝ ∈W (L∞, ℓ2). ThusM2,1 is a subset
of W (L∞, ℓ2), which is obviously a subset of S21 . Now let h > 0. Since fh(·) := f(h · )
belongs to M2,1 by the dilatation invariance (Proposition 3.12), it belongs to S21 as well,
and so f ∈ S2h. A counterexample, showing that the rightmost inclusion in (34) is strict,
is provided in Proposition 6.2 (iv); see also [37].
3.6. The readapted modulation space M2,1a
Let f ∈M2,1. The dilation invariance of the Wiener amalgam space implies that
∑
n∈Z
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 (36)
is finite for all h > 0. However, if f 6≡ 0, then, as a function of h, the expression (36) is not
bounded. Indeed, either the term for n = 0 or that for n = −1 or both approach +∞ as
h→ 0+. If we omit n = 0 and n = −1 in the summation, then this modified expression
(36) may remain bounded. For example, for a bandlimited function f it becomes zero
when h is sufficiently small. Thus the size of that modified expression may indicate the
deviation from bandlimitedness. This is the motivation for specifying a subspace M2,1a
of M2,1 as follows.
The space M2,1a comprises all measurable f : R→ C such that
‖f‖M2,1a := ‖f‖L2(R) +N (f) <∞ (37)
where
N (f) := sup
0<h≤1
∑
n∈Z\{−1,0}
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2. (38)
Obviously ‖ · ‖M2,1a defines a norm on M2,1a with
‖f‖L2(R) ≤ ‖f‖M2,1 ≤ 2‖f‖M2,1a (f ∈M2,1a ), (39)
i. e., M2,1a ⊂ M2,1 ⊂ L2(R). Further, M2,1a $ M2,1 as is shown by a counterexample in
Proposition 6.3.
Theorem 3.14. M2,1a is a Banach space.
In regard to the proof of this basic theorem we need the following preliminary lemma;
see e. g. [38, pp. 116–117].
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Lemma 3.15. A normed linear space is complete if and only if every absolute convergent
series is convergent, i. e.,
∞∑
k=1
‖fk‖X <∞ =⇒
∞∑
k=1
fk is convergent in X.
Proof of Theorem 3.14. We set for h ∈ (0, 1],
Nh(g) :=
∑
n∈Z\{−1,0}
{
1
h
∫ (n+1)/h
n/h
∣∣ĝ(v)∣∣2 dv}1/2. (40)
Obviously, Nh defines a seminorm onM2,1 and also onM2,1a . In view of Proposition 3.12
there holds
Nh(g) ≤ C(h)‖g‖M2,1 (g ∈M2,1)
with a constant C(h) depending on h ∈ (0, 1].
Now, let
∑∞
k=1 fk be a series in M
2,1
a with
∞∑
k=1
‖fk‖M2,1a <∞. (41)
It follows by (39) that also
∑∞
k=1‖fk‖M2,1 < ∞, and then by Lemma 3.15, noting the
completeness of M2,1, that there exists a function f ∈M2,1 such that
lim
m→∞
‖f − Sm‖M2,1 = 0, (42)
where Sm :=
∑m
k=1 fk.
We are going to show that f ∈M2,1a and limm→∞‖f − Sm‖M2,1a = 0. In this respect
we have for each h ∈ (0, 1],
Nh(f) ≤ Nh(f − Sm) +Nh(Sm) ≤ C(h)‖f − Sm‖M2,1 +
m∑
k=1
Nh(fk)
≤ C(h)‖f − Sm‖M2,1 +
m∑
k=1
N (fk).
Letting m→∞ and taking the supremum over h ∈ (0, 1] yields by (42) and (41),
N (f) ≤
∞∑
k=1
‖fk‖M2,1a <∞.
Since we already know that f ∈M2,1 ⊂ L2(R) it follows that f ∈M2,1a .
Similarly, we have for N > m,
Nh(f − Sm) ≤ Nh(f − SN ) +Nh(SN − Sm)
≤ C(h)‖f − SN‖M2,1 +
N∑
k=m+1
N (fk),
18
and we obtain by the same arguments as above that
N (f − Sm) ≤
∞∑
k=m+1
N (fk) ≤
∞∑
k=m+1
‖fk‖M2,1a .
By (41), the latter series becomes arbitrarily small for m large enough, and hence, noting
(42) and (39), we obtain as desired,
lim
m→∞
‖f − Sm‖M2,1a = limm→∞
{‖f − Sm‖L2(R) +N (f − Sm)} = 0.
Altogether, we have shown that the series
∑∞
k=1 fk converges in M
2,1
a , and the com-
pleteness of M2,1a now follows by Lemma 3.15.
As an extension of Proposition 3.13 there holds
Proposition 3.16. For each r ∈ N, 1/2 < α < r and h > 0 there holds the inclusion
chain
W r,2(R) ∩C(R) $ Hα2 ∩ C(R) $M2,1a $M2,1 $ F 2 ∩ S2h. (43)
Proof. It remains to show the second inclusion. If f ∈ Hα2 ∩ C(R), then f ∈ M2,1 by
Proposition 3.13, and hence ‖f‖L2(R) <∞. In order to estimate N (f), we proceed in a
similar way as in the corresponding proof of Proposition 3.13. Indeed, with φ as in that
proof one has for 0 < η ≤ 1
∞∑
n=1
{
1
η
∫ (n+1)/η
n/η
∣∣f̂(v)∣∣2 dv}1/2≤ { ∞∑
n=1
η2α−1
n2α
}1/2
·
{ ∞∑
n=1
∫ (n+1)/η
n/η
|φ(v)|2 dv
}1/2
≤ ηα−1/2
{ ∞∑
n=1
n−2α
}1/2
· ‖φ‖L2(R) .
The same holds for the sum
∑−1
n=−∞, showing that N (f) < ∞. It follows that Hα2 ∩
C(R) ⊂ M2,1a . Equality cannot hold in view of Proposition 6.7 b), noting that Hα2 ∩
C(R) ⊂ Lipr(α) ∩ C(R) by Corollary 3.11.
4. Norms, distances, derivatives and rates of convergence
4.1. Distances from the Bernstein space B2σ.
For 1 ≤ q ≤ 2, the distance of a function f ∈ F 2 from the Bernstein space B2σ is
defined by
distq(f,B
2
σ) := inf
g∈B2σ
∥∥f̂ − ĝ∥∥
Lq(R)
.
Note that f ∈ F 2 implies f̂ ∈ L1(R) ∩ L2(R) and hence f̂ ∈ Lq(R) for 1 ≤ q ≤ 2. For
this distance we have (see [19]),
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Proposition 4.1. a) If f ∈ F 2, then for each q ∈ [1, 2],
distq(f,B
2
σ) =
{∫
|v|≥σ
|f̂(v)|q dv
}1/q
.
b) Let f ∈W s,2(R) ∩ F s,2 for some s ∈ N. Then for q ∈ [1, 2] and 0 ≤ k ≤ s,
distq(f
(k), B2σ) =
{∫
|v|≥σ
|vkf̂(v)|q dv
}1/q
.
Proposition 4.1 shows in particular that the distances distq(f,B
2
σ) and distq(f
(k), B2σ)
tend to zero for σ →∞.
4.2. Derivative-free estimates for the distance from B2σ
Next we state some derivative-free estimates for the distances distq(f,B
2
σ); see [19].
Proposition 4.2. Assume q ∈ [1, 2].
a) Let f ∈ F 2 and r ∈ N. Then,
distq(f,B
2
σ) ≤ cr,q
{∫ ∞
σ
v−q/2
[
ωr(f, v
−1, L2(R))
]q
dv
}1/q
.
If f ∈ Lipr(α), 1/q − 1/2 < α ≤ r, then
distq(f,B
2
σ) = O
(
σ−α−1/2+1/q
)
(σ →∞).
b) If f ∈W s,2(R) ∩ F s,2 for some s ∈ N0, then for each 0 ≤ k ≤ s and r ∈ N,
distq(f
(k), B2σ) ≤ cs,r,q
{∫ ∞
σ
v−q/2
[
ωr(f
(s), v−1, L2(R))
]q
dv
}1/q
= O(σ−α−s+k−1/2+1/q) (σ →∞),
the latter holding provided f (k) ∈ Lipr(α), 1/q − 1/2 < α ≤ r.
It should be noted that the integrals in a) and b) may be infinite although the
distances on the left-hand sides are finite. If, however, f satisfies a Lipschitz condition
of a certain order, then the integrals are finite, as seen above.
4.3. Distance of M2,1a -functions from B
2
σ
Next we consider distance estimates in the setting of the space M2,1a , introduced in
Section 3.5.
Proposition 4.3. a) If f ∈M2,1a , then
distq(f,B
2
σ) =
O(1), for q = 1,O(σ−1+1/q), for q ∈ (1, 2] (σ →∞).
20
b) Let r ∈ N and q ∈ [1, 2]. If f ∈W r,2(R) ∩ C(R) and f (r) ∈M2,1a , then
distq(f,B
2
σ) = O
(
σ−r−1+1/q
)
(σ →∞), (44)
and for 1 ≤ s ≤ r,
distq(f
(s), B2σ) =
O(1), if s = r = q = 1,O(σ−r−1+s+1/q), otherwise (σ →∞). (45)
Proof. What we want is an estimate of
distq(f,B
2
σ) =
{∫
|v|≥σ
∣∣f̂(v)∣∣q dv}1/q = { ∑
n∈Z\{−1,0}
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣qdv}1/q (46)
for σ ≥ 1 and h = σ−1.
Indeed, using Ho¨lder’s inequality with the exponents 2/(2− q) and 2/q, and then the
inequality
[∑ |an|α]1/α ≤ [∑ |an|β]1/β , 0 < β ≤ α < ∞, for α = q/2 and β = 1/2, we
find for q ∈ [1, 2) and 0 < h ≤ 1,{ ∑
n∈Z\{−1,0}
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣q dv}1/q
≤
{ ∑
n∈Z\{−1,0}
1
h1−q/2
{∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2dv}q/2}1/q
=
{ ∑
n∈Z\{−1,0}
{
1
h2/q−1
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}q/2}1/q
≤
∑
n∈Z\{−1,0}
{
1
h2/q−1
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2
= h1−1/q
∑
n∈Z\{−1,0}
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2. (47)
Trivially, this estimate extends to q = 2, and so it holds for all q ∈ [1, 2].
Under the hypothesis f ∈M2,1a we have that N (f) <∞ (cf. (38)), and we obtain{ ∑
n∈Z\{−1,0}
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣q dv}1/q ≤ h1−1/qN (f) (0 < h ≤ 1).
Now, if σ ≥ 1, then h may be chosen as σ−1, and doing so, we obtain from (46),
distq(f,B
2
σ) ≤ N (f)σ−1+1/q (σ ≥ 1),
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which is the conclusion of statement a).
Under the hypotheses of statement b), we have
f̂ (r)(v) = (iv)r f̂(v) a. e.;
see [3, p. 214, Proposition 5.2.19]. Hence f (r) ∈M2,1a implies
N (f (r)) = sup
0<h≤1
∑
n∈Z\{−1,0}
{
1
h
∫ (n+1)/h
n/h
∣∣vr f̂(v)∣∣2 dv}1/2 <∞. (48)
Now we note that for n ∈ Z \ {−1, 0}, we have∫ (n+1)/h
n/h
∣∣f̂(v)∣∣q dv ≤ hrq ∫ (n+1)/h
n/h
∣∣vr f̂(v)∣∣q dv .
Employing the estimate (47) with the role of f̂(v) taken by vr f̂(v), we obtain
{ ∑
n∈Z\{−1,0}
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣q dv}1/q
≤ hr+1−1/q
∑
n∈Z\{−1,0}
{
1
h
∫ (n+1)/h
n/h
∣∣vr f̂(v)∣∣2 dv}1/2.
The series on the right-hand can be estimated by (48), and we obtain (44) by choosing
h = σ−1 as in the first part of the proof.
Next we note that (48) implies that vsf̂(v) ∈ L1(R) for s = 1, . . . , r. Thus the distance
distq(f
(s), B2σ) is well defined. Furthermore we observe that, under the hypotheses of
(45), the derivative f (s) satisfies the hypothesis of statement a) when r = 1, and the
hypotheses of (44) with r replaced by r − s, when r ≥ 2. Hence (45) follows from the
preceding results.
Our results for the distance dist2(f,B
2
σ) in conjunction with Theorem 3.8 imply the
following inclusions. This theorem covers the most important theoretical results of our
paper.
Theorem 4.4. For r ∈ N and 1/2 < α < r we have
W r,2(R) ∩ C(R) $ {f ∈ L2(R) ∩C(R) : D{α}f ∈ L2(R)} (49)
= Hα2 ∩ C(R) $ Lipr(α) ∩C(R) $ H1/22 ∩M2,1a (50)
$M2,1a $
(
H
1/2
2 ∩ F 2
) ∪M2,1a $ Lipr ( 12 ) ∩ F 2. (51)
Proof. The equality between (49) and (50) is contained in Proposition 3.7. Hence the
strict inclusion in (49) follows by Proposition 3.13, and the first inclusion in (50) was
proved in Corollary 3.11.
22
As to the second inclusion in (50), choose β with 12 < β < α. Then by (26) and (43),
Lipr(α) ∩ C(R) ⊂ Hβ2 ∩C(R) ⊂M2,1a .
On the other hand, we have again by (26) that Lipr(α) ⊂ Lipr(12 ) ⊂ H1/22 . This yields
the second inclusion in (50), and the next two inclusions are obvious.
Since H
1/2
2 ⊂ Lipr(12 ) by Corollary 3.11, it remains to show thatM2,1a ⊂ Lipr(12 )∩F 2.
Here we use Proposition 4.3, showing f ∈M2,1a implies dist2(f,B2σ) = O(σ−1/2), and con-
clude by Theorem 3.8 (i)⇔ (ii) that this O-condition is equivalent to f ∈ Lipr(12 ). Note
that assertion (ii) of Theorem 3.8 can be expressed in terms of the distance functional
as dist2(f,B
2
σ) = O(σ−α). Further, we have M2,1a ⊂ F 2 in view of (43).
For the fact that the inclusions in (50) and (51) are strict, see Proposition 6.2 (i),
noting that lipr(α) ⊂ Lipr(α), as well as Propositions 6.7 b), 6.4, 6.5, 6.6.
It follows from Theorem 4.4 that f ∈ M2,1a implies f ∈ F 2. More generally, f (s) ∈
M2,1a implies f ∈ F s,2. The same holds with M2,1a replaced by Lipr(α) ∩ C(R) for any
α > 1/2.
Also by Theorem 4.4 we have that f ∈ M2,1a implies in particular f ∈ Lipr(12 ) and
hence ωr
(
f ; δ;L2(R)
)
= O(δ1/2) for δ → 0+. On the other hand, M2,1a is a proper
subspace of Lipr(
1
2 ), and one may ask, whether the order O(δ1/2) can be improved for
M2,1a -functions, i. e., can O(δ1/2) be replaced by o(δ1/2). The answer is no as will be
shown in the following proposition.
Proposition 4.5. There exists a function f ∈M2,1a such that ωr(f ; δ;L2(R)) 6= o
(
δ1/2
)
as δ → 0+, and also dist2(f,B2σ) 6= o
(
σ−1/2
)
as σ →∞.
Proof. See Section 6, after the proof of Proposition 6.4.
5. The extension of basic relations from B2
σ
to larger spaces
5.1. The classical sampling formula
The extension of the classical Whittaker-Kotel’nikov-Shannon sampling theorem (the
WKS, or the CSF in the terminology of [39]) to non-bandlimited functions, known for
some time now (see, e. g., [40, 41, 42], [43, Section 11.3], [44, Sections 3.5, 3.8]), reads:
Theorem 5.1. Let f ∈ F 2 ∩ S2h with h > 0. Then
f(t) =
∑
k∈Z
f(hk) sinc(h−1t− k) + (RWKSπ/h f)(t) (t ∈ R), (52)
where
(RWKSπ/h f)(t) =
1√
2π
∑
k∈Z
(
1− e−i2πkt/h
)∫ (2k+1)π/h
(2k−1)π/h
f̂(v) eivt dv . (53)
Furthermore,
∣∣(RWKSπ/h f)(t)∣∣ ≤√ 2π
∫
|v|≥π/h
∣∣f̂(v)∣∣ dv =√ 2
π
dist1(f,B
2
π/h). (54)
The sampling series converges absolutely and uniformly on R.
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Let us note that the error bound in (54) is sharp in the sense that there exists an
extremal function f and a point t ∈ R for which equality holds in (54). Such an extremal
is, e. g., given by sinc(2h−1t− 1). See [40], [44, p. 92], and for a more detailed discussion
of extremals [43, pp. 119–120].
If f ∈ B2σ for some σ ≤ π/h, then dist1(f,B2π/h) = 0 and so WKS is an immediate
corollary.
With the help of (54) and Proposition 4.3 b), we obtain the following rate of conver-
gence for the remainder.
Corollary 5.2. If f ∈ Wm,2(R) ∩ C(R) and f (m) ∈M2,1a for some m ∈ N, then∣∣(RWKSπ/h f)(t)∣∣ = O(hm) (h→ 0+).
5.2. Bernstein’s inequality
The aim of this section is to generalize the well-known Bernstein inequality for f ∈ B2σ,
namely,
‖f (s)‖L2(R) ≤ σs‖f‖L2(R) (s ∈ N;σ > 0) (55)
beyond bandlimited functions.
Theorem 5.3. Let f ∈W s,2(R) ∩ F s,2 for some s ∈ N. Then, for any σ > 0,
‖f (s)‖L2(R) ≤ σs‖f‖L2(R) + dist2(f (s), B2σ).
Proof. Define
f1(t) :=
1√
2π
∫
|v|≥σ
f̂(v)eitv dv
and f0 := f − f1. Then f0 ∈ B2σ, and so by Bernstein’s inequality (55)
‖f (s)0 ‖L2(R) ≤ σs‖f0‖L2(R) . (56)
Since
f
(s)
1 (t) =
1√
2π
∫
|v|≥σ
(iv)sf̂(v)eivt dt
by (6), then we have by the isometry of the Fourier transform in L2(R) and Proposi-
tion 4.1 b),
‖f (s)1 ‖L2(R) =
{∫
|v|≥σ
∣∣vsf̂(v)∣∣2 dv}1/2 = dist2(f (s), B2σ) . (57)
Again by the isometry∥∥f (s)∥∥2
L2(R)
=
∥∥(iv)sf̂(v)∥∥2
L2(R)
=
∫
|v|≤σ
∣∣vsf̂(v)∣∣2 dv + ∫
|v|≥σ
∣∣vsf̂(v)∣∣2 dv
=
∥∥∥f̂ (s)0 ∥∥∥2
L2(R)
+
∥∥∥f̂ (s)1 ∥∥∥2
L2(R)
=
∥∥f (s)0 ∥∥2L2(R) + ∥∥f (s)1 ∥∥2L2(R) ,
which gives ∥∥f (s)0 ∥∥L2(R) ≤ ∥∥f (s)∥∥L2(R) . (58)
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Now, combining (56)–(58), we conclude that
‖f (s)‖L2(R) ≤ ‖f (s)0 ‖L2(R) + ‖f (s)1 ‖L2(R) ≤ σs‖f‖L2(R) + dist2(f (s), B2σ)
as was to be shown.
Corollary 5.4. Let m, s ∈ N with m ≥ s and f ∈Wm,2(R) ∩ F s,2.
a) If f (m) ∈M2,1a , then
‖f (s)‖Lp(R) ≤ σs‖f‖Lp(R) +O(σ−1/2−m+s) (σ →∞).
b) If f (m) ∈ Hα2 , then for α > 0,
‖f (s)‖Lp(R) ≤ σs‖f‖Lp(R) + o(σ−α−m+s) (σ →∞).
When replacing the space M2,1a by H
1/2
2 , then the order O(σ−1/2−m+s) is improved
to o(σ−1/2−m+s). More generally, for α < 12 , the order in a) is better than the order in
b), whereas far α ≥ 1/2 the order in b) is better.
Proof. We only need an estimate for dist2(f
(s), B2σ). Part a) follows from Proposi-
tion 4.3 b) for q = 2 and r = m. For b) we rewrite Proposition 3.10 in terms of the
distance functional, namely,
f (m) ∈ Hα2 =⇒ dist2(f,B2σ) = o
(
σ−α−m
)
(σ →∞). (59)
Applying this implication to g = f (s) and replacing m by m− s yields
f (m) = g(m−s) ∈ Hα2 =⇒ dist2(f (s), B2σ) = dist2(g,B2σ) = o
(
σ−α−m+s
)
(σ →∞).
5.3. Nikol’ski˘ı’s inequality
Nikol’ski˘ı [8, pp. 123–124] proved:
Let f ∈ B2σ. Then for any h > 0,{
h
∑
k∈Z
|f(hk)|2
}1/2
≤ (1 + hσ)‖f‖L2(R). (60)
This result follows easily from Proposition 3.2 with the help of Bernstein’s inequality.
The extension to non-bandlimited functions is just the assertion of Proposition 3.2.
Combining now this proposition with Theorem 5.3, we obtain the following statements.
Theorem 5.5. Let f ∈W 1,2(R) ∩ F 1,2. Then, for any h > 0 and σ > 0, we have{
h
∑
k∈Z
|f(hk)|2
}1/2
≤ (1 + hσ)‖f‖L2(R) + h dist2(f ′, B2σ) .
With the help of Proposition 4.3, we obtain the following corollary.
25
Corollary 5.6. Let f ∈ Wm,2(R) ∩ F 1,2 for some m ∈ N.
a) If f (m) ∈M2,1a , then{
h
∑
k∈Z
|f(hk)|2
}1/2
≤ (1 + hσ)‖f‖L2(R) + hO(σ−m+1/2) (σ →∞).
b) If f (m) ∈ Hα2 , then for α > 0,{
h
∑
k∈Z
|f(hk)|2
}1/2
≤ (1 + hσ)‖f‖L2(R) + ho(σ−α−m+1) (σ →∞).
Comparing the orders in a) and b), one sees right off that for α ≥ 12 the order in b)
is better than in a) but for 0 < α < 12 it is weaker.
5.4. The reproducing kernel formula
The well known reproducing kernel formula in Bernstein spaces (see e. g. [39]) reads:
If f ∈ B2σ, then, for 0 < h ≤ π/σ,
f(z) =
1
h
∫
R
f(u) sinc(h−1(z − u)) du (z ∈ C). (61)
Its extension to non-bandlimited functions was first studied in [45], thus:
Theorem 5.7. Let f ∈ F 2 ∩ S2h for some h > 0. Then
f(t) =
1
h
∫
R
f(u) sinc(h−1(t− u))du+ (RRKFπ/hf)(t) (t ∈ R), (62)
where the remainder RRKFπ/hf is expressed in terms of the remainder R
WKS
π/h f for the ap-
proximate sampling formula (52) by
(RRKFπ/hf)(t) = (R
WKS
π/h f)(t)−
1
h
∫
R
(RWKSπ/h f)(u) sinc(h
−1(t− u)) du . (63)
Furthermore, ∣∣(RRKFπ/hf)(t)∣∣ ≤ 1√
2π
dist1(f,B
2
π/h). (64)
For the quite simple proof see [19]. Estimate (64) is sharp in the same sense as
explicated for (54). An extremal function is sinc(2h−1t).
Corollary 5.8. If f ∈ Wm,2(R) ∩ C(R) and f (m) ∈M2,1a for some m ∈ N, then
|(RRKFπ/hf)(t)| = O(hm) (h→ 0+).
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5.5. The general Parseval formula
The well-known Parseval formula for bandlimited functions f ∈ B2σ and h ∈ (0, π/σ],
stating that ∫
R
|f(u)|2 du = h
∑
k∈Z
|f(hk)|2 , (65)
is known to have the following generalization:
Let f, g ∈ B2σ. Then, for h ∈ (0, π/σ), we have∫
R
f(u)g(u)du = h
∑
k∈Z
f(hk)g(hk) .
An extension beyond bandlimited functions was established in [4, Theorem 1.1 (b)] and
was there called general Parseval decomposition formula. It may be stated and supple-
mented as follows.
Theorem 5.9. a) Let f ∈ F 2 ∩ S1h and g ∈ F 2. Then∫
R
f(u)g(u)du = h
∑
k∈Z
f(hk)g(hk) +RPDFπ/h(f, g) , (66)
where
RPDFπ/h(f, g) :=
∫
R
(RWKSπ/h f)(u)g(u)du− h
∑
k∈Z
f(hk)
1√
2π
∫
|v|≥π/h
ĝ(v) eihkv dv . (67)
b) Let f, g ∈W 1,2(R) ∩ F 1,2. Then for any h > 0 and a constant C independent of h,∣∣RPDFπ/h(f, g)∣∣ ≤ C h{dist2(f ′, B2π/h) + dist2(g′, B2π/h)
+ h dist2(f
′, B2π/h) dist2(g
′, B2π/h)
}
. (68)
For the proof, which depends on several preliminary estimates and is quite extensive,
the reader is referred to [19].
Concerning the orders for h→ 0+ in (68), one has as a result of the theory developed
in this paper:
Corollary 5.10. Let f ∈Wm,2(R) ∩ F 1,2 for some m ∈ N.
a) If f (m), g(m) ∈M2,1a , then∣∣(RPDFπ/hf)(t)∣∣ = O(hm+1/2) (h→ 0+).
b) If f (m), g(m) ∈ Hα2 , then for α > 0,∣∣(RPDFπ/hf)(t)∣∣ = o(hm+α) (h→ 0+).
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The proof is again based on Proposition 4.3 b) with q = 2 and s = 1.
Although we know that the estimates of Proposition 4.3 b) for the distance functionals
occurring on the left-hand side of (68) are best possible, it is still an open question
whether the order for RPDFπ/hf itself in Corollary 5.10 a) is best possible or if it can be
improved to o(hm+1/2). This is due to the inequality in (68). A counterexample with
functions f (m), g(m) ∈M2,1a with equality in (68) would answer this question.
The reader may ask why we do not have estimates for functions belonging to fractional
Sobolev spaces in Corollaries 5.2 and 5.8. This is due to the fact that the remainder terms
for the Whittaker-Kotel’nikov-Shannon sampling theorem in (54) and for the reproducing
kernel theorem in (64) are estimated by the distance functional dist1 with respect to
L1(R)-norm, whereas Corollaries 5.4, 5.6 and 5.10 are based on the estimate of the
distance functional dist2 with respect to L
2(R)-norm in Proposition 3.10, rewritten in
the form (59). Such an estimate is not available for dist1, since we have restricted the
theory of Riesz derivatives to L2(R). For Riesz derivatives in Lp(R), 1 ≤ p ≤ 2, see e. g.
[3, Chapter 11].
The applications considered in this section, such as the sampling theorem, Bern-
stein’s inequality, the reproducing kernel formula or Parseval’s formula, all in the case of
non-bandlimited functions, cannot be treated in the frame of the classical M2,1 space.
However, as seen above, they can be carried out in M2,1a .
The treatment of these applications in the more abstract setting of reproducing kernel
Hilbert spaces does not seem to be possible, but reproducing kernel theory in the setting
of Banach spaces, developed only in the last 20 years, could surly be a suitable tool (see
the overview in [45, Section 6] and the literature cited there).
We are of the firm opinion that in a generalization of the present L2(R) theory to
a Banach reproducing kernel setting, the arising adapted modulation space will render
possibly not only more theoretical but especially more practical applications, such as
those of the present paper, but in a general Banach space setting. The various inclusion
relations between Lipschitz and (fractional) Sobolev spaces should be of general interest
in functional analysis.
6. Counterexamples concerning the inclusions between various spaces
In order to show that certain inclusions of spaces are strict, we shall employ counter-
examples of the form
f(t) =
∞∑
n=1
an sinc
2(bnt) e
icnt.
By choosing the sequences (an)n∈N, (bn)n∈N and (cn)n∈N appropriately, we can design
functions with very particular properties.
For calculating the Fourier transform f̂ and its norms, we shall use the following
lemma which is easily verified; cf. [3, pp. 515–516, Table 1].
Lemma 6.1. For real numbers b > 0 and c, let ϕ(t) := sinc2(bt)eict. Then, defining
I := [c− 2πb, c+ 2πb], we have:
ϕ̂(v) =

1√
2π b
(
1− |v − c|
2πb
)
, v ∈ I,
0, v ∈ R \ I;
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∥∥ϕ̂∥∥
L1(R)
=
∥∥ϕ̂∥∥
L1(I)
=
√
2π;
∥∥ϕ̂∥∥
L2(R)
=
∥∥ϕ̂∥∥
L2(I)
=
√
2
3b
. (69)
Proposition 6.2. For γ > 1 and δ ≥ 0 let the function fγ,δ be given by
fγ,δ(t) :=
∞∑
n=2
1
nγ lnδ n
sinc2
(
t
2πn
)
ei(n+1/2)t. (70)
There holds
(i) fα+1,1/2 ∈
(
lipr(α) \Hα2
) ∩ C(R) (α > 0);
(ii) fα+1,0 ∈
(
Lipr(α) \ lipr(α)
) ∩ C(R) (α > 0);
(iii) fβ+1,0 ∈
(
Lipr(β) \ Lipr(α)
) ∩ C(R) (α > β > 0);
(iv) f3/2,1 ∈
(
F 2 ∩ S2h
) \M2,1 (h > 0).
Proof. First we note that fγ,δ ∈ C(R), in view of the uniform convergence of the series
(70). Next we show that the series converges also in L2(R)-norm. Defining
ϕn(t) := sinc
2
(
t
2πn
)
ei(n+1/2)t,
it follows by Lemma 6.1 that the support of ϕ̂n is the interval In := [n+
1
2− 1n , n+ 12+ 1n ],
and In1 ∩ In2 = ∅ when n1 and n2 are any two different integers greater than 1. This
yields, noting the right-hand equation in (69),
∫
R
ϕm(t)ϕn(t) dt =
∫
R
ϕ̂m(t)ϕ̂n(t) dt =

4πn
3
, m = n
0, m 6= n
(m,n ≥ 2).
Hence the sequence
(√
3/4πnϕn
)
n≥2
is an othonormal sequence in the Hilbert space
L2(R), and by the Riesz-Fischer theorem (cf. [46, p. 86]), a series
∑∞
n=2 an
√
3/4πnϕn
converges in L2(R) if and only if
∑∞
n=2 |an|2 < ∞. This implies that the series (70)
converges in L2(R), and, in particular, fγ,δ ∈ L2(R).
In view of the continuity of the Fourier transform we now have
f̂γ,δ(v) =
∞∑
n=2
1
nγ lnδ n
ϕ̂n(v),
and Lemma 6.1 easily yields
∥∥f̂γ,δ∥∥L1(R) ≤ √2π ∞∑
n=2
1
nγ lnδ n
<∞ (71)
and ∥∥f̂γ,δ∥∥2L2[n,n+1] =

4π
3
1
n2γ−1 ln2δ n
, n ≥ 2
0, n ≤ 1
(n ∈ Z). (72)
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For σ ≥ 3 and m ∈ N with m ≤ σ < m+ 1 we have∫ ∞
|v|≥σ
∣∣f̂γ,δ(v)∣∣2dv ≤ ∞∑
n=m
∥∥f̂γ,δ∥∥2L2[n,n+1] = 4π3
∞∑
n=m
1
n2γ−1 ln2δ n
≤ 4π
3 ln2δm
∫ ∞
m−1
du
u2γ−1
=
4π(m− 1)−2γ+2
3(2γ − 2) ln2δm ≤
4π(σ − 2)−2γ+2
3(2γ − 2) ln2δ(σ − 1) .
This shows that ∫ ∞
|v|≥σ
∣∣f̂γ,δ(v)∣∣2dv = O(σ−2γ+2 ln−2δ σ) (σ →∞). (73)
An estimate of this integral from below will be needed for δ = 0 only. If σ and m are
as above, then∫ ∞
|v|≥σ
∣∣f̂γ,0(v)∣∣2dv ≥ ∞∑
n=m+1
∥∥f̂γ,0∥∥2L2[n,n+1] = 4π3
∞∑
n=m+1
1
n2γ−1
(74)
≥ 4π
3
∫ ∞
m+2
du
u2γ−1
=
4π(m+ 2)−2γ+2
3(2γ − 2) ≥
4π(σ + 2)−2γ+2
3(2γ − 2) .
Now to the proof of assertions (i)–(iv).
(i): It follows from Theorem 3.9 and (73) that fα+1,1/2 ∈ lipr(α). On the other hand,
with the interval In as defined above, we have∫ ∞
−∞
|v|2α ∣∣ ̂fα+1,1/2(v)∣∣2dv = ∞∑
n=2
∫
In
|v|2α ∣∣ ̂fα+1,1/2(v)∣∣2dv
≥
∞∑
n=2
n2α
∥∥ ̂fα+1,1/2∥∥2L2[n,n+1] = 4π3
∞∑
n=2
1
n lnn
=∞,
which shows that fα+1,1/2 /∈ Hα2 .
(ii), (iii): This follows immediately from the estimates (73) and (74).
(iv): Equations (71) and (72) show that f3/2,1 ∈ F 2 \M2,1. Next, let h > 0 and let k be
any integer such that |k| > 80. Then
∣∣f(hk)∣∣ ≤ ∞∑
n=2
1
n3/2 lnn
sinc2
(
h |k|
2πn
)
,
and with the estimate
sinc2(t) ≤ min
{
1,
1
π2t2
}
(t ∈ R \ {0}),
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we find that
∣∣f(hk)∣∣ ≤ 4
h2k2
|k|∑
n=2
n1/2
lnn
+
∞∑
n=|k|+1
1
n3/2 lnn
≤ 4
h2 |k| max2≤n≤|k|
n1/2
lnn
+
1
ln |k|
∫ ∞
|k|
dx
x3/2
=
4
h2 |k|1/2 ln |k|
+
2
|k|1/2 ln |k|
= 2
(
1 +
2
h2
) 1
|k|1/2 ln |k|
,
where we have used that the maximum in the second inequality is attained at n = |k|
when |k| > 80, as can be verified by elementary calculus. Hence f ∈ S2h.
Proposition 6.3. Let
f(t) := sinc2
(
t
4π
) ∞∑
n=1
ei(2
n−1/2)t
n2
.
Then the following holds:
(i) f ∈M2,1 \M2,1a ;
(ii) dist2(f,B
2
σ) ≥
2
√
2π
3
( ln 2
3 lnσ
)3/2
(σ ≥ 2);
(iii) for r ∈ N and any α ∈ (0, r), we have f 6∈ Lipr(α).
Proof. Obviously f ∈ L2(R) ∩ C(R), and by Lemma 6.1 the Fourier transform of
ψn(t) := sinc
2
(
t
4π
)
ei(2
n−1/2)t (75)
has support
Jn := [2
n − 1, 2n] (76)
and ∥∥ψ̂n∥∥L2(Jn) = 2
√
2π
3
.
Therefore ∑
n∈Z
∥∥f̂ ∥∥
L2[n,n+1]
=
∞∑
n=1
1
n2
∥∥ψ̂n∥∥L2(Jn) = π23
√
2π
3
,
and so f ∈M2,1.
In order to show that f 6∈ M2,1a , it suffices to prove that the series Nh(f) of (40) is
not uniformly bounded for h ∈ (0, 1]. Indeed, replace h by hk := 2−k which lies in (0, 1]
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for each k ∈ N0. Then
Nhk(f) =
∞∑
n=1
{
2k
∫ (n+1)2k
n2k
∣∣f̂(v)∣∣2dv}1/2 ≥ 2k/2 ∞∑
n=k+1
{∫
Jn
1
n4
∣∣ψ̂n(v)∣∣2dv}1/2
=
√
2π
3
2k/2+1
∞∑
n=k+1
1
n2
≥
√
2π
3
2k/2+1
k + 1
.
Clearly, the right-hand side does not remain bounded for k ∈ N and so f 6∈ M2,1a . This
completes the proof of statement (i).
Next, given σ ≥ 2, we denote by kσ the uniquely determined integer such that
2kσ−1 − 1 < σ ≤ 2kσ − 1. (77)
Then (
dist2(f,B
2
σ)
)2
=
∫
|v|≥σ
∣∣f̂(v)∣∣2 dv ≥ ∞∑
n=kσ
1
n4
∥∥ψ̂n∥∥2L2(Jn)
=
8π
3
∞∑
n=kσ
1
n4
≥ 8π
3
∫ ∞
kσ
dx
x4
=
8π
9k3σ
. (78)
From the first inequality in (77) we deduce that
kσ <
ln(σ + 1) + ln 2
ln 2
≤ 3 lnσ
ln 2
for σ ≥ 2. Substituting this bound in (78), we obtain statement (ii).
Finally, statement (iii) follows from (ii) by means of Theorem 3.8.
Remark. In view of statement (ii) of Proposition 6.3 it should be observed that for a
function g ∈ M2,1 the convergence to zero of dist2(g,B2σ) as σ → ∞ can be arbitrarily
slow. For the construction of a function with a prescribed (slow) convergence rate, we
may simply modify the function f in Proposition 6.3 by replacing 2n in its definition by
a sufficiently fast increasing sequence of natural numbers mn.
The following two propositions will serve us for comparing H
1/2
2 with M
2,1
a .
Proposition 6.4. The function f , given by
f(t) := sinc2
( t
4π
) ∞∑
n=1
ei(2
n−1/2)t
2n/2
, (79)
belongs to M2,1a \H1/22 .
Proof. Let N ∈ N. Using the notation (75) and (76), we conclude that∫ 2N
0
|v| · ∣∣f̂(v)∣∣2 dv = N∑
n=1
1
2n
∫
Jn
|v| · ∣∣ψ̂n(v)∣∣2 dv
≥ 8π
3
N∑
n=1
2n − 1
2n
≥ 8π
3
(N − 1) −→∞ (N →∞),
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and so f /∈ H1/22 .
In order to prove that f ∈ M2,1a , it suffices to show that N (f) < ∞. First we note
that for h ∈ (0, 1] and n ≥ 1 the interval Hn := (n/h, (n+1)/h] can contain at most one
power of 2. Let n1 ≥ 1 be the smallest integer such that Hn1 contains a power of 2, say
2j1 ∈ Hn1 . Then 1/h < 2j1/n1 ≤ 2j1 and therefore
∞∑
n=1
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 ≤ ∞∑
j=j1
{
1
h2j
∫
Jj
∣∣ψ̂j(v)∣∣2 dv}1/2
≤
∞∑
j=j1
(
2j1
2j
· 8π
3
)1/2
=
4√
2− 1
√
π
3
independently of h. This completes the proof.
The function f defined in (79) above also enables us to prove Proposition 4.5.
Proof of Proposition 4.5. Since ωr(f ; δ;L
2(R)) = o
(
δ1/2
)
is equivalent to dist2(f,B
2
σ) =
o
(
σ−1/2
)
by Theorem 3.9, it is enough to prove the assertion concerning the modulus of
continuity.
Consider the function (79), which was shown to belong to M2,1a in Proposition 6.4.
Replacing h by hk := π2
−k with k ∈ N, we want to establish a lower bound for the
left-hand side of (24). With ψn and Jn as in the proof of Proposition 6.4, we find that
(
2
π
)2r ∫∣∣v∣∣≤π/hk
∣∣f̂(v)∣∣2(hkv)2rdv = ( 2
π
)2r ∫
|v|≤2k
∣∣f̂(v)∣∣2(π2−kv)2rdv
=
(
2
π
)2r k∑
n=1
π2r
22kr+n
∫
Jn
∣∣ψ̂n(v)∣∣2v2rdv ≥ 8π
3
· 1
22r(k−1)
k∑
n=1
1
2n
(2n − 1)2r
=
8π
3
· 1
22r(k−1)
k∑
n=1
2(2r−1)n
(
1− 1
2n
)2r
≥ 8π
3
· 1
22rk
k∑
n=1
2(2r−1)n
=
8π
3
· 2
2r−1
22rk
· 2
(2r−1)k − 1
22r−1 − 1 ≥
8π
3
· 1
2k
=
8
3
hk .
Now the left-hand side of (24) gives∥∥∆rhkf∥∥2L2(R) ≥ 83hk (k ∈ N).
This implies ωr(f ; δ;L
2(R)) 6= o(δ1/2).
In the next proposition, which concerns functions belonging to H
1/2
2 but not to M
2,1
a ,
it is just the exponent 3/4 of the logarithm in (80) that does the job.
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Proposition 6.5. The function f , given by
f(t) := sinc2
(
t
4π
) ∞∑
n=2
ei(n
2−1/2)t
n3/2 (lnn)3/4
, (80)
belongs to
(
H
1/2
2 ∩ F 2
) \M2,1a .
Proof. By Lemma 6.1 we have
∥∥f̂ ∥∥
L1(R)
=
√
2π
∞∑
n=2
1
n3/2 (lnn)3/4
<∞,
implying f ∈ F 2. Also by Lemma 6.1, the Fourier transform of
χn(t) := sinc
2
(
t
4π
)
ei(n
2−1/2)t
has support Kn := [n
2 − 1, n2] and ‖χ̂n‖L2(Kn) = 2
√
2π/3. Hence∫
R
|v| · ∣∣f̂(v)∣∣2 dv = ∞∑
n=2
1
n3(lnn)3/2
∫
Kn
v
∣∣χ̂n(v)∣∣2 dv
≤
∞∑
n=2
1
n(lnn)3/2
‖χ̂n‖2L2(Kn) =
8π
3
∞∑
n=2
1
n(lnn)3/2
<∞,
which shows that f ∈ H1/22 .
Now we show that f 6∈ M2,1a . Considering (40) for h = hk := k−2 with k ∈ N, we
have
Nhk(f) =
∞∑
n=1
{
k2
∫ (n+1)k2
nk2
∣∣f̂(v)∣∣2 dv}1/2. (81)
We shall show that the right-hand side approaches infinity as k →∞.
If µ ∈ N and
nk2 < µ2 ≤ (n+ 1)k2 , (82)
then Kµ ⊂ [nk2, (n+ 1)k2] and so
k2
∫
Kµ
∣∣f̂(v)∣∣2 dv = 8πk2
3µ3(lnµ)3/2
≥ 8π
3
· 1
(n+ 1)3/2k
[
ln
(
(n+ 1)1/2k
)]3/2 . (83)
A short reflection shows that there exist at least mn,k := (n+1)
1/2k−n1/2k−2 different
integers µ satisfying (82). If k > 12 and
1 ≤ n ≤ k
2
36
− 1, (84)
then
mn,k ≥ k
6(n+ 1)1/2
≥ 1 .
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With this estimate we obtain in view of (83),
k2
∫ (n+1)k2
nk2
∣∣f̂(v)∣∣2 dv ≥ 4π
9
· 1
(n+ 1)2
[
ln
(
(n+ 1)1/2k
)]3/2
for n satisfying (84). Thus, setting Nk :=
⌊
k2/36− 1⌋ and recalling (81), we have
Nhk(f) ≥
Nk∑
n=1
{
k2
∫ (n+1)k2
nk2
∣∣f̂(v)∣∣2 dv}1/2
≥ 2
√
π
3
Nk∑
n=1
1
(n+ 1)
[
ln
(
(n+ 1)1/2k
)]3/4 ≥ 2√π3
Nk+1∑
n=2
1
n
[
ln(nk)
]3/4
≥ 2
√
π
3
k
∫ k2/36
2
dx
kx
[
ln(kx)
]3/4 = 2√π3
∫ k3/36
2k
du
u[lnu]3/4
≥ 2
√
π
3
[
ln(2k)
]1/4 ∫ k3/36
2k
du
u lnu
=
2
√
π
3
[
ln(2k)
]1/4[
ln(lnu)
]u=k3/36
u=2k
.
The right-hand side approaches infinity as k →∞.
Next we compare H
1/2
2 ∪M2,1a with Lipr(12 ) ∩ F 2.
Proposition 6.6. The function f , given by
f(t) := sinc2
(
t
4π
) ∞∑
n=2
ei(n
2−1/2)t
n3/2
,
belongs to
(
Lipr(
1
2 ) ∩ F 2
) \ (H1/22 ∪M2,1a ).
Proof. The proof that f ∈ Lipr(12 ) ∩ F 2 is quite straightforward and may be left to the
reader. For showing that f 6∈ H1/22 ∪M2,1a one only needs slight modifications of the
previous proof.
For the following comparisons of spaces we use functions fγ ∈ L2(R), γ > 1/2, defined
via their Fourier transforms by
f̂γ(v) :=
{
0, |v| < 1,
|v|−γ , |v| ≥ 1.
.
Proposition 6.7. a) Let 0 < β < α and 1/2 + β < γ < 1/2 + α. Then, fγ belongs to
Hβ2 \Lipr(α). If, in addition, β ≥ 1/2, then there even holds fγ ∈
(
Hβ2 \Lipr(α)
)∩C(R).
b) Let α > 1/2 and 1 < γ < 1/2 + α. Then fγ ∈
(
H
1/2
2 ∩M2,1a
) \ Lipr(α).
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Proof. a) follows from the definition of Hβ2 and Theorem 3.8 (i)⇔ (ii). For the second
assertion in a), one has additionally to note that the fγ can be chosen as a continuous
function, since f̂γ ∈ L1(R) for γ > 1.
Concerning b), one uses part a) for β = 1/2 and the definition of M2,1a .
7. Appendix
In our joint paper [37], we had introduced the modified modulation space M2,1∗ , also
a subspace of the classical modulation space M2,1; see (31), (32). We defined M2,1∗ as
the set of all functions f ∈M2,1 such that the series
∑
n∈Z
1
h
{∫ n+1
n
∣∣∣f̂ ( v
h
)∣∣∣2 dv}1/2 =∑
n∈Z
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 <∞. (85)
converges uniformly with respect to h on bounded subintervals of (0,∞).
The connection between the three spaces M2,1, M2,1∗ and the readapted modulation
space M2,1a is given in the following proposition.
Proposition 7.1. We have M2,1∗ $M2,1a $M2,1 $ F 2 ∩ S2h for all h > 0.
Proof. Let f ∈ M2,1∗ . By the uniform convergence of the series (85) on bounded subin-
tervals of (0,∞), there exists an integer n0 > 1 such that
∑
n∈Z\N0
{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 ≤ ∥∥f̂ ∥∥
L2(R)
(86)
for all h ∈ (0, 1], where N0 := {−n0, . . . , n0 − 1}.
Now let n ∈ {1, . . . , n0 − 1} and define δ := n0h/n. If δ ≥ 1, then 1/h ≤ n0 and so{
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 ≤ n1/20 ∥∥f̂ ∥∥L2(R). (87)
If δ < 1, then {
1
h
∫ (n+1)/h
n/h
∣∣f̂(v)∣∣2 dv}1/2 = {n0
nδ
∫ n0/δ+1/h
n0/δ
∣∣f̂(v) ∣∣2 dv}1/2
≤ n1/20
∞∑
ℓ=n0
{
1
δ
∫ (ℓ+1)/δ
ℓ/δ
∣∣∣f̂(v)∣∣∣2 dv}1/2 ≤ n1/20 ∥∥f̂ ∥∥L2(R),
where we have used (86) with h replaced by δ in the last step. This is again the bound
(87). By proceeding analogously, we obtain the bound (87) for n ∈ {−n0, . . . ,−2} as
well. Combining (86) with the bounds for n ∈ N0 \ {−1, 0}, we find that
N (f) ≤
(
2n
3/2
0 − 2n1/20 + 1
)∥∥f̂ ∥∥
L2(R)
.
This shows that f ∈ M2,1a . Concerning the last two inclusion relations recall Proposi-
tion 3.16. For M2,1∗ 6= M2,1a see the counterexample in the following proposition.
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Proposition 7.2. The function f , given by
f(t) := sinc2
(
t
4π
) ∞∑
n=2
ei(n
2−1/2)t
n3/2 lnn
,
belongs to M2,1a \M2,1∗ .
Proof. By Lemma 6.1 the Fourier transform of
χn(t) := sinc
2
(
t
4π
)
ei(n
2−1/2)t
has support Kn := [n
2− 1, n2] and ‖χ̂n‖L2(Kn) = 2
√
2π/3. With this, we easily see that
f ∈M2,1.
For proving f ∈ M2,1a , we have to show that Nh(f), defined in (40), is bounded for
h ∈ (0, 1]. In the following considerations, the location of the intervals Kµ relative to the
intervals In,h := [n/h, (n+ 1)/h] is crucial.
Let µ be an integer such that µ2 ∈ In,h, that is,
n
h
≤ µ2 ≤ n+ 1
h
. (88)
Since √
n+ 1
h
−
√
n
h
<
1
2
√
nh
, (89)
the number of intervals Kµ such that Kµ ∩ In,h is of positive measure is less than
(2
√
nh)−1 + 1; in particular, if the right-hand side of (89) is less than 2, or equivalently,
nh >
1
16
, (90)
then (88) can hold for at most one integer µ.
Now, for given h ∈ (0, 1], let nh be the smallest integer greater than 1 that satisfies
(90) and define
fh(t) :=
nh∑
n=2
χn(t)
n3/2 lnn
.
Since Nh is a semi-norm on M2,1, we may use the triangular inequality to conclude that
Nh(f) ≤ Nh(fh) +
∞∑
n=nh+1
1
n3/2 lnn
Nh(χn).
Our next aim is to estimate the two terms on the right-hand side. If Kµ ∩ In,h is of
positive measure, then∫
Kµ∩In,h
∣∣f̂h(v)∣∣2dv ≤ ‖χ̂µ‖2L2(Kµ)
µ3 ln2 µ
=
8π
3µ3 ln2 µ
≤ 8π
3
(h
n
)3/2 1
ln2(
√
n/h)
.
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Thus, for n ∈ [2, nh], we have∫
In,h
∣∣f̂h(v)∣∣2dv ≤ ( 1
2
√
nh
+ 1
)8π
3
(h
n
)3/2 1
ln2(
√
n/h)
.
Noting that the support of f̂h is contained in [3, (nh+1)/h] and that h ≤ 1/nh, we obtain
Nh(fh) ≤
nh∑
n=2
{
1
h
∫
In,h
∣∣f̂h(v)∣∣2dv}1/2 ≤ 4√π nh∑
n=2
1
n ln(n/h)
≤ 4√π lnnh
ln(2/h)
.
Since nh ≤ 2 + 1/(16h), we find that the right-hand side is bounded for h ∈ (0, 1].
Now we estimate Nh(χn) for n > nh. Note that the interval Kn may either be a
subset of one of the intervals Iℓ,h or it may have a non-empty intersection with exactly
two consecutive intervals Iℓ,h and Iℓ+1,h. In any case, it can be verified that Nh(χn) ≤
4
√
π/(3h). Thus
∞∑
n=nh+1
1
n3/2 lnn
Nh(χn) ≤ 4
√
π
3h
∑
n=nh+1
1
n3/2 lnn
≤ 4
√
π
3h
1
lnnh
∫ ∞
nh
dx
x3/2
≤ 32
√
π
3
1
lnnh
≤ 32
ln 2
√
π
3
.
Altogether we have shown that sup0<h≤1Nh(f) <∞, which guarantees that f ∈M2,1a .
Next, assume towards a contradiction that f ∈M2,1∗ . Then the series (85) would con-
verge uniformly for h ∈ (0, 1]. In particular, there would exist an n0 ∈ N not depending
on h such that
∞∑
n=n0
{
1
h
∫
In,h
∣∣f̂(v)∣∣2 dv}1/2 <√π
3
(91)
for all h ∈ (0, 1]. We shall show that this is not possible.
Since √
n+ 1
h
−
√
n
h
>
1
2
√
(n+ 1)h
,
we conclude in view of (88) that for the number mn,h of intervals Kµ which are subsets
of In,h we have
mn,h ≥ 1
2
√
(n+ 1)h
− 1 (92)
provided that the right-hand side is greater than 1. Now let 0 < h < 116(n0+1) and define
Nh as the largest integer satisfying Nh <
1
16h − 1. Then for n ∈ [n0, Nh], we have∫
In,h
∣∣f̂(v)∣∣2dv ≥ mn,h 8π
3
( h
n+ 1
)3/2 1
ln2
(√
(n+ 1)/h)
) .
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Employing (92), we find that
Nh∑
n=n0
{
1
h
∫
In,h
∣∣f̂(v)∣∣2dv}1/2 ≥√8π
3
Nh∑
n=n0
1
(n+ 1) ln
(
(n+ 1)/h)
)
≥
√
8π
3
1
ln
(
(Nh + 1)/h)
) Nh∑
n=n0
1
n+ 1
.
The right-hand side approaches
√
2π/3 as h→ 0+. This contradicts (91).
8. A short biography of J. L. B. Cooper
Jacob Lionel Bakst Cooper, born on December 27, 1915 in Beaufort West, South
Africa, entered the South African College School in Cape Town in 1924. Upon his father’s
death his mother Franny (ne´e Bakst) moved there with Lionel and his younger sister,
Gladys, to live with her parents, her father being a rabbinical scholar and her mother
widely read. Perhaps his maternal grandparents laid the basis to his unique personality.
In this respect one of the authors (P. L. B.) in his address given on the occasion of the
funeral service of Lionel on August 14, 1979 said: “Cooper had a sharp intellect, always
interested in the basic assumptions of the problems studied. He was a scholar in the
old sense of the word, widely read, having brilliant ideas, an inspiration to those who
knew him. He did not seek the limelight, and was somewhat reserved in public. He
worked in a quiet way but still with great influence. He radiated authority in every
situation of life, an authority based on deep respect and justice. He had a healthy self-
confidence which allowed him to be composed; there was no rushing about him.” (See
[47] and www-history.mcs.st-and.ac.uk/Biographies/Cooper.html.). Alan Hill in
his tribute [48] writes that: “. . . when required he could be forcible—even fierce—in his
attitude . . . interested . . . in seeing that people were treated with decency and justice.”
Cooper entered the University of South Africa in 1932. In view of his broad and
great abilities he was encouraged to become a rabbi but studied instead mathematics
and physics, and received his B. Sc. in 1935. He was also active in student politics,
and held strong views against racism and Nazism. While still at school he joined the
Communist Party. He told one of his daughters that this was because he felt the major
injustice in South Africa was caused by the race laws, and only the communists were
fighting for a fair society for all races. However he never forgot his Jewish origins. Lionel
won numerous prizes, including one for pure mathematics, one for applied mathematics
and one for history.
In 1935 he came to England as a Rhodes scholar to study at Queen’s College, Ox-
ford. As the Cooper family reported, Lionel found the undergraduate syllabus at Oxford
behind that in Cape Town, certainly in analysis which he found trivial by comparison,
and probably in outlook. The emphasis was on geometry, but classical, and not that
developed in the late 19th and early 20th century. Lionel obtained his D. Phil. under
Edward Titchmarsh’s supervision in 1940 with the thesis “Theory and applications of
Fourier integrals”. There he was very lucky to have met Kathleen Dixon, who studied
history at Oxford. They were married 1940, and their four children, Barbara (MSc.from
Toronto), Frances (PhD. from Sussex), David (PhD. from Surrey), Deborah (PhD. from
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Swansea) all read mathematics. As to E.C. Titchmarsh, two of whose proofs play an
important role in our derivative-free error estimates, as observed, P. L. B. had the fortune
to attend his invited lecture at the IMC in Amsterdam 1954. Lionel wrote the obituary
address of his teacher Titchmarsh [49].
During the early years of WW II he worked in the aircraft industry at Bristol be-
fore joining Birkbeck College, London, in 1944 as Lecturer, becoming Reader in 1948.
Kathleen recalls Lionel enjoying collaborating in his early years with Hans Hamburger
(1889–1956), who was Lecturer at Southampton’s University College from 1941 to 1947
when he left for Turkey, before returning to Cologne in 1953.
In 1951 Lionel Cooper was appointed Professor of Mathematics and Head of Depart-
ment at University College, Cardiff, Wales. There he stayed until 1963. At Cardiff he first
had to put his whole energy into reorganizing and reorienting the Department. The ex-
isting courses in Pure Mathematics were decidedly antiquated; applied mathematics had
dominated the scene. He quickly brought about, almost single-handedly, a revolution in
pure mathematics, introducing a variety of forward-looking courses of high quality, with
functional analysis given prominence. He brought research to the forefront by giving
advanced courses and seminars, and adding new faculty members. The whole activity,
which had limited the time available for his own research, came to a break in 1954 when
he spent a year at Witwatersrand University. After spending the years 1964/65 at Cal-
tech and 1965–67 as Full Professor at the University of Toronto, he returned to England
in 1967 to become Head of mathematics at the newly constituted Chelsea College of
Science and Technology of the University of London. Kathleen also recalls that Lionel
initiated mathematical summer schools for sixth form pupils from inner city schools in
London in order to help them getting the grades for university as well as a feel for going
to university. In Cardiff he had already given courses for school teachers to activate them
in the dissemination of mathematics. He died on August 8, 1979 in London after a heart
operation.
Cooper’s research was on a wide range of different topics in mathematical analysis:
integral transform theory on the real line and on groups, functional analysis, operator
theory, essentially operators in Hilbert space, differential equations, and thermodynamics.
One of his chief tools was Fourier transform theory. Details are to be found in David
Edmunds’ obituary address [50] in which David treated Cooper’s work in Functional
Analysis and Differential Equations, B. Sz.-Nagy that in Operator Theory, Butzer and
R. J. Nessel that in Transform Theory, and J. Serrin that in Thermodynamics. All in all
Cooper wrote at least 50 mathematical papers in various journals throughout the world.
Of interest are two letters of Einstein dated 1949 addressed to Lionel which David
forwarded to the authors and which are replies to two letters by Lionel of October and
November of 1949. The first is a draft of his article [51]. The matter concerns the famous
Einstein-Podolky-Rosen (EPR) incompleteness argument in quantum theory, expounded
by the three authors in their paper of 1935. The physicist Max Jammer (1915–2010)
devotes some three pages of his excellent book [52] to the arguments presented by Lionel.
His many research students included E. Benham-Dehkordy (Iran), D. E. Davies (Farn-
borough), B. P. Duggal (Nairobi), Robert Edmund Edwards (Canberra), C. E. Finol
(Venezuela), G.G. Gould (Cardiff), Finbarr Holland (Cork), M.B. Sadiq (Iran), and
James D. Stewart (who sponsored the James Stewart Mathematics Centre at McMaster
University). David Eric Edmunds (Brighton), who received his PhD. under Rosa Morris
at Cardiff in 1955, reported that although he was not one of Lionel’s research students,
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Lionel had by far the strongest influence on him, and it is due to him that he became an
analyst, particularly in functional analysis and partial differential equations.
John Fournier (UBC, Vancouver) reported that Lionel, just before assuming his po-
sition at Toronto, taught that summer of 1964 a course on Fourier Analysis in Madison,
Wisconsin. He as well as Charles Dunkl and Alan Schwartz attended that course. He
further recalled that Walter Bloom, Garth Gaudry and John Price were students of
R. E. Edwards at Australian National University, thus academic grandsons of Lionel.
Jim Stewart and John Fournier were classmates as undergraduates at the University of
Toronto (1959–1963) and they wrote their amalgam paper [27] during Jim’s sabbatical
at UBC in 1983. Jim also reported that Lionel “was a lovely, gentle man, full of good
ideas, who died far too early”, and that after receiving his doctorate under Cooper at
Toronto in 1967 he spent two full years with him as a postdoctorate fellow at Chelsea
College as well as a sabbatical there in 1977.
When at Aachen we planned to write the book on semi-group operators with Hubert
Berens (1967) and on Fourier analysis and approximation with Rolf Nessel (1971) we
knew we could always turn to Lionel for help when we were stuck. His solution to a
specific problem always came quickly and he also gave us the so important necessary
confidence. Lionel came to the first Oberwolfach conference in approximation of 1963 (to
which he brought with him Kathleen and his four children, the youngest being four at
the time), as well as to the triennial conferences on approximation and operator theory
conducted by P.L.B. and B. Sz.-Nagy at Oberwolfach from 1968 to 1984.
But mathematics was by no means Cooper’s sole interest. While preparing a lecture
tour for P. L. B. to Britain in 1973, he asked him to bring along a certain book of poems
by R.M. Rilke—he had become fluent in German through his friendship with German-
Jewish refugees already in Cape Town. In fact, he also read or spoke French, Italian,
Africaans and Russian. He played tennis and loved to walk, especially in the Lake
District. He was a lover of music.
Acknowledgements
The authors are thankful to the referees for their constructive suggestions which were
taken into account. They led to a more elegant presentation of the paper. In particular,
the recommendation of using the theory of Besov spaces in Sections 3.4 and 3.5 resulted
in considerably shorter proofs of Theorem 3.8, Corollary 3.11 and the Proposition 3.13,
which is essentially known.
References
[1] H. G. Feichtinger, Modulation spaces on locally compact Abelian groups, Tech. rep., University of
Vienna, Vienna (1983).
[2] H. G. Feichtinger, Banach convolution algebras of Wiener type, in: B. Sz.-Nagy, J. Szabados (Eds.),
Functions, Series, Operators, Vol. I, North-Holland Publishing Co., Amsterdam, 1983, pp. 509–524.
[3] P. L. Butzer, R. J. Nessel, Fourier Analysis and Approximation, Academic Press, New York;
Birkha¨user Verlag, Basel, 1971.
[4] P. L. Butzer, A. Gessinger, The approximate sampling theorem, Poisson’s sum formula, a decom-
position theorem for Parseval’s equation and their interconnections, Ann. Numer. Math. 4 (1-4)
(1997) 143–160.
41
[5] P. L. Butzer, J. R. Higgins, R. L. Stens, Classical and approximate sampling theorems:
studies in the Lp(R) and the uniform norm, J. Approx. Theory 137 (2) (2005) 250–263.
doi:10.1016/j.jat.2005.07.011.
[6] P. L. Butzer, W. Splettsto¨ßer, R. L. Stens, The sampling theorem and linear prediction in signal
analysis, Jahresber. Deutsch. Math.-Verein. 90 (1) (1988) 1–70.
[7] P. L. Butzer, G. Schmeisser, R. L. Stens, Shannon’s sampling theorem for bandlimited signals and
their Hilbert transform, Boas-type formulae for higher order derivatives—the aliasing error involved
by their extensions from bandlimited to non-bandlimited signals, Entropy 14 (11) (2012) 2192–2226.
doi:10.3390/e14112192.
[8] S. M. Nikol’ski˘i, Approximation of Functions of Several Variables and Imbedding Theorems,
Springer-Verlag, New York, 1975.
[9] F. Riesz, Sur la formule d’inversion de Fourier, Acta Litt. Sci. Szeged 3 (1927) 235–241.
[10] A. Marchaud, Sur les de´rive´es et sur les diffe´rences des fonctions de variables re´elles, J. Math. Pures
Appl. (9) 6 (1927) 337–425.
[11] S. G. Samko, Hypersingular Integrals and their Applications, Taylor & Francis, Ltd., London, 2002.
[12] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional Integrals and Derivatives: Theory and
Applications, Gordon and Breach Science Publishers, Yverdon, 1993.
[13] K. Runovski, H.-J. Schmeisser, General moduli of smoothness and approximation by fam-
ilies of linear polynomial operators, in: A. Zayed, G. Schmeisser (Eds.), New Perspec-
tives on Approximation and Sampling Theory, Birkha¨user Verlag, Basel, 2014, pp. 269–298.
doi:10.1007/978-3-319-08801-3.
[14] D. E. Edmunds, W. D. Evans, Spectral Theory and Differential Operators, Clarendon Press, Oxford,
1987.
[15] R. A. Adams, J. J. F. Fournier, Sobolev Spaces, 2nd Edition, Elsevier Science/Academic Press,
Amsterdam, 2003.
[16] R. A. DeVore, G. G. Lorentz, Constructive Approximation, Springer-Verlag, Berlin, 1993.
doi:10.1007/978-3-662-02888-9.
[17] H. Triebel, Theory of function spaces. II, Vol. 84 of Monographs in Mathematics, Birkha¨user Verlag,
Basel, 1992. doi:10.1007/978-3-0346-0419-2 .
[18] J. Bergh, J. Lo¨fstro¨m, Interpolation Spaces. An Introduction, Springer-Verlag, Berlin-New York,
1976.
[19] P. L. Butzer, G. Schmeisser, R. L. Stens, Basic relations valid for the Bernstein space Bpσ and their
extensions to functions from larger spaces with error estimates in terms of their distances from Bpσ ,
J. Fourier Anal. Appl. 19 (2) (2013) 333–375. doi:10.1007/s00041-013-9263-8.
[20] E. C. Titchmarsh, Introduction to the Theory of Fourier Integrals, 2nd Edition, Clarendon Press,
Oxford, 1948.
[21] E. C. Titchmarsh, A note on Fourier transforms, J. London Math. Soc. S1-2 (3) (1927) 148.
doi:10.1112/jlms/s1-2.3.148.
[22] J. Toft, Continuity properties for modulation spaces, with applications to pseudo-differential calcu-
lus. I, J. Funct. Anal. 207 (2) (2004) 399–429. doi:10.1016/j.jfa.2003.10.003 .
[23] N. Wiener, Tauberian theorems, Ann. of Math. (2) 33 (1) (1932) 1–100. doi:10.2307/1968102.
[24] F. Holland, Square-summable positive-definite functions on the real line, in: P. L. Butzer, B. Sz.-
Nagy (Eds.), Linear Operators and Approximation, II, Birkha¨user Verlag, Basel, 1974, pp. 247–257.
[25] F. Holland, Harmonic analysis on amalgams of Lp and lq, J. London Math. Soc. (2) 10 (1975)
295–305.
[26] J. L. B. Cooper, Positive definite functions of a real variable, Proc. London Math. Soc. (3) 10 (1960)
53–66.
[27] J. J. F. Fournier, J. Stewart, Amalgams of Lp and lq, Bull. Amer. Math. Soc. (N.S.) 13 (1) (1985)
1–21. doi:10.1090/S0273-0979-1985-15350-9.
[28] J. Stewart, Fourier transforms of unbounded measures, Canad. J. Math. 31 (6) (1979) 1281–1292.
doi:10.4153/CJM-1979-106-4.
[29] H. G. Feichtinger, F. Weisz, Gabor analysis on Wiener amalgams, Sampl. Theory Signal Image
Process. 6 (2) (2007) 129–150.
[30] M. Sugimoto, N. Tomita, The dilation property of modulation spaces and their inclusion relation
with Besov spaces, J. Funct. Anal. 248 (1) (2007) 79–106. doi:10.1016/j.jfa.2007.03.015.
[31] E. Cordero, K. A. Okoudjou, Dilation properties for weighted modulation spaces, J. Funct. Spaces
Appl. (2012) Art. ID 145491, 29 pp.doi:10.1155/2012/145491.
[32] H. Triebel, Modulation spaces on the Euclidean n-space, Z. Anal. Anwendungen 2 (5) (1983) 443–
457.
42
[33] K. Gro¨chenig, Foundations of Time-Frequency Analysis, Birkha¨user Boston, Inc., Boston, MA,
2001. doi:10.1007/978-1-4612-0003-1.
[34] H. G. Feichtinger, Modulation spaces: looking back and ahead, Sampl. Theory Signal Image Process.
5 (2) (2006) 109–140.
[35] H. G. Feichtinger, Banach spaces of distributions of Wiener’s type and interpolation, in: P. L.
Butzer, B. Sz.-Nagy, E. Go¨rlich (Eds.), Functional Analysis and Approximation, Birkha¨user Verlag,
Basel, 1981, pp. 153–165.
[36] B. Wang, H. Hudzik, The global Cauchy problem for the NLS and NLKG with small rough data,
J. Differential Equations 232 (1) (2007) 36–73. doi:10.1016/j.jde.2006.09.004.
[37] P. L. Butzer, G. Schmeisser, R. L. Stens, Basic relations valid for the Bernstein spaces B2
σ
and
their extensions to larger function spaces via a unified distance concept, in: H. Hudzik, G. Lewicki,
J. Musielak, M. Nowak, L. Skrzypczak, M. Wis la (Eds.), Function Spaces X, Vol. 102 of Banach
Center Publications, Polish Academy of Sciences, Institute of Mathematics, Warsaw, 2014, pp.
41–55.
[38] H. L. Royden, Real Analysis, 2nd Edition, The Macmillan Co.; London: Collier-Macmillan Ltd.,
New York, 1968.
[39] P. L. Butzer, P. J. S. G. Ferreira, J. R. Higgins, G. Schmeisser, R. L. Stens, The sampling theorem,
Poisson’s summation formula, general Parseval formula, reproducing kernel formula and the Paley-
Wiener theorem for bandlimited signals — their interconnections, Appl. Anal. 90 (3–4) (2011)
431–461. doi:10.1080/00036811003627567 .
[40] J. L. Brown, Jr., On the error in reconstructing a non-bandlimited function by means of the bandpass
sampling theorem, J. Math. Anal. Appl. 18 (1) (1967) 75–84. doi:10.1016/0022-247X(67)90183-7 .
[41] J. L. Brown, Jr., Erratum to: “On the error in reconstructing a nonbandlimited func-
tion by means of the bandpass sampling theorem”, J. Math. Anal. Appl. 21 (1968) 699.
doi:10.1016/0022-247X(68)90271-0.
[42] P. Weiss, An estimate of the error arising from misapplication of the sampling theorem, Notices
Amer. Math. Soc. 10 (1963) 351, Abstract No. 601–54.
[43] J. R. Higgins, Sampling Theory in Fourier and Signal Analysis, Clarendon Press, Oxford, 1996.
[44] A. I. Zayed, Advances in Shannon’s Sampling Theory, CRC Press, Boca Raton, FL, 1993.
[45] P. L. Butzer, M. M. Dodson, P. J. S. G. Ferreira, J. R. Higgins, G. Schmeisser, R. L. Stens, Seven
pivotal theorems of Fourier analysis, signal analysis, numerical analysis and number theory: their
interconnections, Bull. Math. Sci. 4 (3) (2014) 481–525. doi:10.1007/s13373-014-0057-3.
[46] A. E. Taylor, D. C. Lay, Introduction to Functional Analysis, 2nd Edition, John Wiley & Sons,
New York, 1980.
[47] P. L. Butzer, Jacob Lionel Bakst Cooper – in memoriam, in: P. L. Butzer, B. Sz.-Nagy, E. Go¨rlich
(Eds.), Functional Analysis and Approximation, Birkha¨user Verlag, Basel, 1981, pp. 19–23.
[48] A. J. W. Hill, A testimony from a friend, in: P. L. Butzer, B. Sz.-Nagy, E. Go¨rlich (Eds.), Functional
Analysis and Approximation, Birkha¨user Verlag, Basel, 1981, pp. 25–26.
[49] J. L. B. Cooper, Prof. E. C. Titchmarsh, F. R. S., Nature 198 (1963) 1039.
[50] D. E. Edmunds, Jacob Lionel Bakst Cooper, Bull. London Math. Soc. 13 (5) (1981) 429–450
(1 plate). doi:10.1112/blms/13.5.429.
[51] J. L. B. Cooper, The paradox of separated systems in quantum theory, Proc. Cambridge Philos.
Soc. 46 (1950) 620–625.
[52] M. Jammer, The Philosophy of Quantum Mechanics: The Interpretations of Quantum Mechanics
in Historical Perspective, John Wiley & Sons, New York, 1974.
43
