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In this paper we consider an &-like problem on a finite horizon. We consider 
problems involving nonzero initial conditions and a criterion for the evaluation of 
the performance is given in such cases. The finite horizon performance is useful in 
computing the infinite horizon performance as the tinal time becomes large. Also, 
a novel feature is the derivation of a formula for performance variation of the 
controller in terms of variations in the system matrices. 1: 1992 Academic Press, Inc. 
1. INTRODUCTION 
There are several recent papers attacking the H, problem from a state 
space point of view and all of these obtain a characterization of suboptimal 
output-feedback controllers [l-5]. The suboptimal controller is usually 
obtained by solving two Riccati equations. There are also finite interval 
versions of these solutions and extensions have been made to the linear 
time-varying case as well [4,5]. The state space approach has yielded new 
insights into the features of the H, controller, and one of these is the 
separation of the control problem into a full state feedback design and an 
observer design. 
In a different approach taken by this author [6-83, a measure of perfor- 
mance is computed for a given controller and nonlinear programming algo- 
rithms are utilized to find a controller that optimizes the performance. This 
approach is suitable for extending the methodology to solve problems 
involving convex functionals [9]. We have also applied the methodology 
to solve model reduction problems [lo]. One of the main advantages of 
this approach is the quantification of variation in performance when 
uncertainties are present in the system matrices. However, it is tedious to 
compute the optimal controller in this case because it requires several 
iterations. 
The main contribution of the present paper is a criterion for the evalua- 
tion of the infimal H, norm in the finite interval case. We employ a new 
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approach by considering the underlying minimax problem and treating the 
adjoint variables associated with the maximization problem as state 
variables for the minimization problem. The case of nonzero initial states 
is treated and the associated performance index is computed as the least 
positive value for which a certain boundary value problem has a nontrivial 
solution. An important by-product of the approach is a formula for the 
variation of performance in terms of variations in the system matrices. 
These variations in performance are useful in evaluating the robustness of 
the controller. 
2. PROBLEM FORMULATION 
The linear time-varying system is given by 
.t=A(t)x+ B,(t)u+ B2(f)o, -4to) =x0, (1) 
z=C(t)x+D(t)u, (2) 
where x, u, v, and z represent the state vector, the control vector, the 
exogenous input vector, and the vector to be controlled, respectively. We 
assume that all the matrices are continuous on [to, r], where T is the final 
time. We consider the minimax problem 
min max 
;xo*s, x0 + j ; iv*(t) R(t) o(t) dc 
Lxo.v)#O u J;+*(t) W(t) z(t) dt ’ 
where R(t) and IV(t) are continuous positive definite matrices and the 
superscript * denotes matrix or vector transpose. Also S, is a constant 
positive definite matrix. The above problem is related to the H, problem 
since the functional in (3) represents the ratio of exogenous signal energy 
to the error energy. We consider two separate problems, one in which 
x0 = 0, and the other in which x0 # 0. If x0 # 0, the minimization part of (3) 
will be over the pair (x0, v). If x0 = 0, the minimization will be over all 
v # 0. This will become clear in the proof of Theorem 2. Also, the solution 
procedure given in the following sections can be easily extended to the case 
where (2) is of the form z=C(t)x+D(t)u+E(t)v. We assume that 
u E L, (to, T), u E Lz(t,, T), and the value of (3) is strictly positive. 
3. OPTIMAL SOLUTIONS 
Let 
J(u, u) = 
$xo*s, x0 + J r’o iv*(t) R(t) v(t) dt 
j; $z*(t) W(t)z(t) dt . 
(4) 
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Using (2), we can write (4) as 
$xo*s,x, + jz; $I*@) R(t) u(t) dt 
J(uy “=f; (~x*~lx+x*~,u+fu*W,u} dt’ (5) 
Note that the weighting matrices W,, W,, and W, are time-varying. 
We will first maximize (4) over u for any given o(t) f 0. Thus we need 
to minimize 
s 7{f~*~1~+~*WZu+fu*W~u} dt 10 (6) 
over u assuming that u(t) is given. By the assumptions of Section 2, there 
exists a unique optimal controller (see [ 11, p. 1901). From the maximum 
principle [ 111, which in this case is also a sufficient condition for 
optimality, the Hamiltonian is given by 
H= -{~x*W,x+x*W,u+~u*W,u} 
+Il/*{A(t)x+B,(t)u+B*(t)u}, (7) 
where the adjoint variable $ satisfies 
d$ aH -=--= 
dt ax W,x+ W,u- A*$, (8) 
with 
x(to) = x0, I(/(T)=O. (9) 
Also, setting aH/ih = 0 and assuming that W, is invertible for all 
tE [to, Tl, 
Let 
u = W;‘(B,*$ - W,*x). (10) 
b=B W-‘B* 
1 3 I’ 
6= w,- w,w,‘w:. 
Thus we have 
(;)=(; -;*)(;)+(;)I;, 
(11) 
(12) 
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with 
Let 
and 
X(fo) =x0, $(T)=O. 
N= 
(13) 
(14) 
(15) 
(16) 
By (10) the denominator of (5) can be put in the form ii*@, where Q(t) 
is symmetric and positive semi-definite. The system given by (12) can be 
written as 
with 
)i + N(t)u, (17) [=M(l 
x(to) =x0, $(T)=O, (18) 
and u needs to be selected to minimize the cost 
fx&S,x,+j& 411*(t) R(t) u(t) dt 
j; ii*(t) Q(t) i(f) dt (19) 
The problem now is of the form treated in [ 12-163. Existence results for 
the minimum value of (19) are given in [15, 161 for the case ((to) = 0. 
These results can easily be extended to the present case. 
We now state the conditions that are satisfied by an optimal u(t). 
THEOREM 1. Consider the system given by (17)-( 19). If uo(t) minimizes 
(19), then there exists a nonzero q(t) = (p*(t) q*(t)) such that 
(20) 
where p(t) and q(t) are components of the adjoint vector corresponding to 
x(t) and t+b(t), respectiuely, such that 
x(to) =x0, II/(T)=O, 
P(T) =O, dto) = 0, 
(21) 
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and 
v,,(t)= Rmm’N*r/. 
Zf in addition x0 # 0, p( to) = S, x( to). 
ProoJ If v,(t) minimizes (19) then it also minimizes 
J(v)&$x,*S,x,+ [“jr;*RvdtA. [‘$i*Q[dt. 
(22) 
(23) 
(24) 
By the maximum principle [ 111, there exists an adjoint reponse q(t) such 
that the Hamiltonian 
H(g,i,v)= -&I*Rv+~~[*Q[+~*{M(+Nv} (25) 
is maximized almost everywhere on [to, T] by u,(t). Satisfaction of 
aH/dv = 0 yields 
v,(t)=R-‘N*q. (26) 
The adjoint variable q satisfies 
dq i?H 
z-z- - - M*rj - AQ[. (2.7) 
By the transversality conditions, we obtain the boundary conditions. i 
Thus we have a two point boundary value problem given by 
M 
-IQ (28 1 
with 
X(43) = .h, ti(T)=O, 
P(T)=& 4(to) = 0, (29) 
P(t”) = S,dt,) if x, # 0. 
We now give a criterion for the estimation of 2. Note that 
i. = min. max, J(u, v) and gives a measure of performance of the optimal 
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controller under worst-case conditions corresponding to o,(t). In the H, 
case, the evaluation of ,I would entail the y-iteration. 
THEOREM 2. Let 1 he the smallest positive value j‘or which the boundary 
value problem given by (28) and (29) has a solution ([, q) with 
j; i[*Q[ dt > 0. Th en A is the minimum value qf (19) (i, q) is an optimal 
pair and v 2 R- ‘N*q is the worst exogenous input. 
ProoJ It is clear from Theorem 1 that if v,(t) minimizes (19) then it 
satisfies (28) and (29) with E, being the minimum value of (19). Now 
suppose ([, q) satisfies (28) and (29) for some A. Let u = R-‘N*q. 
We have 
‘I 
x,*s, xg + !“7’v*Rvdt=x,$p(t,)+!” (R ‘N*q, N*r/)dt 
Nl Ill 
= x$p(t,)+/r(NR-‘N*tl, r dt 
fiJ 
Integrating the first integral in (30) by parts and making use of (29), we 
obtain 
(31) 
Thus, the cost associated with v is Iti, provided that the right side of (31) 
is nonzero. Hence, if (i, r]) # 0 is a solution of the boundary value problem 
given by (28) and (29) for the smallest parameter 3. > 0 with 1; [*Q[ dt > 0, 
then /z is the optimal value and ([, 17) is an optimal pair. 1 
Note that the boundary value problem (28)-(29) has a solution with a 
nonvanishing denominator for (19) for at most a countably infinite values 
of ;1. Theorem 2 gives a sufficient condition for an exogenous input to be 
optimal. Thus, Theorems 1 and 2 give a complete characterization of the 
worst-case exogeneous input. 
4. COMPUTATION OF 1 
In this section, we consider the boundary value problem given by (28) 
and (29) assuming that x(t,) # 0. Analogous theory can be developed in 
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case x,, = 0. Making use of the transition matrix, the solution of (28) can 
be expressed as 
x(t) 
*(t) 
i ii 
dll(4 to) 412(t, to) c43(t, to) 414(t, to) 
421(t, to) 422(6 to) 423(4 to) 424(4 to) 
P(f) = 43*(4 to) 432(f> to) 433th to) 434th to) 
4(t) 441(f> to) 442(f, to) 443(4 to) 444(4 to) 
The boundary conditions given by (29) yield 
42,(K to) + d*3(T to) s, d22(TT to) 
>( > 
x(to) =o, 
43,(T to)+433(K to) s, 432(T> to) $(to) 
Let 
(33) 
(34) 
In view of (33) and (28)-(29) we have det($(T, to)) =0 if and only if the 
solution ([, q) of (28)-(29) is not identically zero. Thus, we need the least 
positive A which makes det(&T, to)) =0 and the denominator of (19) 
positive. This can be obtained by doing a search with 1, over an interval on 
which there is a change in the sign of the determinant. 
We found the following algorithm to be numerically more stable since 
numbers of lesser magnitude are involved in the computation of the transi- 
tion matrices in (35). We have 
Let 
and 
v12 VI3 
. 
(35) 
(36) 
(37) 
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Making use of p( to) = Si x(r,), q( to) = $(T) = p(T) = 0, we have 
pi ;iJ (3 = (ijlg s) (;)::))). 
The above equation has a nontrivial solution if and only if 
(38) 
(39) 
Thus, we need the least positive 1, which makes the above determinant 
zero. 
5. PERFORMANCE ROBUSTNESS 
In this section we develop a formula for the variation of 1 when there are 
parameter variations in the system matrices. Note that this expression for 
variation in A takes into account the corresponding variations in the 
optimal controller and the worst-exogenous input. Usually when a con- 
troller is synthesized with respect o the nominal values of system matrices, 
its gains do not change with parameter variations. Hence, later on in this 
section we will derive an expression for the variation in 1 assuming that 
there is no variation of the control gain matrix. 
For this consider (1) and (2). Let p denote the variation in A for elemen- 
tal variations 6A, 6B,, dB,, SC, and 6D in the matrices A, B,, B,, C, and 
D. From Eqs. (28) and (29) of Section 3, we have the following boundary 
value problem given by 
i:=hf[+NR-‘~*~, (40) 
rj= -AQ[-M*v], (41) 
with 
x(to) =x0, $(T)=O, 
P(T)=& dfo) = 03 (42) 
Idto) = S,x(to) if x0 # 0. 
To simplify the derivation, let 6A4, SN, and SQ be the variations in M, N, 
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and Q owing to the variations 6A, 6B,, 6B,, K’, and 6D. We now derive 
an expression for p in terms of the variations 6M, SN, and SQ. 
Let i, and 7, represent variations in { and r] owing to 6M, SN, and SQ. 
Let the corresponding variation in ,! be denoted by p. We have the set of 
equations that are satisfied by [, and v] 1, 
i;,=M5,+NR~‘N*q,+6Mi+(6NR~‘N*+NR~’6N*)~, (43) 
iI=-3.Q5,-M*~,-(E~sQ+~Q)i-6M*~, (44) 
with 
x,(to) = -YlO, $,(T)=O, 
P,(T)=& 41(fo)=Q (45) 
PI (to) = s1 XI0 if x0 # 0. 
Note that the subscript 1 of a variable in (45) denotes the corresponding 
variation of that variable. 
THEOREM 3. The variation p in performance is given b> 
P= 
-~;{~i*8Qi+21*6M*q+q*@NR ‘N*+NRP’6N*)q}dt 
j;t*Ql dt 
(46) 
Proof From (44), we obtain 
= - = {i[*Qi, + i*M* 
s 
‘II+ i*(A SQ + PQ) i + i* dM*ul) dt. (47) 
Integratinlthe left side of (47) by parts and making use of (40) and (45) 
we obtain 
=ijT[*Q~,dt+jT[*(i6Q+pQ)[dt+jr~*&W*qdt. (48) 
10 f0 10 
By (41), the first integral on the right side of (48) is written as 
(49) 
WORST-CASE OPTIMAL CONTROL 457 
An integration by parts and Eqs. (43) and (45) yield 
Aj”T[*Q[, dt=x&S,x,,+lT 
10 10 
4*NR-‘N*~,dt+Sr~*6Midt 
10 
Substituting (50) in (48) and simplifying, we obtain (46). m 
Since ,U given by (46) is linear in the elemental variations 6A, JB,, 6B,, 
SC, and 6D, the worst degradation in performance can be easily obtained 
once the range of uncertainty of the parameters is known. 
Now we consider the general case where x0 #O. The expressions to be 
derived are valid in the case where x,, = 0. Assume that the state feedback 
controller is determined by the nominal system matrices and is fixed. We 
derive a formula for the variation of the performance index under these 
conditions. From this expression we can obtain an idea of the degradation 
in performance owing to parameter variations. The controller is assumed to 
be 
24= K(t) x, (51) 
where K(t) is fixed. Let 2 = A + B, K and m= (C + DK)* W(C + DK). 
Equation (1) can be written as 
i = A(t) + B*(t) u, (52) 
with v chosen to minimize 
(53) 
Let 
;i=min 
;x&Slx, + Jf $*Rv dt 
Li jffx*i?‘xdt ’ 
(54) 
The above minimization problem yields the two-point boundary value 
problem 
‘2 B,R-‘B; x 
-xw >( > .-‘q* p ’ 
(55) 
x(h) = 0, B(to) =s, x0, B(T)=O, (56) 
409/171/2-11 
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where fi is the adjoint variable and the worst exogenous input v = Rp ‘Bf fl. 
Let B=B R-‘B*. 
Let bA”,‘b& anh SI@ be the variations in 2, B, and ti corresponding to 
6A, 6B,, 6B2, 6C, and 6D. Note that since K(t) is fixed, 6A” = 6A + 6B, K. 
Let the variation in I be denoted by fi. Utilizing a similar analysis as in the 
derivation of (46), we can obtain 
Since /2 is linear in the variations, the worst degradation in the perfor- 
mance of the controller can be easily computed. The worst value of h gives 
an idea of the measure of performance robustness of the controller. 
6. AN EXAMPLE 
In order to illustrate the basic theory, we will work out a simple 
example. The system is described by the equation 
i=-x+u+v, x(0) = x0 # 0, (58) 
and the objective is to choose u and v such that 
ix; + I:, iv’ dt 
men m,ax j:, 4(x’+ u2) dt (59) 
is attained. 
First, minimizing jh 1(x’ + u’) dt over u(t) for a given v(t), we obtain 
(5)=(-i ;)(;)+(;)v, (f-50) 
u=$, (61) 
40) =x0, *(l)=o, (62) 
where $ is the adjoint variable. Now we need to choose v to minimize 
(63) 
Let 2 be the minimum value of (63). Denoting the adjoint variables 
associated with x and II/ by 9’ and q2, respectively, we obtain 
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4’ z- - -P.x+q’-q2, 
dv2 Tt- - -;I*-v]‘-q2, 
t?‘(O) =x0, Y2(0) = 0, s’(l)=& 
Zl=q’. 
(64) 
(65) 
(66) 
(67) 
(68) 
x(0) = xg, *cl)=& rll(0)=-% v2(0) = 0, $(l)=O. (69) 
According to the theory of Section 3, 2 is the least positive value for which 
the boundary value problem (68 t(69) has a nonzero solution. 
Let 4 be the transition matrix of the system given by (68) at t = 1. 
Solving (68) and employing the boundary conditions at t = 1, we obtain 
where 
(70) 
(71) 
Thus, we need the first positive i which makes det(F(I)) = 0. This value of 
i is 2. It can be easily shown that with the initial condition x(0) = 0, the 
value of 1 would have been 6.1159. The case of u = cx, x(0) = 0, where c is 
a constant gain is solved in [7] and in this case 1= 5.6837. 
Now the equations in Theorem 1 can be easily solved to obtain the 
worst-case optimal controller and the worst-case exogenous input as 
functions of time. 
7. CONCLUSIONS 
In this paper we presented a solution to the finite interval worst-case 
optimal control problem. A criterion for the evaluation of the inlimal finite 
horizon H, norm is given. Also, an expression is derived for the degrada- 
tion in performance of a given controller in terms of parameter variations. 
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