Abstract. Necessary and sufficient conditions are established for the existence of bounded solutions for a class of second order differential equations.
Introduction and summary
This paper is a study of a Landesman-Lazer type problem for an ordinary differential equation in which the usual methods of nonlinear analysis such as fixed point theory, degree theory, monotone operator theory, and critical point theory do not seem to be applicable.
We consider the differential equation ( 
LI) y"it) + cy'(t) + g(y(t))=p(t)
where p and g are continuous functions defined on (-00, 00) satisfying certain conditions given below, and c is a constant. We shall study the problem of the existence of solutions of ( 1.1 ) that are bounded on a ray i0 < t < 00 and those that are bounded on (-00, 00). In order to motivate our main results, we first recall some known results for the case where p is periodic. Suppose that the period of p is L, L > 0, and let 1 fL Po^lJ Pif)dt.
It follows from a result of Lazer [6] that if (1.2) *«;)/£->0 as|i|^oo, and there exists Çx, Çx > 0, such that (1-3) igit)-P0)Z>0 if|i|>«, then for any value of c-even for c = 0-there exists at least one L-periodic solution of (1.1). Independently, Bebernes and Martelli [1] and Ward [11] established results which show that if c ^ 0, then condition (1.3) alone guarantees the existence of a /-periodic solution of (1.1). This was also contained in the work of N. Rouche and J. Mawhin [8] , where they studied a more general system of differential equations. The proofs of all of the above-cited results use some method of compactness. In this paper we shall consider nonlinearities g of the type where the limits lim gilí) = g(oo), lim g(¿¡) = g(-oe) exist in the broad sense that they are possibly infinite and that for Ç G (-00, 00) (1.4) gi-oo) < git) < g(oo).
In engineering literature such functions model saturation (see §6). If p(t) is L-periodic and p0 is defined as above, it follows that the condition (1.5) g(-oe)<pQ< g(oo), usually referred to as a Landesman-Lazer condition, implies (1.3), and is therefore sufficient for the existence of an L-periodic solution of ( 1.1 ) if c ^ 0. Conversely, if one assumes that (1.1) has an L-periodic solution y ft), it follows from integrating the differential equation from 0 to L that (1.6) ^1 g(y0(t))dt=p0.
Therefore, assuming (1.4), this implies that the condition ( 
1.7) £(-oo)</70<£(oo)
is necessary for the existence of an L-periodic solution of (1.1). If (1.4) is replaced by the stronger condition that for all £, £ e (-00, 00), (1.4)' ¿r(-oo) < git) < g(oe)
then (1.6) implies that (1.5) holds. Therefore, if (1.4)' holds and c ^ 0, then ( 1.5 ) is both necessary and sufficient for the existence of an L-periodic solution.
In this paper we always assume that either (1.4) or (1.4)' holds and that c > 0. Results for which c < 0 and for which the inequalities in (1.4) and (1.4)' are reversed can also be obtained, but these conditions do not seem to have physical meaning. We replace the condition that p(t) be periodic by the assumption that p(t) be continuous and bounded on (-qo, 00) and that there exist a number p0 such that for any a G (-00, 00) ra+T (1.8) lim / p(t)dt = p0
T^ooJa uniformly with respect to a . If p(t) happens to be L-periodic, then this condition holds and pQ is the same number as defined earlier. More generally, condition (1.8) will hold if p(t) is almost periodic (see [2] ), but this is not necessary. For example, (1.8) will hold if p(t) is the sum of an almost periodic function and a function in L1 (-00, 00). Our main result shows that given t0 G (-00, 00), if (1.4) holds then the strict inequalities (1.5) are sufficient and
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use the weak inequalities are necessary for the existence of a solution bounded on [t0, oo). Moreover, if (1.4)' holds then the inequalities (1.5) are both necessary and sufficient for the existence of a solution bounded on [i0, oo). Unlike any of the above-cited references, we show that conditions (1.5) have an implication for the totality of solutions of ( 1.1 ) defined on [t0, oo) : namely, they are all bounded on this interval. Also, we show that (1.5) implies the existence of a solution of (1.1) which is bounded on (-co, oo).
Example. From the above-quoted theorems one might conjecture that if p(t) satisfies the above conditions and there exists Çx >0 such that (1.3) holds, then there exists a solution of (1.1) bounded on (-co, oo). However, this is false for the following reason: There exists an almost periodic function p(t) such that p0 = 0, but the integral J^p(s)ds is unbounded on (-co, oo) (see [3, p. 72]). If g(Ç) = 0, then (1.4) holds and hence, by what is shown in the next section, for any solution y(t) of y"(t) + cy'(t) = p(t), y'(t) is bounded on [0, oo) provided c > 0. Since y'(t) + cy(t) = y'(0) + cy(0) + [ p(s) ds Jo it follows that y(t) cannot be bounded on [0, oo).
As a byproduct of some of the estimates needed to prove our main theorem we show that if g is an arbitrary continuous function and there exists an isolated zero ¿;0 of the equation g(Ç) -p0 = 0 such that (#(£) -p0)(Ç -<¡;0) > 0 for ¿; t¿ ¿;0 and |i -£0| small, then for any a > 0 there exist numbers yx > 0, y2> 0 and c* > 0 such that if t0 G (-co, oo), c > c*, and y(t) is a solution of (1.1) satisfying the inequalities \y(t0) -p0\ < yx and |/(i0)| < y2, then LKO ~Pq\ < öl and 1/(01 < a for t > t0 .
It follows from a theorem due to Reuter [9] that if g(-oo) = -oo, g(oo) = oo and p is only assumed to be continuous and bounded on [i0, oo), then all solutions of (1.1) are bounded on [f0, oo). However, we include the case g(±co) = ±oo in our discussion for the sake of completeness.
Another nonstandard resonance problem was considered by Frederickson and Lazer in [4] , in which it was assumed that the restoring force be linear and the damping nonlinear. They showed that if/>0,/^0,/is continuous on (-co, oo) and p(t) is almost periodic, then a necessary and sufficient condition that Although our methods and those of [4] both involve a basic theory of analysis and differential equation, the proofs as well as the equations considered are fundamentally different. We emphasize that since g is only assumed to be continuous, the solutions of the initial value problem associated with (1.1) are, in general, not unique. However, this does not introduce any technical complications.
BOUNDEDNESS OF THE DERIVATIVE
In this section we assume that p and g are defined and continuous on (-co, oo), that g has limits g(±oo), which are possibly infinite, that p is bounded, and
Let cx > 0 be a constant such that (2.2) \PÍt)\<cx, t G (-00,00).
We consider the differential equation
where it is always assumed that c > 0. If i0 e (-oo, oo) and y0 and v0 are given numbers, then by a solution of the initial value problem for (2.3) determined by the initial conditions
we mean a solution whose interval of existence is maximal. \y'(t)\<b(A,B), t>t0.
Proof. We defer the part of the proof concerning the interval of existence of solutions of (2.3)-(2.4) to the end. Until then we assume that y is a solution of (2.3) which exists on [t0, co).
There are four cases to consider.
Case I. Suppose that
If c2, c2 > 0, is a constant such that g(Ç) < c2 for all £ G (-co, oo), and c3 = cx+c2, then it follows from (2.2) and (2.3) that -c3 < y"(t) + cy'(t) < c3 for all t > t0 . Multiplying these inequalities by ect, integrating from t0 to t, and making some obvious manipulations, we obtain the inequalities (-c3/c)(l -e-^) <y'(t) -j/(i0)e-c(,-'o) < (c3/c)(l -*"*-*>>)
from which it follows that if \y' (tf\ < B, then Case II. Suppose that
Then there exists a number c3 > 0 such that p(t) -g(<A,) < c3 for all t G (-oo, oo) and all £ G (-co, oo). Consequently, y"(t) + cy'(t) < c3 for all t > t0. An argument similar to that in Case I shows that
As in Case I, this implies that if y'(t0) < B, then there exists a number Tx = Tx (B) such that (2.11) t>t0 + Tx(B)^y'(t)<2c3/c and (2.12) y'(t)<max{B,c3/c} = dx(B), t > tQ.
To prove the assertions of the theorem in Case II, we make use of some lemmas.
Let £0 be chosen so large that (2.13) Í > £0 =►£(£)> c, + ILemma 2.1. If y(tf) < A and y'(tf < B, then (2.14) y(t)<max{A,Ç0} + ±dx(B) = d2(A,B), t > tQ.
Proof. Assuming the contrary, there exist numbers tx and t2 with r0 < r, < t2 such that y(tx) = max{A, Ç0} , y(tf) = y(tx ) + \dx (B), and y (tx ) < y (t) < y (t2) for tx<t<t2. Since /'(/) + cy'(t) = p(t) -g(y(t)) < -1 for tx < t < t2, we have (2.15) y'itJ-yitJ + cüitJ-yitJXO.
Clearly, y'(tf) > 0, and hence from (2.12) and (2.15) we obtain y(tf) <y(tx) + \y\tf) < yitf) + \dx(B), which is a contradiction. This proves the lemma.
According to (2.8) , c4 = c4(A, B) > 0 can be chosen so that if -co < Ç < d2(A, B), then \g(i)\ < cfA, B). Therefore, if c5 = cfA, B) = cfA, B)+cx, then it follows from Lemma 2.1 that y(tf < A and y'(t0) < B imply that -c5 < y"(t) + cy'(t) < c5 for all t > t0. As in Case I, it follows that if y(t0) < A and \y'(tQ)\ < B, then
This establishes (2.7) in Case II.
In order to establish (2.6), we use Lemma 2.2. Ifiy(tf) <A, y'(tf < B, and
then every subinterval of [/0, oo) of length L contains a point t* such that yit*)<ç0.
Proof. Suppose that tx G [t0, oo) and, contrary to the assumption of the lemma, y it) > £0 for all t in [tx, r, + L]. For t in this range we have y"(t) + cy'(t) = Pif) -giyit)) < -1, and hence, by integration,
From (2.12) and (2.14) we have
y'(t)<dx(B) + c(d2(A,B)-Q-(t-tx)
for t G[tx, tx+L]. Setting 1 = tx+ dx(B) + c(d2(A, B) -£0) + 1 , it follows that for 7 < t < tx + L we have y (t) < -1 . Hence,
which is a contradiction. This completes the proof of the lemma. Let A > 0, B > 0, and assume that y(t0) < A , and y'(t0) < B . From (2.11) we have y'(t) < 2c3/c for t > t0 + TX(B), and, by what we just established above, there exists a number t*, t* G [í0 + TX(B), t0 + TX(B) + L(A, B)] such that y(t*) < Ç0 ■ Applying Lemma 2.1, with t0 replaced by t*, it follows that *os4+irf,(£)-4+f or all t > t*. Consequently, if c6 = sup{#(£)| -oo < Ç < Ç0 + 2c3/c2} < oo and c7 = cx+c6, then -c7 < y"(t) + cy(t) < c7 for t > t*. Using an argument similar to that in Case I, we obtain the inequalities
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It is easy to see that for t > t* there exists a number T2 = T2(A, B) such that 1/(01 < 2c7/c for all t > t* + T2(A, B). Recalling that tQ < t Case III. Suppose that (2.8)3 -oo = g(-oe) < g(Ç) < g(oo) < oo, ^ G (-00,00).
If we set g(Ç) = -g(-Ç), then for £ € (-00, 00) we have -00 < £(-00) < g(Ç) < g(oo) = 00. By what we showed in Case II, there exists a number k such that if t0 G (-00, 00), A > 0, B > 0, and y(t) is defined for t0< t < 00 and satisfies
and if \y(tf\ < A, |/(i0)| < B, then t > t0 => \y(t0)\ < b(A,B), and t>t0 + T(A,B)^\y(t)\<k. If y is defined on [t0, 00) and satisfies y" + cy + g(y) = p(f), then y(t) = -y(t) will satisfy (2.18). Hence, if \y(t0)\ < A and \y'(t0)\ < B, then (2.6) holds for t>t0 + T(A, B), and (2.7) holds for t > t0.
Case IV. Suppose that (2.8) 4 -co = g(-oe) < g(Ç) < g(oo) = 00, Ç G (-00, 00).
In this case we can prove Theorem 2.1 by using a Liapunov function (see, e.g. [10 or 12] ).
If G(Ç) is defined by C?'(£) = g'Ç), and C7(0) = 0, then, by L'Hospital's rule,
Let F (y, v , t) be the time dependent vector field given by
which corresponds to the first order system equivalent to the second order differential equation (2.3). If for v > 2c, /c and -co < y < 00, we set (2.20) Ex(y,v) = v2/2 + G(y) + 2cxy/3, then for (y ,v, t) G (-00, 00) x [2cx /c, 00) x (-00, 00)
Similarly, if for v < -2cx/c and -00 < y < 00, we set (2.22) E2(y,v) = v2/2 + G(y)-2cxy/3, then for (y, v , t) G (-00, 00) x (-00, -2c, /c] x (-00, 00)
If -2c,/c < v < 2c,/c and -co < y < 00, we let (2.24) Efy,v) = v2/2 + G(y) + lyv.
Since (2.8) implies that (sgny) g(y) -»00 as \y\ -> 00, we may choose a > 0 so large that if \y\ > a, then -cyg(y)/3 + cxc\y\ + 2c\/c < -1 . It follows that if \v\< 2c, /c, \y\>a, and t G (-00, 00), then
< -cygiy)/3 + cxc\y\ + 2c2/c < -1.
If E(y, v) is the continuous function defined by
if \v\ < 2cx/c, y G R. Then, from (2.19) we see that The same reasoning shows that if kx and k are so large that the minimum of E(y, v) on the boundary of the rectangle K'0 = {(y, v)\ \y\ < kx, \v\ < k} is bigger than the maximum of E(y, v) on K0, then if y(t) is a solution of (2.3) with (y(tQ), y'(tf) GK0,it follows that (y(t), y'(t)) G K'0 for t > t0 .
Let A > 0, B > 0, and let Kx and K2 be defined as above. If y(t) is a solution of (2.3) with (y(t0), y'(tfj) G Kx, then (y(t), y'(t)) G K2 for t > t0 . It It follows from standard theory that this implies that y(t) is defined on [i0, oo), and the proof of Theorem 2.1 is complete.
The main theorem
In this section we prove Theorem 3.1. Let p(t) be defined and continuous for -co < t < oo. Assume that there exists c, > 0 such that \p(t)\ < c, for all t G R and that there exists a number p0 such that for any a G R 1 fa+T (3.1) T^LTja p^dt = Po where the limit exists uniformly with respect to a e R. Suppose that g: R -► R is continuous and (2.1) holds. Let c > 0. If t0 G (-oo, oo), then in order that there exist a solution of (2.3) which is bounded on [t0, oo) it is necessary that (3.2) g(-oe) < p0 < g (+oe) and sufficient that Moreover, there exist fixed numbers kx and k such that given A > 0 and B > 0, there exists TQ(A, B) such that if \y(t0)\ < A and \y'(t0)\ < B, then (3.6) t>t0 + T0(A,B)^\y(t)\<kx and \y'(t)\<k. Proof. We first prove the necessity of conditions (3.2) and (3.3) under the assumptions (2.1) and (3.4), respectively.
Assume that conditions (2.1) hold and that y(t) is a solution of (2.3) which is bounded on [t0, 00). As we proved in the previous section, y'(t) is also bounded on [i0, 00). Therefore, lim ~f°+ (y"(t) + cy'(t))dt ^0 = ^ U'°+T giyit))dt.
•"0
Since conditions (2.1) imply that for all T > 0
we obtain (3.2). Suppose now that the stronger condition (3.3) holds. Again, let y(t) be a solution bounded on [tQ, 00), and let r > 0 be chosen so that \y(t)\ < r for all t > t0. If dt and d* denote the minimum and maximum of g{£) for -r < Ç < r respectively, then from (2.4) we have g(-oo) < ¿7, < g(y(t)) < d* < g(00) for all / > t0. The same argument given above shows that (3.7) holds. Therefore, since for all T > 0 we have 1 r'o+T d.<Yjt giyit))dt<d it follows that dt < p0 < d*, and this gives inequalities (3.3); and thus the necessary part of the theorem is established. In order to prove the sufficiency part of the theorem, we use the following:
Lemma 3.2. Assume that inequalities (3.3) hold, and let r, > 0 and ô > 0 be chosen so that (3.8) f > r, =► *(£) > p0 + 3* and (3.9) {<-r, =>gii)<p0-3S.
Let L, > 0 be chosen so that if a G (-co, oo) and T > L,, then (3.10) P0-S<jja p(t)dt<p0 + S.
If y it) is a solution of (2.3) defined for tx < t < t2 such that \y(t)\ > r, and 1/(01 <b for tx<t <t2, then t2-tx< max{L,, (c/ô)(\y(tx)\ -rx), 2¿>/¿}-Proof. We prove the lemma for the case y(0 > rx for i, < t < t2 ; the proof of the case y(t) < -r, for r, < / < t2 will then be clear.
Suppose then that y(t) > r, and |/(0I < b for tx < t < t2 and, contrary to the assertion of the lemma, From (3.8) it follows that g(y(t)) > p0 + 33 for tx < t < t2. Therefore, integrating the differential equation (2.3) from tx and t2, and using (3.8), we obtain ciyit2)-yitx)) = y'itx)-y'it2)+ í'2pit)dt-fhg(y(t))dt Jtx '«, <2b + (t2 -tx)(p0 + Ô)-(t2 -tx)(p0 + 30).
Since 2b < (t2 -tx)S , it follows from (3.11) that yit2)<yitx)-it2-tx)S/c<rx, which is a contradiction. This completes the proof of the lemma.
Lemma 3.3. Assume that conditions (3.3) hold, and let r,, ô, and L, be as in the statement of Lemma 3.2. If y(t) is a solution of (2.3) such that y(t) is defined for 1 < t < oo, \y(i)\ < r,, and \y'(t)\ < b for t >1, then It remains to establish (3.5) and (3.6), assuming (3.3). We assume that these conditions hold throughout the remainder of this section. Suppose that y(t) is a solution of (2. Since |/(0I < k for 7 < t < oo, it follows from Lemma 3.3 that (3.14) \y(t)\<rx + (k/2)max{Lx,2k/ö} = kx, t>l.
Therefore, if we set If \y(tf)\ < r, < A, then, since the right-hand side of inequality (3.13) is less than a(A, B), (3.5) will still hold for t > t0. This completes the proof of Theorem 3.1.
Remark. By examining the proofs in this section, one notes that if in Theorem 3.1 the assumption T- exists for all a uniformly in a is replaced by the assumption that i rt°+T and y'(t) are both bounded on (-oo, co).
Proof. For brevity we set ax = a(l, 1), bx=b(l, 1) in (3.5). For each integer «,« = 1,2,..., let yn(t) be the solution of the initial value problem y"(t) + cy'(t) + g(y(t))=p(t),
According to (3.5), we have (4.2) \y"it)\<a, \y'n(t)\ <b for t>-n.
For convenience we define a C -function zn(t) on (-co, oo) for « = 1,2,... by setting 7 (ts jynit), -«<'> Z«(0 = \0, t<-n.
From (4.1), (4.2) and the fact that \p(t)\ < c, for t G (-oo, oo) we see that the sequences {zn(t)}™ and {z'n(t)}°f are uniformly bounded on (-00,00), and for each «, n = 1,2, ... , z has a piecewise continuous second derivative, which is bounded on (-00, 00) independently of « . It follows from Ascoli's lemma and induction that for each integer m, m = 1, 2, ... , there exists a sequence of functions {zm n(t)}™=x suchthat {z, (0}~i is a subsequence of {znit)}™, {zm<nit)}Zi is a subsequence of {*",_!,"(*)}", for w > 1, and for m> 1 both of the sequences {zm n{t)}^Lx and {z'm n(t)}°^=x converge uniformly with respect to t on the interval -m < t < m . If we denote the k th member of the diagonal sequence {zn "(0)^ by wkit), k = 1,2, ... , then for any r, and t2 , with -00 < i, < t2 < 00, both of the sequences {wk(t)}^°a nd {u^(0)i° converge uniformly with respect to / on [tx, tf\. We note that if tx G (-00, 00) and -k <tx, then wk is of class C on the interval [/,, 00), and w'k(t) + cw'k(t) + g(wk(t)) = p(t) on this interval. Thus, it follows that the sequence {%(0}i° converges uniformly on bounded subintervals of (-00, 00). Therefore, if we define w(t) = hrn^oo wk(t) for t G (-00, 00), then w gC (-00, 00) and w"(t) + cw'(t) + g(w(t))=p(t).
Since, according to (4.2), we have \w(t)\ < a and |fj'(0l < b for t G (-00, 00), the proof of the theorem is complete.
The effect of large damping
In this section we only assume that g is defined and continuous on some interval. As a by-product of some of the estimates used in the previous sections we obtain Theorem 5.1. Let g be defined and continuous on some interval, and let p(t) satisfy the conditions of Theorem 3.1. Assume that there exists an interior point £0 of the domain of g such that g(£,f = p0, g(Ç) > p0 for Ç -¿J0 small and positive, and g(<f) < p0 for Ç0 -1, small and positive. Given a > 0, there exist numbers yx > 0, y2> 0 and c* > 0 such that if c > c*, t0G (-co, oo), and y(t) is a solution of (5.1) y"it) + cy'(t) + g(y(t))=p(t)
satisfying \y(tf) -i0| < y, and \y(t0)\ < y2, then uniformly with respect to a G (-co, oo), px (t) is continuous for -co < t < oo, gx(0) = 0, gx(Ç) > 0 for £ small and positive, and gx(Ç) < 0 for Ç small and negative. Moreover, y(t) is a solution of (5.1) satisfying (5.2) on t0 < t < oo if and only if z(t) = y(t) -¿;0 is a solution of z"(t) + cz'(t) + gx(z(t))=px(t) satisfying \z(t)\ < a and \z'(t)\ < a for t0 < t < oo . Suppose then that the conditions of Theorem 5.1 hold and, in addition, <J;0 = p0 = 0. Given a > 0, choose r, > 0 so small that 2r, < a, g(Ç) > g(0) = 0 for 0 < f < 2r,, and g(Ç) < 0 for -2r, < £ < 0. Let g*(Ç) be the function defined on (-oo, oo) by
ift>2rx, g*(Z)=l git) if|i|<2r,, I g(-2rx) ifÇ<-2rx. for all t >t0. Let y2 > 0 be chosen so small that y2 < a and (5.6) (y2/2)max{Lx,2y2/ô}<rx.
If c, and c2 are constants such that \p(t)\ < c, for -co < t < oo, |g*(£)| < c2 for -oo < Ç < oo, and if we set c3 = cx + c2, then, referring to the proof of Theorem 2.1 (Case I), we see from (2.9) that if y(t) is a solution of (5.4) defined on [t0, oo), then |/(0| <max{|/(i0)|,c3/c} for t > t0 . It follows that if c* is so large that c3/c* < y2, if c > c*, and y it) is any solution of (5.4) such that |/(f0)| < y2, then |/(0I < 72 on [t0, oo). We claim that if y2 and c* are as above and we set y, = r,, then the assertion of Theorem 5.1 holds. To see this, we note that if c > c* and y{t) is a solution of (5.1) with \y(tf)\ < yx and |/(r0)| < y2, then y(t) is also a solution of (5.4) for t > tQ as long as |j;(OI < 2r, . However, as shown above, any solution y(t) of (5.4) with |y(i0)| < Yx = rx and |/(i0)| < y2 satisfies 1/(01 ^ 72 f°r t > t0 and, therefore, by (5.5) and (5.6), |v(OI <rx + (y2/2)max{L,, 2y2/<5} < 2r, for t > t0. This shows that y(t) is defined for t > t0, \y(t)\ < 2r, < a, and |/(0I ^ "A2 < a f°r t > t0 . This proves the theorem.
Using the same type of argument which was used to prove Theorem 4.1, one can prove Theorem 5.2. If the hypotheses of Theorem 5.1 hold, then given any a > 0 there exists a number c* > 0 such that for c > c* there exists a solution y(t) of (5.1) defined on (-co, oo) such that |y(í)-í0| < a and \y'(t)\ < a for all t in (-oo, oo).
6. An example is referred to as a saturation function since the corresponding restoring force acts as a linear spring for displacements within a certain range, but saturates, i.e. becomes nearly constant, for large displacements. An elementary analysis shows that all solutions of (6.1) y"it) + g(y(t)) = 0 are periodic and that the period is a nondecreasing function of the amplitude (see [7] ). This implies that there exists a nonconstant periodic solution y0(t) of (6.1) of period L, L > 0, such that all L-periodic solutions of the variational equation z"(t) + g'(y0(t))z(t) = 0 are constant multiples of y'ft) (see [7] ). The theory developed in [7] shows that if fit) is a continuous L-periodic function such that (6.2) [Ly'0it)fiit)dt = 0 Jo and (6.3) ¡Lylit)fiit)dt¿0
Jo then for e sufficiently small and positive and c sufficiently small and positive ithe magnitude depending on e ) there exists an L-periodic solution of (6.4) /'(0 + cy'it) + giyit)) = e/(i) which is close to y0(t) in the C1-sense. A particular / that works is f(t) = j>o (0 • The same result guarantees, for suitably restricted positive e and c, the existence of an L-periodic solution of (6.4) close to -y0{t) in the c'-sense. Finally, for c and e small and positive, there exists a small amplitude solution of (6.4) which is actually a solution of the linear differential equation y"(t) + cy'(t) + by(t) = efi(t).
Thus, for suitable positive constants c and e , (6.4) has at least two L-periodic solutions.
In contrast, we now show that if p(t) satisfies the hypotheses of Theorem 3.1-as any continuous periodic or almost periodic function will-and g is the saturation function described above, then if \p0\ < bd and c is sufficiently large and positive, there exists a unique solution of (2.3) bounded on (-co, oo), which is asymptotically stable and globally attracting.
Suppose then that |p0| < bd and let £0 be the unique point in (-d, d) such that g(£,f = p0. Let px(t) = p(t) -p0 and #,(£) = gii+pi0)-p0. Then (5. 3) holds, gfO) = 0, and gx is linear on an interval centered at 0. Moreover, there is a one-to-one correspondence between solutions of (6.5) z"it) + cz'it) + gxizit))=pxit)
by means of the transformation y it) = z(t) -¿;0 . Let r, > 0 be so small that £,(£) is linear in the range -2r, < £, < 2r,, and let Ô > 0 be so small that #,(£) > 30 if £ > r, and gx(£.) < -30 if ¡A, < -rx. Let L, > 0 be so large that 1 /"a+r -S<y pxit)dt<ô if a G (-co, oo) and T > L,. Let c2 be the supremum of \gx(£)\ on (-oo, oo), and let c3 = cx + c2. According to (2.10), if z(t) is a solution of (6.5) such that \z(t0)\ < B, then there exists T(B) such that if t>t0 + T(B) then \z(t)\ < 2c3/c = k .
Let c* > 0 be so large that (c3/c*)max{L,, 4c3/c*} < r,, and suppose that c > c*. It follows from (3.14) that, given A > 0 and B > 0, if z(t) is a solution of (6.5) such that |z(i0)| < A and |z'(i0)| < B for some i0 in (-co, oo), then there exists T0(A, B) such that for t > t0 + T0(A, B) we have \z'(t)\ < k and |z(OI < rx + (k/2)max{Lx, 2k/ô} < 2r,.
Thus it follows that if z(t) is a solution of (6.5) which is bounded on (-co, oo) and c> c*, then \z(f)\ < 2r, for all t in (-oo, oo). Therefore, since #,(£) = b£, for |i| < 2r,, z(t) is a solution of the linear differential equation (6.6) z"(0 + cz'(0 + MO=/>,(0.
Since the homogeneous differential equation (6.7) z"(t) + cz'(t) + bz'(t) = 0 has no solution bounded on (-00,00) other than z = 0, it follows from standard theory (see, e.g., [4, Chapter IV] ) that (6.6) has a unique solution bounded on (-00, 00). Therefore, for c > c* it follows that (6.5), and hence (2.3), has a unique solution bounded on (-00, 00). Let c > c*, and let zft) be the unique solution of (6.5) bounded on (-00, 00). If A > 0, B > 0, and z(t) is another solution of (6.5) such that |z(i0)| < A and |^(«Tq)| < B for some t0 G (-00, 00), then, as shown above, \z(t)\ < 2r, for t > t0 + T0(A, B) ; thus z0(t) and z(t) are solutions of (6.6) for t > t0 + T0(A, B). Since the difference of these two solutions is a solution of (6.7), and since the zero solution of (6.7) is globally asymptotically stable, we see that z(t) -zft) -► 0 as t -> co. This establishes our claim that the unique solution of (2.3), which is bounded on (-00, 00), is globally asymptotically stable.
