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Abstract. Spreading of viral infection in the tissues such as lymph nodes or spleen depends on
virus multiplication in the host cells, their transport and on the immune response. Reaction-
diffusion systems of equations with delay represent an appropriate model to study this process.
The properties of immune response and the initial viral load determine the regimes of infection
spreading. Infection can be completely eliminated or it can remain present together with a
decreased concentration of immune cells. Finally, immune cells can be completely exhausted
leading to a high virus concentration in the tissue.
Keywords: infection spreading; tissue; immune response; mathematical model;
reaction-diffusion equations; time-delay
1. Introduction
Acute and chronic virus infections remain to be a problem of major public concern
worldwide. Defence of the host organism against an infectious challenge is a primary
function of the immune system associated with generation of potent responses [1].
Understanding the processes and parameters that underline fate decision between
resolving and chronic dynamics of the virus infections such as CMV, HBV, HCV,
HIV is a challenge. One of the major goals of systems approaches to immunology
is to quantitatively measure complex multiscale spatial and temporal interactions,
permitting development of computational models that can be used to predict the
responses to perturbations [2]. In addition, they feed conceptual developments in
theory of the immune system which due to its capability to perform many complex
“computations” in a highly parallel and distribute fashion, is considered as a source
of inspiration for developing intelligent methodologies for complex problem solving
[3].
Although the mathematical models, like experimental animal systems [4], can
not entirely reproduce the complex etiology of virus infections such as HIV in hu-
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mans or experimental LCMV infection, the modelling results might inform studies
more difficult to undertake in humans. In particular, the computational models
of antiviral immune response can provide insights into the regulation of the dy-
namics processes underlying various patterns in disease progression. Except for
few studies, mathematical models of the immune response against virus infections
conventionally consider the infected whole organism as a single homogenous com-
partment [5, 6]. Thus they do not take into account that the dynamics of infection
spread differs between tissues, organs and blood. A more detailed description how-
ever should include this spatial heterogeneity with respect to virus propagation
and immune response development [7], [8].
Development of a viral infection (e.g., HIV, SIV, LCMV) in tissues such as
lymph nodes or spleen occurs due to virus spreading that may be either direct
between neighboring cells (cell-to cell model) or by means of a random motion of
the free virus in the extracellular matrix. The infected cells are the sources of virus
production. Reaction-diffusion equations represent an appropriate model for the
description of virus transport and production, and of the spatiotemporal dynamics
immune response that eliminates infected cells.
Interaction between the virus and the host organism includes many cellular and
humoral components of the innate and adaptive arms of the immune system [9].
Virus-specific cytotoxic T lymphocytes (CTL) play a key role in the dynamics and
outcome of virus infections [10, 11] . Importantly, that CTL temporal dynamics
and viral growth dynamics can under many circumstances be successfully captured
using simple conceptual views of the regulation based on predator-prey systems
[13], there are other phenomena, such as CTL exhaustion, which do not fit in this
simple predator-prey interpretation and demand more complex conceptual models
(e.g., the balance of growth and differentiation models) to capture reality [14].
Since long ago, it was observed that virus infections have a strong impact on the
immune system [15].
The experimental LCMV infection in mice provided a solid evidence that the in-
tensity of the CTL response depends on the viral load and growth kinetics in a non-
linear manner [10, 12]. A small infection level will stimulate an immune response
while a sufficiently high infection level will downregulate an immune response by
immune cell death and/or decrease of immune cell proliferation. Moreover the ac-
tion of the immune response is delayed in time since, after the stimulation by
infection, immune cells need some time to proliferate and differentiate. Thus, in-
fection spreading in the tissue can be modelled by reaction-diffusion equations with
delay.
In our previous work [6] we studied the spread of a viral infection in tissue with
a single reaction-diffusion equation for the virus concentration. The concentration
of the immune cells was considered as a function of the infection level. With this
model different regimes of infection spreading were identified. Depending on the
intensity of the immune response and the initial viral load, we observed a) infection
propagation with a low viral load established behind the infection front, b) a high
infection level behind the infection front, and c) two consecutive infection fronts,
the first one with a low infection level and the second one behind it with a high
infection level.
In this work here we now consider a more detailed model of infection spreading in
tissue with a reaction-diffusion system of two equations, one for the concentration of
virus and one for that of immune cells (CTLs). The model is formulated in the next
section. We discuss the corresponding ordinary differential system of equations in
Section 3. The results of numerical simulations of the reaction-diffusion system with
delay are presented in Section 4. Finally, we discuss the results and implications of
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our analysis for understanding the pathogenesis of virus infections in Section 5.
2. Model
The biological scheme of the model is presented in Figure 1. In the model we con-
sider multiple non-linear feedback regulations of the population dynamics of virus
infection and the antiviral immune responses. According to this general scheme,
the viruses and immune cells compete for their survival. The outcome of the com-
petition results from the race between the virus infection spread on one side and
the clonal CTL expansion followed by migration to the site of infection to eliminate
the virus sources. Depending on the viral load and growth kinetics, the efficacy of
the CTL response in determined by a balance of proliferation, anergy induction
and activation-induced cell death by apoptosis. The later two take into account
the tuning of lymphocytes [14], a key feature of the immune system.
Virus 
population 
1. Infection 2. Immune response 
3. Spatial spreading by diffusion 
Lymphocytes 




Figure 1. Schematic representation of the processes underlying the population dynamics of virus infection
spread and the antiviral immune response.
2.1 Two PDEs model
We consider the following system of equations for the concentration of virus v and













+ (c0 + ϕ(vτ )c)(1− c)− ψ(vµ)c. (2)
Here v and c are the normalized dimensionless concentrations of virus and immune
cells, respectively, vτ = v(x, t − τ), vµ = v(x, t − µ), the functions ϕ(vτ ) and
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ψ(vµ) will be specified below. The first term in the right-hand side of equation (1)
describes the virus diffusion, the second term its production and the last term its
elimination by the immune cells. The parameter D1 is the diffusion coefficient of
virus and k1 stands for the replication rate constant. Similarly, the first term in the
right-hand side of the second equation describes random motion of immune cells,
the second term gives the rate of the appearance of immune cells migrating to the
peripheral organs from the bone marrow and thymus and proliferating there and the
last term parameterizes the rate of their death. The second term includes cell influx
due to differentiation of less mature precursor cells and cell birth due to antiviral
immune response. The latter, depends on the viral load in a non-linear bell-shaped
manner. The last term for cell death includes natural (constant) cell death and their
apoptosis induced by infection. Both of them are included in the function ψ(vµ).
Parameters D1, D2, k and σ are positive numbers, the functions ϕ(v) and ψ(v) are
assumed to be positive and sufficiently smooth. The delay values in ϕ(v) and ψ(v)
represent the net duration of cell proliferation and differentiation to effector cells
and the time needed for programming of activated CTLs to apoptosis, accordingly
[16].
In what follows we will consider the function f(v) = 1 − ψ(v)/ϕ(v). We will
suppose that f(0) > 0, it is increasing for sufficiently small v and decreasing
for v large enough. Such properties of this function corresponds to the biological
observation that small viral load promotes proliferation of immune cells while large
level of infection decreases cell proliferation and increases their death. This function
can remain positive for all v or it can become negative for v sufficiently large. A
typical form of this function is shown in Figure 2.
We note that the number of immune cells increases enormously i.e. by 103-fold,
via clonal expansion in the course of immune response to infection. Therefore, we
will neglect the cell influx term in comparison with the effect of clonal proliferation
on the population size and we will set c0 = 0. This assumption allows us to simplify
the model analysis.
2.2 Reduction to a single PDE model
If we consider the functions ϕ and ψ in the form
ϕ(v) = Rϕ0(v), ψ(v) = Rψ0(v),
where R is a large parameter, then we can divide the second equation by R and
formally pass to the limit R→ +∞. Then we get
c = f(v), where f(v) = 1− ψ(v)
ϕ(v)
.






+ kv(1− v)− σf(vτ )v (3)
introduced and studied in [6]. As it is mentioned in the introduction, there are three
main regimes of the infection spreading in this case: with low level infection level
behind the infection front, with high level infection level, and with low level followed
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by high level infection. The choice between them is determined by the intensity
of immune response (function f(v)) and by the initial infection distribution in the
tissue.
3. Existence and stability of stationary points
3.1 Two ODEs version of the model
We begin to study system (1), (2) with the stationary points of the ODE system
dv
dt
= kv(1− v)− vc, (4)
dc
dt
= ϕ(v)c(1− c)− ψ(v)c, (5)
where we set σ = 1. The stationary points of this system are determined by the
equations
v = 0 or c = k(1− v); c = 0 or c = f(v). (6)
Figure 2. Schematic representation of the phase plane of system (4), (5). There are 6 stationary points
in the left figure. Two of them are stable (see the explanation in the text). The function f(v) becomes
negative for large v in the right figure. There are also two stable stationary points, the most left and the
most right ones.
Some typical examples of nullclines, stationary points and trajectories of this
system are shown in Figure 2. There are 6 stationary points in the left figure, P1 =
(0, 0), P2 = (0, f(0)), Pi = (vi, ci), i = 3, 4, 5, 6, where 0 < v3 < v4 < v5 < v6 = 1,




k(1− 2v)− c −v
ϕ′(v)c(1− c)− ψ′(v)c ϕ(v)(1− 2c)− ψ(v)
)
.
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It can be easily verified that P1 and P6 are saddle points, P2 is also a saddle if
k > f(0) (Figure 2, left) and it is a stable node if k < f(0) (Figure 2, right). The
other points with positive coordinates are stabile if f ′(vi) > −k and unstable if the
inequality is opposite.
Depending on the values of parameters, the trajectory starting in the vicinity of
the unstable point P1 can have one of the following behaviors.
1. If f(0) < k, then the point P3(0, f(0)) is stable (Figure 2, left). Since v3 > 0, then
virus is not eliminated. This case corresponds to chronic infection with a low viral
load. The level of virus infection can monotonically increase in time converging to
its limiting value v3 or it can pass over its maximal value and decrease towards v3.
2. If f(0) > k, then the point P2(0, f(0)) is stable, and the trajectory can converge
to it for large time (Figure 2, right). This case corresponds to complete virus
elimination after acute infection. The memory immune cells remain in the body
providing rapid immune response in the case of further infections.
3. Another stable stationary point is P5 = (v5, c5), where f
′(v) > −1. The cor-
responding value of v is large and of c low. This is the case of infection induced
immunodeficiency characterized by high viral load and partial exhaustion of CTLs.
4. If f(v) < 0 for v = 1 (Figure 2, right), then the stable stationary point v =
1, c = 0 corresponds to complete exhaustion of immune cells.
3.2 Two Delay Differential Equations version of the model
In this section we study stability of the same stationary points of the ODE system




= kv(1− v)− vc, (7)
dc
dt
= ϕ(vτ )c(1− c)− ψ(vµ)c. (8)
Let us note that a similar system with particular form of the functions ϕ(v) and
ψ(v) was studied in [16]. In order to analyze below behavior of solutions of the
reaction-diffusion system, we begin with the study stability of the stationary solu-
tion (v∗, c∗) with respect to this DDEs system with two delays. After linearization
about this stationary solution, we obtain the equation with respect to the eigen-
value λ:







, g(λ) = ϕ′(v∗)(1− c∗)e−λτ − ψ′(v∗)e−λµ .
We recall that
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c∗ = k(1− v∗), ϕ(v∗)(1− c∗)− ψ(v∗) = 0. (10)
Equation (9) can be written as follows:
ϕ(v)
(kv + λ)(k(1− v)ϕ(v) + λ)
kv(1− v)
= ϕ(v)ψ′(v)e−λµ − ϕ′(v)ψ(v)e−λτ (11)
(v∗ is replaced here by v for simplicity of notation). In order to find the onset of




(k2v(1− v)ϕ(v)− ξ2) = ϕ(v)ψ′(v) cos(ξµ)− ϕ′(v)ψ(v) cos(ξτ), (12)
ϕ(v)
v(1− v)
(v + (1− v)ϕ(v))ξ = −ϕ(v)ψ′(v) sin(ξµ) + ϕ′(v)ψ(v) sin(ξτ), (13)
For a given v (stationary point, equations (10)) and τ we obtain a system of
equations with respect to ξ and µ. The value of µ determines the stability boundary
and the value of ξ the period of oscillations.
Figure 3. Example of periodic oscillations for the values of parameters k = σ = 1, ϕ(v) = 2v, ψ(v) = v,
τ = 10, µ = 2 (left). Stability boundary on the (τ, µ) plane for k = σ = 1 (right): Curve 1 is defined by
ϕ(v) = 3v, ψ(v) = v, and curve 2 by ϕ(v) = 2v, ψ(v) = v. The stability region is located above the curves.
Example of numerical simulations and stability boundary on the τ, µ plane are
shown in Figure 3. It is interesting to note that the first time delay, τ , destabilizes
the solution while the second one, µ, stabilizes it.
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4. Reaction-diffusion system with delays
Behavior of solutions of system (1), (2) depends on the functions ϕ(v) and ψ(v)
which determine production and death of immune cells. We will consider some
particular cases below.
4.1 Constant ϕ, linear ψ
If we assume ϕ(v) ≡ ϕ0 (see, e.g. [17]) and ψ(v) = ψ0v reflecting the loss of CTLs












+ ϕ0c(1− c)− ψ0vµc. (15)
The initial condition is considered in the form
v(x, t) = 0, c(x, t) = 0.5, 0 < x < L/2; v(x, t) = 0.5, c(x, t) = 0, L/2 < x < L,
where L is the length of the computational interval, −max(τ, µ) ≤ t ≤ 0. We
consider the no-flux boundary conditions for both variables.
In the case without delay (µ = 0) system (14), (15) is similar to the well known
system of competition of species in population dynamics. We will consider it also
on the whole axis in order to study travelling wave solutions.
Figure 4. The values of parameters: D1 = D2 = 10−5, k = σ = 1, ϕ0 = 1, ψ0 = 1; τ = µ = 1 (left),
σ = 0.5, ψ0 = 0.5 (right).
The corresponding DDE system (without diffusion) has four stationary points,
P0 = (0, 0), P1 = (1, 0), P2 = (0, 1), and P3 = (v∗, c∗), where the coordinate of the
last point are positive and they can be easily found from the linear algebraic system
of equation. The point P0 is unstable as a solution of the DDE system, points P1
and P2 can be stable provided that P3 is unstable and vice versa. Here and in what
follows we say that the point is stable if all its eigenvalues have negative real parts,
and that it is unstable if one of the eigenvalues has a positive real part.
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Consider first the case where the points P1 and P2 are stable and the point P3
is unstable. Then there exist travelling wave solutions of system (14), (15), that
is the solution v(x, t) = V (x − st), c(x, t) = C(x − st), where s is the speed of
propagation and the functions V , C satisfy the system of equations
D1V
′′ + sV ′ + k′V (1− V )− σV C = 0, (16)
D2C
′′ + sC ′ + ϕ0c(1− c)− ψ0V (x+ sµ)C = 0 (17)
with the conditions
C(−∞) = 1, C(∞) = 0, V (−∞) = 0, V (∞) = 1 (18)
at infinities. Existence of such solution is known for the case without delay (µ = 0)
[18] and for a single equation with delay (see [6] and the references therein). We
expect that the existence result remains valid for the system of two equations with
delay since the methods based on maximum principle remain applicable here.
The speed of the wave can be positive, negative or zero depending on the values
of parameters. Figure 4 (left) shows the wave with the zero speed, in other words a
stationary solution of system (14), (15). The speed remains zero in a large interval
of variation of time delay µ.
Proposition 3.1. Let sµ be the speed of the travelling wave of system (14), (15).
If s0 > 0 (s0 < 0), then sµ > 0 (sµ < 0) for all µ ≥ 0.
Proof. For the proof of this assertion it is sufficient to note that sµ is a continuous
function of µ. Therefore if s0 > 0 and sµ0 < 0 for some µ0 > 0, then sµ = 0 for
some 0 < µ < µ0. Hence system (16), (17) does not contain delay. The speed of
the wave, since it is unique, becomes sµ = s0 > 0. This contradiction proves the
proposition.
Next, consider the case where the point P3 is stable while the points P1 and P2
are unstable. In the case without delay it is known [18] that system (16), (17) have
solutions with the limits
C(−∞) = 1, C(∞) = c∗, V (−∞) = 0, V (∞) = v∗ (19)
for s ≤ s−, and with the limits
C(−∞) = c∗, C(∞) = 0, V (−∞) = v∗, V (∞) = 1 (20)
for s ≥ s+. Here s+ is some positive and s− some negative values. Numerical
simulations show that such solutions also exist for a positive time delay µ (Figure
4, right). The absolute values |s±| increase as a function of µ.
4.2 Linear ϕ and ψ
We now consider linear functions ϕ and ψ: ϕ(v) = ϕ1v and ψ(v) = ψ1v. The system
becomes as follows:
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+ ϕ1vτ c(1− c)− ψ1vµc. (22)
The corresponding DDE system has the following non-negative stationary points:











We consider the same initial conditions as before. For the values of parameters
indicated in the caption to Figure 5 the stationary point (v∗, c∗) with the positive
coordinates is stable for sufficiently small time delays τ and µ. In this case, we
observe two travelling waves. The first one with the negative speed provides the
transition from the point v = 0, c = 0.5 (determined by the initial condition) to the
point (v∗, c∗), and the second one with the positive speed transition from (v∗, c∗)
to v = 1, c = 0 (Figure 5, left). The interval where the solution converges to the
positive equilibrium grows in time.
Figure 5. The values of parameters: D1 = D2 = 10−5, k = σ = 1, ϕ(v) = 3v, ψ(v) = v; τ = µ = 1 (left),
τ = 1, µ = 10, D1 = D2 = 10−6 (middle), τ = 10, µ = 1 (right).
Behavior of solutions depends on the values of time delays. For µ = 10, τ =
1, the stationary point (v∗, c∗) remains stable but there are decaying oscillations
behind the wave fronts (Figure 5, middle. Decreased diffusion coefficients shorten
the space oscillations). If µ = 1, τ = 10, then this point is unstable and we observe
spatiotemporal oscillations between the two waves (Figure 5, right). If both time
delays are large and equal to each other, µ = 10, τ = 10, then the stationary point
becomes again stable.
4.3 Bell-shaped ϕ and linear ψ
Finally we will consider a a most general bell-shaped function ϕ(v) describing
specifically the induction and down-regulation of immune response and a linear
function ψ(v) = ψ2v parameterizing the effect of viral population on death of
immune cells:
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+ ϕ(vτ )c(1− c)− ψ2vµc. (24)
The first three stationary points of the corresponding ODE system are the same
as in the case where both functions are linear (Section 3.1): P0 = (0, 0), P1 =
(1, 0), P2 = (0, 1). The point P3 = (v∗, c∗) with positive coordinates can be found




(1− v), c = 1− ψ2v
ϕ(v)
.
Note that, its solution can be non-unique. Moreover, stability of stationary points
P1 and P2 versus P3 is not mutually exclusive, as it was before.
Figure 6. The values of parameters: D1 = D2 = 10−5, k = 1, ψ(v) = 5v; τ = µ = 1; σ = 0.2 (left), σ = 0.5
(middle), σ = 1 (right).
Figure 7. The values of parameters: D1 = D2 = 10−5, k = 1, ψ(v) = 5v; τ = µ = 1; σ = 1.5 (left), σ = 2
(right).
Figures 6 and 7 show different regimes observed in numerical simulations under
variation of the parameter σ, specifying the per capita elimination rate of the
infection by CTLs and all other parameters fixed. For small values of σ, the virus
elimination is not sufficient to stop its propagation, and a single wave with a
negative velocity and with the limits
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v(−∞) = 0, c(−∞) = 1; v(∞) = 1, c(+∞) = 0 (25)
is observed (Figure 6, left). For a larger value of σ, there are two consecutive
waves with negative speed propagating one after another (Figure 6, left). The
distance between them grows with time. For σ = 1, the two waves move in the
opposite directions (Figure 6, right) Further increase of this parameter leads to
the appearance of two consecutive waves with positive speeds (Figure 7, middle).
Finally, if it is sufficiently large, there is a single wave with a positive speed (Figure
7, right). It is remarkable that regimes with two consecutive waves propagating
with different speeds are specific for the bell-shaped function ϕ(v), they were not
observed above (Section 3.2).
Figure 8. The values of parameters: D1 = D2 = 10−5, k = σ = 1, ψ(v) = 5v; τ = 10, µ = 1 (left);
τ = 1, µ = 5 (middle), τ = 10, µ = 10 (right).
Time delay influences the wave structure through a possible instability of the
steady state with positive coordinates. We take, as example, the result presented
in Figure 6 (right) and vary the values of τ and µ. As before, there is a wave with
a negative speed and a wave with a positive speed. For τ = 10, µ = 1 they are
separated by a growing zone of spatiotemporal oscillations (Figure 8, left). The
wave with a negative speed is a solution of the system
D1V
′′ + sV ′ + kV (1− V )− σV = 0, (26)
D2C
′′ + sC ′ + ϕ(V (x+ sτ))C(1− C)− ψ2V (x+ sµ)C = 0 (27)
with s < 0 and the limits
V (−∞) = 0, C(−∞) = 1 ; oscillating solution at +∞. (28)
The wave with the positive speed is a solution of system (26), (27) with s > 0 and
oscillating solution at −∞ ; V (∞) = 1, C(∞) = 0. (29)
For µ = 5 the amplitude of the oscillations decreases, and for µ = 10 they com-
pletely disappear.
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5. Discussion
In this work we study spreading of viral infection in the tissues such as lymph node
or spleen. Note that the results of our study can be extrapolated to other tissues as
the governing equations remain generally valid. The model consists of a reaction-
diffusion system of equations with two delays describing the population dynamics of
virus and immune cells. The corresponding ODE and DDE systems have different
equilibria including a virus free state, which can be stable or unstable, and a
disease state where a high virus concentration can be accompanied by a decreased
of completely exhausted population of immune cells. The values of parameters and
the initial conditions determine the convergence to one of these equilibria.
Virus transport in the tissue plays an important role in the disease development
[19], [20]. Taking it into account by formulation a reaction-diffusion model, we
observe the existence of multiple steady-states and possible transition between the
different equilibria. Similar to the study based on a single PDE model [6], behavior
of the system is determined by the characteristics of antiviral immune response
and by the initial viral load.
Proliferation and death of immune cells depends on the infection level. In order
to simplify the analysis of the model, we suppose throughout this work a linear
dependence of cell death on the concentration of virus. Contrary to this assumption,
the dependence of cell proliferation on virus concentration is considered in three
different forms. We begin with the simplest case where the proliferation rate does
not depend on virus concentration reflecting the model of LCMV infection identified
in [17]. In this case the studied model is similar to the system of competition of
species where there are three main types of behavior of solutions:
• (i) The infection can spread in the tissue leading to a complete elimination of
immune cells (exhaustion);
• (ii) The infection can be completely eliminated (healing);
• (iii) There is a stable equilibrium in which virus population co-exists with a
population of virus-specific immune cells.
Importantly, in (i) and (ii) the solutions represent a travelling wave propagating
either with positive or with negative speed. In the last case (iii), the system con-
verges to the steady-state with an intermediate viral load which can be interpreted
as a chronic infection.
Next, we consider the case where the proliferation rate of the immune cells is a
linear function of the viral load reflecting another mode of immune response reg-
ulation as detailed in [17]. The main difference with the previous case is that the
coexisting equilibrium can lose its stability because of the delay in the immune re-
sponse development. The loss of stability leads to the emergence of spatiotemporal
structures. The second time delay in the death term of immune cells is hown that
have a stabilizing effect on the steady state.
Finally, the last case is most interesting and biologically realistic. The prolifer-
ation rate is represented by a bell shaped function of the virus concentration. It
increases for small concentrations and decreases if the concentration is sufficiently
high. We observe here two novel regimes not observed before. Infection propaga-
tion in the tissue can occur as a superposition of two travelling waves: first wave
propagates as a low level infection front followed by a high level infection front
with a smaller speed of propagation. Both of the travelling waves can have a pos-
itive or a negative speed corresponding to the infection advancement or retreat.
As before, these regimes can be accompanied by instabilities and the emergence of
spatiotemporal patterns.
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Understanding the regularities in the spatio-temporal dynamics of virus infec-
tions in host organisms is highly important for improving the clinical practice (e.g.
infection fate regulation, biopsy procedures) and in immune inspired engineering
(e.g., pattern recognition, classification, control of network systems). There are
rather few models with describe the population dynamics of viruses and immune
cell using distributed parameter system such as reaction-diffusion equations [6].
In this work, we have analyzed the system of reaction-diffusion PDEs by a com-
bination of analytical and numerical studies. The model is novel in terms of the
complexity of the reaction terms describing in a parsimonious way the feedback
regulation of activation-, responsiveness tuning-, and apoptosis of immune cells.
Our model goes beyond a common view of the virus and immune cell interactions
as a predator prey system [13, 21].
A central problem of infectious disease pathogenesis is related to the mechanisms
of T cell exhaustion, associated with various outcomes of infections. Mathematical
models assist in revealing a mechanistic view of the infection course and outcomes
[12, 13]. In contrast to previous studies of exhaustion phenomenon, we have shown
that in chronic infections the dynamics of virus and immune cells in space and time
can be a continuum of different regimes ranging from steady states with a complete
or a partial elimination of immune cells on one sisde to non-monotone dynamics in
the form of travelling waves and irregular oscillations on the other side. The time-
delays reflecting the clonal expansion of cells and the programming for apoptosis
appear to be key control parameters. The mapping of the parameter space on the
patters of spatio-temporal dynamics being a subject of our study can further assist
in resolving via a multi-disciplinary approaches a fundamental problem of how to
reverse T cell exhaustion in chronic virus infections [22–24].
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