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We develop a self-consistent theory unifying the description of a quantum Fermi gas in the pres-
ence of a Fano-Feshbach resonance in the whole phase diagram ranging from BCS to BEC type of
superfluidity and from narrow to broad resonances, including the fluctuations beyond mean field.
Our theory covers a part of the phase diagram which is not easily accessible by Quantum Monte
Carlo simulations and is becoming interesting for a new class of experiments in cold atoms.
PACS numbers: 67.10.-j
Quantum gases keep building up considerable interest,
as combined experimental-theoretical platforms where
the borders between condensed matter, fundamental
physics and cosmology can be crossed, with mutual fer-
tilization under the extremely controlled experimental
settings and microscopic modeling of atomic physics [1].
Bright examples include a new class of precision mea-
surements [2], Hamiltonian coding inspired by Feyn-
man’s idea of quantum simulators [3–5] for real-time dy-
namics [4, 6], and the quantum phases of Bose/Fermi-
Hubbard models relevant to condensed matter [7–9].
Among the intersecting concepts, unexpectedly cen-
tral remains the paradigm of the crossover from
Bose-Einstein Condensation (BEC) to Bardeen-Cooper-
Schrieffer (BCS) type superfluidity [10, 11]. De-
veloped by Leggett [12] and Nozières and Schmitt-
Rink [13], its relevance to high-temperature supercon-
ductivity (HTSC) was pointed out by Uemura et al. [14]
in a celebrated universal plot, explained in terms of the
correlation length [15], and has become a timely concept
for the quantum chromodynamics phase diagram [16] and
the equation of state in neutron stars [17, 18].
The advent of Fermi gases [19–22] has turned the
crossover physics from a phenomenological approach to
gain insight on microscopic theories, into a paradigm
to be explored under microscopic mechanisms. Among
the latter is the Fano-Feshbach (FF) resonance con-
cept [23, 24], where scattering length a and contact in-
teraction strength U = 4pih¯2a/m can be varied at will.
The resonance originates from the coupling between a
free scattering state of two atoms (open channel) and
their bound (closed channel) state (see Fig. 1). FF reso-
nances can be classified as narrow (broad) depending on
the coupling strength being weak (strong) on the Fermi
energy scale εF ≡ h¯2k2F /(2m). Alternatively, the energy
dependence of scattering processes can be embodied in
the effective range r0 of the interactions, so that narrow
(broad) resonances imply kF |r0|  1 ( 1).
(kF|r0|)
-1
-(kFa)
-1(0,0)
N
A
R
R
O
W
B
  R
  O
  A
   
D
BCS
well-
barrier
BEC
O
N
E 
C
H
A
N
N
EL
single 
well
TW
O
 C
H
A
N
N
EL
S
B
O
SO
N
-F
ER
M
IO
N
( a, r0 )
(a, r0)
Fano-Feshbach
mechanism [23,24]
( a, r0 )
QMC [41]
SELF-CONSISTENT RPA
[26-29]   
GG0 APPROX [25]
LOCAL-FIELD THEORY
BEYOND RPA  
[THIS WORK]
RPA [46,47]
SELF-CONSISTENT RPA [49] 
MEAN FIELD [44,45]
1
PARAMETRIZED
FUNCTIONAL RG [50]
QMC [30-33]
GG0 APPROX [48]
RG [34]
Figure 1: Conceptual map of BEC-BCS crossover theories in
the relevant parameter space defined by −(kF a)−1, driving
the crossover between BEC and BCS limits, and (kF r0)−1,
driving the resonance width from narrow to broad [38].
Sketched are the general model-frameworks (left), i.e. one
or two-channel, and the theoretical or Quantum Monte Carlo
(QMC) methods (right) used to explore the crossover in nar-
row (red stripe), intermediate (orange), and broad (green) re-
gion (see text). This work bridges the gap of intermediate-to-
large values of (kF r0)−1, including fluctuations via a unifying
local-field theory of the boson-fermion hamiltonian.
The conceptual map in Fig. 1 summarizes theories de-
veloped so far in this scenario for cold gases. One-channel
models build on the BCS Hamiltonian using U as unique
parameter, thus suited to describe broad resonances,
where the interparticle spacing is the only relevant pa-
rameter. Broad resonances have been the norm so far in
experiments, very well explored via self-consistent theo-
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2ries including pairing fluctuations [25–29] and Quantum
Monte Carlo (QMC) simulations at zero and finite tem-
perature [30–33] and by Renormalization Group methods
[34]. Intermediate resonances are becoming available in
quantum gases experiments [35–37]. Besides, superfluid-
ity in neutron stars [17], is characterized by kF |r0| ' 1.
Their theoretical treatment, however, still leaves a num-
ber of open questions, stemming from the need of en-
capsulating the finite width as a second parameter [38–
40]. Though QMC results are available [41] in a one-
channel model mimicking the finite width via well-barrier
potentials (Fig. 1), they are limited to (kF |r0|)−1  1.
Two-channel, boson-fermion (BF) models instead explic-
itly include the resonant (boson) state composed by two
fermions, embodying the original FF mechanism. In-
troduced in the HTSC context [42, 43], the BF model
has been proposed for ultracold atoms in a mean-field
formulation [44, 45], developed within a Random-Phase-
Approximation (RPA) [46, 47], and upgraded to differ-
ent forms of self-consistent RPA [48, 49]. Inclusion of
particle-hole fluctuations suited to treat a wide range
of FF resonance widths, has been performed within the
powerful Functional Renormalization Group (FRG) ap-
proach, though in a parametrized manner [50–52]. As
a matter of facts, the intermediate regime bridging from
narrow to broad FF resonance is devoided of simulational
methods and largely unexplored by unifying theoretical
methods that include fluctuations beyond mean field.
Here we contribute to fill up this theoretical gap. At
variance with [50], we develop a theory hinging on a
single approximation. With respect to the largely ex-
plored broad limit, we predict sizeable effects in Tc at
intermediate resonance widths, now accessible in cur-
rent experiments [35–37], both at unitarity and in the
BCS limit. We take inspiration from local-field dielectric
theories [53], in particular Singwi-Tosi-Land-Sjölander
(STLS) [54, 55] formalism, developed in the 70s to de-
scribe the low-density normal electron liquid. In our the-
ory, the superfluid-state symmetries are naturally built in
and the Gor’kov and Melik-Barkhudarov screening cor-
rections [56] recovered. We discuss applications to cur-
rent experiments and its potential extensions to describe
exotic phases away from the superfluid phase.
The theory- We consider the boson-fermion (BF) grand-
canonical Hamiltonian [42]:
H− µN =
∑
k,σ
εk c
†
k,σck,σ +
∑
q
εBq b
†
qbq+
+
g√
V
∑
k,q
[
b†q cq/2−k,↓ cq/2+k,↑ + h.c.
]
+
−Ubg
V
∑
k,k′,q
c†q/2+k,↑ c
†
q/2−k,↓ cq/2−k′,↓ cq/2+k′,↑.
(1)
The operator c†k,σ (b
†
k) creates a spin-1/2 fermion (spin-
less boson) with momentum k. The first two terms
represent the fermion and boson kinetic energies εk =
k2/(2m) − µ and εBq = q2/(4m) − 2µ + 2ν, in terms of
the fermionic mass m, chemical potential µ and energy
2ν of the resonant state. The factors 4m and 2µ in the
dispersion account for the bosons being composed of two
fermions. 2ν is the crucial parameter driving the sys-
tem from the Fermi limit at large detunings ν  εF ,
where bosons exist only as virtual states, to the pure
Bose limit ν−εF with a real macroscopic occupation of
the resonant state. Bosons and fermions are hybridized
via the coupling with strength g, converting two fermions
into a boson and viceversa, related to the effective range
r0 of the scattering potential via r0 = −8pih¯4/(mg)2
[38, 57]. The theory embodies two independent physi-
cal parameters, kF r0 and kFa, in the model tuned via g
and ν. To which the background scattering length abg
(Ubg ≡ 4pih¯2abg/m) joins to account for scattering away
from resonance.
The method- Our method hinges on the concept of local
field in dielectic-function theories, introduced to study
the density and spin response of the electron liquid in low-
density metals, where the Coulomb interaction dominates
over the kinetic energy [54, 58]. While referring to the
Supplemental Material (SM) [59] for details, here is the
concept essence. The system response is determined by
introducing the exchange and correlation (xc) potential
Vxc(~r, t) = −
∫
dt′d~r v(|~r−~r′|)GL(|~r−~r′|, t− t′)δn(~r′, t′),
in terms of the so-called local-field factor GL generated
by the polarization density locally induced in the medium
and describing the hole dug in around a given particle
by xc processes. In the STLS scheme [54], GL is deter-
mined by the xc-generalized force driven by the fluid and
weighted over the static probability of finding a particle
at distance r, measured by the pair-correlation function
g(~r) [53, 59]. The equations set is closed by relating g(~r)
to the structure factor, and the latter to the imaginary
part of the response via the fluctuation-dissipation the-
orem. In different language, the choice of GL amounts
to define the irreducible interaction determining the ver-
tex corrections. Inspired by these physical ideas, we now
turn to implement them in the BF theory.
As detailed in the SM [59], our method naturally embod-
ies the spin-SU(2) and time-reversal symmetries dictated
by the Hamiltonian (1), and those emerging from gauge
transformations, like the Hugenoltz-Pines theorem [60]
ensuring that the excitation spectrum be gapless while
the Goldstone mode sets in. The resulting complex for-
malism can be represented in a quite compact form, but
in order to comprehensively reveal the essence of the the-
ory, we reduce it to a minimum by first focusing on the
calculation of the superfluid transition temperature Tc.
Since the Thouless criterion states that the divergence
of the the pairing susceptibility Π (q, ω) is related to the
divergence of the particle-particle scattering vertex, we
start by evaluating Π (q, ω) = i
∫∞
0
dt eiωt 〈C†q (t)Cq (0)〉,
3where the operator Cq ≡
∑
k
[
c−k+q/2,↓ck+q/2,↑
]
annihi-
lates a fermion pair with total momentum q and averages
are meant at equilibrium as in linear response. We per-
turb the pairing fields by acting with the source term
Jq(t) explicitly breaking the U(1) symmetry, i.e. adding∑
q
[
J∗q(t)Cq(t) + Jq(t)C†q(t)
]
to (1). We then compute
the system linear response by the equation of motion
method. In fact, the generalized Wigner distribution
function f∗k,q(t) = 〈c†k+q/2,↑(t)c†−k+q/2,↓(t)〉, turns out to
be more practical to work with, than C(†). After Fourier
transforming in frequency domain, we obtain:
ωf∗k,q =
(
εk+q/2 + εk−q/2
)
f∗k,q
+
∑
q′,σ
(
1
2
δq,q′ −
〈Dσsgnσk+q′/2,q−q′〉) J∗q′(ω) (2)
+
∑
q′,σ
〈(
1
2
δq,q′ −Dσsgnσk+q′/2,q−q′
)
Ueff(q
′, ω)C†q′
〉
,
where Dσk,q ≡ c†k+q/2,σck−q/2,σ, sgn(↑) = +1, sgn(↓) =
−1, and δq,q′ ≡ (2pi)3δ3(q−q′). The effective interaction
Ueff(q, ω) = −Ubg + g2D0(q, ω) = −Ubg + g2/(ω − εBq )
is driven by the bare contact and the exchange of a
resonant boson. In the above equation, we have omit-
ted the ω-dependence of fk,q for the sake of simplicity.
Average over the unperturbed system yields 〈Dαk,q〉 =
nk δq,0, with nk = 2T
∑
iωn
G(k, iωn)e
iωn0
+
the mo-
mentum distribution, that can be computed from the
fermionic Green’s function G(k, iωn) once the self-energy
is known. Postponing this task, we begin by approximat-
ing nk = f(εk) = [eβεk + 1]−1 with the non-interacting
G0(k, iωn) = (iωn − εk)−1. The third term is more com-
plicated, being an average of four operators. The equa-
tion of motion for it would contain higher-order terms
in an infinite hierarchy [61]. We close the equation set
by generalizing the STLS idea [54] to the pairing channel.
To gain physical insight, we revert back to real space and
approximate the connected average as
∑
α=±〈δ3(r)/2 −
c†σ(α)(xα)cσ(α)(x−α)〉gcorr (r/2) 〈%+(x−α)〉, with xα ≡
R+αr/2. The core of our approximation is the Cooper-
pair correlation function gcorr(|R− x|) ≡
〈C(R) C†(x)〉
0
,
describing the correlations occurring whenever a Cooper
pair is destroyed at R and a second one created at x.
As an equilibrium average, gcorr depends only on |R−x|
and not on time. We remark that this is the only ap-
proximation in our theory. At variance with other ap-
proaches [50], once performed all the rest fully consis-
tently follows.
Applying the extended STLS decoupling and transform-
ing back to q space [59], the static pairing structure fac-
tor S(q) naturally appears, related to gcorr(r) by Fourier
transform. Solving for f∗k,q and using 〈C†q〉 =
∑
k f
∗
k,q =
Π(q, ω)J∗q, the pairing susceptibility reads [59]:
Π(q, ω) =
Π0(q, ω)
1− [1− G(q, ω)]Ueff(q, ω)Π0(q, ω) , (3)
in terms of the non-interacting Π0(q, ω) =
∑
k
[1− f(εk+q/2)− f(εk−q/2)]/[ω − εk+q/2 − εk−q/2] and
G(q, ω) = −
∑
q′
Π0(q,q
′;ω)
Π0(q, ω)
S(q− q′), (4)
the local field factor. In (4), the function Π0(q,q′;ω) is
obtained after replacing q → q′ only in the numerator
of the definition of Π0(q, ω). Finally, S(q) is related to
Π(q, ω) via the fluctuation-dissipation theorem:
S(q) =
∫ +∞
−∞
dω
2pi
2
1− e−βω={Π(q, ω + iδ)} . (5)
The presence of the static S(q) in G(q, ω) can be alterna-
tively derived by extending to the particle-particle chan-
nel the Niklasson calculation [61]: in (3), one can write
the equations of motion for the last average and show that
S(q) appears while ω → +∞. Eqs. (3)-(5) form a closed
set, extending the STLS approach to the presence of a
pairing field driven by the microscopic Fano-Feshbach
mechanism. Given T and µ, their self-consistent solution
provides the pairing susceptibility beyond mean field, and
therefore all the fluid properties. We now proceed to de-
termine the evolution of Tc in the crossover. The Thou-
less criterion amounts to require that the denominator in
(3) vanishes: 1− [1− G(0, 0)]Ueff(0, 0)Π0(0, 0) = 0. i.e.
[1− G(0, 0)]
[
Ubg +
g2
2ν − 2µ
]∑
k
tanh (βεk/2)
2εk
= 1.
(6)
Notice that (6) can be viewed as the conventional
RPA equation for Tc, with the interaction corrected by
[1− G(0, 0)]. We will comment on the physics later on.
We now need an equation for µ, deriving the correspond-
ing number equation from a diagrammatic argument. In-
deed, (3) can be viewed as a RPA resummation of di-
agrams as in Fig. 2 (a)-(b), consisting on N bubbles
connected by N − 1 interaction lines, the latter corre-
sponding to the free boson propagator D0(q, ω) plus the
bare Ubg corrected by [1− G]. In essence, the local-field
approximation amounts to estimate the particle-particle
irreducible vertex in the pairing channel as Ueff[1 − G].
Summing up all the closed ring diagrams as in Fig. 2(c),
we get the interaction correction δΩ to the noninteract-
ing grand-canonical potential Ω0 [59]. We obtain the
same δΩ by the running-coupling constant method, after
neglecting the intrinsic dependence of G on g and Ubg.
Thus, we expect this approximation to be quantitatively
reliable for small to intermediate values of g and Ubg. We
then derive µ from
n = − ∂
∂µ
(Ω0 + δΩ). (7)
Eqs. (4)-(7) are the closed set describing the critical be-
havior in the crossover for narrow-to intermediate FF
4Figure 2: Local-field approximation: Feynman diagrams pic-
ture. Upper row: two-particle irreducible vertex in the
particle-particle channel. Dashed line: exchange of a bare
boson plus background interaction. Shaded triangle: renor-
malized vertex correction, depending on one frequency and
one momentum. Central row: pairing susceptibility (3) as
an RPA resummation of bubble diagrams connected by two-
particle irreducible vertices. Lower row: RPA-like diagrams
for the grand-canonical potential.
resonances. For their self-consistent solution, one iter-
ates an initial guess for G (e.g. G = 0) until convergence.
Once discussed the essence of the theory, we now re-
lax the G0 approximation: we relate the scattering ver-
tex Γ = [(1− G)Ueff] / [1− (1− G)UeffΠ0] to G, the
fermionic self-energy Σ(Kn) =
∑
Qn
Γ(Qn)G0(Qn −Kn)
to Γ(Qn), then updating G0 → G = [G−10 − Σ]−1 and
Π0 → Π˜0(Qn) =
∑
Kn
G(Qn −Kn)G(Kn) in the vertex
expression, with n =
∑
Kn
G(Kn)e
iωn0
+
and the G con-
stant during the loop. Here, Qn = (νn,q) (Kn = (ωn,k))
is the 4-vector with a bosonic (fermionic) Matsubara fre-
quency. This the analogue of a GW approximation [53].
Limiting cases- Despite the equations complexity, we
can extract relevant analytical limits. We first need
to regularize the (otherwise diverging) non-interacting
susceptibilities. This requires [57, 62] to renormalize
Ubg, g and ν into UR, gR and νR, exactly as in the
two-body problem [59]. From now on we drop, for
simplicity, Ubg. In the BCS limit with νR  εF
and Tc  TF (7) reads µ ' εF , so that TBCSc '
8eγ−2pi−1 εF exp
[−(2νR − 2εF )/(N(0)g˜2)], where N(0)
is the density of states at εF and g˜2 ≡ g2R[1 − G(0, 0)].
It can be shown that 0 < G(0, 0) < 1 if an RPA S(q) is
inserted in (4). Thus, at fixed νR, the local field correc-
tion suppresses Tc with respect to its mean-field value.
This result is reminiscent of the celebrated Gor’kov and
Melik-Barkhudarov (GMB) correction in one-channel cal-
culations [56], stating that in the BCS limit particle-
hole processes suppress Tc and superfluid gap by a factor
' 2.2 [63]. In our theory, these particle-hole corrections
show up in the g renormalization. Indeed, evaluating
in the BCS limit νR  εF [10] the BF vertex diagram
ΛBFk,ω(q,Ω) to lowest order as in Fig. 3, we get:
K, ↑
Q−K, ↓
Q
ΛBFK (Q) '
Figure 3: Lowest order contribution to the irreducible boson-
fermion vertex ΛBFK (Q), showing the coupling constant g is renor-
malized by particle-hole processes (dashed lines are bare bosons).
g˜2GMB = g
2
R
[
1− g
2
R
2νR − 2εF N(0) ln(4e)
1/3
]
. (8)
Replacing g2R[1−G] by g˜2GMB in (6), Tc results suppressed
by (4e)1/3 ' 2.2. From the structure of our equations,
using local field factors amounts to neglect the (k, ω)
dependence in the full boson-fermion vertex ΛBFk,ω(q,Ω),
like in electron liquids [53]. This defines the perimeter of
our theory in capturing the Tc suppression effects.
On the BEC limit with ν  −εF , eq. (6) yields µ ' ν
and from (7) one obtains the BEC Tc of n/2 bosons with
mass 2m: TBECc = (pi/m)[n/(2ζ(3/2))]2/3.
Implications for current experiments- Self-consistent cal-
culations in the narrow-resonance case with kF |r0| ' 5 in
the BCS limit, yields a more limited suppression with our
theory, so that Tc is enhanced by a factor up to ' 10%
than the (perturbative) Tc,GMB. The resonance turns
out to be characterized by a maximum at Tc [64], that
reduces towards the narrow limit [65]: in the broad reso-
nance limit with kF r0 ' 0.5 we get Tc/TF ' 0.22, com-
parable with the QMC value Tc/TF = 0.24(2) by Bulgac
et al. [31]. At unitarity, varying the resonance width in
the range 0.5 < kF |r0| < 5 by one order of magnitude
yields variations of the maximum Tc up to ' 8% [65].
Conclusions- We have developed a unifying fully self-
consistent theory of superfluidity with pairing fluctua-
tions beyond mean field, hinging on the original Fano-
Feshbach microscopic resonant mechanism. Our theory
bridges the description of the BCS-BEC crossover from
narrow to broad FF resonances, in a region so far de-
voided of simulational methods and largely unexplored
by theoretical methods. We brush up the old-fashioned
concept of local field, successfully developed in electron
liquids, and demonstrate its so-far unexplored method-
ological power to access a complex phase diagram where
density, spin, and amplitude/phase fluctuations of a su-
perfluid order parameter can be treated on equal footing
with only one physical approximation.
Intermediate resonance widths are becoming accessible
by a new class of experiments, like with fermionic Er
atoms [66], Fermi-Hubbard simulators [36], or Fermi-
Bose mixtures [37], that can provide a test-bed for our
theory. A systematic study of relevant observables like Tc
and superfluid gap at T  Tc, requires a full numerical
solution, that is under way [65]. Effects up to 10% found
in Tc with respect to the broad resonance case, open up
5unexplored physics. Interest is also building up on the
equation of state in neutron stars, where observational
data are compatible with kFa ' −13 and kF |r0| ' 2,
though on the fully different fm length scale [16].
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LOCAL-FIELD FACTOR THEORIES IN A NUT-SHELL
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~E
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− ++ −
Veff (q, ω) = Vext (q, ω)︸ ︷︷ ︸
external field
+ vq δn (q, ω)︸ ︷︷ ︸
Hartree field
− vq G (q, ω) δn (q, ω)︸ ︷︷ ︸
exchange-correlation field
δn(q, ω) = χ(q, ω)Vext(q, ω), χ(q, ω) =
χ0(q, ω)
1− vq[1−G(q, ω)]χ0(q, ω)
Figure 1: Schematic picture of the local-field factor approximation. In a classical perspective, once an electric field is applied
to a dielectric material, the field locally felt by a single electron is reduced by the polarization induced by the other electrons
surrounding it. This is a pure correlation effect. In a quantum many-body system, the potential felt by an electron is composed
by adding up the external, the Hartree, and a local correlation fields. The Hartree field, as a first approximation, describes
correlations accounting the presence of the other electrons under a self-consistent mean-field. The correlation field accounts for
the fact that the electron itself is actively participating to the creation of the mean-field. In local-field approximation, this last
last term is written as a purely local one (in frequency and momentum space).
The local-field factor theories for the dielectric function [1] have originally been developed in the 70s to describe
the low-density normal electron liquid. We here illustrate the basics of the theory for the simpler case of the density
response in a normal liquid, taken to be the electron liquid as in the original formulation. With this strategy, we wish
to make easier for the reader tha task of following the formalism for the more complex case treated in the main text
and detailed in the next section, that is characterized by many variables (density, spin, and amplitude and phase of
the order parameter) and by broken symmetry within a boson-fermion Hamiltonian.
The essence of local-field factor theories is well understood from the analogy with the electrodynamic response of a
medium in a Lorentz cavity, which we now remind. The concept is sketched in Fig. 1, which in the following we refer to.
While the response of the (non-interacting) system to the external potential Vext(~r, t) driven by a corresponding electric
field amounts to the Lindhard approximation, the Random-Phase Approximation (RPA) represents the response to
Vext(~r, t) + VH(~r, t), where VH(~r, t) =
∫
d~rv(|~r − ~r′|)δn(~r′, t) is the Hartree mean-field potential sourced by the
charge δn(~r′, t) induced at the cavity boundaries in the presence of the two-body interaction v(|~r − ~r′|). In fact,
RPA is known to badly overestimate the effects of interactions among the particles in the medium, since they are
allowed to be closer than they really do. For a beyond-mean field treatment, one therefore has to consider also the
potential sourced by the polarization charges that are locally induced in the medium. This can be expressed as
Vxc(~r, t) = −
∫
dt′d~rv(|~r−~r′|)GL(|~r−~r′|, t− t′)δn(~r′, t′), in terms of the so-called local-field factor GL. In a quantum
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2fluid, this in fact describes the effects of the hole surrounding a given particle dug in by exchange and correlation
processes. The local field GL can be related to the structure of the fluid, and the latter - via the fluctuation-dissipation
theorem - to the response function expressed in terms of GL. This procedure provides a closed set of equations for
the response function of the system, to be solved self-consistently.
The whole point then amounts to how GL can be related to the structure of the fluid. A number of approximations
have been developed and tested for the electron liquid, starting from the Hubbard approximation, where a form of GL
is built up that interpolates between known infrared and ultraviolet behaviors [1]. A popular approximation has been
developed by Singwi, Tosi, Land, and Sjölander (STLS) [2] and extended to the quantum regime by Hasegawa and
Shimizu [3]. Improvements on the long-wavelength behavior of the STLS theory have been developed by Vashishta
and Singwi [4], to build in the compressibility sum rule by including the density dependence of the pair correlation
function. Notwithstanding their simplicity and differences, these models were capable of successfully describing the
ground-state properties in remarkable agreement with Quantum Monte Carlo simulations, and have been extended to
treat multicomponent and spin-polarized systems, and current and transverse spin response [1] in normal systems. We
have taken inspiration from the STLS scheme, that is known to represent an optical trade-off between performance
and simplicity for most properties.
In the STLS scheme, GL is determined by noting that the generalized force due to exchange and correlation in the
fluid can be expressed as
~∇~rVxc(~r, t) =
∫
[g(~r − ~r′)− 1]~∇~rv(|~r − ~r′|)δn(~r′, t′), (1)
that is after weighting the bare force ~∇~rv(|~r − ~r′|)δn(~r′, t′) over the probability [g(~r − ~r′) − 1] dictated by the pair-
correlation function g(~r) [1] and then summing up over all the fluid slices. Notice that the explicit choice has been
performed of confining all the dynamical effects into the induced density, so that the static g(~r) is involved. In
momentum space, eq. (1) can be recast in terms of the static structure factor, related to the pair correlation function
g(r) by Fourier transform:
G(~q) = − 1
(2pi)3n
∫
~q · ~q′
q2
v(~q′)
v(~q)
[S(~q − ~q′)− 1]d~q′, (2)
with n the system density and v(~q) the Fourier transform of the bare interaction potential appearing in (1). Given
the relationship between GL and the response function χ(~q, ω) expressed in Fig. 1, the set of equations is then closed
after relating S(~q) to the imaginary part of the response function via the fluctuation-dissipation theorem:
S(~q) = − h¯
pin
∫
χ′′(q, ω)d(ω), (3)
with χ′′(q, ω) the imaginary part of the response function. If we had to reason within the self-consistent integral-
equations methods for the Green’s functions, the choice of GL would amount to define the irreducible interaction
which, along with the single-particle Green’s function, determines the vertex-function correction. This in turn, closing
the self-consistent loop, leads the proper response, the effective potential and the single-particle self-energy and Green’s
function.
CALCULATION OF THE INTERACTION CORRECTION TO THE GRAND-CANONICAL POTENTIAL
The interaction correction δΩ to the non-interacting grand-canonical potential is calculated via the ring diagrams
in fig.2 in the main text. The resulting expression reads:
δΩ = T
∑
Qn
eiνn0
+
ln{1− [1− G(Qn)]Ueff(Qn)Π0(Qn)}, (4)
where Qn ≡ (q, iνn), νn = 2pinT is a bosonic Matsubara frequency. The eiνn0+ factor is needed for the Matsubara
sum convergence, and as usual G, Π0 and D0 are calculated on the imaginary axis. The equation for the density n
results
n =
∑
k,σ
f(εk) + 2
∑
q
nB(ε
B
q )−
∂(δΩ)
∂µ
, (5)
where nB labels the Bose distribution and the factor 2 accounts for each boson being composed of two fermions.
3RENORMALIZATION OF THE COUPLINGS
In order to make the non-interacting pairing suscptibility Π0 convergent, one has to renormalize the couplings. The
simplest choice reads [7, 8]:
Ubg,R =
Ubg
1− Ubgγ ; gR =
g
1− Ubgγ ; 2νR = 2ν −
g2γ
1− Ubgγ , (6)
with γ ≡ ∑km/k2. This simple choice is sufficient to cancel the divergence of the integrals defining Π0(q, ω),
Π0(q,q
′;ω). In the following, we drop Ubg for simplicity, though it can easily be restored.
EQUATIONS IN THE SUPERFLUID STATE WITH FINITE BACKGROUND SCATTERING LENGTH
In order to focus on the essence of the theory, in the main text we have derived the equations for the critical
temperature Tc, where the complex formalism is slightly reduced. Here, we extend the theory to the superfluid state.
The corresponding theory equations can be obtained in a similar manner as those for Tc: the main difference consists
in adding to Hamiltonian (1) in the main text a "mean-field" term containing the pairing gap.
We start by performing a mean-field decomposition and Nambu transformation, i.e.
Ψk,↑ = ck,↑ Ψk,↓ = c
†
−k,↓
Ψ†k,↑ = c
†
k,↑ Ψ
†
k,↓ = c−k,↓,
(7)
on the Boson-Fermion Hamiltonian (1) in the main text. We get
HBF = ∆˜
2
Ueff
+
∑
k
εk +
∑
k
Ψ†k,σ h
σσ′
k Ψk,σ′ +
∑
q
εBq b
†
q bq +
g√
V
∑
q
(
b†q ρˆ
−
−q + bq ρˆ
+
q
)
− Ubg
V
∑
q
ρˆ+q ρˆ
−
−q. (8)
Here, we have made use of the definitions
%ˆ±q =
∑
k,σ,σ′
Ψ†k+q/2,σ τ
±
σ,σ′ Ψk−q/2,σ′ with τ
± =
1
2
(
τ1 ± iτ2) , (9)
with τ i the Pauli matrices, hk = εkτ3 − ∆˜τ1 (∆˜ is the pairing gap) and Ueff = U + g2/(2ν − 2µ). We then define the
generalized Wigner distribution functions (in Nambu basis):
fσσ
′
p,q (t) = 〈Ψ†p+q/2,σ(t)Ψp−q/2,σ′(t)〉, (10)
and add to the Hamiltonian (8) a source term of the form∑
q,σ,σ′
Jσ
′σ
−q (t)
∑
k
Ψ†k+q/2,σΨk−q/2,σ′ . (11)
Now, we then write down the equations of motion for the Wigner distribution functions by commuting them with
the perturbed Hamiltonian. We linearize them at first order in the sources, Fourier transform in time, and eventually
obtain the expression
ω δfσσ
′
p,q = h
σs
p+q/2 δf
sσ′
p,q − δfσsp,q hsσ
′
p−q/2 +
(
Jσsq (ω)n
sσ′
p−q/2 − nσsp+q/2Jsσ
′
q (ω)
)
+
+
∑
q′,η=±
Ueff(−q′, ω)
〈
%ˆη−q′ τ
−η
sσ fˆ
sσ′
p+q′/2,q+q′ − %ˆη−q′ τ−ησ′s fˆσsp−q′/2,q+q′
〉
.
(12)
Here, a summation over repeated indexes is intended. In addition, nσσ
′
k δq,0 = 〈Ψ†k+q/2,σΨk−q/2,σ′〉0, with the average
performed on the equilibrium system, and Ueff(q, ω) = −Ubg + g2D0(q, ω), with D0(q, ω) = [ω − εBq ]−1 the non-
interacting boson propagator. The last term in eq. (12) can be decomposed into a connected and an unconnected
average, i.e. 〈(1− c†↑c↑ − c†↓c↓) %ˆ+〉 = 〈(1− c†↑c↑ − c†↓c↓) %ˆ+〉C + 〈1− c†↑c↑ − c†↓c↓〉〈%ˆ+〉. Neglecting the first (connected
average) term would lead to the RPA form of the pairing susceptibility, valid for small g and U values.
4If we were in the normal state described in the main text to calculate the critical temperature Tc, one would get
physical insight by transforming eq. (3) in the main text into the equations of motion for the f (∗)(R, r) = 〈c(†)↓(↑)(R+
r/2)c
(†)
↑(↓)(R− r/2)〉 in real space. Then, one would plug in the STLS approximation to the connected average, i.e.∑
α=±
〈δ3(r)/2− c†σ(α)(xα)cσ(α)(x−α)〉 gcorr (r/2) 〈%ˆ+(x−α)〉, (13)
with xα ≡ R + αr/2, and transform back to momentum space, getting the linearized and decoupled form of the
equations of motion (3) in the main text:
ωf∗k,q =
(
εk+q/2 + εk−q/2
)
f∗k,q
+ (J∗q + Ueff(q, ω)〈%ˆ+q 〉)
(
1− nk+q/2 − nk−q/2
)
+ 〈%ˆ+q 〉
∑
q′
Ueff(q
′, ω)S(q − q′) (1− nk+q′/2 − nk−q′/2) . (14)
The presence of the static S(q) arises from the equilibrium value of 〈c c %+〉 in the linearized equation of motion and
clarifies the choice of gcorr for decomposing the connected average as in the STLS approximation. Neglecting the
interaction terms in (14) leads to the asymptotic limits for the local field factor, exactly as performed by Niklasson
[5] and Zhu and Overhauser [6] for the electron liquid.
Going back to the general case (12), we write the connected average in real space basis and we approximate it with
the help of generalized pair correlation functions:〈
%ˆη(x′′) τ−ηsσ %ˆ
sσ′(x,x′)
〉
C
'
∑
α=±
%η(x′′) gα;−αcorr (|R− x′′|) τ−ηsσ %sσ
′
(x,x′). (15)
Here,
gη;η
′
corr (|x− x′′|) ≡
〈
%ˆη(x′′) %ˆη
′
(x,x)
〉
0,C
, (16)
where the subscript 0, C means that the connected average is performed over the unperturbed system. We then
transform back the equations of motion in momentum space and decompose the Wigner distribution function in its
Pauli components:
f ip,q =
∑
σσ′
τ iσ′σf
σσ′
p,q . (17)
Each Pauli component has a precise physical meaning: indeed, components 1 and 2 describe amplitude and phase
fluctuations of the order parameter, respectively, while components 3 and 4 are associated with density and spin
fluctuations. After performing the same transformation on the sources J , we notice that the response of the system
to the different sources J i will be given by a 4× 4 matrix response function Π. Inverting the equations of motion, we
then get an expression for Π (all multiplications and divisions must be intended in a matrix sense):
Π(q, ω) =
Π0(q, ω)
1−Π0(q, ω)
{
UˆR,eff(q, ω) [W − G(q, ω)]
} , (18)
with W = diag{1, 1, 0, 0} and UˆR,eff(q, ω) the (rotated) matrix effective interaction diag{−U + g2D0(q, ω),−U +
g2D0(−q,−ω), 0, 0}. In particular, this is rotated by the unitary matrix
R =

1/
√
2 1/
√
2 0 0
−i/√2 i/√2 0 0
0 0 1 0
0 0 0 1
 . (19)
Π0(q, ω) is the response function calculated only with the mean-field Hamiltonian, whose expressions can be found,
for example, in [9]. It turns out that all the components of Π0 connecting a spin fluctuation with another kind of
5excitation are zero. Indeed, by means of symmetry principles, it can be proved at all orders that spin fluctuations
completely decouple from the others [10]. The local field factor is now a matrix defined as
G(q, ω) ≡ −
∑
q′
W Π0(q, q
′, ω; ∆˜ = 0)W
W Π0(q, ω; ∆˜ = 0)W
[
S11(q − q′) + S22(q − q′)] , (20)
where S11 and S22 are the amplitude-amplitude and phase phase structure factors, respectively. They are related to
the 11 and 22 components of the response functions by the fluctuation-dissipation theorem. Inside the summation in
eq. (20), the quantity Π0(q, q′, ω; ∆˜ = 0) appears. The dependence of the latter on two momenta has the following
meaning: since Π0 can be expressed as the integral of a fraction, we assign two different momenta in the numerator
and denominator, similarly to what we have done in the main text. Finally, since approximation (15) is expected to be
valid in the high frequency limit, we can neglect ∆˜ (ω  ∆˜) in the calculation, so that W Π0(q, q′, ω; ∆˜ = 0)W and
W Π0(q, ω; ∆˜ = 0)W precisely equal to their analog in the normal state. We have constrained this approximation to
provide a response function satisfying all the fundamental spin-flip and time-reversal symmetries of the Hamiltonian
(8) [11].
The renormalized boson propagator is:
D(q, ω) =
D0(q, ω)
1−D0(q, ω) ΣSTLS(q, ω) , (21)
where the self-energy equals
ΣR,STLS(q, ω) = g
2R−1
[
W
Π0(q, ω) [W − G(q, ω)]
1 + UΠ0(q, ω) [W − G(q, ω)]W
]
R. (22)
By requiring that the Hugenholtz and Pines theorem be fulfilled [12], i.e. by requiring that the bosonic spectrum be
gapless and
detD−1(q = 0, ω = 0) = 0, (23)
we get the renormalized equation for the superfluid gap:
1 = USTLSeff (0, 0)
∑
p
tanh
(
1
2βEp
)
2Ep
. (24)
with USTLSeff (0, 0) = [U + g
2/(2ν − 2µ)][1− G11(0, 0)]. The number equation is then obtained as in the main text, by
summing up all closed ring diagrams:
N = 2φ2m +
∑
p
[
1 +
εp
Ep
tanh
(
β
2
Ep
)]
+ 2
∑
q
nB(εq) +
1
β
∑
q,iνn
∂
∂µ
tr ln
[
1 + Π0(q, iνn) Uˆ
STLS
R,eff (q, iνn)
]
eiνn0
+
, (25)
with φ2m being the fraction of condensed molecules, Ep =
√
ε2p + ∆˜
2 the quasiparticle dispersion, and
UˆSTLSR,eff (q, ω) = [W − G(q, ω)] UˆR,eff(q, ω). (26)
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