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1. INTRODUCTION 
There has been substantial recent interest in the Korteweg-de Vries 
equation 
ut = w? + km! , s # 0, (1.1) 
as evidenced by the work of Kruskal[2], Wbitham [6], Lax [3], Zabusky [7], 
Miura [4], Miura et al. [5], and Gardner et al. [I], among others. 
In this paper we shall produce an existence and uniqueness theorem for 
the problem defined by (I. I), the initial condition 
4% 0) = f(X), all x (1.2) 
and the boundary condition 
u(x, q = u(x + 1, q, all x and t. (1.3) 
We shall refer to this problem as problem (1) and we shall prove: 
THEOREM 1. If 6 #O and iff( ) x is a l-periodic fun&m, whose third 
derivative belongs to the space L, , then there exists a unique solution of problem 
(1). 
If we instead consider the Cauchy problem for (1 .I) we can prove an 
analogous theorem. This is true because we use only L, estimates in the proof 
of Theorem 1. 
The proof consists of the following three steps: 
(i) Let N be a natural number, h = l/Nand x, = rh. Denote by D, , D- , 
and D, the difference operators defined by 
hD+g(x,) = g@,+J - &A hD-id4 = g(4 - id+4, 
2hQ&r) = &r+J - &r-d. 
* This work was sponsored by the Swedish Technical Research Council. 
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Instead of problem (1) consider another problem, which we call problem (2), 
and which is given by the differential-difference equation 
%A 9 w = [%4x+ , 4 Q&G 3 0 + 4llN(% 9 VI/3 
+ ~~+R%(x, , t), T = 1, 2,..., N U-4) 
the initial condition 
%xX, 3 0) = f w, Y = 1, 2,..., N (1.5) 
and the boundary condition 
Problem (2) has for every h > 0 a unique solution +(x, t). This is clear if we 
take into account the bound (3.1) derived in section 3. The solution r+(x, t) 
is for every t a gridfunction, i.e. defined only for x = x,. = rh. The derivatives 
&,(xr , t)/atn, n > 0, all exist. 
(ii) The next step is to prove the existence of a local solution of problem 
(l), i.e. a solution in an interval 0 < t < Tl . For this purpose we derive 
bounds for r&v, t) and its differences of order three and lower. These bounds 
are uniform in N and hold for some interval 0 < t < Tl . 
We then consider the discrete Fourier series &(x, t) corresponding to 
r&x, t). This series is defined for all x and interpolates UJX, t) at x = x, . 
From the bounds for z&x, t) and its differences we get bounds for &(x, t) 
and its derivatives up to order three. These bounds are also uniform in N 
and imply that the sequence {C&(X, t)} contains a subsequence converging 
to a local solution of problem (1). 
(iii) The last step is to show that the local solution can be extended to a 
gZobaZ solution. Suppose that u(x, t) is a solution of problem (1). In Section 4 
we derive some a priori bounds for 11(x, t), and some of its derivatives. As we 
already have proven existence in 0 < t < Tl , these bounds certainly hold 
in 0 < t < Tl . It is then possible to consider problem (1) with u(x, TJ sub- 
stituted for the initial functionf(x). This new problem also has a local solu- 
tion and hence, we get existence of a solution in 0 < t < T, , where T, > Tl . 
We then show that repeated use of this extension procedure will give existence 
for all t. 
We still must prove the uniqueness part of Theorem 1. This is done in 
Section 5. 
In a forthcoming paper we will discuss a numerical procedure for solving 
problem (1) and present some numerical results. 
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2. TECHNICAL LEMMAS 
We begin with a well-known Sobolev-type lemma: 
LEMMA 2.1. Let u and T be integers such that 0 < 7 < CC Then to every 
constant l > 0 there exists a constant C(E) such that for allfunctions y, sujiciently 
differentiable on 0 < x < 1, 
and 
where 
llf II2 = (f,f) and (f, g) = 11 f(x) g@) dx. 
In the space of gridfunctions we define the scalar product and the norm by 
(f, gh = ; f&J &A h and IlfllE = cf¶f)h . 
T=l 
We shall always assume that N is of the form N = 2n + 1 where n is a 
natural number. It is then easy to see that the functions (e2”“w;F)LPn are 
orthonormal with respect to the scalar products (.,.)h and (.,.). 
LEMMA 2.2. Let r1 and r2 be nonnegative integers with -rl + 72 = 7 and 1,4 
a function of the form 
I/J = i a(w) $niwJ. 
CO=-VI 
Then 
Proof. We observe that 
and 
D ePniwz t 
e2niwh _ 1 
= 
h 
e2lriws 
e2niwh _ 1 
h 
By orthonormality we get 
II D;#J I/* = )I D;$J I\“, = i 1 2 siyh /Zr 1 a(w)\% 
W=--n 
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and similarly 
j 277iw IaT / a(~)/~. 
The lemma now follows immediately in the case 73 = 0 if we use the elemen- 
tary inequality 
(2.3) 
For the case rp # 0 we use the relations 
D +rioz = ’ - Lzmwh &2nios, 
I 
1 _ @riwh 
I I 
2 sin rrwh = 
h h ’ 
and (2.3). We now prove a discrete analogue of (2.2). 
LEMMA 2.3. Let z be an N-periodic gridfunction and let a and T be integers 
such that 0 < r < u. Then for every constant E > 0 there exists a constant c(r) 
independent of z and h such that 
Proof. Let 4 be the discrete Fourier series of z, i.e., 
t,b = f b(w) ezflioz, 
W=--R 
where b(w) = (snioz, z)h . 
From Lemma 2.1 and Lemma 2.2 we get 
II D+7z II; = II D+‘# II: G [I 2 (j 
< E’ I( g Ir + WII 4 II2 
< l ’ ( ) + 20Il D+“# II; + W)II # II; 
EC’ - 
( ) ; zoll D+Oz II: + ~‘(4 .z II; = 4 D+z II; + +)ll .z II;, 
which was to be proven. 
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Remark 1. The inequality (2.4) can be modified in the following ways. 
The operator D+T in the left member can be exchanged for any operator 
D;~D~DT_Q, where rr , a T and ~a are nonnegative integers with or + ra + ra = 7. 
The operator D+” in the right member can be exchanged for any operator 
DTD”n, where a, + oa = u and a, , a u are nonnegative integers. It can be 
proven by counterexamples that the lemma is not true if the right member 
contains D, . 
Remark 2. Lemma 2.1 and Lemma 2.3 immediately give 
,pryN I W, I2 < 4 D+D-2z II; + 44ll .z II;, (2.5) 
where E and C(C) have the same properties as in Lemma 2.3. This inequality 
will be of use in Section 3. 
LEMMA 2.4. If f is a real N-periodic gridfunction, i.e., if f(x.,.) = f(~~+~), 
and if g(x) is another real N-periodic gridfunction, then 
(f, D+gh = --(D-f, gh , 
(f, D-h = -(D+f, g)h , 
(f T Dogh = -(Dof, g)h , 
and 
(f, D+D-“fh < 0 V-6) 
Proof. The first three identities are easily verified by use of the definition 
of scalar product. Hence, 
(f, D,D-“fh = -P+“D-f ,f h = (f, (4D-2 - D,“D-1 f M2 
= (f, D+D-(D- - D+)f )G. 
AS D- - D, = -hD+D- , we get 
(f, D+Wf), = --h(f, ~+2Wf),/2 = --hII D+D-f II;/2 
and (2.6) is established. 
In the next lemma we state some a priori properties of the solution of problem 
(1). The first two were found by Kruskal and Zabusky [7J, and the third 
by Whitham [6]. Further properties of the same type but containing deriva- 
tives of higher order can be found in [5]. 
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LEMMA 2.5. Let u(x, t) be a solution of problem (1). Then there are constants 
CL, OL~ , “s such that 
s 
1 
u2(x, t) dx = 
s 
If2 dx = q , (2.7) 
0 0 
,: (u3/3 - 6uz2) dx = 1; (f 3/3 - Sf '2) dx = (Ye, (253) 
s 
’ (u4 - 12624~; + 3682u;r/5) dx 
0 
= I 1 (f 4 - 126ff’ + 366af”2/5) dx = c+, . (W 
3. PROOF OF LOCAL EXISTENCE 
Let uN(x, t) be the solution of problem (2). We first consider the case 6 > 0 
and t > 0. The other cases are treated in Section 4. 
LEMMA 3.1. There exist constants TI > 0 and ki , i = 0, 1,2, 3 indepen- 
dent of h but dependent on f (x) and its derivatives of order there and lower, such 
that 
II 6. , t>lh 6 ko > all t (3.1) 
I 4x, 9 t)l < k, 9 all r, O<t<TI (3.2) 
II D,D-%(- , t)llh < 4, a O<t<T, (3.3) 
and finally with 
VN(X, t) = h4Jx, t>/at 
II vd- 9 th < k3 O<t<T, (3.4) 
ProOf. 
(UN 3 auN/at)h = iall uN It@ 
= i[@N 3 UNDOUN~ + @N 3 DoUN~)~I + &N , D+D-2u~), < 0 
due to Lemma 2.4. Hence 
11 uN(‘, t>llh” < 11 uN(‘, o>lfi = Ilf 11: d 2 s:f (x)2 dx = k. 
if h < ho (this condition is assumed to be fulfilled from now on). So (3.1) is 
established. 
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From the triangular inequality and Lemma 2.3 we get 
I S I II D+D-‘u, IIh < II oiv 111, + II @FUN + Do@ IL,/3 
< \I wN llh + \I ‘N lib max 1 DouN \ 
< 11 ON Ilh + ko(d D+D-‘UN Illr + C(E) ho)- 
The choice E = ( 8 (/2$ gives 
I/ D+D-‘UN Ilh d 201 uN Ilh + &%))/I s 1 < Yl 11 DN iih + Yz 7 (3.5) 
where y1 and yz are independent of h. The function D~(x, t) satisfies 
W,(xr , W = Bh& , t) Dou,(x, , t) + u&r, t) Do+@, 7 t> 
+ 2D,U,(X,, t) ?&, , t)] + ~D+D-*%&, , t). 
Multiplication of this equation by z)~(x, , t) and summation give 
+ +N , D+D-%,h 3 
and Lemma 2.4 gives 
@II 21N li%jt d 6[la5 maxl DouN 1 11 ON it + O.5 maxl D+“N 1 11 vN ilit] 
d %I1 D+D-2u~ II/a + C(c) ho)11 UN 11:: 3 
where we have used the Cauchy-Schwarz inequality and Lemma 2.3. If (3.5) 
is substituted, we get 
where ya and y1 are constants independent of h. 
It is now clear that 
o < 11 wN it < y, 
where y is the solution of the initial-vaIue problem 
dyidt = Y&'~ + ~4~7 Y(O) = YO 3 11 wN(-, o>$i * (34 
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The solution y of (3.6) is finite only for 
t < t, = $ log (1 + “-) . 
Y3Yo 
There is no possibility of choosing constants such that t, = 00. However, we 
can find a constant ks such that (3.4) holds for 0 < t < Tl = t,/2. The 
estimate (3.3) then follows from (3.5) and (3.2) is a consequence of Lemma 
2.3 and (3.3). This concludes the proof of Lemma 3.1. 
With the help of this lemma we can prove that problem (1) has a solution 
U(X, t) in 0 < t < Tl . We denote by &(x, t) the discrete Fourier series of 
u&, t). From Lemma 3.1 and Lemma 2.2 we immediately get 
where ci and c2 are constants depending on f (x) but not on h. The rest of the 
proof is standard. Inequalities (3.7) and (3.8) imply that the sequence {&} is 
bounded and equicontinuous (in both x and t). The Arzela-Ascoli selection 
theorem then guarantees the existence of a subsequence {&} which con- 
verges to some function u(x, t). It is easy to see that Z+&,,/C@ converges in the 
L,-sense to a%/&?. It is also easy to see that u(x, t) is a solution of problem (1) 
because of the very definition of&(x, t). 
4. PROOF OF GLOBAL EXISTENCE 
LEMMA 4.1. Let u(x, t) be a solution of problem (1). Then there exist a 
constant /I such that 
m= I u&, t)l Q B (4.1) 
II v II2 < e@ rw + 47” 112, v = au/at. (4.2) 
Proof. (2.7), (2.8), and Lemma 2.1 give 
I 6 I II 11, II2 d 1: I * Is/3 dx + I ~2 I 
G #I u, II + 44ll u II) II u II2 + I a2 I 
= MI ux II + 44 44 a1 + I a2 I, 
which gives 
(I 6 Ill2 I( u, 11 - aleI S 1-1’2/6)2 < 1 a2 I + c(c) a:s5/3 + a12e2j 368 1-l 
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and 
To prove (4.1) we now use the identity (2.9): 
36Pll u,, \I’/5 < 1 05 ) + j: uJ dx + 12 / 6 /;uu; dx 1 
d I 05 I + m4 24 I2 II u /I2 + 121 6 I maxl 24 I II u, /12. 
Lemma 2.1 gives estimates of max ( u I2 and max I u / in terms of 1) u I/ and 
1) u, I/ , and hence we get (I u,, I/ < & . Another use of Lemma 2.1 then gives 
(4.1). 
The function V(X, t) = au(x, t)/at satisfies 
au/at = VU, + uv, + 8vzsI. (4.3) 
Multiplication of (4.3) by a and integration give 
All functions in (4.4) are l-periodic and, after integration by part, (4.4) is 
reduced to 8 11 v I12/at = (v2, u,). (4.1) now gives 
I a II v wat I d max I U, I II v II2 G B II v 112, 
which implies 
11 v 112 = 11 aq , tyat 112 d ,Bt 11 a24p , 0)jat 112 
i.e. (4.2). 
= f+ llf(W(x) + ~~f”(x)l12, 
The function &(x, O)/at can be expressed in terms of the derivatives 
dnf(x)/dxn, 1z = 0, 1,2,3, and hence jl au(*) O)/at /( is bounded. From (1.1) and 
the triangular inequality we get 
II awag II d b, II v II + b,. (4.5) 
The bound (4.2) guarantees that au/at is square integrable for every t and (4.5) 
that problem (1) with initial function 11(x, T1) instead off(x) has a solution 
for T1 < t < T, . Thus we get a solution for 0 < t < T. We will show that 
by repeating the extension procedure we can obtain existence for all t > 0. 
For this purpose suppose that existence can be proven only in 
0 < t < T < 03. If we look at the expression for t, in Section 3, we find 
that only y0 depends on t. But y,, can, because of (4.2), be chosen to hold in 
the whole interval 0 $ t < T. Consequently, if we consider problem (1) 
withf(x) = u(x, T) for some T sufficiently close to T, we can, by using the 
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local procedure, get existence for values of t lying outside 0 < t < T. As 
this result contradicts the assumption we have proven existence in the upper 
half-plane for the case 6 > 0. 
To prove existence in the lower half-plane we consider the equation 
Ut = -uu, - suz,, , (4.6) 
which arises when making the transformation (1 - X) + X. If (4.6) is sub- 
stituted for (1.1) in problem (1) we can prove existence in the lower half-plane. 
This is possible because then we get an interval Tl < t < 0 in Lemma 3.1 
(we still assume S > 0). Thus we have existence in the whole plane for S > 0. 
If 6 < 0 we first get existence in the lower half-plane and then in the upper. 
This concludes the proof of the existence part of Theorem I. 
5. UNIQUENESS 
Assume that u(x, t) and D(X, t) both are solutions of problem (1). The 
function w = u - v satisfies 
Wt = uu, - vv, + SWzrr = wu, + VW, f ziw,,, 
w(x, 0) = 0 
Hence 
(w, 4 = ta II w Il”P = (w, W%) + (w, vwz) + qw, w,,) 
= (w2, %I!> - (w2, %)/2 
by periodicity. 
The estimate (4.1) now gives 
a II w 11*/at Q 1.v II w l12. 
As 11 w(* , O)ll” = 0, it is clear that 1) w(. , t)ll* = 0 for all t which implies 
uniqueness. 
This terminates the proof of Theorem 1. 
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