Though ad hoc network routing protocols, such as AODV and OLSR, have been extensively studied through simulations, there have been fewer evaluations of their software protocol implementations on real network testbed deployments. Consequently, validating the protocol functionality and performance on an actual experimental platform is imperative in order to understand relative merits or limitations under diferent network conditions. In this paper, we present our initial experimental evaluations ofthe publicly available AODV and OLSR implementations on the national Open Access Research Testbed (ORBIT) (PARMA [7]) to yield high quality routes between communicating nodes. Regardless of the metric used, each protocol has to keep up with frequent, unpredictable changes in link quality and network topology caused by harsh environment or mobility. Depending on their specifications, every protocol reacts to network changes differently, and can lead to considerable variations in network performance due to the associated control overhead. It is therefore important to understand the relative merits and limitations of the protocols under different operating conditions in controlled realistic network environments that are often overlooked or oversimplified in simulation based evaluations. Towards this end, some experiment-based studies have been conducted. These experiments, however, are rather limited: they either use simple linear chain topologies [8, 9] , or they only focus on a facet of the routing protocols, such as the effects of unstable links on routing protocols in [10] . To address this void, in this paper, we port the popular implementations of ad-hoc routing protocols on a largescale open access testbed to test the validity of these protocols and the network performance in terms of achievable system throughput. For this purpose, AODV and OLSR have been selected, since these are the most popular and widely tested protocols. The ORBIT (Open-Access Research Testbed) testbed [13] is used to conduct the experiments. In this paper, we focus on a static network setting, and as part of our ongoing work, we are trying to integrate the ORBIT mobility module [21] into the routing protocols. Our experiments have shown that while these two proto-1-4244-1513-06/07/$25.00
INTRODUCTION
In the last decade, wireless communication networking has played an important role in scenarios such as tactical situations, emergency and rescue operations, sensor networks as well as more commercial deployments to provide community-wide wireless access to the Internet. These networks can be classified as infrastructure-less mobile adhoc networks (MANETs) and wireless mesh networks (WMNs For both these kinds of network deployments, finding high quality paths for traffic delivery directly impacts the network performance. Traditional shortest path based routing protocols (such as OSPF, RIP) may be inadequate to handle the dynamics of the network attributed to user mobility as well as wireless links. A number of routing protocols have been designed for MANETs, and these protocols can be broadly categorized into two classes: proactive routing protocols (e.g. DSDV [1] , OLSR [4] ) and reactive routing protocols (e.g. AODV [2] , DSR [3] ) More recently, these protocols have been extended to use cross layer information about link error rates (ETX [5] ), bandwidths (WCETT [6] ) and medium access delay (PARMA [7] ) to yield high quality routes between communicating nodes. Regardless of the metric used, each protocol has to keep up with frequent, unpredictable changes in link quality and network topology caused by harsh environment or mobility. Depending on their specifications, every protocol reacts to network changes differently, and can lead to considerable variations in network performance due to the associated control overhead. It is therefore important to understand the relative merits and limitations of the protocols under different operating conditions in controlled realistic network environments that are often overlooked or oversimplified in simulation based evaluations. Towards this end, some experiment-based studies have been conducted. These experiments, however, are rather limited: they either use simple linear chain topologies [8, 9] , or they only focus on a facet of the routing protocols, such as the effects of unstable links on routing protocols in [10] . To address this void, in this paper, we port the popular implementations of ad-hoc routing protocols on a largescale open access testbed to test the validity of these protocols and the network performance in terms of achievable system throughput. For this purpose, AODV and OLSR have been selected, since these are the most popular and widely tested protocols. The ORBIT (Open-Access Research Testbed) testbed [13] is used to conduct the experiments. In this paper, we focus on a static network setting, and as part of our ongoing work, we are trying to integrate the ORBIT mobility module [21] into the routing protocols. Our experiments have shown that while these two proto-cols (AODV and OLSR) deliver comparable throughput under a static network setting until saturation, their behaviors beyond saturation are noticeably different. There is also considerable difference in the stability of both protocols under the experimental conditions of the ORBIT testbed. In the rest of this paper, we first give a brief taxonomy of routing protocols and explain the two protocols under study: AODV and OLSR in some detail. The following section describes our experimental setup, topology and measurements. We further evaluate the system throughput achieved using each routing protocol under identical topologies and network conditions. Next, we discuss our experimental results in detail. Finally, we provide the concluding remarks of the study. Figure 1 . Classification of routing pr There exists a large number of MANET roul [11] . They can be broadly classified into four shown in Figure 1 . In this study, we focus or protocols:
* Proactive ( tintaining un-to maintain connectivity between neighboring nodes. A to larger ni-link is assumed to be broken if no HELLO packet is rethe query is ceived within ALLOWED HELLO LOSS*HELLO INTERVAL msec. This may happen due to node movement or link failure. The node detecting the failure sends Route Error (RERR) messages to its upstream neighbor on the active route. The RERRs are thus propagated upstream till the source node is reached. The source node then restarts route discovery to find a new route to the destination. Link failure can be detected either using the mechanism of HELLO packets as described above or using link layer notification. Use of HELLO packets enables detection of link failure before data packets are forwarded, but it suffers from the disadvantage of bandwidth wastage. The default values suggested in RFC 3561 [18] are as shown in the Table 1 
Flooding HELLO packets across an arbitrarily-sized MANET is costly due to the presence of multiple duplicate retransmissions. In order to avoid this, OLSR uses the concept of multipoint relay (MPR) flooding instead of full flooding. Each node uses its two-hop neighborhood information to select a minimal set of MPRs such that all the nodes in its two-hop neighborhood are reachable. Each node maintains a list of nodes, called the MPR selector set, for which it is an MPR. The node then retransmits only those messages received from nodes which have selected it as an MPR.
The MPR flooding mechanism is also used to spread topology information throughout the MANET. All nodes with a non-empty MPR selector set periodically send out a topology control (TC) message. This message contains the address of the originating node and its MPR selector set. Thus, each node announces reachability to its MPR selectors. Since every node has an MPR selector set, effectively, the reachability to all the nodes is announced. Thus, each node receives a partial topology graph of the entire network. The shortest path algorithm is then used on this partial graph to calculate optimal routes to all nodes. The topology information is maintained only for a specific period of time and needs to be refreshed periodically. Table 2 lists the default parameters used for our evaluation. For OLSR, we used the implementation from olsr.org [12] , which is compliant with RFC 3626 [4] . This implementation is also based on user space routing protocol logic with ioctl and proc based interaction with the kernel routing tables.
EXPERIMENTAL SETUP
The tests were conducted using the ORBIT testbed [13] (Figure 2 ) is used to set up these configurations on all the nodes in the experiments.
EXPERIMENT RESULTS Baseline for benchmarking
Since all the nodes in the network were configured to operate on the same channel, a set of baseline experiments were first performed in order to evaluate the raw one hop throughput of the channel at various channel rates. Five one-hop flows were created in these experiments. In this set of experiments, for each channel rate, the offered load was increased until the channel was saturated. The aggregated throughput at the central receiver node is measured every second. 4 Figure 4 has five flows, and each flow with 3 hops. We gradually increased the input offered load of each flow and conducted the ex- Figure 4 . Topology for experimental evaluation periments for 100 seconds at each setting to obtain steadystate statistics. Figure 5 plots the total throughput for different channel rates of 6Mbps, 24 Mbps and 54 Mbps, when the offered load (from all five flows) is increased. The plot shows that the total throughput for AODV is rather stable before saturation. In order to quantify the overhead introduced by having multiple hops, we first look at the 6 Mbps case by comparing the throughput values in Figure 5 (representing a multi-hop case) with those in Table 3 (representing a one-hop case). At the channel rate of 6 Mbps, the maximum one-hop throughput is 5 Mbps (Table 3) . Since there are fifteen active links sharing the same channel, the maximum throughput per flow/link is 0.33 Mbps (5Mbps/l5=0.33Mbps). In Figure 5 , we observe that the per-flow throughput is 0.3Mbps (1.5/5=0.3Mbps), which corresponds to 90% of the maximum one-hop throughput. creases, the ratio of Tdata to Ttotal decreases and hence the utilization decreases. The variation in throughput at loads above saturation can be explained by the observation in [19] : as the offered load increases, the amount of control traffic, i.e., RREQ packets, increases, while the throughput goes up only by a small amount. The increased contention for the available bandwidth by data and control traffic causes temporary breakdowns and frequent invocation of route recovery, leading to higher variation. OLSR-Throughput experiments for OLSRd were conducted using similar configurations as those for AODV. For each channel rate, the offered load gradually increases until saturation. Figure 6 shows how the throughput changes with time when the offered load increases at the channel rate of 6Mbps, and Figure 7 shows the corresponding throughput at the channel rate of 24Mbps. Please note that we do not include the results for the case of channel rate of 54Mbps in this paper because the experi- AODV experiments, we ran the OLSR experiments over a much longer duration because they exhibit higher variation. These results show that the saturation throughput levels for OLSRd are comparable to those of AODV (the saturation throughput of OLSRd is slightly lower that that of AODV). The major difference, however, lies in the fact that OLSRd is less stable and shows considerable variations in throughput. A more in-depth investigation reveals that the large variation at high offered loads is due to channel contention among the nodes. All the nodes contest for the available bandwidth causing a large number of collisions, resulting in multiplicative backoff, which tends to lead to large variations in throughput. Another factor is that the data traffic occupies all the available bandwidth, preventing control traffic like HELLO and TC packets from getting through the network. This can cause temporary breakdown of a route, which can in turn lead to the large variation as observed in Figures 6 and 7 . The spikes are due to the initial burst of traffic caused by queued packets, waiting for the route to be established. In addition to studying the total throughput in the network, we also collected statistics to look at the performance of individual flows under both protocols. Unlike in the case of AODV, where the throughputs for all the flows behave similarly beyond saturation, in the case of OLSRd, flows exhibit varying behaviors beyond saturation. For example, in our experiments, one flow (whose destination node is 12-18) continues to access the channel for packet transfers beyond saturation (shown in Figure 8 ) at the expense of throughput loss for another flow whose destination node is 18-19 ( Figure 9 ). This is due to the multiplicative backoffs induced by collisions caused by increased volume of traffic effect mentioned above, which likely causes one flow to dominate the other, resulting in the behavior seen in Figures 8 and 9 . This suggests that the particular implementation of OLSR used in this study may not be suitable for applications that have rigid QoS requirements. CONCLUSION In our study, we ported the popular implementations of AODV and OLSR onto the ORBIT testbed and looked at their throughputs under a static setting. Based on the maximum throughput results from the one-hop tests, each protocol was tested for maximum possible stable throughput. Our initial observations indicate that AODV exhibits more stable behaviors in a static setting. This is due to the overhead of periodic control traffic involved in OLSR. In addition, OLSR allows throughput to increase beyond saturation for some flows, at the expense of degradation of other flows. The throughput beyond saturation is very jittery for OLSR. AODV does not allow throughput to increase above saturation and maintains it fairly constant at that level. These experiments show that it is important to study the behavior of ad-hoc routing protocols on a large testbed to study the effects of various physical factors on performance. Using these results, the correct protocol can be chosen depending on the tactical scenario. We further plan to investigate the resiliency and adaptability of these protocols under more dynamic link conditions.
