The problem of estimating the class distribution (or prevalence) for a new unlabelled dataset (from a possibly different distribution) is a very common problem which has been addressed in one way or another in the past decades. This problem has been recently reconsidered as a new task in data mining, renamed quantification when the estimation is performed as an aggregation (and possible adjustment) of a single-instance supervised model (e.g., a classifier). However, the study of quantification has been limited to classification, while it is clear that this problem also appears, perhaps even more frequently, with other predictive problems, such as regression. In this case, the goal is to determine a distribution or an aggregated indicator of the output variable for a new unlabelled dataset. In this paper, we introduce a comprehensive new taxonomy of quantification tasks, distinguishing between the estimation of the whole distribution and the estimation of some indicators (summary statistics), for both classification and regression. This distinction is especially useful for regression, since predictions are numerical values that can be aggregated in many different ways, as in multi-dimensional hierarchical data warehouses. We focus on aggregative quantification for regression and see that the approaches borrowed from classification do not work. We present several techniques based on segmentation which are able to produce accurate estimations of the expected value and the distribution of the output variable. We show experimentally that these methods especially excel for the relevant scenarios where training and test distributions dramatically differ.
and p(x) have not changed). While the estimation of the distribution may still be a problem when the number of training data is small, quantification is unnecessary here because other (and simpler) statistical approaches exist. Bottom left actual distribution for a third batch (test) where the distribution ( p(x)) has changed but the concept is the same ( p(y|x) has not changed), so an estimatorp(y|x), trained on the first batch can still be useful. Quantification focusses on this problem. Bottom right actual distribution for a fourth batch (test) where the distribution p(x) has not changed but the concept has drifted ( p(y|x) has changed completely). Estimating the distribution here is a much more difficult problem set seems to be the observed empirical distribution on the training data, possibly using a smoothing approach or other statistical techniques. We then expect a change in the distribution. This may be a covariate shift or a prior probability shift (Moreno-Torres et al. 2012) , depending on whether the change originates on the covariates X or on the outputs Y . We will just use the term distribution shift for both cases. Importantly, a distribution shift is different from a concept drift, where the very target function changes between training and test. Figure 1 shows this difference. Second, the problem is presented with a labelled training dataset from which we can learn a supervised model or estimate other parameters, which are then used to estimate the distribution for the whole unlabelled dataset-available as a batch of examples.
A different question is how the problem is solved. A general and practical approach is performed by aggregating the predictions of an underlying supervised model (a regression model, a classification model, or a conditional probability estimator p(y|x)), which gives a prediction for each single instance x. In other words, quantification is performed by aggregating the estimations for individual examples, with a possible adjustment of this aggregation, as we will see. This is especially appropriate in data mining applications where we already have (validated) predictive models, as well as applications with hierarchical data, where we train the model at the lower level and want to aggregate (roll-up) its predictions upwards, as usual in modern data warehouses. This differs from cases where we may have a global estimator or other individual, but unsupervised, estimators, such as a likelihood estimatorp(x|y) or a joint distribution estimatorp (x, y) . This choice of single-instance supervised models is motivated by two observations: (1) predictive models are by far more common in data mining practice than likelihood or joint distribution estimators, and (2) the target function p(y|x) will be the same since we do not consider concept drift, while p(x|y) or p (x, y) are different whenever the distribution changes. This means that a supervised model estimatingp(y|x) can be preserved (differently fromp(x|y) or p (x, y) ).
Given this setting for quantification, the simplest approach is then to calculate the predictions for all the examples using the model and aggregate them. This is, in fact, an ideal solution when the supervised model is perfect. However, many models are imperfect and biased (because of the difficulty of the problem: overfitting, underfitting, lack of data for some regions, and other factors). In fact, Forman showed that, for classification quantification, the naive method "classify & count" does not generally produce a good approximation of the actual distribution for the dependent value y. In other words, a biased predictive model may lead to bad estimations of the overall distribution of the dependent value, especially when this distribution is significantly different from the distribution used for training.
Interestingly, however, some not-so-good models can be unbiased, and aggregating their predictions may lead to good quantification, or there might be some quantification techniques for biased models that could reduce or correct their bias and lead to good quantification. Forman (2008) summarises this: "it is sufficient but not necessary to have a perfect classifier in order to estimate the class distribution well".
Since then, and given the large number of applications of quantification, new methods have been introduced that have improved the results for classification quantification, such as an "adjusted classify & count" (Forman 2008) , "median sweep" (Forman 2008) , and many others (Sánchez et al. 2008; Xue and Weiss 2009; Bella et al. 2010; González-Castro et al. 2012) , either by using crisp classifiers, or soft classifiers (rankers or probability estimators).
The problem of quantification for regression may have the same large number of applications as quantification for classification. Regression quantification addresses a very common situation: the prediction of aggregated numerical values such as sales, consumptions, duration, people, etc. However, to our knowledge, it has not been addressed in the context of distribution shift and using a base regression model. While in classification this distribution is a discrete distribution (described as a set of probabilities for each class), in regression we can estimate a complete (empirical) continuous distribution and not only an expected mean. This also makes aggregative quantification for regression a more difficult task, as we will see, since the base regression models not only have bias on the location (the mean) but also have a tendency to compact the data and reduce the variability and dispersion of the output variable.
The goal of this paper is to develop new methods for regression quantification that can be applied over any predictive model built with off-the-shelf data mining software tools. As focussing on regression quantification, we will assume that the underlying predictive model is a regression model and we will concentrate most of our effort to this direct approach. Also, and just for comparison, we will briefly explore the indirect approach of using classification techniques applied to a discretised version of the problem.
We first explore the adaptation of several ideas from previous quantification methods, such as an "adjusted regress & sum". However, as we will see, this adaptation produces poor results. A better analysis of the problem leads to a novel approach based on the idea of segmentation. Instead of estimating the whole distribution (which may have many different shapes depending on the application) and use this to correct the error of the regression model, we just use a more flexible approach. We segment the training distribution into bins and use the errors in each bin to adjust (scale) the regression model. Using these segmentation techniques and simple adjustments for location and spread we are able to get much better results than the "adjusted regress & sum" method.
Our contribution in this paper is then manifold. Firstly, we give a more solid and comprehensive view of the quantification problem for several tasks, leading to a taxonomy of quantification approaches with their corresponding evaluation metrics. This taxonomy also distinguishes the cases where we want to estimate an indicator (e.g., summarised statistic) of the distribution or the whole distribution. Secondly, we show that the problem of regression quantification is richer than the problem of classification quantification, because we move from a discrete output to a continuous output. The ideas which work for classification quantification do not work for regression quantification (such as global adjustment), using a direct approach, unless we convert the regression problem to a classification problem through discretisation as an indirect approach. And thirdly, we propose new methods based on segmentation which are able to show good results even in the difficult distribution shift scenario we set in the experiments.
The paper is organised as follows. Section 2 introduces some notation, two examples and some previous work. From here we introduce a comprehensive taxonomy and a set of metrics for each quantification task in Sect. 3. Then we focus on regression quantification in Sect. 4, which analyses the problem more formally. We introduce several methods that are inspired by classification quantification and some new methods based on segmentation, adjustment and spread, all assuming underlying regression techniques. In contrast, some other indirect methods based on a discretisation of the problem and the use of classification quantification are also defined for reference. Section 5 performs a thorough experimental evaluation of these methods for the indicator estimation case and the distribution estimation case. Finally, Sect. 6 closes the paper with a discussion of results and some future work.
Background
In this section, we will introduce some notation to express what quantification is precisely. The understanding of this problem will be helped by two examples and a proper account of related work, including a short description of the methods which have been previously introduced for (classification) quantification.
Notation
We will deal with supervised (or predictive) problems, where the input and output domains are denoted by X and Y respectively. An unlabelled dataset is any subset (actually a multiset) of X . A labelled dataset D is any subset of X × Y . We will use the terms D X and D Y for the projections of D for the input and output domains respectively. Occasionally, we will drop the subindex when clear from the context. Given an unlabelled or labelled dataset D of size n = |D|, we will assume a (strict) order such that we can just refer to an example with its index i in this order. Somewhat abusing notation we will express i = 1 . . . n or i ∈ D indistinctly. For the ith example, y i will denote the true output value corresponding to the input value x i . In this paper we refer to both classification and regression problems. In classification, the output domain is a set of nominal values Y = {l 1 , l 2 , . . . , l c } usually referred to as class labels or simply classes; whereas in regression problems the output values are real numbers (Y ⊂ R). A crisp model is any function m : X → Y . The estimation (or prediction) for input x i is denoted byŷ i . A soft or probabilistic model is any function which returns a probability distribution for any given input value x, i.e., a conditional probability estimatorp(y|x). For classification this is a categorical distribution and for regression this can be any continuous distribution. Typically, T rain will denote the training dataset, while T est will denote the test dataset. In that follows, Pr means probability, p denotes a probability density function o discrete probability distribution function and P denotes a cumulative distribution function.
The ( In classification,
is a categorical probability distribution (which gives a probability or frequency for each class label l). In the binary case, ⊕ will denote the positive class and the negative class. For instance, given a binary dataset D with a 80 % of class ⊕ then
is a probability density function for each real value r , with cumulative distribution function (P D Y (r )):
The expected value for this distribution is just the mean of D Y , which is denoted by:
And σ D Y denotes the standard deviation of the target values of D,
Given an unlabelled dataset If this estimation is performed by aggregating the individual predictionsŷ i of a predictive model then we have an aggregative quantification approach. The trivial solution for the aggregative quantification problem for classification is defined as:
where I is the indicator function (I (true) = 1 and I ( f alse) = 0). This solution is known as Classify & Count (CC). Similarly, the trivial solution for the quantification problem for regression is defined by the cumulative empirical distribution:
which can be called Regress & Splice (RS). Note that this gives a value for each possible r , which determines an estimated distribution. In quantification, we are interested in the whole distribution of T est Y or some of its indicators, such as a mean or a median. Of course, this distribution or indicators can be well estimated by the use (e.g., aggregation) of very accurate individual predictions. However, it is important to realise again that we could also achieve good results from not-so-good individual predictions, provided they are not biased (locally and globally). As a thought experiment, consider that we scramble the predictions of a good regression model for an unlabelled dataset by just swapping an indefinite high number of predictions. After this, the distribution Fig. 2 A schematic view of how much information (and effort) we require depending on the problem we want to solve. This gradation is illustrated by the arrows which become implications when we have perfect estimations is exactly the same, even though the regression model becomes awful for individual predictions. This unidirectional relation is shown in Fig. 2 , where we illustrate that individual predictions are much more informative and require more effort than the estimation of the whole distribution. This is illustrated by the arrows, which show some kind of summarisation. Only when we have perfect estimations, these arrows become implications. Interestingly, as we go from left to right less information and effort is required. As a result, this schema also suggests that we do not always need to derive the indicators from the distribution, or the distribution from the individual predictions. In fact, on some occasions, it may be better to estimate the indicators directly.
One single and generally useful indicator that can be calculated from this estimated distribution (Eq. 5) is its expected value, which is an estimation for μ T est Y above (Eq. 3),μ
which could be similarly called Regress & Sum (RS). 1 In that follows, since we will focus on the output domain and distribution, we will usually drop Y in T est Y .
Examples: understanding quantification
Given the notation above we will see two specific examples that will help to better understand what quantification is, and how it works when aggregating predictions from a base classification or regression model. We will also informally discuss some classical concepts that play an important role here, such as dataset imbalance or unevenness, overfitting, bias and variance, which will all be more formally addressed in Sect. 4.1. Let us see an example for classification first:
Example 1 A quantification problem in classification Consider a car renting company which assesses the suitability (acceptability) of a car (unacceptable, acceptable, good or very good) according to several characteristics. 2 A classification model has been trained from data collected over a recent batch of cars which were supplied by the usual provider. Now, a deal is being negotiated with a new provider, which has given detailed information about the characteristics of all the cars in the new batch. The car renting company may be interested in calculating how many cars will be unacceptable. This is a quantification problem that can be solved by aggregating the predictions of the classification model for this new batch of cars. Figure  3 (top) shows the class distribution for the first batch (T rain, left) and second batch (T est, right), which is not known by the car renting company and it is what we want to estimate. We see an important class distribution shift between T rain and T est. In this case, we approximate the test distribution with a decision tree learnt from the training dataset. Its confusion matrix for T rain and T est is shown in the middle row of Fig.  3 . If we apply the decision tree to all the examples in the test set and plot the predicted class frequencies, we get the histogram on Fig. 3 (bottom, right) . As we can see, this estimated distribution significantly differs from the actual one. The estimation for class 'good' is almost perfect but a considerable error appears on 'unacc' and 'vgood'. Noticeably, we are not even able to guess which the majority class is for this dataset (it is 'acc' instead of 'unacc'). In this case, quantification works well for some classes and poorly for others. Consequently, the goodness of quantification in classification can be interpreted in different ways, according to the goal of the quantification problem (estimating the frequency of one class, calculating the majority class, deriving the Pareto ordering of classes or deriving the whole distribution). Finally, it is interesting to take a look at Fig. 3 (bottom, left) . We see that the classification model applied to the training dataset (which was used for building the model) does not yield perfect quantification either. In fact, we can see that the model neglects class 'vgood' while overestimating 'unacc'. This is due to the imbalance of the original dataset, where 'unacc' was highly prevalent. Typically, supervised models get biased in favour of central or majority values, because it is always preferable in terms of expected error to bet for frequent values when there is some uncertainty. While this is good for classification metrics, we have that this bias is ultimately translated into the test set (or even magnified, since the model has more uncertainty on the test set). Taking this into account, we might think that getting a model which gives a perfect account of the distribution for the training set is the ideal solution, but this will generally make the model incur into overfitting, and the extrapolation to the test set will be poorsince we have a distribution shift. A possible idea to escape from this dilemma is to keep using supervised models which have been devised to have good generalisation performance as usual, and try to compensate the bias over the training set with some kind of post-hoc adjustment. This 'adjustment' is precisely what several classification quantification methods in the literature really do.
Let us now move to a regression problem.
Example 2 A quantification problem in regression
Consider a maternity ward that has collected data about baby weight at birth (dependent variable) for risk pregnancies, jointly with several features about the mother and her current and previous pregnancies (input variables). With these (training) data, a regression model has been trained in order to predict baby weight. 3 In order to better plan the resources needed and the number of expected complications, the hospital wants to estimate the distribution of weight births for the following month, according to a new group of pregnant women (test data) that the maternity ward is monitoring for future deliveries. This group has been reallocated from a different hospital (and borough), so we expect an important distribution shift but no important concept drift (see Fig. 1 ), since the factors for delivery weights used in the model are assumed to have similar effects to any woman. So, the training and test distributions are different, mostly on their location, as seen in the first row of Fig. 4 . The second row of the figure shows how the model (a regression tree) behaves for the reference (train) and new (test) group of pregnant women. As we can see, this is not an excellent model; although there is some correlation between the actual values y and the estimated valueŝ y, there seems to be some overfitting and underfitting, depending on the region (this is possible in regression trees). Note that the distribution of the estimated values differs from the distribution of the actual values for the training set (Fig. 4, third (Fig. 4 , top right), with the naive approach by Regress & Splice (RS) (Fig. 4, third row right) , we see that the measures of location (mean and median) and spread (sd), as well as the distributions are different. Location is biased, variance is much lower and the shape is much more compact than the original. As we will see in Sect. 4, we can improve the estimated location and spread by using several methods. Figure 4 (bottom left and right) shows better mean and standard deviation given by the method ak M (on the left using a smoothed distribution as in Sect. 4.4, and on the right an ad-hoc smoothing over the mean assuming a normal distribution). In particular, the method ak M uses an adjustment (correcting the bias), a segmentation (addressing the distribution estimation locally, by segments) and a spreading mechanism. Adjustment (also mentioned in the classification quantification above) is justified because the bias is expected to be replicated (or magnified) in the test set (as happens for the RS method in this case, at least for the median, which is 0.20 kg lower for the training set but almost 0.40 kg lower for the test set). Segmentation is justified to better account for all the regions for which we have data in the training set, more independently of their density. Spreading, as mentioned above, is justified because the distribution is too compact. The reason is easy to understand and is similar to the classification case. The use of the MSE (mean squared error) as the metric for evaluating regression models makes that those predictions which highly deviate from the true value are strongly penalised. Consequently, for the most uncertain cases (which may come from the least populated regions) the model tends to output values closer to the global mean. As a result, many (if not all) regression methods compact the predictions. We can see that, in this example, it is clearly the case (Fig. 4 , second and third rows). We will see adjustment, segmentation and spreading in subsequent sections. For the moment, we just want to highlight the importance of a good distribution estimation. For instance, the one on the right of the bottom row of Fig. 4 is obviously more accurate for questions such as "how many births have a weight between 2.5 and 3.5 kg", which can be answered with a value (45 %), which is closer to the actual value (48 %). Note that the other distribution estimation based on the method ak M gives a value of 21 %, while the estimation given by the RS method is 93 %.
The previous two examples show the nature of quantification when derived by aggregating a predictive model and brings out the similarities and differences between Third row estimated class distribution using the naive quantification method Regress & Splice (RS) for the training and test datasets. Fourth row estimated class distribution using a more sophisticated method ak M for the test dataset: left using smoothing on the distribution, right using smoothing on the mean quantification for classification and regression. These examples have also introduced some of the phenomena (bias and compactation) of the trivial aggregation methods RS. Both problems are shared by classification and regression, whenever the dataset is 'uneven' (in terms of class imbalance or in terms of irregular densities). Models tend to ignore peripheral (minority) cases, and this may lead to bias and compactation in the training data, which will also be present (and possibly worsened) on the test data. These previous insights are useful to better understand some previous techniques that have been developed for classification quantification, as we see below.
Previous methods for quantification
As mentioned in the introduction, the estimation of the class distribution for an unlabelled dataset has been addressed under different perspectives and applications. We mentioned some works on two-phase sampling, which referred to the problem as class prevalence estimation (Neyman 1938; Tenenbein 1970; Alonzo et al. 2003) , where the goal and procedures were different from the setting we consider here. In some of these works, there was no distribution shift, but the need of estimating the class distribution of a population from a small sample (see Fig. 1 , top row). Also the estimation of the class distribution was not made by aggregating the predictions of a base classifier, but using a 'measurement device' (Neyman 1938) . In fact, this presentation of the problem is so frequent that it might have been solved in one way or another in the past, in different areas, especially from a Bayesian point of view (see, e.g., Chan and Ng 2006) . In the cases where we have a quantification problem as given by Definition 1, with a distribution shift and an underlying supervised model constructed from the training set whose predictions can be aggregated for the test set, we have the setting first explored by Forman (2005 Forman ( , 2006 Forman ( , 2008 . He developed different quantification methods (for classification) using the class predictions given by a crisp classifier or a ranker (a soft classifier outputting scores, probabilities or other estimations of the reliability of each class). The simplest one is the classify & count (CC) method (see Eq. 4). This method gives poor results since it underestimates the minority classes, as we have seen in Example 1. For this reason Forman introduced several other quantification methods by properly adjusting the threshold and, in some cases, also scaling the result. The adjusted count (AC) method is an improvement of the CC method that estimates the true proportion of positives pos by applying the equation
where pos is the proportion of predicted positives
. Forman proposed estimating the true positive rate t pr and false positive rate f pr by cross-validation on the training set. Since this scaling can give negative results or results above 1, the last step was to clip pos to the range [0 . . . 1].
Forman also defined a collection of methods based on selecting a classifier threshold over a soft classifier which, unlike the AC method, are determined from the relationship between t pr and f pr in order to provide better quantification estimates. For instance, the X method (which selects the threshold that satisfies f pr = 1 − t pr), the Max method (which selects the threshold that maximises the difference t pr − f pr) or the T 50 method (which selects the threshold where t pr = 50 %) are some of the methods in this group. The Median Sweep (M S) method is a different approach that tests all the thresholds in the test set, estimates the number of positives in each one and returns a mean or median of these estimations. Finally, Forman proposed the Mixture Model (M M) (Forman 2005) which calculated the distributions for the positive examples and negative examples separately and then joined them in a mixture. One of the conclusions of Forman's works is that the best results were obtained with M S.
There have been a variety of methods using the probability estimations of a soft classifier (Sánchez et al. 2008; Bella et al. 2010; González-Castro et al. 2012 ). The first method in González-Castro et al. (2012) , H Dx, is not an aggregative quantification method, because it does not use a base classifier, but just works on the distribution of the input variables x. It compares likelihoods p(x|y) (the authors use the term "class probability density functions") for a validation and the test dataset with the Hellinger distance (using binning to approximate the integral in the definition of this distance). For a range of class proportions, it chooses the one which leads to the smallest distance. Since it discretises the input space, this method has limitations because of data sparsity and computational cost, when the number of features is high. An alternative aggregative quantification method, H Dy, is also introduced (as an adaptation of H Dx), which discretises the conditional probabilities for y (instead of x). This makes it tractable when the number of features is high (and it also gives better results), because it constructs bins for y instead of x. Both methods rely on exploring a range of different values for the estimated class distribution, which works well for two classes.
Other methods use quantification to improve classification results or take advantage of a semi-supervised scenario (see, e.g., Xue and Weiss 2009 ). The quantification methods in Xue and Weiss (2009) are mostly based on Forman's original technique.
In Bella et al. (2010) a collection of new quantification methods based on using the class membership probability (given by a probabilistic classifier) is introduced. The idea is based on the simple Probability estimation & Average (P A) method, where the class probability estimations are just averaged. This can be seen as just the probabilistic version of CC, since it considers the estimated class probability for each example instead of crisp decisions. Given a probabilistic classifierp(y|x), the average of the estimated probabilities for the positive class is calculated as:
Logically, as in the CC method, if the proportion of positive examples in the training set is different from the proportion of positive examples in the test set, the result obtained by the P A method will not be satisfactory in general. So, as in the AC method, the idea is to use a proper scaling. The Scaled Probability Average (S P A) method (Bella et al. 2010) consists in applying the scaling over the test set that makes that the positive probability average for the positives in the training set, denoted by T rain ⊕ , is 1 and that the positive probability average for the negatives in the training set, denoted by T rain , is 0. Therefore, this scaling transforms the estimation given by P A so that the positive probability average for the positives (p T rain ⊕ (⊕)) is 1 and the positive probability average for the negatives (p T rain (⊕)) is 0. Formally, S P A is defined as:p
The results in Bella et al. (2010) show a significant improvement over Forman's methods.
Beyond classification: a comprehensive view of quantification and its evaluation metrics
The examples and the previous work seen in Sect. 2 suggest that the quantification problem is multifaceted. Consequently, it can be studied according to several characteristics. This analysis leads to a comprehensive taxonomy and a set of evaluation metrics for each case, as we present in this section.
A taxonomy of quantification problems
We will consider two characteristics which critically determine the quantification problem. First, as already seen, quantification can be defined whenever we have a supervised dataset, be it a classification or regression dataset. In fact, other predictive tasks such as categorisation, hierarchical classification or ordinal regression can also lead to quantification problems. A second characteristic is how much detail about the aggregated output we require. For instance, we may only be interested in the expected value of the output, or just a single indicator I (any summary statistic, such as measure of location or spread, or some other function of the distribution). For instance, in classification, this could be the mode, or majority class. In regression, this could be the mean, as in Eqs. 3 or 6, or the median. In other cases, however, we may require a full distribution of the output value, which is a categorical distribution in classification, as in Eqs. 1 or 4 and a continuous distribution in regression, as in Eqs. 2 or 5. This dimension allows us to apply a variety of different methods to solve the quantification problem. The distinction between indicators and distribution is motivated by the fact that it is usually easier to estimate a good indicator than to estimate the whole distribution well, because the latter requires more information, as seen in Fig. 2 , and the techniques may take this into account. 4
Table 1 Taxonomy of quantification tasks

Task
Quantification output Evaluation
In boldface, the problems and metrics undertaken in this paper
We will consider two options for the two characteristics above (classification and regression problems, and the quantification goal as a single indicator or a whole distribution), which will be represented by the letters C|R for classification or regression, and I|D for indicator or distribution. This gives four possible combinations and leads to a taxonomy of quantification tasks as shown in Table 1 . This taxonomy broadens the scope of quantification, and can be useful for distinguishing research context for future reference.
For each problem in the taxonomy, different quantification methods can be defined depending on the underlying predictive model used to estimate the quantification output. It is not the same to solve quantification problems when we only have the estimation of the output value (ŷ) for each example as when we have posterior probability estimates provided by the model (p(y|x)). Many classification techniques today are able to generate (soft) probabilistic models, and there are techniques for calibrating (Platt 1999; Zadrozny and Elkan 2001; Bella et al. 2009a Bella et al. ,b, 2012 these probabilities which may have a positive effect on the quantification task. However, most regression techniques are still usually crisp and only output the estimationŷ. It is true that some techniques can accompany each single prediction with the standard error, a reliability measure or a confidence band, but it is not clear how to incorporate this information in the quantification problem. For instance, a conditional density estimator p(y|x) would lead to the understanding of quantification for regression as a distribution mixture.
In this paper we focus on methods for solving cases Q RI and Q RD using crisp models. We exclude from this paper those methods based on probability estimations because they require a soft regression model or a conditional density estimatorf (y|x) (Hwang et al. 1994; Hyndman et al. 1996) . These estimators are usually non-parametric (as the shape of the true distribution is not known). As a result, many are prone to overfitting for small or medium-sized datasets (Hwang et al. 1994) , and suffering from a number of limitations (for instance, some approaches are restricted to only one or two input variables, such as R's hdrcde package, Hyndman et al. (1996) , and they do not handle nominal variables appropriately). This goes beyond the usual situation a data mining practitioner may face with a data mining tool, where she usually works with predictive models when training data is presented in a supervised fashion with attributes of many different types and possibly missing values. Typically, supervised (crisp) regression models are more robust (and faster) in these scenarios.
Finally, the taxonomy is also useful to clarify which evaluation metric is used for each case, as we see below.
Quantification evaluation metrics
We will start by reviewing the evaluation metrics for classification quantification. This set of metrics is shown in the last column of Table 1 . Many previous works (Forman 2005 (Forman , 2006 (Forman , 2008 on quantification for classification have used the absolute error (AE) for problem Q CD , sometimes referred to as mean absolute error (MAE), when aggregated over several repetitions or datasets. More precisely, the global AE for each class is the absolute difference of the proportion of elements for each class j in a test set T est (p T est ( j)) and the actual value:
and for all the classes we have the macro-average value (equal to the micro-average value for two classes):
Any metric will provide a particular different view of the deviation from the actual value, and variants exists especially for normalising results when several repetitions and datasets are used in an experimental setting. Other metrics used for classification quantification are the (mean) relative error (MRE) (González-Castro et al. 2012) , which is equal to AE divided by the true positive proportion, or the squared error (SE), known as MSE in Bella et al. (2010) . Finally, since in classification we really estimate probabilities, a natural choice might seem to use measures to compare probabilities, such as cross entropy. Clearly, the choice of a particular metric has its pros and cons, and may differ in being symmetric or not about the errors and paying more or less attention to the minority classes. In case we are interested in determining which the majority class is (a single indicator, Q CI ), we suggest the use of a true/false metric indicating whether the majority class has been identified (similarly for other indicators such as the minority case). Note that a quantifier with a good AE (or SE) does not necessary imply that the majority class is correctly identified, especially in multi-class problems.
This overview of metrics for classification quantification suggests that we may also have many different options for regression quantification. We will first consider the problems which output the mean (or other indicator) for the output value (Q RI in Table 1 ). Since this is a numerical value which needs to be compared to the actual mean, we use a typical measure for assessing the deviation with respect to a magnitude, the squared error. If we denote by I(Y T est ) the true value of the indicator (e.g., the mean, the median, etc.) for the test or deployment dataset, and I(Ŷ T est ) the estimated value for the same indicator, we define the squared error as follows:
For practical reasons, especially when the measure is used for an experimental evaluation of many repetitions and datasets (as in this paper), we may prefer to normalise the above measure to make values being less dependent of the magnitude range of the data and more commensurable among different datasets. In this paper, we will use the Squared Error (S E) seen above but normalised by the variance of the training set T rain, denoted by V SE:
This normalisation by the variance is useful when magnitudes are aggregated for several repetitions, datasets or techniques. In pairwise statistical comparisons, however, this normalisation has no effect.
Finally, we need to determine an appropriate evaluation metric for case Q RD in Table 1 . Since we need to compare the estimated distribution with the true one, we need metrics for comparing distributions, usually called divergences. However, many of them cannot be applied to empirical distributions, because the density function in some places equals 0. Consequently, empirical distributions are compared by using their cumulative distribution functions. A very simple statistic for comparing two empirical cumulative distributions F V and F W is the two-sample Kolmogorov-Smirnoff (KS) statistic, which is defined as:
However, since the two-sample KS statistic is only based on the point where both distributions differ most, it disregards the shapes of the distributions. A more refined alternative is to take an average (or an integral), instead of a maximum. This is just the Cramér-von Mises statistic (two samples) (Anderson 1962) . In particular, from the L1-version (Xiao et al. 2006a,b) nm(n+m) . This value u (the u-statistic) will be referred to as the cvmu metric, which ranges between 0 and 2 (4/3 when n is large). It is lower the more similar the two distributions are. For instance, the cvmu metric of the distributions on the right plots of the third and fourth rows in Fig. 4 with respect to the true distribution for the test set (top right plot) are 0.41 and 0.18, respectively.
Regression quantification methods
Now that the place of quantification for regression in the family of quantification tasks has been clarified, as well as its evaluation metrics, we are ready to focus on problems Q RI and Q RD in Table 1 . As in the classification case, quantification is meaningless for those applications where the training and test distributions always match. In fact, if this were the case, the perfect solution for Q RI in Table 1 would be just to estimate the indicator on the training set. For instance, if the indicator is the mean, the Test to Train (T T ) method just assigns the "same mean", simply defined as:
where μ T rain is an instance of Eq. 3 for the training set. Clearly, this can be adapted for any indicator, such as the median. In the experiments in Sect. 5 we will use the same acronym T T , for the corresponding "same median" version of the method. This method is just included as a baseline or reference, since we will focus on methods which account for a distribution shift.
Similarly, we can define a method called Test to Train (also denoted by T T ), which just 'copies' the distribution from the train to the test set and will be used as baseline for the Q RD problem. The method just uses the y values in the training as the empirical distribution for the test. Note that there is no mapping between examples (as in other methods where the predictions are modified). In fact, the sizes of the training and test are usually different (which is not a problem for the cvmu metric seen in the previous section).
Analysing overfitting, bias and variance
Before presenting some more elaborated techniques, we analyse the regression quantification problem better to see how to take advantage from an underlying supervised model. Typically, regression models are trained (and evaluated) to minimise their mean squared error (MSE). From here, we can analyse the performance of a model with the classical (see, e.g., Hastie et al. 2009; Flach 2012) bias-variance decomposition of one example for all possible datasets D:
where E {D} denotes the expected value for all possible datasets. The above decomposition is usually a way to understanding overfitting as high variance: the predictions vary very significantly when we change the dataset, i.e., when we move from training to test. Underfitting is usually understood as high bias. At first sight, it may seem that a good regression model for quantification needs to have low bias. However, we cannot ignore the variance, especially because we have a data distribution shift. So, also for quantification, a good compromise between overfitting and underfitting must be found, because both are harmful for the extrapolation for new unseen areas. One thing that can be observed from the previous decomposition is the effect of outermost predictions. One can think that outermost overestimations are not harmful provided they are usually accompanied by a balanced proportion and magnitude of outermost underestimations. While this might be true for non-quadratic errors because they cancel, it is not true for MSE, as shown by both components. This is the reason why most regression techniques output predictions whose variance (i.e., V ar(ŷ)) is lower than the actual variance (V ar(y)), where V ar here refers to the variance of all the examples in one dataset. This phenomenon seriously affects the spread of the predictions, leading to more packed predictions. As a result, regression models trained to minimise the MSE will need to be spread out (the shape of the distribution should be widened) in order to resemble the actual distribution, as we saw in Fig. 4 . The method introduced in Sect. 4.4 is precisely based on smoothing the distribution such that V ar(ŷ) = V ar(y). While the previous decomposition gives us some understanding about spread, it gives us few clues about the location of the estimated distribution. For this purpose, it is more insightful to make the same decomposition of all examples on one dataset, since it is the result for all examples what counts for quantification, as follows:
where E denotes the expected value for all the examples in one dataset, and the error is denoted by = y −ŷ. Note that now the variance refers to the errors, not the predictions. Just focussing on one dataset, we cannot get information about overfitting and underfitting, but we can see other phenomena. We see that if the model gives Bias( ) = 0 then the mean of the errors will be zero-even if the errors may still be non-zero individually. This zero bias means that the mean will be perfectly estimated for that dataset. If the indicator function we are interested in is the mean, then we would get perfect quantification. Consequently, we want regression models such that Bias( ) = 0. We can see clearly that if we add a constant s to all the predictions, we get a different Bias( ) but equal V ar( ). It is then natural to expect that many regression techniques try to set Bias( ) = 0 by calibrating the model in this way. In fact, some linear regression techniques ensure Bias( ) = 0 on the training set by definition, because the MSE is minimised. 5 Other techniques, however, may give slightly uncalibrated models for the training set, because the asymmetry of the training set forces the technique to unbalance the estimations for risk minimisation. Independently of the regression technique being used, we can always find the optimal constant s for a dataset, by just setting s equal to the bias:
which just subtracts the mean of the actual values with the mean of the estimated values. It is also expectable that since the errors are usually higher on a test set, this value s may be higher for the test set than for the training set. This will be the basis of the adjustment methods below. Finally, while a global adjustment may solve some cases, the bias can vary significantly between the central areas of the distribution and the outermost values. Typically, outermost values, as mentioned above, are usually pushed to the centre. This means that low y values will typically lead to negative bias, and high y values will typically lead to positive bias. This suggests the use of adjustment constants customised for different regions of the distribution, leading to the segmentation methods in Sect. 4.3.
Methods based on Regress & Sum
The simplest method for estimating the mean using an underlying regression model is the Regress & Sum (RS) method we defined in Eq. 6 but applied to the test set, which we will denote byμ RS T est . The RS method can handle a distribution shift, but it depends on the quality of the training data sample (it must be representative of the overall domain) as well as on the quality of the regression model. Otherwise, the estimation might even be worse than the T T method. This is similar to the problems already observed for the Classify & Count method in classification quantification.
In a quite similar way as the AC method (Forman 2008 ) is an adjusted improvement of the CC method, or as S P A is a scaled adjustment of the naive P A method (Bella et al. 2010) , we can follow the same idea in regression. In order to do this, we need to calculate the average of the true values for the T rain set, μ T rain . We also need to calculate the average of the estimated values, i.e.,μ RS T rain (an instance of Eq. 6 for the training set). Now, we can derive the error bias (Bias above, in what follows denoted by B) for the training set as follows:
With this value B we can adjust any method, following Eq. 7. For instance, the Adjusted Regress and Sum method (a RS) is just:
where α is a parameter that makes the adjustment more or less intense, motivated by errors being expected to increase for the test set, as discussed in the previous section. This value can be estimated from the use of a regression technique on similar problems, or can be set to a fixed constant independently of technique and problem, as we do in this paper. Note that when α = 0 this is equivalent to the RS method. Figure 5 shows a simple example which illustrates how the methods described in this section work. We use a simple regression problem with only one attribute. We split the data into two sets of the same size, T rain and T est, but different distribution. On the The difference between these values indicates that the regression model is not calibrated with respect to the training instances. This slight difference will be used by the a RS technique. On the right side of Fig. 5 we include the result of the application of the RS method over the T est set and the results of using the a RS (with α = 1) method with the same test dataset. We can see the different data distribution between T rain (mean 0.07) and T est (mean 0.44). In this figure, the T T and RS methods are shown. The solid line expresses the value of the mean of the test dataset, i.e., the actual average value. The RS method using the linear regression returns a value (0.25), shown as a green dotted horizontal line, which is slightly below the actual one (0.44). However, it is much better than the T T method (0.07). Finally, the blue dashed-and-dotted horizontal line shows the result of using the a RS (with α = 1) method with the same test dataset. Given that the linear regression is not calibrated with respect to the training data, there is a correction that modifies the estimated value for this technique to 0.293. The previous methods RS and a RS have been presented to address the Q RI quantification task in Table 1 where the indicator is the mean. The idea can be easily extended for the median and other indicators. Also, the RS and the a RS methods can be extended for the Q RD case, where the whole distribution needs to be estimated, and spread and shape are also important. For this extension, we only need to apply Eq. 5, which was called Regress & Splice. This intentionally leads to the same acronym RS, since basically both methods are identical. In fact, Fig. 4 (third row, right) shows the results for RS for the test set in Example 2. While this actually gives a distribution and not a single indicator, we see that the distribution has low dispersion and most of the data clusters around the mean.
Methods based on segmentation
The previous methods are simple adaptations of some of the most common methods in classification quantification. One of the problems when a distribution shift takes place is that some ranges of values of the dependent value which appear in the test set are rare in the training set. Consequently, the underlying model is not well trained for these ranges, and the quantification approach by RS methods just worsens this issue, especially if there are outliers either in the training or the test set. A second problem, which appears in the Q RD case ( Table 1 ), is that the estimated distributions have low dispersion and a highly peaked shape, and applying a correction in the same direction is not going to have any effect on this issue. A third, related problem is that some ranges may have more bias than others. In other words, it is a strong assumption to think that the bias is uniform all along the range of values. In fact, it may even be positive in some regions and negative in others, precisely because models usually compact their predictions.
One solution for these three problems is to make a local adjustment to the aggregation. In other words, instead of applying a global correction obtained from the whole T rain set (as the a RS method does) we propose to adjust the estimated value of each instance in the T est set by using only a suitable subset of the training instances (a bin). 6 Therefore, we propose a segmentation of the output values in the T rain set into several groups. From each group we derive a true average value that we compare to the average estimated value of that group using the model, in order to determine different and local values for the bias. This local difference (bias) is used to adjust the values in the group when predicting the values for the T est set.
More precisely, given the set of output values y on the training set denoted by Y , we will just apply a segmentation method d (we will consider several, as we will discuss later on) that sorts the elements of Y in ascending order, creates a sequence of k consecutive bins {Y 1 , Y 2 , . . . , Y k } and defines a sequence of k − 1 limits or thresholds T = {t 1 , t 2 , . . . , t k−1 } such that the threshold t j is calculated averaging the maximum value of the bin Y j and the minimum value of the bin Y j+1 . Moreover, note that segmentation is applied to the actual values y and not to the estimated valuesŷ by the model. Then, the values for each bin are averaged giving a sequence of bin prototypes y m 1 , y m 2 , . . . , y m k . Next, for each bin j, an estimated bin prototypeŷ m j is calculated by averaging the estimated valuesŷ for the training examples in that bin. From here, and now on the test set, quantification is performed by replacing each predictionŷ for the test set by the estimated prototype of the bin where it belongs, i.e., if t j ŷ < t j+1 , the example belongs to bin j and its estimated prototype isŷ m j (we consider that t 0 = −∞ and t k = ∞ in order to cover all possible values). Finally, from these modified predictions a common RS method can be applied. This method Fig. 6 Example of the predictions of a regression model for a test set (right) using the segmentation on the training set (left). On the left we show how the bins are constructed and how the bias B j is estimated for each bin using the difference y m j −ŷ m j . On the right, each example is assigned to a bin j according to its predictionŷ and the final adjusted predictionŷ a is given by Eq. 9 using α = 5 can be used with any kind of regression model and keeps quantification general and simple. Figure 6 illustrates this process. On the training set (left) a segmentation method has generated three bins (with the same number of examples in each bin). The average values of each bin are, y m 1 = 0.32, y m 2 = 0.63 and y m 3 = 0.87. The threshold between the first and the second bin is t 1 = 0.46, and the threshold between the second and the third bin is t 2 = 0.79. The estimated average values for each bin areŷ m 1 = 0.33, y m 2 = 0.52 andŷ m 3 = 0.85. Therefore, when the value predicted by the learning algorithm on the test set (right) for an instance is less than or equal to 0.46 the method assigns 0.33 to it. If the value predicted by the learning algorithm of an instance is between 0.46 and 0.79 the method assigns 0.52 to it. Finally, if the value is greater than 0.79 the method assigns 0.85. Clearly, segmentation does not provide enough granularity for instance regression, but here we are interested in quantification.
The example is also useful to see that segmentation has some effects on the distribution of the new output values. Segmentation makes prediction less sensitive to outliers and, depending on how the bins are chosen, the values might be more robust than a single prediction. In fact, it may have important and non-monotonic effects when the distribution is multimodal. Also, segmentation has the effect of reducing variability, especially if k is small.
From this process, we can use the modified (segmented) predictions as the new numerical values for each example, which can be used for both RS (Eqs. 5, 6) as seen in Sect. 2.1. However, the interesting thing about the segmentation method comes when we combine it with an adjustment, 7 as justified by the third problem we have mentioned above: we cannot assume that the bias B j is the same for all the regions. So, instead of calculating a global adjustment as in Eq. 8, we calculate the bias for each bin in the training set, and we use it for the adjustment for that bin. In other words, we adjust each bin independently of the rest. This has much more impact on how predictions are modified, since some bins may have very poor estimated averages. As can be seen in Fig. 6 we have calculated the meanŷ m j of the predicted valuesŷ on the training set of each bin j, and B j is calculated for each bin as (y m j − y m j ). From here, the adjusted value is calculated for each instance in the test set as follows:ŷ
In Fig. 6 we consider α = 5, and we obtain 0.33 + 5 · (−0.01) = 0.28 for example i = 1, 0.85+5·(0.11) = 0.95 for example i = 2 and so on. Note that many regression models will tend to issue predictions leaned towards the global average (because they are unsure on some cases and also because of the MSE penalisation, discussed in Sect. 4.1). This will lead to different values of B j for each bin, trying to set the values outwards.
In order to apply the previous procedure, we need some segmentation methods. Two methods will derive the segments using discretisation techniques and the third one will use a clustering method. The three of them will keep the numerical character of the output value (we are not discretising the problem). Bakar et al. (2009) present an exhaustive taxonomy for data discretisation techniques. We will first explore two of the simplest and best-known unsupervised methods: Equal Frequency intervals (E F) and Equal Width intervals (E W ) (Dougherty et al. 1995) . Basically, these methods consist in sorting the values and splitting them in k bins. The number of bins is a parameter that has to be supplied by the user. E W puts the same number of examples in each bin whereas E F creates bins with the same length: (max_value−min_value)/k. A third method (k Ms) is not based on discretisation techniques and will segment the output values by using k-means, which is one of the most popular clustering algorithms. The k-means algorithm is applied on the outputs, as in the other methods, so it finally creates a partition, which may be different to the other two cases.
All these three segmentation methods require a value for k. There are several formulae to automatically set the number of bins. For example, Sturges (1926) sets k = log 2 (n + 1), where n is the number of instances. Yang (2003) proposes a new discretisation method called Proportional Discretisation (P D) that combines the E F and E W methods. In P D, the number of examples in each bin (frequency) is equal to the number of bins, and the frequency multiplied by the number of bins is equal to the number of examples. Therefore, this method is equivalent to using the E F method with k = √ n. We have studied these two alternatives for establishing k. Since the results are quite similar for both options, in this paper we will only include the results for k = log 2 (n + 1). For each segmentation method, we will also consider an unadjusted and an adjusted version. This leads to six combinations. Table 2 shows these six different quantification methods for regression problems based on segmentation.
It is important to notice that all these methods are extremely easy to apply, and some of them can just be computed directly by using data mining tools (these tools typically include many discretisation and clustering methods, such as kMeans, which can be used for the segmentation). 
Spreading the distribution
In Sect. 4.1 we discussed that regression methods usually get very packed predictions, where it is rarely the case that V ar(ŷ) = V ar(y). We also saw this in Example 2. While this problem does not affect the mean estimation significantly, it can be important for some other indicators (Q RI ) such as the median or other quantiles. Also, this is especially problematic for the Q RD quantification problem in Table 1 .
The segmentation process using adjustment may spread the distribution slightly but it can be insufficient in general. In order to get an appropriate degree of spreading, we apply a kernel smoothing 8 of the estimated valuesŷ. We use the ksmooth method in the R project software (R Team et al. 2012) 
with default parameters. If V ar(ŷ) < V ar(y) (as usual), we adjust the bandwidth until we get V ar(ŷ) = V ar(y). If V ar(ŷ) ≥ V ar(y)
we just use the smoothing with the default bandwidth. After that, we get new values for the predictions using as many quantiles as needed.
All the methods above, including T T , RS and a RS, will be altered by this smoothing procedure as a postprocess.
Regression quantification using classification quantification
Now we include some methods based on discretising the original regression problem and applying classification quantification techniques to the modified problem, and transforming it back to regression again. This indirect way of addressing regression quantification is just included as a reference.
Note that here we no longer work with regression models but with classification models. This means that the methods in this section are not applicable when we want to take advantage of an existing (possibly validated) regression model. Also note that it is different to segment the distribution given by the regression model (as we have done above) than to completely discretising the problem from scratch as we discuss here. Specifically, we will show how to apply three classification quantification methods to a regression quantification problem which has been converted into a classification prob-lem from the beginning, by discretising the training data. As all the methods we will use (AC, T 50 and M S methods, Forman 2008) were defined for binary problems, and the discretisation of a regression output generally generates more than two classes, we will need to apply the one-vs-all approach for the multi-class case as Forman suggested. Although this one-vs-all approach mangles all the ordinal information, 9 we explore whether this can be alternative to native regression quantification methods, and which of the previous classification quantification methods could be best suited in this case.
A simple way to discretise the problem is to use the segmentation on the training set obtained by applying one of the segmentation techniques we introduced in Sect. 4.3. The idea is to assign a different class label l j to each one of the c bins defined by the segmentation process. Next we have a classification training dataset from which we train a classification model. For the classification model we record the mean for each class on the training set, denoted as μ j . Using the classification model we then use any of the classification quantification methods in the literature. Each method will output a probability for each class l j asp T Y (l j ) for the test set T . The discrete predictions are then converted back into continuous predictions by setting μ j if the predicted class is l j . Consequently, the estimated mean for the test set will be
Other indicators can be obtained from pointwise (or binwise) quantification using distribution smoothing techniques. In the following experimental section we will just evaluate the mean for these classification quantification methods for regression quantification.
Experiments
In this section, we present the experimental evaluation of the methods for regression quantification introduced in the previous section: those based on Regress & Sum or Splice, namely RS and a RS, and the six methods based on data segmentation. We will examine the results for the quantification problems Q RI (mean and median) and Q RD in Table 1 and we will use their corresponding metrics (V SE and Cramér-von Mises u metric, cvmu). Finally, we will also include some results of the approach to regression quantification using classification quantification.
Experimental setting
The experimental setting is based on the common case where we train a regression model on a training dataset, and we want to obtain an indicator (Q RI ) of the output value for a different test dataset or the whole distribution (Q RD ). As justified in previous sections, we are especially interested in cases where the distribution of the output value varies between training and test. Additionally, it is important to consider a scenario where the distribution of the dependent value varies significantly, because it also affects the quality of the model, see Weiss (2004) , Weiss and Provost (2001) , Raeder et al. (2012) , and Chawla et al. (2004) . In order to ensure that this distribution shift takes place in the experiments, for each dataset, we construct a test set selecting the 50 % of the instances by using a discrete triangular distribution over the example indices, after sorting the examples according to their output value. More precisely, the instances are sorted increasing by its output attribute leading to sorted indices i, and a probability of i/(n + 1) is assigned to each instance, with i = 1, . . . , n, where n is the number of instances of the dataset. Note that since the distribution is applied over the indices, we do not have to care about outliers and the range of the data, and it even works in cases where the distribution is packed. Using this distribution, 50 % examples are sampled without substitution for the test set. The instances that have not been selected for the test set form the training set. With this, we get a training set which misrepresents the high values, and a test set which focusses precisely on these high values. Figure 7 shows this.
We selected 35 datasets from the UCI repository 10 (Frank and Asuncion 2010), Tunedit 11 and mldata. 12 In Table 3 we show the name of the datasets, the number of attributes, the number of instances of the datasets, and the mean and the standard deviation of the output value. We also include the means for the training and test datasets.
The whole battery of datasets can be downloaded from http://alturl.com/5n8ad. In order to evaluate several regression techniques, we employed five data mining techniques from WEKA (Witten and Frank 2005) : Linear Regression, M5P (a regression tree), SMOreg (a support vector machine), IBk (a nearest neighbour with k = 10) and Gaussian (a Gaussian process regression). We used the default parameters in WEKA for the five algorithms. We repeated each configuration 100 times for each dataset. This makes a total of 35 × 5 × 100 = 17,500 experiments for each quantification method.
Before starting with the experiments, we studied which value of α leads to the best adjustment. For this reason, we performed an experimental evaluation varying the value of α from 0 (no correction) to 7. In these experiments we employed 10 datasets of Table 3 with 10 repetitions each.
These results showed that a value of 5 obtains the optimal performance in almost all cases. Consequently, we will use this value of α in the following experiments.
In the experiments that follow we work with several indicators. For the mean indicator we just calculated the mean as usual, and for the distribution we just aggregated the results. For every application of the median (bins, global, etc.) we used the HodgesLehmann estimator (Hodges and Lehmann 1963) to give more robust estimations of the median.
General overview
We start with a set of highly aggregated results showing the behaviour of all the regression quantification methods and all the indicators we will use (mean, median and cvmu metric). The goal of this first overview is to get a first impression of how methods 
Fig. 7
Sampling process to simulate a data distribution shift for the experiments. Top the distribution for dataset lowbwt. Bottom the distributions of training and test datasets after sampling using a triangular distribution over the sorted indices work and, most especially, to see the general effect of the spreading, adjustment and segmentation. Table 4 shows the results for the three indicators using the metrics as introduced in Sect. 3.2. From these general and highly aggregated results we have a first impression of the quantification methods. The direct method RS works much better than inheriting the distribution from the training set (T T ), since for this experimental setting we have created an important distribution shift. This was expected and quite clear from the results of the two first columns. From the table we can also see that the adjustment over RS (i.e., a RS) is not effective (it is either comparable or worse than RS), so the idea of the adjustment, per se, does not seem to improve the quantification results. Then we can focus on the three methods based on binning (E W , E F, k M) and we see no improvement over RS, except a slight improvement for the distribution case without smoothing. It is the conjunction of binning and adjustment that leads to good results, as shown with the three methods based on binning and adjustment (a E W , a E F, ak M).
Finally, from this big picture, we are interested in the effect of smoothing. As expected, it has almost no effect on the mean, since a Gaussian smoothing is usually The columns represent the name, number of attributes, number of examples, the number of different values, the mean, median and standard deviation for the whole dataset and the mean for the training and test datasets quite conservative for this indicator. For the median, smoothing is effective for the three methods with binning and adjustment while for the rest of methods it has not a significant effect. Finally, for the whole distribution, smoothing is extremely effective We show methods T T (same distribution for T est as T rain), RS (Regress & Sum or Regress & Splice depending on the case), a RS (the adjusted version of RS), followed by the six methods based on binning, three without adjustment (E W , E F, k M) and three with adjustment (a E W , a E F, ak M). There are rows which incorporate smoothing as a spreading method and rows which do not, as indicated for all methods. From this general observation, we will just concentrate in the results with smoothing in the rest of this section. Given this first look at the results, we now start a series of more detailed analyses according to several issues.
Analysis for the mean indicator
Let us now focus on the experimental results for Q RI using the mean. Table 5 shows the comparison of the V SE metric for all the datasets in terms of pairwise tests, using RS as reference. Note that the use of V SE or S E is irrelevant here, since the denominator (the variance) is always the same for the two things we compare. For each dataset and pairwise comparison for the 100 repetitions we use the Wilcoxon's signed-rank test. For the overall results at the bottom, and in order to see whether the difference between more than two methods is statistically significant, we calculated the Friedman test with the Iman and Davenport modification. The tests are applied to the average ranks for the 35 datasets. If there were differences between these methods, we calculated the Nemenyi post-hoc test to compare all of the methods with each other (with a probability of 99.5 %) as recommended in Demsar (2006) .
From the results in Table 4 (row with "Mean with smoothing") and Table 5 , we see that the a RS method, while significantly better in terms of pairwise statistical comparison is slightly worse than RS on average. So it is not clear whether the global adjustment is really improving the results. However, the local adjustment is really useful for the segmentation methods. The three segmentation methods have a similar behaviour, but from Table 4 (row with "Mean with smoothing") and Table 5 the best method is clearly a E F (pairwise significant and with the smallest average). It also outperforms the RS method in 29 datasets and only loses in five datasets (1 tie).
If we focus on dataset size there seems to be no relation between the size of the datasets and the results, since no clear trend is found which can distinguish the datasets from the top to those on the bottom. Note that they are sorted by dataset size (see Table 3 ). We could also consider whether the number of distinct values (the 'distinct' column in Table 3 ) has any effect. The datasets where the number of different values is smallest (≤25) are datasets 3, 21, 26, 29 and 32. Actually, these datasets could be just The values (W/T/L) represent the number of wins, ties and losses respectively (in boldface we indicate whether the difference is significant with a probability of 99.5 % using the Wilcoxons signed-rank test ). The five regression techniques are aggregated, so we make 5 × 100 comparisons in each cell of the table.
All methods incorporate smoothing as a spreading method. The rows W, T and L show all the comparisons (35 × 5 × 100 = 17,500). The final row (R) shows the average rank for the Nemenyi test and whether the differences are significant: in boldface if the method is better than RS, underlined when the method is worse than RS, and normal face when there is no statistical difference. considered ordinal regression problems instead of proper regression problems. Again, we see no special trend or behaviour for these five datasets, so the methods behave quite homogeneously in this regard.
Finally, in Table 6 we disaggregate the results of Table 4 (row with "Mean with smoothing") by the underlying regression technique. While the values are different in magnitude, the general picture is preserved in all of them, with a E F being the best method.
Analysis for the median indicator
We continue with Q RI but now using the median indicator, which is a more robust statistic. Table 7 shows the comparison of the V SE metric for all the datasets in terms of pairwise tests, using RS as reference. Note that the use of V SE or S E is also irrelevant here, since the denominator (the variance) is always the same for the two things we compare. We use the same statistical tests as we used for the mean.
From the results in Table 4 (row with "Median with smoothing") and Table 7 we see that the a RS method is now significantly worse than RS on average (as happened for the mean) and also in terms of pairwise statistical comparison. So the global adjustment is not improving the results. However, the local adjustment is really useful for the The configuration and interpretation of rows and statistical tests are as in Table 5 Table 8 Aggregated results (35 datasets × 100 iterations = 3,500 values) for the median indicator as in Table 4 (row with "Median with smoothing") and Table 7 the best method is clearly a E F (pairwise significant and with a smaller average). It also outperforms the RS method in 20 datasets and only loses in 9 datasets (6 ties). The difference is not so strong as it was for the mean, possibly because the Median is a more robust indicator than the mean. If we focus on dataset size or number of repeated values, there is no special phenomenon, so it seems that the methods behave quite homogeneously. Finally, in Table  8 we disaggregate the results of Table 4 (row with "Median with smoothing") by the underlying regression technique. While the values are different in magnitude, the general picture is preserved in all of them, with a E F being the best method, as happened with the mean, except for SM O.
Analysis for the whole distribution
Now we change to the experimental results for the Q RD quantification task, where we are interested in how well the whole distribution is estimated. Table 9 shows the comparison in terms of the cvmu metric for all the datasets by pairwise comparison, using RS as reference. We use the same statistical tests as we used for the mean and median cases. We can see that the best methods for Q RI are also the best methods for Q RD .
From the results in Table 4 (row with "Distrib. with smoothing") and Table 9 we see that binning with local adjustment is really useful. The three segmentation methods have a similar behaviour, but from Table 4 (row with "Distrib. with smoothing") and Table 7 the best method is a E F in terms of average but ak M in terms of pairwise comparison. Model a E F also outperforms the RS method in 26 datasets and only loses in nine datasets (0 ties), and aK M wins in 27 and loses in six (two ties). If we focus on dataset size or number of repeated values, again there seems to be no relation, as happened with the mean and the median.
Finally, in Table 10 we disaggregate the results of Table 4 (row with "Distrib. with smoothing") by the underlying regression technique. While the values are different in magnitude, the general picture is preserved in all of them, with a E F being the best method, except for SM O, where it is ak M. The configuration and interpretation of rows and statistical tests are as in Table 5 Table 10 Aggregated results (35 datasets × 100 iterations = 3,500 values) for the cvmu indicator as in We will now investigate the results for the methods based on classifiers, as seen in Sect. 4.5. Here we will only focus on the mean, given the characteristics of these methods. Table 11 shows the comparison in terms of the V SE metric for all the datasets by pairwise comparison, using RS as reference. We apply the same statistical tests as we used for the previous cases. We use four underlying classifiers: J48, Logistic Regression, IBk (k = 10) and Naïve Bayes , all of them using Weka with default parameters. We use the process of discretising the problem and then a classification quantification method (Forman's Adjusted Count, T50 o Median Sweep), followed by a recovering of the magnitudes from the classes. Since we have three discretisation methods (EW, EF, kM), there are nine methods. All them are compared against RS. From the results in Table 11 we have to say that this indirect approach is not as illconceived as it may seem. The results are relatively good for some of the AC methods and MS with EF. This is surprising, especially because the T50 and MS methods do not work well. One possible explanation may originate from the fact that converting a regression problem into a classification problem loses the ordinal information and some methods may be more sensitive than others to this fact.
In the end, the comparison between methods using four classification techniques and methods using five classification is not easy to interpret (and possibly not meaningful) because it depends on the quality of the five underlying regression techniques versus the four underlying classification techniques, and not properly on the quantification method. Nonetheless, we just include it here to see whether this approach of discretising regression problems could work.
Discussion and recommendations
As a summary of the results, we can state that the methods based on segmentation and local adjustment clearly surpass the performance of the baseline method (T T ) and the simple RS method. The statistical significance tests corroborate this statement. We have also seen that some of the ideas presented in this paper work well on isolation (such as smoothing) and some others only work well together (segmentation with adjustment). The results are quite homogeneous in terms of types of datasets. Table 5 So, what is our recommendation when a regression quantification problem appears? On the one hand, if we already have a regression model, then it is reasonable to use that model for quantification using a method such as a E F. As for Table 4 , this seems a good bet for almost every indicator. On the other hand, if we do not have a regression model, we may decide to find a technique which works well for regression. Here, we can take a look at Tables 6, 8 and 10, and see that M5P will lead to the best results for mean, M5P and SMO are good for the median and SMO seems better for the whole distribution. Nonetheless, this cannot be generalised for families of techniques, since there might be other regression trees, linear regression, Gaussian, kNN or SVM approaches with better results, or the same techniques by just changing a few parameters. Also, when there is no regression model, it is an option to dicretise the problem and see what happens with classification quantification, especially because the best method for regression quantification using classification seems to be AC, which is easy to implement.
Conclusions
Quantification can be seen as a group of closely related tasks where the goal is to determine some global indicator or the whole distribution from a set of (individual) unlabelled examples. Aggregative quantification is the view of quantification as a problem which is solved by aggregating the predictions of an underlying predictive model: a classification model if the output value is categorical, or a regression model if the output value is numerical. Where many proposals have been recently proposed for classification quantification, to our knowledge this is the first paper addressing the problem of regression quantification, as shaped here.
Quantification is a common problem in many data mining applications:
-Multidimensional hierarchical data. Data warehouses are frequently the source of minable views. A predictive model learnt at a fine-grained level may be required to be applied to a different distribution (region, period or category) or at a different level of aggregation. Quantification techniques are crucial for this problem. -Overall estimation. Problems are frequently presented in the form of a batch, where we need to anticipate (e.g., assign resources) an assessment of some indicators or the whole distribution for a batch of customers, patients, complaints, errors, diagnoses, etc., before making any individual decision. -Distribution shift detection. Clearly a quantifier can be used to determine when (and of course how much) a distribution is shifting. This may be used to trigger some revision or re-training of the models, instead of triggering this by the degradation of the models (which can be originated by other factors, such as obsolescence, but not necessarily a distribution shift). -Calibration and cost applications. An interesting application would be to use quantification methods to calibrate supervised models or to use them in cost applications, only incipiently explored by Forman (2008) . However, the methods introduced in this paper modify all the single predictions, so the model resulting from adjustment, segmentation and spreading can still be used as a single-instance supervised model (this is not the case, for instance, with methods such as T50 or MS in classification).
As discussed throughout the paper, the problem becomes really meaningful when we have an important distribution shift between the training data and the deployment data. This distribution shift entails a change in the categorical distribution (class frequencies) in classification problems. In regression, the distribution shift may involve a change in location, dispersion and shape of the data distribution. This is in contrast to the classical problem of estimating the distribution from a small sample, even if there is no distribution shift. All the above issues have triggered a comprehensive analysis of quantification as a group of data mining tasks on its own, which is consolidated by the new taxonomy we have introduced in this paper. From here, we can see how much similar the quantification tasks are, what metrics are required for each of them and the desired detail of the quantification result, as a single indicator or a whole distribution. Given this taxonomy we have focussed on the two tasks which, to our knowledge, have not received proper attention in the literature (in the terms set here). These families of tasks are regression quantification obtaining the whole distribution and the task focussed on a particular indicator. One of the principles we have followed when looking for solutions for these problems is that the solutions should be general to any underlying regression technique.
We have seen that the direct adaptation of ideas for classification quantification to regression does not work. Moreover, the methods based on segmentation introduced here, especially when each bin is used to do local adjustments, have shown a very significant improvement. We have seen good results for both the mean and the median estimation and the whole distribution estimation (Q RI and Q RD tasks).
There are also some limitations of the approach presented in this paper. Aggregative regression quantification still relies on good regression models to get good quantification. While it is possible to get good quantification from some poor models, there is still much to be done in order to understand which regression models (and techniques) are more suitable for quantification. While some quantification methods excel on average, they can perform worse than the trivial RS method for some datasets and techniques. Detecting when this is the case, and using method combinations with this information could lead to improved results. Also, the results for the whole distribution case Q RD can be improved in terms of shape, since asymmetries and multimodalities may not be properly identified in many cases.
In the end, this is just a first attempt for regression quantification (as considered here) and many things can be improved. For instance, we have set the same value for the parameter α for all techniques and methods in order to ease the comparison, but we may choose a particular α for each problem, regression technique and quantification method, or link it to some parameters of the model on the training set, such as correlation or the variance. Also, new smoothing methods could be devised as well by reusing the information from the segmentation. Segmentation could also be done in other ways, by the use of other clustering methods, sliding windows or kernels, with possibly overlapping bins.
As a side possibility, we might wonder what learning parameters and metrics should be used for training supervised models on purpose for a quantification problem. For instance, we have used regression techniques with default parameters usually aiming at minimising MSE, but we could also use other techniques with the purpose of being median-unbiased estimators by the use of the absolute error instead. The approaches using classification may also be considered. Some of the analysis of existing performance metrics (Ferri et al. 2009; Hernández-Orallo et al. 2012 ) could be overhauled having quantification in mind. The use of different loss functions and metrics could also lead to extensions of the taxonomy, by accommodating ordinal regression, hierarchical classification, etc.
As mentioned above, quantification is a very common problem, and there are also many possible scenarios and applications for the regression case. In fact, the interaction of regression quantification with common hierarchical data organisations deserves to be explored. In fact, quantification could be applied in an iterative way. For instance, we may need to calculate the expected total benefits for a city, then aggregate for regions, then for countries, etc. This stepwise aggregation may give better results than aggregating the predictions from the lowest level to the highest one. This, of course, suggests the use of (hierarchical) clustering for both the input and the output values. In fact, many different segmentation methods could be used instead of the E F, E W and k M methods. All this could also be explored as future work.
All in all, regression quantification may have been approached in many different (and ad-hoc) ways in the literature and specific applications, but there has not been a systematic and generalised account of this data mining task on its own. Given the number of alternatives and the ideas that could be used for different task variants of the regression quantification problem, we think this paper is a resolute step in the recognition of this family of data mining tasks and the everyday application of better suited solutions.
