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Abstract
The asymptotic distribution of the bootstrap sample mean depends on the resampling intensity.
This paper explores the sensitivity of that distribution against di3erent resampling intensities. It
is generally assumed that small resampling sizes make the bootstrap work. However, we will
show that the bootstrap mean can only be highly unstable for small resampling intensities. Our
setup considers resampling from a triangular array of row-wise independent and identically dis-
tributed random variables satisfying the Central Limit Theorem. c© 2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Athreya (1985) showed that the asymptotic distribution of Efron’s bootstrap sample
mean obtained from a distribution in the domain of attraction of a nonnormal stable law
, when the resampling and the parent sample sizes coincide, is random. It was shown
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by Arcones and Gin,e (1989) and Athreya (1985) that if the bootstrap sample size is
of smaller order than the parent sample size then the asymptotic distributions of the
sample means (bootstrap and usual) coincide. In the general setup of a bootstrap sam-
ple of size mn obtained from a triangular array {X n1 ; : : : ; X nkn} of row-wise independent
and identically distributed (i.i.d.) random variables (r.v.’s), the picture was completed
by Cuesta-Albertos and Matr,an (1998) giving the di3erent (random) asymptotic laws
of the bootstrap sample mean and showing their dependence on the resampling in-
tensity c := limn mn=kn. We will denote by 
∗c the corresponding asymptotic random
distribution.
Mainly because of those results in Arcones and Gin,e (1989) and Athreya (1985) (but
look also at Cuesta-Albertos and Matr,an, 1998), it is broadly assumed that the bootstrap
works for small resampling sizes. Thus, it is generally accepted that for a bootstrap
sample of size, let us say, mn = n1=2, the bootstrap mean will mimic the asymptotic
distribution of the sample mean. However, even assuming that the bootstrap works in
this case, in practice the sample and the resample sizes are Gxed (let us say kn=100 and
mn=10) and their rate could indistinctly be considered as moderate or small (mn= 110kn
or mn =
√
kn). The available results lead then to consider the approximations 
∗0 and

∗1=10 to the sample mean distribution as equally valid. Therefore, to justify the use of
the bootstrap approximation, a result on the stability of 
∗c with respect to c is required.
This is the goal of this paper. In Section 3 we consider the practical implications of
the stability results for the choice of small or large resampling sizes.
Our results will be established in the general setup of impartial arrays introduced in
Cuesta-Albertos and Matr,an (1998). An impartial array is an inGnitesimal triangular
array {X ni ; i = 1; : : : ; kn; n∈N} of row-wise i.i.d. random variables, where kn → ∞,
deGned on a probability space (; ; P) satisfying the Central Limit Theorem, i.e., such
that
Sn − an →w 
 :=N(0; 2) ∗ c Pois
for a suitable sequence of constants, {an}n, where →w means weak convergence,
Sn :=
∑
i X
n
i and N(0; 
2)∗ c Pois is the convolution of a normal law and a general-
ized Poisson one. Thus, (see e.g. Araujo and Gin,e, 1980)  is a L,evy measure, ¿ 0
is a constant such that {−; }=0 and the characteristic function (c.f.) of 
 is given
by
exp
{
−
2t2
2
+
∫
(eitx − 1− it(x)) d(x)
}
; (1.1)
where (x) = xI{|x|6}.
We will represent by P∗ and E∗, respectively, the conditional probability and ex-
pectation given the impartial array {X ni ; i = 1; : : : ; kn; n∈N}. L(Z) will be the (un-
conditional) distribution of the r.v. Z , while L∗(Z) will denote the conditional law of
Z given the impartial array.
Let {mn}n be a sequence of natural numbers such that mn → ∞. Given n∈N,
we will consider a bootstrap sample Y ni ; i= 1; : : : ; mn obtained from {X n1 ; X n2 ; : : : ; X nkn}.
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Thus,
L∗(Y ni ) = k
−1
n
kn∑
j=1
X nj ; i = 1; : : : ; mn;
where x denotes Dirac’s measure on x.
Let S∗n :=
∑mn
i=1 Y
n
i and c := limn mn=kn. We are interested in analyzing the continuity
of the asymptotic laws of the r.v.’s (S∗n − An)=rn with respect to c, where An is a r.v.
measurable on the -algebra generated by {X ni ; i= 1; : : : ; kn} and rn is a real number,
both suitably chosen to ensure the existence of the limit law of {L∗[(S∗n − An)=rn]}n.
However, if the asymptotic distribution exists, it is, in general, random. This leads
to the idea of convergence in law in law. This convergence could be deGned as the
convergence in law of the Gnite dimensional distributions of the stochastic processes{
P∗
[
S∗n − An
rn
6 t
]
: t ∈R
}
or, equivalently (see Athreya, 1987), as the convergence in law of the Gnite-dimensional
distributions of the stochastic processes given by the conditional c.f.’s
{E∗[eit(S∗n −An)=rn]: t ∈R};
but here, to avoid unnecessary technicalities, we will say (as in Cuesta-Albertos and
Matr,an, 1998) that the sequence {(S∗n − An)=rn}n converges in law in law (weakly in
law and weakly in distribution will also be indistinctly used) if the sequence of their
conditional c.f.’s converges in law for every Gxed point t ∈R. In any case, our results
could be extended to cover Gnite dimensional convergence of conditional c.f.’s.
The sequence of normalizing constants {rn}n plays a key role in the existence of
the asymptotic distribution. This fact is stressed in the following result, which is the
starting point of this work and that can be obtained by slightly modifying Theorem 11
in Cuesta-Albertos and Matr,an (1998). In it, we accept normalizations given by con-
tinuous functions f in such a way that rn = f(mn=kn). The limiting distributions are
convolutions of a Gxed normal law and a Poissonization of a Poisson random mea-
sure N (i.e., for every Borel set A, N (A) is a r.v. with Poisson distribution with
parameter (A) and, if A and B are disjoint Borel sets, then N (A) and N (B) are inde-
pendent r.v.’s). This kind of stochastic processes is described e.g. in Kingman (1993).
Given h¿ 0, we will denote X ni;h :=X
n
i I{|X ni |6h}, i = 1; : : : ; kn, Sn;h :=
∑kn
i=1 X
n
i;h and
NX n;h = Sn;h=kn, n∈N.
Theorem 1.1. With the above notation and assumptions; let us suppose that limn mn=kn
= c∈ (0;∞) and f :R+ → R+ is a continuous function. Then
L∗
(
1
f(mn=kn)
(S∗n − mn NX n;f(mn=kn))
)
→w 
∗c;f in distribution; (1.2)
where 
∗c;f =N(0; (c=f(c)
2)2) ∗ c Pois(cNf(c)); Ns(A) :=N (sA); sA= {sx: x∈A} and
N is a Poisson random measure with intensity measure .
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Note that, if  is not degenerate, i.e., if  is not concentrated on a single point,
and c 	= c′, then 
∗c;f and 
∗c′;f are not even of the same type. Thus, according to this
theorem, the asymptotic distribution of the bootstrap sample mean depends on 
 but
also on c and on the normalizing sequence {f(mn=kn)}n we are employing.
Given c∈ (0;∞), (∗c;f will be the c.f. of 
∗c;f. However, in the particular case that
the function in the previous theorem is f(t)=t1=; ∈ (0; 2] we will employ the notation

∗c; to denote 

∗
c;f. Similar modiGcations will be employed to denote its c.f.
Now we can be more precise about our goal as the study of the continuity of the
map c 
→ 
∗c;f from the point of view of the convergence in law in law. Technically
speaking, we are interested in the following question: given f and c0 ∈ [0;∞], is it
satisGed that (∗c;f(t)→w (∗c0 ;f(t), for every t ∈R as c→ c0?
An explicit expression for (∗c;f when c∈ (0;∞) can be obtained by applying (1.1),
from which continuity at c0 ∈ (0;∞) can be easily deduced by standard techniques.
Therefore, we will only analyze here the extreme cases c0 = 0;∞.
Before proceeding with this task we need to know whether the asymptotic distribu-
tions in these extreme cases exist. If c0 =∞ the existence and characterization arise
from the following theorem (see Cuesta-Albertos and Matr,an, 1998).
Theorem 1.2. If limn mn=kn =∞; then
L∗
(
1
(mn=kn)1=2
(S∗n − mn NX n;(mn=kn)1=2 )
)
→w 
∗∞;2 in distribution; (1.3)
where 
∗∞;2 = N(0; X
2); L(X 2) = 2 ∗ Pois∗; ∗ =  ◦ √ and (Pois ))∧(t) =
exp(
∫
R(e
itx − 1) d)(x)); t ∈R.
The c.f. of 
∗∞;2 will be represented by (
∗
∞;2. Note that no centering is needed to
deGne Pois∗ since
∫
min(1; |x|) d∗(x)¡∞.
From Theorem 1.2 it is deduced that if mn=kn → ∞, then the right normalizing
sequence is given by the function f(t)=t1=2. The stability of the asymptotic distributions
is obtained in Theorem 2.2, where we will show that 
∗c;2 →w 
∗∞;2 in law as c→∞.
The case c = 0 is more involved because, in general, we cannot guarantee the
existence of a function f and a nondegenerate limit law (random or not) 
∗0;f
such that
L∗
(
1
f(mn=kn)
(S∗n − mn NX n;f(mn=kn))
)
→w 
∗0;f in law; as mn=kn → 0: (1.4)
It must be emphasized that if c 	=0 then a right normalizing sequence is given by
{(mn=kn)1=2}n independently of the impartial array we are considering. However, in the
case c=0, if there exists an asymptotic distribution, then the normalizing sequence must
be carefully chosen depending on the particular array under consideration. Anyway, in
Arcones and Gin,e (1989) it is shown that (1.4) holds and that 
∗0;f =
, if the parent
impartial array is in fact a suitably normalized sequence of i.i.d.r.v.’s in the domain of
attraction of an -stable law and, in this case, the normalization is given by f(t)= t1=.
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More general suPcient conditions for (1.4) are given in Cuesta-Albertos and Matr,an
(1998). On the other hand, while 
∗c;2 has always a limit as c → ∞ in our setup, it
becomes clear from (1.2) that +∗0;2 := limc→0+ 

∗
c;2 does not always exist (consider the
case that  is not degenerate in (1.2)). Thus, the possibility of employing a di3erent
sequence of normalizing functions needs to be considered.
Due to the previous considerations our study of case c0 = 0 consists of two parts.
One of them involves the analysis of the existence of a function f such that there is
a (possibly random) limit law +∗0;f := limc→0+ 

∗
c;f. The other, a study of the relation
between +∗0;f and 
 and between +
∗
0;f and 

∗
0;f in those cases in which both distributions
exist.
Following this scheme, we begin by providing necessary and suPcient conditions
for the existence of +∗0;f. This is done in Theorem 2.4, where it is shown that weak
convergence in law of 
∗c;f is equivalent to convergence in distribution of the laws
c;f :=N(0; 2(c=f(c)2)) ∗ c Pois(cf(c)), where s(A) :=(sA) and sA is as in
Theorem 1.1, to the same limit, which, as a consequence, must be a nonrandom stable
law. Another important conclusion of Theorem 2.4 is that weak convergence in law
and weak convergence in probability of 
∗c;f as c→ 0 are equivalent.
As a complement to Theorem 2.4 we include an example, Example 2.6, in which,
for every continuous function f, +∗0;f does not exist or satisGes +
∗
0;f = 0.
Our next goal is Gnding suPcient conditions ensuring that 
∗0;f = +
∗
0;f. This is done
in Theorem 2.7 where we show that the condition we are looking for is, precisely,
the existence of the limit in (1.4). An important consequence of Theorem 2.7 is
that the right normalization in this context is given by f(mn=kn), where f is the
function satisfying (1.4), even when c¿ 0, if we are interested in obtaining conti-
nuity at c = 0. This implies that it is not possible in general to obtain a family of
limit laws {
∗c;f; c∈ [0;∞]} being continuous over the full range of deGnition (see
Corollary 2:5).
Next we show, in Example 2.8, that the converse of Theorem 2.7 is false. We want
to emphasize that, in this example, the limit law 
 is -stable, but the limit law 
∗0;f
does not exist, thus contradicting the general feeling that the bootstrap works for small
resampling orders when the parent distribution belongs to the domain of attraction of
an -stable law.
On the other hand, in this example it also happens that +∗0;  exists and 
 = +
∗
0; .
Hence, it could be suspected that, in general, if a limit law +∗0;f does exist, then it
should coincide with the limit law of the parent array. However, this property does not
hold because in Example 15 in Cuesta-Albertos and Matr,an (1998) an impartial array
is proposed in which, if we take f(t) = t, then the hypothesis in Theorem 2.7 holds
with 
∗0;f 	=
. Thus, precisely by Theorem 2.7, this example satisGes the existence of
+∗0;f but +
∗
0;f 	=
.
The previous reasoning is based on the existence of 
∗0;f. We end the paper with
Example 2.9 in which we modify Example 15 in Cuesta-Albertos and Matr,an (1998)
to obtain that 
∗0;f = 0 for some sequence mn → ∞ such that mn=n → 0 and every
normalizing function f, while, if f0(t) = t, then +∗0;f0 exists but +
∗
0;f0 	=
.
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2. The results
For further reference, we state the following proposition, which provides neces-
sary and suPcient conditions for the weak convergence of inGnitely divisible laws
on the real line. This result can be easily deduced from the characterization and
convergence properties of generalized Poisson measures (see e.g. Araujo and
Gin,e, 1980, p. 74).
Proposition 2.1. Let {Qn}n be a sequence of in:nitely divisible laws; namely;
Qn =N(0; 2n) ∗ c Poisn:
Then Qn →w Q if and only if there exist ∈R and a Levy measure  such that for
every h¿ 0 such that {−h; h}= 0 it happens that
(i) limn [2n +
∫
{|x|6h} x
2 dn(x)] = 2 +
∫
{|x|6h} x
2 d(x); and
(ii) n|{|x|¿h} →w |{|x|¿h}.
And; in this case; the limit is N(0; 2) ∗ c Pois.
Another useful result for our purposes is Campbell’s Theorem (see e.g. Kingman,
1993): if g :R → R is a -integrable function and N is a Poisson random measure
with intensity measure  then the integral
∫
g(x) dN (x) is almost surely a Gnite r.v.
and its c.f. is given by
E
[
exp
{
it
∫
g(x) dN (x)
}]
= exp
{∫
(exp{itg(x)} − 1) d(x)
}
: (2.1)
As a consequence of Theorems 1.1 and 1.2 the unconditional distributions of the
sequence of bootstrap means converge weakly to a (nonrandom) limit distribution

c;f; c∈ (0;∞) (
∞;2, if f(t)=t1=2) , whose c.f. (c;f (resp. (∞;2) satisGes (c;f(t) :=
E(∗c;f(t) (resp. (∞;2(t) :=E(
∗
∞;2(t)), t ∈R: The technique employed to prove Camp-
bell’s Theorem in Kingman (1993) can be used here to obtain that, if c∈ (0;∞),
then
(c;f(t) = exp
{
−
2t2
2
c
f(c)2
+
∫ (
exp
{
c
(
eit(x=f(c)) − 1− it
(
x
f(c)
)}
− 1
)
d(x)
}
(2.2)
and
(∞;2(t) = exp
{
− t
22
2
+
∫ (
exp
{
− t
2x2
2
}
− 1
)
d(x)
}
: (2.3)
These expressions will be useful in the study of the case c = 0. Now we prove the
stability result in the case c =∞.
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Theorem 2.2. With the notation we are employing; we have that
lim
c→∞

∗
c;2 = 

∗
∞;2;
weakly in distribution.
Proof. According to the deGnition, we have to show that, given t ∈R, if c→∞, then
(∗c;2(t)→w (∗∞;2(t):
By (1.1) and (1.2), we have that if c∈ (0;∞), then
(∗c;2(t) = exp
{
− t
22
2
+ c
∫ (
eit(x=
√
c) − 1− it
(
x√
c
))
dN (x)
}
:
Thus, it is enough to show that, if c→∞, then
c
∫ (
eit(x=
√
c) − 1− it
(
x√
c
))
dN (x)→w − t
2Y 2
2
; (2.4)
where Y is a r.v. such that L(Y 2) = Pois∗ and ∗ =  ◦ √ . But (2.4) is equivalent
to prove that
c
∫ (
cos
(
t
x√
c
)
− 1
)
dN (x)→w − t
2Y 2
2
and that (2.5)
c
∫ (
sin
(
t
x√
c
)
− t
(
x√
c
))
dN (x)→w 0: (2.6)
This, in turn, is equivalent to showing the convergence of the corresponding c.f.’s.
However, taking into account that c(sin(tx=
√
c)− t(x=
√
c)) is a -integrable function,
we can apply (2.1) to obtain that
E
[
exp
{
isc
∫ (
sin
(
t
x√
c
)
− t
(
x√
c
))
dN (x)
}]
=exp
{∫ (
exp
{
isc
(
sin
(
t
x√
c
)
t
(
x√
c
))}
− 1
)
d(x)
}
:
On the other hand, if x∈R and c→∞, we have that
sin
(
t
x√
c
)
− t
(
x√
c
)
≈ −1
6
t3x3
c3=2
(2.7)
and, consequently,
exp
{
isc
(
sin
(
t
x√
c
)
− t
(
x√
c
))}
− 1→ 0:
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Moreover, if |x|6 √c, then∣∣∣∣exp
{
isc
(
sin
(
t
x√
c
)
− t
(
x√
c
))}
− 1
∣∣∣∣
6
∞∑
j=1
|sc|j
j!
∣∣∣∣sin
(
t
x√
c
)
− t x√
c
∣∣∣∣
j
6
∞∑
j=1
|sc|j
j!
∣∣∣∣ t3x3c
∣∣∣∣
j
= exp{s|t3x3|} − 1; (2.8)
where the last inequality follows from (2.7). Let us observe now that∣∣∣∣exp
{
isc
(
sin
(
t
x√
c
)
− t
(
x√
c
))}
− 1
∣∣∣∣6 2
and, as a consequence, if c¿ 1,∣∣∣∣exp
{
isc
(
sin
(
t
x√
c
)
− t
(
x√
c
))}
− 1
∣∣∣∣
6 (exp{s|t3x3|} − 1)I{|x|6} + 2I{|x|¿}:
The function in the right-hand side in the last inequality is -integrable, hence we
obtain (2.6) from the dominated convergence theorem.
On the other hand, by (2.1)
E
[
exp
{
isc
∫ (
cos
(
t
x√
c
)
− 1
)
dN (x)
}]
=exp
{∫ (
exp
{
isc
(
cos
(
t
x√
c
)
− 1
)}
− 1
)
d(x)
}
;
while, by (2.1) again, the c.f. of −t2Y 2=2 is
E
[
exp
(
−is t
2Y 2
2
)]
= exp
(∫ (
exp
(
−is t
2x2
2
)
− 1
)
d(x)
)
:
But, if x∈R and c→∞, then
exp
{
isc
(
cos
(
t
x√
c
)
− 1
)}
→ exp
(
−is t
2x2
2
)
:
Now, the integrable function obtained in (2.8) can also be employed here to show that
the dominated convergence theorem works and, from this point, (2.5) can be proved
as (2.6).
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Remark 2.3. Theorem 2.2 and the dominated convergence theorem imply that if
c→∞ then
(c;2(t)→ (∞;2(t)
for every t ∈R, and, in consequence, if c → ∞; then 
c;2 →w 
∞;2. Therefore, the
unconditional limit laws of the bootstrap mean inherit the stability of the conditional
limit ones.
Our next matter of interest is the stability in the more involved case c→ 0. The next
result provides necessary and suPcient conditions for the weak convergence in law of
the random distributions 
∗c;f as c → 0. It also shows that this weak convergence in
law implies weak convergence in probability to a nonrandom stable law.
Theorem 2.4. Let f :R+ → R+ be a continuous function and set c;f :=N(0; 2c=
f(c)2) ∗ c Pois(cf(c)); c¿ 0. Let +∗0;f be a possibly random distribution. The
following statements are equivalent: as c→ 0
(i) 
∗c;f →w +∗0;f in distribution.
(ii) 
∗c;f →w +∗0;f in probability.
(iii) c;f →w +∗0;f.
Furthermore; when any of these conditions holds the limit; +∗0;f; is a (nonrandom)
stable law.
Proof. Assume Grst that 
∗c;f →w +∗0;f in distribution as c → 0. Then, the dominated
convergence theorem and (2.2) imply that (c;f converges to a c.f. . as c→ 0. Hence,
by uniform equicontinuity of (c;f(t) at 0, given ¿ 0, we have that, for t suPciently
close to 0, |log|(c;f(t)||¡ for c small enough, that is,
06
2t2
2
c
f(c)2
+
∫ (
1− exp
(
c
(
cos
(
t
x
f(c)
)
− 1
))
×cos
(
c
[
sin
(
t
x
f(c)
)
− t
(
x
f(c)
)]))
d(x)¡
and, therefore,
06
2t2
2
c
f(c)2
+
∫ [
1− exp
(
c
(
cos
(
t
x
f(c)
)
− 1
))]
d(x)¡ 2;
which, in turn, implies that
06
2t2
2
c
f(c)2
+ c
∫ [
1− cos
(
t
x
f(c)
)]
d(x)¡ 4 (2.9)
for c small enough. Now, (2.9) and the proof of Theorem 2:5:2 in Araujo and Gin,e
(1980) imply
lim sup
c→0
c{x¿f(c)}¡∞; lim sup
c→0
c{x¡− f(c)}¡∞ (2.10)
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and
lim sup
c→0
c
f(c)2
(
2 +
∫
{|x|6f(c)}
x2 d(x)
)
¡∞ (2.11)
for every ¿ 0. Let .c;f be the c.f. of c;f. By (1.1) and (2.2) we have
(c;f(t)
.c;f(t)
= exp
( ∫
exp(c[eitx=f(c) − 1− it(x=f(c))])
−1− c[eitx=f(c) − 1− it(x=f(c))] d(x)
)
: (2.12)
Observe that there exist K; K ′¿ 0 such that, for c small enough,∣∣∣∣
∫
exp(c[eitx=f(c) − 1− it(x=f(c))])− 1− c[eitx=f(c) − 1− it(x=f(c))] d(x)
∣∣∣∣
6Kc2
∫
|eitx=f(c) − 1− it(x=f(c))|2 d(x)
6K ′c2
(
t4
f(c)4
∫
{|x|6f(c)}
x4 d(x) + {|x|¿f(c)}
)
6K ′c
(
t42
c
f(c)2
∫
{|x|6f(c)}
x2 d(x) + c{|x|¿f(c)}
)
→ 0; (2.13)
where the last limit is a consequence of (2.10) and (2.11). Plugging (2.13) into (2.12),
we obtain that (c;f(t)=.c;f(t)→ 1 as c→ 0 for every t ∈R. This implies .c;f(t)→
.(t). Hence, by Proposition 2.1, the law associated with . is inGnitely divisible,
namely, N(0; 02) ∗ c Pois ) and
c{x¿f(c)} → ){x¿}; c{x¡− f(c)} → ){x¡− } (2.14)
and
c
f(c)2
(
2 +
∫
{|x|6f(c)}
x2 d(x)
)
→ 02 +
∫
{|x|6}
x2 d)(x) (2.15)
for every ¿ 0 such that ){−; } = 0. We claim now that (2.14) and (2.15) imply
+∗0;f = N(0; 0
2) ∗ c Pois ) (and therefore it is nonrandom and inGnitely divisible) and
that the convergence 
∗c;f →w +∗0;f is, in fact, in probability. To see this, let 1c; be
the c.f. of
c
f(c)2
2 +
∫
{|x|6}
x2 d(cNf(c))(x) =
c
f(c)2
(
2 +
∫
{|x|6f(c)}
x2 dN (x)
)
:
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By (2.1),
1c;(t) = exp
(
it
c
f(c)2
2 +
∫
{|x|6f(c)}
(
exp
{
itc
(
x
f(c)
)2}
− 1
)
d(x)
)
:
(2.16)
Now, ∣∣∣∣∣
∫
{|x|6f(c)}
(
exp
{
itc
(
x
f(c)
)2}
− 1− itc
(
x
f(c)
)2)
d(x)
∣∣∣∣∣
6Kt2c2
∫
{|x|6f(c)}
(
x
f(c)
)4
d(x);
which converges to 0 as c→ 0. This, together with (2.16) and (2.15), implies that
1c;(t)∼= exp
(
it
c
f(c)2
(
2 +
∫
{|x|6f(c)}
x2 d(x)
))
→ exp
(
it
(
02 +
∫
{|x|6}
x2 d)(x)
))
;
that is,
c
f(c)2
2 +
∫
{|x|6}
x2 d(cNf(c))(x)→P 02 +
∫
{|x|6}
x2 d)(x) (2.17)
for every ¿ 0 such that ){−; }= 0. The same reasoning provides
cNf(c){x¿} →P ){x¿} and cNf(c){x¡− } →P ){x¡− } (2.18)
for every ¿ 0 such that ){−; } = 0. But (2.17) and (2.18) together with
Proposition 2.1 imply 
∗c;f →w N(0; 02) ∗ c Pois ) in probability.
Finally, let us check that +∗0;f is a stable law. This is obvious if ) ≡ 0. Otherwise,
(2.14) and basic properties of regular variation (see e.g. Resnick, 1987, Exercise 0:4:1:1
and Proposition 0:8) imply ){x¿} = (c1=)−; ){x¡ − } = (c2=)− for some
positive constants c1; c2 and f is regularly varying at 0 with exponent 1=. Necessarily
∈ (0; 2), since ) is a L,evy measure. On the other hand c=f(c)2 →∞ (see Araujo and
Gin,e, 1980, Exercise 5, p. 90). Hence, =0 and, again by regular variation, the limit
in (2.15) is proportional to a power function. Therefore, 0=0; +∗0;f=c Pois (c1; c2; )
(here we have employed the notation in Araujo and Gin,e, 1980, p. 80) and the proof
is complete.
From the reasoning in the previous theorem and the expression for 
∗c;f given in
(1.2) the following corollary is trivially deduced.
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Corollary 2.5. Any of the statements (i); (ii) or (iii) in Theorem 2:4; implies that
one of the following properties holds:
(1)  = 0 and f is regularly varying with exponent 1=; ∈ (0; 2).
(2) t1=2 = O(f(t)).
The limit law +∗0;f does not always exist as shown in Example 2.6 where we show
a situation in which, for every continuous function f; limc→0+ 
∗c;f is degenerate.
Example 2.6. Let {X ni : i = 1; : : : ; n; n∈N} be an impartial array such that
P[X n1 = x] =
{
n−1; if x = 1;
1− n−1; if x = 0:
It is well known that Sn →w Pois(1). Thus, if f is a continuous function, by Theorem
1.1, 
∗c;f = c Pois(cNf(c)). Trivially, limc→0+ c(hf(c);∞) = 0 and then, according to
Theorem 2.4, 
∗c;f converges weakly to the probability measure concentrated on 0.
The impartial array in the previous example was proposed in Cuesta-Albertos and
Matr,an (1998) to show that for some sequences {mn} such that mn=n→ 0, there exists
no normalizing sequence {rn}n such that
L∗
(
1
rn
(S∗n − An)
)
converges weakly to a nondegenerate law. In fact, it happens, as we are going to show
in Theorem 2.7, that the existence of this nondegenerate limit law is a suPcient con-
dition for the existence of a nondegenerate limit law +∗0;f. Moreover, as a consequence
of Theorem 2.4, we will have that if the limit law 
∗0;f does exist, it is not random.
Theorem 2.7. Let {X ni : i=1; : : : ; kn; n∈N} be an impartial array. Let us assume that
there exist a map f : R+ → R+ and a; possibly random; law 
∗0;f such that if {mn}n
is a sequence of natural numbers satisfying that limn mn=∞ and limn mn=kn=0 then
L∗
(
1
f(mn=kn)
(S∗n − mn NX n;f(mn=kn))
)
→w 
∗0;f (2.19)
in distribution. Then it happens that

∗c;f →w 
∗0;f
in distribution as c→ 0.
Proof. Let d be a distance metrizing weak convergence of probability measures on R.
Given the r.v.’s U and V , with some abuse of notation, we will denote d(L(U ); L(V ))
by d(U; V ).
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Let t ∈R. The result will be proved if we show that, for every sequence {cl; l∈N},
such that liml→∞ cl = 0. It happens that
d[(∗cl;f(t); (
∗
0;f(t)]→ 0:
Given n; m∈N, let us take a bootstrap sample of size m from {X n1 ; : : : ; X nkn} and let
5∗n;m be the (random) c.f. of the conditional distribution
L∗
(
1
f(m=kn)
(S∗n − m NX n;f(m=kn))
)
:
Let l∈N. According to Theorem 1.1, if we take nl big enough and mnl := clknl then
d[5∗nl; mnl (t); (
∗
cl;f(t)]6 l
−1: (2.20)
Without loss of generality, we can assume that nl ¡nl+1 for every l∈N. Let {mn}n
be a sequence of natural numbers such that limn mn=∞; limn mn=kn=0 and mnl=clknl .
For this sequence, by hypothesis, it happens that
lim
n
d[5∗n;mn(t); (
∗
0;f(t)] = 0;
what, when joined to (2.20), gives the result.
Next we show that the inverse of Theorem 2.7 does not hold. This is achieved in
the following example.
Example 2.8. Given n∈N, let an = [log n], the integer part of log n. Let ∈ (0; 2), let
 be the L,evy measure with density given by
d(x) = |x|−(1+) dx; if x∈R:
Let bn ¿ 0 be such that
[(−∞;−bn) ∪ (bn;∞)] = an
and let n denote the probability measure a
−1
n |{|x|¿bn}. Let kn = nan and let X ni ;
i = 1; : : : ; kn be i.i.d.r.v. such that
P[X n1 = 0] = 1− n−1;
P[X n1 ∈A] = n−1n(A); if A is a Borel set:
It trivially happens that for every h¿bn,
knL(X n1 ) | {|x|¿h}=  | {|x|¿h}
and
knE[X n1; h − EX n1; h]2 = 2
∫ h
bn
x2 d(x):
Thus, by (d) in Corollary 4:8 in Araujo and Gin,e (1980), the limit law of Sn is
c Pois .
302 E. del Barrio et al. / Stochastic Processes and their Applications 97 (2002) 289–306
According to Theorem 1.1, it happens that 
∗c;=c Pois (cNc1=); and, by developing
a reasoning similar to that in Example 2.6, we obtain that limc→0+ 
∗c; →w c Pois;
in distribution.
Now let tn := n1=2an. By Hoe3ding’s exponential inequality (see, for instance, Pollard,
1984, p. 191) we have that
P[#{i: X ni 	=0}¿ tn]6 exp{−2(tn − an)2=nan}
which is a convergent series, and, in consequence
P[#{i: X ni 	=0}¿ tn i:o:] = 0:
Therefore, we can assume, without loss of generality, that #{i: X ni 	=0}6 tn for every
n∈N. Now, if we take {mn}n such that limn mntnn−1 = 0, then we trivially have that
lim
n
P∗[S∗n = 0] = limn
(
1− #{i: X
n
i 	=0}
n
)mn
¿ lim
n
(
1− tn
n
)mn
= 1:
Thus the limit law of S∗n is 0 independently of any re-scaling we employ.
To complete the picture, we include an example in which 
∗0;f does not exist while
+∗0;f does exist but it does not coincide with 
.
Example 2.9. Given n∈N, let an ∈N, such that limn an =∞. Let X ni ; i = 1; : : : ; n be
i.i.d.r.v’s such that
P[X n1 = x] =
∣∣∣∣∣
n−1; if x = 1; 2−1; : : : ; a−1n :
1− an=n; if x = 0:
Similarly to Example 2.8, we can take {an}n such that there exist tn → ∞ satisfying
that limn tn=n= 0 and
P[#{i: X ni 	=0}¿ tn i:o:] = 0:
Thus, if {mn} satisGes that limn mntnn−1 = 0, then the limit law of the bootstrap mean
is 0 for every normalization. On the other hand, we have that L(Sn − ESn;) →w
c Pois where (A) = #(A ∩ {1; 2−1; : : :}) and if we take f0(t) = t, the limit laws

∗c;f0 ; c∈ (0;∞), in this case coincide with those in Example 15 in Cuesta-Albertos
and Matr,an (1998) and then there exists +∗0;f0 = limc→0+ 

∗
0;f0 , but +
∗
0;f0 	=
.
3. Statistical applications
In this section, we pay attention to the statistical implications of the previous results.
We divide this study in two Sections 3.1 and 3.2 devoted to small and large resampling
sizes, respectively. We end with a short discussion.
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Fig. 1. Characteristic functions of the distributions 
 (dashed lines) and a realization of the modulus of the
characteristic function of the random distributions 
∗c;; c = 0:1; 0:01;  = 0:5; 1:5 (solid lines).
3.1. Small resampling sizes
As we mentioned in the Introduction, it is generally accepted that small resampling
sizes make the bootstrap work. This is partly supported by the fact that, if X nk =
Xk=bn; k =1; : : : ; n; n¿ 1, where {Xk}k¿1 is a sequence of i.i.d. random variables and
mn=n→ 0, then
Sn − an →w 

implies
L∗
(
1
(mn=n)1=
(S∗n − mn NX n;(mn=n)1=)
)
→w 
 in probability; (3.1)
where  is the stability index of 
 (see Arcones and Gin,e, 1989 and Athreya, 1985 or
Cuesta-Albertos and Matr,an, 1998). In this setup the hypotheses of both Theorems 2:3
and 2:6 are satisGed, and therefore, at least at Grst sight, there is some extra motivation,
from the point of view of asymptotic stability, for the use of small resampling sizes:
we have that

∗c; →w 
 in probability; as c→ 0: (3.2)
Next we are going to analyze two aspects of this results. The Grst one is that of
the speed of the convergence in (3.2). The second consists of showing that these
convergences hold “on the edge”, in the sense that a slight contamination of the data
in the sample can make (3.1) (and, consequently, (3.2)) fail.
With respect to the Grst question we have carried out several simulations in order to
show which di3erence can be expected between the c.f.’s of 
∗c; and 
 for di3erent
values of  and c. In order to stress the inUuence of c and , we have several possible
combinations of c and . Fig. 1 shows such a simulation for =0:5; 1:5 and c=0:1; 0:01.
Technical details about the simulations as well as more graphics are available from
the authors upon request.
From our simulations it seems that if we assume that n is big enough then the use of
resampling sizes as small as n=20 provides reasonable approximations to the asymptotic
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distribution 
 if ¿ 1. On the other hand good approximations require resampling
sizes of order n=40 if = 1:5 and n=100 if = 1.
Let us now explain the reason why we consider that the consistency shown in (3.1)
and (3.2) holds “on the edge”. Assume the impartial array {X nk : k =1; : : : ; kn; kn ∈N}
is slightly contaminated and call {X˜ nk : k = 1; : : : ; kn; kn ∈N} the resulting array (that
we will also assume to be impartial). If the deviation between the law of X nk and X˜
n
k
is small enough to ensure that (with the obvious changes of notation)
S˜n − an →w 
;
then Theorems 1.1, 1.2 and 2.2 would imply
L∗
(
1
(mn=kn)1=2
(S˜
∗
n − mn N˜X n;(mn=kn)1=2 )
)
→w 
∗c;2 in law; if
mn
kn
→ c∈ (0;∞);
L∗
(
1
(mn=kn)1=2
(S˜
∗
n − mn N˜X n;(mn=kn)1=2 )
)
→w 
∗∞;2 in law; if
mn
kn
→∞
and the map c 
→ 
∗c;2 is continuous on (0;∞].
Our next Example shows that, on the contrary, a di3erent behavior may be observed
when c→ 0.
Example 3.1. Assume {mn}n is a sequence of positive integers such that mn →∞ and
mn=n→ 0 as n→∞. Let {X˜ nk : k = 1; : : : ; n; n∈N} be an impartial array such that
L(X˜
n
k) = (1− pn)L(X=n1=) + pnL(Y=ln);
where X and Y are r.v.’s such that L(X ) = c Pois and L(Y ) = c Pois0 with
0¡¡0¡ 2;  and 0 are deGned as in Example 2.8, pn=1=mn and ln=(npn)1=.
Note that pn satisGes 0¡pn¡ 1; pn → 0 and ln →∞.
It is well known (see e.g. Araujo and Gin,e, 1980) that nP(X ¿n1=)→ (1=)−;
nE[(X=n1=)]
2 → (2=(2−))2− for ¿ 0 and that P(Y ¿x)=x−0L1(x) and E(Yx)2=
x2−0L2(x), with L1 and L2 slowly varying at ∞. From this and standard properties of
regular variation we obtain
nP(X˜
n
1¿) = n(1− pn)P(X ¿n1=) + npnP(Y ¿ln)→
1

−;
nVar(X˜
n
k;) = nE(X˜
n
1; )
2
= n(1− pn)E
[(
X
n1=
)

]2
+ npnE
[(
Y
ln
)

]2
→ 2
2− 
2−
for every ¿ 0, which, by the CLT, implies S˜n →w c Pois: However, there is no
choice of norming constants {rn}n for which
L∗
(
1
rn
(S˜
∗
n − An)
)
→w c Pois (3.3)
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holds in probability. To check this claim observe that, if (3.3) holds, then Theorem 1.1
in del Barrio et al. (1999) and necessary conditions for the CLT (see, e.g., Araujo and
Gin,e, 1980) imply that
mnP(X˜
n
1¿rn)→
1

−: (3.4)
On the other hand,
mnP(X˜
n
1¿rn) = mn(1− pn)P(X ¿rnn1=) + mnpnP(Y ¿lnrn);
hence (3.4) implies that rnn1= → ∞. Since limx→∞ xP(X ¿x) = 1= (and similarly
for Y , see, e.g., Araujo and Gin,e, 1980, p. 83) we obtain that
mnP(X˜
n
1¿rn)
mn
rnn
1

− + P(Y ¿lnrn)
=
1
(lnrn)
1

− + P(Y ¿lnrn)
and, consequently, no choice of {rn}n can make (3.4) hold.
3.2. Large resampling sizes
We consider now the possible practical advantages of using large resampling sizes.
The diPculty posed by the randomness of the limiting distribution in (1.2) or (1.3)
can be overcome by considering the averaged bootstrap algorithm introduced in Wu et
al. (1990). We will describe this algorithm brieUy. We partition the data set into ln
blocks, each having jn observations (assuming kn = lnjn). From block l (consisting of
observations X n(l−1) jn+1; : : : ; X
n
ljn) we generate a bootstrap sample of size mjn : Y
n;l
i ;
i = 1; : : : ; mjn and set S
l∗
n =
∑mjn
i=1 Y
n;l
i and NX
l
n; =
1
jn
∑jn
j=1 X
n
(l−1) jn+j;; l = 1; : : : ; ln.
Call H∗l the conditional distribution function of (mjn=jn)
−1=2(Sl
∗
n − mjn NX ln;) given
X n(l−1) jn+1; : : : ; X
n
ljn and
NHn(x) :=
1
ln
ln∑
l=1
H∗l (x); x∈R:
We usually refer to NHn as the averaged-bootstrap distribution.
If we assume that Sn − an →w N(0; 2) ∗ c Pois , and ln  n; 0¡¡ 1, we
can apply Theorem 1.1 (combined with Hoe3ding’s exponential inequality and the
Borel–Cantelli Lemma) to conclude that if mjn=jn → c∈ (0;∞), then
NHn(x)→
a:s:
Hc;2(x) for every x∈R;
where Hc;2 is the distribution function with c.f. (c;2 given by (2.2). Similarly, if
mjn=jn →∞ then
NHn(x)→
a:s:
H∞;2(x) for every x∈R;
where H∞;2 is the distribution function with c.f. (∞;2 given by (2.3).
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The limiting distributions Hc;2 and H∞;2 may contain valuable information about the
limiting distribution of Sn − an. Assume, for instance, that Sn − an →w c Pois ;0,
where d;0(x) = 0|x|−1− dx; x∈R; ¡ 2. Then straightforward calculations show
that (∞;2 is the c.f. of c Pois ;0∗ , where
0∗ = 0
(1− )
(1− =2)
2=2 cos(9=2)
(2− ) ;
if  	=1 and 0∗ = 0=√29 if  = 1. This means that H∞;2 di3ers from the limiting
distribution of Sn − an only by a scale factor.
3.3. Discussion
We end the paper trying to explain why we can give a positive answer to the
question: Can we get any real gain by using large resampling intensities? Recalling
Remark 2.3 we see that there is stability at ∞ of the limiting distributions of the
averaged bootstrap and this stability holds with great generality. Stability at 0 holds
much less generally. It does hold under some particular assumptions when the limiting
distribution of Sn − an is -stable but, even in that case, the normalization of the
bootstrap mean required to achieve this stability depends on the (unknown) stability
index.
However, large resampling intensities, combined with averaged bootstrap can provide
important information about the asymptotic distribution of Sn − an in cases in which
bootstrap with small resampling intensities does not work (for instance, the bootstrap
with small resampling intensities cannot work for the triangular array in Example 3.1
but we could get useful information about the stability index of the asymptotic
distribution of Sn using averaged bootstrap with large resampling intensities).
References
Araujo, A., Gin,e, E., 1980. The Central Limit Theorem for Real and Banach Valued Random Variables.
Wiley, New York.
Arcones, M., Gin,e, E., 1989. The bootstrap of the mean with arbitrary bootstrap sample size. Ann. Inst.
Henri Poincar,e 25, 457–481.
Athreya, K.B., 1985. Bootstrap of the mean in the inGnite variance case II. Technical Report 86-21,
Department of Statistics, Iowa State University.
Athreya, K.B., 1987. Bootstrap of the mean in the inGnite variance case. Ann. Statist. 15, 724–731.
Cuesta-Albertos, J.A., Matr,an, C., 1998. The asymptotic distribution of the bootstrap sample mean of an
inGnitesimal array. Ann. Inst. Henri Poincar,e 34, 23–48.
del Barrio, E., Cuesta-Albertos, J.A., Matr,an, C., 1999. Necessary conditions for the bootstrap of the mean
of a triangular array. Ann. Inst. Henri Poincar,e 35, 371–386.
Kingman, J.F.C., 1993. Poisson Processes. Oxford University Press, New York.
Pollard, D., 1984. Convergence of Stochastic Processes. Springer, New York.
Resnick, S.I., 1987. Extreme Values, Regular Variation and Point Processes. Springer, New York.
Wu, W., Carlstein, E., Cambanis, S., 1990. Bootstraping the sample mean for data with inGnite variance.
Technical Report 296, Center for Stochastic Processes, University of North Carolina.
