We introduce an sl 2 -invariant family of polynomial vector fields with an irreducible nilpotent singularity. In this paper, we are concerned with characterization and normal form classification of these vector fields. We show that the family is a Lie subalgebra and each vector field from this family is volume-preserving, completely integrable, and rotational. All such vector fields share a common quadratic invariant. We provide a Poisson structure for the Lie subalgebra from which the second invariant for each vector field can be readily derived. We show that each vector field from this family can be uniquely characterized by two alternative representations which can be found in applications: one uses a vector potential while the other uses two functionally independent Clebsch potentials. Our normal form results are designed to preserve these structures and representations.
Introduction
We are concerned with the nonlinear normal form classification of an sl 2 -Lie algebra generated family of vector fields with a nilpotent linear part, i.e., −N := −x in B equals the exterior product of the gradients of and ψ(v); the latter is obtained through the Lie isomorphism ψ between B and our introduced Poisson algebra. The first integrals in the exterior product are referred as Clebsch potentials or Euler potentials of the vector field v; e.g., see [23, 24, 27] . We refer to by the primary Clebsch potential and ψ(v) as the secondary Clebsch potential for v. We further conclude that these families of triple zero singularities are rotational vector field, that is, their curl is non-zero. This implies that these are not gradient vector fields.
Finally, we prove that B is the set of all multiple scalars of solenoidal vector fields such as v, that is given by The algebraic results throughout this paper work fine for any field with zero characteristic. However, we merely present them as for the field R, since this we work with real differential equations. Note that at our convenience we mix freely the use of notations and terminologies such as vector fields, differential systems, and differential operators. Note that x and are the two generators of the invariant algebra for the linear vector field N. We refer to the vector field v in equations (1.1)-(1.2) as a completely integrable system since it has two functionally independent invariants and ψ(v). The Poisson structure and the Lie isomorphism ψ provide a practical method for deriving the second first integral within the invariant algebra of vector fields given by (1.1)-(1.2) and their normal forms. Normal form classification of nilpotent singularities has been (and still is!) a challenging task. Even in the two-dimensional case, there have been numerous important contributions in various types and approaches; e.g., see [1] [2] [3] 6, 7, 12, 15, 19, 22, [39] [40] [41] [42] 44, 46, 48] . There have only been a few contributions in three dimensional state space cases; see [13, 47] where hypernormalization is performed up to degree three; also see [17] and [30] [31] [32] [33] [34] . In this paper we provide a complete normal form classification for all vector fields v in equations (1.1)- (1.2) , that is, the set of all completely integrable solenoidal nilpotent singularities where is one of their invariants and a multiple scalar of N is their linear part. These vector fields and their normal forms are uniquely characterized by their secondary Clebsch potential. Indeed, the primary Clebsch potential is always preserved throughout the normalization steps while the normalizing transformations naturally reflect the normal form changes into the secondary Clebsch potential. In Theorem 5.1, we prove that a vector field given by (1.1)-(1.2) can be either linearized or uniquely transformed into the formal normal form vector field
where b i,k ∈ R and p is a natural number. In addition, the secondary Clebsch potential normal form is given by
I(x, y, z)
The normal form invariant (1.4) can sometimes be used for further reduction of the normal form vector fields; e.g., see Section 5. Now we describe the organization of the rest of this paper. We introduce a family of sl 2 -invariant irreducible vector spaces of vector fields in Section 2. We further prove that this family constitutes a Lie algebra and derive the associated structure constants. Section 3 is devoted to the introduction of a Poisson algebra and the proof that it is Lie isomorphic to B. Next, we discuss the geometrical properties of the B-family in Section 4. In particular, we show that our sl 2 -invariant introduced family of vector fields are fully characterized by equations (1.1)-(1.2). Two further representations for each such vector field are presented in this section by using their Clebsch potentials and vector potentials. Section 5 is dedicated to study the normal form classification for vector fields (1.1)-(1.2). Some practical formulas for normal form coefficients of up to degree three for a given triple zero singularity (1.1)-(1.2) are presented. We denote (N n f ) v for the iterative action of N as a differential operator on the scalar function f that is also multiplied with v. Further for a vector field v, N n (v) is inductively defined by
Algebraic structures
Note that N as an operator distinguishes vector fields from scalar functions: the operator N merely acts on scalar functions as a differential operator while it acts as a Lie operator on vector fields. Notation 2.1.
• The following notations frequently appear in this paper.
• We denote e 1 , e 2 , and e 3 for the standard basis of R 3 and κ l,i :
• Throughout this paper we frequently use some constants or variables with negative powers in the denominator (or numerator) of a fraction. The reader should merely treat this as a formal misuse of notation to shorten the formulas.
Now we present some technical results which play a central role in this paper.
Lemma 2.2. Let f be a homogeneous scalar polynomial function. Then,
Proof. The proof is by induction. For n = 1, we have
By the induction hypothesis we have
This proves the statement; also see [9 
There is an important corollary to this lemma.
Corollary 2.3.
For any H -eigenfunction f ∈ ker M, with eigenvalue ω f we have
Lemma 2.4. For each l ∈ N 0 , the following equalities hold:
Proof. The proof is by induction on l. For instance, by the induction hypothesis we have
This proves the second equality. 2 Lemma 2.5. Let q = 2s + r, where r = 0 or r = 1 and s ∈ N 0 . Then,
Proof. The proof is straightforward by an induction on q. 
Proof. This follows from Lemma 2.5. 2
The following theorem provides an alternative formula for the expansion of N q 1 (z i )N q 2 (z j ).
Theorem 2.7. Let q 1 = 2s 1 + r 1 , q 2 = 2s 2 + r 2 . Then, Proof. The proof is done in [36] , but with a nonstandard choice of nilpotent. Obviously, R[z, ] is an invariant ring for M. We prove that this is actually the ring of invariants for M using generating functions; see [8] [9] [10] [11] 31, 36] . Following the algorithm and notations used on [8] where d stands for the "degree" and w for the "weight", the generating function for the invariant ring R[z, ] is given by
The invariant z has an eigenvalue (weight) 2 with respect to H and degree 1. For the invariant , the eigenvalue is 0 and its degree is 2. Hence, the term ( 
The latter is the generating function for all formal power series associated with three variables. This shows that R[z, ] equals the kernel of M. 2
where N 0 denotes nonnegative integers and
Then, K = ker ad M and V is the set of all three dimensional formal vector fields.
Proof. In [36] it is shown how to construct the description (or Stanley decomposition) of the vector fields in ker adM from the invariants of M (this is what Jim Murdock called boosting, [29] ). It turns out that every vector field in ker adM can be written as
The generating function is
and we leave it to the reader to check that it obeys the Cushman-Sanders test (cf. [8] ), that is
This proves the Theorem. 2
We define
By taking f := z i k in Equation (2.4), ω f = 2i and
∂ ∂y 
14)
where
for 2j + 1 + |r 2 − r 1 | = 0, while for j = −1, q 1 = 2s 1 + 1, and q 2 = 2s 2 ,
Here the constants C 
Now we remark that
for all nonnegative integers l, i, k; this is due to the equality N( ) = 0. Further recall that is invariant under the sl 2 -action. Yet the following equality demonstrates the complexity of the structure constants:
[B Similar to [3, equations (3.8a)-(3.8h)], we further present some Lie brackets that they are particularly useful for our normal form results:
Poisson algebra structure
We Hence, the structure constants associated with monomials are given by
for arbitrary nonnegative integers m, n, p, i, j, k. Now define
where ad x f := {x, f } and ad
and n > 1. 
Proof. Due to the previous lemma, the actions of ad x and ad N on z i are identical. Hence, our claim readily follows from Lemma 2.5. 2
Now we define a vector space B as
The following two lemmas show that B is a Poisson algebra and it is Lie-isomorphic to B.
Lemma 3.2. The space B is invariant under the Poisson bracket and the linear map
is a Lie isomorphism.
Proof. By the Leibniz rule we have
Due to Equation (3.5), we have (
The actions of ad n x on z i+1 k and ad N on z i k M are identified through . Then, the proof follows an induction on n, structure constants (3.1) and those governing the sl 2 -triple M, N, and H. 2 Now we present a ring structure constants for B so that B is a Poisson algebra.
Lemma 3.3.
The space B is a Poisson algebra. In particular, let q 1 = 2s 1 + r 1 and q 2 = 2s 2 + r 2 . Then, the ring structure constants are given by
Proof. The proof directly follows from (3.3) and the formulas given in Theorem 2.7. Indeed, we have
The following theorem presents a property that is similar to the Hamiltonian cases, i.e., the rate change of functions along with vector fields from B can be computed by the Poisson bracket. 
Theorem 3.4. For each l, i, k, we have
Proof. From equations (2.12), (3.5) and (3.3), we have
Then, the proof follows the Lie isomorphism (3.5), the formulas (2. .7) directly follows from Equation (3.6), the linearity and the continuity (in filtration topology) of the Lie isomorphism ψ, the continuity and bilinearity of the Poisson bracket, and finally, the chain and Leibniz rules. • A vector field v is called solenoidal (nondissipative, incompressible, or volume-preserving) when div(v(x)) = 0, and otherwise the vector field v is called generalized dissipative, i.e., div(v(x)) = 0.
• When v(x) = ∇f (x) for a scalar function f (x), the vector field v is called a gradient or a globally potential vector field. Examples of this are the gravitational potential, a mechanical potential energy, and the electric potential energy.
• The vector field v(x) is said to be nonpotential (non-gradient) when there exists at least a point x ∈ R 3 such that curl(v(x)) = 0; e.g., see [43, page 1].
Theorem 4.2. For every v ∈ B, v is solenoidal.
Proof. By the Leibniz rule and
Equation (2.12) and Lemma 2.4 give rise to
On the other hand for l = 2s, Equation (2.12) gives rise to
by applying Lemma 2.5 we obtain
and using Lemma 2.5 we find • Polynomials b l i,0 and are two first integrals for B l i,k , i.e., Indeed for every v ∈ B, −1 (v) ∈ B, and are two first integrals for v.
• A Clebsch potential representation for B l i,k is given by
Equation ( 
. Hence, Equation (2.12) and Lemma 2.4 imply
Now we claim that
Equality (4.7) is trivial for the case l = 0. Let l = 0, l := 2s + r, r = 0 or 1. By Equation (2.7), we have
where f r (n) := n p=0 F r (n, p) for all 0 n l. Now we follow Zeilberger's algorithm [35, Chapter 6 ] to prove f r (n) = 0. By some computations one has
where G 0 (n, p) and F 0 (n, p) are defined in Appendix C. Next, we add both sides of the equality (4.8) over p for all 0 p n − 1. Hence G 0 (n, n) is given by
On the other hand
and
Thereby,
also see [35, page 103] . Since
f 0 (n) = 0 for any n. Now let l = 2s + 1, i.e., r := 1. Thus
where G 1 (n, p) and F 1 (n, p) are given in Appendix C. Hence, 
Since B l i,k is tangent to the level surfaces of b l i,0 and for any (x, y, z) ∈ R 3 , there exists a function S l i,k (x, y, z) such that
Therefore by Equation (2.5), When i, k ∈ N 0 , −1 l 2i + 1, and N := i + 2k, we define a condition for a nonnegative integer m by
and next, a set P l i,k by Proof. The claim in part 1 directly follows from Equation (2.12). For claim 2, let B l i ,k be the vector field in B with (l, i, k) = (l , i , k ). Here we only consider the case p = 3. Using the polynomial expansion for k , k , Lemma 2.5, and Definition (2.11), the monomials appearing in B l i,k and B l i ,k follow
Let Terms(B
for some n 1 , n 2 , p 1 , p 2 , where l = 2s + r and l = 2s + r . Let P = Q. Then,
By substituting the first equation in (4.14) into the third one, we have
Since the vector fields B l i,k and B l i ,k have the same δ-grade, The following definitions (for the spaces C and A ) and its subsequent two theorems describe two families of sl 2 -invariant vector fields. These two families provide a decomposition for all three dimensional vector fields for normal form derivation of three dimensional nilpotent singularity. However, further study of these two families are beyond the scope of this paper. Let 18) and
By Equation (2.4), we have
Proof. By Equation (4.2) and definition
Since the coefficient N l (z i ) is zero, div(C l i,k ) = 0 for any i ∈ N 0 , and −2 l 2i + 2. When l is even, say l = 2s, by Lemma 2.5 we have
Since the coefficient of x s+1 z i−s+1 is
is not a first integral for C l i,k . The argument is similar for when l is odd. 
The following theorem provides a concrete characterization for vector fields in B. Terms((R{A When (p, l) = (1, 2i + 1), (p, l) = (2, i) and (p, l) = (3, −1) , An alternative representation for vector fields in B are based on the vector potential. Each solenoidal vector field v has always a vector potential that is unique modulo gradient vector fields. Vector potential frequently appears in the classical and quantum mechanics, e.g., see [25] . Vector potential is called magnetic vector potential in electrodynamics while the curl of the magnetic vector potential is called magnetic field; see [4] . 
Proof. From Equation (4.6) and the equality ∇f ×∇g = ∇×f ∇g for all scalar functions f and g, we have
Remark 4.11. An alternative vector potential for solenoidal vector fields is available through the computational approach on [26, page 21] . Indeed, there exists a vector potential l i,k such that
In particular, 1 0,0 = (− , 0, 0). The proof here follows [26, page 21] . Indeed, define
where X := (x, y, z) . Then, a vector potential for B l i,k is given by P (X)×X. Hence, Equation (4.27) is computed through Equation (2.12).
We further recall that a vector potential for a given solenoidal vector field is generally unique modulo gradient vector fields. For instance by equations (4.26) and (4.27), vector fields 
and by Lemma 2.4, we have
, and Terms(N l+1 (z i+1 )) are pairwise disjoint sets of monomial terms, Equation (4.28) holds if and only if
The later is equivalent with i = k = l = 0. This completes the proof. 2 Example 4.13. Let
Then, v( ) = 0 while div(v) = −3xz − 6y 2 = 0. Consider the vector field
This family has two first integrals of y and z while C
−2
i,0 is also solenoidal for all i. These vector fields do not generate a Lie algebra with the nilpotent linear part B 1 0,0 , indeed,
This indicates that the family of vector fields in B does not represent the set of all solenoidal vector fields with two independent first integrals.
Normal form classification
This section is devoted to obtain the normal forms of the vector fields from and within the Lie algebra B. In other words, the normal form vector field of a vector field from B remains a completely integrable solenoidal vector field, where is one of its first integrals. Alternative normal form vector field representations such as vector potential and the Clebsch potential normal form are also provided. 
Here, the polynomial = xz − y 2 stands for the primary Clebsch potential.
Proof. The normal form
is readily available given the sl 2 -style normal form and the fact that ker(ad M ) = span{B Hence for any i and k when q = 2i + 1, there is a possibility of a vector polynomial in kernel . This is due to a similar argument used by [2, 3] . On the other hand
These polynomial vectors are extended to a symmetry for the normal form vector field (5.1), through 
The secondary invariant:
Here, is the Lie isomorphism given by Equation (3.5).
Vector potential:
w := curl (x + z p+1 + ∞ k=p+1 [ k+p 2 ] i=0 k z i+1 i + 1 )(z, −2y, x) .
Functionally independent Clebsch potentials:
w := ∇(xz − y 2 )×∇ x + z p+1 + ∞ k=p+1 [ k+p 2 ] i=0 b i,k z i+1 (xz − y 2 ) k+p−2i i + 1 .
Poisson bracket:
where I(x, y, z) is the invariant given in Equation (5.2). Furthermore, {I(x, y, z), } = 0.
Proof. Follow Equation (2.12), Lemma (3.2), item 2 in Theorem (4.3), and Theorem 3.4, respectively. 2
The normal form vector field (5.1) generally can not be further simplified. However, the secondary invariant provides a possible reduction in its dimension and then, a further normalization is possible when we consider a subfamily of normal form vector fields given by
The next theorem deals with the dimension reduction and also a further hypernormalization. 
Furthermore, X(t) := c is always constant. Hence, the normal form system (5.6) has a Hamiltonian
On the invariant manifold I(x, y, z) = 0, the normal form vector field takes a further hypernormalization given by
Proof. The key idea is to use the secondary Clebsch potential (5.2) as a near-identity transformation, i.e.,
Hence, X(t) is constant. Then, the normal form vector field (5.8) is given by
in terms of notations used in [28] . Hence, the second claim follows [2, Theorem 8.9] (but with A and B interchanged). 2
Truncated normal form coefficients
Consider a cubic-degree truncated triple zero vector field 
whose first integrals are = xz − y 2 and 
Hence the family of linear equations and its solutions are derived bỹ We remark that the third component of B 
