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KOSZULNESS AND SUPERSOLVABILITY FOR DIRICHLET
ARRANGEMENTS
BOB LUTZ
Abstract. We prove that the cone over a Dirichlet arrangement is supersolvable if and
only if its Orlik-Solomon algebra is Koszul. This was previously shown for four other classes
of arrangements. We exhibit an infinite family of cones over Dirichlet arrangements that
are combinatorially distinct from these other four classes.
1. Introduction
A Koszul algebra is a graded algebra that is “as close to semisimple as it can possibly be”
[2, p. 480]. Koszul algebras play an important role in the topology of complex hyperplane
arrangements. For example, if A is such an arrangement and U its complement, then the
Orlik-Solomon algebra OS(A) is Koszul if and only if U is a rational K(π, 1)-space. Also if
OS(A) is Koszul and G1 ⊲G2 ⊲ · · · denotes the lower central series of the fundamental group
π1(U), defined by G1 = π1(U) and Gn+1 = [Gn, G1], then the celebrated Lower Central
Series Formula holds:
(1)
∞∏
k=1
(1− tk)ϕk = P (U,−t),
where P (U, t) is the Poincare´ polynomial of U and ϕk = rk(Gk/Gk+1).
It is natural to seek a combinatorial characterization of the arrangements A for which
OS(A) is Koszul. Shelton and Yuzvinsky [13, Theorem 4.6] showed that if A is supersolvable,
then OS(A) is Koszul. Whether the converse holds is unknown.
Question 1.1. If the Orlik-Solomon algebra of a central hyperplane arrangement A is
Koszul, then is A supersolvable?
We answer this question affirmatively for cones (or centralizations) over Dirichlet arrange-
ments, a generalization of graphic arrangements arising from electrical networks and order
polytopes of finite posets [7, 8].
Theorem 1.2. The cone over a Dirichlet arrangement is supersolvable if and only if its
Orlik-Solomon algebra is Koszul.
Question 1.1 has been answered affirmatively for other classes of arrangements, including
graphic arrangements [4, 6, 12, 18]. Our next theorem shows that Theorem 1.2 properly
extends all previous results. We say that two central arrangements are combinatorially
equivalent if the underlying matroids are isomorphic.
Date: October 9, 2018.
2010 Mathematics Subject Classification. 52C35 (Primary) 05B35, 16S37 (Secondary).
Work of the author was partially supported by NSF grants DMS-1401224 and DMS-1701576.
1
2 BOB LUTZ
Theorem 1.3. There are infinitely many cones over Dirichlet arrangements that are not
combinatorially equivalent to any arrangement for which Question 1.1 has been previously
answered.
Dirichlet arrangements have also been called ψ-graphical arrangements [9, 16, 17]. It
was conjectured in [9] and proven in [17] that the cone over a Dirichlet arrangement is
supersolvable if and only if it is free (see also [7]).
2. Background
2.1. Dirichlet arrangements and supersolvability. Let Γ = (V,E) be a finite connected
undirected graph with no loops or multiple edges. Let ∂V ⊆ V be a set of ≥ 2 vertices
inducing an edgless subgraph. We refer to the elements of ∂V as boundary nodes. Let
∂E ⊆ E be the set of edges meeting ∂V . Let K be a field of characteristic 0, and let
u : ∂V → K be injective.
Definition 2.1. The Dirichlet arrangement A(Γ, u) is the arrangement in KV \∂V of hyper-
planes given by
(2) {xi = xj : ij ∈ E \ ∂E} ∪ {xi = u(j) : ij ∈ ∂E with j ∈ ∂V }.
Example 2.2 (Wheatstone bridge). Consider the graph Γ on the left side of Figure 1 with
V = {i1, i2, j1, j2}, where the boundary nodes j1 and j2 are marked by white circles. Set
K = R, and let u(j1) = 1 and u(j2) = −1. The Dirichlet arrangement A(Γ, u) consists of
the 5 hyperplanes xi1 = xi2 , xi1 = ±1 and xi2 = ±1. This arrangement is illustrated on the
right side of Figure 1.
Figure 1. A graph with boundary nodes marked in white, left, and a corre-
sponding Dirichlet arrangement, right.
The arrangement A(Γ, u) is not central, i.e., the intersection of its elements is empty. We
prefer to work with a centralized version of A(Γ, u) with essentially the same combinatorics.
If A is an arrangement in Kn defined by equations fi(x) = αi for homogenous functions fi
and scalars αi, then the cone over A is the arrangement in K
n+1 defined by fi(x) = αix0 for
all i and x0 = 0, where x0 is a new variable. The cone over any arrangement is central.
Definition 2.3. Let A(Γ, u) denote the cone over the Dirichlet arrangement A(Γ, u).
Recall that the intersection lattice of a central arrangement A is the geometric lattice L(A)
of intersections of elements of A, ordered by reverse inclusion and graded by codimension.
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Definition 2.4. A central arrangement A is supersolvable if the intersection lattice L(A)
admits a maximal chain of elements X satisfying
rk(X) + rk(Y ) = rk(X ∧ Y ) + rk(X ∨ Y )
for every Y ∈ L(A).
The graph Γ is chordal if for any cycle Z of length ≥ 4 there is an edge of Γ \Z with both
endpoints in Z. Stanley [14, Proposition 2.8] proved that the graphic arrangement A(Γ) is
supersolvable if and only if Γ is chordal. We have the following generalization for Dirichlet
arrangements.
Proposition 2.5 ([7, Theorem 1.2]). Let Γ̂ be the graph obtained from Γ by adding edges
between every pair of boundary nodes. The arrangement A(Γ, u) is supersolvable if and only
if Γ̂ is chordal.
2.2. Orlik-Solomon algebras. Given an ordered central arrangement A over K, let V be
the K-vector space with basis {ea : a ∈ A}. Let Λ = Λ(V ) be the exterior algebra of V .
Write xy = x∧ y in Λ. The algebra Λ is graded by taking Λ0 = K and Λp to be spanned by
all elements of the form ea1 · · · eap .
Let ∂ : Λ→ Λ be the linear map defined by ∂1 = 0, ∂ea = 1 for all a ∈ A, and
∂(xy) = ∂(x)y + (−1)px∂(y)
for all x ∈ Λp and y ∈ Λ.
The set X is dependent if the normal vectors of the hyperplanes in X are linearly depen-
dent. A circuit is a minimal dependent set. If X = {a1, . . . , ap} ⊆ A, assuming the ai are in
increasing order, write eX = ea1 · · · eap in Λ.
Definition 2.6. The Orlik-Solomon algebra OS(A) of a central arrangement A is the quo-
tient of Λ by the Orlik-Solomon ideal
(3) I = 〈∂(eC) : C ⊆ A is a circuit〉.
That is, OS(A) = Λ/I.
2.3. Koszul algebras. We include the following definition of a Koszul algebra for com-
pleteness. A more thorough definition and further discussion can be found in [11] and [3],
respectively.
Definition 2.7. A graded K-algebra A is Koszul if the minimal free graded resolution of K
over A is linear.
Quadraticity is a key property of Koszul algebras. A minimal generator of the Orlik-
Solomon algebra I is an element of the form ∂(eC), where C is a circuit and
∂(eC) /∈ 〈∂(eX) : X ⊆ A is a circuit with |X| < |C|〉.
If the minimal generators of I are of degree 2, then OS(A) is called quadratic.
Proposition 2.8 ([3, Definition-Theorem 1]). If OS(A) is Koszul, then OS(A) is quadratic.
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3. Proof of Theorem 1.2
We prove the following theorem, which implies Theorem 1.2.
Theorem 3.1. Let Γ̂ be the graph obtained from Γ by adding an edge between each pair of
boundary nodes. The following are equivalent:
(i) Γ̂ is chordal
(ii) A(Γ, u) is supersolvable
(iii) OS(A(Γ, u)) is Koszul
(iv) OS(A(Γ, u)) is quadratic.
We write x instead of {x} for all single-element sets. Let e0 be an element not in E, and
let E0 = E ∪ e0, so that A(Γ, u) is indexed by E0. Fix an ordering of E0 with e0 minimal.
We say that C ⊆ E0 is a circuit if the corresponding subset of A is a circuit.
Definition 3.2. A set X ⊆ E is a crossing if it is a minimal path between 2 distinct
boundary nodes.
Proposition 3.3 ([8, Proposition 4.10]). A set C ⊆ E0 is a circuit if and only if one of the
following holds:
(A) C = X ∪ e0 for some crossing X
(B) C ⊆ E is a cycle of Γ meeting at most 1 boundary node
(C) C ⊆ E is a minimal acyclic set containing 2 distinct crossings.
The circuits of type (C) in Proposition 3.3 come in two flavors: one contains 3 distinct
crossings, while the other contains only 2. These are illustrated in Figure 2. Circuits of type
(C) containing only 2 distinct crossings are either disconnected, as pictured, or connected
with both crossings meeting at a single boundary node.
Figure 2. Two circuits of E0 with boundary nodes marked in white.
Taken together, the following 2 lemmas imply that circuits of type (C) do not contribute
minimal generators to the Orlik-Solomon ideal I. When the usage is clear we will write
S = eS, so that S is considered as an element of Λ and a subset of E0.
Lemma 3.4. Let C ⊆ E be a circuit containing distinct crossings X1, X2 and X3. In Λ we
have
∂(C) ∈ 〈∂(e0X1), ∂(e0X2), ∂(e0X3)〉.
Proof. There are mutually disjoint paths P1, P2, P3 ⊆ E in Γ such that C = P1∪P2∪P3 and
Xi = Pj ∪ Pk for distinct i, j, k. Write ai = |Pi|, and suppose without loss of generality that
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X1 = P2P3, X2 = P1P3 and X3 = P1P2 in Λ. We have
∂(e0X3) = P1P2 − e0∂(P1)P2 − (−1)
a1e0P1∂(P2)
∂(e0X2) = P1P3 − e0∂(P1)P3 − (−1)
a1e0P1∂(P3)
∂(e0X1) = P2P3 − e0∂(P2)P3 − (−1)
a2e0P2∂(P3)
Thus
∂(P3)∂(e0X3) = (−1)
(a1+a2)(a3−1)(P1P2∂(P3)− e0∂(P1)P2∂(P3)
− (−1)a1e0P1∂(P2)∂(P3))
∂(P2)∂(e0X2) = (−1)
a1(a2−1)(P1∂(P2)P3 − e0∂(P1)∂(P2)P3
+ (−1)a1+a2e0P1∂(P2)∂(P3))
∂(P1)∂(e0X1) = ∂(P1)P2P3 + (−1)
a1e0∂(P1)∂(P2)P3
+ (−1)a1+a2e0∂(P1)P2∂(P3)
Since C = P1P2P3, we have
∂(C) = ∂(P1)P2P3 + (−1)
a1P1∂(P2)P3 + (−1)
a1+a2P1P2∂(P3),
A computation now gives
∂(C) = ∂(P1)∂(e0X1) + (−1)
a1a2∂(P2)∂(e0X2) + (−1)
(a1+a2)a3∂(P3)∂(e0X3),
proving the result. 
Lemma 3.5. Suppose that X1 and X2 are crossings such that no vertex in V \ ∂V is met by
both X1 and X2. In Λ we have
∂(C) ∈ 〈∂(e0X1), ∂(e0X2)〉.
Proof. The proof is similar to that of Lemma 3.4. In particular, we have
∂(X1X2) = ∂(X1e0)∂(X2) + ∂(X1)∂(X2e0),
proving the result. 
Let C ⊆ E0 be a circuit. An element i ∈ E0 is a chord of C if there exist circuits C1 and
C2 such that i = C1 ∩ C2 and C = (C1 \ C2) ∪ (C2 \ C1). If C admits no chord, then C is
chordless.
Proposition 3.6. The minimal generators of I are the elements of the form ∂(C), where
C ⊆ E0 is a chordless circuit of type (A) or (B) in Proposition 3.3.
Proof. Let J be the ideal of Λ generated by the elements of the form ∂(C) for all circuits C
of types (A) and (B) in Proposition 3.3. Note that any circuit of type (C) is described by
either Lemma 3.4 or 3.5. It follows that J = I is the Orlik-Solomon ideal.
Let C ⊆ E0 be a circuit of type (A) or (B). It remains to show that ∂(C) is a minimal
generator of I if and only if C is chordless. Notice that a chord of C is any edge i ∈ E
connecting two vertices met by E ∩ C.
Suppose first that C is of type (B), and write C = {e1, . . . , er}. We have
∂(C) =
r∑
j=1
(−1)j−1e1 · · · êj · · · er.
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There is a chord i of C if and only if there is a circuit C ′ of with a term of ∂(C ′) dividing
e2 · · · er. Suppose that such a chord i exists, and partition C into two paths P1 and P2 such
that P1∪ i and P2∪ i are cycles of Γ. Write aj = |Pj|, and suppose without loss of generality
that C = P1P2 in Λ. We have
∂(C) = ∂(P1)∂(iP2) + (−1)
a1a2∂(P2)∂(iP1),
so ∂(C) is not a minimal generator. Thus if C is a cycle of Γ, then ∂(C) is a minimal
generator of I if and only if C is chordless.
Now suppose that C = X ∪ e0 for some crossing X . We have ∂(C) = X − e0∂(X). There
is a circuit C ′ with a term of ∂(C ′) dividing X if and only if there is a chord i of X . Suppose
that such a chord i exists. Partition X into two sets X1 and X2 such that X1 ∪ i is a cycle
of Γ and X2 ∪ i is a crossing. Write bj = |Xj|, and suppose without loss of generality that
X = X1X2 in Λ. We have
(−1)b1∂(C) = ∂(X1)∂(e0iX2) + (e0∂(X2) + (−1)
b2X2)∂(iX1),
where X1∪i and X2∪{e0, i} are circuits of smaller size than C. Hence ∂(C) is not a minimal
generator. Thus if C = X ∪ e0 for some crossing X , then ∂(C) is a minimal generator of I
if and only if C is chordless. The result follows. 
Proposition 3.7. The graph Γ̂ is chordal if and only if there are no chordless circuits of
type (A) or (B) in Proposition 3.3 having size ≥ 4.
Proof. Let Ê be the set of edges of Γ̂ not in E. Suppose that C is a chordless circuit of size
k ≥ 4. If C = X ∪ e0 is of type (A) for some crossing X , then there is e ∈ Ê such that X ∪ e
is a cycle of Γ̂ admitting no chord. If C is of type (B), then C is a cycle of Γ (and hence Γ̂)
admitting no chord. The “only if” direction follows. Now suppose that Γ̂ has a cycle Z of
size ≥ 4 admitting no chord. Then either Z ⊆ E, in which case Z is a circuit of type (B);
or Z ∩ Ê consists of a single edge e, in which case (Z \ e) ∪ e0 is a circuit of type (A). 
Proof of Theorem 3.1. (i)⇒ (ii): This follows from Proposition 2.5. (ii)⇒ (iv): This follows
from [13, Theorem 4.6]. (iii) ⇒ (iv): This is the content of Proposition 2.8. (iv) ⇒ (i): This
follows from Propositions 3.6 and 3.7. 
4. An infinite family
We prove Theorem 4.4 below, which implies Theorem 1.3. There are four classes of
arrangements for which Question 1.1 was previously answered:
(i) Graphic arrangements
(ii) Ideal arrangements
(iii) Hypersolvable arrangements
(iv) Ordered arrangements with disjoint minimal broken circuits.
See [4, 6, 12, 18] for individual treatments. A priori it is unclear how these classes overlap
with cones over Dirichlet arrangements.
Given a central arrangement A, letM(A) be the usual matroid on A, so X is independent
in M(A) if and only if the set of normal vectors of X is linearly independent. For more on
matroids and central arrangements, see [15].
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Figure 3. A graph with boundary nodes marked in white and an illustration
of the associated number χ(Γ, ∂V ).
Definition 4.1. Two central arrangements are combinatorially equivalent if their underlying
matroids are isomorphic.
Definition 4.2. Let χ(Γ, ∂V ) denote the chromatic number of the graph with vertex set
∂V and an edge between i and j if and only if there is a crossing in Γ connecting i and j.
Example 4.3. Consider the graph Γ on the left side of Figure 3 with ∂V marked in white.
On the right side is the graph with vertex set ∂V and an edge between i and j if and only
if there is a crossing in Γ connecting i and j. This graph can be colored using 6 colors, as
pictured, and no fewer, since it contains a clique on 6 vertices. Hence χ(Γ, ∂V ) = 6.
Theorem 4.4. Suppose that |E| ≥ 240 and χ(Γ, ∂V ) ≥ 4, and that some vertex of Γ is
adjacent to at least 3 boundary nodes. If Γ \ ∂V contains the wheel graph on 5 vertices as
an induced subgraph, then A(Γ, u) is not combinatorially equivalent to any arrangement for
which Question 1.1 was previously answered.
Example 4.5. Recall that the join G + H of 2 graphs G and H is the disjoint union of
G and H with edges added between every vertex of G and every vertex of H . The join of
any finite number of graphs is defined by induction. Let Kn and Kn be the edgeless and
complete graphs, resp., on n vertices. Let W5 be the wheel graph on 5 vertices. The graph
Γ = K4 + K14 +W5 with boundary ∂V = K4 satisfies the hypothesis of Theorem 4.4 and
does so with the minimum possible number of vertices. In particular we have |E| = 245,
χ(Γ, ∂V ) = 4, and |V | = 23.
The proof of Theorem 4.4 can be found at the end of the section. First we need some
preliminary results on the classes of arrangements (ii)–(iv).
4.1. Ideal arrangements. Let Φ ⊆ Kn be a finite root system with set of positive roots
Φ+. A standard reference for root systems is [5]. The Coxeter arrangement associated to Φ
is the set of normal hyperplanes of Φ+. Every Coxeter arrangement associated to a classical
root system An, Bn, Cn or Dn is a subset of an arrangement of the following type.
Definition 4.6. For all n ≥ 2 let Bn be the arrangement in K
n of hyperplanes
{xi = xj : 1 ≤ i < j ≤ n} ∪ {xi + xj = 0 : 1 ≤ i < j ≤ n} ∪ {xi = 0 : 1 ≤ i ≤ n}.
Proposition 4.7. If χ(Γ, ∂V ) ≥ 4 and |E| ≥ 240, then A(Γ, u) is not combinatorially
equivalent to any subarrangement of any Coxeter arrangement.
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Proof. The matroids M(Bn) are representable over any field |K| with |K| ≥ 3. However
M(A(Γ, u)) is not representable over K if |K| < χ(Γ, ∂V ) by [8, Theorem 1.1(ii)]. Hence if
χ(Γ, ∂V ) ≥ 4, then A(Γ, u) is not combinatorially equivalent to any subarrangement of Bn.
The exceptional root systems E6, E7, E8, F4 and G2 all have 240 or fewer elements. Hence
no subarrangement of the associated Coxeter arrangements can have more than 240 elements.
The result now follows from the classification of finite root systems. 
An ideal arrangement (or a root ideal arrangement) is a certain subarrangement of a
Coxeter arrangement (see [1, 4]). Graphic arrangements are subarrangements of Bn. Thus
we have the following.
Corollary 4.8. If χ(Γ, ∂V ) ≥ 4 and |E| ≥ 240, then A(Γ, u) is not combinatorially equiva-
lent to any ideal arrangement or graphic arrangement.
4.2. Hypersolvable arrangements. Let A be a central arrangement, and let X ⊆ Y ⊆ A.
The containment X ⊆ Y is closed if X 6= Y and {a, b, c} is independent for all distinct
a, b ∈ X and c ∈ Y \X . The containment X ⊆ Y is complete if X 6= Y and for any distinct
a, b ∈ Y \X there is γ ∈ X such that {a, b, γ} is dependent.
If X ⊆ Y is closed and complete, then the element γ is uniquely determined by a and
b. Write γ = f(a, b). The containment X ⊆ Y is solvable if it is closed and complete,
and if for any distinct a, b, c ∈ Y \ X with f(a, b), f(a, c) and f(b, c) distinct, the set
{f(a, b), f(a, c), f(b, c)} is dependent.
An increasing sequence X1 ⊆ · · · ⊆ Xk = A is called a hypersolvable composition series
for A if |X1| = 1 and each Xi ⊆ Xi+1 is solvable.
Definition 4.9 ([6, Definition 1.8]). The central arrangement A is hypersolvable if it admits
a hypersolvable composition series.
There is an analog for graphs. Let S ⊆ T ⊆ E. We say that S ⊆ T is solvable if it satisfies
the following conditions:
(a) There is no 3-cycle in Γ with two edges from S and one edge from T \ S
(b) Either T \ S = e with neither endpoint of e met by S, or there exist distinct vertices
v1, . . . , vk, v met by T with v1, . . . , vk met by S such that
(i) S contains a clique on {v1, . . . , vk}, and
(ii) T \ S = {vvs ∈ E : s = 1, . . . , k}.
An increasing sequence S1 ⊆ · · · ⊆ Sk = E is called a hypersolvable composition series for Γ
if |S1| = 1 and each Si ⊆ Si+1 is solvable
Definition 4.10 ([10, Definition 6.6]). The graph Γ is hypersolvable if it admits a hyper-
solvable composition series.
Proposition 4.11. If the graph Γ is hypersolvable, then so is any induced subgraph of Γ.
Proof. Suppose that S1 ⊆ · · · ⊆ Sk is a hypersolvable composition series for Γ, and let Γ
be an induced subgraph of Γ with edge set E ⊆ E. By eliminating empty sets and trivial
containments in the sequence S1∩E ⊆ · · · ⊆ Sk∩E one obtains a hypersolvable composition
series for Γ. 
The following proposition generalizes half a result of Papadima and Suciu [10, Proposition
6.7], who showed that Γ is hypersolvable if and only if the associated graphic arrangement
is hypersolvable.
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Proposition 4.12. If A(Γ, u) is hypersolvable, then the graph Γ̂, obtained from Γ by adding
edges between every pair of boundary nodes, is hypersolvable.
Proof. Let Ê be the set of added edges, so that the edge set of Γ̂ is the disjoint union E ∪ Ê.
Write ∂V = {v1, . . . , vm}. For i = 1, . . . , m− 1
Ti = {vrvs ∈ Ê : r < s ≤ i+ 1},
so for example Tm−1 = Ê.
Suppose that X1 ⊆ · · · ⊆ Xk is a hypersolvable composition series for A(Γ, u). For each i
let Si ⊆ E0 be the set corresponding to Xi. Let j be the smallest index for which e0 ∈ Sj .
Consider the increasing sequence
S1 ⊆ · · · ⊆ Sj−1 ⊆ Sj−1 ∪ T1 ⊆ · · · ⊆ Sj−1 ∪ Tm−1 ⊆ Sj+1 ∪ Ê ⊆ · · · ⊆ Sk ∪ Ê,
omitting the initial portion S1 ⊆ · · · ⊆ Sj−1 if j = 1. It is routine to show that this sequence
is a hypersolvable composition series for Γ̂. 
Example 4.13. Consider the network N on the left side of Figure 4. Here Γ̂ = W5 is the
wheel graph on 5 vertices. An exhaustive argument shows that W5 is not hypersolvable.
Hence Proposition 4.12 implies that A(Γ, u) is not hypersolvable.
Figure 4. Left-to-right: a network N with boundary nodes marked in white
and the associated graph Γ̂ = W5.
Question 4.14. Does the converse of Proposition 4.12 hold? In other words, is A(Γ, u)
hypersolvable whenever Γ̂ is hypersolvable?
4.3. Disjoint broken circuits. Fix an ordering of a central arrangement A, and let minX
denote the minimal element of any X ⊆ A. The broken circuits of A are the sets C \minC
for all circuits C of A. A broken circuit is minimal if it does not properly contain any broken
circuits. Van Le and Ro¨mer [18, Theorem 4.9] answered Question 1.1 affirmatively for all
ordered arrangements with disjoint minimal broken circuits. No matter the ordering, many
Dirichlet arrangements do not satisfy this requirement, as the following proposition implies.
Proposition 4.15. If there is an element of V \ ∂V adjacent to at least 3 boundary nodes,
then the minimal broken circuits of A(Γ, u) are not disjoint with respect to any ordering.
Proof. Suppose that i ∈ V \ ∂V is adjacent to distinct boundary nodes j1, j2 and j3. Let
er be the edge ijr for r = 1, 2, 3. Fix an ordering of A(Γ, u) and suppose without loss of
generality that e1 < e2 < e3. We obtain circuits {e0, e1, e3} and {e0, e2, e3}. The associated
broken circuits are minimal, since there are no circuits of size ≤ 2. Moreover both broken
circuits contain e3. 
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Proof of Theorem 4.4. Since χ(Γ, ∂V ) ≥ 4 and |E| ≥ 240, Corollary 4.8 says that A(Γ, u)
is not combinatorially equivalent to any ideal arrangement or graphic arrangement. Since
Γ \ ∂V contains W5 as an induced subgraph, Γ̂ also contains W5 as an induced subgraph.
Example 4.13 and Propositions 4.11 and 4.12 imply that A(Γ, u) is not hypersolvable, a
property depending only on M(A(Γ, u)). Finally Proposition 4.15 says that the broken
circuits of A(Γ, u) are not disjoint with respect to any ordering. This property only depends
on M(A(Γ, u)), so the result follows. 
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