In this paper we give a generalization created by author theory of the rook polynomials and permanents of circulants, Toeplits matrices and their submatrices. Let
r,t we define the square matrices K
[k]
t (a 0 , a 1 , . . . , a t ) and [k] r,t (a 0 , a 1 , . . . , a t ), respectively. If X is a finite set of cardinality n then we denote by L (in the context of the concrete set X under consideration) a fixed bijection from X onto N n = {1, 2, . . . , n}. Let J k denote the k × k matrix of 1 ′ s. Let {α} be a multiset composed from components of a vector α.
The basic results obtained in this paper are following. Let 0 r t, a −r , a −r+1 , . . . . . . , a −r+t be elements in a commutative ring with unity. Then for all n 1 R x; t | = (k + 1) t .
On the set G r,t we define the square matrix Π r,t (a 0 , a 1 , . . . , a t ) = (a α,β ) α,β∈G [k] r,t as follows:
r,t , then
. . . On the set G
[k] t we define the square matrix K [k] t (a 0 , a 1 , . . . , a t ) = (a α,β ) α,β∈G [k] t as follows:
t , then
. . .
2 . . . a Let {α} be a multiset, consisting from the components of a vector α. If X is a finite set of cardinality n then we denote by symbol L (in the context of the concrete set X under consideration) a fixed bijection from X onto N n . Let J k be the square matrix of order k, with all elements equal to 1.
. . , a t be elements in a commutative ring with unity, let
Theorem 2. Let t 0, let a 0 , a 1 , . . . , a t be elements in a commutative ring with unity, let
Theorem 3. Let 0 r t, let a −r , a −r+1 , . . . , a −r+t be elements in a commutative ring with unity. Then for all n 1
Let t 1 and 0 r t, let a −r , a −r+1 , . . . , a −r+t be elements in a commutative ring with unity, let a 1
r,t = (α, β) ∈ −r, −r + 1, . . . , −r + t,
be the square matrix of order |W r,t | with the elements a (α,β),(ε,ρ) , where α = (α 0 , α 1 , . . . , α kt−1 ), β = (l 0 , l 1 , . . . , l kt−1 ), ε = (ε 0 , ε 1 , . . . , ε kt−1 ), ρ = (p 0 , p 1 , . . . , p kt−1 ) defined as follows:
. . , p k(t−1)−1 ) and the mapping
r,t (a −r , a −r+1 , . . . , a −r+t ) defined absolutely identically with help of the set V 
Theorem 6. Let k 1 and 0 r t, let a −r , a −r+1 , . . . , a −r+t be elements in a commutative ring with unity, let (ε, ρ) ∈ V r,t , let ε = (ε 0 , ε 1 , . . . , ε kt−1 ) and ρ = (ρ 0 , ρ 1 , . . . , ρ kt−1 ), let the
α=(α 0 ,α 1 ,...,α kt−1 ) s+α ks+i 0 for all s, 0 s t−1, and i,0 i k−1.
Theorem 7. Let t 1, k 1, and 0 r t. Then
The basis for proof of the theorems 1 -3 are the following fundamental characteristics of the matrices K t (a 0 , a 1 , . . . , a t ) and Π 
Proof. Use induction on n. Without loss of generality, we can assume that a 0 , a 1 , . . . , a t be independent variables. Let n = 1. Assume that
But q i l i−1 − p i−1 l i−1 , 2 i t, and therefore {γ − 1} ⊆ {α}. Obtained contradiction prove validity equality (1) for n = 1. Let 2 n t − 1 and t ≥ 3. Assume that the theorem 6
is valid for n − 1. We show that then
Since max{β} n+1 > (n−1)+1, {γ} ⊆ {β}, min{γ} n+1 > (n−1)+1 then from validity of the theorem 6 for n−1 it follows that {ε} ⊇ {γ − (n − 1)}. But {α} ⊇ {γ −n} = {(γ −(n−1))−1}
and from proved above validity of theorem 6 for n = 1 it follows that (K
Theorem 9. Let k 1, and t 2, let a 0 , a 1 , . . . , a t be elements in a commutative ring with
t , {γ} ⊆ {β}, min{γ} n + 1, and {α} ⊇ {γ − n}. Then
Proof by induction on n. it follows that
and therefore
So, for n = 1 theorem 7 is proved. Let t − 1 n 2. We show at first that if ρ ∈ G
[k] t
and there exists no ε ∈ G
t such that {ε} ⊇ {γ − n + 1} and ρ = ε \ (γ − n + 1), then
{α \ (γ − n)} ⊇ {γ 1 − 1} and from theorem 6 it follows that
From the induction hypothesis about validity of theorem 7 for n − 1 and from theorem 6 it follows that
Theorem 10. Let k 1 and t 1, let a 0 , a 1 , . . . , a t be independent variables, let 1 n t.
Proof. We will be speak, that passage from a vector α = (1
t there exists and be realized with help a vector (p 1 , p 2 , . . . , p t−1 , v), if
t such that passage from the vector α i to the vector α i+1 there exist and be realized with help a vector (p
Assume that v 1 1 and l n k − 1. Let
, . . . , t
Then passage from the vector β 1 to the vector β 2 there exist and realized with help vector (p
t such that passage from the vector β i to β i+1 there exists and be realized with help the vector (p
We shall show by induction on n, 2 i n + 1, that
If i = 2, then proposition follows from definition α 2 and β 2 . Let 2 i n and for i proposition is proved. Then, by definition,
Since
and, therefore, v 1 1 and l n k −1,
As we proved above, β i = (1
Therefore, β n+1 = β 1 and
if 1 n t − 1 and
Therefore, for all n, 1 n t, this equality
is correct. From the equality l
And invercely, let β = (1
t be such that passage from the vector β i to the vector β i+1 be realized with help the vector (p 
Then passage from the vector α 1 to α 2 be realized with help the vector (p
1 , p
2 , . . . , p
n−1 , p
n+1 , . . . , p
(1)
and (p
. Let
and α i = (1
). Therefore, if β n+1 = β 1 , then α n+1 = α 1 and, repeating stated above computations we obtain that
Since the maps
are injective, then theorem 10 is proved.
Theorem 11. Let k 1, t 1, 1 n t, 0 r kt − 1, let a 0 , a 1 , . . . , a t be independent variables. Then
r,t (a 0 , a 1 , . . . , a t )
Theorem 12. Let k 1 and t 2, let a 0 , a 1 , . . . , a t be elements in a commutative ring with
l,t , {γ} ⊆ {β}, min{γ} n + 1 and {α} {γ − n}. Then
Theorem 13. Let k 1 and t 2, let a 0 , a 1 , . . . , a t be elements in a commutative ring with unity, let α, β ∈ G r,t , let 1 n t − 1. Assume that max{β} n + 1, γ ∈ G l,t , {γ} ⊆ {β}, min{γ} n + 1, and {α} ⊇ {γ − n}. Then
Theorem 14. Let k 1 and t 1, let 1 n t, let a 0 , a 1 , . . . , a t be independent variables.
n−1
Proof. Since Π 0 , a 1 , . . . , a t ) = 0 and from the theorem 11 it follows that
r+1,t (a 0 , a 1 , . . . , a t )
Theorem 15. Let k 1 and n 1, let 0 r kt, let a 0 , a 1 , . . . , a t be independent variables.
Proof. Let α i = (1
, . . . , t r,t (a 0 , a 1 , . . . , a t ). Then α 1 = α n+1 and there exists p
and l
.
We will show that
(tl
j−1 and therefore
for all j, 1 j t, and therefore
Then
Lemma 1. let s ∈ Z, −n s n, (P n (x)) s = (b i,j ) 1 i,j n . Then
if 0 s n and
Let n 1 and x ∈ Z. Then, by definition,
Theorem 16. Let k 1 and t 0, let a 0 , a 1 , . . . , a t be independent variables. Then for all 
In the case 1 α i ≡ 0( mod n) and σ(i)
In the case 3 α i ≡ 0( mod n) and σ(i) = ks i + l i . In the case 4 [(
, and therefore
for all n 1, then from the theorem 3 it follows that
r,t (a 0 , a 1 , . . . , a t )) n )x rn , n 1.
Hence and from the equality
follows that for all n 1
Theorem 17. Let k 1 and t 0, let a 0 , a 1 , . . . , a t be elements in a commutative ring with unity. Then for all n t + 1 
kt−r,t (a t , a t−1 , . . . , a 0 )).
Theorem 20. Let k 1, let a 0 , a 1 , . . . , a t be independent variables over a field F of characteristic 0. Then the polynomials
r,t (a 0 , a 1 , . . . , a t ) ), 0 r kt and det(I (k+1) t − xK
r,t , 1 r kt, we define the injective mapping φ r,t as follows way:
r,t and
r,t (a 0 , a 1 , . . . , a t )) = (sign φ r,t )
Theorem 22. Let 0 r t, let a −r , a −r+1 , . . . , a −r+t be elements in a commutative ring with unity. Then 
Then the Galois group of the polynomial f (x) over the rational function field F (a t 1 , a t 2 , . . . , a t k ) is isomorphic to the symmetric group Sym(t) of degree t.
Galois group of the polynomial f (x) over the rational function field F (a t 1 , a t 2 , . . . , a t k ) is isomorphic to the symmetric group Sym(t) of degree t.
For convenience of the reader we shall remind [3, p.80] definition of the matrix
If i r = t, then
It follows that
Theorem 25. Let k 2, let 1 t 1 t 2 . . . t k = t, let greatest common divisor of t 1 , t 2 , . . . , t k is equal to 1. Let a 0 , a t 1 , a t 2 , . . . , a t k be independent variables over a field F of characteristic 0, 0 , a 1 , . . . , a t )) is irreducible over the rational function field F (a 0 , a t 1 , a t 2 , . . . , a t k ).
Theorem 26. Let t 2, let 1 t 1 t 2 . . . t k = t, let greatest common divisor of t 1 , t 2 , . . . , t k is equal to 1. Assume that t is even, t i is odd for all i, a t 2 , . . . , a t k be independent variables over a field F of characteristic 0, let a i = 0 for all
r,t (a 0 , a 1 , . . . , a t ) ) is irreducible Theorem 27. Let t 1, let 0 s t − 1 and 1 n t, let a 0 , a 1 , . . . , a t be independent variables. Then 0 , a 1 , . . . , a t ) · (D s+1 (a 0 , a 1 , . . . , a t ))
Theorem 28. Let t 1 and 1 n t, let a 0 , a 1 , . . . , a t be independent variables. Then
. . , a t ) = 0 and from the theorem 27 it follows, that
Theorem 29. Let t 2, let a 0 , a 1 , . . . , a t be elements in a commutative ring, let 1 r t − 1, let α, β ∈ Q r,t , let 1 n t − 1. Assume that max{β} n + 1, γ ∈ Q l,t , {γ} ⊆ {β}, min{γ} n + 1 and {α} ⊇ {γ − n}. Then
Theorem 30. Let t 2, let a 0 , a 1 , . . . , a t be elements in a commutative ring, let 1 r t, α, β ∈ Q r,t , let 1 n t − 1. Assume, that max{β} n + 1, γ ∈ Q l,t , {γ} ⊆ {β}, min{γ} n + 1 and {α} ⊇ {γ − n}. Then , x 2 , . . . , x m ) up to the differentiations in the field E. Assume that for some y ∈ E will be D x 1 (y) = D x 2 (y) = · · · = D xm (y) = 0. Then the element y is algebraic over the field K.
Proof. Let f (x) be the minimal polynomial of the element y over the field K(x 1 , x 2 , . . . , x m ),
. . , x m ) and therefore the element y vanish by the polynomial
contradict assumption, that k is degree of the minimal polynomial of the element y over the field K(x 1 , x 2 , . . . , x m ). Therefore
Assume that
. Then
Proof. Since
∂f (x,y) ∂y . Then
Proof. Case m = 2 is proved in the lemma 3. We use induction on m 2. Since . By the lemma 3 it follows that
The equality (36) follows directly from (38) . The equality (37) follows directly from (36).
Lemma 4 is proved.
Lemma 5. Let A be an m × n rectangular matrix over a commutative ring and let m n. Let (H 1 , H 2 , . . . , H s )) be a fixed ordered partition of the set N m . Then
Proof of the theorem 4, independent of general theory.
1 | and it follows that, k − |K
1 |. Hence and from inequalities |K
n be defined uniquely by choice of sets K
n ⊆ N k and equalities |K
1 . From multilinear of the permanent of square matrix as function of columns it follows that
2 , . . . , K
Theorem 32. Let n 1 and t 1, let a 0 , a t -be elements in a commutative ring with unity and let d = gcd(n, t). Then
Proof. From [1, lemma 3, p. 12] it follows that the matrix a 0 I n + a t P t n is permutation equivalent to direct sum of d matrices a 0 I n/d + a t P n/d . Therefore per((a 0 I n + a t P 
1 ,l
2 ,...,l
n ), (l
n )∈{0,1,...,k} n l t we define a square matrix
r,t (a 0 , a 1 , . . . , a t ) = a α,β ) α,β∈G r,min(n,t) , m = min(n, t). Then for all α ∈ G 
R(x; A) = (K 1 ,K 2 ,...,Ks), K i ⊆Nn,
