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Abstract
A natural approach to investigating the dynamics of stochastic ows is to study the action of
such ows on measures. In models of pollution transport the resulting measure-valued random
process describes the distribution of pollutant mass in space. When, in addition, pollutants are
allowed to enter and leave the space, the process is called \birth" and \death" on a ow. Here
we study this model with an eye towards numerical calculation of its statistical descriptors (par-
ticularly the mean and covariance functionals). We propose a sequence of weak approximations
convenient for numerics. This sequence is obtained by expanding a conditional mean measure
in the eigenfunctions of a properly chosen self-adjoint operator. c© 1998 Elsevier Science B.V.
All rights reserved.
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1. Introduction
A stochastic ow on Rd is a family F of random transformations Fs; t ; 06s6t<1,
each from Rd into Rd, satisfying the ow properties that Ft; t is the identity mapping
for each t and that
Fs; t Fr; s=Fr; t ; 06r6s6t:
We think of Fs; t(x) as the position at time t of the particle that was at x at the earlier
time s.
Given a stochastic ow F and a measure 0 on Rd, the image t of 0 under the
transformation F0; t is a random measure on Rd. The measure-valued process ft : t>0g
describes the evolution of a spatial mass distribution on Rd. It provides an approach to
studying the dynamics of the stochastic ow F ; see, for instance, Baxendale (1986),
Carverhill (1985) and Le Jan (1982, 1984, 1985). It also lends itself to practical
applications, most notably to the turbulent transport of a passive substance. In this last
regard, Cinlar and Kao (1991, 1992) have introduced similar models where, in addition
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to the transport of mass by the ow, there is creation and annihilation of mass over time
in some random manner. Such processes of \birth and death on a ow" are meant to
capture the added dynamics, for example, of pollutants entering a groundwater system
and disappearing eventually through sedimentation or chemical decay. A number of
theoretical and statistical issues regarding such birth and death processes are treated by
Phelan (1996a{c, 1997).
Our aim in this note is to enhance the computational capabilities in dealing with such
processes. In Cinlar and Kao (1991), partial dierential equations were derived for the
mean and covariance functionals of the random measures involved. However, those
equations require solution of a heat equation in the space of generalized functions,
which is numerically dicult. Here, we address the problem via a sequence of approx-
imating processes each of which has statistical descriptors that are easy to compute.
Our approach involves expanding a conditional mean measure in the eigenfunctions of
a properly chosen self-adjoint operator.
We arrange the paper as follows. In the next section we give a minimal introduc-
tion to stochastic ows and describe the birth and death process Mt of interest. Each
Mt is conditionally a Poisson random measure whose mean is a random measure t
determined by the underlying ow.
In Section 3, under certain assumptions, we show that the innitesimal generator of
the single-particle motion has a discrete spectrum with eigenfunctions ’i. The random
measure t is determined by the sequence of real-valued random variables Bi(t)= t’i.
These Bi form an innite-dimensional semimartingale B and we propose a sequence
B1; B2; : : : to approximate B, each Bm having an m-dimensional diusion.
In Section 4, we dene the random measures mt from B
m by the mechanism that
denes t from B. Then we show that the measure-valued processes m converge in
law to the process .
Finally, in Section 5, we illustrate the numerical ease aorded by the approximation,
modulo the expense of computing the eigenfunctions ’i. In eect, computations are
generally reduced to linear stochastic dierential equations and to ordinary dierential
equations with constant coecients.
2. Birth and death on a ow
This section is devoted to describing the stochastic ow, the birth and death process
on it, and our assumptions regarding them. Throughout, the underlying probability
space is (
;H;P), which we take to be large enough to hold all the variables we
need. Also, positive means zero or larger, x is the Dirac measure sitting at x, the
integral of f with respect to a measure  is denoted by f, and exp−z is another
notation for e−z when z is a complicated expression.
2.1. Brownian ows
Let F = fFs; t : 06s6t<1g be a stochastic ow. It is said to be Brownian if
(i) the trajectory t 7!Fs; t(x) is continuous for every s and x,
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(ii) the \increments" Fr; s; Fs; t ; : : : ; Fu; v are independent whenever 06r<s<t<   
<u<v,
(iii) the probability law of Fs; t depends on s and t only through t − s.
In the further case that x 7!Fs; t(x) is m-times dierentiable for all 06s6t<1 and
the derivatives are continuous in (s; t; x), the ow is said to be a Brownian ow of
Cm-dieomorphisms. The probability law of such a ow is determined by its local
characteristic: a drift vector and a covariance tensor. For general results on ows we
refer to Kunita (1990). In particular, the following is shown there.
Let F be a Brownian ow of Cm-dieomorphisms on Rd with drift b belonging to
Cmb (Rd;Rd) and covariance tensor a belonging to eCmb (RdRd;Rdd), the latter mean-
ing that a(x; y) is m-times dierentiable (term by term) in x and in y, and the deriva-
tives DxD

ya(x; y) are continuous and bounded for all multi-indices =(1; : : : ; d) and
=(1; : : : ; d) of order at most m. Then, F satises the Ito equation
Fs; t(x)= x +
Z t
s
du b(Fs; u(x)) +
Z t
s
W (Fs; u(x); du); (1)
where W is a Cm-valued Brownian motion with covariation tensor a: the vector eld
x 7!W (x; t) is in Cm(Rd;Rd), the process t 7!W (x; t) is continuous and has stationary
independent increments, and the covariation of the d-dimensional Wiener processes
W (x; ) and W (y; ) is the deterministic process t! a(x; y) t, or, in dierential notation,
Wi(x; dt)Wj(y; dt)= aij(x; y) dt; 16i; j6d (2)
for every x and y in Rd. We mention in passing that, for each integer n>1 and points
x1; : : : ; xn in Rd, the n-particle motion (F0; t(x1); : : : ; F0; t(xn)); t>0, is a diusion in
Rnd; in particular, for n=1, the diusion has the innitesimal generator L given by
(in view of Eqs. (1) and (2))
Lf(x)=
dX
i=1
bi(x)
@
@xi
f(x) +
1
2
dX
i; j=1
aij(x; x)
@2
@xi@xj
f(x): (3)
2.2. Particle systems
Here, we describe the birth and death process of interest. This model was introduced
in Cinlar and Kao (1991, 1992), and the results we shall list may be found there.
Let F be a stochastic ow on Rd. Consider a countable system of particles indexed
somehow. To each particle p we associate three random variables: a positive random
variable Sp denoting its time of birth, an Rd-valued random variable Xp denoting its
place of birth, and a positive random variable Tp>Sp denoting its time of death. We
regard those with Sp=0 as corresponding to particles present at time 0, and those with
Sp>0 as entering the space at later times. Once it enters the space, a particle is carried
passively by the ow F until its time of death, when it is removed from Rd. Thus,
for Sp6t<Tp, the location of particle p is FSp; t(Xp). Let Mt(E) be the number of live
particles in E at time t for each Borel set ERd, that is,
Mt(E)=
X
p
1E FSp; t(Xp)1[0; t](Sp)1(t;1)(Tp): (4)
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It is evident that Mt is a random measure. We refer to the process M = fMt : t>0g
as \birth" and \death" on a ow; it is this process which will be of ultimate interest
here.
We assume the \birth" process
N =
X
p
(Sp;Xp)
is a Poisson random measure independent of F whose mean measure has the form
0(ds)0(dx) + ds (dx)= 0(ds)m0(x) dx + ds n(x) dx; s>0; x2Rd:
In particular, then the initial conguration of the particles on Rd form the Poisson
random measure M0(dx) with mean measure 0(dx)=m0(x) dx. We dene the death
times Tp by
Tp= inf
(
t>Sp:
Z t
Sp
du k FSp; u(Xp)>Up
)
;
where the Up are i.i.d. exponential variables with mean one, and k is a positive Borel
function on Rd.
We assume that N; F , and fUpg are independent. Note that, given a particle that is
alive at time t and is at point x, the probability that it dies within t + dt has the form
k(x) dt + o(dt), that is, k(x) is the so-called killing rate at x. The death times Tp and
the corresponding death places Yp=FSp;Tp(Xp) form the death process, K , which is a
random measure on R+  Rd dened by
K =
X
p
(Tp; Yp):
2.3. Evolution of Mt
Suppose that F satises Eq. (1) with some C-valued Brownian motion W . Then, the
following is the master equation describing the evolution of M ; see Cinlar and Kao
(1991) or Kao (1991) and recall that Mt is determined completely by the integrals
Mtf as f ranges over positive C1-functions on Rd with compact support. For such
f, the process fMtf: t>0g is a semimartingale and
Mtf=M0f +
Z
(0; t]Rd
[N(ds; dx)− K(ds; dx)]f(x)
+
Z t
0
ds
Z
Rd
Ms(dx)Lf(x) +
Z
(0; t]Rd
Ms(dx)W (x; ds)  rf(x): (5)
In dierential form, with N(dt; f) denoting the integral of N(dt; dx)f(x) over x and
likewise for K(dt; f), Eq. (5) becomes
dMtf=N(dt; f)− K(dt; f) +Mt(Lf) dt +
Z
Rd
Ms(dx)W (x; dt)  rf(x):
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2.4. Conditional law of Mt
Write PF (and EF) for the conditional probability (and expectation) given the -
algebra generated by the ow F . The following was proved in Cinlar and Kao (1992).
Theorem 1. For each time t, the probability law of Mt under PF is that of a Poisson
random measure with mean t , where
tf= EFMtf
=
Z
Rd
dx m0(x)f(F0; t(x))exp−
Z t
0
dr k(F0; r(x))
+
Z t
0
ds
Z
Rd
dx n(x)f(Fs; t(x))exp−
Z t
s
dr k(Fs; r(x)) (6)
for positive Borel f on Rd.
It follows from the preceding theorem that the distribution of Mt is known explicitly
once that of t is known. For instance, the conditional Laplace functional of Mt is
given by
EF exp−Mtf=exp−t(1− e−f): (7)
A somewhat more useful representation for t may be obtained from Eq. (5), as-
suming that F satises Eq. (1), by formally taking conditional expectations in Eq. (5):
Lemma 2. For each positive C 2-function f on Rd with compact support, ftf: t>0g
is a continuous semimartingale, and
dtf= [f + t(Lf − kf)] dt +
Z
Rd
t(dx)W (x; dt)  rf(x): (8)
Proof. Fix f. Ito’s formula used with Eq. (1) yields
f(Fs; t(x))=f(x) +
Z t
s
dr Lf(Fs; r(x)) +
Z t
s
W (Fs; r(x); dr)  rf(Fs; r(x)):
Putting this into Eq. (6) yields Eq. (8).
2.5. Conditions
We now state the restrictions we will impose on process M .
A1. The covariance tensor a belongs to eC3b (RdRd;Rdd) and the drift vector
b=−rU for some potential function U 2C 4b (Rd;R).
A2. a(x; x)= I for each x in Rd, where I is the identity matrix.
A3. Birth rates m0 and n are positive C 2-functions with compact support in Rd.
A4. Killing rate k is a positive C 2-function on Rd; further, k(x)! +1 as jxj! +1.
Condition A1 guarantees that F is a Brownian ow of C 2-dieomorphisms. Further-
more, F satises Eq. (1) where W is a C 2-valued Brownian motion. Condition A2
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implies that the martingale ow s; t = x +
R t
s W (s;u(x); du) has single-point motions
that are Brownian motions. Isotropic ows, for instance, satisfy a condition of this
type. In many situations, A2 is satised after a change of variables.
Condition A3 implies that mass enters the space over a bounded region in Rd.
Condition A4 eectively connes all activity to a bounded region of space, since mass
disappears quickly at large jxj.
We believe that the conditions are reasonable from practical points of view in
oceanography and groundwater studies. Technically, they enable us to bring in results
from spectral theory.
3. Approximating sequence
Throughout this section, we assume that Conditions A1{A4 hold. With the generator
L dened by Eq. (3), and taking into account the restrictions, we dene the generator
Gf= Lf − kf=−rU  rf + 12f − kf (9)
of the single-particle motion killed at rate k. We shall show that G has a complete
set of eigenfunctions, and we shall represent the conditional mean measure t = EFMt
by projecting it onto the basis of those eigenfunctions. Finally, we shall dene a se-
quence of processes, each being the solution of a nite-dimensional stochastic dier-
ential equation, that approximates the innite-dimensional process of interest. In view
of Theorem 1, an estimate of the law of  yields an estimate of the law of M .
3.1. Spectrum
Let L2(R2; dx) denote the Hilbert space of real-valued functions on Rd equipped
with the usual inner product
hu; vi=
Z
Rd
dxu(x)v(x): (10)
Let Q(G) denote the domain of the operator G in Eq. (9), dened as the sum of
quadratic forms on L2(R2; dx); see Reed and Simon (1980) (pp. 277 and 283). We
note that Q(G) is dense in L2(Rd; dx). Recall that Conditions A1{A4 are in force
throughout.
Theorem 3. The operator G on Q(G) has a complete (in L2-norm) set of eigenfunc-
tions ’1; ’2; : : : with corresponding real-valued eigenvalues 1; 2; : : : ; i.e.,
G’i= i’i: (11)
Furthermore, the ’i can be chosen so that they are orthonormal with respect to the
inner product
hu; vi=
Z
Rd
dx e−2U (x)u(x)v(x): (12)
J. Kao, E. Cinlar / Stochastic Processes and their Applications 74 (1998) 203{215 209
Proof. Put =−U + (rU  rU ) + 2k. Then,  is a C 2-function, and (x)! +1
as jxj!+1 by Condition A4. Therefore, the Schrodinger operator
~G=− 
has a complete set of eigenfunctions on its domain (see Reed and Simon, 1978
(Theorem XIII.67)). Furthermore, these eigenfunctions can be chosen so that they are
orthonormal with respect to the inner product h; i of Eq. (10). Let  1;  2; : : : be such
a set of eigenfunctions with corresponding eigenvalues 21; 22; : : : in R; thus,
 i + [U − (rU  rU )− 2k] i=2i i: (13)
Let ’i= eU i; i=1; 2; : : : : Recalling Eq. (9), we have
G’i =−rU r(eU i) + 12(eU i)− keU i
=− 12 ieUrU rU + 12eU iU + 12eU i − keU i
after some computing. Replacing  i in the last line with  i of Eq. (13) yields, after
some simplifying,
G’i= ieU i= i’i:
Thus, ’1; ’2; : : : form a complete set of eigenvectors for G with corresponding eigen-
values 1; 2; : : : in R. Since the  i are orthogonal with respect to the inner product
h; i, it follows that the ’i are orthogonal with respect to h; i.
3.2. Expanding 
Under Conditions A1{A4, the ow F is a ow of C 2-dieomorphisms. This, together
with Eq. (6) and the assumption that birth rates m0 and n have compact support enable
us to see that the random measure t has a density function mt that is a positive
C 2-function with compact support; so,
tf=
Z
Rd
dx mt(x)f(x): (14)
From Theorem 3, every f in L2(Rd; dx) can be expanded into the L2-convergent
sequence
f=
X
i
i’i;
where the ’i are the eigenfunctions of G and i= h’i; fi, the inner product dened
by Eq. (12). Then,
tf=
Z
Rd
dx mt(x)
X
i
i’i(x)=
1X
i=1
i(t’i):
It follows that t is determined by the sequence B(t) of real-valued random variables
Bi(t)= t’i; i=1; 2; : : : : (15)
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3.3. Process B
The process B=(B1(t); B2(t); : : :) is the focus of our attentions. The following the-
orem characterizes the process B as an innite-dimensional semimartingale. In prepa-
ration for it, we introduce the numbers
pqij =
Z
RdRd
dx dy ’p(x)e−2U (x)r’i(x)Ta(x; y)r’j(y)e−2U (y)’q(y): (16)
Theorem 4. Each Bi is a continuous semimartingale. In dierential form, it is given
by
Bi(dt)= dt(’i + iBi(t)) +
Z
Rd
t(dx)W (x; dt)  r’i(x): (17)
The dierential of the cross-variation process for Bi and Bj is
Bi(dt)Bj(dt)=
X
p; q
pqij Bp(t)Bq(t) dt: (18)
Proof. Since birth rates m0 and n have compact support, Lemma 2 applies to any f
which is C 2; in particular, set f=’i. Eq. (17) follows after noting that
t(L’i − k’i)= t(G’i)= t(i’i)= iBi(t):
The formula for the cross-variation process is formally routine but requires some care
nevertheless. Recall that t(dx)= dxmt(x) and let
Zi(x; dt)=mt(x)W (x; dt)  r’i(x): (19)
For each i and x, this denes a local martingale. Letting Cij(x; y; t); t>0, be the
cross-variation process for Zi(x; ) and Zj(y; ), it follows from Eq. (2) that
Cij(x; y; dt) Zi(x; dt)Zj(y; dt)
=mt(x)r’i(x)Ta(x; y)r’j(y)mt(y): (20)
Now,
Zi(x; t)Zj(y; t)− Cij(x; y; t); t>0
is a continuous local martingale for every x and y. By Fubini’s theorem for stochastic
integrals, integrating the expression over all x and y yields a continuous local martin-
gale. In view of Eqs. (17) and (19) this means that
Bi(dt)Bj(dt)=
Z
Rd
Z
Rd
dx dy Cij(x; y; dt): (21)
Since jaj is bounded by assumption and r’i is in L2(Rd; dx) for each i, the
following expansion in eigenfunctions holds with pqij dened as in Eq. (16):
r’i(x)Ta(x; y)r’j(y)=
X
p; q
pqij ’p(x)’q(y):
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Putting this into Eq. (20) and the result into Eq. (21), we obtain
Bi(dt)Bj(dt) =
Z
Rd
Z
Rd
dx dymt(x)
X
p; q
pqij ’p(x)’q(y)mt(y)
=
X
p; q
pqij
Z
t(dx)’p(x)
Z
t(dy)’q(y)
=
X
p; q
pqij Bp(t)Bq(t)
which is the desired formula (18).
3.4. Approximating B
We describe the sequence of processes Bm; m=1; 2; : : : ; that will approximate the
innite-dimensional process B. We shall show in the next section that Bm converges
to B in law in a suitable sense.
For each integer m>1, let (m) be the m2m2 matrix dened by
[(m)]m(i−1)+p;m( j−1)+q= 
pq
ij ; 16i; j; p; q6m:
Now, tensor a(x; y) is the kernel of a positive-denite integral operator. This together
with Eq. (16) shows that matrix (m) is positive-denite and self-adjoint, and hence,
has a square root. Let  (m) =
p
(m).
Our scheme consists of approximating the process B=(B1; B2; : : :) by nite-dimen-
sional projections. Let W1; W2; : : : be independent Wiener processes totally independent
of all the random variables mentioned so far. Let
Bm(t)= (Bm1 (t); B
m
2 (t); : : : ; B
m
m(t)) (22)
be dened as the solution to the Ito equation
dBmi (t)= dt(’i + iB
m
i (t)) +
mX
p=1
Bmp (t)
m2X
r=1
miprWr(dt); (23)
where mipr is the ((m− 1)i + p; r) entry of the matrix  (m), with initial condition
Bmi (0)= 0’i=
Z
Rd
dx m0(x)’i(x): (24)
Note that, for xed m, the system (23) is an m-dimensional SDE with linear coecients.
In the next section, we shall show that Bm converges in law to B. We may regard Bm
as the projection (in law) of B onto the nite-dimensional function space spanned by
’1; ’2; : : : ; ’m via the inner product h; i. Note that the cross-variation of Bmi and Bmj
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is, in dierential form,
(dBmi (t))(dB
m
j (t)) = dt
mX
p; q=1
Bmp (t)B
m
q (t)
m2X
r=1
mipr
m
jqr
= dt
mX
p; q=1
Bmp (t)B
m
q (t)
(m)
m(i−1)+p;m( j−1)+q
= dt
mX
p; q=1
pqij B
m
p (t)B
m
q (t) (25)
which has the same form as Eq. (18).
4. Convergence of approximating sequence for 
Recall from Eq. (14) et seq. that, for f in L2(Rd; dx),
tf=
1X
i=1
hf;’iiBi(t); (26)
where the inner product is dened by Eq. (12). Consequently, we dene
mt f=
mX
i=1
hf;’iiBmi (t); m=1; 2; : : : : (27)
Then, mt is a random variable taking values in the space of signed measures on Rd. It
is our mth approximation to t . We shall show presently that the process fmt : t>0g
converges in law to ft : t>0g in the sense we make precise now.
Let M=R1 with the metric  dened by
(x; y)=
1X
i=1
2−i(jxi − yij ^ 1)
for x=(x1; x2; : : :) and y=(y1; y2; : : :). The space (M; ) is complete and separable.
To a signed measure  on Rd we associate the element ofM given by (’1; ’2; : : :).
Whenever  has a density in L2(Rd; dx) this sequence of real numbers exists and de-
termines  exactly. We note that the random measure mt has a density in L
2(Rd; dx),
and so does t almost surely; we shall regard them as M-valued random variables.
Let D(R+;M) denote the space ofM-valued cadlag processes. It can be topologized
so that convergence in distribution is essentially equivalent to weak-convergence of the
nite-dimensional distributions of the process, and we assume that it is so topologized;
for specics we refer to Ethier and Kurtz (1986) (Ch. 3, in particular, Theorem 7.8).
The following is the main result (conditions A1{A4 are in force as before):
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Theorem 5. Regarding m and  as D(R+;M)-valued random variables, the sequence
(m) converges in distribution to  as m!1.
Proof. Let H be the class of functions h, on the space of signed measures  on Rd,
having the form
h()= ~h(’1; ’2; : : : ; ’l); l2N; ~h2C 2(Rl;R): (28)
The class H is convergence determining onM (see Ethier and Kurtz 1986 (Proposition
4.6 of Ch. 3)).
Fix h in H as in Eq. (28). Using Theorem 4, and Ito’s lemma,
d ~h(B1(t); : : : ; Bl(t)) = dt
24 lX
i=1
(’i + iBi(t))@i ~h(B1(t); : : : ; Bl(t))
+
1
2
lX
i; j=1
1X
p; q=1
pqij Bp(t)Bq(t)@ij ~h(B1(t); : : : ; Bl(t))
35
+martingale:
It follows that, if A denotes the generator of the Markov process ft : t>0g,
Ah() =
lX
i=1
(’i + i’i)@i ~h(’1(t); : : : ; ’l(t))
+
1
2
lX
i; j=1
1X
p; q=1
pqij ’p’q@ij ~h(’1(t); : : : ; ’l(t)): (29)
For the same h, if Am denotes the generator of the Markov process fmt : t>0g, similar
steps using Ito’s formula and (23), (25), (27) yield
Amh() =
lX
i=1
(’i + i’i)@i ~h(’1(t); : : : ; ’l(t))
+
1
2
lX
i; j=1
mX
p; q=1
pqij ’p’q@ij ~h(’1(t); : : : ; ’l(t)): (30)
It follows from Eqs. (29) and (30) that, for each h in H,
Amh!Ah as m!1:
Since the generators converge, the corresponding processes converge in distribution;
this follows from Ethier and Kurtz (1986) (Corollary 7.8 of Ch. 4 and Theorem 7.8
of Ch. 3) by observing that
Amh(mt )=Ah(
m
t );
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since mt ’p=0 for p>m by denition (27) and orthogonality of the ’i. This completes
the proof.
We note that the preceding proof does not rely on the special properties of the
basis ’i. The essential point is that, for each i; L’i and r’i lie in the range of the
basis. For this reason, the general approximation technique can be applied in a larger
variety of cases than the one presented here.
One advantage of this choice of basis is the simplicity of equations governing the
mt : observe, for instance, that the drift term in Eq. (23) has a diagonal structure. We
shall illustrate how this can be used to advantage in the next section.
5. Applications
Our aim is to illustrate the computations involved in approximating the most funda-
mental descriptors of the process M = fMt : t>0g, namely the means and covariances.
That is, for f and g positive, continuous, and with compact support, we would like to
estimate EMtf and EMtfMtg. We start with the former.
From Eqs. (14){(17), we have
EMtf= Etf=
1X
i=1
EBi(t)
Z
Rd
dxe−2U (x)’i(x)f(x) (31)
whereas
d
dt
EBi(t)= ’i + iEBi(t):
Solving the last with the initial condition Bi(0)= 0’i,
EBi(t)=−’ii +

0’i +
’i
i

eit : (32)
Putting Eq. (32) into Eq. (31) yields an explicit formula for EMtf= Etf.
Incidentally, if we approximate t by mt , we obtain
Emt f=
mX
i=1
EBmi (t)
Z
Rd
dxe−2U (x)’i(x)f(x); (33)
where EBmi (t) satises the same expression as Eq. (32). In other words, as far as com-
puting EMtf is concerned, the eect of approximating  by m amounts to truncating
the series in Eq. (31) at the mth term.
For f and g as before, we start by observing that EMtfMtg=(@2=@@)T
(; )j=0; =0, where
T(; )= E exp−Mt(f + g)= E exp− t(1− e−f−g)
in view of Eq. (7). This leads to
EMtfMtg= Et(fg) + Etftg: (34)
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The rst term on the right-hand side can be computed from Eqs. (31) and (32). As to
the second term, we approximate it by
Emt fmt g= E
mX
i; j=1
Bmi (t)B
m
j (t)h’i; fih’j; gi (35)
in view of Eq. (27). There remains to solve, for xed m,
ij(t)= EBmi (t)Bmj (t); 16i; j6m: (36)
Using Ito’s formula with Eqs. (23) and (25) and taking expectations, we get
d
dt
ij(t)= ’ij(t) + ’ji(t) + (i + j)ij(t) +
mX
p; q=1
pqij pq(t); (37)
where i(t)= EBmi (t) is given by the right-hand side of Eq. (32).
The system (37) is an m2-dimensional ordinary dierential equation with constant
coecients; it can be solved numerically with ease. Putting the solution into Eq. (35)
yields the approximation desired.
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