Methods which determine the number and disorder of lattice planes in a crystal from the Fourier cosine coefficients of the intensity profile of an X-ray reflection use only the low harmonics and require that the coefficients be normalized so that the zero harmonic is unity. Experimentally, the profiles can only be recorded over a smaller range of scattering angle than required by the theory, and it is necessary to subtract background, which is likely to be estimated with considerable error, before determining the coefficients. It is shown that with polymer fibres this causes serious errors in the normalization, and in the values of those low harmonics used in the size and disorder determination, and prevents reliable values being obtained. Methods which avoid normalization and use only high harmonics are needed. It is shown that disorder may be obtained in such a way, but not size, for which low-order normalized coefficients are essential. A method of extrapolation is described and tested which enables the accurate high harmonics to be used to improve the estimates of the low ones. Whilst this will yield more reliable values of crystal size than are obtainable from existing methods, the accuracy depends entirely on the validity of the extrapolation, which cannot be tested in many cases of interest.
Introduction
If a crystalline lattice is perfect, the crystal size can be obtained from the width of the diffraction peaks using the well known Scherrer equation. However, paracrystalline disorder of the lattice, which is thought to exist in polymer crystals, also contributes to the width, and methods have been proposed for obtaining both quantities from the intensity profile. In general, these require the use oftwo or more orders of the reflection from a given set of lattice planes; unfortunately, with polymer fibres it is unusual to observe more than one order, and this has led to a search for methods which can be used with the profile of a single reflection. Both multiple-and single-order methods derive from a theory of Warren & Averbach (1950) utilizing the Fourier cosine coefficients of the intensity profile. In this series of papers we shall develop the application of this theory to provide a method which enables the distribution of crystal sizes and the lattice disorder to be derived from the profile of a single reflection.
The major difficulties in applying these methods arise because the diffraction peak is superimposed on a background whose intensity cannot be accurately determined, and because it can only be recorded over a limited angular range before other peaks intrude. Both of these effects cause errors in the Fourier coefficients and, whilst this is well known, information on the magnitudes of the errors when typical polymer fibres are used, and their implications for the applicability of the methods, is scant. The present paper addresses this problem.
It commences with a review of the theory of Warren & Averbach (1950) , and describes both the experimental procedures used to record the intensity profiles with sufficient precision and resolution, and the determination of their Fourier coefficients corrected for instrumental effects. The sensitivity of the values of the coefficients to the methods used to remove background intensity is investigated and it is shown that despite the severe errors in the low harmonics, reliable values of the paracrystalline disorder may be obtained using multiple-order methods, but that the best estimate of size which can be made is likely to be inaccurate.
Theory
In this section the pertinent features of the theory of Warren & Averbach (1950) and Warren (1959) will be reviewed. The reader will need to consult the references given for a full derivation of the equations quoted.
The 001 reflection of an orthorhombic lattice was used in the original formulation of the theory, but it has been shown that these restrictions are not necessary (Warren, 1955) and so the results will be put in a more general form. Let the set of lattice 
where n is the order of the coefficient, and So is the value of s at the peak of the profile. This is used to represent the intensity profile over the range of s for which -½-< d(s-So)<-½. Note that in (1) n runs from -oo to +c% and A(-n) = A(n), but that, in the application of the theory, n can only be positive for physical reasons. Thus, although A(n) exists for all integral n from -oo to +oo, only those coefficients for n positive will be used.
If the A(n) are normalized so that A(0)= 1, then they are related to size and disorder through the equation
The definitions of N, N, and Z, will be explained with reference to Fig. 1 . Consider a column of unit cells going completely through the crystal in the direction of s ( Fig. la) . N is the number of cells in this column. Now consider a sequence of n + 1 adjacent cells within the column; N, is the number of such different sequences contained in the column. If the length of each cell is equal to the average lattice spacing d, then n adjacent cells within the column will have a length nd, but the actual length will differ from this because of lattice distortion. Z,,d is the difference between the actual length of a sequence of n adjacent cells and nd. The angle brackets in (2) indicate that averages have been taken over all cells in a column, all columns in a crystal, and all crystals contributing to the scattering. The equation is more usually written
where and A~(n)=(N,,)/(N) (4) Ad ( n ) = (cos 27rrnZ,, ).
As and Ad are related to the crystal size and lattice distortion, and are called the size and distortion coefficients.
To express (4) in terms of more easily recognizable quantities, consider a column in the crystal containing i unit cells. Then N,,=i-n.
[This may be seen by reference to Fig. l(b) , which illustrates the case for which i = 5 and n = 2.] Let P(i) be the normalized probability density function of column lengths within the population of crystals. It then follows that oo (N,,}= ~ (i-n)P(i)di. i=n The integral may be written 
If the mean column length D for the population of crystals is required,
D=(N)d
but because of lattice distortion columns of the same (N) might have different D. To avoid any possible confusion because of this, we shall work with (N) rather than D. If only those harmonic orders are considered for which n is smaller than the number of unit cells in the shortest column, then the integral is zero, and so As(n)=(N,)/(N) = 1-n/(N).
It must be emphasized that this last step is an approximation and the largest value of n at which (7) will be valid is unknown. For safety, it should be much smaller than the average number of cells in a column, i.e. n<(N> and so the values of A,(n) at which it may be used will be near to unity. An exact expression may be obtained by differentiating (6) with respect to n, giving oc dA~(n)/dn=-(1/<N>) J P(i) di. n When n = 0, the integral has value unity, and so
Equation (5) for the disorder coefficient is independent of any particular model of disordering, but can be developed in a form applicable to the particular case of a paracrystalline lattice with Gaussian statistics. This is the model which we shall be using in the present work. If the normalized distribution of vector lengths joining next-neighbour lattice points has a standard deviation o-, then <(Znd) 2> (n= 1) is the variance of this distribution. Thus <Z~) = cr2/ d 2.
The paracrystallinity parameter g is defined as o-/d, and since the distribution of the vector lengths joining nth-neighbour lattice points is that joining next neighbours convoluted with itself n times,
<Z2.>= ng 2.
Similar expressions may be derived for (Z~) and substituted in the series expansion of (cos (2,n'mZ,)), which can then be summed to give Aa(n) = exp (-27r2m2ng2). (9) No approximations are needed to obtain this equation although it is, of course, only valid for the assumed model of disorder.
To use these equations to determine g and {N), values of A(n) are needed for more than one order, m, of reflection from the same set of lattice planes. Substitution of (9) in (3) and taking logarithms gives
Thus, if log[A(n)] is plotted against m 2 for coefficients with the same n, g can be obtained from the slope of the straight line obtained which can be extrapolated to m =0, giving As(n). If this is done for different values of n, then a graph can be obtained of A~(n) against n from which (8) can be used to find (N>.
Because of the intrusion of other reflections, it is rarely possible to obtain the profile over the whole of the range -½ <-d(s-So)<-½ required by the theory.
The profile is also superimposed on an unknown background, which must be subtracted before the Fourier analysis can be performed. We make allowance for these features in the manner illustrated in Fig. 2 . The background level is assumed to be constant over the range of s used and estimated as the intensity at the limits of s at which the intrusion of neighbouring peaks was likely to be insignificant (at s-So = B/2d in Fig. 2 ). Within the range of the peak it is subtracted from the intensity at all points; outside, the intensity is assumed zero until S-So = 1/2d, the range over which the A(n) are determined. This is different from the method suggested by Warren. It was chosen because it enables calculation of the difference between the coefficients of the true profile and one truncated in this manner and with an error in background estimation (Young, Gerdes & Wilson, 1967) 
(the symbols are defined in Fig. 2 ). For this section of the theory it is necessary to revert to the full range of coefficients from n = -oo to +oo when the experimentally determined values are given by
A 'window function' W(x) may be defined as Adapting the convolution theorem of Fourier transforms to these coefficients, one obtains
where A'(t) denotes the coefficients of the true profile, sinc (IrnB) = sin (IrnB)/~rnB and t is an integer running from -oo to +oo. The effects of truncation and background subtraction were illm;trated using (3), (7) and (9) to calculate a set of coefficients A'(n) for the case where (N) = 20 and g = 0-03 (typical of polymer fibres), and synthesizing the intensity profile from the coefficients. This was truncated using B = 0.2 (again, typical of the real situation), subtracting the appropriate background, and redetermining the Fourier coefficients. The results are shown in Fig. 3 . Equation (11) was also used to obtain the truncated coefficients, and gave the same values, confirming its validity. It is seen that for n<2, A(n) is less than A'(n) by a significant amount which increases as n approaches zero (the 'hook effect'). Although it is not clear on the scale of this diagram, A(n) also oscillates about A'(n) at other n. In this paper we shall be concerned with the consequences of these hook effects upon the determination of size and disorder.
Experimental

Choice of material
The application of the theory described above requires polymer fibres whose diffraction pattern contains at least two visible orders of the same reflection which can be indexed without ambiguity, and which do not overlap other reflections significantly. To identify suitable materials a large number were surveyed, but only two, KEVLAR*49 Aramidt and lowdensity poly(ethylene) (LDPE), proved suitable. The KEVLAR TM was a multi-filament yarn used as received, and the specimen was about 0-1 mm thick, comprising a single layer of strands of the yarn. The LDPE specimen was a single filament of about 0.5 mm diameter, produced by extrusion from the melt at 448 K followed by drawing at 294.8 K to a ratio of 5.48 and annealing at 363 K. The first and second orders of 200 were visible with KEVLAR TM and of 110 and 200 with LDPE. (Other multiple orders were visible with KEVLAR TM, but for experimental convenience only equatorial reflections were used in the present work.) The specimen thicknesses were sufficiently small that they did not affect the line widths of the recorded diffraction peaks.
Recording the diffraction pattern
The diffraction pattern was recorded using a semicylindrical film holder of 30 mm radius in a toroidal focusing camera (Elliott, 1965) attached to a Marconi Avionics GX-20 rotating-anode X-ray generator.
Nickel-filtered CuKa radiation was used. The diffraction patterns obtained using different camera types had been compared, showing that the focusing type yielded a much clearer photograph than pinhole collimation, probably due to improved monochromatization. The films were digitized on a Scandig 3 scanning drum microdensitometer at the SERC Daresbury Laboratory, which scanned with a raster size of 100 Ixm. The 0-3 range of optical density was used and exposure chosen so that the peak intensity of the reflection being used was near the top of this range.
In order to correct for instrumental line broadening using Stokes's method (Stokes, 1948) , diffraction patterns were recorded for a well annealed aluminium foil, and a powder of potash alum. Microscopic examination confirmed that the grain size of this was sufficiently large that it did not contribute to broadening. From these two powder patterns diffraction rings were available at a wide selection of scattering angles, and could be examined at any azimuth. (With the toroidal focusing camera and cylindrical film, line broadening is a function of both scattering angle and azimuth.) It was therefore possible to obtain a line profile to be used for instrumental correction at a diffraction angle close to that of the reflection being analysed.
For this method to be valid, it is essential that the diffraction pattern of the fibres be recorded under exactly the same conditions as those of the standards. To achieve this, scales were mounted on all movable components of the camera, and care was taken always to replace these in exactly the same location. The recommended procedure for focusing this camera is to place a fluorescent crystal at the film position, which is then adjusted whilst observed through a microscope until the smallest focal spot is obtained. This was not sufficiently sensitive for the present application, and photographs of the spot were taken whilst components were displaced by small amounts from the visual setting. These photographs were examined under a low-power microscope, and the optimum settings selected. With these experimental precautions, the diffraction patterns were of greater sharpness and clarity than those from other recording systems. The small effect of instrumental broadening is shown in Fig. 4 where the Fourier coefficients of the 110 reflection of LDPE are given before and after correction. This was the narrowest profile used, and so will suffer the greatest instrumental effect.
Determination of Fourier coefficients
Computer programs have been developed specially for processing digital diffraction data. These comprise the GENS programs (Elder, Machin, Browett & Pickering, 1982) and a set of routines due to Fraser, McCrae, Miller & Rowlands (1976 ) (both made available through the cooperation of SERC Daresbury Laboratory) extensively re-written to incorporate interactive graphics, and some new routines of our own. Using them, we located the centre, equator and meridian of the film, and obtained the intensity as a function of scattering angle along a straight line through the centre of the film, and the centre of the reflection in film space. The theory requires this scan to be along a line normal to the lattice planes causing the reflection, which is through the origin and its centre in reciprocal space, but for the equatorial reflections used this is the same line as in film space.
For non-equatorial reflections, GENS enables the whole film to be transformed to reciprocal space, and a i I 2. intensity profiles to be recorded in this transformation. The intensity was recorded at points separated by 0.1 mm along the scan direction and integrated across a width of 0.2 mm normal to it. The profile was assumed to be symmetric and the half which had the greatest range before the intrusion of other reflections was used to determine the Fourier cosine coefficients A(n). The background level was taken as that at which intensity either began to increase with distance from the peak or became uniform. This was subtracted from all points and the intensity was assumed to remain zero over the rest of the range required by the theory. The procedure was repeated for the reflection on the other side of the centre and the average taken. B [equation (11) and Fig. 3 ] was calculated from the value of s at which the corrected intensity became zero, and is given in Table 1 . These values, which would be unity in the ideal situation, indicate the severity of the truncation required with these materials.
Scattering angle was transformed to s and values of intensity were interpolated at equal intervals of s of 0.001 ~-~ (which gave a similar number of points to those in film space) after which they were corrected for Lorentz and polarization factors and the nonlinearity of film response. The Fourier coefficients were calculated from these data, orders being determined until the coefficient was less than 1% of A(0). This number was typically about 20, and always less than the limit imposed by the sampling theorem. Young et al. (1967) have also considered the effect of the finite number of sampling points and conclude that a minimum of about three or four must fall within the intensity profile at half height. We just meet this condition. As a check on the calculation, the profile was re-synthesized and compared with the original.
The correction for instrumental line broadening was then applied.
Investigation of effect of background
To study the effect of the choice of background level, Fourier coefficients were redetermined using different choices. These were at the estimated limits of uncertainty in the original choice, and were about 6% above and below the initial choice. These subtractions assumed a uniform background over the range of the reflection. To ascertain the effect if it was variable, a method due to Millane & Arnott (1985) was used. The background was measured at a large number of locations on the film well away from any diffraction peaks. A function (a Fourier-Bessel surface) assumed to represent the variation of background over the entire film was fitted to these points and its value subtracted from the measured intensity at all points. The intensity profile was obtained from this background-corrected data and analysed as described above, further subtraction being made if necessary. Fig. 5 shows the values obtained for the Fourier coefficients for all six reflections used. Similar investigations of the effect of changing the assumed background have been performed by Rothman & Cohen (1969) but they normalized each set of coefficients to make A(0) unity before presenting their results. Errors in A(0) then propagate through all n and so from their results it is not clear which coefficients are most sensitive to the choice of background. We have used un-normalized values and the figures show clearly that the values of the first few orders (up to n = 4) are very sensitive to the value assumed for background, decreasing as the assumed background increases (the hook effect). This is as would be expected from the theory presented. At higher n the values agree quite well; the oscillating difference between them would be expected from (11) since B and C differ between the curves. The values obtained using variable background did not differ significantly from those for which it was uniform, and no advantage is gained from the extra complexity of this method.
Results and discussion
The hook effect has two serious implications for the determination of size and disorder. Firstly, values for which A(0) has been normalized to unity are required for the application of the theory, but the normalization constant is likely to be very inaccurate.
Secondly, the method uses values of A(n) as n~0
and it is precisely these values which are subject to the largest error. Either a method must be developed which uses the higher-order coefficients without normalization or a reliable method of extrapolating into this region must be found. Both of these possibilities will be explored.
Use of non-normalized coefficients
Double primes will be used to denote non-normalized coefficients and so, for example,
The As(n) are independent of the order of the reflection, hence (3) and (9) ,~ 2 where prefixes denote the two orders of the reflection, m, and m2. Hence a graph of the logarithm of the ratio of non-normalized coefficients from two orders of the same reflection and for the same n will give a straight line. g can be found from its slope, those coefficients known to be inaccurate being omitted from the line fitting. The intercept of the line at n = 0 will give the ratio of the normalization constants. This method was originally proposed by Vogel, Haase & Hosemann (1974) , and used with normalized coefficients. Whereas errors in the normalization constants will not affect the slope of the line, the inaccurate low-order coefficients will, and to obtain accurate values of g, these must be identified and omitted. This can only be done before normalization, and has not been done in previous work. Fig. 6 shows the results of applying this method to the data given in Fig. 5 . In all cases a reasonable fit to a straight line is achieved outside the backgroundsensitive region, although there is some fluctuation about the line as would be expected from (11). Values of g and ,A"(O)/2A"(O) are given in Table 2 . This method depends upon the assumption that lattice disorder is described by the Gaussian paracrystalline model, and the straight lines obtained confirm the validity of this assumption.
If one knows g, the Ad(n) may be calculated, from which the A~(n) may be obtained using (3). These cannot be normalized, but the ratio of the constants has been used to bring them to a common scale in Fig. 7 . The individual points for each order are shown, and should overlap. For the KEVLAR TM and the 200 and 400 reflections of LDPE agreement is excellent outside the hook-effect region but is not so good for the 110 and 220 reflections of LDPE. This seems to be caused by an oscillation with a different period for each order rather than incorrect normalization constants.
These graphs show the variation of size coefficients with n and should be straight for n less than the number of cells in the smallest crystal. If such a straight portion existed, it could be extrapolated to n =0, the coefficients normalized, and (N) found. Fig. 7 shows that this is not possible in the present case. The hook effect causes the curves to be concave downward at small n [it follows from (6) that this curvature is impossible (Warren, 1959) ] and at immediately larger values the curvature changes sign with no reliably straight portion. It must be concluded that the hook effect extends to values of n greater than the number of cells in the smallest crystal. Rothman & Cohen (1969) have used logarithmic extrapolation to obtain a value of A"(0) which they claimed was undistorted by the hook effect. They argue that, at low n, (10) may be written as log [A(n)]= -n(ZTr2m2g2 + 1/iN)).
Extrapolation of coefficients
Hence a plot of log [A"(n)] against n should be linear when n is small but outside the hook-effect region, enabling experimental values to be extrapolated. The argument rests on the assumption that log (1 -n/iN)) will approximate to -n/iN) at these values of n, but this may be shown to be invalid for polymer fibres by using the logarithmic series log(1-n/iN)) = -(n/(N))-(n/(N))2/2-(n/(N))~/3.
With polymers, iN)-~ 10 and, from the results shown in Fig. 5 , 5 is the lowest value of n at which a reliable value of A(n) is available. Under these conditions, truncation of the series to its first term will introduce very significant errors. The results of the previous section enable extrapolation procedures to be tested. The logarithms of the ratios of the values of A(n) which have been corrected by extrapolation when plotted against n should lie on a continuation of the straight lines fitted to Table 2 . Various methods of extrapolation were tested in this way, but only one was found to be successful; that using rational functions (Press, Flannery, Teukolsky & Vetterling, 1986) .
This function is equal to the ratio of two polynomials, so that P(n) Po+ Pin + P2n2+ ... A(n)---Q(n)-Qo+ Qln+ Q2n2+ ..." P and Q were chosen to be of the same degree, or to differ in degree by one, with the degree of P being the greater. The degree was chosen so that the value of the function equalled each of the A(n) to which it was fitted. These were from the smallest value of n at which the choice of background had little effect up to n = 20. Thus, if the smallest n was 5, the function would be fitted to 16 points and P and Q would both be seventh-degree polynomials. The extrapolation proved to be insensitive to the upper Value of n at which the fitting was terminated. The computational procedure (Press et al., 1986) associated an error with each extrapolated point. If this was greater than about 2%, it indicated that the values were likely to be unsatisfactory and the calculation was repeated omitting the A(n) at smallest n.
Points calculated using extrapolated data are included in Fig. 6 , and it is seen that they do indeed lie close to the required line. This was confirmed by fitting the line to extrapolated points for n <4 and experimental ones for n > 4 and recalculating g. The values are given in Table 2 and are seen to be in good agreement with those obtained using only experimental points. The values of 1A"(O)/2A"(O) were calculated using the extrapolated values and are also included in Table 2 . They differ from the required values by only about 10%. The coefficients in Fig. 3 , which were calculated from those of an idealized model using (11) to show the effects of truncation and background correction, were also used to test this method of extrapolation. The extrapolated values obtained using coefficients for n-> 5 are shown, and are in excellent agreement with the undistorted values. Further evidence of the reliability of this method of extrapolation was obtained from computer modelling experiments in which the distribution of scattered intensity by a finite one-dimensional paracrystal was computed (Silver, 1988) . The Fourier coefficients of the peak profile were determined with various amounts of truncation and with none. Rational function extrapolation from the hook-effectfree region gave values for coefficients in close agreement with those calculated from the full profile.
On all this evidence we believe that the use of rational functions is more reliable than methods used hitherto for extrapolating the values of A(n) into the range where they are severely affected by the choice of background. We propose .an experimental procedure in which the coefficients are determined using several reasonable choices of background, those values for low n at which there is considerable disagreement between the sets rejected, and the remainder used for extrapolation. We have tried using rational functions to extrapolate the As(n), but the tests described above showed this to be a less-reliable procedure.
Determination of mean crystallite size
By replacing those coefficients in serious error with their extrapolated values, a normalized set of As(n) can be obtained. These are plotted in Fig. 8, using the mean values for the two orders of the reflection. For KEVLAR TM there is a portion at low n which is close to a straight line; with LDPE any straight section is confined to the first two or three harmonics. From the slope of lines fitted to these points, (N) was determined and the values are included in Table 2 . In this procedure we are fitting a straight line to data which clearly extends beyond the linear region, and which were obtained by extrapolation. Thus it must be emphasized that the values of iN) are very imprecise and can only be regarded as first approximations. However, they are probably the most reliable that can be obtained following this conventional approach. As n increases, the values of As(n) lie above the straight line. This is because there is a distribution of sizes, and this part of the curve contains information about the distribution. It also contains the most reliable data, and so a method is required which uses it. This would avoid the effects of truncation and all the associated errors described in the present work. We shall describe such a method in a subsequent paper.
Concluding remarks
In using Fourier methods of line-profile analysis, difficulties in estimating background, and the necessity of truncating the range over which the Fourier analysis is performed, cause the first five coefficients to be in serious error. The usual method of obtaining crystallite size and disorder requires the use of low-order coefficients, normalized so that A(0) is unity. Thus it is very inaccurate. A more accurate method of determining the paracrystalline disorder, g, is available, which uses non-normalized coefficients and enables the inaccurate low-order ones to be omitted, but size can only be obtained from low-order normalized coefficients. Rational functions enable low-order coefficients to be extrapolated from highorder ones, and the values obtained are more reliable than those from other methods. They may be normalized, and the size found. The value obtained will probably be the best that can be achieved using this type of analysis, but its accuracy will depend entirely upon the validity of the extrapolation.
The above conclusions have been drawn using two orders of the same reflection. They almost certainly apply also to methods used when only a single order is visible. The separation of size and disorder from a single reflection (Mignot & Rondot, 1975; Zocchi, 1980; Nandi, Kuo, Schlosberg, Wissler, Cohen & Crist, 1984) depends entirely on the use of normalized coefficients of the orders which we have shown to be in serious error. Rational function extrapolation might still be valid, but the methods of testing this which we have described cannot be used when only one order of a reflection is available. It would not be prudent to rely entirely on extrapolated values without some means of testing the method of extrapolation. A method is needed which can be used with single or multiple orders, which utilizes the accurate highorder un-normalized coefficients, and avoids the need for extrapolation. Such a method will be described in a subsequent paper.
