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Abstract.  Programmable   Logic   Devices   (PLD)   such   as   FPGAs   allow  
hardware   reconfiguration,   which   can   be   specified   using   a   hardware  
description   language   (HDL).This   can   be   used   do   implement   part   of   the  
functionality   of   a   system   into  both  hardware  or   software.  This   project   is  
inserted   into   this   context,   and   has   implemented   operating   systems' 
components   in   hardware.   This   allow   embedded   systems   to   have   their  
components   mapped   to   software   or   hardware   depending   what   is   most 
appropriated to their target application.
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Resumo.  Dispositivos   Lógico   Programáveis,   como   FPGAs,   possuem 
hardware   reconfigurável,   e   que   pode   ser   especificado   através   de   uma 
linguagem   de   descrição   de   hardware   (HDL).   Com   isso,   parte   da 
funcionalidade   de   um   sistema   pode   ser   implementada   tanto   em   software  
quanto em hardware. Este projeto está inserido nesse contexto, e realizou a 
implementação   em  hardware   de   componentes   do   sistema   operacional,   de 
forma  a  permitir  que  um sistema  embarcado  possa   ter   seus   componentes  
mapeados   em   ambos   os   domínios,   tornando­se   mais   adequado   à   sua 
aplicação­alvo.
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1. Introdução
Sistemas  embarcados  estão   sendo extensivamente  utilizados  em diversos  setores  da 
indústria como uma solução efetiva para controlar máquinas, automóveis, equipamentos 
domésticos   e   dispositivos   pessoais.   Estatísticas   mostram   que   mais   de   99%   dos 
microprocessadores produzidos atualmente são usados em sistemas embarcados e que 
em 2005 o número de sistemas embarcados superou o número de humanos no planeta 
[POP, 2005], o que explicita sua importância em nível global.
Além do   aumento  em número,   esses   sistemas  embarcados   também estão   se 
tornando mais e mais complexos à medida que eles se beneficiam da miniaturização dos 
componentes   lógicos.  À   medida   que   esses   componentes   ocupam  menos   área   nos 
circuitos integrados (CI), sobra espaço para a inclusão de mais funcionalidades em um 
mesmo chip. Esse aumento na funcionalidade faz com que dispositivos eletrônicos que 
antes necessitavam de vários chips em uma placa agora podem ser implementados em 
um único  CI,   criando  os   chamados  de  Sistemas­em­um­Chip   (SoC –  System­on­a­
Chip), e que são ums dos principais focos de pesquisa na área hoje em dia.
Para   minimizar   o   tempo   gasto   na   prototipação   de   SoCs   cada   vez   mais 
complexos, são utilizados Dispositivos Lógicos Programáveis (PLDs – Programmable 
Logic  Devices),   que  permitem  que  os   desenvolvedores   testem   seus  projetos   sem a 
necessidade da fabricação do produto final, um processo lento e de custo altíssimo. Os 
PLDs, popularizados na forma de FPGAs (Field­Programmable Gate Arrays) permitem 
que,  de modo similar  a componentes  de software,  dispositivos   lógicos  em hardware 
sejam   compartimentalizados   de   maneira   a   permitir   sua   fácil   reutilização.   Esses 
componentes reutilizáveis de hardware são conhecidos como IPs (Intelectual Property 
blocks),   e   são   um   importante   passo   tecnológico   para   a  minimização   do   tempo   de 
prototipação de SoCs. Com o uso de IPs, o desenvolvedor de hardware pode "montar" 
SoCs   usando   componentes   que   já   foram   desenvolvidos   e   testados,   cabendo   a   ele 
desenvolver apenas a interconexão lógica entre eles.
Além da interconexão e reutilização de IPs, é importante que a funcionalidade 
provida por eles seja facilmente substituída por componentes de software, para os casos 
onde a sua implementação em hardware for desfavorável (por limitações em área do 
FPGA, por exemplo). A migração no sentido contrário, de software para hardware, é 
favorável  em componentes  críticos,  onde a   robustez  e  a  performance são requisitos 
fundamentais. A possibilidade de migração de componentes de hardware para software 
e vice­versa permite que as aplicações sejam realmente independentes de plataforma, já 
que   elas   poderão   compensar   a   ausência   de   componentes   em   hardware   por   seus 
equivalentes em software.
Este artigo descreve a implementação em hardware, usando VHDL, de alguns 
componentes já encontrados (em software) em sistemas operacionais embarcados e sua 
respectiva integração física, permitindo, dessa maneira, que seja possível escolher entre 
uma das duas versões de componentes (software ou hardware) para melhor adequar o 
sistema embarcado  à   sua  aplicação­alvo.  O artigo  está  organizado  como segue:  Na 
seção 2 é apresentada a conceituação e fundamentação necessárias, enquanto na seção 3 
é descrito o desenvolvimento de dois desses componentes e são apresentados alguns 
resultados. A última seção trata de algumas considerações finais sobre o projeto.
2. Conceituação e Fundamentação
Sistemas Embarcados são dispositivos que incluem um sistema programável, mas que 
não são, por si, computadores de propósito geral [WOLF, 2001]. Também podem ser 
entendidos como sistemas computacionais que foram embutidos em um sistema maior. 
Conforme   Carro   e  Wagner   (2003),   “os   sistemas   embarcados   estão   presentes   em 
praticamente todas as atividades humanas, e, com os baixos custos tecnológicos atuais, 
tendem a aumentar sua presença no cotidiano das pessoas”.
Sistemas   embarcados   têm   crescido  muito   em   número   e   complexidade   nas 
últimas   décadas.   Apesar   desse   crescimento,   “o   estado­da­arte   em   Engenharia   de 
software   para   sistemas   embarcados   está  muito   atrás   de   outras   áreas   de   aplicação” 
[WINTER, 2002]. Para alcançá­las, muitas metodologias e abordagens foram propostas, 
e “atualmente, a  engenharia de software baseada em componentes está se tornando 
uma abordagem principal para o desenvolvimento de sistemas embarcados” [SHANG, 
KODASE e SHIN, 2002]. 
Em   relação   à  plataforma   de   hardware,   sistemas   embarcados   podem   ser 
implementados sob três perspectivas: processadores, dispositivos lógicos programáveis 
(e.g.   FPGAs)   e   circuitos   integrados   específicos   à   aplicação   (ASICs). 
Microcontroladores são eficientes, baratos e existem em muitas famílias e tipos, mas 
frequentemente não satisfazem exatamente os requisitos específicos das aplicações, e 
necessitam que se implemente circuitos adicionais. ASICs são economicamente viáveis 
apenas  quando o volume de produção é   alto.  FPGAs  são dispositivos  de hardware 
reconfigurável   que,   até   alguns   anos   atrás,   eram   usados   principalmente   para   a 
prototipação de ASICs e para produção em baixa escala. Mais recentemente, entretanto, 
avanços tecnológicos permitiram a produção de FPGAs mais rápidas, baratas e em larga 
escala.   Com   a   pressão   para   reduzir   o   tempo   de   produção   e   custos   de   sistemas 
embarcados, esses avanços estão tornando as FPGAs uma alternativa interessante para 
muitos projetos industriais [MEI, SCHAUMONT e VERNALDE, 2000]. Além disso, 
FPGAs facilitam o  desenvolvimento  de  projetos   integrados  de  software  e  hardware 
(hardware­software co­design).
Nesse   contexto,   tem   havido  muitas   contribuições   que   promoveram   avanços 
significativos  no desenvolvimento de PLDs como SoCs para aplicações embarcadas. 
Uma primeira  questão foi o desenvolvimento do conceito  de IPs [SANGIOVANNI­
VINCENTELLI  e  MARTIN,  2001]  como  componentes  de  hardware  reutilizáveis 
(cores).   “O   reuso   de   Propriedades   Intelectuais   (IPs)   é   uma   das   técnicas   mais 
promissoras no tratamento do problema da complexidade de projeto. O reuso de IPs 
assume   que   componentes   pré­projetados   podem   ser   integrados   no   projeto   sob 
desenvolvimento, reduzindo assim o tempo e complexidade desse projeto” [SHANG, 
KODASE e SHIN, 2002].
Hardware­software   co­design  pesquisa   métodos   de   projetar,   de   maneira 
conjunta,   sistemas  que   integram hardware  e   software.  Seu   fluxo  de  projeto  normal 
inclui:  especificação do sistema, particionamento hardware­software, co­síntese e co­
simulação[MEI, SCHAUMONT e VERNALDE, 2000]. Na última década houve várias 
contribuições  em hw/sw co­design [ERNST, HENKEL e BENNER, 1993;  GUPTA, 
1994; GAJSKI et al., 1994; BOLSENS et al., 1997; THIELE et al., 2001; POLPETA e 
FRÖHLICH, 2005; JERRAYA e WOLF, 2005]. Com isso, várias metodologias para o 
projeto conjunto de hardware e software foram desenvolvidas e estão disponíveis para 
os desenvolvedores de Sistemas Embarcados.
Assim, de um lado, sabe­se da grande proliferação dos Sistemas Embarcados e 
da   necessidade   de   projetá­los   adequada   e   rapidamente   através   de  metodologias   e 
ferramentas específicas. Sabe­se também que houve grandes avanços nas FPGAs, e nas 
metodologias   para   a   engenharia   de   software   e   hardware­software   co­design   para 
Sistemas Embarcados. Por outro lado, o projeto integrado de software e hardware (co­
design)   permite   que   alguns   elementos   de   ambos   os   domínios   (hw   e   sw)   sejam 
implementados com características específicas para suportar um determinado algoritmo, 
aumentando seu desempenho.
Desde modo, o projeto brevemente descrito neste artigo realizou estudos que
(i)   avaliaram   sistemas   operacionais   embarcados   baseados   componentes;   (ii) 
identificaram componentes de software que poderiam ser implementados em hardware; 
e   (iii)  modelaram  tais   componentes   e,   com base  nesses   estudos,   implementou  com 
sucesso cinco desses componentes em hardware: pilha, fila, temporizador, semáforo e 
escalonamento circular.
3. Desenvolvimento
3.1. Semáforo
Segundo Silberchatz & Galvin (2000), semáforos são utilizados para a sincronização de 
processos em sistemas operacionais. Um semáforo pode ser considerado uma variável 
inteira  que  contém um valor   inicial  e   todo  acesso  a  esta  é   feito  por  meio  de  duas 
operações   atômicas   P   (do   holandês  proberen,   testar)   ou  wait  e   V   (do   holandês 
verhogen, incrementar) ou signal. 
A implementação do semáforo em linguagem de descrição de hardware VHDL 
considerou as operações e princípios de funcionamento tipicamente descritos nas obras 
de sistemas operacionais, exceto por não conter a lista de processos em estado  sleep, 
limitando­se   a   controlar   o   valor   do   semáforo   e   a   indicar   o   bloqueio   ou   não   dos 
processos. A máquina de estados para este componente é apresentado na figura 1.
Figura 1. Máquina de estados do semáforo em hardware
O semáforo implementado possui uma estrutura de memória associativa, onde o 
índice da memória é o identificador do semáforo e o valor armazenado corresponde ao 
valor do semáforo. Assim, o primeiro passo é a criação do semáforo, ou seja, a alocação 
de um espaço na memória que represente tal semáforo. Para as operações P ou V, basta 
procurar   uma   linha   ativa   na   memória   cujo   identificador   da   linha   seja   igual   ao 
identificador   do   semáforo   e   incrementar   ou   decrementar   o   valor   correspondente. 
Quando   se   remove   um   semáforo,   apenas  marcamos   a   linha   como   vazia.   A   cada 
operação  o dispositivo  atualiza  sua  saída  com o  valor  do  semáforo.  A estrutura  da 
memória é na verdade um vetor de registradores com o total de bits = Numero de Bits  
do Identificado + Numero de Bits do Valor + 1 bit que indica a validade da linha.
O semáforo em hardware foi validado por simulação computacional usando a 
ferramenta ModelSim SE. A figura 2 apresenta o diagrama de temporização de uma 
dessas simulações. Em destaque no diagrama as operações e seus valores na memória. É 
possível verificar no diagrama que as operações duram em média 5 pulsos de clock, o 
que  é  muito  mais   rápido  que   sua   implementação  em software,   além de  não  exigir 
técnicas para a execução atômica das operações . 
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Figura 2 . Diagramas de Temporização usados para validação do componente por simulação
Após as simulações  foi realizada a síntese do circuito  a fim de quantificar a 
quantidade de recursos necessários  para a síntese deste componente,  considerando a 
FPGA disponível: XC3S200, família Spartan3 da Xilinx. Os principais recursos a serem 
observados estão representados na tabela 1. A informação mais importante corresponde 
ao Total de LUTs de 4 entradas (Total Number 4 input LUTs) que, neste componente, 
foi de 8% do total disponível na FPGA. Ressalta­se que esses valores correspondem a 
um componente no qual o valor e o identificador dos semáforos contêm 8bits e em que 
até   8   semáforos   podem   ser   controlados   pelo   componente.  O   uso   de  mais   de   um 
semáforo  no  mesmo  componente   economiza  área   de  FPGA.   Infelizmente,  é   difícil 
realizar a comparação entre esses resultados e outros trabalhos, uma vez que variações 
na quantidade de semáforos, de bits de representação e mesmo do tipo e modelo das 
FPGAs utilizadas pode comprometer a comparação.
Tabela 1. Resultado da síntese do componente Semáforo
Device Utilization Summary
Logic Utilization Used Available Utilization Note(s)
Number of Slice Flip Flops 157 3,840 4%  
Number of 4 input LUTs 323 3,840 8%  
Logic Distribution         
Number of occupied Slices 215 1,920 11%  
    Number of Slices containing only related logic 215 215 100%  
    Number of Slices containing unrelated logic 0 215 0%  
Total Number 4 input LUTs 331 3,840 8%  
Number used as logic 323      
Number used as a route­thru 8      
Number of bonded IOBs 31 173 17%  
    IOB Flip Flops 16      
Number of GCLKs 1 8 12%
3.2. Escalonador Round­Robin
Round­Robin, ou alocação circular, é um algoritmo de escalonamento onde é definido 
um intervalo de tempo, ou quantum de tempo, para cada processo [SILBERCHATZ & 
GALVIN,   2000].  Durante   a   execução   do   processo   pela  CPU,   o   processo   tem   seu 
quantum decrementado e quando o quantum chega a zero, o processo é inserido no final 
da fila de 'prontos' (ready) para terminar seu processamento mais tarde e é selecionado 
o primeiro processo dessa fila para ser executado [SILBERCHATZ & GALVIN 2000, 
TANENBAUM, 2003].
Ao   analisarmos   mais   atentamente   a   descrição   do   funcionamento   de   um 
escalonador round­robin, é possível verificar que ele é composto por dois componentes 
principais: (i) um Timer para contabilizar o quantum de tempo; e (ii) uma fila FIFO 
para   armazenar   os   processos   aptos   a   usarem  a  CPU com prioridade   de   ordem de 
chegada. Embora não sejam apresentados neste artigo pela limitação de espaço, esses 
dois sub­componentes do escalonador também foram implementados neste projeto de 
forma   independente   (como   componentes   próprios).   Sendo   assim,   o   escalonador 
basicamente faz o gerenciamento da fila e do timer, apresentando uma interface para 
CPU mais  apropriada  a  um escalonador,  que  possui  uma entrada   (registrador)  para 
comandos, uma entrada para dados, uma saída de dados, uma saída com o status interno 
do escalonador e dois sinais de saída: interrupção e acknowledge. A figura 3 apresenta a 
FSM da implementação do escalonador round­robin. 
A   validação   deste   componente   foi   realizada   por   simulação   computacional, 
utilizando   a   ferramenta   Xilinx   ISE.   Diferentes   situações   foram   testadas   para   sua 
validação   final,   sendo   que   algumas   são   apresentadas   na   figura   4.   As   operações 
realizadas   sobre   o   escalonador   são   apresentadas   nessa   figura   estão   indicadas   por 
números,   que   correspondem   às   seguintes   operações:   (1)   Alteração   do   Timer;   (2) 
Inserção do processo 1; (3) Inserção do processo 2; (4) Inserção do processo 3; (5) 
Inserção do processo 4; (6) Inserção do processo 5; (7) Busca processo 1; (8) Processo 1 
preemptado; (9) Busca processo 2; (10) Fim da execução do processo 2; (11)   Busca 
processo 3; (12) Processo 3 preemptado; (13) Busca processo 4; (14) Erro. CPU já está 
atendendo;   (15)   Time   Out;   (16),   (17),   (18):   Operação   não   atendida.   Escalonador 
ocupado com TimeOut; (19) Busca processo 5; (20) Fim da execução do processo 5; 
(21) Busca processo 1; (22) Erro. a CPU já está atendendo; (23) Fim da execução do 
processo 1.
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-Coloca a entrada do escalonador na 
entrada do timer
Alterar Timer
- Seta o comando 
inserir do timer
Recebe ACK da CPU
- Limpa interrupçao
CPU livre e Fila não 
vazia
- Seta interrupçao
Figura 3. FSM da implementação do componente Escalonador
Após as simulações  foi realizada a síntese do circuito  a fim de quantificar a 
quantidade de recursos necessários  para a síntese deste componente,  considerando a 
FPGA disponível: XC3S200, família Spartan3 da Xilinx. Os principais recursos a serem 
observados estão representados na tabela 2. O escalonador round­robin em hardware 
ocupa   7%   da   área   disponível   nessa   FPGA,   considerando   o   componente   com 
identificador de processo de 32 bits e fila FIFO com capacidade para 8 processos.
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Figura 4. Diagrama de Ondas da validação do componente Escalonador
Após  a  validação  do  escalonador  por  simulação  foi  feita  sua  validação  em 
protótipo físico, integrando esse componente ao PLASMA, que é processador soft-core 
baseado no MIPS [RHOADS, 2001]. Para essa validação foram necessárias as seguintes 
etapas:  (i)  Integrar  o  componente  ao  PLASMA;   (ii)  Escrever  código  de  teste  em 
linguagem C; (iii)  Compilar  este  código para a arquitetura;  (iv)  Converter  o código 
binário, para um arquivo VHDL para inicializar a memória de programa; (v) Sintetizar 
o  circuito  em  FPGA;  e  (vi)  Validar  o  funcionamento  através  dos  resultados 
apresentados pelo PLAMA, por uma porta serial conectada ao PC.
Os resultados demonstram a funcionalidade do sistema, retirando do software o 
overhead de tratamento de interrupções do timer e análise do quantum de tempo, que 
passam  a  ser  realizados  pelo  componente  em  hardware.  O  software  (sistema 
operacional) apenas recebe uma interrupção do escalonador no momento em que uma 
troca  de  contexto  deve  ocorrer,  lê  o  registrador  de  dados  com  o  identificador  do 
processo  a  ser  escalonado  (que  já  é  um ponteiro  de  32 bits  para  a  posição  de  seu 
contexto na memória) e apenas realiza a carga desse contexto na CPU.
Tabela 2 ­ Resultado da síntese do componente Escalonador
Device Utilization Summary
Logic Utilization Used Available Utilization Note(s)
Number of Slice Flip Flops 223 3,840 5%  
Number of 4 input LUTs 203 3,840 5%  
Logic Distribution         
Number of occupied Slices 189 1,920 9%  
    Number of Slices containing only related logic 189 189 100%  
    Number of Slices containing unrelated logic 0 189 0%  
Total Number 4 input LUTs 298 3,840 7%  
Number used as logic 203      
Number used as a route­thru 31      
Number used for Dual Port RAMs 64      
Number of bonded IOBs 132 173 76%  
    IOB Flip Flops 67      
Number of GCLKs 1 8 12%  
4. Conclusões
Com o forte  crescimento  na área  de sistemas embarcados  procura­se cada vez mais 
diminuir   o   tempo   de   desenvolvimento   de   novos   produtos.   O   projeto   baseado   em 
componentes tem sido a abordagem mais utilziada na área, tanto para software quanto 
para hardware. 
Este artigo apresentou o desenvolvimento em hardware de dois componentes 
tipicamente de software: um semáforo e um escalonador de processos. A possibilidade 
de   mapear   funcionalidades   de   componentes   para   software   ou   para   hardware 
(particionamento hardware/software) é tema atual e de grande interesse na comunidade 
científica.   Os   componentes   desenvolvidos   neste   projeto   visam   auxiliar   os 
desenvolvedores de sistemas embarcados oferecendo componentes que são comumente 
encontrados em sistemas operacionais agora como componentes de hardware, podendo 
o projetista escolher durante o projeto qual componente é mais adequado ao projeto, o 
de software ou o de hardware. 
Os componentes desenvolvidos foram validados por simulação computacional e/
ou por prototipação física, e demonstraram sua aplicabilidade prática. Trabalhos futuros 
incluem a adaptação do processador soft­core PLASMA para que ele próprio seja um 
componente  de  hardware   independente,  o  que   facilitaria   sua   integração  com outros 
componentes  de hardware,  e   também a implementação de outras  funcionalidades  de 
software,  como cálculo  de  CRC para   intefaces   seriais  e  de   rede,  e  controle  de  um 
sistema de arquivos básico.
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