Recent observations show that the single-cell response of p53 to ionizing radiation (IR) is ''digital'' in that it is the number of oscillations rather than the amplitude of p53 that shows dependence on the radiation dose. We present a model of this phenomenon. In our model, double-strand break (DSB) sites induced by IR interact with a limiting pool of DNA repair proteins, forming DSB-protein complexes at DNA damage foci. The persisting complexes are sensed by ataxia telangiectasia mutated (ATM), a protein kinase that activates p53 once it is phosphorylated by DNA damage. The ATM-sensing module switches on or off the downstream p53 oscillator, consisting of a feedback loop formed by p53 and its negative regulator, Mdm2. In agreement with experiments, our simulations show that by assuming stochasticity in the initial number of DSBs and the DNA repair process, p53 and Mdm2 exhibit a coordinated oscillatory dynamics upon IR stimulation in single cells, with a stochastic number of oscillations whose mean increases with IR dose. The damped oscillations previously observed in cell populations can be explained as the aggregate behavior of single cells.
C
ells under stresses such as DNA damage, hypoxia, and aberrant oncogene signals trigger their internal self-defense machinery. One critical response is the activation of the tumor suppressor protein p53, which transcribes genes that induce cell cycle arrest, DNA repair, and apoptosis (1) (2) (3) (4) . A central node in the p53 network is the Mdm2 protein, the product of one of the p53 target genes and a negative regulator of p53. The negative feedback loop formed by p53 and Mdm2 can produce oscillatory dynamics. Indeed, damped oscillations of p53 and Mdm2 protein level have been observed upon ionizing radiation (IR)-induced DNA damage in cell populations (5) . Intriguingly, recent in vivo fluorescence measurements in individual cells revealed that in response to IR, these two proteins exhibit a ''digital'' response that produces discrete pulses of p53 and Mdm2. The average height and duration of these pulses are fixed, whereas the mean number increases with the strength of DNA damage (6) .
Several models have been proposed (5, 7, 8) to explain the damped oscillations of p53 in cell populations. However, these modeling efforts did not explore sustained pulses as found in single-cell responses and did not attempt to characterize the signaling between DNA damage and the activation of the p53 oscillatory response.
In this study, we present a model for the digital, undamped oscillatory p53 activity elicited by IR at the single-cell level consisting of three subsystems: a DNA damage repair module, an ataxia telangiectasia mutated (ATM) switch, and the p53-Mdm2 oscillator. We investigate the controlling role of ATM to set a threshold level of DNA damage during the radiation response, as suggested by growing biochemical evidence (9) (10) (11) (12) . Finally, by adding stochasticity to selected model parameters, we replicate the variable number of p53 pulses in individual cells as well as the cell population dynamics.
Methods
Model Description. Overview. The basic three-module structure of the model is shown in Fig. 1 . In the first module, a random number of double-strand breaks (DSBs) is formed based on the initial radiation level, after which DNA damage repair complexes are assumed to form around the DSBs. The repair process proceeds in a stochastic fashion in which repair complexes take a variable time to fix the DSB at each site. In the second module, the repair complexes are assumed to be the signal that induces activation of ATM. ATM activation is assumed to be autocatalytic (11) , with positive feedback rapidly activating the pool of ATM with only a small number of DSBs. The third module consists of the well known p53 and Mdm2 negative feedback loop. Mathematical analysis has shown that there is a wide range of parameters for which the oscillations persist (13) . The dashed arrow in Fig. 1 represents the induction of DNA repair proteins and important cell cycle players triggered by the p53 response to IR. However, the paucity of data for this process prevents us from including this mechanism in our model. These three modules are described in more detail below. DNA damage initiation and repair. DSBs are the primary DNA lesions caused by IR (14, 15) . In eukaryotic cells, the repair proteins Mre11, Rad50, and NBS1 (which form the MRN complex) are reported to bind to DSB, forming complexes that activate ATM (16) . These repair mechanisms can be represented as the set of reactions shown in Fig. 2A . Quantification of remaining DSBs in cells after IR showed that the typical DSB repair process exhibits biphasic dynamics consisting of a fast initial component and a decreasing rate at longer repair intervals (17, 18) . To account for such dynamics, our model of DNA repair contains two parallel repair pathways with distinct reaction rates corresponding to fast and slow repair (Fig. 2B) . The fast and slow kinetics refer to repair of simple and complex DSBs, respectively, as described in refs. 19 and 20. Both processes are described by a reversible binding of repair proteins and DSB lesions into a DSB-protein complex followed by an irreversible repair process from the complex to repaired DSBs. Both the fast and slow kinetics contain a first-order and a second-order repair rate. DSB repair is a first-order process if break ends associated with the same DSB are rejoined, and it is a second-order process if the break ends associated with two different DSBs are involved in the repair event (19, 20) .
Given the small number of DSBs present at low and moderate IR doses, we simulate DNA repair at the single-cell level as a stochastic process. We assume that the initial number of DSBs obeys a Poisson distribution whose average is proportional to the radiation dose (10, 21) and compute the repair dynamics by using Monte Carlo methods. The model implementation details, parameter values, and further discussion can be found in the supporting information, which is published on the PNAS web site. ATM-mediated DSB signal transduction. The role of ATM as DSB detector is well documented (11, (22) (23) (24) (25) . In unstressed cells, ATM exists as a dimer whose kinase activity is impeded by its partner ATM molecule. After IR, intermolecular autophosphorylation occurs, causing the dimer to dissociate rapidly into active monomers, which can then phosphorylate p53. The kinase activity of ATM is augmented after IR doses as low as 0.2 Gy and is saturated at doses of Ϸ0.5 Gy. Such a low IR dose only induces a few DSBs in the cell, suggesting that ATM is extremely sensitive as a DNA damage detector. Here, we assume that the DSB repair-protein complex activates ATM directly (26, 27) , although other intermediate components may be involved.
Based on previous experiments, we propose an ATM activation module of three components: ATM dimer, inactive ATM monomer, and active ATM (ATM*) monomer, which are interconnected by a dimerization process and a DSB-induced phosphorylation reaction coupled with positive feedback (Fig. 3) . We assume that k dim Ͼ Ͼ k undim , so that inactive ATM dimers predominate in resting cells. After IR, phosphorylation of inactive ATM monomers is promoted first by the DSB complexinduced activation and then rapidly by means of the positive feedback from ATM*, accounting for intermolecular autophosphorylation (11) . More precisely, the rate of ATM activation is assumed to be a function of the amount of DSB complex and ATM* monomer (see the supporting information). The total concentration of ATM is assumed to be a constant. The mathematics and parameters of this module can be found in the supporting information. We elaborate on the limitations of this module in Discussion. The p53-Mdm2 oscillator. The core regulatory circuitry of p53 is a loop formed by p53 and its principal antagonist, Mdm2, a p53-specific ubiquitin ligase that is transactivated by p53 (28, 29) . We model this well studied negative feedback loop (30) (31) (32) according to the scheme displayed in Fig. 4 , which includes transcriptional ( 1 ) and translational͞translocation ( 2 ) time delays to account for transcriptional elongation times and to describe only nuclear concentrations, respectively (see the supporting information for equations and parameters). This circuit alone can produce stable oscillations of p53 and Mdm2 in response to a sufficiently strong ATM activation (13) .
Our model contains some features not considered in earlier mathematical models of this system. We include ATM* phosphorylation of p53, which elevates the transcriptional activity of p53 after IR (33, 34) . We model this mechanism by the ATM*-induced reaction of p53 from the inactive state to the active state (p53*). We further assume that inactive p53 is degraded rapidly by Mdm2 but that p53* is degraded with a slower rate to account for a decreased binding affinity between these two proteins and decreased polyubiquitination efficacy (35) . This inefficient degradation of p53* and the assumption that only p53* can induce target genes cause an overall effect of increased transcriptional activity and decreased degradation of the total p53, as observed. To account for the accelerated autodegradation of Mdm2 induced by stress-activated kinases [including ATM (36) ], which 
Fig. 4.
Diagram of the p53-Mdm2 oscillator. p53 is translated from p53 mRNA and is inactive for induction of its targets. Phosphorylated by ATM*, p53 becomes active (p53*) and able to transcribe (after a time delay) Mdm2, which also has a basal transcription rate. Mdm2 protein promotes a fast degradation of p53 and a slow degradation of p53*. In addition to a basal self-degradation, Mdm2 is degraded by a mechanism stimulated by ATM*.
makes the Mdm2 half-time as short as 5 min, we assume that ATM* promotes Mdm2 destabilization through a Hill mechanism. Based on our measurement that shows that the p53 concentration lies in the range of 0.06-0.5 M (see the supporting information), the oscillator parameters are calibrated such that the basal p53 concentration is 0.35 M.
Results
DNA Damage Repair Dynamics. In our simulations, an acute IR dose of x Gy is first applied. The number of resulting DSBs obeys a Poisson distribution with a mean of 35x, consistent with the measured 30-40 DSBs per Gy per cell (37) (38) (39) . Because there may be many repair proteins nucleated around each DSB (for example, Mre11-Rad50-NBS1 complexes form foci that may arise from the creation of multiple binding sites near DSBs), we assume that we have 20 repair proteins per cell, representing the maximum number of DSBs that can be repaired simultaneously. The important assumption here is that the relatively small number of repair proteins is initially rate-limiting in DSB repair. The small number of breaks and the assumption of a small number of repair proteins make it necessary to simulate the process by using stochastic techniques. Simulation details can be found in the supporting information. Fig. 5A shows a time plot of the fraction of DSBs remaining, consisting of both unrepaired DSBs and DSBs in complex with repair proteins (DSBCs) in response to 5-Gy IR for two independent runs. The traces show a decaying process with discontinuous jumps due to the assumption that the final step of DSB repair is irreversible. In contrast, the time plot of DSBCs in Fig. 5B shows an initial plateau value of 20 because, initially, all of the repair proteins are in complexes.
We argue below that ATM activation drives downstream events with a threshold behavior and that the crossing of this threshold is responsible in part for the stochastic nature of the number of p53-Mdm2 oscillations. To illustrate this point, we define here the critical crossing time (CCT) as the last time when the DSBC trace intersects the threshold (Fig. 5B) . We chose five DSBCs as a plausible threshold value based on the experimental quantification that at IR doses of 0.1-0.2 Gy, a measurable amount of ATM* appears (11) and on the calibration of Ϸ35 DSBs per Gy per cell. Fig. 5C shows a histogram of the CCT distribution for 2,000 runs of the DNA repair module. The CCT values range from Ϸ500 to Ϸ1,500 min, with a mean of 904 min. Clearly, the duration of events downstream from the DNA repair module will reflect the intrinsic stochasticity in the damage repair processes.
Activation of ATM.
Here, we address how ATM shows a switch-like behavior and relays the DNA damage signal. ATM* responds to DSBCs in our model as described in the supporting information. We have seen above that DSBCs reach a maximal value because of limited repair resources soon after irradiation. Because DSBCs change on a time scale of hours but ATM equilibrates in minutes because of fast phosphorylation, ATM* follows the time course of DBSCs adiabatically. In Fig. 6A , we plot steady-state ATM* versus IR dose between 10 Ϫ2 and 10 Gy. This relation is well fitted by a Hill function with a Hill coefficient of 2 and a half-saturation threshold corresponding to IR Ϸ 0.14 Gy (about five DSBCs). Immunoblot studies by Bakkenist and Kastan (11) show a rather abrupt onset of activated ATM that starts at 0.1-0.2 Gy and reaches saturation at Ϸ0.4 Gy (see figure 5d in ref. 11). Our model qualitatively resembles the actual data reported in ref. 11 except that it has not yet saturated at 0.4 Gy (see the supporting information). In other words, a Hill coefficient of 2, although sufficiently high to account for the digital behavior as shown below, appears less cooperative than the actual data. The cooperativity in our model arises from a reasonable kinetic mechanism of ATM activation (see the supporting information) whose details might need to be modified as more experimental information becomes available.
In Fig. 6B , we plot the time course of ATM* stimulated by the input signal labeled ''a'' in Fig. 5B . At time 0, all of the ATM is activated very rapidly in response to the saturating DSBCs, and ATM* remains maximal over the first 500 min. Once DSBCs fall below threshold, the ATM* level decays to zero much faster than DSBCs because of the cooperativity in ATM activation. The sharp, step-like shape of the trace in Fig. 6B suggests that the ATM module with a Hill coefficient of 2 can produce an on-off switching signal to the downstream oscillator.
IR-Induced Oscillations of p53. In response to the on-off input, the p53-Mdm2 module generates one or more oscillations for IR doses over Ϸ0.2 Gy. Fig. 7A shows the response of p53, Mdm2 mRNA, and Mdm2 protein after an acute application of 5-Gy IR at time 0; the upstream DSB and ATM signals are displayed in Figs. 5 and 6, respectively. Upon activation by ATM* and decreased degradation by Mdm2, the total amount of p53 protein increases quickly. The initial drop of Mdm2 is due to the accelerated ATM*-stimulated self-degradation. Mdm2 then rises because of the p53-dependent induction of Mdm2 transcription, albeit with a delay. The increase in Mdm2 protein is sufficiently large to lower the p53 level, which in turn reduces Mdm2 production and Mdm2 protein. This sequence describes one oscillation. The oscillation pulses in Fig. 7 have a period of 420 min (Ϸ7 h), and the phase difference between p53 and Mdm2 is Ϸ115 min, both of which are consistent with experimental observations (6) . Note that, consistent with the average trend observed in ref. 6 , the first pulse is slightly higher than the second, probably due to the transition between basal equilibrium and the limit cycle as well as repaired DNA damage.
The stochasticity of DNA repair displayed in Fig. 5C is propagated to the oscillator. For example, at an IR dose of 5 Gy, one, two, or three pulses of p53 could be produced. Fig. 7A shows the case with two pulses. (See the supporting information for instances with one or three pulses.) This result resembles the behavior observed in single-cell measurements, showing that at the same IR dose, different cells from the same clone may display different numbers of p53 pulses (6) . We further quantified the relation between the IR dose and the elicited p53 pulse number as in Lahav et al. ( figure 3a in ref. 6 ). For each IR dose, we ran 10 experiments of 100 simulation runs representing 100 cells (from the same clone) and computed the average fraction of cells with zero, one, and two or more p53 pulses at different doses (Fig. 7C, dashed lines) . Our simulation reproduces to a great degree the results reported in ref. 6 : The more severe the damage, the greater the number of p53 pulses, on average. The distribution of pulse numbers mimics the experimental trend at all IR doses, except that at 10 Gy, our model predicts uniform (100%) oscillations with two or more pulses, whereas Lahav et al. (6) observed a large fraction (40%) of the cells exhibiting only one pulse. This discrepancy will be addressed later.
It was shown in ref. 6 that the average of single-cell p53 data were damped oscillations with a second peak smaller and broader than the first peak. To compare with experimental behavior, we computed the average of p53 and Mdm2 from 100 simulations representing 100 individual cells (Fig. 7B, dotted  lines) . The response does show decreasing amplitudes of p53 pulses, but the second peak is not as small and wide as experimentally observed (6) . Taken together with the data above, our results indicate that the stochasticity in the DNA damage signaling process alone is not enough to account for the variability between the cells sampled in the experiments. Likely sources of experimental variability not considered in our model include different stages of the cell cycle, uneven extracellular disturbance, cells undergoing apoptosis, and noisy gene expression (40, 41). As a result, different individual cells may have different internal parameters. For our model, we allow parameter stochasticity (PS) in four parameters: the transcriptional time delay 1 , the translational͞transport time delay 2 , the total number of DNA repair proteins, and the total amount of ATM. They are assumed to be uniformly distributed in a range [0.5, 1.5], where represents their respective nominal value. We then recomputed the distribution of pulse numbers (Fig. 7C , solid lines) and the cell population response (Fig. 7B, solid lines) under PS. PS effectively adds more variability to the dynamics in that now Ϸ20% of individual cells oscillate with one pulse at 10 Gy rather than uniformly showing two or more pulses. In addition, the error bars of p53 pulse-number distribution under PS are considerably larger than without PS (data not shown). The cell population time courses under PS also exhibit a smaller and broader second pulse, better mimicking experiments. In contrast to the variability in the number of pulses, the mean amplitude and the period of the pulses were relatively constant with respect to changes in IR dose (see the supporting information), as was also found in ref. 6 . Taken together, these results show that our model of p53 response to IR yields roughly equal-sized pulses with a mean number that increases with IR strength.
Finally, we stress the dynamical importance of the ATM*-dependent degradation of Mdm2 (see the supporting information). As discussed earlier, the p53-Mdm2 module includes explicit time delays 1 and 2 . Interestingly, if we remove the ATM*-dependent degradation of Mdm2, keeping the rest of the parameters at their nominal values, then there are no sustained oscillations regardless of how high the time delay and the DNA damage is (see the supporting information). In the present model, which includes ATM*-stimulated Mdm2 degradation, sustained oscillations occur if the total time delay is more than the Ϸ16-min threshold (see the supporting information). Thus, the mechanism of ATM*-dependent degradation of Mdm2 confers the system with additional oscillatory robustness.
Model Predictions.
We can derive quantitative predictions on how perturbations of different parameters of the system affect p53 oscillations under DNA damage. A first prediction is that a 2-fold or larger increase of the basal transcription rate for Mdm2 will disable oscillations (Fig. 8A) . If oscillations are of importance for an apoptotic response, this prediction implies that cells with abnormally high Mdm2 basal transcription rates should be associated with enhanced tumorigenesis. Indeed, this conjecture seems to be consistent with the recent study of SNP309 (42), a SNP in the basal Mdm2 promoter that is associated with accelerated tumor formation. Preliminary experiments have indeed shown that homozygous cell lines on this SNP with 2-fold higher basal Mdm2 transcription do not oscillate in response to IR (data not shown). A second prediction is that a 2-fold decrease or 6-fold increase of the basal p53 transcription rate will disable oscillations (Fig. 8B) . The latter effect is counterintuitive, and it would be interesting to test whether enhancing p53 transcription (by using p53 gene-transfected cell lines, for instance) could destroy IR-induced oscillations.
The consequences of perturbations in the concentration of key signaling components can also be predicted. For example, we predict that knocking down DNA damage repair proteins (such as the Mre11-Rad50-NBS1 complex) will lead to a longer repairing time and an enhanced variability in the number of oscillations at a given IR dose. The model also predicts that, while the onset of oscillation requires a sufficient amount of ATM (13), an excessive total amount of ATM (Ϸ20-fold) annihilates p53 oscillation. This large ATM excursion is clearly difficult to realize experimentally.
Discussion
Mechanism of Threshold Sensing. Our model exhibits strong sensitivity to the number of DSBs, which may be necessary to arrest the cell cycle in response to a small number of DSBs. When studying the p53-Mdm2 module in isolation (13), we observed that increasing the ATM* level produces an abrupt onset of oscillations, technically called a Hopf bifurcation. A possible role of a Hopf bifurcation as a threshold sensor has been suggested recently by Tyson and coworkers (43, 44) . We also modeled IR ATM* response with a Hill function, leaving the Hill coefficient n H as a free parameter to study the effect of a higher cooperativity of the ATM module on the response of the p53-Mdm2 oscillator (see the supporting information). A steeper cooperative activation function of ATM* can produce an even sharper transition to oscillations as the steepness of the ATM response is compounded with the steepness of the Hopf bifurcation. As a result, the whole-model behavior of ATM* and the p53-Mdm2 oscillator closely resembles an on-off switch with an abrupt onset that quickly saturates as the apparent cooperativity of ATM activation increases (see the supporting information). Hence, once the IR dose is sufficiently large to produce oscillations, the amplitude of the oscillations is essentially fixed.
Model Limitations. The three-component formulation of the ATM module is reasonable but speculative. For example, the choice of the DSB complex as input to the ATM-sensing module explains part but not all possible means of ATM activation; ref. 11 also suggest that changes in chromatin structure are sufficient to activate ATM even in the absence of DSBs. We chose a rather simplistic representation for the activation of ATM that provides a fairly minimal representation for events that may be more complex, like the role of ATM dimerization or possibly higher multimerization in the autophosphorylation process. Although the work in ref. 11 indicated the presence of dimers of inactive ATM, the researchers also pointed out that higher-order multimers could not be ruled out, which could potentially increase the cooperativity in the ATM system as shown in the classic literature on allosteric enzyme reactions, such as the Monod-Wyman-Changeaux model (45) .
Despite the fact that, in a stressed cell, there exists a variety of modified p53 protein states (46, 47) , we assume that p53 has only an inactive state and an active state for transactivation to emphasize that, as a transcription factor, p53 is latent in unstressed cells and transcriptionally active in irradiated cells. Reality is more complex, and other p53 states may be important.
According to initial reports that suggest that after binding in the nucleus, the p53-Mdm2 complex shuttles to the cytoplasm for p53 degradation, our model should differentiate between nuclear and cytosolic pools of p53 and Mdm2 with appropriate translocation rates. However, recent reports suggest that Mdm2-mediated degradation occurs in the nucleus at a high rate (32, 48, 49) , although the exact roles and ratios of degradation rates in the two compartments are not known. For this initial model, we have considered only nuclear components, although a multicompartment model could be a necessary extension as more data become available.
We have omitted many known players in the p53 circuit, such as Wip1 and cyclin G, two other negative regulators of p53 (50, 51) . Although their contribution to the oscillatory dynamics after IR may be important, at this stage, we are more confident including only Mdm2 as the primary negative regulator of p53. Other genes that are part of the p53 circuit, such as YY1 (52) (which negatively regulates p53) and ARF (53) [a negative regulator of Mdm2 activated by oncogenes such as Myc, E2F-1, Ras, and DMP1 (54)] do not seem to have a dynamic role in the response of p53 to IR and therefore have not been included in our model.
Biological Speculation. Why do single cells show digital behavior?
We propose that the oscillations of p53 act as a timer for downstream events such as cell cycle arrest and apoptosis. We speculate that genes inducing growth arrest (e.g., p21) are rapidly expressed during the first oscillation of p53, whereas proapoptotic p53 target genes such as Noxa, Puma, or Bax are gradually integrated over multiple cycles of p53 pulses, ratcheting up at each pulse until they reach a certain threshold value that activates apoptosis. Selective activation of genes via different temporal induction profiles has been seen in other cellular pathways (55) .
Conclusions
Our model provides a framework for the theoretical analysis of the mechanisms underlying the digital response of p53 to IR. Although some aspects of the biology involved in this process, such as the role of cellular compartments and the inclusion of other feedback loops present in the system, were not fully addressed, model building requires successive iterations to capture the ever growing and sometimes confusing body of experimental facts. Efforts such as the one presented here will play important roles in the synthesis of existing data, the elucidation of what is dynamically relevant in this system, and the generation of hypotheses for further experimentation.
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