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En esta tesis se considera el problema de calibración de parámetros a datos observados en el mer-
cado de un Modelo Libor con volatilidad estocástica propuesto por Wu & Zhang (2006), para
valorar caps y swaptions en tasas de interés. Se calculan precios de caps utilizando la metodoloǵıa
de la transformada rápida de Fourier FFT y se utilizan mı́nimos cuadrados no lineales regulariza-
dos para obtener valores de los parámetros que ajusten de manera óptima el modelo a los precios
observados de caps y swaptions en el mercado.
Palabras clave: Modelos estocásticos de tasas de interés, Calibración, Volatilidad estocástica.
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Abstract
This thesis considers the problem of calibration of parameters to market data of a Libor market
model with stochastic volatility proposed by Wu & Zhang (2006), to price caps and swaptions on
interest rates. The prices of caps and swaptions are calculated using the methodology of the fast
Fourier transform FFT and regularized nonlinear least squares are then used to obtain parameter
values which fit optimally the model to observed prices of caps and swaptions in the market.
Key words: Stochastic interest rate models, calibration, Stochastic volatility
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1. Introducción
Los mercados financieros continúan transformándose de manera intensa en los últimos años. Una
de las manifestaciones más evidentes es el impresionante crecimiento de los ”productos derivados”.
Entre los derivados más comunes tenemos las llamadas opciones. Una opción es un contrato que da
a su comprador el derecho, pero no la obligación, a comprar o vender bienes o valores a un precio
predeterminado (strike o precio de ejercicio), en una fecha concreta denominada vencimiento (Hull,
2006). Hay varios tipos de opciones, las más conocidas son las opciones europeas las cuales pueden
ser ejercidas en el momento del vencimiento y las opciones americanas que pueden ser ejercidas en
cualquier momento entre el d́ıa que inicia el contrato y el d́ıa de vencimiento.
Uno de los temas más estudiados en los últimos años en el ámbito de la teoŕıa financiera han
sido los modelos de valoración de opciones, es decir, definir el precio de una opción, ésta es una
cuestión crucial pues todos los d́ıas intentamos comprar lo que está barato y vender lo que está
caro. El trabajo pionero en esta dirección fue desarrollado por Black & Scholes (1973), y a partir
de esa fecha fueron surgiendo posteriormente otros modelos para la valoración de opciones sobre
diferentes activos subyacentes.
Un tipo de derivado muy común en el mercado de tasas de interés ofrecidos por las entidades del
sector financiero son los Caps en tasas de interés, la valoración de este instrumento financiero surge
con la necesidad de crear una infraestructura técnica para el diseño y la implementación de una
cobertura contra la eventualidad de que la tasa de interés exceda un determinado tope máximo
fijado.
Durante la última década, el modelo de mercado que se basa en el supuesto de lognormalidad para
las tasas a plazo (forward rates), se ha establecido como el modelo de referencia para los derivados
de tasas de interés, este modelo justifica el uso de la fórmula de Black (1976) para precios de
caplets y opciones en swaps de tasas de interés (swaptions) la cual ha sido durante mucho tiempo
una práctica estándar del mercado.
La fórmula de Black-Scholes permite obtener un precio teórico para una opción en función del valor
actual del activo subyacente, el precio de ejercicio, el tiempo al vencimiento, la tasa de interés li-
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bre de riesgo y la volatilidad del activo subyacente. Se debe tener presente que de las variables
mencionadas anteriormente la única desconocida para valorar la opción es la volatilidad del activo
subyacente, por lo tanto, obtener una buena estimación de la volatilidad es muy importante para
valorar una opción. Existen diferentes alternativas para estimar la volatilidad, una de ellas es uti-
lizar una serie histórica de precios del activo subyacente, otra es utilizar volatilidades impĺıcitas,
que se definen como la volatilidad que introducida en el modelo de Black-Scholes proporciona un
valor teórico igual al valor del mercado de la misma.
El modelo Libor del mercado fue propuesto por Brace et al. (1997); Jamshidian (1997); y Miltersen
et al. (1997), éste modelo presenta una gran limitación, pues sólo se generan curvas de volatilidad
impĺıcitas planas, mientras que las curvas de volatilidad observadas en los mercados Libor tienen
la forma de una sonrisa, conocida como sonrisa de volatilidad “the volatility smile” ocasionando
una infravaloración de las opciones. Una sonrisa de volatilidad es la curva originada al graficar la
volatilidad implicada por la fórmula de Black-Scholes vs el precio de ejercicio de la opción. Según
modelos como Black-Scholes, Black (1976) esta curva debe ser plana (Volatilidad Constante) pero
emṕıricamente se observa que la curva generalmente es convexa por lo que toma el nombre de
sonrisa.
Tratando de solucionar esta limitación se proponen modelos alternativos que tratan de incorporar
el efecto sonrisa de volatilidad. Andersen & Andreasen (2000) adoptaron procesos de elasticidad
constante de la varianza generando monótonamente sonrisas de volatilidad impĺıcitas, que no se
ven mucho en la realidad.
Otra alternativa a este problema fue adoptar volatilidades estocásticas que producen efectivamente
una curvatura adicional a las curvas de volatilidad impĺıcita, esto fue propuesto por Joshi & Re-
bonato (2001) y Andersen & Brotherton-Ratcliffe (2001), y posteriormente Wu & Zhang (2006)
adoptaron un factor estocástico multiplicativo a las funciones de volatilidad de las tasas a plazo.
El modelo de Heston (1993) es quizá el modelo mas popular que extiende el modelo de Black-
Scholes considerando la volatilidad estocástica, y el modelo de Wu-Zhang es precisamente una
forma de llevar la idea del modelo de Heston a los modelos de valoración de opciones en tasas
de interés. Por tanto en este trabajo se considera el modelo de Wu-Zhang para la calibración de
parámetros a datos del mercado, para valorar caps y swaptions de tasas de interés. Debido a la
gran cantidad de parámetros que se presentan en este modelo y puesto que la dependencia de
dicho modelo en los parámetros es no lineal. Se empleará un algoritmo de optimización que se
denomina Enfriamiento Simulado ”Simulated Annealing” basado en el método de Monte Carlo,
por tanto se trata de un algoritmo aleatorio. Al ser éste algoritmo aleatorio su principal desventaja
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es el tiempo que requiere para encontar una solución. Pero entre sus principales ventajas es que es
un algoritmo de optimización global que no requiere información sobre el gradiente de la función
objetivo, información que es dif́ıcil de obtener en el caso del modelo de Wu-Zhang.
2. Modelo del Mercado LIBOR (LFM)
En este caṕıtulo se considera uno de los modelos de tasas de interés más utilizados en el mercado
financiero: El Modelo Libor del Mercado, éste modelo se usará en el desarrollo de este trabajo.
El modelo Libor del mercado es importante ya que se relaciona con las fórmulas empleadas en
el mercado para dos productos derivados básicos, el modelo lognormal forward LIBOR (LFM)
que establece precios de caps con la fórmula de Black (1976) para caps, y el modelo lognormal
forward swap (LSM) que establece precios de los swaptions 1 con la fórmula de Black (1976) para
swaptions, la cual es la fórmula estándar empleada en el mercado de swaption (Ver apéndice A).
2.1. Modelo Lognormal Forward-Libor (LFM)
Consideremos un conjunto {T0, . . . , TM} de tiempos y pares de reajuste-vencimiento (Tj, Tj+1) para
una familia de tasas a plazo, y sea t = 0 el tiempo presente. Con el fin de hacer más amena la
presentación de varias fórmulas, en lo sucesivo denotaremos por τj la diferencia Tj+1−Tj, es decir,
τj = Tj+1 − Tj para j = 1, . . . ,M y τ0 = T0 − T−1 donde T−1 = t = 0.
Los tiempos Tj se expresan generalmente en años desde el tiempo presente. Considere la tasa a
plazo genérica fj(t) = f(t;Tj, Tj+1), j = 1, . . . ,M , la cúal es una tasa que se fija en t (presente) y
que rige durante el intervalo de tiempo en el futuro entre Tj y Tj+1. Cuando t = Tj la tasa a plazo
fj(Tj;Tj, Tj+1) coincide con la tasa spot simplemente compuesta L(Tj, Tj+1). En general L(S, T )
es la tasa spot que se ajusta en el tiempo S y tiene vencimiento en el tiempo T .
Se considera ahora la medida de probabilidad Qj asociada con el numerario 2 P (·, Tj+1), donde
P (t, Tj+1) denota el valor en t de un bono cero cupón que paga una unidad monetaria en el
vencimiento Tj+1, que es el mismo vencimiento de la tasa a plazo f(t;Tj, Tj+1). Q
j es llamada
medida forward para el vencimiento Tj+1. La tasa a plazo f(t;Tj, Tj+1) está determinada por los
precios de bonos cero cupón en el tiempo t, aśı:
1Un swaption es una opción en un swap en tasas de interés.
2Un activo se toma como numerario cuando el valor de los demás activos se expresan en unidades de este.
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fj(t)P (t, Tj+1) = [P (t, Tj)− P (t, Tj+1)] /τj. (2-1)
Donde además se puede apreciar que fj(t)P (t, Tj+1) es el precio de un activo negociable (diferencia
entre dos bonos que pagan 1/τj en los respectivos vencimientos). El producto fj(t)P (t, Tj+1)
expresado en unidades del numerario P (t, Tj+1) es claramente igual a fj(t) por lo que esta tasa
se comporta como una martingala bajo la medida de probabilidad Qj asociada con el numerario
P (t, Tj+1) (por definición de medida asociada a un numerario Hull et al. (1999)). Se sigue que si
fj se modela de acuerdo a un proceso de difusión, no necesita una tendencia bajo Q
j.
Se asume la siguiente dinámica para fj bajo Q
j:
dfj(t) = γj(t)fj(t)dZ
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la ecuación (2-2) para fj se puede reescribir bajo Q
j como
dfj(t) = γj(t)fj(t)dZj(t), t ≤ Tj,
donde Zj(t) es un movimiento Browniano estándar y γj(t) = ‖γj(t)‖.
Cuando no hay confusión sobre la medida que se utiliza se omiten los ı́ndices superiores, aśı
dfj(t) = γj(t)fj(t)dZj(t), t ≤ Tj. (2-4)
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γj(t) lleva la interpretación usual de volatilidad instantánea en el tiempo t para la tasa a plazo
LIBOR fj.
Usando la fórmula de Ito se tiene




dt+ γj(t)dZj(t), t ≤ Tj,
suponiendo que los coeficientes de esta última ecuación son acotados, se determina una solución
única dada por










Alguna veces se utilizará la notación Zt = Z(t).















Observación: (Ventajas de la descorrelación)
Un factor histórico de los modelos de tasa corta, como por ejemplo el de Hull & White (1990)
Hull (2006) o el de Black & Karasinski (1991), implican que la dinámica de las tasas a plazo son
perfectamente correlacionadas instantáneamente. Esto significa que para tales modelos se tiene
que ρi,k = 1 para todo i, k; es decir, las tasas a plazo en estos modelos están muy correlacionadas.
2.1.1. Algunas Parametrizaciones de la Volatilidad Instantánea
Una observación a tener en cuenta es la siguiente, se asume que la volatilidad instantánea γj(t) de
las tasas a plazo fj(t) son constantes por tramos, y bajo esta condición es posible organizar las
volatilidades instantáneas en la siguiente tabla:
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Tabla 2-1.: Parametrización de la volatilidad.
Volatilidad instantánea Tiempo: t ∈ (0, T0] (T0, T1] (T1, T2] · · · TM−2, TM−1
Tasa a plazo: f1(t) γ1,1 DEAD DEAD · · · DEAD
f2(t) γ2,1 γ2,2 DEAD · · · DEAD
... · · · · · · · · · · · · · · ·
fM(t) γM,1 γM,2 γM,3 · · · γM,M
Es posible modificar las entradas de la tabla (2-1) para reducir el número de parámetros. Se asume
que
γj(t) = γj,β(t) := Φjψj−(β(t)−1) (2-6)
para todo t, esto conduce a la siguiente tabla:
Tabla 2-2.: Parametrización de la volatilidad.
Volatilidad instantánea Tiempo: t ∈ (0, T0] (T0, T1] (T1, T2] · · · TM−2, TM−1
Tasa a plazo: f1(t) Φ1ψ1 DEAD DEAD · · · DEAD
f2(t) Φ2ψ2 Φ2ψ1 DEAD · · · DEAD
... · · · · · · · · · · · · · · ·
fM(t) ΦMψM ΦMψM−1 ΦMψM−2 · · · ΦMψ1
La siguiente forma paramétrica es análoga a (2-6) de la tabla (2-2)
γi(t) = Φiψ(Ti−1 − t; a, b, c, d) := Φi
(
[a(Ti−1 − t) + d] e−b(Ti−1−t)+c
)
(2-7)
Proposición 2.1 (Dinámica de las Tasas a Plazo en el Modelo LFM) Bajo la hipótesis
de lognormalidad, se tiene que la dinámica de fj bajo la medida forward de las tasas a plazo Q
i en
los casos i < j, i = j y i > j son, respectivamente:






i = j, t ≤ Tj : dfj(t) = γj(t)fj(t)dZj(t)
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Donde, como se explicó antes, Z = Zi es un movimiento Browniano estándar bajo Qi. Las
anteriores ecuaciones admiten una única solución fuerte si los coeficientes γ(·) son acotados.
2.2. Calibración del modelo LFM para precios de Caps
La calibración para precios de caps en el modelo LFM es casi automático, ya que se puede ingresar
las volatilidades γ del modelo como las volatilidades implicadas del modelo de Black para precios
de caps en el mercado.
Se mostrará algunos detalles de esta deducción alternativa de la fórmula de Black para caps, para
explicar algunos puntos de la calibración.
El pago descontado en el tiempo 0 de un cap sobre un valor nominal de $1, con la primera fecha
de reajuste Tα y fechas de pago Tα+1, . . . , Tβ está dado por:
β∑
i=α+1
τiD(0, Ti) (f(Ti−1, Ti−1, Ti)−K)+ , (2-9)
Donde (x)+ = max{0, x} y




r(s) es la tasa de interés libre de riesgo instantánea. La expresión en (2-10) no es mas que el valor
presente de los excedentes de la tasa variable fi respecto a la tasa K en las fechas de reajuste.
Generalmente los caps cuyas volatilidades implicadas son cotizadas por el mercado, tienen normal-
mente un pago descontado T0 igual a tres meses, α = 0 y los tiempos de reajuste T
′
s igualmente
espaciados a tres meses (Sec 6.4.3 Brigo & Mercurio (2001)).
El precio de un cap se puede obtener considerando el valor esperado (risk-neutral) con respecto a
















realizando un cambio de medida de probabilidad a las medidas forward Qi de las tasas a plazo
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se asocia con el contrato denominado Ti−1− caplet, que en esencia es una opción call sobre la tasa
a plazo.
Un Ti−1− caplet es un contrato que paga en el tiempo Ti la diferencia entre la tasa spot f(Ti−1, Ti)
ajustada en el tiempo Ti−1 y la tasa de ejercicio K, si esta diferencia es positiva, y cero en otro







Observación: (La correlación no influye en los precios de los caps)
Note que la distribución conjunta de las tasas a plazo no están involucradas en los pagos, por tanto
la correlación entre las diferentes tasas no afecta el pago, puesto que la distribución marginal de
las tasas f ′s son suficientes para calcular el valor esperado en los pagos.
Recuerde que bajo Qi el proceso fi es una martingala
dfi(t) = γi(t)fi(t)dZi(t), Q
i, t ≤ Ti−1
Dada la distribución lognormal para fi, el anterior valor esperado se calcula como en el modelo
Black-Scholes para una opción de compra sobre acciones cuyo subyacente es fi, precio de ejercicio
K, con vencimiento Ti−1, con tasa libre de riesgo cero y porcentaje de volatilidad instantánea γi(t).
Aśı obtenemos
Proposición 2.2 (Equivalencia entre los precio caplet del modelo LFM y Black)
El precio de los Ti−1 − caplet implicados por el modelo LFM coinciden con el precio dado por la
fórmula de Black para caplets, es decir,
CplLFM(0, Ti−1, Ti, K) = Cpl
Black(0, Ti−1, Ti, K, vi)
= P (0, Ti)τiBl(K, fi(0), vi)
Bl(K, fi(0), vi) = E
i (fi(Ti−1)−K)+
= fi(0)Φ(d1(K, fi(0), vi))−KΦ(d2(K, fi(0), vi))
d1(K, f, v) =
ln(f/K) + v2/2
v
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2.2.1. Cotización de Caps en el Mercado
En esta sección se consideran ejemplos de caps con un periodo de reajuste de seis meses. Una
práctica común en las instituciones que administran un portafolio de Caps consiste en registrar la
volatilidad implicada en vez del precio del mercado de la siguiente manera. Considere el conjunto
Tj = {T0, . . . , Tj} para todo j.
Denotamos por Capobs(0, Tj, K) el precio actual (t = 0) observado en el mercado de un Cap
con tasa cap de ejercicio K cuyos tiempos de reajuste-pago comprenden los tiempos del conjunto
Tj = {T0, . . . , Tj}, entonces la volatilidad implicada vTj−cap correspondiente a este Cap registrada
por un corredor es el valor del parámetro v en la fórmula de Black para caps que hace que dicha
formula reproduzca el valor observado del cap, es decir:
Capobs(0, τj, K) =
j∑
i=1
τiP (0, Ti)Bl(K, fi(0),
√
Ti−1vTj−cap)
el mismo valor promedio de volatilidad vTj−cap es considerado para todos las caplets.
Observación: (Inconsistencias en las volatilidades cap)
Note que el mismo valor promedio de volatilidad vTj−cap se asume para todos los caplets que co-
inciden en el Tj-vencimiento del cap. Mas aún, cuando un mismo caplet participa en diferentes
caps, sus volatilidades promedio son distintas. Esto parece ser de alguna manera inconsistente.
En el sistema de volatilidad de cap, el mismo caplet es vinculado a diferentes volatilidades cuando
participa en diferentes caps.
Por lo tanto para hacer consistentes entre si los precios de los Caps y los Caplets que los conforman
se calculan volatilidades implicadas para cada caplet vTi−caplet cada una de las cuales se denomina
también volatilidad forward forward del correspondiente caplet. Estas volatilidades se calculan
teniendo en cuenta que
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j∑
i=1





τiP (0, Ti)Bl(K, fi(0),
√
Ti−1vTi−1−caplet). (2-12)
Un algoritmo puede ser usado para recuperar las volatilidades vcaplet’s del mercado basándose en la
última igualdad aplicada para j = 1, 2, 3, . . .. Esto puede ser realizado, antes de intentar cualquier
procedimiento para la calibración de los parámetros del modelo de las tasas de interés subyacentes
fj(t).
2.3. Estructura Temporal de la Volatilidad
Consideremos de nuevo el conjunto de tiempos {T0, . . . , TM} de reajuste-vencimiento para una
familia de tasas a plazo, la estructura temporal de la volatilidad en el tiempo Tj es una gráfica
de la volatilidad promedio V (Tj, Th−1) contra Th−1 , en otras palabras, en el tiempo t = Tj, la
estructura temporal de la volatilidad es la gráfica de puntos
{(Tj+1, V (Tj, Tj+1)), (Tj+2, V (Tj, Tj+2)), . . . , (TM−1, V (Tj, TM−1))} ,
donde ahora las volatilidades promedio son calculadas como













para h > j + 1 (τi,j = Tj − Ti). Se puede observar que la estructura temporal de la volatilidad en
el tiempo 0 es
{(T0, V (0, T0)), . . . , (TM−1, V (0, TM−1))} =
{
(T0, vT0−caplet), . . . , (TM−1, vTM−1−caplet)
}
estos son simplemente volatilidades forward forward en el tiempo 0, y por tanto la estructura
temporal de la volatilidad puede ser construida a partir de los precios de los caps observados en
el mercado en t = 0 según lo discutido en la sección anterior, de la misma manera haciendo un
uso sistemático de la ecuación (2-12) se construye la estructura temporal de la volatilidad en cada
instante Tj. El sentido de discutir dicha estructura es que se espera que un modelo de las tasas
a plazo (y/ o una de las parametrizaciones mencionadas anteriormente) reproduzca de la mejor
manera posible los patrones observados en las curvas de la estructura temporal de la volatilidad
observados en un mercado de caps y/o swaptions.
Los conceptos estudiados en este caṕıtulo, son los preliminares relacionados con el modelo Log-
normal Forward-Libor (LFM), calibración del modelo (LFM) para precios de caps, y estructura
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temporal de la volatilidad, los cuales son necesarios para los conceptos estudiados en los siguientes
caṕıtulos.
En el anexo A se expone de manera similar el modelo LSM (Lognormal Swap Model) para la valo-
ración de opciones en swaps (swaptions) que constituye junto con los caps los principales derivados
en tasas de interés. En esta tesis intentamos calibrar un modelo de volatilidad estocástica de mane-
ra conjunta a precios de caps y swaptions observados en el mercado, la finalidad de realizar una
calibración conjunta consiste en que el modelo calibrado sea consistente en cuanto a la posibilidad
de arbitrajes al no incorporar información sobre algunos de los instrumentos (caps, swaptions).
3. Modelo de Lixin Wu y Fan Zhang
El modelo de Wu & Zhang (2006) es una extensión del modelo estándar LIBOR del mercado
propuesto por Brace et al. (1997), Jamshidian (1997) y Miltersen et al. (1997) adoptando volati-
lidades estocásticas. El desarrollo de éste caṕıtulo se hará de la siguiente manera: en la sección
1 se introduce el Modelo LIBOR del mercado con volatilidad estocástica y se derivan fórmulas
para precios de Caplets y swaptions en el anexo (A), en la sección 2 se discuten las soluciones
anaĺıticas de la función generadora de momentos, y en la sección 3 se presenta el método de FFT
(Transformada rápida de Fourier) para la valoración numérica de la opción.
Se sigue casi literalmente la exposición en Wu & Zhang (2006).
3.1. Modelo del Mercado con Volatilidad Estocástica
La derivación del modelo del mercado comienza a partir del proceso de los precios de los bonos
cero cupón. Sea P (t, T ) el precio en t de un bono cero cupón con vencimiento en T > t y valor
nominal $1. Bajo la medida neutra al riesgo, denotada por Q, P (t, T ) sigue un proceso lognormal
dP (t, T ) = P (t, T )(rtdt+ σ(t, T ) · dZt),
donde rt es la tasa libre de riesgo, σ(t, T ) es el vector de volatilidades de P (t, T ), y Zt es un vector
de procesos de Wiener independientes bajo la medida neutra al riesgo, y “·” denota el producto
escalar usual.
Las variables de estado del modelo son las tasas a plazo vistas en el tiempo t para el peŕıodo









observando que fj(t) es una función de dos bonos cero cupón, la dinámica de fj(t) está determinada
por las de los bonos. Utilizando el lema de Itô se encuentra que:
dfj(t) = fj(t)γj(t) · [dZt − σ(t, Tj+1)dt], 1 ≤ i ≤ N, (3-1)
donde γj(t) es una función de volatilidades de bonos cero cupón y está determinada por:




[σ(t, Tj)− σ(t, Tj+1)], (3-2)
las volatilidades de los bonos cero cupón se obtienen invirtiendo (3-2)





γk(t) + σ(t, T1), (3-3)
bajo condiciones de regularidad para γj(t), Brace et al. (1997) probó que fj(t) permanece acotada
para todo tiempo finito, y justificó que se puede establecer σ(t, T1) = 0 para t ≤ T1. Las ecuaciones
(3-1) y (3-3) constituyen el modelo del mercado de tasas de interés.




γj(t) · γk(t)dt, 1 ≤ j, k ≤ N, 1 ≤ i ≤ N.
Note que Covijk = 0 para j < i o k < i ya que tanto fj como fk vencen y se congelan a mas tardar
en Ti−1 debido a que en este caso se tiene respectivamente γj(t) = 0 o γk(t) = 0 para t ≤ Ti−1.
El modelo de Wu y Zhang consiste en introducir un factor estocástico para las volatilidades de las
tasas de interés a plazo. Este factor sigue un proceso de ráız cuadrada bajo la medida neutra al
riesgo o proceso CIR (Cox-Ingersoll-Ross); aśı, la tasa de interés fj(t) sigue la siguiente dinámica
en la medida de probabilidad neutra al riesgo Q
dfj(t) = fj(t)
√
V (t)γj(t) · [dZt −
√
V (t)σj+1(t)dt]
dV (t) = κ(θ − V (t))dt+ ε
√
V (t)dWt
donde κ, θ y ε son parámetros. κ es la velocidad de reversión a la media a largo plazo θ, ε afecta










= ρj(t)dt, |ρj(t)| ≤ 1.
donde (γj(t)/ ‖γj(t)‖ · dZt) puede ser considerado como el diferencial del movimiento Browniano
que afecta la dinámica de fj(t).
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Se considera ahora el precio de caplets bajo la medida Qj+1 en la cual P (t, Tj+1) es considerado
como numerario, bajo esta medida de probabilidad el precio de un caplet visto en el caṕıtulo 2
esta dado por:
Ccaplet(t, fj(t), V (t), K) = P (t, Tj+1)∆TjE
Qj+1
t [(fj(Tj)−K)+].
A partir de este resultado se expresa una fórmula semi-expĺıcita para un caplet usando la función
generadora de momentos de X(t) = ln(fj(t)/fj(0)).
Ccaplet(0) = P (0, Tj+1)∆TjE
Qj+1
0 [(fj(Tj)−K)+]
= P (0, Tj+1)∆Tjfj(0)G(0, fj(0), V (0), K),
donde













0 [1fj(Tj)>K ], (3-4)
estos dos valores esperados se pueden evaluar usando la función generadora de momentos
φ(X(t), V (t), t; z)
∆
































im{e−iu ln(K/fj(0))φT (1 + iu)}
u
du
se debe encontrar expresiones para φT (z) antes de realizar integración numérica, como se hace en
Heston (1993).
Estas dos expresiones serán de gran utilidad para la valoración numérica de la opción.
3.2. Solución para la Función Generadora de Momentos
La función generadora de momentos φ(X, V, t; z) satisface la ecuación diferencial parcial de Kol-
mogorov
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∂φ
∂t
























φ(X, V, t; z) = ezx, (3-6)
donde










ξ = ξ̃j(t), λ = ‖γj(t)‖, y ρ = ρj.
En Heston (1993) se considera la solución de la forma:
φ̃(x, V, τ ; z) = eA(τ,z)+B(τ,z)V+zx = φ(x, V, t; z) (3-7)










ε2B2 + (ρελz − κξ)B + 1
2
λ2(z2 − z) (3-8)
con condiciones iniciales
A(0, z) = 0, B(0, z) = 0 (3-9)
La ecuación para B es una ecuación de Riccatti, de la cual se sabe que no tienen solución anaĺıtica
para coeficientes generales. Sin embargo, existe una solución anaĺıtica en forma recursiva para
coeficientes constantes por tramos que se presenta en la siguiente proposición, Wu & Zhang (2006).
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Proposición 3.1 Para coeficientes constantes definidos por tramos y ε 6= 0, las ecuaciones (3-8)
y (3-9) admiten una única solución de la forma









B(τ, z) = B(τj, z) +
(a+ d− ε2B(τj, z))(1− ed(τ−τj))
ε2(1− gjed(τ−τj))
para τj ≤ τ < τj+1, j = 0, 1, . . . ,m− 1,
donde
a = κξ − ρελz, d =
√
a2 − λ2ε2(z2 − z), gj =
a+ d− ε2B(τj, z)
a− d− ε2B(τj, z)
La solución anaĺıtica anterior es de gran utilidad para propósitos computacionales y será usada en
la valoración numérica de la opción.
3.3. Valoración de Opciones a través de la Transformada
Rápida de Fourier
La Transformada Rápida de Fourier (FFT) se empezó a aplicar en la valoración numérica de op-
ciones en la década de los noventa (ver Carr & Madam (1998)), donde se muestra que la transfor-
mada de Fourier del precio de una opción puede ser expresada en términos de la función generadora
de momentos de las variables de estado.
3.3.1. Método de Fourier con Factor de Amortiguado
Consideremos el precio de la opción, dada en (3-4), como una función del precio de ejercicio
GT (k)
∆
= G(0, fj(0), V (0), K) = E
Qj+1
0 [(fj(Tj)/fj(0)−K/fj(0))+],





(es − ek)qT (s)ds.
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Se puede observar que GT (k) /∈ L2(R) ya que tiende a 1 cuando k tiende a −∞, este problema
puede ser eliminado usando un actor de amortiguado eak considerando
gT (k) = e
akGT (k),
para alguna constante a > 0.































φT (1 + a+ iu)
(a+ iu)(1 + a+ iu)
,
donde φT (z) = φ(0, V, 0; z) = φ̃(0, V, T ; z) (ver (3-7)). Dada ψT (u), el precio del caplet se sigue de
la transformada inversa de Fourier







3.3.2. Método de Fourier sobre el Valor Temporal de Opciones de Call/Put
Un método alternativo es considerar el valor temporal del caplet
zT (k)
∆
= GT (k)− (1− k/fj(0))+,





(ek − es)1s<k1k<0 + (es − ek)1s>k1k>0
]
qT (s)ds.
Se asume que zT (k) está en L2(R) y realiza una transformada de Fourier, por tanto








































1− φT (1 + iu)
u2 − iu
.
Usando la propiedad de martingala de X(t), se puede mostrar que φT (1) = 1 y u = 0 es una
singularidad removible de ηT (u). La función GT (k) es recuperada invirtiendo la transformada de
Fourier obteniendo






Las transformadas de Fourier inversas serán evaluadas numéricamente, para eso necesitamos hacer
un truncamiento del dominio infinito. Ahora se tiene
|φT (1 + iu)| =
∣∣∣EQj+10 [e(1+iu)X(t)]∣∣∣ ≤ EQj+10 [∣∣eX(T )eiuX(T )∣∣] = EQj+10 [eX(T )] = 1.
Se sigue que
|ηT (u)| =
∣∣∣∣1− φT (1 + iu)u2 − iu
∣∣∣∣ ≤ ∣∣∣∣ 2√u4 + u2












para asegurar precisión del orden de un punto base debemos truncar la integral en A = 104, y para

















donde um = m∆u y ∆u = A/N . La regla del trapecio compuesta tiene grado de precisión
de O(∆u2). Dado que estamos interesados principalmente en las opciones around-the-money,
tomamos los valores de k alrededor de cero
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n = 0, 1, . . . , N − 1.
H(kN) será evaluada v́ıa FFT (transformada rápida de Fourier).
En este caṕıtulo se presentó el modelo estandar Libor del mercado que es el eje principal del
desarrollo de la propuesta de este trabajo y la valoración de opciones a través de la transformada
rápida de Fourier, que será la metodoloǵıa utilizada para la valoración numérica de la opción.
4. Regresión No Lineal
En este caṕıtulo se introduce el Método de Newton (Aster & Thurber (2013)) que proporciona una
estructura general para solucionar sistemas de ecuaciones no lineales y problemas de optimización
no lineal, posteriormente se introducen los métodos de Gauss Newton (GN) y Levenberg-Marquardt
(LM) que son una versión del método de Newton para problemas de regresión no lineal especiali-
zados, y un método de optimización libre de gradiente ”Simulated annealing”. Por último, se
abordan aspectos estad́ısticos de mı́nimos cuadrados no lineales.
4.1. Método de Newton para Solucionar Ecuaciones no
Lineales
Consideremos un sistema no lineal de m ecuaciones y m incógnitas
F(x) = 0.
Se desea construir una sucesión de vectores x0,x1, . . . que converja a la solución x∗. Si la función no
lineal F es continuamente diferenciable, podemos construir una aproximación en series de Taylor
alrededor de una estimación de la solución x0 = x∗ + ∆x
F(x0 + ∆x) ≈ F(x0) + J(x0)∆x, (4-1)


















Usando (4-1) y expresando ∆x = x∗ − x0 se tiene que
F(x∗) = 0 ≈ F(x0) + J(x0)∆x,
que produce un sistema lineal de ecuaciones
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J(x0)∆x ≈ −F(x0),
que puede ser solucionado para ∆x. En turno este incremento puede mejorar la solución estimada.
• Algoritmo: Método de Newton
Dado un sistema de ecuaciones F(x) = 0 y una solución inicial x0, siga los siguientes pasos para
calcular una sucesión de soluciones xk. Pare siempre y cuando la sucesión converja adecuadamente
a la solución con F(x) = 0
1. Calcule el Jacobiano J(xk) y F(xk)
2. Solucione J(xk)∆x = −F(xk)
3. Sea xk+1 = xk + ∆x
4. Sea k = k + 1
Las propiedades teóricas del Método de Newton se resumen en el siguiente teorema.
Teorema 4.1 Si x0 está lo suficientemente cerca a x∗, F(x) es continuamente diferenciable en
una vecindad de x∗, y J(x∗) es no singular, entonces el método de Newton converge a x∗. La tasa






Si las hipótesis en el teorema anterior no se satisfacen, entonces el método de Newton puede con-
verger de manera muy lenta o incluso fallar por completo.
Una modificación simple del método de Newton puede mejorar algunos problemas de convergen-
cia. En el método de Newton amortiguado, se usan las ecuaciones del método de Newton en
cada iteración para calcular una corrección iterativa de la solución que estamos aproximando. Sin
embargo, en lugar de tomar todos los pasos xk+1 = xk + ∆x, llevamos a cabo una búsqueda a lo
largo de la recta xk+1 = xk + α∆x para un rango de valores positivos de α, luego se toma el valor




Ahora suponga que se quiere minimizar una función escalar f(x). Si se asume que f(x) es dos
veces continuamente diferenciable, se puede construir una aproximación en series de Taylor,
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f(x0 + ∆x) ≈ f(x0) +∇f(x0)T∆x + 1
2
∆xTH(f(x0))∆x, (4-2)































Una condición necesaria para que x∗ sea un mı́nimo de f(x) es que ∇f(x∗) = 0. Se puede
aproximar el gradiente en una vecindad de x0 por
∇f(x0 + ∆x) ≈ ∇f(x0) + H(f(x0))∆x.
igualando a cero la anterior ecuación se tiene que
H(f(x0))∆x = −∇f(x0). (4-3)
Solucionando el sistema de ecuaciones lineal (4-3) para ∆x, se consigue una nueva aproximación
de x∗ tomando x0 + ∆x = x1, una serie sucesiva de pasos conduce al método de Newton para
minimizar f(x).
Puesto que el método de Newton para minimizar f(x) es exactamente el método de Newton para
solucionar un sistema no lineal de ecuaciones aplicado a F = ∇f(x) = 0, la prueba de convergencia
se sigue inmediatamente de la prueba del teorema (4.1)
Teorema 4.2 Si f(x) es dos veces continuamente diferenciable en una vecindad de un mini-
mizador local x∗, existe una constante λ tal que
‖H(f(x))−H(f(y))‖2 ≤ λ ‖x− y‖2
para todo vector y en la vecindad, H(f(x∗)) es definida positiva, y x0 esta suficientemente cerca a
x∗, entonces el método de Newton converge cuadraticamente a x∗.
• Algoritmo: Método de Newton para minimizar f(x)
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Dada una función dos veces continuamente diferenciable f(x), y una solución inicial x0, siga los
siguientes pasos para calcular una sucesión x1,x2, . . . pare siempre y cuando la sucesión converja
adecuadamente a la solución x∗, tal que ∇f(x∗) = 0.
1. Calcule el gradiente ∇f(xk) y el Hessiano H(f(xk)).
2. Solucione H(f(xk))∆x = −∇f(xk).
3. Sea xk+1 = xk + ∆x.
4. Sea k = k + 1.
El método de Newton para minimizar f(x) puede ser muy eficiente, pero la convergencia del
método también puede fallar. Al igual que con el método de Newton para resolver un sistema
de ecuaciones, las propiedades de convergencia del algoritmo se pueden mejorar en la práctica
mediante la modificación del paso de actualización del modelo con una búsqueda de ĺınea.
4.2. Métodos de Gauss-Newton y Levenberg-Marquardt para
solucionar Problemas de Ḿınimos Cuadrados No Lineales
En esta sección se utilizará una versión especial del método de Newton que minimiza problemas
no lineales de mı́nimos cuadrados, pues el método de Newton tradicional no se puede aplicar di-
rectamente a la gran mayoŕıa de problemas inversos y de regresión no lineal, ya que puede existir
diferencia entre el número de datos y el número de parámetros del modelo y se puede dar el caso
en que el sistema no tenga solución exacta o tenga múltiples soluciones.
Dado un sistema no lineal de ecuaciones G(m) = d, considere el problema de encontrar un vector
de parámetros m de dimensión n, restringido por un vector de datos d de dimensión m, con una
desviación estándar espećıfica. Nuestro objetivo es encontrar un conjunto de parámetros que mejor
se ajusten a los datos en el sentido de minimizar la norma euclidiana de los residuos.
Si se asume que la medida de los errores son normalmente distribuidos, entonces el principio de
máxima verosimilitud conduce a minimizar la suma de los cuadrados de los residuales normalizados









Se define la función escalar




i = 1, 2, . . . ,m










2 = ‖F(m)‖22 .















y el gradiente puede ser escrito en notación matricial como
∇f(m) = 2J(m)TF(m), (4-6)












· · · ∂fm(m)
∂mn
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donde Hi(m) es el Hessiano de fi(m)
2.































En el método de Gauss-Newton (GN), se ignora el término Q(m) en (4-7) y se aproxima el Hessiano
como
H(f(m)) ≈ 2J(m)TJ(m). (4-8)
Se espera que los términos fi(m) sean lo suficiente pequeños cuando nos aproximamos a los
parámetros óptimos de m∗, por lo que esta debe ser una aproximación razonable en una vecindad
de la solución.
Implementando el método de Newton para minimizar f(m) (4-3) usando el gradiente (4-6) y la
aproximación al Hessiano (4-8), y dividiendo ambos lados por 2. se obtiene
J(mk)TJ(mk)∆m = −J(mk)TF(mk), (4-9)
que proporciona una fórmula para solucionar por pasos sucesivos ∆m. La matriz J(mk)TJ(mk)
de orden n es simétrica y semidefinida positiva. Si la matriz es en realidad definida positiva en-
tonces podemos usar la factorización de Cholesky u otro método de rango completo para resolver
el sistema de ecuaciones para ∆m. Sin embargo, si la matriz es singular entonces dichos enfoques
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pueden fallar. Un punto adicional a considerar en el uso de tales métodos iterativos (GN) y otros
es que el algoritmo puede converger a un mı́nimo local en lugar de a un mı́nimo global
En el método de Levenberg-Marquardt (LM), se modifica las ecuaciones del método (GN)
(4-9) a la ecuación
(J(mk)TJ(mk) + λI)∆m = −J(mk)TF(mk) (4-10)
y el parámetro positivo λ se ajusta durante las iteraciones para garantizar la convergencia. Con
la modificación de la ecuación se garantiza la no singularidad de la matriz del lado izquierdo en
la ecuación (4-10). Puesto que la matriz en este sistema de ecuaciones es simétrica y definida
positiva, se puede usar la factorización de Cholesky para solucionar este sistema.
Para valores grandes de λ
J(mk)TJ(mk) + λI ≈ λI




Este método es muy lento pero garantiza la convergencia a un mı́nimo local, por el contrario, para
valores pequeños de λ el método (LM) vuelve al método (GN) que es potencialmente más rápido
pero con convergencia incierta.
El desaf́ıo en el método LM es encontrar un valor óptimo de λ, se debe usar valores pequeños de λ
en situaciones donde el método GN este funcionando bien, pero aumentando λ cuando el método
GN falla para hacer una reducción progresiva de la norma residual.
Para utilizar los métodos (LM) o (GN) se debe tener conocimiento del gradiente de la funcion
objetivo, pero debido a la gran cantidad de parámetros que se presentan en el modelo de Wu-Zhang
tener conocimiento del gradiente es una tarea muy dif́ıcil; por tanto, se empleará un algoritmo de
optimización que se denomina Enfriamiento Simulado ”Simulated Annealing” basado en el método
de Monte Carlo. Este algoritmo se introducirá en la siguiente sección.
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4.3. Optimización Libre de Gradiente-Método ”Simulated
Annealing”
En esta sección se comenta sobre una versión del algoritmo de Metropolis et al. (1953) ”Simulated
Annealing” para solucionar problemas de optimización no lineal sin utilizar información sobre el
gradiente de la función objetivo
”Simulated Annealing” (SA) fue implementado por Kirkpatrick et al. (1953) y es un método de
Montecarlo para minimizar funciones multivariadas y por tanto es un algoritmo estocástico de
busqueda local. Se basa en una analoǵıa de un proceso termodinámico, conocido como annealing,
consistente en el lento enfriamiento de una sustancia desde su estado ĺıquido hasta su estado sólido.
Durante este proceso sus átomos forman un compuesto sólido puro que corresponde al estado de
mı́nima enerǵıa de la sustancia. Luego, la sustancia es calentada hasta alcanzar su estado ĺıquido y
gradualmente su temperatura es disminuida hasta alcanzar su estado sólido. La analoǵıa entonces
se realiza interpretando una solución del problema de optimización como un estado sólido-liquido
en equilibrio, entendiendo que la enerǵıa que está siendo minimizada en el proceso termodinámico,
corresponde con la función objetivo del problema a resolver (Ver Moins (2002)).
4.4. Aspectos Estad́ısticos de Ḿınimos Cuadrados no Lineales
Si un vector d tiene una distribución normal multivariada, y A es una matriz de tamaño apropiado,
entonces Ad también tiene una distribución normal multivariada con una matriz de covarianza
asociada
Cov(Ad) = ACov(d)AT .
Esta ecuación fue utilizada para problemas de mı́nimos cuadrados lineales de la forma G(m) = d,
y fue solucionada por medio de ecuaciones normales. La fórmula resultante para Cov(m) es:
Cov(m) = (GTG)−1GTCov(d)G(GTG)−1.
En el caso donde, Cov(d) = σ2I, se simplifica a
Cov(m) = σ2(GTG)−1.
Para problemas de regresión no lineal, no se puede tener una relación lineal entre los datos y los
parámetros estimados por el modelo, y por tanto no se debe suponer que los parámetros esti-
mados tienen una distribución normal multivariante, aunque los errores se asuman normalmente
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distribuidos, tampoco es posible usar ecuaciones normales para solucionar el sistema. Sin embargo,
podemos obtener fórmulas correspondientes por medio de linealización si los errores de los datos
no son demasiado grandes.
Si pequeñas perturbaciones en los datos generan pequeñas perturbaciones en el modelo de un
sistema no lineal, se puede considerar una linealización de la función de desajuste (4-5) sobre una
solución, m∗
F(m∗ + ∆m) ≈ F(m∗) + J(m∗)∆m.
Bajo esta aproximación, existe una relación lineal entre los cambios en F y los cambios en los
parámetros m
F(m∗ + ∆m)− F(m∗) = ∆F ≈ J(m∗)∆m (4-11)
En este caso J(m∗) en regresión no lineal puede tomar el lugar de G en problemas lineales para
estimar la covarianza de los parámetros del modelo. Cov(d), en el caso de errores de datos inde-
pendientes, es por lo tanto la matriz identidad. En este caso tenemos
Cov(m∗) ≈ (J(m∗)TJ(m∗))−1.
podemos construir un elipsoide de confianza del 95% para los parámetros ajustados en términos
de esta matriz de covarianza,
(m−m∗)TJ(m∗)TJ(m∗)(m−m∗) ≤ ∆2,
donde ∆2 es el percentil 95 de una distribución χ2 con n grados de libertad. Es importante aclarar
que este elipsoide de confianza sólo define una región de confianza aproximada por la linealización
de F(m) en (4-11).
Como en regresión lineal, es posible aplicar la regresión no lineal cuando los errores de medición
son independientes, distribuidos normalmente y las desviaciones estándar son desconocidas, pero
se asumen iguales. Fijemos σi a 1 y minimicemos la suma de errores al cuadrado, y definamos un
vector residual,
ri = G(m
∗)i − di i = 1, 2, . . . ,m.
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y la correspondiente matriz de covarianza aproximada para los parámetros del modelo estimado es
Cov(m∗) = s2(J(m∗)TJ(m∗))−1.
En este caṕıtulo se introdujeron los métodos de Gauss-Newton, Levenberg-Marquardt y el algo-
ritmo ”Simulated Annealing” para solucionar problemas de mı́nimos cuadrados no lineales para
problemas inversos que se introducirán en el siguiente caṕıtulo.
5. Problemas Inversos No Lineales
Los métodos de regresión no lineal del capitulo anterior se generalizan a problemas que requieren
regularización, en este caṕıtulo se estudia la regularización de Tikhonov y la inversión de Occam.
5.1. Regularización en Problemas de Ḿınimos Cuadrados no
Lineales
En esta sección se estudia la regularización en problemas inversos no lineales y se introducen al-
goritmos para calcular la solución regularizada para problemas inversos no lineales.
Suponga que dado un problema inverso discreto no lineal, donde se tiene un modelo m de di-
mensión n y un vector de datos d de dimensión m están relacionados por un sistema de ecuaciones
no lineales G(m) = d. Por conveniencia, vamos a suponer que las m ecuaciones han sido reescal-
adas para incorporar las desviaciones estándar σi. Buscamos la solución con la menor seminorma
‖Lm‖2 que esté lo suficientemente cerca del vector de datos, donde L es una matriz que restringe
la regularidad de m.
Se puede formular este problema como
min ‖Lm‖2
‖G(m)− d‖2 ≤ δ (5-1)




o como un problema de regularización de mı́nimos cuadrados,
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min ‖G(m)− d‖22 + α
2 ‖Lm‖22 . (5-2)
Las tres versiones de problemas de mı́nimos cuadrados regularizados se pueden solucionar uti-
lizando software de optimización no lineal estándar. En particular (5-2) es un problema de mı́nimos
cuadrados no lineal, aśı; se pueden aplicar los métodos LN o GN a este problema. Esta aproxi-
mación se tiene que enfrentar con la posibilidad de mı́nimos locales que no son mı́nimos globales.
En algunos casos, es posible mostrar que los problemas de mı́nimos cuadrados no lineales son con-
vexos, y estos sólo poseen un mı́nimo global, en otros casos se puede emplear métodos multistart
o alguna otra estrategia de optimización global para determinar el mı́nimo global cuando existen
múltiples mı́nimos locales.

























∆m = −J(mk)T (G(mk)− d)− α2LTLmk (5-6)
La ecuación (5-6) se parece al método LM (4-10), tenga en cuenta, sin embargo que este α en (5-6)
ahora aparece en la función objetivo a minimizar (5-3) y por lo tanto introduce regularización en
el proceso. Para estabilizar aún mas las iteraciones, como en el método LM, un término variable
λI puede ser añadido a la matriz del lado izquierdo de la ecuación (5-6) para dirigir las nuevas
iteraciones a la dirección de descenso máximo. Esto no será necesario si la regularización expĺıcita
de (5-6) estabiliza suficientemente el sistema de ecuaciones.
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5.2. Inversión de Ocamm
La inversión de Ocamm es un algoritmo popular para la inversión no lineal introducido por Con-
stable et al. (1987), este algoritmo Utiliza el principio de discrepancia, y busca la solución que
minimiza ‖Lm‖2 sujeto a la restricción ‖G(m)− d‖ ≤ δ. El algoritmo es sencillo de implementar
y requiere solo el modelo directo no lineal G(m) y su Jacobiano, y funciona bien en la práctica.
Se asume que nuestro problema no lineal inverso ha sido dado en la forma (5-1). La inversión de
Ocamm es frecuentemente usada en problemas de dos o tres dimensiones, donde L es una aproxi-
mación discreta del operador Laplaciano.
En general, se asume que los errores de medición en d son independientes y normalmente dis-
tribuidos. Por conveniencia, se asumirá que el sistema de ecuaciones G(m) = d ha sido reescalado
de manera que las desviaciones estándar σi sean iguales. La idea básica detrás de la inversión de
Ocamm es una linealización local, aplicada de forma iterativa. Dado un modelo de prueba mk, el
teorema de Taylor se aplica para obtener la aproximación local,
G(mk + ∆m) ≈ G(mk) + J(mk)∆m, (5-7)

















Usando (5-7), el problema de mı́nimos cuadrados regularizado (5-2) se convierte en
min






Donde la variable es ∆m y mk es constante. La reformulación de esto como un problema en el
que la variable es mk+1 = mk + ∆m, y
d̂(mk) = d−G(mk) + J(mk)mk
da como resultado
min














Debido a que J(mk) y d̂(mk) son constantes dentro de una iteración dada, (5-2) está en la forma
de un problema lineal de mı́nimos cuadrados regularizado. Si el sistema es de rango completo, la
solución está dada por





Tenga en cuenta que este método es similar al método GN aplicado al problema de mı́nimos
cuadrados regularizado (5-2). La diferencia es que en la inversión de Occam el parámetro α se
ajusta dinámicamente de manera que la solución no exceda el desajuste permitido. En cada




) de la solución a partir de la cota δ especificada en (5-1), Si esto es
imposible, escogemos el valor de α que minimiza el valor χ2. Al final del procedimiento, debemos
tener una solución con χ2 = δ2.
• Algoritmo: Inversión de Ocamm
Empezamos con una solución inicial, m0, siga los siguientes pasos para calcular una sucesión de
soluciones mk. Pare siempre y cuando la secuencia converja a la solución con χ2 = δ2.
1. Calcule el Jacobiano J(mk) y el vector d̂(mk).







3. Elija el mk+1 particular con el mayor valor de α de tal forma que χ2(mk+1) ≤ δ2. Si no
existe tal valor, utilice el valor de α que minimiza χ2(mk+1)
4. Sea k = k + 1.
.
En este caṕıtulo se introdujo la regularización en problemas de mı́nimos cuadrados no lineales y
el algoritmo inversion de Ocamm para solucionar problemas inversos no lineales.
6. Resultados Numéricos
En este caṕıtulo simplemente se exponen algunos resultados del problema de estimación basados
en los siguientes datos
Tabla 6-1.: Precios de Caplets Oct 14, 2005.
T K = 1 1,5 2 2,5 3 3,5 4 4,5 5
5 0,014942741 0,01300331 0,01114122 0,00932622 0,00751639 0,00588019 0,00433202 0,0031046 0,00213933
4 0,015542982 0,01349863 0,01151405 0,00957273 0,00765832 0,00587549 0,0042459 0,0029082 0,00192797
3 0,016691334 0,01453817 0,01242635 0,01032224 0,0082685 0,00629075 0,00448783 0,00295109 0,00187322
2 0,016603597 0,01434183 0,01208989 0,00984911 0,00765042 0,00552294 0,00361244 0,00202508 0,00106753
1 0,016497669 0,01411957 0,01174152 0,00936411 0,00699318 0,00466073 0,00256059 0,00088837 0,00029459
Tabla 6-2.: Precios de Caplets Oct 14, 2005
T K = 6 7 8 9 10 11 12 13 14
5 0,001032861 0,000545352 0,00031298 0,000197864 0,000131437 9,18998E-05 6,69303E-05 5,13015E-05 3,95111E-05
4 0,0008368 0,000402425 0,000214012 0,000123804 7,85296E-05 5,21153E-05 3,63339E-05 2,6327E-05 1,92049E-05
3 0,000724709 0,00030432 0,000145569 7,62647E-05 4,47101E-05 2,78377E-05 1,8465E-05 1,2579E-05 8,89311E-06
2 0,000240262 5,23036E-05 1,38442E-05 4,37497E-06 1,60162E-06 6,92462E-07 3,19729E-07 1,67416E-07 8,93528E-08
1 3,30055E-05 3,1758E-06 3,77999E-07 5,67411E-08 1,09761E-08 2,64591E-09 7,16508E-10 2,3888E-10 8,3119E-11
En las tablas 6-1 y 6-2 se presentan los correspondientes precios de caplets para un tiempo al
vencimiento T en años y una tasa cap de ejercicio K (dada en puntos porcentuales) en la fecha
Oct 14,2005. Estos precios de caplets se obtuvieron transformando las volatilidades implicadas de
caplets dadas por el mercado utilizando la formulación en Black (1976).
Para los 5 años a considerar también se tienen como datos los valores de las tasas a plazo semestrales
F (0, Ti−1, Ti), i = 1, . . . 10 por supuesto con τi = Ti − Ti−1 = 0.5 en años.
F (0) = [ 0,0459813 0,044687 0,04549943 0,04669683 0,04779351 0,04875375 0,0475856 0,0478954 0,0479955 0,0482587 ].
Como valor inicial del factor de volatilidad estocástica V (0) tomamos V (0) = 1. Obtenemos como
resultado de la calibración las siguientes matrices
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Tabla 6-3.: Resultado de calibración: Norma Gamma
Norma Gamma
0,602625574 0 0 0 0 0 0 0 0 0
0,08320781 0,43480057 0 0 0 0 0 0 0 0
0,05513931 0,03551424 0,24221416 0 0 0 0 0 0 0
0,285483787 0,13984249 0,45345252 0,79664453 0 0 0 0 0 0
0,051518625 0,41379459 0,23991338 0,85173112 0,30269677 0 0 0 0 0
0,650304872 0,33113326 0,94947748 0,82083147 0,8052177 0,87554143 0 0 0 0
0,251014784 0,24270474 0,05491429 0,09026506 0,3369711 0,28119239 0,72070828 0 0 0
0,32932755 0,12291313 0,19954277 0,23923516 0,08368722 0,26072321 0,22712864 0,8499944 0 0
0,773707754 0,63697644 0,79412258 0,03310351 0,27398709 0,29844448 0,92592951 0,31624887 0,15185468 0
0,319220781 0,61952569 0,07809247 0,68073054 0,69286227 0,36170891 0,15723539 0,93014883 0,94910099 0,20197936
Tabla 6-4.: Resultado de calibración: Rho
RHO
-0,059645566 0 0 0 0 0 0 0 0 0
-0,632245847 -0,29358475 0 0 0 0 0 0 0 0
-0,466978599 -0,38064456 -0,03278788 0 0 0 0 0 0 0
-0,472227698 0,04775829 0,17809285 0,64736041 0 0 0 0 0 0
0,244477944 -0,6457699 -0,67533751 0,84765582 0,23806312 0 0 0 0 0
-0,816257787 0,3678582 0,66255578 0,58529728 0,50731587 0,21906059 0 0 0 0
-0,080161397 0,0688356 0,99498719 0,10908167 0,21902105 0,62009316 -0,0272728 0 0 0
0,40723873 -0,0841504 -0,37005143 -0,68319902 0,10900466 -0,45534097 0,52099786 0,31978841 0 0
-0,914575954 -0,71300217 0,97352283 -0,53674989 -0,76783379 -0,78197401 0,02351781 -0,25820026 0,1146961 0
-0,023518467 -0,14706078 0,0792795 0,43135746 -0,11809682 -0,11436316 -0,0814742 0,10471619 0,37197406 -0,9724075
Además considerando κ = 1, 565910613, ε = 2, 036647547 y θ = 0, 026717408.
En las siguientes figuras los puntos sobre la linea sólida muestran los precios observados de algunos
caplets en el mercado, y la linea punteada los precios de caplets con el modelo ajustado para
diferentes vencimientos T en años, y tasa de ejercicio cap K dada en puntos porcentuales. Se
observa además en las gráficas que el modelo calibrado da una buena aproximación de los precios
de caplets, indicando que los parámetros se ajustarón de manera adecuada al modelo de los precios
observados en el mercado. Sin embargo tal resultado no es una sorpresa dado que el modelo posee
mas que suficientes parámetros para ajustar solo las restricciones impuestas por los Caps, mas
adelante trataremos de calibrar el modelo conjuntamente a los precios de Caps y opciones en
swaps.
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(a) T = 5 (b) T = 4
(c) T = 3 (d) T = 2
(e) T = 1
Figura 6-1.: Precios observados vs Modelo calibrado.
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6.1. Calibración conjunta de Caps y Opciones en Swaps.
En esta sección tratamos con el problema de calibración conjunta de Caps y opciones en swaps.
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que corresponde a la parametrización expuesta en la tabla (2-1).
γi es el vector de volatilidad de la tasa a plazo fi de modo tal que
dfi
fi




Con el fin de facilitar la escritura de varias fórmulas en esta sección vamos a modificar la forma en
la que se ha escrito las funciones de volatilidad γ
i
del cap, escribiremos γ
i
= γi, por tanto
γ
i
(t) = (γ1i (t), . . . , γ
N
i (t)) = γ
i(t) = (γi·,1, γ
i
·,2, . . . , γ
i
·,N).
Aśı γi se interpreta como la volatilidad de la tasa fi(t) y se representa por una función de valor
vectorial definida por tramos de modo tal que γi(t) ≡ (γij,1, γij,2, . . . , γij,N) si t ∈ [Tj, Tj+1), además
dado que fi(t) = 0 si t > Ti podemos tomar γ
i
j,· ≡ 0 si j > i. N es la dimensión común de los
movimientos brownianos Zi (en los experimentos numéricos concretos que hemos realizado hemos
fijado N = 3, para mantener el número de parámetros en un nivel razonable), M es el número de
tasas consideradas, γ es entonces una matriz M × (N ·M).
En forma similar consideramos la matriz de coeficientes de correlación ρ:
ρ =

ρ1,1 0 . . . 0 0
ρ1,2 ρ2,2 0 . . . 0 0
...
...
ρM,1 ρM,2 . . . ρM,M
 (6-2)
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donde Wt es el movimiento browniano asociado al proceso de volatilidad estocástica Vt en
dVt = κ(θ − ξ̃0(t)Vt)dt+ ε
√
VtdW. (6-4)
Los parámetros han sido calibrados para un conjunto de instrumentos (caplets y swaptions) activos
durante un periodo de 20 años (Vease las tablas 6-12). Todas las tasas se han asumido a seis meses
por lo que M = 40. El número de parámetros γ para estimar es N M(M+1)
2
= 3 ∗ 20 ∗ 41 = 2460.
El número de los parámetros ρ es M(M+1)
2
= 20 ∗ 41 = 820 mas los 4 parámetros del proceso de
volatilidad κ, θ, ε y V (0). Para un total de 3284 parámetros basandose en los precios de 234 caps
y 770 swaptions para un total de 1004 instrumentos, se trata de un sistema considerablemente
indeterminado en los parámetros por lo que es necesario dotar el método de calibración de algún
mecanismo de regularización de las soluciones.
Dado el vector de parámetros Λ = (γ,ρ, κ, θ, ε) es posible calcular precios de caplets y opciones en
swaps con el modelo de volatilidad estocástica de Wu-Zhang si se cuenta además con los valores
iniciales de las tasas f(0) = (fi(0))i=1,...,M y el valor inicial del proceso de volatilidad V0. El precio
según el modelo W-Z de una opción en un swap o un caplet en el instante t = 0 será denotado en
esta sección por WuZh(0, Tm, Tn, K, f(0), V0), dicho de otra forma WuZh(. . .) es el precio teórico
de una opción determinada obtenido a partir de la fórmulas semi-análiticas vistas en el caṕıtulo
3. Para ser consistentes con la notación del caṕıtulo 3 observamos entonces que
WuZh(0, Tm, Tn, K, f(0), V0) =

Ccaplet(0, fm(0), V (0), Kj) (n = m+ 1)Caplet
PS(0, Rm,n(0), V (0);Kj) swaption.
Es decir, cuando tenemos Tn = Tm+1, WuZh(0, Tm, Tn, K, . . .) es la fórmula en el modelo W-Z de
un caplet con vencimiento en Tm y en el resto de casos (Tm < Tn), WuZh(0, Tm, Tn, K, . . .) es el
precio según el modelo W-Z de una opción en un swap. A continuación replanteamos el problema
de estimación.
Problema de Calibración: En base a un conjunto de precios observados {PObsm,n,j}, conformado
por precios de caps y swaptions estimar el vector de parámetros Λ = (γ,ρ, κ, ε, θ) de forma tal
que
PObsm,n,j ≈WuZh(Tm, Tn, Kj, f(0), V0,Λ). (6-5)
Como la función WuZh(. . .) es no-lineal en los parámetros se procede a estimar el conjunto de





|PObsm,n,j −WuZh(Tm, Tn, Kj, f(0), V0,Λ)|2. (6-6)
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|PObsm,n,j −WuZh(Tm, Tn, Kj, f(0), V0,Λ)|2.
‖(Cov(γ),ρ)− (Cov(γ0),ρ0)‖2 ≤ δ (6-7)
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j,2 . . . γ
i
j,N). Es decir, γ
i
j,. es el vector de volatilidad de la tasa fi durante el
intervalo de tiempo [Tj, Tj+1). Observese también que la matriz Cov(γ) es cuadrada de orden M .
La matriz Cov(γ0) puede ser estimada por métodos econométricos, asi como la matriz de coefi-
cientes de correlación ρ0.
Utilizando el método de multiplicadores de Lagrange es posible mostrar que el problema (6-7) es





|PObsm,n,j −WuZh(Tm, Tn, Kj, f(0), V0,Λ)|2 + α‖(Cov(γ),ρ)− (Cov(γ0),ρ0)‖2. (6-9)
La idea de adjuntar la condición (6-7) al problema de optimización (6-6) tiene como propósito
limitar el conjunto de posibles soluciones de este último, pues el problema (6-6) es un problema no
lineal y las rutinas de optimización pueden entregar perfectamente soluciones inconsistentes con
patrones emṕıricos de los datos que se desean modelar (en la sección de resultados numéricos se
hará más claro este punto). En otras palabras, al considerar la condición (6-7) o equivalentemente
al adjuntar el segundo término al problema (6-9) se mejora la regularidad de la solución penalizando
soluciones que se encuentren muy apartadas del vector (Cov(γ0),ρ0), pues este vector es formado
por las entradas de las matrices Cov(γ0) y ρ0 que pueden ser estimadas en base a datos históricos,
de esta forma se incorpora información econométrica en el problema de optimización (6-6). Por
tanto no se buscan simplemente valores de los parámetros que ajusten el modelo de Wu & Zhang
a precios observados en el mercado de caplets y opciones en swaps sino que además buscamos
que los valores estimados de dichos parámetros no sean muy “extraños” desde un punto de vista
econométrico.
Un comentario final sobre el parámetro α en el problema (6-9), el parámetro controla el nivel de
regularización de la solución controlando el peso de la influencia que el término de penalización
ejerce en el problema de optimización.
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‖(Cov(γ),ρ)− (Cov(γ0),ρ0)‖2,
6.2. Sobre la estimación de (Cov(γ0),ρ0)
En esta sección se sugiere una alternativa para estimar el vector (Cov(γ0),ρ0) presente en el
término de regularización de (6-9), aclaramos que acá seguimos una metodoloǵıa intuitiva y que
un tratamiento mas riguroso requeriŕıa más análisis.
Es claro que para varios periodos de interes los parámetros (Cov(γ0),ρ0) deben ser pronosticados
para el conjunto de tasas a plazo de interés.
Primero estimamos la matriz Cov(γ0) basándonos en datos históricos de las tasas a plazo {fi}.











































Cov(γ)i,j es la matriz que se desea estimar.















Una dificultad importante en relación al proceso de volatilidad Vt es que este es en realidad in-
observable, solo se dispone de observaciones de las tasas a plazo.
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antes de continuar mencionamos algunas observaciones con respecto a la forma en que está escrita
la ecuación (6-12), recuerde que γ
i
‖γi‖ · dZ
i puede considerarse como el movimiento Browniano que
afecta la dinámica de la tasa fi.




















E [Drift(dfi/fi)] dt. (6-14)
segundo en observar que la figura de dfi
fi
(t) vs t, intuitivamente sugiere considerar la aproximación1
E[Drift(dfi/fi)] ≈ 0.
Figura 6-2.: Gráfica de puntos df
f
(n) vs tn.
Acá solo indicamos que para estimar los coeficientes de correlación ρi,k basándose en (6-3) se debe
antes “estimar” el proceso Vt basado en las observaciones de las tasa a plazo.
La idea para estimar Vt consiste en usar por ejemplo un modelo GARCH(1,1) con parámetros ω,
A y B








Finalmente se estima cada valor de ρi por medio de
1En la gráfica se consideró la tasa f1 sin embargo las demás tasas se comportan de manera similar.


















Como datos se consideran los valores iniciales de 40 tasas a plazo para el d́ıa 22 de Julio de 2005.
Se trata de las tasas a plazo que vencen en múltiplos de 0.5 años hasta un máximo de 20 años.
Vencimiento 0,5 1 1,5 2 2,5 3 3,5 4 4,5 5
fi(0) 0,042880995 0,043589555 0,045000902 0,045640827 0,046261578 0,04585139 0,046147037 0,04684612 0,047231578 0,047493794
Vencimiento 5,5 6 6,5 7 7,5 8 8,5 9 9,5 10
fi(0) 0,047856949 0,047877376 0,048187858 0,048097433 0,048354485 0,04786642 0,048035786 0,047345305 0,047424129 0,047036486
Vencimiento 10,5 11 11,5 12 12,5 13 13,5 14 14,5 15
fi(0) 0,047070876 0,047105267 0,047139659 0,046600496 0,046589001 0,046577506 0,046566011 0,046554517 0,046543022 0,045883776
Vencimiento 15,5 16 16,5 17 17,5 18 18,5 19 19,5 20
fi(0) 0,045830502 0,045777229 0,045723958 0,045670688 0,04561742 0,045564152 0,045510887 0,045457622 0,045404359 0,045404359
Tabla 6-5.: Tasas a plazo para el 22 de Julio de 2005.
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Figura 6-3.: Precios de Caps observados y ajustados
(a) Swaptions vencimiento T =0.5 (b) Swaptions vencimiento T =1
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(c) Vencimiento T =2 (d) Vencimiento T =3
(e) Vencimiento T =4 (f) Vencimiento T =5
(g) Vencimiento T =6 (h) Vencimiento T =7
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(i) Vencimiento T =8 (j) Vencimiento T =9
(k) Vencimiento T =10
Figura 6-4.: Precios de swaptions a diferentes vencimientos.
Los siguientes valores de los parámetros ε, κ, θ y V0 son implicados
V0 ε κ θ
0,569213659 1,54866E-15 0,264727107 1,23433E-14
Tabla 6-6.: Parámetros implicados.
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Vencimiento RMSE Min Max
Caps 0,005069293 -3,52196E-05 0,014108276
0.5×· 0,072348759 -0,11715709 0,254043752
1×· 0,039941273 -0,076452636 0,054526837
2×· 0,124639197 -0,45491686 0,157435979
3×· 0,069541823 -0,16476818 0,106059871
4×· 0,03176465 -0,075751491 0,045347622
5×· 0,062531267 -0,081585375 0,195420882
6×· 0,029358082 -0,128033445 0,043697748
7×· 0,092432313 -0,409189914 0,137899745
8×· 0,017159196 -0,017265248 0,048269724
9×· 0,018891576 -0,066896569 0,032513218
10×· 0,01106674 -0,014758111 0,030755765
Tabla 6-7.: RMSE para la solución no regularizada.
La tabla 6-7 ilustra el RMSE para cada grupo de instrumentos, se han agrupado entre si los Caps
y luego las opciones por el tiempo de vencimiento, las columnas Min y Max se refieren al menor y
mayor residuo para el correspondiente grupo de instrumentos. En estas gráficas una observación
importante es que aunque los errores están dentro de ĺımites razonables las soluciones (en rojo) no
son consistentes con las sonrisas de volatilidad que presentan los precios observados, como vamos
a ver en el caso en que se utiliza regularización se obtienen soluciones que recuperan el sentido de
la curvatura de las sonrisas.
6.3.1. Soluciones Regularizadas
Figura 6-5.: Precios de Caps observados y ajustados para la solución regularizada.
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(a) Swaptions vencimiento T =0.5 (b) Swaptions vencimiento T =1
(c) Vencimiento T =2 (d) Vencimiento T =3
(e) Vencimiento T =4 (f) Vencimiento T =5
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(g) Vencimiento T =6 (h) Vencimiento T =7
(i) Vencimiento T =8 (j) Vencimiento T =9
(k) Vencimiento T =10
Figura 6-6.: Precios de swaptions regularizados.
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En esta estimación los siguientes valores de los parámetros ε, κ, θ y V0 son implicados
V0 ε κ θ
5,73699E-13 0,681418122 5,24004E-12 0,312676485
Tabla 6-8.: Parámetros implicados para la solución regularizada.
Vencimiento RMSE Min Max
Caps 0,005264517 -5,68304E-05 0,014766474
0.5×· 0,13151166 -0,383455523 0,01247074
1×· 0,118892057 -0,354332894 0,009958127
2×· 0,100281432 -0,310940464 0,014380129
3×· 0,082042861 -0,250667824 0,014595265
4×· 0,068530253 -0,209426499 0,015500555
5×· 0,058117752 -0,183031225 0,015509987
6×· 0,044571247 -0,141941659 0,01685138
7×· 0,040214274 -0,115791989 0,017857896
8×· 0,031004442 -0,095309737 0,018161876
9×· 0,02549867 -0,081336858 0,018121902
10×· 0,020906284 -0,064658399 0,01888809
Tabla 6-9.: RMSE para la solución regularizada.
En este caso los resultados parecen más satisfactorios, las sonrisas de volatilidad son aproximadas
en casi todos los casos de los swaptions.
Todos los resultados se han basado en el siguiente conjunto de datos:
Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 17,15 19,39 20,22 18,13 17,74 17,24 16,75 16,49 16,36
Strike 3,3701 3,3702 3,4227 3,4541 3,4907 3,5238 3,5517 3,5742 3,5889
3 MO Vol 18,74 19,64 18,93 17,77 17,39 16,89 16,39 16,14 16,01
Strike 3,3172 3,3595 3,4172 3,4535 3,4923 3,5265 3,5544 3,5762 3,5899
6 MO Vol 19,73 19,63 18,39 17,88 17,26 16,87 16,5 16,25 16,01
Strike 3,2771 3,3697 3,4258 3,466 3,5056 3,5388 3,5659 3,5858 3,5974
9 MO Vol 19,88 19,07 17,98 17,37 16,76 16,45 16,14 15,9 15,72
Strike 3,2981 3,3959 3,4444 3,4861 3,5251 3,5565 3,5818 3,5993 3,6084
1 YR Vol 19,91 18,48 17,55 16,85 16,26 16,02 15,78 15,55 15,43
Strike 3,3563 3,4421 3,4758 3,5164 3,552 3,5808 3,6037 3,6179 3,6239
2 YR Vol 18,73 17,48 16,81 16,04 15,38 15,05 14,83 14,77 14,5
Strike 3,5316 3,5395 3,5745 3,6065 3,632 3,6517 3,6625 3,6647 3,665
3 YR Vol 17,1 17,08 16,04 15,55 15 14,78 14,46 14,35 14,14
Strike 3,5478 3,5975 3,6338 3,66 3,6792 3,688 3,6874 3,6854 3,6813
Tabla 6-10.:
52 6 Resultados Numéricos
Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 15,41 17,43 18,21 16,34 16,01 15,58 15,14 14,92 14,81
Strike 3,8701 3,8702 3,9227 3,9541 3,9907 4,0238 4,0517 4,0742 4,0889
3 MO Vol 16,82 17,65 17,04 16,02 15,69 15,26 14,83 14,61 14,5
Strike 3,8172 3,8595 3,9172 3,9535 3,9923 4,0265 4,0544 4,0762 4,0899
6 MO Vol 17,68 17,65 16,56 16,13 15,58 15,25 14,93 14,71 14,49
Strike 3,7771 3,8697 3,9258 3,966 4,0056 4,0388 4,0659 4,0858 4,0974
9 MO Vol 18,07 17,39 16,42 15,88 15,34 15,07 14,8 14,59 14,43
Strike 3,7981 3,8959 3,9444 3,9861 4,0251 4,0565 4,0818 4,0993 4,1084
1 YR Vol 18,39 17,11 16,27 15,63 15,11 14,89 14,68 14,47 14,36
Strike 3,8563 3,9421 3,9758 4,0164 4,052 4,0808 4,1037 4,1179 4,1239
2 YR Vol 17,67 16,49 15,87 15,15 14,54 14,23 14,02 13,97 13,72
Strike 4,0316 4,0395 4,0745 4,1065 4,132 4,1517 4,1625 4,1647 4,165
3 YR Vol 16,25 16,25 15,27 14,8 14,29 14,08 13,77 13,67 13,46
Strike 4,0478 4,0975 4,1338 4,16 4,1792 4,188 4,1874 4,1854 4,1813
Tabla 6-11.:
Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 14,72 16,65 17,4 15,63 15,32 14,91 14,51 14,3 14,2
Strike 4,1201 4,1202 4,1727 4,2041 4,2407 4,2738 4,3017 4,3242 4,3389
3 MO Vol 16,04 16,85 16,29 15,32 15,02 14,61 14,2 14 13,9
Strike 4,0672 4,1095 4,1672 4,2035 4,2423 4,2765 4,3044 4,3262 4,3399
6 MO Vol 16,85 16,85 15,83 15,42 14,91 14,61 14,3 14,1 13,9
Strike 4,0271 4,1197 4,1758 4,216 4,2556 4,2888 4,3159 4,3358 4,3474
9 MO Vol 17,37 16,74 15,82 15,31 14,8 14,55 14,29 14,09 13,94
Strike 4,0481 4,1459 4,1944 4,2361 4,2751 4,3065 4,3318 4,3493 4,3584
1 YR Vol 17,83 16,61 15,8 15,19 14,68 14,48 14,28 14,07 13,97
Strike 4,1063 4,1921 4,2258 4,2664 4,302 4,3308 4,3537 4,3679 4,3739
2 YR Vol 17,46 16,29 15,69 14,98 14,37 14,06 13,86 13,81 13,56
Strike 4,2816 4,2895 4,3245 4,3565 4,382 4,4017 4,4125 4,4147 4,415
3 YR Vol 16,03 16,02 15,06 14,6 14,09 13,89 13,59 13,48 13,28
Strike 4,2978 4,3475 4,3838 4,41 4,4292 4,438 4,4374 4,4354 4,4313
Tabla 6-12.:
Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 14,5 16,4 17,15 15,4 15,1 14,7 14,3 14,1 14
Strike 4,3701 4,3702 4,4227 4,4541 4,4907 4,5238 4,5517 4,5742 4,5889
3 MO Vol 15,8 16,6 16,05 15,1 14,8 14,4 14 13,8 13,7
Strike 4,3172 4,3595 4,4172 4,4535 4,4923 4,5265 4,5544 4,5762 4,5899
6 MO Vol 16,6 16,6 15,6 15,2 14,7 14,4 14,1 13,9 13,7
Strike 4,2771 4,3697 4,4258 4,466 4,5056 4,5388 4,5659 4,5858 4,5974
9 MO Vol 17,12 16,51 15,6 15,1 14,6 14,35 14,1 13,9 13,75
Strike 4,2981 4,3959 4,4444 4,4861 4,5251 4,5565 4,5818 4,5993 4,6084
1 YR Vol 17,6 16,4 15,6 15 14,5 14,3 14,1 13,9 13,8
Strike 4,3563 4,4421 4,4758 4,5164 4,552 4,5808 4,6037 4,6179 4,6239
2 YR Vol 17,25 16,1 15,5 14,8 14,2 13,9 13,7 13,65 13,4
Strike 4,5316 4,5395 4,5745 4,6065 4,632 4,6517 4,6625 4,6647 4,665
3 YR Vol 15,8 15,8 14,85 14,4 13,9 13,7 13,4 13,3 13,1
Strike 4,5478 4,5975 4,6338 4,66 4,6792 4,688 4,6874 4,6854 4,6813
Tabla 6-13.:
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Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 14,28 16,15 16,9 15,17 14,88 14,49 14,09 13,9 13,8
Strike 4,6201 4,6202 4,6727 4,7041 4,7407 4,7738 4,8017 4,8242 4,8389
3 MO Vol 15,56 16,35 15,81 14,88 14,58 14,19 13,8 13,6 13,5
Strike 4,5672 4,6095 4,6672 4,7035 4,7423 4,7765 4,8044 4,8262 4,8399
6 MO Vol 16,35 16,35 15,37 14,98 14,49 14,19 13,9 13,7 13,5
Strike 4,5271 4,6197 4,6758 4,716 4,7556 4,7888 4,8159 4,8358 4,8474
9 MO Vol 16,87 16,28 15,39 14,89 14,4 14,16 13,91 13,71 13,57
Strike 4,5481 4,6459 4,6944 4,7361 4,7751 4,8065 4,8318 4,8493 4,8584
1 YR Vol 17,37 16,19 15,4 14,81 14,32 14,12 13,92 13,73 13,63
Strike 4,6063 4,6921 4,7258 4,7664 4,802 4,8308 4,8537 4,8679 4,8739
2 YR Vol 17,04 15,91 15,31 14,62 14,03 13,74 13,54 13,49 13,24
Strike 4,7816 4,7895 4,8245 4,8565 4,882 4,9017 4,9125 4,9147 4,915
3 YR Vol 15,57 15,58 14,64 14,2 13,71 13,51 13,21 13,12 12,92
Strike 4,7978 4,8475 4,8838 4,91 4,9292 4,938 4,9374 4,9354 4,9313
Tabla 6-14.:
Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 14,06 15,91 16,64 14,95 14,66 14,27 13,89 13,7 13,6
Strike 4,8701 4,8702 4,9227 4,9541 4,9907 5,0238 5,0517 5,0742 5,0889
3 MO Vol 15,32 16,1 15,57 14,66 14,37 13,98 13,6 13,4 13,31
Strike 4,8172 4,8595 4,9172 4,9535 4,9923 5,0265 5,0544 5,0762 5,0899
6 MO Vol 16,09 16,1 15,14 14,75 14,27 13,98 13,69 13,5 13,31
Strike 4,7771 4,8697 4,9258 4,966 5,0056 5,0388 5,0659 5,0858 5,0974
9 MO Vol 16,63 16,04 15,17 14,69 14,2 13,96 13,72 13,53 13,38
Strike 4,7981 4,8959 4,9444 4,9861 5,0251 5,0565 5,0818 5,0993 5,1084
1 YR Vol 17,13 15,97 15,2 14,62 14,13 13,94 13,75 13,55 13,45
Strike 4,8563 4,9421 4,9758 5,0164 5,052 5,0808 5,1037 5,1179 5,1239
2 YR Vol 16,84 15,72 15,13 14,45 13,86 13,57 13,38 13,33 13,08
Strike 5,0316 5,0395 5,0745 5,1065 5,132 5,1517 5,1625 5,1647 5,165
3 YR Vol 15,39 15,39 14,46 14,02 13,54 13,34 13,05 12,95 12,76
Strike 5,0478 5,0975 5,1338 5,16 5,1792 5,188 5,1874 5,1854 5,1813
Tabla 6-15.:
Expiry 1 YR 2 YR 3 YR 4 YR 5 YR 6 YR 7 YR 8 YR 9 YR
1 MO Vol 13,99 15,82 16,53 14,84 14,55 14,16 13,77 13,57 13,48
Strike 5,3701 5,3702 5,4227 5,4541 5,4907 5,5238 5,5517 5,5742 5,5889
3 MO Vol 15,25 16,01 15,47 14,55 14,26 13,87 13,48 13,29 13,19
Strike 5,3172 5,3595 5,4172 5,4535 5,4923 5,5265 5,5544 5,5762 5,5899
6 MO Vol 16,03 16,01 15,04 14,65 14,16 13,87 13,58 13,38 13,19
Strike 5,2771 5,3697 5,4258 5,466 5,5056 5,5388 5,5659 5,5858 5,5974
9 MO Vol 16,52 15,93 15,06 14,57 14,09 13,84 13,6 13,4 13,26
Strike 5,2981 5,3959 5,4444 5,4861 5,5251 5,5565 5,5818 5,5993 5,6084
1 YR Vol 17,01 15,85 15,07 14,49 14,01 13,81 13,62 13,42 13,33
Strike 5,3563 5,4421 5,4758 5,5164 5,552 5,5808 5,6037 5,6179 5,6239
2 YR Vol 16,91 15,78 15,19 14,5 13,92 13,62 13,42 13,38 13,13
Strike 5,5316 5,5395 5,5745 5,6065 5,632 5,6517 5,6625 5,6647 5,665
3 YR Vol 15,47 15,46 14,53 14,09 13,6 13,41 13,11 13,01 12,82
Strike 5,5478 5,5975 5,6338 5,66 5,6792 5,688 5,6874 5,6854 5,6813
Tabla 6-16.:
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Vencimiento/Strike 1 2 3 4 5 6 7 8 9 10 12 15 20
0,01 36,3 35,75 36,9 36 35,3 34,4 33,4 32,65 32,15 31,8 31,35 30,95 31,1
0,015 24 26,9 27,9 27,1 26,5 26 25,6 25,3 24,9 24,6 23,9 23,2 22,3
0,02 20,9 24,85 25,6 25 24,6 24,45 23,8 23,4 23 22,65 22 21,8 20,5
0,025 18 21,6 23,1 22,8 22,6 22,2 21,9 21,5 21,1 20,8 20,1 19,5 18,7
0,03 18,25 19,1 20,6 20,5 19,55 19,3 19,9 18,55 18,3 18,05 17,65 17,25 17,15
0,035 13,8 16,8 18 18,2 18,2 18,1 17,9 17,6 17,4 17,2 16,6 16 15,2
0,04 12,75 15,05 15,8 16,05 16,25 16,2 16 15,8 16 15,45 15,1 14,75 14,65
0,045 11,3 14,1 15,1 15,4 15,6 15,5 15,4 15,2 15,1 15 14,7 14,2 13,7
0,05 12,7 14,4 15,05 15,25 15,4 15,35 15,1 14,9 14,75 14,55 14,25 13,9 13,85
0,06 14,45 14,9 15,55 15,65 15,75 15,65 15,35 15,1 14,9 14,7 14,4 14,05 14,05
0,07 15,55 15,65 16,45 16,45 16,5 16,3 15,9 15,65 15,45 15,3 15 14,65 14,65
0,08 16,5 16,5 17,4 17,3 17,3 17,05 16,6 16,1 15,9 15,95 15,65 15,35 15,4
0,09 17,45 17,4 18,35 18,1 18,1 17,75 17,3 16,95 16,75 16,6 16,35 16,05 16,15
0,1 18,3 18,2 19,2 18,9 18,8 18,45 17,95 17,6 17,4 17,25 17 16,7 16,8
0,11 19,1 18,95 19,95 19,6 19,5 19,05 18,55 18,2 18 17,85 17,6 17,3 17,45
0,12 19,8 19,65 20,65 20,25 20,1 19,65 19,1 18,75 18,55 18,4 18,15 17,85 18,05
0,13 20,45 20,3 21,3 20,85 20,7 20,2 19,6 19,25 19,05 18,9 18,65 18,4 18,6
0,14 21,05 20,9 21,9 21,4 21,2 20,7 20,1 19,75 19,55 19,4 19,15 18,9 19,1
Tabla 6-17.: Caplets
7. Conclusiones
• El método de calibración propuesto, usando FFT para calcular el precio según el modelo
WZ de los derivados en tasas de interés y el uso del algoritmo de Enfriamiento simulado
para minimizar la suma de los cuadrados de los residuos, a pesar de ser relativamente lento
parece ser una metodoloǵıa idónea para tratar el problema de calibración conjunta a caps y
swaptions en el modelo WZ.
• El inconveniente mencionado de la lentitud del método de calibración puede ser tal vez
mejorado utilizando una paralelización conveniente del proceso de optimización basado en el
algoritmo de enfriamiento simulado y/o considerando múltiples valores de comienzo (multi
start methods).
• Las soluciones regularizadas parecen estar dentro de ĺımites de tolerancia razonables, valdŕıa
la pena investigar la utilidad de tales estimaciones tras un análisis completo del desempeño
del método de calibración en un proceso de cobertura de un portafolio de derivados en tasas
de interés.
• Las soluciones regularizadas también parecen predecir el sentido correcto de la curvatura de
las sonrisas de volatilidad.
7.1. Direcciones Futuras
• Intentar mejorar la velocidad del método utilizando posiblemente una técnica de paralelización
para el algoritmo de enfriamiento simulado.
• Analizar con mas detalle el problema de la predicción conjunta de los parámetros Cov(γ) y
ρ.
• Con los datos obtenidos analizar la posible reducción de parámetros.
A. Anexo: Modelo del Mercado Swap
(LSM)
A.1. Swaptions y el Modelo Lognormal para la Tasa Swap a
Plazo (LSM)
Suponemos una cantidad nominal de 1, un swap en tasa de interés (IRS) es una contrato que
intercambia pagos entre dos partes. En todo instante Tj en un conjunto de fechas Tα+1, . . . , Tβ, la
parte fija paga una cantidad correspondiente a una tasa de interés fija K,
τjK,
donde τj es la fracción de año de Tj−1 a Tj, mientras la parte flotante paga una cantidad corres-
pondiente a la tasa de interés Fj(Tj−1) del conjunto en el instante previo Tj−1 por el vencimiento
dado por el pago actual en el instante Tj. La tasa de la parte flotante se reajusta en los tiempos
Tα, Tα+1, . . . , Tβ−1 y paga en los tiempos Tα+1, . . . , Tβ. El pago en el tiempo Tα de la parte que








El valor de este contrato se calcula como
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[P (t, Ti−1)− (1 + τiK)P (t, Ti)]. (A-2)









tomando una esperanza neutral al riesgo, ni la volatilidad ni la correlación de las tasas afectan el
precio de este producto financiero. La tasa a plazo swap correspondiente a la anterior IRS es el
valor particular de la tasa de la parte fija K que hace que el contrato inicialmente valga cero. La
tasa a plazo swap asociada con el anterior IRS se obtiene igualando a cero la última expresión en
(A-2) y resolviendo para K se obtiene
Sα,β(t) =
P (t, Tα)− P (t, Tβ)∑β
i=α+1 τiFP (t, Ti)
=
1− FP (t;Tα, Tβ)∑β
i=α+1 τiFP (t;Tα, Ti)
= : exp (Ψ ((Fα+1(t), Fα+2(t), . . . , Fβ(t)))
donde










Note que la tasa a plazo swap es una función no lineal de las tasas a plazo LIBOR subyacentes.
De hecho, se puede reescribir la anterior fórmula como













Se puede derivar una expresión alternativa para la tasa swap a plazo igualando a cero la expresión






τiFP (t, Tα, Ti)∑β
k=α+1 τkFP (t, Tα, Tk)
=
τiP (t, Ti)∑β
k=α+1 τkP (t, Tk)
.
Esta última expresión para S es importante pues conduce a la siguiente aproximación. S se puede
ver como un promedio ponderado, por lo tanto las tasas swap a plazo se pueden interpretar como
los promedios ponderados de las tasas a plazo. Note que los pesos w′s dependen de los F ′s, de
modo que no tenemos propiamente un promedio ponderado. Basada en estudios emṕıricos se
muestra que la variabilidad de los w′s es pequeña comparado con la variabilidad de los F ′s, se





Esto puede ayudar en la estimación de la volatilidad absoluta de las tasas swap a partir de la
volatilidad absoluta de las tasas a plazo. Finalmente, note que el pago descontado de la IRS (A-1)





τiP (Tα, Ti), (A-5)
ahora podemos definir un swaption. Un swaption es un contrato que da a su comprador el dere-
cho (pero no la obligación) a entrar a un swap en tasa de interés IRS en un tiempo futuro
Tα > 0, cuyo primer tiempo de reajuste usualmente coincide con Tα y con pagos en los tiem-
pos Tα+1, Tα+2, . . . , Tβ. La tasa fija K del swap subyacente se denomina tasa swap de ejercicio o
simplemente tasa de ejercicio. Para el pagador swaption puede ejercer este derecho solo cuando
la tasa swap en el tiempo de ejercicio Tα es mayor que la tasa fija K de la IRS (el IRS resultante
es un valor positivo). Si se asume una cantidad nominal de 1, el pago descontado del swaption se
escribe como,




τiP (Tα, Ti). (A-6)
donde como es habitual (x)+ = max(0, x).
Recordemos que un swaption se dice at−the−money cuando la tasa de ejercicio K es igual al valor
actual Sα,β(0) de la tasa a plazo swap subyacente. El swaption se dice in − the −money cuando
Sα,β(0) > K, reflejando el hecho que si las tasas eran deterministas se puede conseguir dinero (un
múltiplo positivo de Sα,β(0)−K) del contrato swaption. El swaption se dice out−of−the−money
cuando Sα,β(0) < K. Moneyness para un swaption receptor se define de manera opuesta. Un





En efecto, el producto Cα,β(t)Sα,β(t) = P (t, Tα) − P (t, Tβ) da el precio de una activo negociable,
expresado en unidades Cα,β y coincide con nuestra tasa a plazo swap. Al momento de elegir
los swap’s ”valor actual para el punto base” Cα,β como numerario, la tasa a plazo swap Sα,β(t)
evoluciona acorde a una martingala bajo la medida Qα,β asociado con el numerario Cα,β. La medida
Qα,β se denomina medida swap.





donde el porcentaje de volatilidad instantánea σ(α,β(t) es determinista y Wα,β es un movimiento
Browniano estándar bajo Qα,β
Se denota por v2α,β(T ) la varianza porcentual promedio de la tasa a plazo swap en el intervalo de








Este modelo para la evolución de la tasa a plazo swap se conoce como modelo lognormal
forward-swap LSM, puesto que cada tasa swap Sα,β tiene una distribución lognormal bajo
la respectiva medida swap Qα,β.
Al fijar el precio de un swaption, este modelo es conveniente, puesto que sus rendimientos son bien
definidos por la formula de Black para swaption, como se establece en la siguiente proposición:
Proposición A.1 (Equivalencia entre los precios swaption LSM y fórmula de Black)
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El precio del anterior pagador swaption, que se deduce del LSM, coincide con el dado por la fórmula
de Black para swaptions, es decir,
PSLSM(0, Tα, [Tα, . . . , Tβ], K) = PS
Black(0, Tα, [Tα, . . . , Tβ], K)
= Cα,β(0)Bl(K,Sα,β(0), vα,β(Tα))
donde
Bl(K,Sα,β(0), vα,β(Tα)) = E
i (Sα,β(Ti−1)−K)+











esto se sigue del cambio de probabilidad a la medida asociada a un numerario Hull et al. (1999).
Ahora, dada la distribución lognormal de S calculando el valor esperado en la anterior fórmula
con la dinámica (A-7) conduce a la formula de Black para swaptions. En efecto, el anterior valor
esperado es el precio clásico de Black Scholes para una opción de compra cuyo activo subyacente
es Sα,β, con precio de ejercicio K, vencimiento Tα, tasa libre de riego igual a cero y porcentaje de
volatilidad instantánea σ(α,β)(t).
Observación: (Incompatibilidad en las distribuciones de los modelos LFM y LSM)
Mientras que la tasa swap proveniente de la dinámica LSM (A-7) se distribuye lognormal, la tasa
swap proveniente de la dinámica LFM (A-3) no se distribuye lognormal. Estos resultados en los
dos modelos son teóricamente incompatibles. Sin embargo, esta incompatibilidad es sobre todo
teórica, ya que en la práctica se tiene que la distribución LFM para Sα,β es casi lognormal.
A.2. El precio de un Swaption en el modelo WZ
Como en el caso de un Caplet, también hay una fórmula semi explicita para el precio de un
swaption1. Una observación importante es que la fórmula correspondiente a los caplets es un caso
particular de la fórmula que corresponde a los swaptions en el caso en que solo se considera una
tasa a plazo.
De forma mas concreta si denotamos por
PS(t, Rm,n(t), V (t);K)
1La formula se refiere estrictamente a un contrato denominado Payer Swaption en el cual el tenedor en el caso de
ejercer la opción se compromete a hacer los pagos en tasa fija del swap subyacente.
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el precio de un swaption en el instante t en el modelo de WZ, donde la tasa a plazo swap en el













Se tiene entonces que
PS(0) = BS(0)ES0 [(Rm,n(Tm)−K)+],
= BS(0)G(0, Bm,n(0), V (0), K)
= BSF{φ̄T}.
Donde abusamos de la notación para denotar por F{φ̄T} la tranformada de Fourier bien sea de la
función
ψT (u) =
φT (1 + a+ iu)
(a+ iu)(1 + a+ iu)
,
en el caso del método de Fourier con factor de amortiguado del cápitulo 3. O la función
ηT (u) =
1− φt(1 + iu)
u2 − iu
,
en caso de utilizar el método de Fourier sobre el valor temporal de la opción también descrito en
el cápitulo 3.
Para finalizar, recordamos que φT es la función
φT (x, V, t; z) = e
A(T−t,z)+B(T−t,z)V+zx,









ε2B2 + (ρελz − κξ)B + 1
2
λ2(z2 − z) (A-10)
como en la proposición 3.1 las funciones A y B se pueden aproximar en el caso de coeficientes
constantes por tramos por medio de
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B(τ, z) = B(τj, z) +
(a+ d− ε2B(τj, z))(1− ed(τ−τj))
ε2(1− gjed(τ−τj))
para τj ≤ τ < τj+1, j = 0, 1, . . . ,m− 1,
donde
a = κξ − ρελz, d =
√
a2 − λ2ε2(z2 − z), gj =
a+ d− ε2B(τj, z)
a− d− ε2B(τj, z)
La diferencia ahora en el caso de los swaptions consiste en que en lugar de tomar para ξ








como en caso de un caplet se considera






de donde se puede corroborar al verificar la definición de αj que la fórmula para el precio de un
caplet corresponde al caso particular de la fórmula para valorar swaptions cuando solo se considera
una tasa a plazo.
B. Anexo: Algoritmo en Matlab







for i = 1:NuRates






x0 = [V0 ,epsilon, kappa, theta, GAMMA(ind_gamma)’, RHO(ind_rho)’];










lb = [Emin,Emin,kappa_min,theta_min,-LimGamma*ones(1,N_gamma), -1*ones(1,N_rho)];
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