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Introduzione
Scopo della tesi è descrivere il cono di curve di alcune varietà di Fano (ovve-
ro di varietà proiettive complesse lisce con divisore anticanonico ampio) che
ammettono un raggio estremale associato ad uno scoppiamento liscio.
Lo studio delle varietà di Fano risulta fondamentale in Teoria di Mori,
dove queste varietà compaiono come ﬁbre generiche delle contrazioni associa-
te ai raggi estremali, o più in generale alle facce estremali (cfr. Deﬁnizione
1.1.7), del cono di KleimannMori NE(X) (cfr. Capitolo 1.1) di una varie-
tà X proiettiva complessa liscia. Per il Teorema del Cono (Teorema 1.4.2)
sappiamo che la parte negativa di NE(X) rispetto al divisore canonico KX
della varietà, è localmente poliedrale e nel caso delle varietà di Fano il cono
di KleimannMori NE(X) è interamente contenuto nel semipiano negativo
di N1(X) rispetto a KX .
Inoltre il Teorema di Contrazione (Teorema 1.4.3) garantisce che, ad ogni
faccia estremale, è associata ad una contrazione.
Ad ogni varietà di Fano possono essere associati alcuni invarianti numerici,
come il numero di Picard ρX , l'indice rX e lo pseudoindice iX (cfr. Deﬁni-
zione 1.1.5 e Capitolo 2.1).
Inizialmente, è stata tentata una classiﬁcazione delle varietà di Fano per
valori alti di rX , raggiunta per rX = dimX + 1 e rX = dimX in [15], per
rX = dimX − 1 in [13], per rX = dimX − 2 in [26] e [20].
Nei casi invece in cui l'indice ha un valore inferiore il problema è stato ap-
prociato con strategie diﬀerenti, ad esempio assumendo di avere un raggio
legato a contrazioni particolari, intuizione seguita in [3].
Un'altra strategia eﬃcace per classiﬁcare le varietà di Fano è studiare le
famiglie di curve razionali di queste varietà per capire a quali contrazioni so-
no associati i raggi del cono di KleimannMori ed inﬁne determinare, quando
possibile, la varietà corrispondente.
Grazie a due risultati fondamentali ottenuti da Mori in [22] e Kollár in [17],
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sappiamo che ogni varietà di Fano ammette famiglie dominanti di curve ra-
zionali (Teorema 2.3.1) e famiglie orizzontali rispetto ad una ﬁbrazione (Teo-
rema 2.3.2); pertanto è possibile usare le proprietà di queste famiglie per
studiare il cono della varietà.
Per questi motivi richiameremo nei primo Capitolo alcuni risultati generali
riguardanti le famiglie di curve razionali (seguendo [16] e [11]), soﬀermandoci
in particolare sulle famiglie non spezzanti e quelle dominanti (cfr. Deﬁnizio-
ne 1.2.7 e 1.2.8). Utilizzeremo quindi le famiglie Chow per parametrizzare
gli 1-cicli (cfr. Deﬁnizione 1.3.5) e per deﬁnire la connessione razionale (cfr.
Deﬁnizione 1.3.13) ed enunceremo la Disuguaglianza di IonescuWi±niewski
(Teorema 1.4.7) che mette in relazione la lunghezza di un raggio con le di-
mensioni della ﬁbra e del luogo eccezionale della contrazione ad esso associata.
Per valori alti dello pseudoindice è possibile sfruttare in aggiunta la Con-
gettura di Mukai Generalizzata (cfr. Congettura 2.1.9) che mette in relazione
pseudoindice e numero di Picard della varietà. Tale Congettura è stata di-
mostrata in [31] e [27] nel caso in cui iX ≥ dimX+13 e nel caso in cui iX = dimX3
richiedendo in aggiunta che la varietà X ammetta una famiglia di curve do-
minante non spezzante. Per i risultati in [31] si vede che, supponendo ρX ≥ 3,
allora dalla Congettura di Mukai Generalizzata ricaviamo iX ≤ dimX+33 . Per-
tanto in [28] vengono studiate e classiﬁcate le varietà di Fano con ρX ≥ 3 e
iX ≥ dimX+23 . Il caso successivo rispetto allo pseudoindice, ovvero quando
iX ≥ dimX+13 , viene aﬀrontato in [28] in cui si trova una classiﬁcazione delle
varietà se ρX ≥ 4, oppure se ρX = 3 e la varietà ammette una famiglia di
curve dominante non spezzante. In [29] invece, mantenendo lo stesso valore
di iX , supponendo che ρX ≥ 3 e che la varietà ammetta un raggio associato
ad uno scoppiamento liscio, si trova una classiﬁcazione di tutti i possibili coni
di queste varietà.
Nel caso successivo, ovvero per iX = dimX3 , troviamo che una varietà di
Fano X può ammettere un raggio Rσ associato ad uno scoppiamento liscio
sia di lunghezza iX che di lunghezza iX + 1.
Nelle Sezioni 3.2 e 3.3 studieremo quest'ultimo caso, supponendo quindi di
avere una varietà di Fano X con numero di Picard ρX ≥ 3, che ammette un
raggio Rσ di lunghezza iX + 1 associato ad uno scoppiamento liscio e per cui
esiste una famiglia di curve razionali dominante non spezzante V 1. Dividere-
mo lo studio in due casi a seconda del numero d'intersezione tra la famiglia
di curve V 1 ed il luogo eccezionale Exc(Rσ) dello scoppiamento associato
ad Rσ. In entrambi i casi dimostreremo che il numero di Picard è ρX = 3
(Proposizione 3.2.4 e Proposizione 3.3.5).
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Inizialmente ci occuperemo di studiare il caso in cui la famiglia V 1 sia
positiva rispetto al luogo eccezionale Exc(Rσ). Con il Teorema 3.2.6 dimo-
streremo che il cono NE(X) = 〈Rσ, R1, R2〉 dove R1 è un raggio di tipo
ﬁbrato che contiene la classe di equivalenza di [V 1] mentre R2 può esse-
re o anch'esso associato ad una contrazione di tipo ﬁbrato oppure ad uno
scoppiamento liscio la cui ﬁbra ha dimensione iX . Entrambi i casi possono
eﬀettivamente veriﬁcarsi (come vedremo negli esempi del Capitolo 4).
Tratteremo inﬁne il caso in cui Exc(Rσ)·V 1 = 0, dimostrando inizialmen-
te che nel cono NE(X) esiste un altro raggio Rτ associato ad uno scoppia-
mento liscio le cui ﬁbre hanno dimensione iX (Proposizione 3.3.1) e che ci può
essere al più un raggio associato ad una contrazione di tipo ﬁbrato. Mostrere-
mo poi che X è rc(V 1, V 2, V σ)-connessa, dove V 2 è una famiglia orizzontale
rispetto all'rc(V 1)-ﬁbrazione che dimostreremo essere non spezzante (Pro-
posizione 3.3.4). Vedremo inoltre che la varietà X è anche rc(V 1, V τ , V σ)-
connessa (Teorema 3.3.8), dove V τ è una famiglia di deformazione di una
curva minima di un raggio Rτ associato ad uno scoppiamento liscio tale che
Exc(Rσ) ·Rτ > 0.
Inﬁne, assumendo che X non ammetta raggi estremali associati a contrazioni
piccole, dimostreremo che allora Exc(Rσ) · R ≥ 0 per ogni raggio estremale
R contenuto in NE(X) (Proposizione 3.3.9), e dimostreremo pertanto che
NE(X) = 〈Rσ, R1, Rτ 〉, dove R1 è un raggio associato ad una contrazione
di tipo ﬁbrato generato da [V 1] mentre Rτ è associato ad uno scoppiamento
liscio le cui ﬁbre hanno dimensione iX (Teorema 3.3.11 e 3.3.12).

Capitolo 1
Deﬁnizioni e risultati preliminari
In questa prima parte richiameremo le deﬁnizioni ed i risultati utili per
le dimostrazioni dei capitoli successivi. Se non diversamente speciﬁcato,
assumeremo sempre che X sia una varietà proiettiva complessa liscia.
1.1 Divisori, uno-cicli ed equivalenza numerica
Iniziamo riportando le deﬁnizioni di divisori, curve ed uno-cicli.
Deﬁnizione 1.1.1. Sia X una varietà proiettiva complessa liscia. Una sua
sottovarietà Z è detta divisore di Cartier nel punto z ∈ Z se può essere de-
ﬁnita localmente su z da una singola equazione h = 0 con h ∈ OX,z funzione
regolare non nulla, rappresentata da un polinomio che non divide lo zero nel-
l'anello delle coordinate di X. La sottovarietà Z è detta divisore di Cartier
se è un divisore di Cartier in ogni suo punto.
L'insieme dei divisori di Cartier di X forma un gruppo rispetto all'ope-
razione di addizione che indichiamo con Div(X).
Deﬁnizione 1.1.2. Sia X una varietà proiettiva complessa liscia.
Una curva su X è l'immagine di un morﬁsmo non costante f : Γ→ X, con
Γ varietà proiettiva di dimensione uno con componenti irriducibili lisce. Una
curva è detta razionale se Γ = P1.
Un 1-ciclo su X è una somma formale ﬁnita
∑n
i=1 aiCi con ai ∈ Z e Ci curve
su X.
L'insieme degli 1-cicli della varietà X forma un gruppo rispetto all'ope-
razione di addizione che indichiamo con Z1(X).
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Il gruppo dei divisori di una varietà e quello degli 1-cicli possono essere
quozientati rispetto alla relazione di equivalenza numerica (cfr. Deﬁnizione
1.1.3). Il numero di classi rispetto a questa relazione di equivalenza prende il
nome di numero di Picard ed assieme al cono di curve, permette di descrivere
e classiﬁcare le varietà.
Deﬁnizione 1.1.3. Sia X una varietà proiettiva complessa liscia. Due di-
visori di Cartier D e D′ su X si dicono numericamente equivalenti D ≡ D′
se hanno lo stesso numero d'intersezione
D · C = D′ · C
su ogni curva C di X. Indichiamo con N1(X)Z il gruppo quoziente dei divi-
sori di Cartier rispetto a questa relazione di equivalenza.
Similmente, due 1-cicli C e C ′ su X sono numericamente equivalenti
C ≡ C ′ se hanno lo stesso numero d'intersezione con ogni divisore di Car-
tier. Indichiamo con N1(X)Z il rispettivo gruppo quoziente.
Poniamo
N1(X)R := N
1(X)Z ⊗ R
N1(X)R := N1(X)Z ⊗ R.
Osservazione 1.1.4. Il prodotto d'intersezione induce un pairing non degenere
N1(X)R ×N1(X)R → R
che rende questi spazi vettoriali canonicamente duali. Inoltre, per il Teorema
di Néron-Severi [16, II.4.5], i gruppi N1(X)R e N1(X)R sono spazi vettoriale
ﬁnito dimensionali e della stessa dimensione.
Deﬁnizione 1.1.5. Sia X una varietà proiettiva complessa liscia. Il numero
ρX := dimRN
1(X)R = dimRN1(X)R si dice numero di Picard di X.
All'interno di N1(X)R consideriamo il cono convesso generato dalle classi
degli 1-cicli eﬀettivi
NE(X) =
{
C ∈ N1(X) | C =
∑
aiCi con ai ∈ R≥0 e Ci curve irriducibili
}
che è detto cono delle curve di X ed il cono
NE(X) := chiusura di NE(X) in N1(X)R
che è detto cono di KleimannMori di X.
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Notazione 1.1.6. Sia ora Y ⊂ X sottoinsieme di una varietà X proiettiva
complessa liscia. Indichiamo con N1(Y,X)R ⊆ N1(X)R il sottospazio vetto-
riale generato dalle classi di equivalenza numerica delle curve di X contenute
in Y , e NE(Y,X) ⊆ NE(X) il sottocono generato dalla classe di equivalenza
numerica delle curve di X contenute in Y .
Data una curva C o un 1-ciclo Γ, indicheremo con [C] e [Γ] rispettivamente
la loro classe di equivalenza numerica.
Deﬁnizione 1.1.7. Sia X una varietà proiettiva complessa liscia. Una fac-
cia estremale di NE(X) è un sottocono M ⊂ NE(X) tale che per ogni
a, b ∈ NE(X) la cui somma a + b ∈ M , si ha che a, b ∈ M . Se M ha
dimensione 1 allora prende il nome di raggio estremale.
Notazione 1.1.8. Siano X una varietà proiettiva complessa liscia, D un divi-
sore di Cartier su X ed S un sottoinsieme di N1(X)R. Poniamo
SD≥0 := {z ∈ S | D · z ≥ 0}
ed in maniera analoga deﬁniamo SD≤0, SD>0 e SD<0.
1.2 Famiglie di curve razionali
In questa sezione ci occuperemo di parametrizzare le curve razionali di una
varietà X proiettiva complessa liscia. A tal scopo adatteremo la deﬁnizione
generale di famiglia proiettiva f : χ → S, per ottenere quella di famiglia di
curve razionali. Seguiremo le notazioni di [11] e [16].
Richiamiamo inizialmente la deﬁnizione di morﬁsmo piatto.
Deﬁnizione 1.2.1. [14] Sia f : X → Y un morﬁsmo tra due varietà proiet-
tive complesse lisce. Se la mappa dei germi
fx : OY,f(x) → OX,x
rende OX,x piatto come OY,f(x)-modulo per ogni punto x ∈ X, diremo che f
è un morﬁsmo piatto.
Deﬁniamo quindi le famiglie di varietà proiettive come particolari morﬁ-
smi piatti.
Deﬁnizione 1.2.2. Una famiglia di varietà proiettive è un morﬁsmo piat-
to tra due varietà proiettive f : χ → S, i cui membri sono le ﬁbre di f .
Chiameremo spazio totale la varietà χ e spazio dei parametri la varietà S.
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Deﬁnizione 1.2.3. Siano S una varietà proiettiva e χ una sottovarietà chiu-
sa del prodotto Pn × S. Una famiglia di sottovarietà chiuse di Pn è una
famiglia proiettiva f : χ→ S che rende commutativo il seguente diagramma
χ Pn × S
S
f
pi2
in cui pi2 è la proiezione sulla seconda componente.
Se F è una ﬁbra di f , allora diremo che f è una famiglia di deformazione di
F ⊂ Pn.
La richiesta che f sia un morﬁsmo piatto permette di avere tutte ﬁbre
della stessa dimensione. Se supponiamo inoltre che la varietà S sia ridotta,
richiedere che f sia piatto è equivalente a richiedere che le ﬁbre di f abbiano
tutte lo stesso polinomio di Hilbert [11].
Sia ora f : χ→ S una famiglia di sottovarietà chiuse di Pn e supponiamo
di avere un morﬁsmo di varietà ψ : V → S. Partendo dal pullback
χ×S V V
χ S
ψ∗(f)
f∗(ψ) ψ
f
possiamo costruire una nuova famiglia di sottovarietà
χ×S V Pn × V
V
ψ∗(f)
.
Ci chiediamo quindi se, ponendo alcune condizioni su V , sia possibile
trovare trovare una famiglia di sottovarietà da cui poter ricavare tutte le
altre tramite pullback.
Deﬁnizione 1.2.4. Fissato un naturale n ed un polinomio di Hilbert p(T ),
supponiamo di avere un diagramma commutativo
U Pn ×Hnp(T )
Hnp(T )
fu
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tale che ogni altra famiglia di sottovarietà chiuse di Pn, le cui ﬁbre abbiano
polinomio di Hilbert uguale a p(T ), possa essere ottenuta come pullback di fu
tramite un unico morﬁsmo ψ che rende commutativo il seguente diagramma
U ×H S S
U Hnp(T )
ψ∗(fu)
f∗u(ψ) ψ
fu
.
Allora Hnp(T ) prende il nome di schema di Hilbert e fu (ed anche U) quello
di famiglia universale.
Nel caso delle famiglie di curve, che è il caso che andremo a considerare,
lo schema di Hilbert e la famiglia universale esistono sempre per il Teorema
[11, Theorem 5.1].
Fin'ora abbiamo considerato solo famiglie di sottovarietà chiuse di Pn,
ma possiamo generalizzare quanto visto per deﬁnire famiglie di sottovarietà
chiuse per varietà proiettive complesse lisce.
Deﬁnizione 1.2.5. Sia X ⊂ Pn una sottavarietà proiettiva complessa liscia.
Una famiglia di sottovarietà chiuse di X è un morﬁsmo piatto f : χ→ S che
rende commutativo il seguente diagramma
χ X × S
S
f
pi2
con χ sottovarietà chiusa del prodotto X × S.
Anche in questo caso è possibile costruire lo schema di Hilbert, come di-
mostrato in [16, Chapter I.1].
Deﬁniamo ora nella speciﬁco una famiglia di curve razionali, ovvero una
famiglia le cui ﬁbre siano tutte curve birazionali a P1, che sarà l'oggetto con
cui andremo a lavorare.
Sia X una varietà proiettiva complessa liscia. Per deﬁnire una famiglia di
curve razionali su X iniziamo considerando lo schema Hom(P1, X) che pa-
rametrizza i morﬁsmi f : P1 → X. Al ﬁne di escludere i morﬁsmi costanti, ci
restringiamo al sottoschema Hombir(P1, X) ⊂ Hom(P1, X) (ovvero conside-
riamo solo morﬁsmi birazionali sull'immagine) e di questo schema prendiamo
la normalizzazione Homnbir(P1, X). Inoltre siccome vogliamo identiﬁcare le
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curve che hanno lo stesso supporto anche se con parametrizzazioni diﬀe-
renti, deﬁniamo lo spazio dei parametri Ratcurvesn(X) come il quoziente
del gruppo Homnbir(P1, X) rispetto all'azione degli automorﬁsmi Aut P1(X).
Otteniamo quindi il seguente diagramma commutativo:
Homnbir(P1, X)× P1 Univ(X)
Homnbir(P1, X) Ratcurvesn(X)
UX
pi
uX
dove UX e uX sono rispettivamente la mappa quoziente diHomnbir(P1, X)×P1
e Homnbir(P1, X) rispetto all'azione di Aut P1(X), mentre pi è un P1-ﬁbrato.
Si può dimostrare [16, cfr. II.2.15 e II.2.16] che la famiglia Univ(X) così
ottenuta è eﬀettivamente la famiglia universale di Ratcurvesn(X).
Deﬁnizione 1.2.6. Una famiglia di curve razionali V su una varietà X
proiettiva complessa liscia è una componente irriducibile di Ratcurvesn(X).
Data una curva razionale C : P1 → X, una qualsiasi componente irriducibile
V contenuta in Ratcurvesn(X) che contiene la classe di equivalenza di C,
prende il nome di famiglia di deformazione di C.
Data una famiglia V di curve razionali possiamo costruire il seguente
diagramma:
p−1(V ) =: U X
V
p
i
in cui p è un P1-ﬁbrato per il Teorema [16, Theorem II.2.8], U è la famiglia
universale di V contenuta in Univ(X) ed i è la mappa indotta dalla funzione
di valutazione ev : Homnbir(P1, X)× P1 → X.
Tra le varie famiglie di curve razionali di una varietàX proiettiva comples-
sa liscia, assumono particolare importanza le famiglie con buone proprietà
che richiamiamo nelle deﬁnizioni seguenti.
Deﬁnizione 1.2.7. [16, IV.2.1] Sia X una varietà proiettiva complessa li-
scia. Una famiglia di curve razionali V su X è propria se il morﬁsmo
f : V → C è proprio, ovvero se è separato, di tipo ﬁnito e (universalmen-
te) chiuso. Se V è una famiglia propria diremo che V è una famiglia non
spezzante.
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Deﬁnizione 1.2.8. Sia X una varietà proiettiva complessa liscia. Indi-
cheremo con Locus(V ) l'insieme dei punti di X per cui passa una curva
parametrizzata da V . Inoltre diremo che V è
 una famiglia dominante se Locus(V ) = X
 una famiglia coprente se Locus(V ) = X.
Osserviamo che una famiglia dominante non spezzante è anche coprente.
Notazione 1.2.9. Se L è un ﬁbrato di rette e V una famiglia di curve razionali,
indicheremo con L · V il numero d'intersezione L ·C, dove C è una qualsiasi
curva tra quelle parametrizzate da V .
Sia ora x ∈ X un punto di una varietà proiettiva complessa liscia e V una
famiglia di curve razionali su X. Indichiamo con Vx il sottoschema di V che
parametrizza le curve razionali di V passanti per x e con Locus(Vx) l'insieme
di punti di X per cui passa una curva parametrizzata da Vx.
Deﬁnizione 1.2.10. Sia X una varietà proiettiva complessa liscia, V una
famiglia di curve razionali su X e x ∈ Locus(V ) un punto generico. Se
il sottoschema Vx è proprio la famiglia di curve V si dice localmente non
spezzante.
Se una varietà X proiettiva complessa liscia ammette famiglie di curve
razionali dominanti, possiamo ﬁssare un ﬁbrato lineare L e scegliere una fa-
miglia dominante minimale rispetto all'intersezione con L. Una tale famiglia
è localmente non spezzante.
Infatti se V è una famiglia dominante minimale e supponiamo per assurdo
che esista un punto generico x ∈ Locus(V ) tale che la famiglia Vx sia spez-
zante, allora esiste una curva razionale Γ passante per x tale che L ·Γ < L ·V .
Ma allora abbiamo trovato una famiglia di curve razionali il cui grado è stret-
tamente minore del grado di V , e questo è assurdo in quanto avevamo scelto
V minima rispetto a questa proprietà.
Poiché nei prossimi Capitoli lavoreremo con contrazioni estremali (cfr.
Deﬁnizione 1.4.4) saremo interessati a sapere come si comportano questi mor-
ﬁsmi suriettivi sulle famiglie di curve razionali. Deﬁniamo quindi un tipo di
famiglia che ci sarà particolarmente utile nelle considerazioni dei prossimi
Capitoli.
Deﬁnizione 1.2.11. Sia X una varietà proiettiva complessa liscia ed U un
sottoinsieme aperto denso e consideriamo pi : U → Z un morﬁsmo proprio e
suriettivo su una varietà quasi proiettiva. Una famiglia di curve razionali V
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è detta famiglia orizzontale dominante rispetto a pi se Locus(V ) domina Z e
le curve parametrizzate da V non sono contratte da pi.
Se tali famiglie esistono, allora ne possiamo scegliere una con intersezione
minima rispetto ad un ﬁbrato lineare ﬁssato.
1.3 Catene di curve razionali
Similmente a quanto fatto per le famiglie di curve razionali, ci occuperemo
ora di parametrizzare i cicli algebrici di una varietà X proiettiva complessa
liscia. Per farlo useremo le varietà Chow.
Iniziamo con la deﬁnizione di ciclo algebrico su una varietà X proiettiva
complessa liscia:
Deﬁnizione 1.3.1. Sia X una varietà proiettiva complessa liscia. Un ciclo
algebrico di dimensione d su X è una combinazione lineare formale
∑
ai[Vi]
in cui la somma è ﬁnita, i coeﬃcienti ai sono interi ed i Vi sono sottovarietà
proprie, ridotte ed irriducibili di X aventi dimensione d. Un ciclo è detto
eﬀettivo se tutti i coeﬃcienti ai sono non negativi.
L'insieme dei cicli di dimensione d di una varietà X proiettiva complessa
liscia forma un gruppo rispetto all'operazione di addizione che indichiamo
con Zd(X).
Sia f : X → Y un morﬁsmo trà varietà proiettive complesse lisce e sia∑
ai[Vi] un ciclo algebrico su X. Indichiamo con Wi ⊂ Y la chiusura di
f(Vi) e sia deg(Vi/Wi) il grado di Vi → Wi se f è genericamente ﬁnito, zero
altrimenti. Allora
f∗
(∑
ai[Vi]
)
:=
∑
aideg(Vi/Wi)[Wi]
è un ciclo algebrico su Y e f∗ : Zd(X)→ Zd(Y ) è il push-forward del ciclo.
In maniera analoga, se f : X → Y è un morﬁsmo piatto e∑ ai[Vi] è un ciclo
algebrico su Y possiamo considerare pull-back piatto di cicli
f ∗
(∑
ai[Vi]
)
:=
∑
ai[f
−1(Vi)].
I cicli algebrici di una varietà proiettiva complessa liscia possono essere
parametrizzati tramite le varietà Chow. Iniziamo costruendo la varietà Chow
per una curva irriducibile contenuta in P3 e poi generalizzeremo la costruzione
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per poter parametrizzare 1-cicli di una varietà proiettiva complessa liscia X.
Sia dunque C una curva irriducibile di grado r contenuta in P3. Consideriamo
l'insieme V (C) ⊂ (P3)∗ × (P3)∗ di tutte le coppie di piani (pi, pi′) che abbiano
intersezione non vuota con la curva C. Notiamo che V (C) è una sottovarietà
di dimensione 5 in (P3)∗×(P3)∗, ed è quindi deﬁnita da un polinomio fC(u, v)
biomogeneo nelle variabili u = (u0, . . . , u3) e v = (v0, . . . , v3) di grado r. Tale
polinomio è determinato da C, a meno di moltiplicazione per uno scalare, e
prende il nome di forma Chow di C.
Ad ogni curva C possiamo quindi associare il punto
[fC(u, v)] ∈ P(S(r, 4, 4))
dove con S(r, 4, 4) indichiamo lo spazio vettoriale di polinomi biomogenei di
bigrado (r, r) nell'insieme di variabili u e v. Chiamiamo [fC(u, v)] il punto
Chow di C.
Possiamo quindi eﬀettuare una prima generalizzazione prendendo al posto
di una curva C un ciclo algebrico eﬀettivo di dimensione 1 in P3, ovvero una
somma formale a coeﬃcienti positivi
∑
i aiCi con Ci curve irriducibili di P3.
Deﬁniamo la forma Chow del ciclo come fC =
∏
faiCi ed il punto Chow come
[fC ]. Notiamo che la mappa
{cicli algebrici eﬀettivi} → {punti di P(S(r, 4, 4))},
è iniettiva, pertanto due cicli distinti hanno una forma Chow non proporzio-
nale.
Questa costruzione può essere generalizzata per descrivere cicli algebrici di
grado r e dimensione d in Pn. Infatti se Z ⊂ Pn è una sottovarietà di di-
mensione d allora l'insieme delle (d+ 1)-uple di iperpiani H0, . . . , Hd tali che
Z ∩H0 ∩ · · · ∩Hd 6= ∅ è un divisore nello spazio duale (P∗)d+1 ed è possibile
costruire una mappa biettiva
{cicli di dimensione d} → {divisori di Cartier in (P∗)d+1}
come dimostrato in [16, I.3.23 e I.3.24]
Deﬁnizione 1.3.2. Indicato con S(r, n+ 1, . . . , n+ 1) lo spazio di polinomi
pluriomogenei di multigrado r in d+1 insiemi di n+1 variabili la sottovarietà
Chow(r, d, n) ⊂ P(S(r, n+ 1, . . . , n+ 1))
che parametrizza i cicli algebrici le cui componenti hanno grado r e dimen-
sione d in Pn prende il nome di varietà Chow.
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Esempio 1.3.3. [11, Example 2.1] Le varietà di Chow possono essere pensate
come una generalizzazione delle varietà Grassmaniane. Infatti è possibile
dimostrare che la varietà Chow(1, d, n) è isomorfa a G(d, n).
Come mostrato in [16, I.3] possiamo pensare la varietà Chow(r, d, n) come
lo spazio dei parametri rispetto ad una famiglia ben deﬁnita di cicli algebrici
U Pn × Chow(r, d, n)
Chow(r, d, n)
u
ovvero una famiglia di sottovarietà chiuse di Pn le cui ﬁbre sono appunto
cicli algebrici le cui componenti hanno dimensione d e grado r. Da questa
deﬁnizione tramite famiglie proiettive è possibile ricavare la deﬁnizione di
varietà Chow anche per una varietà X proiettiva complessa liscia.
Deﬁnizione 1.3.4. Sia X una varietà proiettiva complessa liscia contenu-
ta in Pn e sia Chow(X)d,r l'insieme dei punti z ∈ Chow(r, d, n) tali che
u−1(z) ⊂ X × z, ovvero per cui si abbia una famiglia ben deﬁnita di cicli
algebrici con componenti di dimensione d e grado r
U X × Chow(X)d,r
Chow(X)d,r
u .
Deﬁniamo Chow(X) come l'unione disgiunta delle varietà Chow(X)d,r al
variare dei valori di d ed r.
Noi considereremo solo le famiglie Chow che parametrizzano 1-cicli di
varietà X proiettive complesse lisce.
Deﬁnizione 1.3.5. Sia X una varietà proiettiva complessa liscia. Una fa-
miglia Chow W di 1-cicli razionali su X è una componente irriducibile di
Chow(X) che parametrizza 1-cicli razionali e connessi.
In maniera analoga a quanto fatto per le famiglie di curve razionali, data
una famiglia Chow W ∈ Chow(X), deﬁniamo Locus(W) come l'insieme dei
punti di X per i quali passa un ciclo tra quelli parametrizzati da W . Gra-
zie al Lemma 2.3 in [16, II] sappiamo che Locus(W) è chiuso in X. Una
famiglia Chow di 1-cicli razionali W prende il nome di famiglia coprente se
Locus(W)=X.
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Sia ora V una famiglia di curve razionali, indichiamo con V la famiglia
Chow associata a V . Osserviamo che, se V è propria, allora corrisponde alla
normalizzazione della famiglia Chow associata a V .
Deﬁnizione 1.3.6. Sia X una varietà proiettiva complessa liscia. Una fa-
miglia di curve razionali V su X (ed anche la famiglia Chow associata V) è
una famiglia quasi non spezzante se ogni componente di un qualsiasi ciclo ri-
ducibile parametrizzato da V ha una classe numerica proporzionale alla classe
numerica di una curva parametrizzata da V . Inoltre, se V 1, . . . , V k sono fa-
miglie di curve razionali quasi non spezzanti, tali che dim
〈
[V 1], . . . , [V k]
〉
= k
in N1(X)R, diremo che tali famiglie sono numericamente indipendenti.
Deﬁnizione 1.3.7. Sia X una varietà proiettiva complessa liscia, Y ⊂ X un
sottoinsieme chiuso e siano V 1,. . . ,V k famiglie di curve razionali su X. Deﬁ-
niamo il Locus(V 1)Y come l'insieme dei punti x ∈ X tali che esiste una curva
C, tra quelle parametrizzate da V 1, tale che x ∈ C e C ∩ Y 6= ∅. Deﬁniamo
induttivamente Locus(V 1, . . . , V k)Y :=Locus(V 2, . . . , V k)Locus(V 1)Y . In modo
analogo se consideriamo le famiglie Chow di 1-cicli W1,. . . ,Wk, possiamo
deﬁnire Locus(W1, . . . ,Wk)Y .
Osservazione 1.3.8. SiaX una varietà complessa liscia, Y un suo sottoinsieme
chiuso e V una famiglia di curve razionali su X. Siccome Locus(V )Y è
l'insieme dei punti di X che possono essere raggiunti partendo da un punto
di Y e muovendosi lungo le curve di V , allora abbiamo che
 Locus(V )x =Locus(Vx), per x ∈ X;
 Locus(V )Y 6= ∅ se, e solo se V ∩ Y 6= ∅.
Proposizione 1.3.9. [16, IV.2.6] Sia X una varietà proiettiva complessa
liscia, V una famiglia di curve razionali su X e sia x ∈ Locus(V ) un punto
tale che ogni componente di Vx è propria. Allora
 dimLocus(V ) + dimLocus(Vx) ≥ dimX −KX · V − 1;
 dimLocus(Vx) ≥ −KX · V − 1.
Osservazione 1.3.10. Se vale l'uguglianza dimLocus(Vx) = −KX ·V −1, allora
dimLocus(V ) ≥ dimX e quindi V è una famiglia dominante.
Lemma 1.3.11. [1, Lemma 5.4.c] Sia X una varietà proiettiva complessa
liscia, Y ⊂ X un sottoinsieme chiuso e siano V 1,. . . ,V k famiglie di curve
razionali non spezzanti e numericamente indipendenti tali che l'intersezione
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[V 1], . . . , [V k]
〉 ∩NE(Y,X) = 0.
Allora o Locus(V 1, . . . , V k)Y = ∅ o
dimLocus(V 1, . . . , V k)Y ≥ dimY +
∑
−KX · V i − k.
Deﬁnizione 1.3.12. Sia X una varietà proiettiva complessa liscia, Y ⊂ X
un sottoinsieme chiuso, V una famiglia di curve razionali dominante su X
e V la famiglia Chow associata. Deﬁniamo ChLocus(V)Y come l'insieme di
punti x ∈ X tali che esista un m ∈ N e dei cicli Γ1, . . . ,Γm, con le seguenti
proprietà:
 Γi appartiene alla famiglia V per ogni i;
 Γi ∩ Γi+1 6= ∅;
 Γ1 ∩ Y 6= ∅ e x ∈ Γm;
i.e. ChLocus(V)Y è l'insieme dei punti che possono essere uniti ad Y con
una catena connessa di al più m cicli appartenenti alla famiglia V.
Possiamo deﬁnire una relazione di connessione razionale rispetto alla
famiglia V su una varietà X proiettiva complessa liscia nel seguente modo:
Deﬁnizione 1.3.13. Sia X una varietà proiettiva complessa liscia. Due
punti x e y di X sono in rc(V)-relazione se esiste una catena di cicli di V che
unisce tali punti, i.e. se y ∈ ChLocus(V)x. In particolare X è rc(V)-connessa
se X = ChLocus(V)x.
La famiglia Chow V deﬁnisce una prerelazione nel senso seguente:
Deﬁnizione 1.3.14. Siano U , V e X schemi. La collezione di schemi e
morﬁsmi
U
s−→ V σ−→ U w−→ X
tali che s ◦ σ = idV prende il nome di prerelazione.
Una prerelazione è propria se s, w e w ◦ σ sono morﬁsmi propri.
Nel nostro caso abbiamo che
Univ(X) ⊃ U X
V
pi
i
dove i è la valutazione nella varietà e pi è il P1-ﬁbrato del diagramma
1.3. CATENE DI CURVE RAZIONALI 21
Homnbir(P1, X)× P1 Univ(X)
Homnbir(P1, X) RatCurvesn(X)
UX
pi
uX
.
Se X è una varietà proiettiva complessa liscia e V 1, . . . , V k sono famiglie
non spezzanti di curve razionali su X possiamo deﬁnire una relazione di
connessione razionale rispetto a V 1, . . . , V k nel modo seguente: dati due
punti x, y di X diremo che sono in rc(V 1, . . . , V k)-relazione se esiste una
catena di curve razionali contenute in V 1, . . . , V k che collega x con y, ovve-
ro y ∈ ChLocus(V 1, . . . , V k)x. A questa rc-relazione possiamo associare la
ﬁbrazione corrispondente, detta rc(V1, . . . ,Vk)-ﬁbrazione.
Teorema 1.3.15. [16, IV.4.16] Sia X una varietà proiettiva complessa liscia
e sia V una prerelazione propria. Allora esiste una sottovarietà aperta X0 ⊂
X ed un morﬁsmo proprio pi : X0 → Z0 con ﬁbre connesse tali che:
 〈V〉 è una relazione di equivalenza su X0;
 pi−1(z) è una V-classe di equivalenza per ogni z ∈ Z;
 per ogni z ∈ Z0 e per ogni x,y ∈ pi−1(z) abbiamo che x ∈ ChLocus(V)y
con m ≤ 2dimX−dimZ0 − 1
dove m è la lunghezza della catena di cicli deﬁnita in 1.3.12.
Osserviamo che X è rc(V)-connesso se, e solo se dimZ0 = 0.
Notazione 1.3.16. Da ora in poi scriveremo Locus(V α, . . . , V β)xα sottointen-
dendo che xα sia un punto generico di Locus(V α), se non diversamente spe-
ciﬁcato.
Se V è una famiglia non spezzante la indicheremo semplicemente con V .
Notazione 1.3.17. Sia S un sottoinsieme di una varietà proiettiva complessa
liscia X. Scriveremo N1(S)R = 〈V 1, . . . , V k〉 se ogni curva C ⊂ S è nu-
mericamente equivalente ad una combinazione lineare a coeﬃcienti razionali∑
i ai[Ci] con Ci curve contenute nelle famiglie V i. Se tutti i coeﬃcienti sono
ai ≥ 0 allora scriveremo NE(S) = 〈V 1, . . . , V k〉
Concludiamo il paragrafo con alcuni risultati che permettono di caratte-
rizzare le curve contenute in Locus(V 1, . . . , V k)Y dove Y è un sottoinsieme
chiuso di una varietà X proiettiva complessa liscia e V 1, . . . , V k sono fami-
glie di curve razionali su X. In particolare vedremo che ogni curva contenuta
in Locus(V 1, . . . , V k)Y può essere scritta come combinazione a coeﬃcienti
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razionali di una curva CY ⊂ Y e di curve le cui classi di equivalenza so-
no contenute nelle classi [V 1], . . . , [V k]. Inoltre, sotto opportune ipotesi, è
possibile determinare anche il segno di tali coeﬃcienti.
Lemma 1.3.18. [1, Lemma 4.1] Sia X una varietà proiettiva complessa
liscia, Y ⊂ X un sottoinsieme chiuso e V una famiglia di Chow di 1-cicli
razionali su X. Allora ogni curva contenuta in Locus(V)Y è numericamente
equivalente ad una combinazione lineare a coeﬃcienti razionali di una curva
contenuta in Y e di componenti irriducibili di cicli parametrizzati da V che
intersecano Y .
Corollario 1.3.19. [1, Corollary 2.12] Sia X una varietà proiettiva com-
plessa liscia. Sia V 1 una famiglia di curve razionali localmente non spezzan-
te e siano V 2, . . . , V k famiglie di curve razionali non spezzanti. Allora, se
x ∈ Locus(V 1) è un punto generico
i. N1(Locus(V
1)x, X)R = 〈[V 1]〉;
ii. o Locus(V 1, . . . , V k)x = ∅ oppure
N1(Locus(V
1, . . . , V k)x, X)R = 〈[V 1], . . . , [V k]〉.
Lemma 1.3.20. [32, Lemma 3.2 e Remark 3.4] Sia X una varietà proiet-
tiva complessa liscia, sia Y ⊂ X un sottoinsieme chiuso e si V una fami-
glia di curve razionali quasi non spezzanti. Allora ogni curva contenuta in
ChLocus(V)Y è numericamente equivalente ad una combinazione lineare a
coeﬃcienti razionali
λV CV + λY CY
in cui CV è una curva tra quelle parametrizzate da V , CY è una curva in Y
e λY ≥ 0.
Corollario 1.3.21. [32, Corollary 3.4] Sia X una varietà proiettiva comples-
sa liscia e siano V 1, . . . , V k famiglie di curve razionali non spezzanti tali che
Locus(V 1, . . . , V k)x 6= ∅. Allora ogni curva contenuta in Locus(V 1, . . . , V k)x
è numericamente equivalente ad una combinazione lineare a coeﬃcienti ra-
zionali di curve contenute in V 1, . . . , V k.
Corollario 1.3.22. [1, Corollary 5.2][8, Corollarary 2.2 e Remark 2.3] Sia
R un raggio estremale di una varietà X proiettiva complessa liscia, V R una
famiglia di deformazione di una curva minima di R e V una famiglia di curve
razionali non spezzante indipendente da V R. Allora ogni curva contenuta in
Locus(V R, V )x = Locus(V )Locus(V R)x è numericamente equivalente ad una
combinazione a coeﬃcienti razionali
λV CV + λV RCV R
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in cui CV è una curva tra quelle parametrizzate da V , CV R è una curva in R
ed entrambi i coeﬃcienti λV , λV R ≥ 0.
Più in generale, se pi è la contrazione associata ad una faccia estremale del
cono NE(X), F una ﬁbra di pi e V una famiglia di curve razionali non
spezzante indipendente dalla faccia estremale, allora
NE(Locus(V )F ) = 〈pi, [V ]〉 .
1.4 Morﬁsmi e contrazioni estremali
In questo paragrafo richiameremo alcuni risultati fondamentali riguardanti i
raggi estremali e le contrazioni ad essi associate, tra cui il Teorema del Cono
ed il Teorema di Contrazione.
Iniziamo considerando alcune curve particolari all'interno del cono di
KleimannMori NE(X) di una varietà proiettiva complessa liscia X.
Deﬁnizione 1.4.1. Sia X una varietà proiettiva complessa liscia. Una curva
C su X la cui normalizzazione è P1 prende il nome di curva estremale se
i. R+[C] := {D ∈ NE(X) | D ≡ λC, λ ∈ R+} è un raggio estremale di X;
ii. −KX · C ≤ dimX + 1.
Ogni raggio estremale nel cono di KleimannMori di X è generato da
dalla classe di equivalenza numerica di una curva razionale estremale. In
particolare il Teorema del Cono dimostrato da Mori in [23], garantisce che
la famiglia di queste curve è numerabile ed i raggi estremali generati sono
localmente discreti.
Teorema 1.4.2 (Teorema del Cono). [23][18, Theorem 3.7] Sia X una va-
rietà proiettiva liscia. Allora esiste una famiglia numerabile (Γi)i∈I di curve
razionali su X tali che
0 < −KX · Γi ≤ dim(X) + 1
e
NE(X) = NE(X)KX≥0 +
∑
i∈I
R+[Γi]
in cui R+[Γi] sono tutti i raggi estremali distinti di NE(X) che intersecano
N1(X)KX<0. Tali raggi sono localmente disceti in questo semispazio.
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Un altro risultato fondamentale è dato dal seguente Teorema, che ga-
rantisce che ad ogni faccia estremale è associata una contrazione in maniera
univoca, pertanto diventa possibile classiﬁcare le varietà a seconda del tipo
di contrazioni associate ai loro raggi estremali.
Teorema 1.4.3 (Teorema di Contrazione). [18, Theorem 3.7.c] Sia X una
varietà proiettiva complessa liscia e sia R ⊂ NE(X) una faccia estremale
contenuta in NEKX<0. Allora esiste un unico morﬁsmo Φ: X → Y con Y
varietà proiettiva, tale che (Φ)∗OX = OY ed ogni curva irriducibile C di X è
contratta in un punto da Φ se, e solo se, [C] ∈ R.
Deﬁnizione 1.4.4. Sia X una varietà proiettiva complessa liscia ed R una
faccia estremale contenuta in NEKX<0. Il morﬁsmo Φ: X → Y prende il
nome di contrazione estremale associata ad R. In particolare, se R è un
raggio estremale, allora la contrazione si dice elementare ed indichiamo con
Exc(R) il suo luogo eccezionale, ovvero l'insieme dei punti di X in cui Φ
non è un isomorﬁsmo locale.
Le contrazioni elementari possono essere classiﬁcate rispetto alla dimen-
sione del luogo eccezionale Exc(R), suddividendole tra:
 contrazioni di tipo ﬁbrato se dimX > dimY e dunque Exc(R) = X;
 contrazioni birazionali se dimX = dimY , che possono a loro volta
essere divise tra:
 contrazioni divisoriali se codim(Exc(R)) = 1;
 contrazioni piccole se codim(Exc(R)) ≥ 2.
Deﬁnizione 1.4.5. Sia X una varietà proiettiva complessa liscia, R un rag-
gio estremale contenuto in NE(X) e Φ : X → Y la contrazione elementare
ad esso associata. Deﬁniamo la lunghezza del raggio come
`(R) := min{−KX · C | C è una curva razionale e [C] ∈ R}.
Una curva che eguaglia il minimo è detta curva minima del raggio R.
Osservazione 1.4.6. Le ﬁbre di contrazioni associate a raggi distinti si possono
incontrare al più in punti.
Un risultato fondamentale che useremo nelle dimostrazioni dei prossimi Ca-
pitoli è il seguente Teorema, il quale, dato un raggio R, mette in relazione
la sua lunghezza con le dimensioni della ﬁbra e del luogo eccezionale della
contrazione ad esso associata.
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Teorema 1.4.7 (Disuguaglianza di Ionescu-Wi±niewski). [34, Theorem 1.1][19,
Theorem 0.4] Sia X una varietà proiettiva complessa liscia, Exc(R) il luogo
eccezionale di una contrazione elementare Φ : X → Y associata ad un raggio
estremale R ed F una componente irriducibile di una ﬁbra non banale di Φ,
allora
dimF + dimExc(R) ≥ dimX + `(R)− 1.
La conoscenza della lunghezza di un raggio R e della dimensione di una
ﬁbra generica della contrazione ad esso associata, sotto opportune ipotesi,
permette di risalire al tipo di contrazione associata al raggio. Un esempio è
fornito dal seguente Teorema, mentre altri casi riguardanti nello speciﬁco le
varietà di Fano verranno esposti nel Capitolo 3.1.
Teorema 1.4.8. [2, Theorem 5.1] Sia X una varietà proiettiva e liscia di di-
mensione n su un campo algebricamente chiuso di caratteristica zero. Allora
le seguenti aﬀermazioni sono equivalenti:
i. esiste un raggio estremale R la cui contrazione associata è divisoriale
e le ﬁbre hanno dimensione `(R);
ii. esiste un morﬁsmo Φ : X → X ′, con X ′ varietà proiettiva liscia, che
è lo scoppiamento di X ′ lungo una sottovarietà liscia di codimensione
`(R) + 1.

Capitolo 2
Varietà di Fano
Passiamo ora a deﬁnire le varietà di Fano e a studiare le loro proprietà rispetto
alle famiglie di curve razionali ed alle contrazioni estremali.
2.1 Varietà di Fano ed invarianti numerici
Deﬁnizione 2.1.1. Una varietà proiettiva complessa liscia X è detta varietà
di Fano se il suo divisore anticanonico −KX è ampio.
Da qui in avanti, se non diversamente speciﬁcato, indicheremo con X una
varietà proiettiva complessa liscia di Fano.
Esempio 2.1.2. Alcuni esempi di varietà di Fano sono
 le varietà proiettive Pn;
 prodotti cartesiani Pn × Pm;
 lo scoppiamento di Pn in un suo punto;
 prodotti di varietà di Fano.
Per ulteriori esempi possiamo ricorrere alla classiﬁcazione delle varietà di
Fano di dimensione minore o uguale a 3.
Esempio 2.1.3. Sia X una varietà di Fano di dimensione dimX ≤ 3. Allora
 se dimX = 1 abbiamo che X ∼= P1.
 se dimX = 2 diciamo che X è una superﬁcie di del Pezzo e, grazie
alla classiﬁcazione di Fujita in [13, I.8] sappiamo che gli unici casi che
si possono veriﬁcare sono
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 X ∼= P2;
 X ∼= P1 × P1;
 X ∼= BlY (P2) dove Y è un insieme di al più 8 punti di P2 tali che
non ce ne siano 3 collineari, non 6 in una conica e non 8 in una
cubica che ha uno di questi punti come punto singolare;
 se dimX = 3 abbiamo che X è isomorfa ad una delle 105 varietà
classiﬁcate da Mori e Mukai in [24] e [25].
Le varietà di Fano che si ottengono come scoppiamento di una varietà
liscia in un punto sono classiﬁcate dal seguente Teorema.
Teorema 2.1.4. [4, Théorèm 1.1] Sia X una varietà complessa connessa
liscia di dimensione n ≥ 3. Sia x un punto di X, indichiamo con pix : X˜ → X
lo scoppiamento di X di centro x. Allora X˜ è una varietà di Fano se, e solo
se, vale una tra le seguenti:
i. X è isomorfo allo spazio proiettivo Pn ed x è un punto qualsiasi in X;
ii. X è isomorfo alla quadrica Qn ed x è un punto qualsiasi in X;
iii. X è isomorfo alla varietà Vd ottenuta scoppiando Pn lungo una varietà
liscia Y di dimensione n− 2 di grado d con 1 ≤ d ≤ n contenuta in un
iperpiano H tale che x /∈ H.
Notiamo che il Teorema 2.1.4 classiﬁca le varietà di Fano che ammettono
un raggio estremale associato ad uno scoppiamento di una varietà liscia in
un punto. Risulta quindi evidente che una strategia per classiﬁcare le varietà
di Fano è supporre che ammettano un raggio estremale associato ad una
particolare contrazione e particolare rilievo hanno i casi in cui esiste un raggio
estremale associato ad uno scoppiamento liscio.
Ad ogni varietà di Fano X, oltre al numero di Picard ρX , possiamo
associare tre invarianti numerici:
 l'indice rX , deﬁnito come il più grande intero m per cui possiamo
scrivere −KX = mH, con H un divisore (ampio) su X;
 il coindice qX , deﬁnito come dimX + 1− rX ;
 lo pseudoindice iX , deﬁnito come il minimo grado anticanonico delle
curve razionali su X.
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Chiaramente, poiché il divisore anticanonico −KX è ampio, nel gruppo di
Picard di X possiamo scrivere −KX = rXH con H un divisore ampio. In
particolare rX ≥ 1. Inoltre
iX = min{−KX · C : C è una curva razionale su X}
= min{rXH · C : C è una curva razionale su X}
≥ rX
poiché H · C ≥ 1, in quanto H è ampio e C è una curva liscia.
Un risultato classico che troviamo in [15] dimostra che rX ≤ dimX + 1. No-
tiamo che questa disuguaglianza motiva la deﬁnizione di coindice e garantisce
che 0 ≤ qX ≤ dimX.
Più recentemente in [10] è stato dimostrato che anche iX ≤ dimX+1. Quin-
di, mettendo assieme queste considerazioni, troviamo una prima relazione tra
gli invarianti
1 ≤ rX ≤ iX ≤ dimX + 1.
Se il massimo è raggiunto, allora X = PdimX come mostrato dai risultati
seguenti:
Teorema 2.1.5. [15] Una varietà liscia complessa X è isomorfa a PdimX se,
e solo se, rX = dimX + 1.
Teorema 2.1.6. [10, cfr. Corollary 0.4] Una varietà liscia complessa X è
isomorfa a PdimX se, e solo se, iX = dimX + 1.
Osserviamo che lo spazio proiettivo X = Pn è quindi caratterizzato sia da
rX = n + 1 che da iX = n + 1; tuttavia indice e pseudoindice non veicolano
le stesse informazioni sulla varietà. Infatti, lavorando con l'indice, l'ipotesi
rX = dimX permette di determinare la varietà X grazie a [15, Theorem 2.1]
in cui viene dimostrato che
rX = dimX ⇐⇒ X = QdimX ;
mentre nel caso dello pseudoindice sapere che iX = dimX non basta per
determinare la varietà X, come possiamo vedere dal seguente risultato.
Teorema 2.1.7. [21, cfr. Theorem 0.1][12, Theorem 1.3] Sia X una varietà
di Fano di dimensione dimX ≥ 3. Allora
 iX = dimX e ρX = 1⇐⇒ X = QdimX ;
 iX = dimX e ρX > 1⇐⇒ X è un P-ﬁbrato.
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Tra indice e pseudoindice risulta più funzionale utilizzare quest'ultimo.
Consideriamo a titolo di esempio una varietà X = Pn×Pm con n,m coprimi
tra loro. Chiarametnte abbiamo che l'indice è rX = 1, mentre lo pseudoin-
dice èiX = min(n,m) + 1. Se consideriamo i due raggi estremali R1, R2 di
Pn × Pm vediamo che corrispondono alle proiezioni rispettivamente su Pn e
Pm; inoltre questi raggi hanno lunghezza `(R1) = n+1 e `(R2) = m+1. Inol-
tre analizzando le strategie in [33], in cui viene utilizzata implicitamente la
deﬁnizione di pseudoindice, è evidente che lo pseudoindice fornisce maggiori
informazioni sulla varietà che stiamo considerando, rispetto alle informazioni
fornite dall'indice.
Un ulteriore legame tra gli invarianti numerici di una varietà di Fano è
dato dalla seguente Congettura proposta da Mukai.
Congettura 2.1.8 (Congettura di Mukai). Sia X una varietà di Fano, allora
ρX (rX − 1) ≤ dimX e vale l'uguaglianza se, e solo se, X = (PrX−1)ρX .
Tale Congettura è stata dimostrata in [33] nel caso in cui rX ≥ dimX+22 .
Nello speciﬁco, se vale la disuguaglianza stretta, allora anche iX > dimX+22 e
viene dimostrato che ρX = 1, dunque la Congettura è veriﬁcata. Se invece
rX =
dimX+2
2
allora o ρX = 1 oppure X = (PrX−1)
ρX .
In [5], dove viene introdotta la deﬁnizione di pseudoindice, troviamo
proposta una formulazione della Congettura più generale.
Congettura 2.1.9 (Congettura di Mukai Generalizzata). [5] Sia X una
varietà di Fano, allora ρX (iX − 1) ≤ dimX e vale l'uguaglianza se, e solo
se, X = (PiX−1)ρX .
Quest'ultima formulazione della Congettura è stata dimostrata in molte-
plici casi, tra cui le varietà di Fano X di dimensione piccola, in particolare
 se dimX = 1, in quanto l'unica varietà di Fano è P1;
 se dimX = 2 grazie alla classiﬁcazione in [13, I.8];
 se dimX = 3 grazie alla classiﬁcazione di Mori-Mukai iniziata in [24] e
poi completata in [25];
 se dimX = 4 in [5];
 se dimX = 5 in [1];
 se dimX = 6 ed X ammette una famiglia di curve razionali dominante
e non spezzante in [27].
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Inoltre, in dimensione qualsiasi, ma assumendo che iX sia suﬃcientemente
grande, sono noti i seguenti casi in cui è veriﬁcata la Congettura di Mukai
Generalizzata 2.1.9:
 se iX > dimX+22 unendo i risultati in [33] e [10];
 se iX = dimX+22 unendo i risultati in [33] e [32];
 se iX ≥ dimX+33 ed ammette una famiglia di curve razionali dominante
e non spezzante in [1];
 se iX ≥ dimX+33 in [31];
 se iX > dimX3 in [27];
 se iX = dimX3 ed ammette una famiglia di curve razionali dominante e
non spezzante in [27].
Inﬁne la Congettura 2.1.9 è stata dimostrata in alcuni casi di varietà di Fano
particolari:
 se X sia una varietà omogenea, torica con dimX ≤ 7 oppure torica di
qualsiasi dimensione con pseudoindice iX ≥ dimX+33 in [5];
 se X è una qualsiasi varietà torica in [6].
Le varietà di Fano presentano alcune proprietà interessanti rispetto ai
risultati che abbiamo enunciato nel primo capitolo, riguardanti le contrazioni
e le famiglie di curve razionali, che approfondiremo nei prossimi paragraﬁ.
2.2 Curve razionali e varietà di Fano
Un primo risultato fondamentale sulle varietà di Fano dovuto a Mori è
che queste varietà contengono sempre curve razionali, come enunciato dal
seguente Teorema.
Teorema 2.2.1. [22, Theorem 6] Sia X una varietà proiettiva complessa
liscia. Se il divisore anticanonico −KX è ampio allora X contiene una curva
razionale.
Non solo una varietà X contiene almeno una curva razionale, ma presi
due punti arbitrari x, y ∈ X esiste sempre una curva razionale della varietà
che passa per tali punti, ovvero la varietà è razionalmente connessa, come
mostrato dal seguente Teorema.
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Teorema 2.2.2. [17, Theorem 0.1] Una varietà di Fano complessa X di
dimensione n è razionalmente connessa. Più precisamente, ogni due punti
generali x ed y possono essere connessi da una curva razionale C tale che
−KX · C < c(n), dove
c(n) = (n+ 1)n(2
n−1)(n+1)
(
1 +
1
n
+
n+ 1
n(n− 1)
)
.
Un ulteriore risultato fondamentale riguardante le varietà di Fano è l'e-
sistenza di curve orizzontali rispetto ad un morﬁsmo proprio suriettivo, ga-
rantita dal seguente Teorema.
Teorema 2.2.3. [17, Theorem 2.1] Sia X una varietà di Fano. Supponia-
mo che esista un sottoinsieme aperto non vuoto U ⊂ X, una varietà quasi
proiettiva Z ed un morﬁsmo proprio suriettivo pi : U → Z. Supponiamo
che Z abbia dimensione positiva e che z ∈ Z sia un punto in posizione
generale. Allora esiste una curva razionale C su X tale che C interseca
pi−1(z) senza esserne contenuta. Possiamo inoltre scegliere C che soddisﬁ
−KX · C ≤ dimX + 1.
Corollario 2.2.4. [17, Corollary 2.9] Sia pi : X → Z un morﬁsmo liscio,
suriettivo tra due varietà proiettive lisce. Se X è una varietà di Fano, allora
lo è anche Z.
2.3 Famiglie di curve razionali e varietà di Fano
Nel Paragrafo precedente abbiamo visto come una varietà di FanoX ammetta
l'esistenza di curve razionali e curve orizzontali rispetto ad un morﬁsmo pi.
Dalle stesse fonti possiamo ricavare che questi risultati sono validi non solo
per curve razionali, ma anche per famiglie di tali curve.
Teorema 2.3.1. [22] Sia X una varietà di Fano. Allora X ammette famiglie
di curve razionali dominanti.
Teorema 2.3.2. [17, cfr. Lemma 3.1] Sia X una varietà di Fano e sia
pi : X → Z un morﬁsmo proprio suriettivo. Supponiamo che la varietà Z
abbia dimensione positiva. Allora esiste una famiglia V di curve razionali
irriducibili su X tale che
i. per ogni curva C della famiglia V si abbia −KX · C ≤ dimX + 1;
ii. pi∗(V ) sia una famiglia di curve razionali irriducibili su Z.
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Poiché una varietà di Fano ammette famiglie di curve razionali dominan-
ti, possiamo sempre scegliere una famiglia minima rispetto all'intersezione
con un certo ﬁbrato lineare ﬁssato. Per convenzione, se non diversamente
speciﬁcato, supporremmo che tale ﬁbrato sia il divisore anticanonico −KX .
Possiamo dunque realizzare la seguente costruzione:
Costruzione 2.3.3. Sia X una varietà di Fano e consideriamo una famiglia
di curve razionali minima dominante V 1 e la famiglia Chow associata V1.
Se X non è rc(V1)-connessa, consideriamo l'rc(V1)-ﬁbrazione pi1 : X 99K
Z1. Per il Teorema 2.3.2 esiste almeno una famiglia di curve orizzontale
dominante rispetto alla ﬁbrazione, per cui possiamo sceglierne una minima
che indichiamo con V 2. Se ancora X non è rc(V1, V2)-connessa, possiamo
iterare il processo scegliendo una famiglia orizzontale dominante minimale
V 3 rispetto alla rc(V1, V2)-ﬁbrazione.
Osservazione 2.3.4. Notiamo che, proseguendo in questo modo, ad un certo
punto il processo deve arrestarsi, perché ad ogni passo la dimensione di X si
riduce di almeno dimLocus(V i)xi , dunque abbiamo che dimZ
i+1 < dimZi
e pertanto esiste k ∈ N tale che X è rc(V1, . . . ,Vk)-connesso e le famiglie
V 1, . . . V k sono numericamente indipendenti per costruzione. In particolare
dimX ≥
j∑
i=1
dimLocus(V i)xi
per ogni j ≤ k.
Con opportune ipotesi sulle famiglie di curve razionali della Costruzione
2.3.3, è possibile stimare il valore di k, ed in alcuni casi anche il valore del
numero di Picard ρX , come mostrato dai risultati seguenti.
Teorema 2.3.5. [32, Theorem 1.1] Sia X una varietà proiettiva, complessa
liscia. Allora X è isomorfa al prodotto di spazi proiettivi Pn(1) × · · · × Pn(k)
se, e solo se, esistono k famiglie di curve razionali non spezzanti V 1, . . . , V k
di grado rispettivamente n(1) + 1, . . . , n(k) + 1 tali che
∑
n(i) = dimX e le
cui classi di equivalenza numerica sono linermente indipendenti in N1(X).
Lemma 2.3.6. [31, Lemma 4] Sia X una varietà di Fano con pseudoindice
iX ≥ 2 e siano V 1, . . . , V k famiglie di curve razionali come nella costruzione
precedente. Allora
dimX ≥
k∑
i=1
(−KX · V i − 1).
In particolare dimX ≥ k(iX − 1) e l'uguaglianza è veriﬁcata se, e solo se,
X = (PiX−1)k.
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Lemma 2.3.7. [27, Lemma 4.4] Sia X una varietà di Fano di pseudoindice
iX ≥ 2 e siano V 1, . . . , V k famiglie di curve razionali come nella Costruzione
2.3.3. Se V 1, . . . , V h−1 con h ≤ k sono famiglie di curve razionali non spez-
zanti e dimLocus(V h, . . . , V 1)xh = dimX − 1 allora o ρX = h = k oppure
iX = 2, ρX = h+ 1 e k − h ≤ 1.
Lemma 2.3.8. [27, Lemma 4.5] Sia X una varietà di Fano di pseudoindice
iX ≥ 2 e siano V 1, . . . , V k famiglie di curve razionali, di cui almeno una (che
indichiamo con V j) spezzante. Allora k(iX − 1) ≤ dimX − iX . Inoltre
i. se j = dimX−iX
iX−1 , allora j = k e ρX(iX − 1) = dimX − iX ;
ii. se j = dimX−iX−1
iX−1 , allora j = k e o ρX(iX−1) = dimX− iX−1 oppure
iX = 2 e ρX = dimX − 2.
Riconrdiamo inoltre che conoscere le famiglie Chow V1, . . . ,Vk rispetto a
cui una varietà di Fano X è razionalmente connessa fornisce alcuni vantaggi.
Come prima cosa permette di descrivere le curve della varietà; se in aggiunta
richiediamo che le famiglie V1, . . . ,Vk siano non spezzanti, possiamo anche
stimare il valore del numero di Picard della varietà, come mostrato nella
seguente Proposizione.
Proposizione 2.3.9. [1, Corollary 4.4] Sia X una varietà di Fano razional-
mente connessa rispetto alle famiglie Chow V1, . . . ,Vk; allora ogni curva in
X è numericamente equivalente ad una combinazione lineare a coeﬃcienti
razionali di componenti irriducibili di cicli in V1, . . . ,Vk. In particolare se le
famiglie sono non spezzanti allora ρX ≤ k.
Inoltre è possibile dimostrare che un divisore eﬀettivo (e quindi in partico-
lare il luogo eccezionale di uno scoppiamento, caso che andremo a considerare
nei prossimi Capitoli) non può essere banale su ogni componente irriducibile
di ogni ciclo parametrizzato dalle famiglie V1, . . . ,Vk.
Proposizione 2.3.10. [31, Corollary 3] Sia X una varietà di Fano razio-
nalmente connessa rispetto alle famiglie Chow V1, . . . ,Vk e sia D un divisore
eﬀettivo. Allora D non può essere banale su ogni componente irriducibile di
ogni ciclo parametrizzato da V1, . . . ,Vk.
Inﬁne, le famiglie V1, . . . ,Vk possono anche fornire alcune informazioni
sul cono di KleimanMori, come mostrato nel seguente risultato.
Lemma 2.3.11. [8, Lemma 2.4] Sia X una varietà di Fano e siano V 1, . . . V k
famiglie di curve razionali localmente non spezzanti tali che V 1 sia coprente
2.4. RAGGI ESTREMALI DI VARIETÀ DI FANO 35
e le famiglie V i siano orizzontali e dominanti rispetto alla rc(V1, . . . ,V i−1)-
ﬁbrazione. Sia pi : X 99K Z l'rc(V1, . . . ,Vk)-ﬁbrazione e supponiamo che
dimZ > 0 (i.e. X non è rc(V1, . . . ,Vk)-connesso). Allora o [V 1], . . . , [V k]
sono contenute in una faccia estremale di NE(X) oppure esiste un raggio
estremale R associato ad una contrazione piccola, il cui luogo eccezionale è
contenuto nel luogo di indeterminatezza di pi.
2.4 Raggi estremali di varietà di Fano
Un altro risultato fondamentale riguardante le varietà di Fano è che il loro
cono di KleimanMori è chiuso, ovvero se X è una varietà di Fano allora
NE(X) = NE(X), ed ogni faccia di NE(X) è estremale.
Poiché nei Capitoli successivi ci occuperemo di studiare alcune varietà
di Fano che ammettono un raggio estremale associato ad uno scoppiamento
liscio, il cui luogo eccezionale è quindi un divisore eﬀettivo, richiamiamo
alcuni risultati riguardanti questi divisori.
Lemma 2.4.1. [4, Lemme 2.1] Sia X una varietà di Fano e D un divisore
eﬀettivo su X. Allora esiste un raggio R ⊂ NE(X) tale che D ·R > 0.
Corollario 2.4.2. [30, Corollary 2.15] Sia X una varietà di Fano con pseu-
doindice iX ≥ 2, R un raggio estremale e E un divisore eﬀettivo su X tale
che nessuna curva in E abbia una classe numerica che appartiene ad R. Se
E ·R > 0 allora la contrazione associata ad R è un P1-ﬁbrato.
Lemma 2.4.3. [9, Lemma 5.2] Sia X una varietà di Fano con ρX = 3. Sia
E un divisore eﬀettivo negativo su un raggio estremale R di NE(X) e non
negativo su tutti gli altri raggi del cono. Se E · C = 0 per una curva C la
cui classe di equivalenza sta nella frontiera del cono ∂NE(X), allora [C] è
contenuta in una faccia di dimensione due del cono NE(X) che contiene R.
Teorema 2.4.4. [7, cfr. Theorem 1.2] Sia X una varietà di Fano con
pseudoindice iX ≥ 2. Allora per ogni divisore primo D ⊂ X si ha che
codimN1(D,X) ≤ 1 e vale una tra le seguenti:
i. iX = 2 ed esiste un morﬁsmo liscio X → Y con ﬁbre isomorfe a P1 e
Y una varietà di Fano di pseudoindice iY ≥ 2;
ii. N1(D,X) = N1(X) per ogni divisore primo D ⊂ X.
Sotto particolari ipotesi, è possibile ottenere una varietà di Fano an-
che partendo da una varietà che non lo è, come mostrato dalla seguente
Proposizione.
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Proposizione 2.4.5. [34, Proposition 3.4] Sia σ : X → Y lo scoppiamento
di una varietà Y di dimensione dimY ≥ 3 lungo una sottovarietà liscia
Z ⊂ Y di codimensione codimZ ≥ 2. Assumiamo che X sia una varietà di
Fano, ma non lo sia Y . Allora
i. esiste un raggio RX di X che non è contratto dallo scoppiamento σ
ma tale che Exc(Rσ) · RX < 0, dunque ogni curva C la cui classe di
equivalenza appartiene ad RX è contenuta anche in Exc(Rσ);
ii. esiste un raggio RE di Exc(Rσ) con `(RE) ≥ 2 che non è contratto
dallo scoppiamento σ;
iii. il divisore canonico KZ non è numericamente eﬀettivo.
Se inoltre ρExc(Rσ) = 2 oppure le ﬁbre della contrazione associata al raggio RX
hanno dimensione maggiore o uguale alla dimensione di Z, allora Exc(Rσ)
e Z sono varietà di Fano.
Riportiamo ora alcuni risultati che permettono di descrivere il cono di
curve di una varietà di Fano X, assumendo alcune ipotesi sul valore dello
pseudoindice e sulla lunghezza di un determinato raggio. In alcuni casi la
conoscenza del cono NE(X) sarà suﬃciente per determinare la varietà.
In [3], ad esempio, supponendo di lavorare con una varietà di Fano X il
cui numero di Picard sia ρX ≥ 2, viene dimostrato che la lunghezza di ogni
raggio R contenuto nel cono NE(X) è limitata, ovvero che
iX + `(R) ≤ dimExc(R) + 2.
Vengono quindi classiﬁcate le varietà che ammettono un raggio R di lun-
ghezza massima, supponendo che questo sia associato o ad una contrazione
di tipo ﬁbrato o ad una contrazione divisoriale.
Teorema 2.4.6. [3, Theorem 1.1] Sia X una varietà di Fano liscia, con
pseudoindice iX e numero di Picard ρX ≥ 2. Sia R un raggio estremale
associato ad una contrazione di tipo ﬁbrato o ad una contrazione divisoriale
tale che
iX + `(R) = dimExc(R) + 2.
Allora X è isomorfa ad una delle varietà riportate nella seguente tabella, dove
dove con F indichiamo una contrazione di tipo ﬁbrato, con D una contrazione
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divisoriale, e poniamo t = dimX − `(R)− 1.
iX ρX R R2 Varietà
dimX − `(R) + 1 2 D F BlPt(Pn)
dimX − `(R) + 2 F F P`(R)−1 × PiX−1
In seguito vengono anche studiate le varietà di Fano che ammettono un
raggio R, sempre associato o ad una contrazione di tipo ﬁbrato o ad una
divisoriale, ma la cui lunghezza soddisfa
iX + `(R) = dimExc(R) + 1,
come mostrato nel seguente risultato.
Teorema 2.4.7. [3, Theorem 5.1] Sia X una varietà di Fano di dimensione
n, con ρX ≥ 2 ed iX ≥ 2. Sia R un raggio estremale associato ad una
contrazione di tipo ﬁbrato o divisoriale tale che
iX + `(R) = dimExc(R) + 1.
Allora ρX ≤ 3 e NE(X) è uno tra i coni descritti nella seguente tabella, dove
con F indichiamo una contrazione di tipo ﬁbrato, con D una contrazione
divisoriale, mentre Y è una sottovarietà di dimensione dimX − 2 e grado al
più dimX contenuta in un iperpiano H tale che p /∈ H.
iX ρX R R2 R3 Varietà
dimX − `(R) 3 D D F Blp(BlY (Pn))
D F F BlP1×{p}(P1 × Pn−1)
dimX − `(R) + 1 2 F D BlP`(R)−2 (Pn)
3 F F F P1 × P1 × Pn−2
dimExc(R)− `(R) + 1 2 R F ?
Osservazione 2.4.8. Nel caso in cui il raggio R sia associato ad una contra-
zione divisoriale, la condizione del Teorema 2.4.6 diventa
iX + `(R) = dimX + 1
mentre quella del Teorema 2.4.7 diventa
iX + `(R) = dimX.
38 CAPITOLO 2. VARIETÀ DI FANO
Supponendo come ipotesi aggiuntiva che la contrazione divisoriale asso-
ciata ad R sia uno scoppiamento, è possibile trovare una classiﬁcazione di
tutte le varietà per cui
iX + `(R) ≥ dimX,
come mostrato nel seguente Teorema.
Teorema 2.4.9. [3, Theorem 1.3] Sia X una varietà di Fano di dimensione n
e pseudoindice iX ≥ 2. Sia R un raggio estremale associato allo scoppiamento
di una varietà liscia Y tale che
iX + `(R) ≥ dimX.
Allora X è isomorfa ad una tra le varietà riportate in tabella, dove con F
indichiamo una contrazione di tipo ﬁbrato, con D una contrazione divisoriale,
mentre Y è una sottovarietà di dimensione dimX − 2 e grado al più dimX
contenuta in un iperpiano H tale che p /∈ H e t ≤ n
2
− 1.
iX ρX R R2 R3 Varietà
dimX − `(R) 2 D F BlPt(Qn)
D F BlQt(Qn)
3 D D F Blp(BlY (Pn))
D F F BlPn×{p}(P1 × Pn−1)
dimX − `(R) + 1 2 D F BlPt(Pn)
In particolare questi risultati permettono di classiﬁcare le varietà di Fano
che ammettono un raggio estremale associato ad uno scoppiamento di una
curva.
Il caso successivo, ovvero lo studio delle varietà di Fano che ammettono
un raggio la cui lunghezza soddisfa
`(R) + iX = dimX − 1,
viene trattato in [9], in cui si riesce a descrivere esplicitamente il cono del-
la varietà, supponendo in aggiunta che il raggio R sia associato ad uno
scoppiamento liscio.
Teorema 2.4.10. [9, Theorem 1.1] Sia X una varietà di Fano con pseudoin-
dice iX ≥ 2 e dimX ≥ 6 con un raggio R associato ad uno scoppiamento
liscio la cui lunghezza soddisfa
iX + `(R) = dimX − 1.
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Allora i possibili coni di curve della varietà X sono quelli esposti nella se-
guente tabella, dove indichiamo con F una contrazione di tipo ﬁbrato e con
Di lo scoppiamento di una varietà liscia lungo una sottovarietà di dimensione
i.
iX ρX R R2 R3 R4
2 DiX F
DiX DdimX−3
2 3 DiX F DdimX−3
2, 3 DiX F F
2 4 DiX F F F
Notiamo che in questo caso, nonostante sia possibile descrivere esplicita-
mente il cono di KleimannMori, non è stato ancora possibile determinare la
varietà.
Concludiamo questo paragrafo con un'utile adattamento per le varietà di
Fano del Teorema 1.4.7.
Ricordando che lo pseudoindice è il minimo numero d'intersezione tra il divi-
sore anticanonico e una curva della varietà, mentre la lunghezza di un raggio
R è il minimo numero d'intersezione tra il divisore anticanonico ed una curva
contenuta nel raggio, troviamo che `(R) ≥ iX . Possiamo quindi confrontare
direttamente la dimensione di una ﬁbra della contrazione associata al raggio
R con lo pseudoindice iX .
Osservazione 2.4.11. SeX è una varietà di Fano edR un suo raggio estremale,
possiamo riscrivere la disuguaglianza del Teorema 1.4.7 come:
 dimF ≥ `(R)− 1 ≥ iX − 1 se la contrazione associata al raggio R è di
tipo ﬁbrato;
 dimF ≥ `(R) ≥ iX se la contrazione associata adR è di tipo divisoriale;
dove con F indichiamo una generica ﬁbra non banale della contrazione asso-
ciata al raggio estremale R.

Capitolo 3
Varietà di Fano e scoppiamenti
3.1 Risultati noti
Un primo passo per classiﬁcare le varietà di Fano è studiare il loro cono di
KleimanMori, cercando, dove possibile, di risalire alla varietà basandosi sul
tipo di contrazioni associate ai raggi nel cono.
Inizialmente, è stata tentata una classiﬁcazione delle varietà di Fano per
valori alti dell'indice. In particolare sono noti i seguenti risultati:
 se rX = dimX + 1 o equivalentemente qX = 0 allora la varietà X è
isomorfa a Pn grazie al Teorema 2.1.5;
 se rX = dimX o equivalentemente qX = 1 la varietà X è isomorfa alla
quadrica Qn grazie a [15, Theorem 2.1];
 se rX = dimX − 1 o equivalentemente qX = 2 la varietà X prende il
nome di varietà di del Pezzo e tutte queste varietà sono state classiﬁcate
in [13];
 se rX = dimX − 2 o equivalentemente qX = 3 la varietà X prende il
nome di varietà di Mukai e tutte queste varietà sono state classiﬁcate
unendo i risultati di [26] e [20].
Le tecniche usate in questi casi però non risultano eﬃcaci nel tentativo
di classiﬁcare le varietà di coindice qX ≥ 4.
Tuttavia, poiché le varietà di Fano contengono famiglie di curve raziona-
li (Teorema 2.3.1) ed ammettono famiglie di curve orizzontali rispetto ad
una ﬁbrazione (Teorema 2.3.2), è possibile studiare il cono NE(X) utilizzan-
do i risultati e le considerazioni riguardanti le famiglie e le catene di curve
razionali, esposti nei Capitoli precedenti.
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Possiamo trovare un esempio di tali applicazioni in [8]. Qui, dopo aver
notato che per le varietà di FanoX di coindice qX = 4, dimensione dimX ≥ 5
e con numero di Picard ρX ≥ 2, indice e pseudoindice coincidono, il proble-
ma viene riformulato studiando il cono di curve delle varietà di Fano con
pseudoindice iX = dimX − 3, come mostrato dal seguente Teorema.
Teorema 3.1.1. [8, Theorem 1.1] Sia X una varietà di Fano di dimensio-
ne dimX ≥ 5, pseudoindice iX = dimX − 3 e numero di Picard ρX ≥ 2.
Allora il cono NE(X) è generato da ρX raggi. Più precisamente tutti i casi
che possono veriﬁcarsi sono indicati nelle tabelle seguenti, dove F indica una
contrazione di tipo ﬁbrato, Di una contrazione divisoriale il cui luogo ecce-
zionale è mandato in una sottovarietà di dimensione i e S una contrazione
piccola.
iX ρX R1 R2 R3 R4 R5
2 2 F F
F D0
F D1
F D2
F S
D2 D2
D2 S
3 F F F
F F S
F F D1
F F D2
F D2 D2
4 F F F F
F F F D2
5 F F F F F
iX ρX R1 R2 R3
3 2 F F
F D1
F D2
F S
3 F F F
4 2 F F
F D2
5 2 F F
In alcuni casi particolari la conoscenza delle contrazioni associate ai raggi
in NE(X) permette di determinare la varietà X. Un esempio è riportato nel
seguente Teorema.
Teorema 3.1.2. [8, Theorem 1.2] Sia X una varietà di Fano di dimen-
sione dimX = 5, con pseudoindice iX = 2 che non ammette famiglie di
curve razionali coprenti quasi-non spezzanti e localmente non spezzanti. Al-
lora X è isomorfa ad uno degli scoppiamenti riportati in tabella, dove con
Q2 indichiamo una quadrica liscia 2-dimensionale e con V2 la superﬁcie di
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Veronese.
iX ρX Varietà Y
2 2 BlY (P5) Q2
scroll cubico
V2
Nel caso in cui la varietà di Fano X abbia pseudoindice iX > dimX3 (op-
pure pseudoindice iX = dimX3 ed ammetta una famiglia di curve razionali
dominante non spezzante), possiamo utilizzare in aggiunta la Congettura di
Mukai Generalizzata 2.1.9 che permette di confrontare il numero di Picard
ρX con lo pseudoindice iX .
In [28], ad esempio, vengono considerate le varietà di Fano con pseudoin-
dice iX ≥ dimX+13 e numero di Picard ρX ≥ 3.
In particolare vengono classiﬁcate tutte le varietà di Fano X con pseudoindi-
ce iX ≥ dimX+23 e numero di Picard ρX ≥ 3, determinando a quali contrazioni
sono associati i raggi estremali del cono NE(X).
Teorema 3.1.3. [28, Theorem] Sia X una varietà di Fano con pseudoindice
iX ≥ dimX+23 e numero di Picard ρX ≥ 3. Allora X è isomorfa ad una
tra le varietà riportate nella seguente tabella, dove con F indichiamo una
contrazione di tipo ﬁbrato, mentre con DiX−2 uno scoppiamento lungo una
varietà di dimensione iX − 2.
iX ρX R1 R2 R3 R4 Varietà
dimX+2
3
3 F F F PiX−1 × PiX−1 × PiX
F F F PiX−1 × PiX−1 ×QiX , iX ≥ 3
F F F PiX−1 × PPiX (TPiX )
F F DiX−2 PiX−1 ×BlPiX−2P2iX−1
4 F F F F P1 × P1 × P1 × P1
dimX+3
3
3 F F F PiX−1 × PiX−1 × PiX−1
Il caso invece di varietà di FanoX con pseudoindice iX = dimX+13 ≥ 2, vie-
ne suddiviso in due sottocasi, a seconda del valore del numero di Picard della
varietà. In particolare, con la seguente Proposizione, vengono classiﬁcate le
varietà di Fano con numero di Picard ρX ≥ 4.
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Proposizione 3.1.4. [28, Proposition 5.1] Sia X una varietà di Fano di
pseudoindice iX =
dimX+1
3
≥ 2 e numero di Picard ρX ≥ 4. Allora X è
isomorfa ad una tra le varietà riportate nella seguente tabella, dove con F
indichiamo una contrazione di tipo ﬁbrato, mentre con D0 lo scoppiamento
di una varietà in un punto.
iX ρX R1 R2 R3 R4 R5 Varietà
2 4 F F F F P1 × P1 × P1 × P2
F F F F P1 × P1 × PP2(TP2)
F F F D0 P1 × P1 ×Blp(P3)
5 F F F F F P1 × P1 × P1 × P1 × P1
3 4 F F F F P2 × P2 × P2 × P2
Nel caso invece di varietà di Fano sempre con pseudoindice iX = dimX+13
ma numero di Picard ρX = 3, si può ottenere una classiﬁcazione richiedendo
in aggiunta che la varietàX sia rc(V 1, V 2, V 3)-connessa rispetto a tre famiglie
di curve razionali non spezzanti come nella Costruzione 2.3.3, di cui almeno
una che soddisﬁ −KX · V i > iX .
Teorema 3.1.5. [28, Theorem 5.7] Sia X una varietà di Fano con pseudoin-
dice iX =
dimX+1
3
≥ 2, numero di Picard ρX = 3 e che sia rc(V 1, V 2, V 3)-
connessa rispetto a tre famiglie di curve razionali non spezzanti come nella
Costruzione 2.3.3. Allora o −KX · V i = iX per ogni i = 1, 2, 3 oppure X è
isomorfa ad una tra le varietà riportate nella seguente tabella, dove con F
indichiamo una contrazione di tipo ﬁbrato, mentre con Di uno scoppiamento
lungo una varietà di dimensione i.
iX ρX R1 R2 R3 Varietà
dimX+1
3
3 F F F PiX−1 × PiX−1 × PiX+1
F F F PiX−1 × PiX−1 ×QiX+1
F F F PiX−1 × PiX × PiX
F F F PiX−1 × PiX ×QiX , con iX ≥ 3
F F F PiX−1 × PPiX (O
⊕
iX
PiX
⊕OPiX (1))
F F F PiX−1 × PPiX (TPiX
⊕OPiX (1))
F F F PiX × PPiX (TPiX )
F F DiX−1 PiX−1 ×BlPiX−1P2iX
F F DiX−2 PiX−1 ×BlPiX−2P2iX
F F DiX−2 PiX ×BlPiX−2P2iX−1
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In [29] viene ripreso il caso delle varietà di Fano X con pseudoindice
iX ≥ dimX+13 e numero di Picard ρX ≥ 3. Supponendo questa volta che tali
varietà ammettano un raggio estremale Rσ associato ad uno scoppiamento
liscio, è possibile trovarne una classiﬁcazione, come mostrato dal seguente
Teorema.
Teorema 3.1.6. [29, Theorem 1.1] Sia X una varietà di Fano di pseudoin-
dice iX ≥ dimX+13 ≥ 2 e numero di Picard ρX ≥ 3. Assumiamo che X abbia
un raggio estremale Rσ associato ad uno scoppiamento liscio. Allora vale
una tra le seguenti:
iX ρX Rσ R1 R2 R3
2 4 D F F F
dimX+1
3
3 D F D
iX ≥ dimX+13 3 D F F
Nelle prossime sezioni ci occuperemo di considerare il caso successivo
rispetto allo pseudoindice, ovvero per iX = dimX3 , assumendo che esista una
famiglia di curve razionali V 1 dominante non spezzante e un raggio estremale
Rσ di lughezza `(Rσ) = iX + 1 associato ad uno scoppiamento liscio.
In questo Capitolo supporremmo soddisfatte le seguenti
Ipotesi 3.1.7. Sia X una varietà di Fano liscia tale che
 il numero di Picard di X sia ρX ≥ 3;
 lo pseudoindice soddisﬁ iX =
dimX
3
> 2;
 esista un raggio estremale Rσ di lunghezza `(Rσ) = iX + 1 associato ad
uno scoppiamento liscio σ : X → X ′;
 esista una famiglia di curve razionali V 1 dominante e non spezzante.
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3.2 Cono di KleimannMori per Exc(Rσ)·V 1 > 0
In questa sezione assumeremo le Ipotesi 3.1.7 e che la famiglia di curve V 1,
dominante e non spezzante, sia positiva rispetto al luogo eccezionale Exc(Rσ)
dello scoppiamento associato ad Rσ. Mostreremo che in questo caso possiamo
descrivere in maniera esplicita il cono NE(X).
Nella prossima sezione invece tratteremo il caso in cui Exc(Rσ) · V 1 = 0.
Osservazione 3.2.1. Notiamo che la terza possibilità Exc(Rσ)·V 1 < 0 non può
veriﬁcarsi, perché altrimenti ogni curva la cui classe di equivalenza numerica
è contenuta in [V 1] sarebbe contenuta anche in Exc(Rσ). In particolare,
siccome V 1 è dominante, avremmo
dimX − 1 = dimExc(Rσ) ≥ dimLocus(V 1) = dimX
che è assurdo.
Iniziamo dimostrando la seguente Proposizione, con la quale possiamo
stabilire a quali contrazioni possono essere associati i raggi estremali della
varietà X.
Proposizione 3.2.2. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
e che ammette una famiglia V 1 di curve razionali dominante e non spezzante
tale che Exc(Rσ) · V 1 > 0. Allora ogni altro raggio estremale di X è asso-
ciato o ad una contrazione di tipo ﬁbrato o ad uno scoppiamento liscio; in
quest'ultimo caso le ﬁbre non banali di ogni scoppiamento hanno dimensione
uguale ad iX .
Dimostrazione. Sia R un raggio estremale di X diverso da Rσ e tale che
[V 1] /∈ R. Indichiamo con FR una qualsiasi ﬁbra non banale della contra-
zione associata ad R. Poiché V 1 è una famiglia dominante, abbiamo che
Locus(V 1)FR 6= ∅; quindi, siccome per ipotesi abbiamo che Exc(Rσ) ·V 1 > 0
Exc(Rσ) ∩ Locus(V 1)FR 6= ∅.
In particolare esiste una ﬁbra Fσ dello scoppiamento associato ad Rσ tale che
Fσ ∩ Locus(V 1)FR 6= ∅
e tale intersezione ha dimensione zero. Infatti, se per assurdo avesse dimen-
sione strettamente positiva, allora esisterebbe almeno una curva C nell'inter-
sezione; in particolare essendo una curva contenuta nella ﬁbra Fσ avremmo
che [C] ∈ Rσ. Tuttavia C è anche contenuta in Locus(V 1)FR , dunque per il
Lemma 1.3.20 abbiamo che C è numericamente equivalente ad una combina-
zione lineare del tipo λV 1CV 1 +λFRCFR con λFR ≥ 0. Siccome Rσ è estremale,
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questo implica che anche CV 1 e CFR siano contenute in Rσ. Ma questo è as-
surdo perché [V 1], Rσ ed R sono numericamente indipendenti in quanto per
ipotesi avevamo Exc(Rσ) · V 1 > 0.
Dunque, utilizzando il Lemma 1.3.11, possiamo ricavare che
3iX = dimX ≥ dimFσ + dimLocus(V 1)FR
≥ dimFσ + dimFR −KX · V 1 − 1
≥ dimFσ + dimFR + iX − 1
= iX + 1 + dimFR + iX − 1.
Quindi iX ≥ dimFR. Ma allora dal Teorema 1.4.7 applicato al raggio R
troviamo
dimExc(R) + iX ≥ dimExc(R) + dimFR
≥ dimX − 1 + `(R)
≥ dimX − 1 + iX .
Pertanto dimExc(R) ≥ dimX − 1. In particolare se vale l'uguaglianza R
è associato ad una contrazione divisoriale, altrimenti R è associato ad una
contrazione di tipo ﬁbrato; in ogni caso non ci possono essere contrazioni
piccole.
Supponiamo di essere nel caso di una contrazione divisoriale, ovvero che
dimExc(R) = dimX − 1. Allora per l'Osservazione 2.4.11 abbiamo che
dimFR ≥ iX , dunque per quanto appena dimostrato iX = dimFR. Allora per
il Teorema 1.4.8 possiamo concludere che R è associato ad uno scoppiamento
le cui ﬁbre non banali hanno dimensione iX .
Avendo escluso con la Proposizione 3.2.2 la presenza di contrazioni piccole,
possiamo dimostrare che nel cono di curve NE(X) esiste sempre almeno un
raggio ﬁbrato che contiene la classe di equivalenza numerica della famiglia
V 1.
Proposizione 3.2.3. Sia X una varietà di Fano con ρX ≥ 3, che ammetta
un raggio estremale Rσ associato ad uno scoppiamento liscio ed una famiglia
V 1 di curve razionali dominante e non spezzante tale che Exc(Rσ) · V 1 > 0.
Se inoltre X non ammette raggi estremali associati a contrazioni piccole,
allora la classe di equivalenza [V 1] è contenuta in un raggio estremale R1 di
X associato ad una contrazione di tipo ﬁbrato ed i raggi estremali R1 ed Rσ
generano una faccia estremale.
Dimostrazione. Consideriamo l'rc(V 1)-ﬁbrazione pi : X 99K Z e sia V σ una
famiglia di deformazioni di una curva minima in Rσ. Per ipotesi abbiamo
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che Exc(Rσ) · V 1 > 0, dunque la famiglia V σ è orizzontale e dominante
rispetto alla ﬁbrazione pi. Inoltre, poiché ρX ≥ 3, la varietà X non può
essere rc(V 1, V σ)-connessa. Dunque applicando il Lemma 2.3.11 deduciamo
che [V 1] e [V σ] stanno su una faccia estremale 〈Rσ, R1〉, perché non possiamo
avere contrazioni piccole per ipotesi.
Sia ora L un ﬁbrato lineare molto ampio su Z e consideriamo il suo pullback
H := pi∗L. Siccome le curve parametrizzate da V 1 vengono contratte da
pi, H · V 1 = 0. Inoltre siccome H è il pullback di un ﬁbrato molto ampio,
abbiamo che dev'essere positivo al di fuori del luogo di indeterminazione di
pi, quindi in particolare H ·Rσ > 0, poiché V σ è dominante rispetto a pi.
Supponiamo ora per assurdo che [V 1] /∈ R1, allora il luogo eccezionale di
R1 è contenuto nel luogo di indeterminazione di pi. Ora, siccome tale luogo
deve avere almeno codimensione 2 in X, ne consegue che R1 è associato ad
una contrazione piccola, ma questo contraddice le ipotesi. Quindi si ha che
[V 1] ∈ R1, ed essendo V 1 una famiglia dominante, la contrazione associata
ad R1 deve essere di tipo ﬁbrato.
Possiamo ora dimostrare che il numero di Picard è ρX = 3. Notiamo che
mentre i risultati precedenti sono validi per qualsiasi raggio divisoriale Rσ e
per qualsiasi valore dello pseudoindice, la Proposizione seguente richiede le
Ipotesi 3.1.7.
Proposizione 3.2.4. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
e che ammette una famiglia V di curve razionali dominante e non spezzante
tale che Exc(Rσ) · V 1 > 0. Allora ρX = 3.
Dimostrazione. Per ipotesi sappiamo che V 1 è una famiglia dominante e
non spezzante tale che Exc(Rσ) · V 1 > 0, dunque una famiglia di defor-
mazione V σ di una curva minima in Rσ è orizzontale e dominante rispetto
all'rc(V 1)-ﬁbrazione pi1 : X → Z1. Possiamo quindi considerare l'rc(V 1, V σ)-
ﬁbrazione piσ : X 99K Zσ. Notiamo che siccome Rσ è associato ad uno
scoppiamento, la famiglia V σ non può essere dominante, altrimenti avrem-
mo dimExc(Rσ) = dimX. Pertanto dall'Osservazione 1.3.10 sappiamo che
dimLocus(V σ)xσ ≥ −KX · V σ = iX + 1.
Se X fosse rc(V 1, V σ)-connessa per la Proposizione 2.3.9 avremmo che ρX ≤
2, contraddicendo le ipotesi. Pertanto, possiamo scegliere una famiglia di
curve razionali V 3 orizzontale e dominante rispetto all'rc(V 1, V σ)-ﬁbrazione
pi. Una tale famiglia esiste sempre per il Teorema 2.3.2.
Supponiamo inizialmente che V 3 sia spezzante.
Consideriamo quindi l'rc(V 1, V σ, V 3)-ﬁbrazione pi3 : X → Z3. Grazie all'Os-
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servazione 2.3.4 troviamo
dimX ≥
∑
i=1,σ,3
dimLocus(V i)xi
≥
∑
i=1,3
(−KX · V i − 1)−KX · V σ
≥ (2iX − 1) + (iX − 1) + (iX + 1)
> dimX + 1
che è assurdo. Dunque V 3 dev'essere non spezzante. Se ora calcoliamo la
dimensione della varietà Z3 sempre usando l'Osservazione 2.3.4 otteniamo
dimZ3 ≤ dimX −
∑
i=1,σ,3
dimLocus(V i)xi
≤ dimX −
(∑
i=1,3
(−KX · V i − 1)−KX · V σ
)
≤ 3iX − (2iX − 2 + iX + 1)
≤ 1.
Se dimZ3 = 1 allora per il Teorema 2.3.2 possiamo trovare una famiglia
di curve razionali V 4 orizzontale e dominante rispetto all'rc(V 1, V σ, V 3)-
ﬁbrazione. Tuttavia se ora calcoliamo
dimX ≥
∑
i=1,σ,3,4
dimLocus(V i)xi
≥
∑
i=1,3,4
(−KX · V i − 1)−KX · V σ
≥ 3iX − 3 + iX + 1
> dimX
che è assurdo. Quindi l'unica possibilità è che dimZ3 = 0, ovvero che X sia
rc(V 1, V σ, V 3)-connessa rispetto a tre famiglie non spezzanti. Allora dalla
Proposizione 2.3.9 deduciamo che ρX = 3.
Corollario 3.2.5. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
che ammette una famiglia V 1 di curve razionali dominante e non spezzante
tale che Exc(Rσ) · V 1 > 0. Allora
i. ogni altro raggio estremale di X è associato o ad una contrazione di
tipo ﬁbrato o ad uno scoppiamento liscio; in quest'ultimo caso le ﬁbre
non banali di ogni scoppiamento hanno dimensione uguale ad iX ;
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ii. la classe di equivalenza [V 1] è contenuta in un raggio estremale R1 di
X associato ad una contrazione di tipo ﬁbrato;
iii. i raggi R1 ed Rσ generano una faccia estremale.
Inoltre ρX = 3.
Dimostrazione. Per la Proposizione 3.2.2 la varietà X soddisfa il punto (i).
In particolare quindi X non ammette raggi estremali associati a contrazioni
piccole e possiamo pertanto applicare la Proposizione 3.2.3 per ottenere i
punt (ii) e (iii). Inﬁne per la Proposizione 3.2.4 sappiamo che ρX = 3.
Possiamo quindi descrivere esplicitamente il cono di KleimannMori della
varietà X, dimostrando che NE(X) = 〈Rσ, R1, R2〉 dove R1 è un raggio
ﬁbrato generato da [V 1], mentreR2 è associato o anch'esso ad una contrazione
di tipo ﬁbrato oppure ad uno scoppiamento.
Teorema 3.2.6. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
che ammette una famiglia V 1 di curve razionali dominante e non spezzante
tale che Exc(Rσ) · V 1 > 0. Allora ρX = 3 e vale una tra le seguenti:
i. NE(X) = 〈Rσ, R1, R2〉 dove R1 ed R2 sono raggi estremali associati a
contrazioni di tipo ﬁbrato;
ii. NE(X) = 〈Rσ, R1, R2〉 con R1 associato ad una contrazione di tipo
ﬁbrato ed R2 associato ad uno scoppiamento liscio, le cui ﬁbre hanno
dimensione iX .
Inoltre [V 1] ∈ R1.
Dimostrazione. Dal Corollario 3.2.5 sappiamo che ρX = 3, X non ha contra-
zioni piccole ed ammette un raggio estremale R1, associato ad una contrazio-
ne di tipo ﬁbrato, tale che [V 1] ∈ R1. Inoltre Rσ ed R1 generano una faccia
estremale in NE(X).
Sia ora R2 un altro raggio estremale di X che non appartiene alla faccia gene-
rata da 〈Rσ, R1〉. Allora, per il punto (i) del Corollario 3.2.5, sappiamo che
R2 è associato o ad una contrazione di tipo ﬁbrato o ad uno scoppiamento
liscio le cui ﬁbre non banali hanno lunghezza iX .
Supponiamo che la contrazione associata ad R2 sia di tipo ﬁbrato e mo-
striamo di essere nel caso (i) dell'enunciato.
Consideriamo una famiglia [V 2] ∈ R2 orizzontale e dominante rispetto al-
l'rc(V 1)-ﬁbrazione, che esiste sempre per il Teorema 2.3.2. Possiamo quindi
applicare il Lemma 2.3.11 e poiché ρX = 3 ed abbiamo escluso che X abbia
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contrazioni piccole, deduciamo che R1 ed R2 sono contenuti in una faccia
estremale di NE(X). Mostriamo dunque che anche Rσ ed R2 giacciono su
una faccia estremale di NE(X).
Notiamo che Exc(Rσ) · R2 non può essere negativo, perché altrimenti ogni
curva la cui classe di equivalenza è contenuta in R2 sarebbe contenuta in
Exc(Rσ). In particolare avremmo Exc(R2) ⊆ Exc(Rσ), ma
dimX = dimExc(R2) > dimExc(Rσ) = dimX − 1.
Dunque Exc(Rσ) ·R2 ≥ 0.
Supponiamo che valga la disuguaglianza stretta. Sia V R2 una famiglia
di deformazione di una curva minima la cui classe di equivalenza appartiene
ad R2 e sia V σ una famiglia di deformazione di una curva minima in Rσ
orizzontale e dominante rispetto alla rc(V R2)-ﬁbrazione. Siccome ρX = 3, la
varietà X non è rc(V R2 , V σ)-connessa e dunque possiamo riapplicare il Lem-
ma 2.3.11 per mostrare che R2 ed Rσ stanno sulla stessa faccia estremale di
NE(X). Dunque NE(X) = 〈Rσ, R1, R2〉.
Se invece Exc(Rσ) · R2 = 0, assumiamo per assurdo che esista un raggio
estremale R3 nel semispazio di NE(X) delimitato da 〈Rσ, R2〉 e non conte-
nente R1. Allora poiché Exc(Rσ) · R2 = 0 e Exc(Rσ) · R1 > 0, dev'essere
che Exc(Rσ) · R3 < 0. Dunque Exc(R3) ⊆ Exc(Rσ) e pertanto R3 dev'es-
sere associato ad uno scoppiamento liscio. Infatti se così non fosse, per la
Proposizione 3.2.2 il raggio R3 sarebbe associato ad una contrazione di tipo
ﬁbrato, ma allora
dimExc(R3) = dimX > dimX − 1 = dimExc(Rσ)
che è assurdo per quanto appena dimostrato. Poiché R1, R2 sono associati
a contrazioni di tipo ﬁbrato e abbiamo mostrato che Exc(R3) ⊆ Exc(Rσ),
possiamo allora scegliere delle ﬁbre Fσ, F1, F2 ed F3 (associate rispettiva-
mente ai raggi Rσ, R1, R2, R3) che s'incontrano in un punto x3 ∈ Exc(R3).
Dall'Osservazione 2.4.11 ricaviamo che
3iX = dimX ≥ dimFσ + dimF1 + dimF2 + dimF3
≥ (iX + 1) + (iX − 1) + (iX − 1) + iX
≥ 4iX − 1
da cui deduciamo che 0 ≥ iX − 1 > 2 − 1 = 1, che è assurdo. Dunque
NE(X) = 〈Rσ, R1, R2〉.
Supponiamo ora invece che la contrazione associata ad R2 sia birazionale
e mostriamo che siamo nel caso (ii) dell'enunciato.
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Per quanto visto nella prima parte della dimostrazione e per la Proposizione
3.2.2 possiamo supporre che R2 ed ogni altro raggio diverso da R1 sia asso-
ciato ad uno scoppiamento liscio.
Se Exc(R2)·R1 > 0 allora una famiglia di deformazione V 2 di una curva mini-
ma in R2 è orizzontale e dominante rispetto all'rc(V 1)-ﬁbrazione pi : X 99K Z.
Poiché ρX = 3, la varietà X non può essere rc(V 1, V 2)-connessa per la Pro-
posizione 2.3.9. Dunque, poiché con il Corollario 3.2.5 avevamo escluso la
presenza di contrazioni piccole, possiamo applicare il Lemma 2.3.11 e dedur-
re che R1 ed R2 sono contenuti in una faccia estremale di NE(X).
Se invece Exc(R2) · R1 = 0, possiamo dimostrare che Exc(R2) · Rσ > 0 e
che NE(Exc(R2)) = 〈Rσ, R1, R2〉. Infatti siccome per ipotesi sappiamo che
Exc(Rσ) · V 1 > 0, allora una famiglia di deformazioni V σ di una curva mi-
nima in Rσ è orizzontale e dominante rispetto alla rc(V 1)-ﬁbrazione, dunque
possiamo considerare l'rc(V 1, V σ)-ﬁbrazione. Una generica ﬁbra F di tale
ﬁbrazione deve contenere Locus(V 1)Fσ , dunque
dimF ≥ dimLocus(V 1)Fσ ≥ dimFσ −KX · V 1 − 1 ≥ `(Rσ) + iX − 1 ≥ 2iX .
Sia ora V R2 una famiglia di deformazioni di una curva minimale in R2 e
mostriamo che le famiglie V 1, V σ e V R2 sono numericamente indipendenti.
Se per assurdo non lo fossero allora potremmo trovare una curva C1 ∈ V 1
numericamente equivalente ad una combinazione lineare λσCσ + λR2CR2 con
Cσ ∈ V σ e CR2 ∈ V R2 . Ma allora, poiché R1 è estremale, avremmo che anche
le classi di equivalenza [Cσ] e [CR2 ] sono contenute in R1, che è assurdo perché
per ipotesi avevamo Exc(Rσ) · V 1 > 0.
Possiamo allora applicare la Proposizione 1.3.9 trovando
dimLocus(V R2)F ≥ dimF −KX · V R2 − 1 ≥ 2iX + iX − 1 = dimX − 1.
Inoltre, siccome R2 è associato ad uno scoppiamento liscio, abbiamo che
anche Exc(R2) = dimX − 1, dunque Exc(R2) = Locus(V R2)F ed allora
NE(Exc(R2)) = 〈Rσ, R1, R2〉. Infatti dal Lemma 1.3.20 sappiamo che ogni
curva C contenuta in Exc(R2) è numericamente equivalente ad una combi-
nazione lineare del tipo λ2C2 + λFCF , con λF ≥ 0. Inoltre, siccome per il
Lemma 2.3.11 sappiamo che 〈Rσ, R1〉 è estremale, applicando il Corollario
1.3.22, troviamo che anche λ2 ≥ 0 e dunque NE(Exc(R2)) = 〈Rσ, R1, R2〉.
Siccome poi Exc(R2) · R2 < 0 ed Exc(R2) · R1 = 0, segue che Exc(R2) ·
Rσ > 0 perché un divisore eﬀettivo non può essere non positivo su tutto il
cono NE(X).
Assumiamo ora per assurdo che R1 ed R2 non siano contenuti in una fac-
cia estremale di NE(X) e che esista dunque un raggio estremale R3 nel
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semispazio di NE(X) limitato da 〈R1, R2〉 e che non contenga Rσ. Allora
Exc(R2) · R3 < 0, dunque Exc(R3) ⊂ Exc(R2), ma questo è assurdo perché
avevamo dimostrato che che NE(Exc(R2)) = 〈Rσ, R1, R2〉.
Poiché questo argomento può essere applicato ad ogni raggio diverso da
R1 ed Rσ, segue che NE(X) = 〈Rσ, R1, R2〉 e dunque siamo nel caso (ii)
dell'enunciato.
Nel Capitolo seguente vedremo alcuni esempi per entrambi i casi del
Teorema 3.2.6.
3.3 Cono di KleimannMori per Exc(Rσ)·V 1 = 0
In questa sezione ci occuperemo di studiare il caso di varietà di Fano X che
soddisfano le Ipotesi 3.1.7, ma in cui non esiste nessuna famiglia V 1 di curve
razionali dominante e non spezzante tale che Exc(Rσ) · V 1 > 0. Dimostrere-
mo che anche in questo caso X ha numero di Picard ρX = 3 e dimostreremo
che nel cono NE(X) esiste un altro raggio Rτ associato ad uno scoppiamento
liscio tale che Exc(Rτ ) · V 1 > 0. Se inoltre assumiamo che la varietà X non
ammetta raggi estremali associati a contrazioni piccole, dimostreremo che il
cono NE(X) = 〈Rσ, R1, Rτ 〉 dove R1 è un raggio associato ad una contra-
zione di tipo ﬁbrato.
Iniziamo dimostrando che nel cono NE(X), oltre ad Rσ, esiste sempre
almeno un altro raggio associato ad uno scoppiamento liscio e che non ci può
essere più di un raggio associato ad una contrazione di tipo ﬁbrato.
Proposizione 3.3.1. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
e tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante
si abbia Exc(Rσ) · V 1 = 0. Allora esiste almeno un raggio Rτ tale che
Exc(Rσ) ·Rτ > 0 e tutti i raggi per cui vale questa condizione sono associati
a scoppiamenti lisci la cui ﬁbra ha dimensione iX .
Dimostrazione. Dal Lemma 2.4.1 sappiamo che esiste un raggio Rτ tale che
Exc(Rσ)·Rτ > 0, dunque in particolareRτ non è associato ad una contrazione
di tipo ﬁbrato e Rτ /∈ 〈[V 1], Rσ〉. Infatti, se per assurdo la contrazione
associata ad Rτ fosse di tipo ﬁbrato, avremmo che una famiglia minima
dominante di curve di Rτ sarebbe non spezzante ed avrebbe intersezione
positiva con Exc(Rσ), contro le ipotesi.
Allora, indicata con Fτ ed Fσ una ﬁbra non banale della contrazione associata
rispettivamente ad Rτ ed Rσ, abbiamo che Fτ ∩ Locus(V 1)Fσ 6= ∅. Grazie
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al Lemma 1.3.20 notiamo che tale intersezione deve avere dimensione nulla,
per cui utilizzando la Proposizione 1.3.9 troviamo che
dimFτ ≤ dimX − dimLocus(V 1)Fσ
≤ 3iX −
(
dimFσ −KX · V 1 − 1
)
≤ 3iX − (iX + 1 + iX − 1) = iX .
Inoltre, poiché Fτ non è associato ad una contrazione di tipo ﬁbrato, ab-
biamo che dimExc(Rτ ) ≤ dimX − 1, pertanto utilizzando il Teorema 1.4.7
deduciamo che
dimFτ + dimX − 1 ≥ dimFτ + dimExc(Rτ ) ≥ dimX − 1 + `(Rτ )
da cui ricaviamo che dimFτ ≥ `(Rτ ) ≥ iX e pertanto deve valere l'ugua-
glianza. Allora, per il Teorema 1.4.8 sappiamo che la contrazione associata
ad Rτ è uno scoppiamento liscio le cui ﬁbre hanno dimensione iX .
Corollario 3.3.2. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante
si abbia Exc(Rσ) · V 1 = 0. Allora X ha al più un raggio ﬁbrato.
Dimostrazione. Supponiamo per assurdo che nel cono NE(X) ci siano due
raggi estremali R1, R2 entrambi associati ad una contrazione di tipo ﬁbrato.
Siccome per la Proposizione 3.3.1 sappiamo che esiste un raggio Rτ associato
ad uno scoppiamento tale che Exc(Rσ)·Rτ > 0, l'intersezione dei luoghi ecce-
zionali degli scoppiamenti Exc(Rσ)∩Exc(Rτ ) è non vuota. Possiamo quindi
scegliere un punto x ∈ Exc(Rσ)∩Exc(Rτ ) ed indicare con Fτ , Fσ, F1 ed F2 le
ﬁbre di x delle contrazioni associate rispettivamente ai raggi Rτ , Rσ, R1, R2.
Siccome ﬁbre di raggi estremali distinti possono incontrarsi in al più pun-
ti, utilizzando l'Osservazione 2.4.11 e ricordando che per ipotesi iX > 2,
troviamo che
dimX ≥ dimFτ + dimFσ + dimF1 + dimF2
≥ iX + (iX + 1) + iX − 1 + iX − 1
≥ dimX + iX − 1
> dimX + 1
che è assurdo. Dunque ci può essere al più un raggio estremale associato ad
una contrazione di tipo ﬁbrato.
Prima di proseguire con lo studio del cono NE(X) vogliamo dimostrare
che il numero di Picard ρX = 3.
Per farlo ci servirà sapere che le famiglie V 1, V 2 e V σ sono numericamente
indipendenti e che la famiglia di curve razionali V 2 è non spezzante.
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Lemma 3.3.3. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante si
abbia Exc(Rσ) · V 1 = 0. Consideriamo V 2 famiglia di curve razionali come
nella Costruzione 2.3.3 e V σ famiglia di deformazione di una curva minima
in Rσ. Allora Exc(Rσ) · V 2 ≥ 0 e le famiglie di curve razionali V 1, V 2 e V σ
sono numericamente indipendenti.
Dimostrazione. Sia V 1 una famiglia di curve razionali dominante, allora per
ipotesi Exc(Rσ) · V 1 = 0. Dunque Exc(Rσ) non può dominare l'rc(V 1)-
ﬁbrazione pi1 : X 99K Z1. Siccome invece per costruzione V 2 domina ta-
le ﬁbrazione, ne consegue che Exc(Rσ) non contiene Locus(V 2) e dunque
Exc(Rσ) · V 2 ≥ 0.
Supponiamo per assurdo che [V σ] ∈ 〈[V 1], [V 2]〉, ovvero che esistano a, b ∈ R
tali che [V σ] = a[V 1] + b[V 2]. Intersecando con Exc(Rσ), troviamo che
Exc(Rσ) · V σ < 0 e Exc(Rσ) · V 1 = 0; dunque, siccome Exc(Rσ) · V 2 ≥ 0,
deduciamo che b < 0. Sia ora H1 il pullback di un ﬁbrato molto ampio su
Z1. Poiché le curve parametrizzate da V 1 sono contratte da pi1 abbiamo che
H1 ·V 1 = 0. Considerando l'intersezione conH1, abbiamo cheH1 è positivo al
di fuori del luogo di indeterminazione di pi1, dunque in particolare H1 ·V 2 > 0
perché V 2 è orizzontale rispetto a pi1. Inoltre, siccome il luogo di indetermi-
nazione di pi1 ha codimensione almeno due in X mentre Exc(Rσ) è un divi-
sore, segue che H1 ·Rσ > 0. Intersecando quindi [V σ] = a[V 1] + b[V 2] con H1
troviamo che b > 0, in contraddizione con quanto dimostrato precedentemen-
te. Dunque le curve di Rσ non vengono contratte dall'rc(V 1, V 2)-ﬁbrazione
pi2 : X 99K Z2 e le famiglie V 1, V 2, V σ sono numericamente indipendenti.
Proposizione 3.3.4. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
e tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante
si abbia Exc(Rσ) · V 1 = 0. Consideriamo V 2 famiglia di curve orizzontali
come nella Costruzione 2.3.3. Allora la famiglia V 2 è non spezzante.
Dimostrazione. Dal Lemma 3.3.3 sappiamo che le famiglie V 1, V 2, V σ sono
numericamente indipendenti, pertanto se consideriamo l'rc(V 1, V 2)-ﬁbrazione
pi2 : X → Z2, le curve contenute in Rσ non vengono contratte da pi2, quin-
di dev'essere dimZ2 ≥ dimFσ. Inoltre una ﬁbra generica di pi2 contiene
Locus(V 2, V 1)x2 , dunque
dimX − dimLocus(V 2, V 1)x2 ≥ dimZ2 ≥ dimFσ
da cui ricaviamo dimX − dimFσ ≥ dimLocus(V 2, V 1)x2 . Se ora calcoliamo
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esplicitamente le dimensioni troviamo
3iX − (iX + 1) = dimX − dimFσ ≥ dimLocus(V 2, V 1)x2
≥ −KX · V 2 −KX · V 1 − 2
≥ −KX · V 2 + iX − 2
da cui ricaviamo che −KX ·V 2 ≤ iX +1, dunque V 2 dev'essere non spezzante
perché se lo fosse avremmo −KX · V 2 ≥ 2iX .
Arrivati a questo punto possiamo dimostrare che la famiglia V 2, scelta
seguendo la Costruzione 2.3.3, oltre ad essere non spezzante è anche non
dominante. Questo ci permetterà di dimostrare che X è rc(V 1, V 2, V σ)-
connessa e concludere che il numero di Picard ρX = 3.
Proposizione 3.3.5. Sia X una varietà di Fano che soddisfa le Ipotesi
3.1.7. Assumiamo che per ogni famiglia V 1 di curve razionali dominante
e non spezzante si abbia Exc(Rσ) · V 1 = 0 e sia V 2 una famiglia di curve
razionali come nella Costruzione 2.3.3. Allora V 2 non è dominante e X è
rc(V 1, V 2, V σ)-connessa. In particolare ρX = 3.
Dimostrazione. Grazie alla Proposizione 3.3.4 sappiamo che la famiglia V 2 è
non spezzante. Mostriamo ora che non è nemmeno dominante.
Supponiamo per assurdo che lo sia e consideriamo Locus(V 1, V 2)Fσ , con
Fσ una ﬁbra generica non banale della contrazione elementare associata
ad Rσ. Poiché stiamo supponendo V 1 e V 2 dominanti, sappiamo per ipo-
tesi che Exc(Rσ) · V 1 = Exc(Rσ) · V 2 = 0, da cui segue che ogni cur-
va in Locus(V 1, V 2)Fσ ha intersezione non positiva con Exc(Rσ). Dunque
Locus(V 1, V 2)Fσ ⊆ Exc(Rσ). Possiamo utilizzare quindi la Proposizione
1.3.9 e l'Osservazione 2.4.11 per calcolare
dimLocus(V 1, V 2)Fσ ≥ dimFσ −KX · V 1 −KX · V 2 − 2
≥ `(Rσ) + 2iX − 2
≥ 3iX − 1
= dimX − 1
dunque Locus(V 1, V 2)Fσ = Exc(Rσ). Allora per il Corollario 1.3.21 sappia-
mo che ogni curva contenuta in Exc(Rσ) è numericamente equivalente ad
una combinazione lineare del tipo λ1C1 + λ2C2 + λσCσ a coeﬃcienti razionali.
Applicando il Lemma 1.3.20 ed il Corollario 1.3.22 deduciamo che i coeﬃ-
cienti λ1, λσ ≥ 0.
Inoltre, siccome stiamo supponendo V 2 dominante, possiamo scambiare i ruo-
li delle famiglie V 1 e V 2, trovando che anche Locus(V 2, V 1)Fσ ⊆ Exc(Rσ) e,
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siccome le dimensioni coincidono, deduciamo che Locus(V 2, V 1)Fσ = Exc(Rσ).
Dunque per il Corollario 1.3.22 troviamo che anche i coeﬃcienti λ2, λσ ≥ 0 e
quindi ogni curva in Exc(Rσ) può essere scritta come combinazione lineare
a coeﬃcienti non negativi di curve appartenenti alle classi di equivalenza di
[V 1], [V 2], [V σ]. Pertanto NE(Exc(Rσ)) = 〈[V 1], [V 2], [V σ]〉.
Ora, per il Lemma 2.4.1 sappiamo che esiste almeno un raggio estremale
che è postivo rispetto ad Exc(Rσ), ed il Corollario 2.4.2 garantisce che la
contrazione associata a tale raggio è un P1-ﬁbrato. Dunque una famiglia di
deformazione di una curva minima in tale raggio è dominante, non spezzante
ed ha intersezione positiva rispetto a Exc(Rσ), contro le ipotesi. Per questo
motivo V 2 non può essere una famiglia di curve razionali dominante.
Sia ora x2 ∈ Locus(V 2) un punto generico e servendoci della Proposizione
1.3.9 e dell'Osservazione 1.3.10 calcoliamo
dimLocus(V 2, V 1)x2 = dimLocus(V
1)Locus(V 2)x2
≥ dimLocus(V 2)x2 −KX · V 1 − 1
≥ iX + iX − 1 = 2iX − 1.
Allora, se consideriamo l'rc(V 1, V 2)-ﬁbrazione pi2 : X 99K Z2 troviamo che
dimZ2 ≤ dimX − (2iX − 1) = iX + 1
dunque, siccome per il Lemma 3.3.3 sappiamo che le famiglie V 1, V 2, V σ sono
numericamente indipendenti, e una ﬁbra generale non banale Fσ dello scop-
piamento associato ad Rσ ha dimensione iX+1, otteniamo che Fσ domina Z2.
Pertanto X è rc(V 1, V 2, V σ)-connesso. Inoltre, applicando la Proposizione
2.3.9 troviamo che ρX = 3.
Osservazione 3.3.6. Osserviamo che nella dimostrazione della Proposizione
3.3.5 è suﬃciente assumere che la famiglia di curve razionali V 2 sia orizzontale
e dominante rispetto all'rc(V1)-ﬁbrazione, senza richiedere che sia minima.
Dalla Proposizione 3.3.1 sappiamo che nel cono di KleimannMori di X
esiste almeno un raggio Rτ associato ad uno scoppiamento. Indicata con V τ
una famiglia di deformazione di una curva minima contenuta in tale raggio,
possiamo mostrare che X è rc(V 1, V τ , V σ)-connessa. Per farlo ci servirà
prima dimostrare che Exc(Rτ ) · V 1 > 0.
Teorema 3.3.7. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante si
abbia Exc(Rσ)·V 1 = 0. Allora esiste un raggio estemale Rτ associato ad uno
scoppiamento liscio le cui ﬁbre hanno dimensione iX e tale che Exc(Rτ )·V 1 >
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0 ed Exc(Rσ) ·V τ > 0, dove V τ è una famiglia di deformazione di una curva
minima contenuta in Rτ .
Dimostrazione. Dalla Proposizione 3.3.1 sappiamo che in NE(X) esiste un
raggio Rτ associato ad uno scoppiamento liscio, le cui ﬁbre hanno dimen-
sione iX e tale che Exc(Rσ) · Rτ > 0. Allora, se consideriamo una fami-
glia di deformazione di una curva minima V τ del raggio Rτ , abbiamo che
Exc(Rσ) · V τ > 0.
Supponiamo ora per assurdo che Exc(Rτ ) · V 1 = 0. Allora siccome X
è rc(V 1, V 2, V σ)-connessa per la Proposizione 3.3.5 ed Exc(Rτ ) · V σ > 0,
segue che Exc(Rτ ) ·V 2 < 0. Tuttavia siccome Exc(Rτ ) non domina l'rc(V 1)-
ﬁbrazione pi1 : X 99K Z1, mentre V 2 per costruzione sì, allora Exc(Rτ ) non
può contenere Locus(V 2) ed Exc(Rτ ) ·V 2 ≥ 0, in contraddizione con quanto
appena dimostrato. Dunque deve essere Exc(Rτ ) · V 1 > 0.
Teorema 3.3.8. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante
si abbia Exc(Rσ) · V 1 = 0. Allora la varietà X è rc(V 1, V τ , V σ)-connessa.
Dimostrazione. Per il Teorema 3.3.7 sappiamo che esiste un raggio estremale
Rτ associato ad uno scoppiamento liscio che soddisfa Exc(Rτ ) · V 1 > 0,
dunque una famiglia di deformazione V τ di una curva minima in Rτ è non
spezzante, orizzontale e dominante rispetto all'rc(V 1)-ﬁbrazione.
Notiamo che la famiglia V τ non può essere dominante perché
dimX − 1 = dimExc(Rτ ) ≥ dimLocus(V τ )xτ
con xτ ∈ Locus(V τ ). Allora per la Proposizione 3.3.5 e l'Osservazione 3.3.6
possiamo concludere che X è rc(V 1, V τ , V σ)-connesso.
Concentriamoci ora sullo scoppiamento σ : X → Y e supponiamo che Y
non sia una varietà di Fano. Allora possiamo dimostrare che esiste un raggio
estremale associato ad una contrazione piccola.
Proposizione 3.3.9. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
e tale che per ogni famiglia di curve razionali V 1 dominante non spezzante si
abbia Exc(Rσ) · V 1 = 0. Se esiste un raggio RS tale che Exc(Rσ) · RS < 0,
allora
dimX − 2 ≥ dimExc(RS) ≥ 2iX + 1.
In particolare RS è associato ad una contrazione piccola.
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Dimostrazione. Siccome per ipotesi Exc(Rσ) · RS < 0, ogni curva la cui
classe di equivalenza numerica appartiene ad RS è contenuta in Exc(Rσ),
in particolare Exc(RS) ⊆ Exc(Rσ). Possiamo quindi scegliere un punto
x ∈ Exc(RS) e considerare le ﬁbre FS ed Fσ rispetto alle contrazioni associate
ai raggi RS ed Rσ rispettivamente. Siccome ﬁbre di raggi diversi s'incontrano
in al più punti, abbiamo che
dimX − 1 = dimExc(Rσ) ≥ dimFS + dimFσ,
pertanto possiamo stimare la dimensione della ﬁbra FS
dimFS ≤ dimX − 1− dimFσ
≤ 3iX − 1− (iX + 1)
= 2iX − 2.
Utilizzando quindi il Teorema 1.4.7 possiamo calcolare
dimExc(RS) ≥ dimX − 1 + `(RS)− dimFS
≥ 3iX − 1 + iX − (2iX − 2)
= 2iX + 1.
Mostriamo ora che dimX − 2 ≥ dimExc(RS), ovvero che RS è asso-
ciato ad una contrazione piccola. Siccome Exc(RS) ⊆ Exc(Rσ), allora
dimExc(RS) ≤ dimExc(Rσ) = dimX − 1, pertanto la contrazione asso-
ciata ad RS non può essere di tipo ﬁbrato. Supponiamo per assurdo che sia
una contrazione divisoriale, ovvero che dimExc(RS) = dimX − 1 e dun-
que Exc(RS) = Exc(Rσ). Grazie alla Proposizione 3.3.1 sappiamo che deve
esistere un raggio Rτ associato ad uno scoppiamento le cui ﬁbre hanno di-
mensione dimFτ = iX , tale che Exc(Rσ) ·Rτ > 0. Pertanto l'intersezione dei
tre luoghi eccezionali Exc(RS) ∩ Exc(Rσ) ∩ Exc(Rτ ) è non vuota. Possia-
mo quindi scegliere un punto x in tale intersezione e considerare le sue ﬁbre
FS, Fσ, Fτ rispetto alle contrazioni associate rispettivamente ad RS, Rσ, Rτ .
Siccome tali ﬁbre sono associate a raggi estremali distinti, s'intersecano in al
più punti, pertanto utilizzando l'Osservazione 2.4.11 troviamo che
dimX ≥ dimFS + dimFσ + dimFτ
≥ iX + (iX + 1) + iX
= dimX + 1
che è assurdo. Pertanto dimExc(RS) ≤ dimX− 2, quindi RS è associato ad
una contrazione piccola.
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Corollario 3.3.10. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
e tale che per ogni famiglia di curve razionali V 1 dominante non spezzante
si abbia Exc(Rσ) · V 1 = 0. Consideriamo lo scoppiamento σ : X → Y asso-
ciato al raggio Rσ. Se Y non è una varietà di Fano, allora esiste un raggio
estremale RS associato ad una contrazione piccola.
Dimostrazione. Se Y non è una varietà di Fano allora per la Proposizione
2.4.5 sappiamo che esiste un raggio RS che non viene contratto dallo scop-
piamento σ, ma tale che Exc(Rσ) · R < 0. Allora per la Proposizione 3.3.9
possiamo concludere che RS è associato ad una contrazione piccola.
Arrivati a questo punto, richiedendo in aggiunta che Exc(Rσ) ·R ≥ 0 per
ogni raggio R diverso da Rσ, possiamo dimostrare cheNE(X) = 〈Rσ, R1, Rτ 〉
con R1 raggio associato ad una contrazione di tipo ﬁbrato ed Rτ raggio
associato ad uno scoppiamento liscio le cui ﬁbre hanno dimensione iX .
Teorema 3.3.11. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante
si abbia Exc(Rσ) · V 1 = 0. Se Exc(Rσ) · R ≥ 0 per ogni raggio R nel cono
NE(X) diverso da Rσ, allora NE(X) = 〈Rσ, R1, Rτ 〉 con R1 raggio associato
ad una contrazione di tipo ﬁbrato ed Rτ raggio associato ad uno scoppiamento
liscio le cui ﬁbre hanno dimensione iX .
Dimostrazione. Dal Teorema 3.3.7 sappiamo che esiste un raggio Rτ asso-
ciato ad uno scoppiamento liscio le cui ﬁbre hanno lunghezza iX . Inoltre,
per il Teorema 3.3.8 sappiamo che X è rc(V 1, V τ , V σ)-connessa, con V τ , V σ
famiglie di deformazione di una curva minima di Rτ ed Rσ rispettivamente.
Consideriamo la contrazione τ : X → Y associata ad Rτ . Notiamo che Y
ha la stessa dimensione di X ma numero di Picard ρY = 2; inoltre Y è
rc(τ(V 1), τ(V σ))-connessa e τ(V 1), τ(V σ) sono numericamente indipendenti
perché lo erano anche V 1 e V σ per il Lemma 3.3.3.
Indichiamo con A = τ(Locus(V σ)Fτ ) e B = τ(Locus(V
1)Fτ ), dove Fτ è una
ﬁbra generica della contrazione τ . Notiamo che siccome Fτ è generica e V 1
è dominante, si ha che Locus(V 1)Fτ 6= ∅, inoltre anche Locus(V σ)Fτ 6= ∅ per
il Teorema 3.3.7. Quindi, utilizzando la Proposizione 1.3.9 e l'Osservazione
2.4.11, possiamo calcolare
dimLocus(V 1)Fτ ≥ dimFτ −KX · V 1 − 1 ≥ `(Rτ ) + iX − 1 = 2iX − 1,
e dunque dimB ≥ 2iX − 1.
Ora, siccome ogni curva appartenente ad A è numericamente proporzionale
all'immagine di una curva di V σ ed ogni curva di B è numericamente pro-
porzionale all'immagine di una curva di V 1, abbiamo che dim(A ∩B) = 0.
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Ma allora
dimA ≤ dimY − dimB ≤ 3iX − (2iX − 1) = iX + 1 = `(Rσ) = dimFσ.
Dunque ogni ﬁbra della contrazione σ che interseca Fτ è contenuta inExc(Rτ ),
pertanto Exc(Rτ ) ·Rσ = 0.
Notiamo allora che Exc(Rσ) è un divisore eﬀettivo che per ipotesi sod-
disfa Exc(Rσ) · R ≥ 0 per ogni raggio R diverso da Rσ. Possiamo quindi
applicare il Lemma 2.4.3 e dedurre che, siccome Exc(Rσ) · V = 0, allora
[V ] ed Rσ appartengono alla stessa faccia estremale. Mostriamo ora che
anche 〈[V 1], [V τ ]〉 è estremale. Siccome per il Teorema 3.3.8 sappiamo che
X è rc(V 1, V τ , V σ)-connessa, allora X = ChLocus(V τ , V 1)Fσ , dunque per
il Lemma 1.3.20 possiamo scrivere ogni curva di X come una combinazione
lineare λ1[V 1] + λτ [V τ ] + λσ[V σ] a coeﬃcienti non negativi per il Corolla-
rio 1.3.22. Allora, se Ca e Cb sono curve le cui classi numeriche soddisfano
[Ca] + [Cb] ∈ 〈[V 1], [V τ ]〉, si ha che anche [Ca], [Cb] ∈ 〈[V 1], [V τ ]〉, ovvero che
〈[V 1], [V τ ]〉 è estremale.
Quindi, siccome sia 〈[V 1], [V σ]〉 che 〈[V 1], [V τ ]〉 sono estremali, possiamo con-
cludere che [V 1] genera un raggio estremale di tipo ﬁbrato, che è l'unico di
questo tipo per il Corollario 3.3.2.
Supponiamo ora per assurdo che esista un altro raggio estremale R. Poi-
ché abbiamo dimostrato che 〈[V 1], [V τ ]〉 e 〈[V 1], [V σ]〉 sono estremali, il raggio
R deve stare nel semispazio delimitato da 〈Rτ , Rσ〉 che non contiene R1. Al-
lora, siccome per il Teorema 3.3.7 si ha che Exc(Rτ ) · R1 > 0 ed inoltre
Exc(Rτ ) ·Rτ < 0 ed abbiamo appena dimostrato che Exc(Rτ ) ·Rσ = 0, deve
essere Exc(Rτ ) ·R < 0.
Tuttavia, siccome Locus(V 1)Fσ 6= ∅ (perché V 1 è dominante) e Exc(Rτ )·R1 >
0, allora anche Locus(V 1, V τ )Fσ 6= ∅, e quindi se ancora una volta usiamo il
Lemma 1.3.11 e l'Osservazione 2.4.11 per calcolare
dimLocus(V 1, V τ )Fσ ≥ dimFσ −KX · V 1 −KX · V τ − 2
≥ (iX + 1) + iX + iX − 2
= 3iX − 1 = dimX − 1
troviamo che Exc(Rτ ) = Locus(V 1, V τ )Fσ . Pertanto applicando il Lemma
1.3.20 ed il Corollario 1.3.22, ricaviamo che ogni curva in Exc(Rτ ) può es-
sere scritta come combinazione lineare a coeﬃcienti non negativi di curve
appartenenti alle classi di equivalenza numerica di [V 1], [V τ ] e [V σ]. Dun-
que NE(Exc(Rτ )) = 〈Rσ, Rτ , R1〉, contraddicendo Exc(Rτ ) · R < 0. Ma
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allora non può esistere nessun altro raggio R e concludiamo quindi che
NE(X) = 〈Rσ, Rτ , R1〉.
Inﬁne, anche nel caso in cui X non abbia raggi estremali associati a
contrazioni piccole, possiamo descrivere esplicitamente il cono di Kleimann
Mori.
Teorema 3.3.12. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7 e
tale che per ogni famiglia di curve razionali V 1 dominante e non spezzante
si abbia Exc(Rσ) · V 1 = 0. Se inoltre X non ammette raggi associati a
contrazioni piccole, allora NE(X) = 〈Rσ, R1, Rτ 〉 con R1 raggio associato ad
una contrazione di tipo ﬁbrato ed Rτ raggio associato ad uno scoppiamento
liscio le cui ﬁbre hanno dimensione iX .
Dimostrazione. SiccomeX non ammette raggi associati a contrazioni piccole,
grazie alla Proposizione 3.3.9 troviamo che Exc(Rσ) · R ≥ 0 per ogni raggio
R nel cono NE(X) diverso da Rσ. Dunque possiamo applicare il Teorema
3.3.11 e concludere che NE(X) = 〈Rσ, Rτ , R1〉 con R1 raggio associato ad
una contrazione di tipo ﬁbrato ed Rτ raggio associato ad uno scoppiamento
liscio le cui ﬁbre hanno dimensione iX .
Capitolo 4
Esempi
4.1 Esempi
Mostriamo che entrambi i casi del Teorema 3.2.6 possono eﬀettivamente
veriﬁcarsi vedendo alcuni esempi.
Esempio 4.1.1. La varietà X = (BlPiX−2P2iX ) × PiX ha numero di Picard
ρX = 3 e pseudoindice iX =
dimX
3
. Possiede un raggio associato ad uno
scoppiamento di lunghezza iX + 1, e due raggi associati ad una contrazione
di tipo ﬁbrato, dei quali uno di lunghezza iX + 1 e l'altro di lunghezza iX .
Proposizione 4.1.2. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
con ρX = 3. Assumiamo che X ammetta una famiglia V di curve razionali
dominante e non spezzante, positiva rispetto al luogo eccezionale Exc(Rσ)
dello scoppiamento associato ad Rσ. Se assumiamo inoltre che −KX ·V = iX
ed esista un raggio R2 associato ad una contrazione di tipo ﬁbrato che non
contenga [V ] e tale che `(R2) = iX + 1, allora X ∼= (BlPiX−2P2iX )× PiX .
Dimostrazione. Dal Corollario 3.2.5 e dal Teorema 3.2.6 sappiamo che il cono
NE(X) = 〈Rσ, R1, R2〉, con R1 ed R2 raggi associati a contrazioni di tipo
ﬁbrato, [V ] ∈ R1 ed 〈R1, Rσ〉 è una faccia estremale. Indichiamo con Φ la
contrazione associata a tale faccia (che esiste sempre per il Teorema 1.4.3),
con FΦ una ﬁbra generica di Φ e consideriamo il diagramma
X X ′
Y
σ
Φ Φ1 .
Notiamo che siccome per ipotesi Exc(Rσ) ·V > 0, si ha che Locus(V )Fσ 6= ∅;
inoltre poiché per il Lemma 1.3.20 tutte le curve contenute in Locus(V )Fσ
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sono del tipo λV CV + λσCσ con CV una curva in [V ] e Cσ una curva in Rσ, le
curve di Locus(V )Fσ vengono contratte da Φ. Dunque Locus(V )Fσ ⊂ FΦ e
dimFΦ ≥ dimLocus(V )Fσ ≥ (iX + 1) + iX − 1 = 2iX .
Possiamo dimostrare che vale l'uguaglianza. Infatti poiché R2 è associa-
to ad una contrazione di tipo ﬁbrato, una sua ﬁbra F2 interseca FΦ e tale
intersezione deve avere dimensione zero. Dunque
3iX = dimX ≥ dimFΦ + dimF2 ≥ dimFΦ + (iX + 1)− 1 ≥ 2iX + iX = 3iX
da cui deduciamo che dimFΦ = 2iX . Tale ﬁbra è una varietà di Fano con
pseudoindice iFΦ = iX perché grazie al Corollario 3.2.5 sappiamo che la classe
di equivalenza [V ] ∈ 〈R1〉 e la faccia 〈R1, Rσ〉 è estremale. Notiamo che il
raggio Rσ soddisfa{
iX + `(Rσ) = 2iX + 1
dimExc(Rσ) + 2 = (2iX − 1) + 2 = 2iX + 1
pertanto, applicando il Teorema 2.4.6, ricaviamo che FΦ ∼= BlPiX−2 (P2iX ).
Allora la contrazione Φ1 ha come ﬁbra generica P2iX ed il raggio R′1 associato
a Φ1 in X ′ soddisfa `(R′1) = 2iX + 1.
Lavoriamo ora su X ′ ed indichiamo con R′2 l'immagine di R2 tramite lo scop-
piamento σ. Notiamo che `(R′2) = `(R2) = iX + 1.
Siano W 1,W 2 due famiglie di deformazione di una curva minima rispettiva-
mente in R′1 ed R
′
2 (dunque W
1,W 2 sono famiglie coprenti, non spezzanti e
numericamente indipendenti). Poiché `(R′1) = 2iX + 1 allora −KX ·W 1 =
2iX + 1 ed analogamente −KX · W 2 = iX + 1, dunque X ′ è rc(W 1,W 2)-
connesso per la Proposizione 1.3.9. Possiamo dunque applicare il Teorema
2.3.5 e dedurre che X ′ ∼= P2iX × PiX , pertanto X ∼= (BlPiX−2P2iX )× PiX .
Esempio 4.1.3. La varietà X = (BlPiX−2P2iX+1) × PiX−1 ha pseudoindice
iX =
dimX
3
e ρX = 3. Possiede un raggio associato ad uno scoppiamento di
lunghezza iX + 1 e due raggi associati a contrazioni di tipo ﬁbrato, di cui uno
di lunghezza iX ed uno di lunghezza iX + 1.
Proposizione 4.1.4. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
con ρX = 3. Assumiamo che X ammetta una famiglia V di curve razionali
domaninante e non spezzante, positiva rispetto al luogo eccezionale Exc(Rσ)
dello scoppiamento associato ad Rσ. Se assumiamo inoltre che −KX · V =
iX + 1 ed esista un raggio R2 associato ad una contrazione di tipo ﬁbrato che
non contenga [V ] e tale che `(R2) = iX , allora X ∼= (BlPiX−1P2iX+1)×PiX−1.
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Dimostrazione. Analogamente a quanto fatto nella dimostrazione della Pro-
posizione precedente consideriamo il diagramma
X X ′
Y
σ
Φ Φ1
in cui Φ è la contrazione associata alla faccia estremale 〈R1, Rσ〉, σ è lo
scoppiamento associato ad Rσ e calcoliamo la dimensione di FΦ, ﬁbra generica
di Φ. Siccome FΦ ⊇ Locus(V )Fσ 6= ∅ utilizzando il Lemma 1.3.11 troviamo
che
dimFΦ ≥ dimLocus(V )Fσ ≥ (iX + 1) + (iX + 1)− 1 = 2iX + 1.
Inoltre poiché R2 è associato ad una contrazione di tipo ﬁbrato l'intersezione
tra una sua generica ﬁbra F2 ed FΦ è non vuota ed ha dimensione zero.
Dunque
dimFΦ ≤ dimX − dimF2 ≤ 3iX − (iX − 1) = 2iX + 1,
pertanto dimFΦ = 2iX + 1.
Siccome per l'Osservazione 2.4.11 abbiamo che dimFRσ ≥ `(Rσ) ≥ iX + 1,
possiamo applicare il Teorema 1.4.8 ricavando che FΦ ∼= BlPiX−1(P2iX+1).
Dunque la contrazione Φ1 ha P2iX+1 come ﬁbra generica ed il raggio R′1
associato a Φ1 ha lunghezza `(R′1) = 2iX + 2.
Lavoriamo ora su X ′ e consideriamo W 1,W 2 due famiglie di deformazione
di una curva minima rispettivamente in R′1 ed R
′
2, con R
′
2 immagine di R2
tramite lo scoppiamento σ. Poiché `(R′1) = 2iX+2 allora −KX ·W 1 = 2iX+2
ed analogamente −KX ·W 2 = iX , dunque X ′ è rc(W 1,W 2)-connesso per la
Proposizione 1.3.9. Possiamo allora applicare il Teorema 2.3.5 e dedurre che
X ′ ∼= P2iX+1 × PiX−1, pertanto X ∼= (BlPiX−1P2iX+1)× PiX−1.
Esempio 4.1.5. La varietà X = BlP2iX−2 (BlP2iX−1P3iX ) è una varietà di
Fano con numero di Picard ρX = 3 e pseudoindice iX =
dimX
3
. Possiede due
raggi estremali associati ad uno scoppiamento liscio, di cui uno di lunghezza
iX e l'altro di lunghezza iX + 1, ed un raggio associato ad una contrazione di
tipo ﬁbrato.
Proposizione 4.1.6. Sia X una varietà di Fano che soddisfa le Ipotesi 3.1.7
con ρX = 3. Assumiamo che X ammetta una famiglia V di curve razionali
dominante e non spezzante, positiva rispetto al luogo eccezionale Exc(Rσ)
dello scoppiamento associato ad Rσ. Se X ammette inoltre un ulteriore raggio
estremale R2 associato ad uno scoppiamento liscio X → X ′ e X ′ ha una
contrazione birazionale, allora abbiamo che X = BlP2iX−2 (BlP2iX−1P3iX ).
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Dimostrazione. Dal Teorema 3.2.6 sappiamo che NE(X) = 〈Rσ, R1, R2〉 do-
ve R1 è un raggio di tipo ﬁbrato che contiene la classe di equivalenza numerica
[V ] e per ipotesi Exc(Rσ) · R1 > 0. Mostriamo che i luoghi eccezionali dei
due scoppiamenti hanno intersezione non vuota e che quindi in particola-
re due delle loro ﬁbre generiche non hanno intersezione vuota. Infatti se
Exc(R2) · R1 = 0 allora siccome Exc(R2) · R2 < 0 per il Lemma 2.4.1 deve
essere Exc(R2) · Rσ > 0. Nel caso in cui invece Exc(R2) · R1 > 0 allora,
per quanto visto nella seconda parte della dimostrazione del Teorema 3.2.6,
sappiamo che Exc(R2) ·Rσ > 0.
Consideriamo la contrazione Φ associata alla faccia estremale 〈Rσ, R1〉, indi-
chiamo con FΦ una sua generica ﬁbra e consideriamo il seguente diagramma
X X ′
Y
σ
Φ Φ1
Ragionando come nelle Proposizioni precedenti notiamo che per il Lemma
1.3.20 abbiamo che Locus(V )Fσ ⊆ FΦ e che
dimLocus(V )Fσ ≥ (iX + 1) + iX − 1 = 2iX
per il Lemma 1.3.11. Sia ora F2 una ﬁbra generica dello scoppiamento asso-
ciato ad R2. Poiché l'intersezione tra FΦ ed F2 non è vuota ed ha dimensione
zero, abbiamo che
3iX = dimX ≥ dimFΦ + dimF2 ≥ dimFΦ + iX .
Dunque dimFΦ = 2iX ed FΦ è una varietà di Fano con iFΦ = iX . Inol-
tre, siccome il raggio Rσ soddisfa le ipotesi del Teorema 2.4.6, troviamo che
FΦ = BlPix−2P2iX .
Dunque P2iX è una ﬁbra generica della contrazione Φ1, il cui raggio estremale
associato R′1 ha dunque lunghezza `(R
′
1) = 2iX + 1.
Consideriamo ora la varietà di Fano X ′ con ρX′ = 2. Siccome il raggio
R′1 soddisfa l'uguaglianza del Teorema 2.4.7, allora o X
′ = BlP2iX−1P3iX
oppure NE(X ′) = 〈R′1, R〉 con R associato ad una contrazione di tipo ﬁbra-
to. Tuttavia quest'ultimo caso contraddice le ipotesi, dunque l'unica pos-
sibilità è che X ′ = BlP2iX−1P3iX , pertanto possiamo concludere che X =
BlP2iX−2 (BlP2iX−1P3iX ).
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