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Abstract
Psychometric studies of the ERN, CRN, Pe, and Pc ERPs are increasing. Coherent integration of these results is difficult
with classical test theory because the definition of error depends on the measure of reliability. This study used
generalizability theory, which extends the ideas of classical test theory, as a framework for evaluating the influence of
psychopathology and number of trials on dependability of measurement. Participants included 34 people meeting criteria
for major depression, 29 meeting criteria for an anxiety disorder, and 319 controls. For all ERPs, within-person variance
was larger than between-person variance across groups, indicating many trials are needed for adequate dependability (at
least 13). Slightly fewer trials were needed to achieve adequate dependability in the control group than the pathology
groups. Regions of interest had higher dependability than single sensors.
Descriptors: Reliability, Error-related negativity, ERN, Error positivity, Pe, Generalizability
Ischebeck, & Kathmann, 2012; Ford, 1999; Pailing & Segalowitz,
2004; Scheffers & Coles, 2000; Vidal, Hasbroucq, Grapperon, &
Bonnet, 2000).
The Pe is a positive deflection in the ERP with more posterior
scalp distribution than the ERN that occurs within 200–400 ms
after conscious erroneous responses (Falkenstein et al., 1991,
2000; Nieuwenhuis et al., 2001). Various theories implicate the Pe
as a reflection of conscious error processing (Endrass, Reuter, &
Kathmann, 2007; Hughes & Yeung, 2011; Larson & Perlstein,
2009; Nieuwenhuis et al., 2001; Shalgi, Barkan, & Deouell, 2009)
or as a reflection of an affective response to conscious errors
(Falkenstein et al., 2000; Overbeek, Nieuwenhuis, & Ridderinkhof,
2005). The Pc reflects the correct-trial counterpart of the Pe
with similar temporal characteristics and scalp topography
(Nieuwenhuis et al., 2001; Overbeek et al., 2005); however, the
precise functional significance of the Pc remains understudied and
not well understood. Source localization studies implicate the anterior cingulate cortex in ERN (Brazdil, Roman, Daniel, & Rektor,
2005; Stemmer, Segalowitz, Witzke, & Schonle, 2004; van Veen &
Carter, 2002), CRN (Vidal et al., 2000), and Pe generation
(Herrmann, Römmler, Ehlis, Heidrich, & Fallgatter, 2004;
Overbeek et al., 2005).
Previous research on the psychometric properties of the ERN,
CRN, Pe, and Pc indicates that these ERP waveforms represent
stable and reliable electrophysiological measures of error-related
brain activity (Olvet & Hajcak, 2009a). Test-retest and split-half
reliability estimates were high for both area and peak measures
of the ERN (area: test-retest, r = .70, intraclass correlation
[ICC] = .70; split-half session 1: r = .88, ICC = .75; session 2:
r = .84, ICC = .72), CRN (area: test-retest, r = .82, ICC = .78;

Research on electrophysiological correlates of performance monitoring primarily focuses on ERPs associated with monitoring
responses for accuracy or conflict and later error awareness. These
processes are reflected in four main components of the ERP—the
error-related negativity (ERN), correct-related negativity (CRN),
error positivity (Pe), and correct positivity (Pc).
The ERN is a response-locked negative deflection in the ERP
with a frontocentral scalp distribution that putatively reflects early
error-detection processes and peaks within 100 ms after an
erroneous response (Falkenstein, Hohnsbein, Hoormann, &
Banke, 1991; Gehring, Goss, Coles, Meyer, & Donchin, 1993;
Nieuwenhuis, Ridderinkhof, Blom, Band, & Kok, 2001). Theories
suggest the ERN represents the early detection of errors
(Falkenstein et al., 1991; Masaki, Gehring, Takasawa, &
Yamazaki, 2004), the detection of response conflict (Yeung,
Botvinick, & Cohen, 2004), or a reinforcement-learning signal
(Holroyd & Coles, 2002). The CRN is an ERP component with
similar temporal characteristics and scalp topography to the ERN
that occurs following correct responses (Falkenstein, Hoormann,
Christ, & Hohnsbein, 2000; Vidal, Burle, Bonnet, Grapperon, &
Hasbroucq, 2003). Current theories suggest that the CRN reflects
processes indexing the comparison of correct and error responses,
overall response confidence, or the probability of a stimulus presentation (Bartholow et al., 2005; Endrass, Klawohn, Gruetzmann,
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split-half session 1: r = .98, ICC = .96; session 2: r = .98,
ICC = .95), and Pe (test-retest, r = .75, ICC = .75; split-half session
1: r = .91, ICC = .84; session 2: r = .83, ICC = .71; Olvet &
Hajcak, 2009a). Waveforms remained reliable when examined
separately for males and females as well as participants with a high
number of errors compared to participants with a low number of
errors. Research on the test-retest reliability of these waveforms
indicates adequate reliability between sessions up to 20 to 30 min
(Fallgatter et al., 2001; Segalowitz et al., 2010), 2 weeks (Larson,
Baldwin, Good, & Fair, 2010; Olvet & Hajcak, 2009a), 4 weeks
(Cassidy, Robertson, & O’Connell, 2012), 6 weeks (Segalowitz
et al., 2010), and even 1.5 to 2.5 years apart (Weinberg & Hajcak,
2011). Flanker-type tasks appear to have the strongest reliability
characteristics for the ERN waveform within approximately 10
trials relative to go/no-go and Stroop tasks (Meyer, Riesel, &
Hajcak, 2013). Taken together, these ERP components appear to
represent practicable measures of performance-monitoring
processes.
The ERN and Pe are often examined in paradigms where the
ratio of errors to correct responses is low. Thus, the number of error
trials needed to average for an adequate signal-to-noise ratio as
well as the temporal stability of the aforementioned ERP components has become a matter of interest (Foti, Kotov, & Hajcak, 2013;
Larson et al., 2010; Olvet & Hajcak, 2009a, 2009b; Pontifex et al.,
2010; Segalowitz et al., 2010; Weinberg & Hajcak, 2011). Previous
research has selected a subset of 2, 4, 6, 8, 10, up to 20 of the initial
error trials from each participant and compared that subset average
to the participant’s grand average (Foti et al., 2013; Meyer et al.,
2013; Olvet & Hajcak, 2009b; Pontifex et al., 2010). However,
these findings are likely subject to sampling error because only one
sample of trials per participant was obtained; therefore, we are not
able to quantify the uncertainty in the reliability estimates due to
within-person sampling error.
To investigate the uncertainty, the subsets of trials can be
repeatedly redrawn (Larson et al., 2010). Averaging over the multiple subsets can help reduce the impact of sampling error when
computing reliability based on a specific number of trials. A study
of ERN test-retest reliability using repeatedly redrawn samples of
error trials indicated that 14 error trials per person are necessary
for adequate reliability (Larson et al., 2010). Notably, the Larson
et al. study examined the number of trials needed for adequate
test-retest reliability across a 2-week period, which differs from
studies that investigated the number of trials needed for a reliable
ERN signal for a single session. Other studies have used a method
of sampling one subset of an increasing number of the initial error
trials from a subject. Using this method, Olvet and Hajcak (2009b)
found that at least six error trials were needed to achieve moderate
internal reliability for the ERN (α > .50) and subsequently concluded that “six to eight trials are adequate to reliably assess errorrelated brain activity” (p. 960). This conclusion is consistent with
another study indicating that only six error trials were necessary
for moderate internal reliability (α > .50; Meyer et al., 2013).
When assessing the number of trials needed to achieve high internal reliability (α > .70) for the ERN, four trials (Pontifex et al.,
2010), five trials for patients with psychosis (Foti et al., 2013),
eight trials (Foti et al., 2013), 10 trials (Olvet & Hajcak, 2009b),
and 12 trials (Meyer et al., 2013) have been observed. Although
the high internal reliability estimates seem to have a narrow range,
a difference of as few as eight trials may be important. For
example, using a cutoff of four trials from the Pontifex et al.
(2010) study would only achieve an α level of approximately .35
in the Meyer et al. (2013) study.
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Although fewer studies have examined the reliability of the Pe,
similar variability in estimates is observed. To achieve high internal
reliability (α > .70), studies have observed that at least four trials
(Pontifex et al., 2010), six trials (Olvet & Hajcak, 2009b), 12 trials
for patients with psychosis (Foti et al., 2013), and 14 trials (Meyer
et al., 2013) are requisite for reliable Pe measurement.
The ERN reliability studies to date primarily used psychiatrically and neurologically healthy participants; however, much performance monitoring research has focused on electrophysiological
abnormalities in psychiatric diagnoses such as obsessivecompulsive disorder (e.g., Endrass et al., 2010; Gehring, Himle, &
Nisenson, 2000; Hammer, Kordon, Heldmann, Zurowski, &
Münte, 2009; Johannes et al., 2001; Münte et al., 2007;
Nieuwenhuis, Nielen, Mol, Hajcak, & Veltman, 2005; Stern et al.,
2010), major depressive disorder (e.g., Chiu & Deldin, 2007;
Holmes & Pizzagalli, 2010; Ruchsow et al., 2006; Schrijvers et al.,
2008), and generalized anxiety disorder (Weinberg, Olvet, &
Hajcak, 2010). Treatment-related studies of the ERN have also
been conducted in obsessive-compulsive disorder (OCD; Hajcak,
Franklin, Foa, & Simons, 2008), depression (Georgiadi, Liotti,
Nixon, & Liddle, 2011; Schrijvers et al., 2009), and schizophrenia
(Bates, Liddle, Kiehl, & Ngan, 2004). Indeed, some researchers
suggest that the ERN may act as a cognitive endophenotype sensitive to cognitive rigidity associated with various psychopathologies (Olvet & Hajcak, 2008).
Research into the reliability of ERP components in psychopathology and treatment is important in order to establish the utility of the
ERN as a cognitive endophenotype. Gottesman and Gould (2003)
indicated that, in order to achieve status as an endophenotype, a
construct must be associated with a psychiatric disorder, be heritable,
manifest regardless of changes in state characteristics or whether the
illness is activated, cosegregate with illness in families, and occur
more frequently in nonaffected family members compared to the
general population (Gottesman & Gould, 2003; see also Olvet &
Hajcak, 2008). Previous research investigating whether the ERN may
be used as a treatment marker for OCD has found that children with
OCD have more negative ERN amplitudes both before and after
treatment compared to psychiatrically healthy individuals; no CRN
amplitude differences were demonstrated (Hajcak et al., 2008). To
ensure CRN similarities or ERN differences are not primarily the
result of error, the psychometric properties of the ERN in psychopathology must be empirically established.
One study to date has addressed this question. Foti et al. (2013)
examined the reliability of the ERN and Pe in patients with psychosis
as compared to psychiatrically and neurologically healthy controls.
The authors examined the initial error trials to determine the approximate length of a task needed to still achieve reliable ERPs in clinical
groups. For the ERN, patients with psychosis required 5 and 12 error
trials to achieve fair (α > .70) and good reliability (α > .80), respectively, compared to the 8 trials and more than 20 trials required to
achieve fair and good reliability, respectively, in controls. For the Pe,
12 trials and more than 20 trials were required to achieve fair and
good reliability (Foti et al., 2013), respectively, for patients with psychosis, whereas 14 and 19 error trials were needed to achieve fair and
good reliability, respectively, for controls. Split-half reliability was
also higher for the ERN and Pe for controls compared to patients
when including all error trials in the analyses.
Generalizability Theory
Up to this point, all reliability studies involving performance
monitoring have used classical test theory to define reliability. In
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classical test theory, reliability is defined as the ratio of true score
variance to the sum of true score and error variance (i.e., total
variance). True score variance can be thought of as variance due to
the person, and error variance is any other source of variability.
Reliability studies that have focused on consistency of waveforms
across trials have treated trials as the primary source of error,
whereas studies that have focused on the consistency of waveforms
across time have treated time as the primary source of error. Psychopathology, neurologic injury, or age (among other possibilities)
may also be a source of variability in waveforms (e.g., Hoffman &
Falkenstein, 2011; Larson, Clayson, & Farrer, 2012; Larson,
Kaufman, Schmalfuss, & Perlstein, 2007; Larson, South,
Krauskopf, Clawson, & Crowley, 2011; Wiersema, van der Meere,
& Roeyers, 2007). A limitation of classical test theory is that it does
not provide guidance on how to compare reliability estimates from
studies that focus on different sources of error; hence, it is difficult
to reconcile the results discussed previously where some focused
on internal consistency and others on temporal stability. Furthermore, studies using classical test theory change the definition of
error variance depending on the method used and thus require
different analytic methods depending on the source of error variance. Thus, coherent integration of results from reliability studies is
difficult (Shavelson & Webb, 1991).
Coherent integration across studies may be possible using
generalizability theory as an alternative to classical test theory
(Brennan, 2001; Nocera, Ferlazzo, & Borghi, 2001; Shavelson &
Webb, 1991). Generalizability theory provides a framework for
considering multiple sources of error (either within the same study
or across studies) and uses a single analytic approach—the estimation of variance components. The central concept in generalizability theory is dependability, which is similar to reliability in
classical test theory. In the case of EEG waveforms, dependability
refers to the accuracy with which one can generalize from a particular reading to the universe of possible, acceptable readings
(Shavelson & Webb, 1991). Highly dependable waveforms are
those where variability in readings is dominated by person-toperson variance (i.e., real differences among people) or where we
have lots of trials so we can average over error. Dependability
would be reduced as other factors—number of trials, time, data
collection system, diagnosis, etc.—introduce variability in the
readings. Generalizability studies are designed to identify the
amount of variance particular factors introduce into ERP measurements. These factors are known as facets.
Persons × Trials × Diagnosis
In the present study, we were interested in simultaneously evaluating the impact of psychopathology diagnostic status (anxiety or
depression vs. control) and number of trials on the generalizability
of waveform readings. Thus, we considered two facets: trials and
diagnostic status. A key decision in generalizability studies is
whether to consider a facet as random or fixed (Brennan, 2001;
Shavelson & Webb, 1991). A facet is considered random when the
levels included in the study are a sample of the possible levels and
we wish to generalize to levels not included in the data. For
example, in our data the number of trials is a random facet because
we do not have all possible trials of interest in our study, but we do
not want to limit our generalizations to the specific trials included
in the data. A facet is fixed when all relevant levels are included in
the study. For example, in our data diagnostic status is a fixed factor
because our primary interest is comparing the dependability of
waveforms of persons meeting criteria for an anxiety or depressive
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disorder to the waveforms of healthy controls. If our primary interest was comparing persons meeting criteria for any disorder, then
diagnosis might be considered random.
A waveform reading from the ith trial for the jth person in the
kth diagnostic group is affected by four factors:

yijk = p jk + tik + p jk × tik + eijk

(1)

where pjk is the effect of persons, tjk is the effect associated with a
particular trial (i.e., trial 1 vs. 2 vs. 3 and so on), pjk × tik is the
Person × Trial interaction, and eijk is the residual error. Note that all
effects are subscripted with k, which indicates that all effects are
estimated separately for diagnostic category (though they are estimated within the same analysis). Separate estimates for diagnostic
groups allowed us to directly compare dependability across diagnostic groups.1
The variability of each effect is summarized by a corresponding
variance component. Hence, the total variability in the component
readings in the sample can be expressed as follows:

Var ( yijk ) = σ 2pk + σ tk2 + σ 2pk × tk + σ ek2

(2)

For most error processing studies σ tk2 will be zero because we
do not expect waveform values at trial 1 versus trial 2 versus trial
3 to systematically vary (averaging over people).2 Even if σ tk2 = 0 ,
the number of trials is still important for dependability as we show
below. Additionally, σ 2pk × tk is confounded with σ ek2 in crosssectional data because we only observe each person at each trial
one time, although we suspect that σ 2pk × tk is zero for the same
reasons σ tk2 will be zero. Consequently, multiplying σ 2pk × tk and σ tk2
by 0 reduces Equation 2 to:

Var ( yijk ) = σ 2pk + σ ek2

(3)

Thus, in this model, the variability in component scores within
the diagnostic categories arises from two sources: persons and
error. Additionally, because we estimate unique variances for each
diagnostic group, psychopathology represents another key effect in
the analysis. The between-persons variance, σ 2pk , is interpreted as
variability in the participants’ “true” waveform value whereas the
within-persons variance σ ek2 can be interpreted as variability due to
unmeasured factors (e.g., EEG system) and random noise.
Generalizability Versus Decision Studies
Generalizability theory makes the distinction between
generalizability studies and decision studies (Brennan, 2001;
Shavelson & Webb, 1991). Generalizability (G) studies estimate
variance components associated with participants and facets to
determine the relative size of the variance source. Decision (D)

1. Another method for handling fixed factors in a generalizability
analysis is to include the factor as an effect in the equation and average over
the effect of the fixed factor when computing the other effects (Shavelson &
Webb, 1991, p. 67). However, we are not interested in the person effect, for
example, averaging over diagnostic status. Rather we are interested in the
person effect in each of the diagnostic categories. Consequently, we chose
this approach for modeling diagnostic status.
2. We have empirically verified that this effect is functionally zero in
our data. Further, the results of our analyses for the ERN did not change
when we split the data into early and late trials.
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studies use variance component estimates to design studies that
enhance the dependability of measurements. In this paper, we
report both a G study and D study. In the G study, we estimate the
variance components described in Equation 3. In the D study, we
use those variance components to compute the expected dependability for each diagnostic group for a varying number of trials
using the following formula (cf. Brennan, 2001; Shavelson &
Webb, 1991):

σ 2pk
ρk =
2
σ 2pk + σ ek

(4)

ntrials

The expected dependability of a participant’s waveform, in a
given diagnostic category, is a function of the between-persons
variance, error variance, and the number of trials (ntrials) for the
participant. Dependability will be high if the between-persons variance is larger than the within-persons variance. However, even if the
within-persons variance is larger than the between-persons variance,
dependability can be high with a sufficient number of trials because
we can average over many trials. One can vary the number of trials
used in Equation 4 to determine how many trials are needed to reach
sufficient dependability. Furthermore, because dependability is estimated separately by diagnostic status, one can directly compare the
dependability in each group to determine whether more trials are
needed for some groups as compared to others.
Aims of the Current Study
The primary aim of this study was to compare the dependability of
the ERN, CRN, Pe, and Pc waveforms in persons meeting criteria
for an anxiety disorder or major depressive disorder to controls.
The second purpose of this study was to introduce generalizability
theory as a method for evaluating reliability in EEG research. In
particular, we focused on using generalizability theory to determine
the number of trials needed for an adequate dependability for
participants in all groups. A secondary aim of the study, after a
suggestion of a reviewer, was to compare dependability between a
single sensor and a region of interest (ROI) approach that averages
across multiple sensors. With the increasing use of high-density
electrode arrays, many studies are averaging across multiple electrodes. Whereas psychometric theory suggests more data points
included in an average would yield increased dependability, we are
aware of only one study that compared a single sensor versus an
ROI, showing increased reliability when using an ROI (Huffmeijer,
Bakermans-Kranenburg, Alink, & van Ijzendoom, 2014).
Method
Participants
The Brigham Young University Institutional Review Board
approved all study procedures. People meeting criteria for major
depressive disorder (MDD) and anxiety disorders (see below) were
recruited via referral from university and community mental health
centers. A psychiatrist, psychologist, or physician in the community initially made all clinical diagnoses. We confirmed diagnoses
at the time of testing using the Mini-International Neuropsychiatric
Inventory (MINI; Chen & Melara, 2009). Control participants were
recruited from undergraduate psychology courses and advertisements. Exclusion criteria included medication changes within the
last 2 months, diagnosis of psychotic or bipolar disorders, history

Table 1. Demographic and Event-Related Amplitude
Summary Data as a Function of Group and Accuracy

Female/male
Age
Education level (years)
BDI-II score
STAI-State score
STAI-Trait score
CRN FCz
ERN FCz
CRN ROI
ERN ROI
Pc Pz
Pe Pz
Pc ROI
Pe ROI

(μV)

Controls

MDD

ANX

(n = 319)

(n = 34)

(n = 29)

Mean

SD

Mean

SD

Mean

SD

162/157
21.9
14.6
5.1
31.9
33.6
1.3
−1.6
2.2
−.9
−.9
3.2
−.9
3.8

4.3
1.8
3.5
7.3
6.9
1.9
2.6
1.9
2.4
1.7
3.0
1.3
2.9

22/12
21.6
14.5
22.4
47.6
53.8
0.9
−1.4
1.7
−.6
−.4
3.0
−.7
3.2

2.3
1.4
12.5
12.1
10.8
1.7
1.4
2.0
1.7
1.3
2.2
0.8
2.6

23/6
22.2
14.0
17.5
50.1
55.2
0.6
−1.1
1.4
−1.1
−.5
2.7
−.9
2.7

6.0
2.1
10.5
10.6
8.4
1.3
1.7
1.6
1.5
1.0
2.1
0.8
2.1

Note. MDD = major depressive disorder group; ANX = anxiety disorder
group; BDI-II = Beck Depression Inventory; STAI = State-Trait Anxiety
Inventory; CRN = correct-related negativity; ERN = error-related negativity; Pc = correct positivity; Pe = error positivity; ROI = region of interest.

of substance use or dependence, reported learning disability or
attention deficit/hyperactivity disorder, neurological disease, and
left-handedness. Potential control participants were also excluded
if they self-reported a diagnosis of a psychiatric disorder. Data from
many of the participants used in this study have been presented in
some aspect elsewhere to answer separate analytical questions
(e.g., Clawson, Clayson, & Larson, 2013; Clayson, Clawson, &
Larson, 2011; Clayson & Larson, 2011; Larson, Clawson, Clayson,
& Baldwin, 2013; Larson, Steffen, & Primosch, 2013).
Summary demographics data are presented in Table 1. Final
study enrollment included 319 controls, 34 people in the depression group, and 29 people in the anxiety group. Participants in the
depression group had no comorbid psychiatric disorders as
assessed by the MINI. Similarly, participants in the anxiety group
were only diagnosed with anxiety disorders as assessed by the
MINI. In the anxiety group, 26 of 29 (89.7%) participants were
diagnosed with generalized anxiety disorder, 6 of 29 (20.7%) participants were diagnosed with OCD, 1 of 29 (3.4%) participants
was diagnosed with panic disorder, and 2 of 29 (6.9%) participants
were diagnosed with social phobia (6 of 29 [20.7%] participants
were diagnosed with two anxiety disorders). With regard to medication status, 23 of the 34 (67.6%) people in the depression group
and 20 of the 29 (68.9%) people in the anxiety group were taking
psychotropic medications (43 of 63; 68.3% total). Several were
taking multiple medications so percentages can be greater than
100% below. Most participants were taking selective serotonin
reuptake inhibitors (29 of 43; 67.4% [14 depressed]), serotoninnorepinephrine reuptake inhibitors (7 of 43; 16.3% [4 depressed]),
bupropion (8 of 43; 18.6% [6 depressed]), or benzodiazepines (4 of
43; 9.3% [2 depressed]). Individuals in the psychiatric groups
scored higher than control participants on measures of anxiety and
depression (see Table 1). Similar ages were observed between
groups, as indicated by a nonsignificant one-way analysis of variance (ANOVA) on age, F(2,379) = 0.15, p = .86, ηp2 = .001 .
Experimental Task
All participants completed a modified arrow version of the Eriksen
flanker task (Eriksen & Eriksen, 1974). Three blocks of 266 trials
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(798 total trials) were presented, with 354 congruent trials (45%;
e.g., >>>>>) and 444 incongruent trials (55%; e.g., >><>>) intermixed randomly. Participants completed 24 practice trials prior to
beginning the experimental task and were instructed to respond as
quickly and accurately as possible. A right-hand index-finger
button press was used if the middle arrow pointed to the left and a
right-hand middle-finger button press was used if the middle arrow
pointed to the right. Stimuli were presented in white on a black
background of a 17-inch computer monitor approximately 20
inches from the participant. Flanker stimuli were presented for
100 ms prior to the onset of the target stimulus, which remained on
the screen for 600 ms. Participants were given 1,600 ms to
respond; if they responded after 1,600 ms, the trial was counted as
an error of omission. To decrease expectancy effects, the intertrial
interval (ITI) jittered randomly between fixed ITIs of 800 ms,
1,000 ms, and 1,200 ms, with a mean ITI of 1,000 ms.
Electrophysiological Data Recording and Reduction
EEG was recorded from 128 scalp sites using a geodesic sensor net
and Electrical Geodesics, Inc. (EGI; Eugene, OR) amplifier system
(20 K nominal gain, band-pass = .10–100 Hz). EEG was initially
referenced to the vertex electrode and digitized continuously at
250 Hz with a 24-bit analog-to-digital converter. Impedances were
maintained below 50 kΩ. Data were digitally low-pass filtered at
30 Hz. Independent components analysis (ICA) implemented in
the ERP PCA Toolkit (Dien, 2010) was used for eyeblink removal.
Specifically, any ICA components that correlated at .9 or above
with the scalp topography of two blink templates, one generated by
the authors and another provided by the ERP PCA Toolkit author,
were removed from the data (Dien, Michelson, & Franklin, 2010).
Channels were marked bad if the fast average amplitude exceeded
100 μV or if the differential average amplitude exceeded 50 μV.
Trials were considered bad if more than 10% of channels were
marked bad. Data were average rereferenced including the polar
average reference effect (PARE) correction (Junghöfer, Elbert,
Tucker, & Braun, 1999).
Individual-subject response-locked ERPs were calculated using
a window from 400 ms prior to participant response to 800 ms
following participant response. A window from −400 ms to
−200 ms served as the baseline. Trials containing errors of omission were excluded from averages. We extracted the ERPs from
both individual sensors and from an ROI to compare reliabilities
between pooled and individual electrodes. Amplitudes for the ERN
and CRN were extracted as the mean amplitude from 0 ms to
100 ms at site FCz and a medial-frontal ROI that included the
average activity of electrodes FCz, Cz, and two sites just posterior
and lateral to FCz (electrodes 7 and 106; see Larson, Clayson, &
Clawson, 2014, for display of the electrode configuration). Amplitudes for the Pe and Pc were extracted as the mean amplitude from
200 ms to 400 ms at site Pz and a centroparietal ROI that included
the average of Pz, PCz, and four electrodes posterior and lateral to
PCz (electrodes 54, 61, 78, and 79). Mean amplitudes were chosen
as they are more reliable than peak amplitude extraction techniques
and to be consistent with previous studies of ERN reliability (see
Clayson, Baldwin, & Larson, 2013).
Data Analysis
We used Bayesian hierarchical models to estimate variance components described in Equation 3. Bayesian methods have distinct
advantages compared to least squares (e.g., ANOVA) and
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maximum likelihood estimation (e.g., multilevel models) of variance components. Unlike least squares estimation, Bayesian
methods will not produce negative estimates of variance components. Furthermore, unlike least squares and maximum likelihood
estimation, computing interval estimates and hypothesis tests
for variance components and dependability coefficients is
straightforward.
Bayesian analysis uses Markov chain Monte Carlo (MCMC)
methods, which produce random draws from the posterior distribution for all parameters (and combination of parameters) in the
analysis. We can use the draws from the posterior distribution to
compute interval estimates (2.5 and 97.5 percentile of the posterior) and point estimates (mean or median of the posterior). We
can also compute differences between parameters, such as the
difference in dependability between diagnostic groups, to produce
a posterior distribution of the difference. All analyses were conducted using Stan (Stan Development Team, 2014) and processed
in R (R Development Core Team, 2012). Convergence of the
MCMC analyses was established using trace plots of the posterior
distribution and the Gelman-Rubin convergence diagnostic (Gelman & Rubin, 1992). All analyses suggested sufficient
convergence.
We conducted analyses for the G and D studies. For the G study,
we estimated the variance components described in Equation 3 for
the ERN, CRN, Pe, and Pc using a Bayesian hierarchical model.
The model used a normal likelihood for the data with a personspecific mean (μjk) that varied across diagnostic group and a standard deviation that also varied across group (σek), the square of
which corresponds to the residual variance described in Equation 3:

yijk ~ N ( μ jk , σ ek )

(5)

The person-specific means also followed a normal distribution
with a group-specific mean (β0k) and group-specific standard deviation (σpk), the square of which corresponds to the between-person
variance in Equation 3:

μ jk ~ N (β 0 k , σ pk )

(6)

We selected noninformative prior distributions for all parameters. The prior distribution for β0k was N(0, var = 100) and the
prior distribution for σpk and σek was a half-Cauchy (0,40; Gelman,
2006).
For the D study, we used the variance components from the G
study to compute dependability coefficients for each diagnostic
category using Equation 4. To determine how many trials are
needed to obtain a sufficient level of dependability, we varied the
number of trials from 1–50, which allowed us to examine whether
the number of trials needed to obtain sufficient dependability
varied across groups.
Results
Generalizability Study
Summary statistics for ERP data are presented in Table 1. Grandaverage waveforms are presented in Figure 1. Table 2 presents the
between- and within-person standard deviations stratified by diagnostic group and waveform. The 95% interval estimate provides an
index of uncertainty in the estimation of the standard deviations.
Uncertainty was less for standard deviations associated with
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Figure 1. Correct- and error-trial grand-average waveforms depicting ERP activity at (A) FCz, (B) frontomedial region of interest (ROI), (C) Pz, and(D)
centroparietal ROI sites for controls, individuals with an anxiety disorder (anxiety group), and individuals with major depressive disorder (MDD group).
Grand averages include averages from all participants, and some averages have as few as one trial.

correct trials (CRN and Pc) than error trials (ERN and Pe), which
is not surprising given that there are far more correct trials than
error trials in the flanker task.
The key question when examining Table 2 is the relative size of
the sources of variance for a specific waveform. If the betweenperson standard deviation (σpk) is larger than the error standard
deviation (σek), then most of the variability in the waveform is
associated with between-person differences. On the other hand, if

Table 2. Point and 95% Interval Estimates for the Between- and
Within-Person Standard Deviations
MDD

σpk
σek
ERN ROI σpk
σek
CRN
σpk
σek
CRN ROI σpk
σek
Pe
σpk
σek
Pe ROI
σpk
σek
Pc
σpk
σek
Pc ROI
σpk
σek

ERN

ANX

the error standard deviation is larger than the between-person
standard deviation, then most of the variability in the waveform is
associated with within-person differences (i.e., trial-to-trial differences or noise). In comparing between- and within-person standard
deviations, three results are worth noting. First, for all waveforms
and diagnostic groups, within-person variability was larger than
between-person variability. Second, error variability was larger
when only a single sensor was used rather than an ROI. Third, for
all waveforms but the CRN ROI, the between-persons standard
deviation was larger for the control group than either the anxiety or
depression groups.
To facilitate the comparison of variability across waveforms and
diagnostic groups, we computed an intraclass correlation:

Control

Mean

95% CI

Mean

95% CI

Mean

95% CI

1.12
5.84
1.66
5.01
1.73
5.98
2.13
4.85
2.15
6.86
2.64
4.71
1.19
6.39
0.76
4.23

0.71–1.62
5.66–6.02
1.22–2.25
4.85–5.17
1.34–2.26
5.92–6.04
1.65–2.76
4.81–4.89
1.58–2.94
6.65–7.07
2.03–3.47
4.57–4.86
0.92–1.53
6.32–6.45
0.60–0.99
4.19–4.27

1.57
5.04
1.17
4.65
1.39
4.77
1.68
4.41
1.46
7.59
2.03
4.42
0.95
7.01
0.81
4.18

1.10–2.16
4.84–5.25
0.73–1.75
4.48–4.84
1.06–1.81
4.72–4.82
1.29–2.24
4.36–4.46
0.83–2.26
7.30–7.91
1.47–2.76
4.25–4.60
0.69–1.30
6.94–7.08
0.61–1.06
4.13–4.22

2.26
5.94
2.18
4.97
1.80
5.47
1.87
4.68
2.55
6.79
2.75
4.50
1.48
6.60
1.27
4.18

2.05–2.48
5.87–6.01
1.99–2.39
4.91–5.03
1.67–1.96
5.45–5.48
1.74–2.02
4.66–4.69
2.31–2.83
6.71–6.88
2.53–3.01
4.45–4.56
1.36–1.61
6.58–6.62
1.17–1.39
4.16–4.19

Note. MDD = major depressive disorder group; ANX = anxiety disorder
group; CRN = correct-related negativity; ERN = error-related negativity;
Pc = correct positivity; Pe = error positivity; ROI = region of interest;
σpk = between-person standard deviation; σek = within-person standard
deviation.

ρk =

σ 2pk
,
σ + σ ek2
2
pk

(7)

which can be interpreted as the proportion of the total variance that
is between persons. Figure 2 presents the mean ρk values and 95%
interval estimates. The mean ρ was slightly larger for the control
group across all waveforms but the ERN ROI. All point estimates
of ρ were less than 0.3, which indicates that the majority of variance in waveforms is within persons and underscores the need for
observing participants across many trials in order to average over
the within-person variability.
Decision Study
The primary purpose of the D study was to determine how many
trials are needed to obtain dependable estimates. Previous research
has used reliability estimates between 0.5–0.7 as adequate reliability (Olvet & Hajcak, 2009b; Pontifex et al., 2010), whereas more
recent research has used 0.7–0.8 (Foti et al., 2013). We chose 0.7 as
threshold based on Foti et al. (2013) as well as the fact that psychometric textbooks tend to describe 0.7 as a minimal level of
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consistently exceed .7 until there were 20–30 trials, consistent with
our analyses above. In a few cases, α bounced around. We suspect
that the variability in α is a function of sampling error and the fact
that estimation methods for α do not accommodate missing data
and noise in the measurement.

PC ROI
PC
PE ROI
Group

PE

Discussion

Anx
Control

CRN ROI

Dep

CRN

The primary aim of this study was to use a generalizability theory
analysis to investigate the dependability of four waveforms associated with performance monitoring—ERN, CRN, Pe, and

ERN ROI
ERN

Table 3. Alphas for the First 6, 20, or 30 Trials
0.0

0.1

0.2
Intraclass Correlation

0.3

Figure 2. Relative size of the intraclass correlation waveform and
diagnostic group. Shapes are a point estimate of the intraclass correlation
(mean of the posterior distribution), and the bars represent the 95% interval
estimate. ERN = error-related negativity, CRN = correct-related negativity,
PE = error positivity, PC = correct positivity, ROI = region of interest.

reliability needed for research purposes (Nunnally & Bernstein,
1994, pp. 264–265). Using Equation 4, we computed the expected
dependability for each of the eight waveforms and varied the
number of trials from 1 to 50. We computed separate dependability
estimates across diagnostic groups (see Figure 3).
We note three key results displayed in Figure 3. First, except for
the Pe ROI, the number of trials needed to obtain the minimal
standard dependability of 0.7 exceeded 10 and often 20. Sometimes
the values even exceeded 40. For example, for the ERN ROI
waveform, the depression group required 23 trials to exceed 0.7,
the anxiety group required 41 trials, and the control group required
13 trials. If we use the even more stringent level of 0.8, the depression group required 39 trials, the anxiety group > 50 trials, and
control group 21 trials. Second, across all waveforms except the
CRN ROI, the anxiety and depression groups require more observations per participant than the control group to obtain a specific
dependability level, which is to be expected given the results of the
G study. Third, using an ROI rather than a single sensor typically
reduced the number of trials needed to obtain a specific level of
dependability.

ERN

MDD
ANX
Control

ROI

0.36
0.52
0.68
0.48
0.52
0.75
0.57
0.76
0.81

0.50
0.79
0.84
0.56
0.52
0.68
0.61
0.80
0.84

FCz

ROI

0.65
0.67
0.76
0.37
0.68
0.76
0.63
0.77
0.82

0.72
0.85
0.89
0.48
0.73
0.79
0.64
0.84
0.88

Pz

ROI

0.41
0.74
0.79
0.38
0.54
0.31
0.50
0.74
0.78

0.74
0.89
0.92
0.76
0.83
0.85
0.70
0.87
0.90

Pz

ROI

0.65
0.29
0.48
0.45
0.51
0.54
0.58
0.61
0.69

0.55
0.20
0.54
0.51
0.63
0.67
0.52
0.68
0.77

CRN

MDD
ANX
Control

6
20
30
6
20
30
6
20
30

Pe

MDD
ANX

Comparison to Previous Studies
Control

We also computed Cronbach’s α for each of the three diagnostic
groups to rule out our methodology as the sole cause of the difference between our results and previous results. Specifically, to
mimic other studies we computed α for the first 6, 20, and 30 trials.
When comparing the results of α to the generalizability analysis,
bear in mind that α does not accommodate missing data. Thus,
when computing α for the ERN for the first 20 trials, we can only
include participants who had 20 error trials—participants with
fewer errors are dropped from the analysis. The models we used in
the generalizability and decision studies, which are a type of multilevel model, make use of all the data and do not suffer from this
problem.
Table 3 presents the αs stratified by group, waveform, and
measurement location. Note that with only 6 trials, αs were generally less than .7 and sometimes less than .5. As expected, α
generally increased as the number of trials increased and did not

6
20
30
6
20
30
6
20
30

FCz

6
20
30
6
20
30
6
20
30

Pc

MDD
ANX
Control

6
20
30
6
20
30
6
20
30

Note. MDD = major depressive disorder group; ANX = anxiety disorder
group; CRN = correct-related negativity; ERN = error-related negativity;
Pc = correct positivity; Pe = error positivity; ROI = region of interest.
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Figure 3. Dependability of waveform means as a function of diagnostic group and number of observations per person.

Pc—and to compare the dependability of these waveforms across
individuals diagnosed with an anxiety disorder or major depressive
disorder to psychiatrically healthy controls. The results indicated
that the within-persons variance component was considerably
larger than the between-persons variance component across all
waveforms, which indicates that many trials are needed for each
person to achieve adequate dependability. The specific number of
trials needed depended on the waveform and whether a single

sensor or ROI is used (see Figure 3). Generally, individuals in the
anxiety and depression groups required more trials to obtain a
specific dependability level than controls, and the ROI approach
required fewer trials than the single sensors.
Our results suggest that the number of trials needed for
adequate reliability covers a fairly large range, from 13 on the low
end and > 50 on the upper end (see Figure 3). The number of trials
on the low end of the range (such as for the ERN among controls)
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are similar to previous studies (Foti et al., 2013; Meyer et al., 2013;
Olvet & Hajcak, 2009b; Pontifex et al., 2010), whereas the values
on the upper end of the range are higher. We believe that our
approach that uses generalizability theory produces accurate estimates. For example, in the G study we estimated the between- and
within-person variance components using all observations for each
person. We then took those variance components and used Equation 4 to determine the impact of the number of trials. By using all
possible observations for each person to compute the variance
components, the estimates of the variance components are as
precise as possible, and thus we get the best possible estimate,
given our data, of the impact of trials.
Furthermore, generalizability theory can serve as a unifying
measurement theory for EEG data and can assist EEG researchers
in integrating psychometric studies. Because generalizability
theory involves a single estimate of dependability that can take into
account multiple sources of variability in the observations simultaneously, considering multiple sources of variability is straightforward. In the present study, we considered the impact of the
number of trials and diagnostic status on dependability. We could
extend the design to consider alternative sources of variability. For
example, we could extend this design to include multiple time
points to simultaneously examine the effects of trials and time.
Although generalizability theory has a number of advantages of
classical test theory, our results do not definitely demonstrate that
generalizability theory will lead to different conclusions than classical
test theory in this research area. The generalizability theory approach
will show the biggest differences with small numbers of trials and
when simultaneously modeling multiple contributing sources of variances, such as diagnostic group, trials, or even additional variables
such as EEG acquisition system or task used to collect the data.
Future research examining between-system or between-task differences to simultaneously model dependability along with numbers of
trials and groups would be important additions to this literature.
The differences between the current findings and previous work
are not fully accounted for by the psychometric methodology
alone. Indeed, other factors such as EEG acquisition system (e.g.,
active electrode systems vs. high impedance systems vs. traditional
amplifier systems), variability in laboratory noise or procedures,
differences in patient diagnostic criteria or severity, and task used
(e.g., version of the flanker task) also likely contributed to numberof-trial and reliability/dependability differences between the
current study and previous work. In short, ERP psychometric
research provides estimates that each investigator can use to inform
her/his research with the caveat that there are likely differences in
site, system, etc., that can influence the findings.
As the literature on ERP-related psychometrics progresses, particularly with regard to error-related ERP components, increasing
standards for adequate reliability will be helpful. For example,
Olvet and Hajcak (2009b) and Pontifex et al. (2010) used a reliability of 0.5–0.7 as evidence of adequate reliability and recommended that as few as six trials may be used to obtain that

reliability. When reliability is 0.5, this indicates that approximately
30% of the observed score variance is error. Even when reliability
is 0.7, 16% of observed score variance is error. With that much
error, attenuation of correlations and other relationships is likely.
Nunnally and Bernstein (1994), in a standard psychometric text,
state: “A satisfactory level of reliability depends on how a measure
is used. In early stages of predictive or construct validation
research, time and energy can be saved using instruments that have
only modest reliability, e.g., .70” (p. 265). Given that ERP research
of performance monitoring is moving beyond the initial stages, a
threshold reliability/dependability of 0.7 strikes us as a minimum,
and greater reliability may be needed to stabilize results and
improve replicability.
Current findings have potential implications for studies of
psychopathology searching for cognitive endophenotypes. For
example, ERN findings in adults with MDD are rather contradictory. Individuals with MDD have evidenced increased ERN amplitudes relative to nondepressed controls (Aarts, Vanderhasselt, Otte,
Baeken, & Pourtois, 2013; Chiu & Deldin, 2007; Georgiadi et al.,
2011; Holmes & Pizzagalli, 2008, 2010; Tang et al., 2013), similar
ERN amplitudes compared to healthy controls (Olvet, Klein, &
Hajcak, 2010; Ruchsow et al., 2004, 2006; Schrijvers et al., 2008,
2009), and smaller ERN amplitude in MDD with psychomotor
slowing (Schrijvers et al., 2008). Some studies did not report the
number of trials retained for single subject averages (Georgiadi
et al., 2011; Ruchsow et al., 2004, 2006; Schrijvers et al., 2008,
2009), or reported means and averages without ranges or associated
cutoffs (Chiu & Deldin, 2007; Holmes & Pizzagalli, 2008, 2010;
Tang et al., 2013). Further, measurement error from retaining an
insufficient number of trials for a reliable signal-to-noise ratio may
also contribute to the heterogeneity of MDD and ERN findings,
although, to be clear, this is only the first study to look at dependability in individuals with depression, so the low dependability may
be specific to this sample/study. Increased research is needed on the
variability in ERP reliabilities as a function of diagnostic group.
Dependability appears better in those with anxiety, but an increased
number of trials relative to controls is still needed for adequate
dependability. Also, the self-report nature of an “absence” of psychopathology is a limitation of the study for control participants. It
is possible that undiagnosed pathology was present in some of
these individuals.
In sum, we investigated the dependability of the ERN, CRN, Pe,
and Pc components in participants meeting criteria for an anxiety
disorder or depressive disorder and healthy controls. The number
of required trials varied across waveforms. Averages across multiple electrodes (an ROI approach) had better dependability than
voltages extracted from a single electrode. The number of trials
needed for a dependable waveform varied according to group
membership. The current study also provides a framework using
generalizability theory for evaluating reliability in EEG research
that takes into account multiple sources of variability in observations simultaneously.
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