We derive a n d i n vestigate a family of extended explicit Bel'tyukov (EBVRK) pairs for Volterra integral equations of the second kind. The pairs use six stages, and consist of an order 3 formula completely embedded in an order 4 formula. As part of the derivation, we show that at least 6 stages are needed to form such p a i r s . We also examine some aspects of the structure of EBVRK pairs.
Introduction
Several types of numerical formulae have been developed for approximating solutions to Volterra integral equations of the second kind. Such a problem requires a function y(t) which satis es y(t) = g(t) + One type is that due to Bel'tyukov . These formulae 2] generate an approximation y n+1 to y(t n+1 ), t n+1 = t n + h n , n = 0 1 2 : : : as 
The quantityF n (t) is a n umerical approximation to the lag term F n (t) = g(t) + Z tn t 0 k(t y( ))d :
We refer to the summation terms in (2) and (3) collectively as the local part, (4) as the lag part, and (2), (3) and (4) collectively as an extended explicit Bel'tyukov Volterra Runge-Kutta (EBVRK) formula, provided the abscissae satisfy the kernel conditions 2, p.175] c i d i i = 1 : : : s :
(5) A numberof families of low order EBVRK formulae have beenderived (see 2] for a summary of these). In addition, Hairer 3] derived a family of 5-stage order 4 formulae. We derive and investigate a family of 6-stage EBVRK pairs, each of which consists of an order 3 formula embedded in an order 4 formula. The order 3 formula has the form y n+1 =F n (t n + h n ) + h n s X i=1b i k(t n + d i h n t n + c i h n Y (n) i ):
Our aim is two-fold: to present some e ective v ariable-step methods for (1) , and to investigate some aspects of the structure of embeddedEBVRK pairs.
We begin in x2 b y establishing general results about the existence and structure of order 4 EBVRK formulae and embedded pairs. These results are used in x3 to show that at least six stages are needed to form a (3,4) pair, and to provide a simple derivation of a new family of these pairs. Next in x4, we consider the selection of individual pairs from the new family, a n d w e present some representative individual pairs. The selection is not as simple as that of explicit Runge-Kutta pairs for ordinary di erential equations, because the cost of evaluatingF n must be considered. In x5, we present a summary of numerical testing of the individual pairs. In x6, we end with a discussion of our work.
General

Order Conditions
We write the coe cients in a modi ed Butcher tableau as displayed in Table 1,   where A is an s s strictly In developing the results, we use L as the matrix whose rows are the vectors of L, a n d we use R as the matrix whose columns are the vectors of R. Lemma 1 Suppose a Bel'tyukov method has order 4. 
Proof
(a) Since L is 4 5 and rank(L) 3, the rank theorem implies that the right (column) nullspace of L has rank no greater than 2. Since the column space of R is contained in this nullspace, it follows that the ranks of L and R are exactly 3 and 2 respectively. . Finally, t h e c hoices of (b) imply that each of (D ; I)(2D ; I)e and (D ; I)(2C ; D)e are zero except in the second entry, so each is also a multiple of q 2 0] . This establishes that rank(R) = 2 for these methods.
The orthogonality o f r o ws of L to columns of R now follows. First, observe that b 2 = ( b t A) 2 = 0 by choices in (e) and (f). Hence, the second column of L contains only zeros, a n d t h i s g i v es orthogonality to four columns of R. Orthogonality In summary, w e observe that the key to derivation of the pairs is to construct L and R with ranks 3 and 2 respectively, using six stages. For example, the special roles of c 3 and d 3 in Theorem 2 could be interpreted in the rst instance as a strategy for solving some order condition(s), but in another perspective as forcing the rank of R to be2. The results obtained suggest some strategies which may lead to the derivation of pairs of higher orders.
Selection of individual pairs
The performance of a pair from the new family of Theorem 2 of the previous section depends mainly on the size of the error coe cients in the order 4 formula, the size of the stability region for both the order 3 and order 4 formulae (particularly the latter formula), and the numberofkernel evaluations needed to evaluate the lag term. In this section, we summarize how w e selected individual pairs from the de ned de ned by Theorem 2 in order to achieve a near optimal performance.
For the order 4 formula, the error coe cients of order q > 4 are de ned as (see 1] for example)
where TV q is the set of Volterra trees of order q, (t i ) a n d (t i ) are positive i n tegers, and k (t i ) i s an elementary weight involving A, C, D, c and d.
We wish to choose values of the free parameters so that
is close to the minimum possible value, where N 5 is the number(=37) of Volterra trees of order 5.
For the stability analysis, we use the standard test equation
and wish to choose the free parameters so that the average stability i n terval R a and the stability interval up the imaginary axis R I are su ciently large for both the order 3 and the order 4 formulae. We de ne the average stability i n terval as
where R( ) is the stability i n terval along the ray exp(i ).
The numb e r o f k ernel evaluations required to evaluateF (t i;1 +c j h), j = 1 : : : s , is proportional to the number of non-zero weights b i . This suggests the free parameters c 2 , c 4 , c 5 and c 6 bechosen so that one or more of b i , i = 1 4 5 6 are zero.
The need for small error coe cients, su ciently large stability intervals and a reduced numberof kernel evaluations in the lag term places con icting constraints on the free parameters. This necessitates a compromise for the nal selection of individual pairs. We formulated this compromise as a constrained optimization problem, in which the objective function was T 5 and the constraints were lower bounds on R a and R I . This problem was solved for three cases: for b 4 = 0, for b 5 = 0 a n d for all of b 1 b 4 b 5 b 6 non-zero. Table 3 contains the tableaux for the three pairs we selected, and Table 4 gives T 5 , R a and R I for the three pairs. We denote the pairs by P, P(b 4 ) a n d P(b 5 ), where the argument o f P speci es which weight b i is zero (in addition to b 2 and b 3 ).
The same optimization was applied to the two alternate families with values of c 3 and d 3 of Theorem 2(b) assigned to c 4 and d 4 , and then c 5 and d 5 respectively. The optimal pairs obtained for each of these families had inferior values of the optimal criteria when compared to those of the pairs recorded in Table 3 , and for this reason are not considered further.
Numerical testing
To assess the performance of P(), P(b 4 ) and P(b 5 ), we used them to solve six problems for a range of tolerances, and compared the numberof evaluations (of g and k combined) needed to achieve a prescribed global error at a x e d t.
Test problems
For each problem, the solution is required at t = t f .
Example 1: A scalar problem with a linear kernel, a exponentially decaying solution and t f = 10. y(t) = ;t ;
The true solution is y(t) = e x p ( ;t) ; 1. y(t) = 1 + t ; cos(t) ; y(t) = 1 + t ; cos(t) ;
The true solution is y(t) = sin(t). The true solution is y 1 (t) = e x p ( ;t) ; 1, y 2 (t) = sin(t).
Example 6: A system of two equations with t f = 10. The solution is similar to the previous example, except the amplitude of the sinusoidal component is one tenth of its previous value. y 1 (t) = ;t ;
y 2 (t) = (1 + t ; cos(t))=10 ;
The true solution is y 1 (t) = e x p ( ;t) ; 1, y 2 (t) = sin(t)=10.
Implementation of the pairs
The most important part of the implementation is the stepsize selection. Table 5 is a summary of our strategies for the stepsize selection. In the Table 6 gives the percentage e ciency gains (see 4] for example). These gains give an estimate of how many fewer evaluations, expressed as a percentage, one pair requires than another pair.
Results
In Table 6 , the left hand column for each problem lists the gains for P() against P(b 4 ), while the right hand column lists the gains for P() against P(b 5 ). In both cases, a positive gains means P() is more e cient. The last row i n T able 6 gives the median of the gains in each column.
We observe f r o m T able 6 that most gains are negative, and that the medians are either zero or negative. This suggests the pairs with b 4 or b 5 equal to zero are more e cient than pairs with bothb 4 and b 5 non-zero.
If is di cult to use the values of T 5 in Table 4 to predict the expected increase in e ciency, because the increase will depend on the relative n umberofevaluations used for the lag term and the local part. However, it is possible to calculate an upper bound if we assume all of the evaluations are used in the lag term. For P(b 4 ) the upper bound is 24 percent and for P(b 5 ) the upper bound is 33 percent. -28 -20 -16 -8 -5 -9 -99 -99 -25 -12 -14 -6 -7 -11 -96 -54 0 -4 -39 -39 -17 -10 -13 -7 -6 -14 -75 -27 -31 -8 -13 -13 -8 -8 -6 -3 -11 -79 -31 -28 -99 -5 -10 -6 -14 -12 -6 -4 -2 -8 -61 -19 -32 -78 -16 -16 -13 -14 -1 -1 0 -7 -39 -14 -27 -49 -6 -14 -14 -12 -17 2 0 0 -6 -26 -11 -29 -16 -11 -17 -9 -19 4 -1 2 -6 -12 -7 -25 8 -7 -8 -13
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4 -5 -8 -7 -15 5 -4 -7 -14 4 -4 -9 Me -10 -14 -14 -12 -13 -5 0 -6 -61 -19 -28 -49 Table 6 : The percentage e ciency gains on Problems 1 through 6, where GE is the L 1 norm of the global error at the end-point, and Me is the median of the gains in a column. The two columns show the gains of P() over P(4) and P(5) respectively. gave insight i n to the structure of embedded pairs, particularly those of higher order. The selection of individual pairs was more complicated than that for explicit RungeKutta methods (for ordinary di erential equations) because the cost of evaluating the lag term, and hence the e ciency of the method, depends on the free parameters. Our numerical testing suggested that reducing the numb e r o f k ernel evaluations for the lag term increased the e ciency of the pair.
