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Um Entwurf und Verifikation komplizierter verteilter 
Algorithmen leichter und verständlicher zu machen, wird 
oft eine  Verfeinerungsmethode  verwendet. Dabei wird ein 
einfacher Algorithmus, der gewünschte Eigenschaften 
erfüllt, schrittweise zu einem komplizierten Algorithmus 
verfeinert. In jedem Schritt sollen die gewünschten 
Eigenschaften erhalten bleiben. 
 
Für nachrichtenbasierte verteilte Algorithmen, die durch 
Petrinetze modelliert werden, haben wir eine neue 
Verfeinerungsmethmode entwickelt. Wir beginnen  mit 
einem Anfangsalgorithmus, der Aktionen enthält, die 
gemeinsame Aufgaben mehrerer Agenten beschreiben. In 
jedem Schritt verfeinern wir eine dieser Aktionen zu einem 
Netz, das nur solche Aktionen enthält, die die Aufgaben 
einzelner Agenten beschreiben. Jeder Schritt ist also eine 




Die Arbeit klärt den Zusammenhang von Eigenschaften des 
Verfeinerungsnetzes und den bei der Verfeinerung gültig 
bleibenden Eigenschaften  des verfeinerten Algorithmus. 
Hierbei sind Kausalitäten im Verfeinerungsnetz von 
entscheidender Bedeutung. 
 
Die Anwendung der Methode wird in der Arbeit an 
anschaulichen Beispielen demonstriert. 
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Durch die zur Zeit immer weiter fortschreitende 
Arbeitsteilung in den verschiedensten Bereichen und die 
Entwicklung von Kommunikationstechnik, die eine 
Arbeitsteilung technisch unterstützt, wird die Frage nach 
einer theoretischen Grundlage für das korrekte Verteilen 
von Aufgaben immer wichtiger. Wie müssen Teilaufgaben 
z.B. so auf verschiedene Personen verteilt werden, dass sie 
gemeinsam ein vorgegebenes Ziel erreichen, ohne sich 
ununterbrochen neu abzustimmen. Ein noch relativ 
einfacher Bereich von Aufgaben lässt sich durch 1-
beschränkte S/T-Netze modellieren. Aber noch nicht 
einmal für diese noch überschaubare Netzklasse liegen 
bisher theoretische Aussagen vor, wann und wie 
gemeinsame Aufgaben von Agenten auf die einzelnen 
Agenten verteilt werden können. In  dieser Arbeit werden 
wir dieses Problem untersuchen. 
 
Im Folgenden werden wir zunächst anhand eines Beispiels 
die Ideen und den wesentlichen Inhalt der Arbeit erläutern. 
Das Beispiel nennen wir Dienstreise (Abb. 1.1). Ein Chef 
und sein Mitarbeiter machen gemeinsam eine Dienstreise, 
um z.B. Geschäftsverträge abzuschließen. Wenn die beiden 
bereit sind, dann werden sie zusammen abfahren und 











Abb. 1.1 Gemeinsame Dienstreise (System ∑1) 
 
Angenommen, beide sollen getrennt die Dienstreise 
antreten, aber dasselbe Ziel wie bei der gemeinsamen 
Aktion erreichen. In diesem Fall hat jeder einen Teil der 
gesamten Aufgaben zu erledigen. Jeder wird abfahren, 
wenn er bereit ist. Jeder wird zurückkommen, wenn er mit 
seiner eigenen Teilaufgabe fertig ist. In Abb. 1.2 ist ein 
System getrennte Diestreise angegeben. Also, in dieser 
Arbeit möchten wir eine gemeinsame Aktion von mehreren 











Abb. 1.2 Getrennte Diestreise (System ∑1´) 
 
Was soll beim Verteilen erfüllt werden? Eine 
Mindestanforderung ist, jeder muss seine Teilaufgabe 
machen, d.h. es soll nicht vorkommen, dass der eine seine 
Teilaufgabe macht aber der andere nicht. Bei der Diestreise 
sollen entweder beide oder keiner die Diestreise antreten. 
Diese Bedingung ist die sogenannte Blockbedingung (siehe 
[Peu01]). Im Beispiel von Abb. 1.2 ist offenbar die 
Blockbedingung erfüllt. 
 
In Abb. 1.3 ist ein etwas komplizierteres System dargestellt. 
Der Chef muss vor der Reise noch etwas vorbereiten. 






























Abb. 1.3 Ein weiteres System ∑2
 
In diesem Fall wird die Blockbedingung nicht erfüllt, wenn 
wir die gemeinsame Aktion noch so verteilten wie in Abb. 
1.2, weil es dann passieren kann, dass der Chef eine andere 
Aufgabe macht und der Mitarbeiter alleine verreist. In 
diesem Fall müssen wir die gemeinsame Aktion wie folgt 
verteilen (Abb. 1.4): Wenn der Chef tatsächlich verreist, 
soll er an seinen Mitarbeiter eine SMS schicken. Der 
Mitarbeiter kann nur verreisen, wenn er diese SMS 




Abb. 1.4 Eine Verteilung ∑2´ vom System ∑2 in Abb. 1.3 
 
Also, ob die Blockbedingung erfüllt ist, das hängt von der 
Umgebung der zu verteilenden Aktion  ab. Durch 
Nachrichten können wir erreichen, dass die 
Blockbedingung erfüllt ist. 
 
Außer der Blockbedingung müssen wir noch beachten, dass 
alle gewünschten Eigenschaften des Systems erhalten 
bleiben. Angenommen, im System in Abb. 1.3 ist die 
Aufgabe des Mitarbeiters die Verträge zu behandeln und 
die Aufgabe des Chefs zu unterschreiben. Das System hat 
damit folgende Eigenschaft: Wenn der Chef unterschrieben 
hat,  dann hat der Mitarbeiter sicherlich die Verträge schon 
behandelt. Angenommen, diese Eigenchaft ist gewünscht 
und soll nach dem Verteilen erhalten bleiben. Die 
Verteilung in Abb. 1.4 erfüllt zwar die Blockbedingung, 
aber die oben genannte Eigenschaft bleibt nicht erhalten, 
weil es sein kann, dass der Chef schon unterschrieben aber 
der Mitarbeiter die Verträge noch nicht behandelt hat. 
 
In Abb. 1.5 ist eine Verteilung angegeben, die die 
Blockbedingung erfüllt und das Erhaltenbleiben der 
Eigenschaft sichert. Das Erhaltenbleiben der Eigenschaften 
wird durch Reihenfolge der Aktionen unterschiedlicher 
Agenten garantiert. Die Reihenfolge der Aktionen wird 
wiederum durch Kommunikation zwischen den Agenten 
realisiert. 
Abb. 1.5 Eine weitere Verteilung ∑2´´ von ∑2 in Abb. 1.3 
 
In dieser Arbeit suchen wir einen Verfeinerungsbegriff, mit 
dem wir einen Verfeinerungsschritt zum Verteilen einer 
unverteilten Transition verifizieren können. Daher muss 
dieser Verfeinerungsbegriff eigenschafts-haltend sein. Ein 
Ziel dieser Arbeit ist also eine Spezialisierung der 
Transitionsverfeinerung zu finden, die das Verteilen erlaubt 
und eigenschafts-haltend ist. Die Transitionsverfeinerung 
mit der Blockbedingung in der Literatur [Peu01] erlaubt 
schon das Verteilen. Wir ergänzen diese 
Transitionsverfeinerung um notwendige 
















Ein weiteres Ziel dieser Arbeit ist zu untersuchen, wie man 
eine unverteilte Transition verteilen soll, damit die 
Blockbedingung erfüllt ist. Wir haben herausgefunden, dass 
die Gültigkeit der Blockbedingung außer mit der 
Umgebung der zu verteilenden Transition, insbesondere 
noch mit den Kausalitäten im Verfeinerungsnetz zusammen 
hängt. Wir beweisen mehrere Kriterien, mit deren Hilfe 
bestimmt werden kann, welche Verfeinerungsnetze bei 
einer konkreten Umgebung die Gültigkeit der 
Blockbedingung garantieren. Bei der Auswahl der 
Verfeinungsnetze geht es darum, mit einem Minimum an 
Kommunikation auszukommen 
 
Natürlich interessieren wir uns weiter für folgendes 
Problem: Welche Bedingungen soll das Verfeinerungsnetz 
erfüllen, damit eine gewünschte Eigenschaft erhalten bleibt. 
Genauer formuliert, welche Kausalitäten des 
Verfeinerungsnetzes garantieren das Erhaltenbleiben einer 
gewünschten Eigenschaft. 
 
Unser eigentlicher Zweck ist, eine Methode zum Entwurf 
und zur Verifikation verteilter Algorithmen durch 
verteilende Verfeinerung zu finden. 
 
 
Für komplexe verteilte Algorithmen ist es leichter, durch 
Verfeinerung schrittweise den Algorithmus zu verifizieren, 
als direkt den Algorithmus zu verifizieren.  
 
Bei unserer verteilenden Verfeinerung verifizieren wir die 
das Erhaltenbleiben der gewünschten Eigenschaften des 
gesamten Systems durch den Nachweis der Gültigkeit der 
erforderlichen Reihenfolge-Bedingungen im lokalen 
Verfeinerungsnetz. Die Gültigkeit einer Reihenfolge-
Bedingung im lokalen Verfeinerungsnetz ist meist leicht 
nachzuweisen. Daher ist die Verifikation mit unserer 
Methode leicht durchzuführen.  
 
Bei unserer Methode ist die Reihenfolge der Aktionen 
entscheidend. Petrinetze und deren verteilten Abläufe 
zeigen gerade die kausalen Ordnungen der Aktionen. Also, 
Petrinetze bieteten genau die richtige Grundlage für diese 
Arbeit.  
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ie Arbeit ist folgendermaßen strukturiert: Im Abschnitt 2 
2.  Grundlagen 
 
 diesem Abschnitt werden wir die für diese Arbeit 
.1  Petrinetze 
 diesem Abschnitt definieren wir elementare Petrinetze 
efinition 2.1.1(Petrinetz) 
N=(P,T,F) besteht aus zwei 
ür jedes  x∈P ∪T  nennen wir die Menge ∙x = { y∈P ∪T | 
ür eine technisch angenehme Präsentation halten wir in 
efinition 2.1.2 (Markierung) 
e Funktion M: ℘→ℕ, die 
der Transition t ordnen wir die beiden Markierungen t  
D
werden die notwendigen Grundlagen der Arbeit angegeben. 
Insbesondere wird der Begriff Kausalitäten im System 
eingeführt. Im Abschnitt 3 geht es um 
Transitionsverfeinerung für ein Petrinetz. Zunächst wird 
die Transitionverfeinerung mit Blockbedingung definiert 
und danach wird analysiert, welche Eigenschaften bei 
dieser Verfeinerung erhalten bleiben und welche nicht. In 
Abschnitt 4 wird der Begriff Agentensystem eingeführt. 
Direkt danach wird im Abschnitt 5 die verteilende 
Verfeinerung behandelt. Der Begriff Agentensystem wird 
direkt vor dem Abschnitt verteilende Verfeinerung 
eingeführt, damit der enge Zusammenhang zwischen den 
Definitionen Agentensystem und verteilende Verfeinerung 
klar wird. Im Abschnitt 6 geht es um Kriterien für die 
Blockbedingung. Und im Abschnitt 7 wird die Methode 
zum Entwurf und zur Verifikation verteilter Algorithmen 
durch verteilende Verfeinerung und zwei 
Anwendungsbeispiele vorgestellt. An dem Beispiel 
Fahrradausleihe kann man gleichzeitig sehen, wie ein 
Service als ein Agent abgespalten werden kann und wie 
dabei die Schnittstelle des Services geplant wird. 
 
In
notwendigen Grundlagen vorstellen – Petrinetzmodell 
verteilter Algorithmen, ihre Halbordnungssemantik und 






(S/T-Netze ohne Kantengewichtung) (vgl. [Peu01] ). Der 
Leser, der mit dieser Petrinetzklasse vertraut ist ( z.B. aus 
[Rei98] ), kann diesen Abschnitt  überspringen. 
 
D
Ein Petrinetz (kurz: Netz) 
nicht-leeren, disjunkten Mengen P und T und der 
Flussrelation F ⊆ (P×T) ∪ (T×P), so dass für jedes t∈T die 
Mengen { p∈P | (p,t) ∈F } und  { p∈P | (t,p) ∈F } nicht 
leer und endlich sind. Die Elemente von P, T und F nennen 
wir Stellen, Transitionen bzw. Kanten des Netzes. 
 
F
(y,x) ∈F } den Vorbereich von x und die Menge x∙ = 
{ y∈P ∪T | (x,y) ∈F } den Nachbereich von x.  
 
F
dieser Arbeit eine universelle Stellenmenge ℘ fest und 
nehmen an, dass alle in dieser Arbeit betrachteten 
Petrinetze nur Stellen aus dieser Menge haben, d.h. P⊆℘. 
 
D
Eine Markierung von ℘ ist ein
höchstens endlich vielen Stellen eine von Null 
verschiedene Zahl zuordnet. Eine Markierung des Netzes N 
ist eine Markierung, für die M(p)=0 für alle p∈℘\ P  gilt. 
 
 − Je
und t + zu, die folgendermaßen definiert sind: 














Wir definieren die Addition von Markierungen punktweise, 
d.h. für zwei Markierungen M1  und M2 des Netzes N 
definieren wir die Summe M1 + M2: ℘→ℕ durch 
(M1+M2)(p)=M1(p)+M2(p) für alle p∈℘. Analog 
vergleichen wir Markierungen punktweise und schreiben 
M1 ≤ M2, falls M1(p) ≤ M2(p) für alle p∈℘. 
 
Eine Markierung wird durch das Schalten einer Transition 
verändert. Eine Transition t ist aktiviert in der Markierung 
M, wenn auf jeder Stelle im Vorbereich von t mindestens 
eine Marke liegt, d.h. t −≤ M. Eine aktivierte Transition 
kann schalten. Das führt zur Markierung M´, die durch M´ 
+  t − = M+ t +  gegeben ist (Es wird vermieden, eine 
partielle Subtraktion von Markierungen zu definieren). Den 
gerade beschriebenen Vorgang nennen wir Schritt und 




t M1  ... M⎯→⎯ nt n  heißt ein sequentieller Ablauf in N. 
Eine Markierung M´ ist von der Markierung M aus 
erreichbar, wenn es eine endliche, ggf. leere Folge von 
Schritten M0 ⎯→⎯ 1t M1  ... M⎯→⎯ nt n  mit M =M0 und M´= Mn 
gibt. 
Zwei verschiedene Transitionen t1  und t2  sind konkurrent 
zueinander, wenn ihre Vorbereiche nicht disjunkt sind. 
Eine Transition t1  ist eine aktivierte konkurrente Transition 
zu einer anderen Transition t2 in einer Markierung M, wenn 
sie konkurrent zu t2 ist und beide in M aktiviert sind. 
 
 
2.2  Verteilte Abläufe  
 
Wir definieren eine Halbordnungssemantik für Petrinetze 
mit Hilfe verteilter Abläufe. Ein verteilter Ablauf wird 
durch ein Kausalnetz dargestellt. Ein Kausalnetz ist ein 
Petrinetz mit besonderen Eigenschaften. Es ist azyklisch, 
d.h. die Flußrelation enthält keinen Kreis. Außerdem ist ein 
Kausalnetz an Stellen unverzweigt, d.h. jede Stelle hat 
höchstens eine eingehende und eine ausgehende Kante. Die 
Stellen eines Kausalnetzes nennen wir Bedingungen und 
die Transitionen nennen wir Ereignisse. 
 
Definition 2.2.1 (Kausalnetz) 
Ein Netz K = (B, E, ⋖) ist ein Kausalnetz, wenn folgende 
Bedingungen gelten: 
i. K ist an den Stellen unverzweigt, d.h. | ∙b |≤1 und 
|b∙|≤1 für jede Bedingung b∈B. 
ii. Die Menge  °K = { b∈B | ∙b = ∅ } ist nicht leer und 
endlich. 
iii. Die Relation ⋖  ist azyklisch. Dadurch ist die reflexive 
transitive Hülle von ⋖ eine Halbordnung, die wir mit 
≤ bezeichnen. 
iv. Jedes Element von B∪E  hat nur endlich viele 
Vorgänger bzgl. der Halbordnung ≤. 
 
Wir definieren nun einige Begriffe, um Aussagen über 
Kausalnetze zu treffen. Ein Schnitt ist eine maximale aber 
endliche Menge von paarweise unabhängigen Bedingungen 
bzgl. der Kausalordnung ≤ eines Kausalnetzes. Zwei von 
einander unabhängige Ereignisse bzgl. ≤ nennen wir auch 
zueinander nebenläufig. Die transitive Hülle von ⋖ 
bezeichnen wir mit <. 
 
Definition 2.2.2 (co-Menge, Schnitt, nebenläufige 
Ereignisse) 
Sei K = (B, E, ⋖) ein Kausalnetz. Weiter seien x,y∈B∪E. 
x co y dgw. ¬(x<y) und ¬(y<x). 
Eine Menge C⊆B ist eine co-Menge von K, gdw. für je 
zwei Bedingungen b1, b2∈C  gilt  b1 co b2. 
Eine maximale, endliche co-Menge C ist ein Schnitt. 
Zwei verschiedende Ereignisse e1, e2∈E  mit e1 co e2  heißt 
zueinander nebenläufig (parallel). 
Kausalität wird also auch benötig, um über nebenläufige 
(parallele) und nicht nebenläufige Ereignisse Aussagen 
machen zu können. 
 
Für jedes Ereignis e∈E  sind die Menge ∙e und e∙ co-
Mengen. Die Menge °K = { b∈B | ∙b = ∅ } ist ein Schnitt. 
Diesen Schnitt nennen wir den Anfangsschnitt von K. Die 
Menge K° = { b∈B | b∙ = ∅ } ist eine co-Menge. Wir 
nennen K° das Ende des Kausalnetzes. Das Ende eines 
Kausalnetzes K  ist genau dann ein Schnitt, wenn K endlich 
ist.  
 
Ein co-Menge M´ eines Kausalnetzes K  ist durch Schalten 
des Ereignisses e∈E  von einer co-Menge M erreichbar, 
wenn ∙e⊆M und e∙∩M = ∅ und M´=M \ ∙e∪ e∙ gilt. Wir 
schreiben M M´. Wenn ein Ereignis  e mit M M´ 
existiert, schreiben wir M→M´  und für die reflexive 
transitive Hülle von → schreiben wir →
⎯→⎯e ⎯→⎯e
*. Ein Schnitt C´ 
(eine maximale co-Menge) ist von einem Schnitt C eines 
Kausalnetzes erreichbar, wenn C→*C´  gilt. (Erreichbarkeit 
wird benutzt, um über temporal-logische Eigenschaften 
reden zu können.) 
 
Um einen verteilten Ablauf eines Systems zu modellieren, 
brauchen  wir noch eine Funktion, die jedes Ereignis des 
Kausalnetzes als Schalten einer Transition des Systems 
identifiziert und jede Bedingung mit einer Stelle des 
Systems. 
 
Definition 2.2.3 (N-Beschriftung) 
Sei N =(P,T,F) ein Netz und K = (B, E, ⋖) ein Kausalnetz. 
Eine Funktion r: B∪E → P∪T  ist eine N-Beschriftung von 
K, wenn die Funktion r Bedingungen auf Stellen und 
Ereignisse auf Transitionen abbildet. 
 
Durch eine N-Beschriftung können wir jeder endlichen co-
Menge C von K kanonisch eine Markierung von ∑ 
zuordnen. Wir bezeichnen diese Markierung mit r (C) und 
definieren r (C) : ℘→ℕ mit r (C) (p) = | {b∈C | r (b)=p} |. 
 
Definition 2.2.4 (Verteilter Ablauf in einem Netz ) 
Seien N=(P,T,F) ein Netz, K = (B, E, ⋖) ein Kausalnetz,  
r: B∪E → P∪T  mit r: B→P, r: E→T  eine N-Beschriftung 
von K. 
Das Paar ρ =(K, r) heißt ein verteilter Ablauf in N, gdw. für 
jedes Ereignis e∈E gilt:  Wenn r (e) = t, dann ist  r (∙e)= t −  
und  r (e∙)= t +. 
  
Wir verlangen hier, dass jedes Ereignis e dem Schalten 
einer Transition t des Petrinetzes entspricht, d.h. e wird auf 
t abgebildet und der Vor- und Nachbereich von e auf den 
Vor- bzw. Nachbereich von t. Wir nennen  e ein Auftreten 
der Transition t in diesem verteilten Ablauf in N. 
 
Definition 2.2.5 ( Sequentialisierung eines verteilten 
Ablaufs im Netz N ) 
Seien N=(P,T,F) ein Netz, (K, r) ein verteilter Ablauf in N, 
wobei K=(B,E,⋖). Sei weiter K°=C0 ⎯→⎯ 1e C1 ⎯⎯ →⎯ 2e C2  ...  
ein sequentieller Ablauf in K mit {e1, e2,...} = E. Dann 
sagen wir, r(C0) r(C⎯⎯⎯ →⎯ )( 1er 1) r(C⎯⎯⎯ →⎯ )( 2er 2)... ist eine 
Sequentialisierung von (K, r). 
 
Bemerkung 2.2.6  
Seien N ein Netz, (K, r) ein verteilter Ablauf in N.  
Dann gilt: Jede Sequentialisierung von (K, r) ist ein 
sequentieller Ablauf in N. 
 
Definition 2.2.7 ( Fairness im Ablauf  ) 
Seien N=(P,T,F) ein Netz, t∈T. 
i. Sei w= M0 ⎯→⎯ 1t M1 ⎯→⎯ 2t M2  ... ein unendlicher 
sequentieller Ablauf in N. w  verletzt Fairness von t ( w 
ist unfair zu t ), falls t in unendlich vielen Markeirungen 
Mi aktiviert ist und  t = ti  für nur endlich viele i. 
ii. Ein sequentieller Ablauf  w in N  respektiert Fairness 
von t (w ist fair zu t), falls w nicht unfair zu t ist. 
iii. Ein verteilter Ablauf (K, r) in N  respektiert Fairness 
von t, falls jede Sequentialisierung von (K, r) Fairness 
von t respektiert. 
Grafisch wird eine faire Transition mit  „ϕ “  beschriftet. 
 
Definition 2.2.8 ( System ) 
Seien N=(P,T,F) ein Netz, m0  eine Markierung von N, 
Tf⊆T. ∑=(N, m0) mit Tf   nennen wir ein System. Wir nennen 
m0  die Anfangsmarkierung von ∑ und Tf   die Menge der 
fairen Transitionen von ∑. 
 
Eine Markierung M ist erreichbar in ∑, wenn M von m0  
aus erreichbar ist.  
 
Für alle Systeme nehmen wir an, dass jede aktivierte 
Transition irgendwann schaltet oder eine zu der Transition 
in Konflikt stehende Transition schaltet (d.h. keine 
Transition von ∑ ist in K° aktiviert). Das ist die sogenannte 
progress-Annahme.  
 
Definition 2.2.9 (Verteilter Ablauf eines Systems) 
Sei ∑=(N, m0) mit Tf  ein System, wobei N=(P,T,F).  
Ein verteilter Ablauf (K, r) in N  ist ein verteilter Ablauf  
von ∑, gdw. (i) r (°K) = m0; (ii) Für alle Transtionen t aus T 
und alle endlichen co-Mengen  C⊆K° gilt  t −≰r (C); 
(iii)(K,r) respektiert die Fairness aller Transitionen aus Tf . 
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Mit Bedingung (i) fordern wir, dass der Anfangsschnitt auf 
die Anfangsmarkierung des Petrinetzes abgebildet wird. In 
Bedingung (ii) verlangen wir, dass die progress-Annahme 
erfüllt wird. Mit Bedingung (iii) fordern wir, dass die 
Fairness-Annahme jeder fairen Transition erfüllt wird. 
 
Sei ρ =(K, r) ein verteilter Ablauf von ∑  und sei C ein 
Schnitt des Kausalnetzes K. Wenn wir alle Elemente des 
Kausalnetzes weglassen, die grösser als C sind, dann 
erhalten wir ein Anfangsstück von ρ . 
 
Bemerkung: Eine Markierung M von ∑ ist genau dann 
erreichbar, wenn es einen verteilten Ablauf von ∑ mit 
einem Schnitt C gibt, so dass r (C)=M. 
 
Definition 2.2.10 (1-beschränktes System) 
Ein System ist 1-beschränkt, wenn auf keiner Stelle jemals 
mehr als eine Marke liegt, d.h. für jede erreichbare 
Markierung M und für jede Stelle p∈℘ gilt M(p)≤1. 
 
2.3  Eigenschaften von verteilten Algorithmen 
 
Zur Beschreibung von Eigenschaften verteilter 
Algorithmen benutzen wir Formeln einer temporalen Logik 
( vgl. [Kin95], [Peu01]), die auf die vorher definierten 
Systeme abgestimmt ist. Wir geben hier nur die Syntax und 




Mit Zustandaussagen formalisieren wir Aussagen über 
Zustände eines Systems. Die Grundbausteine der 
Zustandsaussagen sind Terme. Im Einführungsbeispiel 
Dienstreise (siehe Abb. 1.1) ist bereitC  ein Stellenname des 
Systems. Dann ist ⋕{bereitC} ein Term.  ⋕{bereitC}≥ 0  
ist eine mit Hilfe dieses Terms formulierte 
Zustandsaussage, die ausdrückt, dass die Anzahl der 
Marken auf der Stelle bereitC grösser oder gleich 0 ist. Sei 
m eine Variable der Sorte ℕ, wobei ℕ die Menge der 
natürlichen Zahlen bezeichnet. Dann ist ⋕{ bereitC }≥ m 
eine Zustandsaussage, die ausdrückt, dass die Anzahl der 
Marken auf der Stelle bereitC grösser als m ist.  m ist dabei 
ebenfalls ein Term.  
 
Sei P eine Menge und V eine Menge von Variablen. Dann 
wird die Menge der Terme ZT(P,V) über P und V induktiv 
wie folgt definiert: 
1. Für n∈ℕ gilt n∈ZT(P,V). 
2. Für v∈V gilt v∈ZT(P,V). 
3. Für jede endliche Menge Z⊆P gilt ⋕Z ∈ ZT(P,V). 
4. Für u, u´ ∈ZT(P,V) gilt auch u+u´∈ZT(P,V). 
 
Eine Belegung für eine Variablenmenge V ist eine Funktion 
β: V→ℕ, die jeder Variablen eine natürliche Zahl zuordnet. 
Die Terme werden in einer Markierung M unter einer 
Belegung β durch βM: ZT(P,V) → ℕ interpretiert, wobei βM induktiv definiert ist durch: 
1. βM ( n ) = n  für n∈ℕ. 
2. βM ( v ) = β (v)  für v∈V. 
3. βM (⋕Z ) = M(s) für Z⊆P. ∑
∈Zs
4. βM ( u+u´ ) =  βM ( u ) + βM ( u´ )  für u, u´∈ZT(P,V). 
Zustandsaussagen 
 
Für zwei Terme u, u´ ∈ZT(P,V) ist  u≥ u´  eine 
Zustandsaussage. Aus diesen Zustandsaussagen bilden wir 
mit den üblichen logischen Operatoren und Quantoren die 
Menge der Zustandsaussagen. 
 
Definition 2.3.1 (Zustandsaussage) 
Sei P eine Menge und V eine Menge von Variablen. Wir 
definieren die Menge ZA(P,V) der Zustandsaussagen über 
P und V  wie folgt: 
1. Wenn  u, u´ ∈ZT(P,V), dann ist  u≥ u´ ∈ZA(P,V). 
2. Wenn  ϕ , ϕ´ ∈ZA(P,V), dann ist  ϕ ∧ϕ´ ∈ZA(P,V). 
3. Wenn  ϕ ∈ZA(P,V), dann ist  ¬ϕ ∈ZA(P,V). 
4. Wenn  ϕ ∈ZA(P,V) und v∈V, dann ist (∃v ϕ )∈ZA(P,V). 
 
Wir interpretieren eine Zustandsaussage in einer 
Markierung M mit einer Belegung β der Variablen. 
 
Definition 2.3.2 (Gültigkeit einer Zustandsaussage) 
Eine Zustandsaussage ϕ  ist genau dann in einer 
Markierung M und einer Belegung β gültig (Notation: 
M,β⊨ ϕ ), wenn  
1. ϕ  = ( u≥ u´ ) mit  u, u´ ∈ZT(P,V), und βM ( u )≥βM( u´ ) 
oder 
2. ϕ  = ϕ 1 ∧ϕ2  und M,β ⊨ ϕ 1  und M,β ⊨ ϕ 2 oder 
3. ϕ  = ¬ϕ 1 und es gilt M,β ⊨ ϕ 1  nicht  oder 
4. ϕ  = ∃v ϕ1  und es gibt eine Belegung β´  mit β(v´)=β´(v´) 
für alle v´≠v, so dass M, β´ ⊨ ϕ1. 
 
Eine Zustandsaussage ϕ  ist gültig in einer Markierung M 





Zustandsaussagen sind die Grundbausteine von temporalen 
Aussagen. Temporale Aussagen interpretieren wir über 
verteilten Abläufen. Wir defininieren zunächst nur den 
temporalen Operator   (always) und bauen alle temporalen 
Aussagen induktiv aus   , ∧ und ¬  auf. Wir führen dann 
andere temporale Operatoren als Abkürzungen von 
Kombinationen aus   , ∧ und ¬  ein. Die Gültigkeit einer 
temporalen Aussage wird wieder induktiv über den Aufbau 
der Formeln definiert. 
 
Definition 2.3.3 (Gültigkeit einer temporalen Aussage) 
Seien ρ =(K, r) ein verteilter Ablauf eines Systems 
∑=(N,m0), C ein Schnitt aus ρ und β  eine Belegung der 
Variablenmenge V.  
1. Wenn ϕ ∈ZA(P,V), dann gilt ρ,C,β ⊨ ϕ  genau dann, 
wenn  r(C),β ⊨ ϕ . 
2. Es gilt genau dann ρ,C,β ⊨  ϕ , wenn für jeden 
Schnitt C´  mit  C  →*  C´  aus ρ  gilt r(C´ ),β ⊨ ϕ . 
3. Es gilt genau dann ρ,C,β ⊨ ϕ  ∧ϕ´ , wenn ρ,C,β ⊨ ϕ   
und ρ,C,β ⊨ ϕ´. 
4. Es gilt genau dann ρ,C,β ⊨ ¬ϕ  , wenn nicht ρ,C,β⊨ϕ   
gilt. 
5. Es gilt genau dann ρ,C,β ⊨ ∃v ϕ , wenn es eine 
Belegung β´ gibt, mit  
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β ( v´ ) = β´ ( v´ ) für alle v´≠v, so dass ρ,C,β´ ⊨ ϕ  . 
 
Eine temporale Aussage ϕ gilt im Ablauf ρ , wenn für jede 
Belegung β gilt:  ρ,°K, β ⊨ ϕ . Die Aussage gilt im System 
∑ (Notation: ∑ ⊨ ϕ ), wenn sie in jedem Ablauf gilt. 
 
Die logischen Operatoren ∨,→,↔ sind die üblichen 
Abkürzungen.  
Für eine Zustandsaussage ϕ  steht ⋄ ϕ  abkürzend für 
¬ ¬ϕ . Für zwei Zustandsaussagen ϕ  und ϕ ´ steht ϕ ⊲ϕ ´ 
abkürzend für    (ϕ →⋄ϕ ´ ). Wir nennen dies eine 
leadsto-Aussage im verteilten Ablauf. Sie bedeutet, dass in 
einem verteilten Ablauf auf einen Zustand, der ϕ  erfüllt, 
ein Zustand folgt, der ϕ´ erfüllt. In einem System gilt ϕ⊲ϕ´, 
wenn in jedem Ablauf ϕ ⊲ϕ ´ gilt. 
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Sei ϕ  eine Zustandsaussage. Wenn  ϕ  in einem System 
gilt, dann heißt  ϕ eine Invariante des Systems. In diesem 
Fall gilt ϕ  in jeder erreichbaren Markierung des Systems. 
Besonders einfach zu handhabende Invarianten sind 
Stelleninvarianten. Einer Stelleninvariante entsprechend, 
gibt es eine Menge von Stellen, für die sich die Summe der 
Marken, die auf diesen Stelle liegen, beim Schalten nicht 
verändert.  
In dieser Arbeit verwenden wir auch folgende Notation: 
Wenn p ein Stellenname ist, dann drücken wir mit p aus, 
dass mindestens eine Marke auf der Stelle p liegt. Wenn 
Q={q1 , q2 ,…qn} eine Menge von Stellen ist, schreiben wir 
auch Q für q1∧ q2∧…∧ qn. 
 
2.4  Kausalitäten im System 
 
In der Einleitung wurde gezeigt, dass einige gewünschte 
Eigenschaften eines Systems bei der Verfeinerung einer 
Transition nur erhalten bleiben, wenn bestimmte 
Kausalitäten im Verfeinerungsnetz gelten. Die Aufgabe des 
folgenden Abschnittes ist es, einen geeigneten 
Kausalitätsbegriff für Systeme zu definieren. Grundlage 
dieser Definition ist die Kausalität in Abläufen. Weiter 
zeigt dieser Abschnitt, wie für 1-beschränkte Systeme 
unmittelbar aus der Struktur des Netzes des Systems die 
Gültigkeit einer Kausalitätsaussage für dieses System 
abgelesen werden kann. 
 
In Abb. 2.4.1 ist ein weiteres Dienstreise-System ∑3 
dargestellt. In diesem System werden der Chef und der 
Mitarbeiter immer wieder Dienstreise unternehmen. 
Jedesmal wird zuerst der Mitarbeiter einen Vertrag 
behandeln (Transition Vertrag-behandelnM), danach wird 
der Chef unterschreiben (Transition unterschreibenC). Das 
nennen wir eine Kausalität im System. Im Folgenden 
werden wir genauer erklären, was dieser Begriff Kausalität 
im System in dieser Arbeit bedeutet. Wir fangen mit dem 
Begriff Kausalität im Ablauf an. 
 
Wir sagen, in einem Ablauf gilt Vertrag-behandelnM 
bereitet unterschreibenC vor (Notation: Vertrag-
behandelnM ◀ unterschreibenC ), gdw. es in diesem Ablauf 
zu jedem Auftreten von unterschreibenC ein Auftreten von 
Vertrag-behandelnM gibt, mit: a) Dieses Auftreten von 
Vertrag-behandelnM liegt vor dem Auftreten von 
unterschreibenC; b) Zwischen den beiden Auftreten gibt es 
kein anderes Auftreten von unterschreibenC. 
 



























Abb. 2.4.2 Ablauf des Systems ∑3 (Abb. 2.4.1)  
In diesem Ablauf ist unterschreibenC2  ein Auftreten der 
Transition unterschreibenC. Vor unterschreibenC2 liegt ein 
Auftreten Vertrag-behandelnM2  der Transition Vertrag-
behandelnM. Zwischen beiden gibt es kein Auftreten der 
Transition unterschreibenC. Deshalb ist Vertrag-
behandelnM2  für unterschreibenC2  das richtige Auftreten 
von Vertrag-behandelnM, das die oben genannten 
Bedingungen a) und b) erfüllt.  
 
Dagegen ist Vertrag-behandelnM1  zwar auch ein Auftreten 
von Vertrag-behandelnM und vor dem unterschreibenC2, 
aber nicht das richtige Auftreten von Vertrag-behandelnM 
für unterschreibenC2, weil zwischen Vertrag-behandelnM1  
und unterschreibenC2  ein Auftreten unterschreibenC1   der 
Transition unterschreibenC liegt. unterschreibenC2 wurde 
von Vertrag-behandelnM2 vorbereitet und nicht von 
Vertrag-behandelnM1. 
In einem System gilt Vertrag-behandelnM◀unterschreibenC, 
gdw. in jedem Ablauf Vertrag-
behandelnM◀unterschreibenC gilt. 
 
In Abb. 2.4.3 ist ein weiteres System ∑4 dargestellt. ∑4 hat 
zwei Abläufe. In beiden Abläufen kommt die Transition a 
jeweils einmal vor. Aber nur in einem der beiden Abläufe 
tritt die Transition b vor dem Auftreten von a auf. Deshalb 




Abb. 2.4.3  System ∑4
c
Definition 2.4.1  (Kausalrelation ´bereitet vor´ ) 
Sei ∑=((P,T,F), m0) ein System, seien  x, y∈P∪T.  
i. Sei (K, r) ein Ablauf von ∑. x◀ y gilt in K ( Notation: 
K⊨x◀y), gdw. zu jedem s∈K mit r(s)=y gibt es ein s´∈K 
















Abb. 2.4.1  System ∑3
ii. x◀ y gilt in ∑ ( Notation: ∑ ⊨ x◀ y), gdw. in jedem 
Ablauf  x◀ y gilt. 
 
Nun überlegen wir, wie wir direkt aus der Struktur des 
Netzes ablesen können, ob eine Kausalität im System gilt. 
Hier geben wir nur eine Ableseregel für den einfachsten 
Fall an, dass das Netz ein Kausalnetz ist. Ableseregeln für 
kompliziertere Fälle siehe [Wu07]. 
 
Satz 2.4.2 (Ableseregel der Relation ◀ zwischen Stellen 
bzw. Transitionen in Kausalnetzen) 
Sei Netz N =(P,T,F) ein Kausalnetz. Sei ∑=(N, m0) ein 
System mit: m0 (p)=1 gdw. p∈°N (genau die Stellen ohne 
Vorgänger sind markiert). Weiter seien x, y∈P∪T.  
Dann gilt:  ∑ ⊨ x ◀ y ↔ x  F+ y. 
Beweis: 
Da N ein Kausalnetz ist, hat ∑ nur einen Ablauf. (N, i) 
beschreibt den Ablauf von ∑, wobei i(x)=x für jedes x∈N . 
x, y kommen im Ablauf genau einmal vor. Die 
Kausalrelation < im Ablauf ist gleich F+. Also gilt wegen 
Def. 2.4.1 die Behauptung ∑ ⊨ x ◀ y, gdw.  x  F+ y.          
 
Wenn eine Transition aus ∙Vertrag-schon-behandeltM 
schaltet, dann wird danach die Stelle Vertrag-schon-
behandeltM markiert, d.h. Vertrag-schon-behandeltM gilt. 
Analog, wenn eine Transition aus ∙schon-unterschriebenC 
schaltet, dann wird danach die Stelle schon-
unterschriebenC markiert, d.h. schon-unterschriebenC gilt. 
Wir beschreiben mit einer Formel ∙Vertrag-schon-
behandeltM◀∙schon-unterschriebenC das folgende: 
Jedesmal bevor eine Transition auftritt, deren Schalten dazu 
führt, dass schon-unterschriebenC gilt, ist eine Transition 
aufgetreten, deren Schalten dazu führt, dass Vertrag-schon-
behandeltM gilt. 
 





Definition  2.4.3 ( ∙p◀ ∙q ) 
Sei ∑=((P,T,F), m0) ein System, seien p,q∈P.  
i. Sei (K, r) ein Ablauf von ∑. ∙p◀ ∙q  gilt in K ( Notation: 
K ⊨ ∙p ◀ ∙q ), gdw. zu jedem e∈K mit r(e)∈∙q  gibt es ein 
e´∈K mit r(e´)∈∙p  mit: entweder  e´=e; oder e´<e  und für 
jedes  e´´∈K mit  e´<e´´<e  gilt  r(e´´)∉∙q. 
ii.∙p ◀ ∙q  gilt in ∑ ( Notation: ∑ ⊨ ∙p ◀ ∙q ), gdw. in 
jedem Ablauf   ∙p◀ ∙q gilt. 
 
Allgemein gibt es zwischen zwei Stellen p und q die 
Relationen  p∙◀ q∙,  ∙p◀ ∙q,  p∙ ◀ ∙q und  ∙p◀ q∙. 
 
Definition  2.4.4  
Sei ∑=((P,T,F), m0) ein System, seien p,q∈P  und  x=∙p 
oder  x=p∙  und  y=∙q oder  y=q∙. 
i. Sei (K, r) ein Ablauf von ∑. x◀ y gilt in K ( Notation: 
K⊨x◀y ), gdw. zu jedem e∈K mit r(e)∈y  gibt es ein e´∈K 
mit r(e´)∈x  mit: entweder  e´=e; oder e´<e  und für jedes  
e´´∈K mit  e´<e´´<e  gilt  r(e´´)∉y. 
ii. x◀ y gilt in ∑ ( Notation: ∑ ⊨ x◀ y ), gdw. in jedem 





Bemerkung  2.4.5  
Sei ∑=((P,T,F), m0) ein System. Weiter seien p,q∈P,  sei 
x=∙p oder  x=p∙, sei y=∙q oder  y=q∙. Seien x={t}, y={t´}, 
wobei t, t´∈T.  
Dann gilt:  ∑ ⊨ x◀ y    ↔  (t=t´)  ⋁ ∑ ⊨ t◀ t´. 
 
 
3.  Transitionsverfeinerungen 
 
 
Als Vorbereitung auf die in dieser Arbeit definierte 
verteilende Transitionsverfeinerung betrachten wir die von 
S. Peuker [Peu01] vorgestellte Transitionsverfeinerung mit 
Blockbedingung. Eine Transitionsverfeinerung mit 
Blockbedingung erhält wichtige Eigenschaften des 
verfeinerten Systems. Welche Eigenschaften sicher erhalten 
bleiben und einige Eigenschaften, die verloren gehen 
können, werden angegeben.  
 
3.1  Transitionsverfeinerung mit Blockbedingung 
 
In diesem Abschnitt wird der Begriff der 
Transitionsverfeinerung mit Blockbedingung angegeben. 
Zunächst wird der Begriff der Substitution in einem System 
definiert. Anschließend wird der Begriff der Substitution in 
einem Ablauf definiert. Danach wird definiert, wann eine 
Substitution eines Systems die Blockbedingung erfüllt. 
 
Es sei noch einmal an die Bedeutung der Blockbedingung 
erinnert, die wir bereits in der Einleitung beschrieben haben. 
Das Konzept einer gemeinsammen Dienstreise eines Chefs 










Abb. 3.1.1 Gemeinsame Dienstreise (System ∑1) 
 
Wenn Chef und Mitarbeiter getrennt diese Dienstreise 
unternehmen (Abb. 3.1.2), sollte weiter gesichert bleiben, 
dass beide die Dienstreise antreten, weiter alle 
beabsichtigten Verträge abgeschlossen werden und beide 
irgendwann zurückkommen. Die Transition darf zwar in 
mehrere Einzelaktionen zerlegt werden. Aber es muss 












Abb. 3.1.2 Getrennte Diestreise (System ∑1´) 
 
Definition  3.1.1 (Ersetzbarkeit, Ersetzungsnetz) 
Sei ∑  ein System, t∈T. Sei Nt  ein Netz. 
t ist  durch N  in ∑, wenn: 
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d  ∙(∙t)=∅ in Nt. 
t   ist 
gsnetz für t. 
efinition  3.1.2 ( t→N  Substitution in einem System) 
 Sei 
 (N´, m0), wobei:  
 F´);  
} ;  
´×T´ ∪ T´×P´).  
t =∑(Nt\t).  
n
 Folgenden definieren wir die Blockbedingung mit Hilfe 
efinition  3.1.3 (Passender Ablaufblock) 
n und ersetzbar 
N Nt
N  haben genau die 
b) F ) 
leichen Stellen 
 
efinition  3.2.4 (Ablauf-Substitution) 
ition und ersetzbar 
 
def e ) , 
 E´=def E ∪ Ee \ {e}) ) ,  
 ⋖´=def ⋖ ∪ ⋖e \ ( ∙e×{e} ∪ {e}× e∙) ) ).  
 
a) PN  ∩P = t ∪ t , Tt ∙ ∙ Nt ∩T = ∅  un
b) Für jeden Ablauf (KN , rt Nt) von (Nt, t ) gilt:  K
 − 
N
endlich und rNt (KNt°)= t
+. 
Wir nennen Nt  ein Ersetzun
 
D t
Sei ∑=(N, m0) ein System mit N=(P, T, F), t∈T.
Nt=( PNt , TNt , FNt )  ein Netz mit:  t ist ersetzbar durch Nt  
in ∑.  
∑´=def
N´=def (P´, T´, 
 P´=def P ∪ PNt ;  
 T´=def T ∪ TNt \ {t
 F´=def (F ∪ FN )  ∩ (Pt
∑´ heißt die t→N  Substitution von ∑. Notation:∑´
∑→∑´: Die entsprechende Systemtransformation von ∑  
ach ∑´.  
 
Im
des Begriffes Ablauf-Substitution. Die Ablauf-Substitution 
bedeutet folgendes: Sei K ein verteilter Ablauf eines 
Systems, das eine Transition t enthält. Wir ersetzen jedes 
Auftreten von t  in K durch einen Ablauf von (Nt, t − ). Der 
erhaltene Ablauf  ist eine  t→Nt Substitution von K. Die 
Ablauf-Substitution wird durch die folgenden zwei 
Definitionen formuliert.  
 
D
Sei ∑ ein System, sei t∈T eine Transitio
durch Nt in ∑. Sei (K, r) ein Ablauf von ∑, sei e ein t-
Auftreten in K. Sei (KNt, rNt) ein Ablauf von (Nt, t
 − ). 
(KN , rt N ) heißt passend zu  e in K, wenn:  t
a) ∙e ∪ e∙ = °KNt ∪K t° = K ∩ K
(beide Abläufe K und K
t
Bedingungen gemeinsam, die im Vor- und 
Nachbereich von e enthalten sind); 
ür jedes b ∈ e ∪ e   gilt: r(b)= r∙ ∙ N  (bt
(Diese Bedingungen entsprechen den g
aus Nt  und damit aus ∙t ∪ t∙). 
D
Sei ∑ ein System, sei t∈T eine Trans
durch Nt  in ∑. Sei (K, r) ein Ablauf von ∑, wobei 
K=(B,E,⋖). E(t) ≔ { e∈E | r(e)=t}. Für jedes e∈E(t), sei 
(Ke,re) ein Ablauf von (Nt, t − ) und  passend zu e in K, wobei 
Ke=(Be,Ee,⋖e). Für alle e∈E(t), seien Ke paarweise 
disjunkt ( keine Bedingungen und Ereignisse in den 
eingesetzten Abläufen gleich benannt). 
K´=def (B´, E´, ⋖´), wobei:  










r´(s) =def{ re(s),  falls  s∈Ke, e∈E(t), r(s),   sonst. 
(K´, r´) heißt eine t→Nt  Substitution von (K,r). 
Ke  heißt ein Auftreten von Nt  in K´. 
 
Bedingungen und Ereignisse aus K sind auch Bedingungen 
und Ereignisse von K´. Die restlichen Bedingungen und 
Ereignisse aus K ´   sind Auftreten von Stellen bzw. 
Transitionen des Ersetzungsnetzes Nt. 
Bemerkung  3.1.5  
Sei ∑=((P, T, F), m0) ein System, sei t∈T ersetzbar durch 
Nt  in ∑, wobei Nt=( PNt , TNt , FNt ). Sei (K, r) ein Ablauf 
von ∑, wobei K = (B, E, ⋖). Sei (K´ , r´ ) eine t→Nt 
Substitution von (K, r), wobei K´= (B´, E´, ⋖´). 
Dann gilt: 
i. Für jedes  s∈B∪E  mit r(s)≠t gelten  s∈B´∪E´ und  
r´(s)=r(s). 
ii.Für jedes s∈(B´∪E´)\(B∪E) gilt r´(s)∈(PNt∪TNt)\(
∙t ∪t∙). 
 
Definition  3.1.6 (Block-Bedingung) 
Sei ∑´=∑(Nt \ t). 
i.  Ein Ablauf (K´, r´) von ∑´erfüllt die Block-Bedingung, 
gdw. es einen Ablauf (K,r) von ∑ gibt, so dass (K´, r´) 
eine t→Nt  Substitution von (K,r) ist. 
ii. ∑´erfüllt die Block-Bedingung, gdw. jeder Ablauf von  
∑´ die Blockbedingung erfüllt. 
 
3.2  Eigenschaften der Blockbedingung 
 
In diesem Abschnitt betrachten wir, welche temporal 
logische Eigenschaften bei einem Verfeienrungsschritt 
erhalten bleiben, wenn die Blockbedingung erfüllt ist. Der 
Abschnitt fasst die wichtigen Aussagen zur 
Blockbedingung aus [Peu01] zusammen. 
 
In Abb. 3.2.1 (a) wird ein Ablauf K eines Systems vor der 
Verfeinerung illustriert, wobei für ein Auftreten von t in 
K steht und C,C´ für Schnitte in K stehen. In Abb. 3.2.1 (b) 
wird ein Ablauf K´ des neuen Systems nach der 
Verfeinerung illustriert, der K entspricht (d.h. K´ ist eine 
t→N
 
t Substitution von K), wobei  für ein 






(a) Veranschaulichung des Auftretens von t  in einem Ablauf K von ∑ 
und von Schnitten C und C´ mit  C < C´ 
C C´ 
Nt Nt
(b) Veranschaulichung des Auftretens von Abläufen von (Nt, t − ) in dem 
zugeordneten Ablauf K´ von ∑´ und der Schnitte C und C´  
Abb. 3.2.1 Veranschaulichung einer t→Nt Substitution in einem Ablauf K 
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Die Blockbedingung sichert folgende Eigenschaften: 
- Jeder Schnitt von K ist auch ein Schnitt von K´. In Abb. 
3.2.1 ist der Schnitt C in K auch ein Schnitt in K´. 
- Wenn ein Schnitt C in (K, r) auf eine Markierung m 
abgebiledet wird, dann wird C in (K´, r´) auch auf die 
gleiche Markierung m abgebildet, d.h.  
r(C) = r´(C). 
- Wenn in K gilt: C´ ist von C erreichbar, dann gilt in 
K´auch: C´ ist von C erreichbar.  
 
Aus den oben genannten Eigenschaften, die die 
Blockbedingung erhält, kann man weitere Eigenschaften 
ableiten, die die Blockbedingung erhält. 
- ⋄ϕ (d.h. in jedem Ablauf gibt es einen Zustand, in dem ϕ  
gilt); 
-  ⋄ϕ (d.h. in jedem Ablauf gibt es immer wieder einen 
Zustand, in dem ϕ  gilt), 
3
N
e n, auch wenn die 
B   
L
wobei ϕ eine Zustandsaussage ist. 
 
.3  Was bleibt nicht erhalten 
 
un fragen wir uns: Welche Eigenschaften können in 




ebendigkeitseigenschaften gehen verlorL en, weil nach der 
bereit ⊲  bereit   (L) 
t, in dem bereitM, fertigC 
ht mehr bereitC . 
Verfeinerung neue Zustände mit neuen Eigenschaften 
entstehen. Im System gemeinsame Dienstreise vor der 
Verfeinerung (siehe Abb. 1.3) gilt offensichtlich die 
folgende Eigenschaft: 
M    C
In Abb. 1.4 (nach der Verfeinerung) gilt das nicht mehr, 
tweil je zt der Zustand erreichbar is
elten. Auf diesen Zustand folgt nicg
 
icherheitseigenschaft:S  
Im System gemeinsame Dienstreise vor der Verfeinerung 
(siehe Abb. 1.3) gilt offensichtlich die folgende Eigenschaft: 
   ¬ (bereitM ∧ fertigC)  (S) 
 den Mitarbeiter Verträge 
 
können was es heißt, bei einer 
eines Netzes mit Anfa ein sol
ieser Stellen gegeben. Weiter wird definiert, 
as Nachrichtenstellen sind. 
 
eitC und 
rtigC gehören zu dem Agenten Chef. Die Stellen bereitM 
nd fertigM gehören zu dem Agenten Mitarbeiter. Die 
Stelle SMSCM  Mitarbeiters, 
denn sie nim hefs an den 
itarbeiter auf. Damit ist sie auch eine Kanalstelle. 
 
   Sei a∈A ein Agent.  
iest nur von Stellen von 
.  t  nicht verteilt ist. 
. N ist verteilt, gdw.  jedes t∈T verteilt ist. 






ge A.  
 (Chef will nicht ohne
abschließen). 
 
Nach der Verfeinerung (siehe Abb. 1.4 ) kann der 
Mitarbeiter nach der Rückkehr des Chefs losfahren. Also, 





Um formalisieren zu 
Transitionsverfeinerung eine gemeinsame Aufgabe mehrer 
Agenten auf die einzelnen Agenten aufzuteilen, wird in 
diesem Abschnitt geklärt, was Agenten eines Netzsystems, 
ngsbelegung der Stellen, s len. 
Ein Agent wird durch eine Teilmenge von Stellen des 
Netzes angegeben. Sein Zustand bei einem Ablauf ist durch 
ie Belegung dd
w
Im Einführungsbeispiel Diestreise gibt es im System ∑2´ 
(siehe Abb. 1.4) zwei Agenten Chef und Mitarbeiter, die 
durch Nachrichten kommunizieren. Die Stellen ber
fe
u
ist ebendfalls eine Stelle des
mt eine Nachricht des C
M
 
Wir definieren Agentensysteme in zwei Schritten: In der 
ersten Definition betrachten wir die Struktur von Netzen 
mit Agenten. In der zweiten Definition formulieren wir die 
Anforderungen an die von uns weiter untersuchten 
Agentensysteme. 
 
Definition 4.1 ( Netz mit Agenten) 
Sei N=(P,T,F) ein Netz. Sei A eine Partition von P, dann 
heißt N ein Netz mit Agentenmenge A. Die Elemente von A 
ennen wir Agenten. n
 
Die folgende Definition klärt, wann eine Transition verteilt 
bzw. unverteilt ist. Anschließend definieren wir 
Kanalstellen. Im Einführungsbeispiel Diestreise betrifft die 
Transition Verträge-abschließen im System ∑2 (siehe Abb. 
1.3) beide Agenten, sie ist unverteilt. Die Transition 
Verträge-abschließenC im System ∑2´ (siehe Abb. 1.4) 
betrifft dagegen nur den Agenten Chef. Sie ist schon 
erteilt (lokal zu Agenten Chef). Wenn alle Transitionenv
eines Systems verteilt sind, dann ist dieses System verteilt, 
sonst ist es nicht verteilt. 
 
Definition 4.2 ( verteilt, unverteilt ) 
Sei N=(P,T,F) ein Netz mit Agentenmenge A und sei t∈T. 
i.
     t ist lokal in a, gdw. •t⊆ a  ( t  l
a ). 
ii. t ist verteilt, gdw.  es ein a∈A gibt, so dass t lokal in a ist. 
iii. t ist unverteilt, gdw
iv
 
Definition 4.3 ( Kanalstelle) 
Sei N=(P,T,F) ein Netz mit Agentenmenge A und sei a∈A 
ein Agent. 
p∈P ist eine Kanalstelle für a, gdw. 1. p∈a; 2. p∙⊆{lokale 
Transitionen von a} (nur a darf die Nachricht empfangen). 
 
Kanalstellen dienen zur Synchronisation der Arbeit 
unterschiedlicher Agenten. 
 
Im System ∑2´ (siehe Abb. 1.4) 
SMS  eine Nachricht des Chefs anCM  den Mitarbeiter. Ein
Nachricht ist immer von einem Agenten für einen andere
Agenten. Also, der Sender und der Empfänger einer 
Nachricht sind immer unterschiedliche Agenten. 
  
In dieser Arbeit betrachten wir nur einsbeschränkte 
Systeme, weil nur in diesen Systemen Kau
hinreichend einfach bewiesen werden können
 
Definition 4.4 ( Agentensystem
Sei ∑=(N, m0)  ein System mit: N=(P,T,F) ist ein Netz mit 
Agentenmen




ansition t modellierten Aktionen auf Transitionen der 
ms bei dem 
erfeinerungsschritt erhalten bleibt.  
eine Transitionsverfeinerung die 
B n im 
Ersetzungsnetz erfüllen 
igenschaften des Systems erhaltenbleiben. Bei einer 
Transition 
mehrerer A ungen im 
rsetzungsnetz kausale Abhängigkeiten zwischen 
ransitionen unterschiedlicher Agenten. Die kausalen 
nicht gefordert). Danach 
ei einer formalen Definition der Forderung, dass die 
Agenten bei der 
erfeinerung erhalten bleibt, ist zu beachten, dass Agenten 
rten p und q vor der 
d äquivalent, 
eiter}. Die Stellen bereitC, 
rtigC gehören zu dem selben Agenten Chef, deshalb gilt 
lben Agenten, sie gehören in (Nt, t ) auch zusammen 
gentenmenge A . 
n wir wie folgt: 
s eine Äquivalenzrelation ∼ ´  aus der 
tion ∼  und der Äquivalenzrelation ∼ANt   
 Hülle von  
relation die 
erlegung A´ zu definieren. A´ tenmenge des 





otation ( A ) 
.2 (t→Nt Substitution in einem 
gentensystem und Verteilende Systemtransformation) 
5.  Verteilende Verfeinerung 
 
 
In diesem Abschnitt werden wir den Begriff verteilende 
Verfeinerung definieren. Wir untersuchen solche 
Verfeinerungsschritte, in denen eine unverteilte Transition t 
zu einem Netz Nt verfeinert wird, das die durch die 
Tr
beteiligten Agenten verteilt. Wir werden diskutieren, 
welche Bedingungen ein solcher Verfeinerungsschritt 
erfüllen soll, damit die Korrektheit des Syste
V
 
In der Einleitung haben wir schon am System in Abb. 1.5 
gesehen, dass 
lockbedingung und kausale Bedingunge
muss, damit gewünschte 
E
Verfeinerung zur Verteilung einer unverteilten 
genten sind diese kausalen Beding
E
T
Abhängigkeiten der Aktionen der Agenten nennen wir 
Synchronisationsbedingung. 
 
Im Folgenden werden wir zunächst verteilende 
Systemtransformation definieren und danach die Definition 
für die Synchronisationsbedingungen angeben und 




5.1  Verteilende Systemtransformation 
 
 
In diesem Abschnitt werden wir definieren, was wir als 
verteilende Transitionsverfeinerung in einem 
Agentensystem verstehen wollen. 
 
Sei ∑ ein Agentensystem mit Agentenmenge A und einer 
Transition t. Weiter sei ∑´=∑(Nt \ t ). Wir betrachten 
zunächst, welche Bedingungen das Netz Nt noch erfüllen 
soll, damit ∑´ ein System mit Agenten ist (1-
eschränktheit wird noch B
betrachten wir, was die Agenten von ∑´ sind. 
 
Als erstes fordern wir, dass das Teilsystem (Nt, t − ) auch ein 
Agentensystem ist und die Zuordnung der Stellen aus ∙t ∪t∙ 
zu den Agenten erhalten bleibt.  
 
B
Zuordnung der Stellen aus ∙t ∪ t ∙ zu 
V
Stellenmengen sind. Diese Stellenmengen können sich bei 
der Verfeinerung vergrößern. Was gleich bleibt, ist die 
Zugehörigkeit zur gleichen Menge oder zu 
unterschiedlichen Mengen. Gehö
Verfeinerung zum gleichen Agenten, so gehören p und q 
auch nach der Verfeinerung zum gleichen Agenten. 
 
Eine Agentenmenge A ist eine Zerlegung von 
Agentenstellen in eine Menge von Klassen.  Diese Menge 
von Klassen A bilden die Äquivalenzklassen  einer 
Äquivalenzrelation ∼A. Zwei Stellen p, q sin
d.h. p ∼A q, gdw. sie beide zu dem selben Agenten gehören. 
Im Einführungsbeispiel Dienstreise in Abb. 1.3 ist die 
Agentenmenge A={ Chef, Mitarb
fe
bereitC ∼A fertigC. Die Stellen bereitC, bereitM gehören nicht 
zu dem selben Agenten, deshalb gilt ¬ (bereitC ∼A bereitM). 
 
Die Zerlegung der Agentenstellen ANt von (Nt,
 t − ) soll der 
Zerlegung der Agentenstellen A  von ∑  nicht widersprechen, 
d.h. wenn zwei Stellen in ∑ zu dem selben Agenten 
gehören, dann gehören sie in (Nt, t − ) auch zu dem selben 
Agenten. Z.B. in ∑ gehören bereitC und fertigC  zu dem 
  − se
(siehe Abb. 1.4), also bereitC ∼ANt fertigC.  
 
Notation (∼A) 
Sei A eine Zerlegung der Menge S. 
Die Relation ∼A ⊆ S×S ist wie folgt definiert: 
 Für s,t∈S, s ∼A t  gdw. ∃ a∈A: s,t∈a. 
 
Definition  5.1.1 (Ersetzbarkeit in einem Agentensystem) 
Sei ∑  ein Agentensystem mit Agentenmenge A und sei t∈T 
eine Transition von ∑. Sei (Nt, t − ) ein Agentensystem mit 
A Nt 
t  heißt  im Agentensystem ∑ durch Nt ersetzbar, gdw. 
i.   t  ist im System ∑ durch Nt  ersetzbar; 
ii. Für jedes p,q ∈∙t ∪ t∙ gilt: p ∼A q  gdw.  p∼ANtq (d.h. p, q 
gehören in ∑ zu dem selben Agenten gdw. sie in (Nt, t − ) 
zu dem selben Agenten gehören ). 
 
Die Agentenmenge A´   von ∑´ berechne
Zunächst i t 
Äquivalenzrela A
abzuleiten (und zwar ist ∼ ´= die transitive
∼A∪∼ANt ). Und dann ist aus dieser Äquivalenz
 ist die AgenZ
neuen Systems ∑´. 
 
Wir sagen, das System ∑´ ist eine t→Nt Substitution des 
Agentensystems ∑ 
Transformation vom Agentensystem ∑ nach System
nnen wir ∑→∑Weil  t unverteilt und Nt  verteilt ist, ne
eine verteilende Systemtransformation. 
∑´ ist im Allgemeinen nur ein System mit Agenten, weil ∑´ 
cht 1-beschränkt sein muss. 
N ∼ 
Sei ∼ ⊆ S×S  eine Äquivalenzrelation.  
Für s∈S, [s] =def  { t∈S | s ∼ t }. 
A∼ =def { [s] | s∈S }. 
 





Sei ∑  ein Agentensystem mit Agentenmenge A und sei t∈T 
eine Transition von ∑. Sei (Nt, t − ) ein Agentensystem mit 
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t
s ∑ gdw. i. System ∑´ist 
itution des Systems ∑; ii. A´= A∼´ , wobei:  
∼ANt  ). 
tem-Transformation von 
t
er Starttransition beginnen, die jeweils alle 
S ten a und b. 
griff 
ynchronisationsbedingung einer unverteilten Transition 
sationsbedingung angeben.  
 Stelle von a und genau eine Stelle 
on b im Vorbereich bzw. im Nachbereich hat. Das System 





zwischen Aktionen, die Stellen 
nterschiedlicher Agenten belegen. Wir nennen sie 
ynchronisationsbedingungen. Bei der Verfeinerung einer 
 ein Nezt Nt können im lokalen −
einsame Dienstreise gilt bereitC∙◀ ∙ fertigM, 
eiter schließen Verträge ab, 
achdem d r  bereit ist. Danach kommt der 
 
insame Dienstreise ∑2
da der Chef Verträge abschließen und 
nn, bevor der Mitarbeiter Verträge 
 
Abb. 5.2.3 Eine Verteilung ∑2´ von ∑2 in Abb. 5.2.2 
Agentenmenge ANt  mit: t ist im Agentensystem ∑ durch Nt 
ersetzbar. 
Ein System ∑ ´ mit Agentenmenge A ´ heißt eine t→N  
ubstitution des Agentensystem
Bemerkung  5.2.1  
Seien ∑ ein Agentensystem mit Agentenmenge A, t eine
unverteilte Transition von ∑, Nt ein 
Standardverfeinerungnsnetz für t. Es gelte p∼A q, wobei 
p∈∙t und q∈t∙. 
S
eine t→Nt Subst
∼´=def  die transitive Hülle von ( ∼A  ∪ 
∑ ∑ ´  heißt 
gentensystem ∑.  
→ Agentensys
A
∑→∑´ heißt eine verteilende Systemtransformation, wenn 
t unverteilt und N  verteilt ist.              
 
Wir betrachten in dieser Arbeit im Folgenden nur noch die 
Verfeinerung von unverteilten Transitionen zweier Agenten. 
Weiter gehen wir davon aus, dass jeder der beiden Agenten 
seine Arbeit im Verfeinerungsnetz erst beginnt, wenn alle 
Voraussetzungen für seine Arbeit erfüllt sind. Das 
modellieren wir dadurch, dass die beiden Agenten mit 
genau ein
Marken von ∙t, die dem Agenten gehören, konsumiert. 
 
Definition  5.1.3 (Standardverfeinerungsnetz für zwei 
Agenten) 
ei t eine unverteilte Transition der beiden Agen
Ein Verfeinerungsnetz Nt ist ein Standardverfeinerungsnetz, 
wenn für Nt gilt: Es gibt genau eine Transition, die auf 
Stellen von a zugreift und genau eine Transition, die auf 
Stellen von b zugreift. 
 




5.2 Synchronisations-Bedingung und verteilende 
Verfeinerung für Standardverfeinerungsnetze 
 
 
In diesem Abschnitt werden wir den Be
S
und den Begriff verteilende Verfeinerung bzgl. einer 
Synchroni
 
Zur Veranschaulichung der wichtigsten Eigenschaften von 
Standardverfeinerungsnetzen können  wir uns auf  
Beispiele beschränken, in denen die zu verfeinernde 
Transition t genau eine
v
in Abb. 5.2.1 enthält solche Transition t. 
 
Für Standardverfeinerungsnetze von Transition t mit ∙t={pa, 
pb} und t∙={ qa, qb } gilt immer: pa∙◀
d.h. der Agent a (bzw. b) konsumiert erst alle ihm 
gehörenden Marken aus dem Vorbereich bevor er ein 
Ergebnis bereitstellt, also eine Stelle aus t∙ belegt. Bei 
Standardverfeinerungsnetzen bleiben also die Kausalitäten 
pa∙◀ ∙qa immer erhalten. 
Dann gilt (Nt, t − ) ⊨  p∙◀ ∙q. 
 
Im System in Abb. 5.2.1 gelten weiter folgende 
Kausalitäten: pa∙ ◀ pb∙,     pa∙ ◀ ∙qb,  ∙qa ◀ ∙qb,  pb∙ ◀ pa∙,    
pb∙ ◀ ∙qa  und  ∙qb ◀ ∙qa. 
 





Teilsystem (Nt,t ) einige gewünschte 




d.h. der Chef und der Mitarb
e Chefn
Mitarbeiter von der Reise zurück. Genauso gilt 
bereitM∙◀∙fertigC. 
 
Abb. 5.2.2 Eine geme
 
 
Im verfeinerten System gilt offensichtlich weiter 





Die Synchronisation zwischen unterschiedlichen Agenten 
lokal in einem Ersetzungsnetz sichert das Erhaltenbleiben 


























Agent  a 






Abb. 5.2.1  Illustration für Synchronisationsbedingungen 
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Im Folgenden werden wir zunächst die Definition für 
Synchronisationsbedingungs-Formeln angeben. Dann 
definieren wir die Gültigkeit einer 
Synchronisationsbedingung im Ersetzungsnetz. 
Definition  5.2.2 (Synchronisationsbedingungs-Formeln) 
Sei ∑  ein Agentensystem mit Agentenmenge A und sei t∈T 
unverteilt. 
Die Menge Ps  der Synchronisationsbedingungs-Formeln 
von t wird wie folgt induktiv definiert: 
a) true ∈Ps ; 
b) S
 ( p ∧ p ) ∈P  , wenn p , p ∈P . 
verteilende 
t  − 
s ist in (Nt, t − ) erfüllt. 
vom System (Nt, t − )  
q∙ oder ps=p∙◀∙q): 
g ps ist in (Nt, t − ) erfüllt, 
s: 
 p  ist in (N , t − ) erfüllt, 
dingu
:  




dingung ps  im 
Erse
Verfeinerung
∑´ heißt eine vert gl.  ps von ∑, gdw. 
∑ ´  die llt und die 
n 2 s1 
n sen wir, dass bei der 
gung 
f K´ der durch t→Nt 
lso die 
s
 Beispiel Dienstreise in Abb. 5.2.2, Abb. 5.2.3 ist der 
nerwünschte Schnitt möglich, in dem fertigC und bereitM 
er Chef  Verträge 
bschließen kann, bevor der Mitarbeiter Verträge 
schließt. Also, bei dieser Verfeinerung geht die Relation  
 
Abb. 5.3.2 Ein Ablauf K2´ von ∑2´ in Abb. 5.2.3 
 
1. Erhaltenbleiben der Kausalordnung 
 
Die folgenden Sätze klären den Zusammenhang zwischen 
Synchronisationsbedingungen, möglichen neuen Schnitten 
und dem Erhaltenbleiben der Kausalordnung in den 
Abläu
 
Wir notieren die Menge aller Stellen aus ∙t  für einen 
Agenten a mit (∙t )a , d.h. (∙t )a = ∙t∩a. 
 
Notation ( (∙t )a◀(∙t )b ) 
Sei ∑=((P,T,F), m0) ein Agentensystem. Seien t∈T eine 
unverteilte Transition der beiden Agenten a und b, Nt ein 
Standardverfeinerungsnetz für t. 
(Nt, t  gilt 
 − 
t  
lle ∑´=∑(Nt \ t) die Blockbedingung. Weiter 
eien p, q∈ ∙t ∪ t∙  mit ¬ (p∼A q). 
( ∙p◀ ∙q) ∈Ps , wenn p, q t∈ ∙; 
( p∙◀ q∙) ∈Ps , wenn p, q∈∙t ; 
( p∙◀ ∙q) ∈Ps , wenn p∈∙t, q∈t∙ . 
c) s1 s2 s s1 s2 s 
 
Definition 5.2.3 (Gültigkeit einer 
Synchronisationsbedingungs-Formel) 
Sei ∑→∑´ mit ∑´=∑(N \t) eine 
b
t
Systemtransformation, sei p ∈P eins s e 
Synchronisationsbedingung von t.  
Die Gültigkei von ps im System (Nt, t ) wird wie folgt 
induktiv definiert: 
Fall a)  ≡ true:  ps 
Die Synchronisationsbedingung p
Fall b)  ps ist eine kausale Bedingung 
(d.h. ps=∙p◀∙q oder ps= p∙◀ 
Die Synchronisationsbedingun
gdw. (Nt, t − )⊨ps. 
Fall c)  ps= ps1∧ ps2, wobei ps1, ps2∈P
Die Synchronisationsbedingung s t
gdw. ps1 und auch ps2 in (Nt, t − ) erfüllt sind. 
 
Wie schon erwähnt sind für das System ∑2 in Abb. 5.2.2 




Für das Verfeinerungsnetz Nt (siehe Abb. 5.2.3) gilt in  − (Nt,t ) die Synchronisationsbedingung ps1 aber nicht ps2.  
 
enommen, ps  ist eine Synchronisationsbedingu
el einer unverteilten Transition t. Wenn das neue 
em ∑´  nach der Verfeinerung die Block
erfüllt und die Synchronisationsbe
tzungsnetz Nt erfüllt ist, dann ist ∑´ eine verteilende 
 von ∑  bzgl. ps  . 
 
Definition  5.2.4 (Verteilende Verfeinerung bzgl.  ps ) 
Sei ∑→∑ ´  mit ∑ ´ =∑(Nt \ t) eine verteilende 
Systemtransformation, sei ps∈Ps .  
eilende Verfeinerung bz
Blockbedingung erfü
Synchronisationsbedingung ps in (Nt, t − ) erfüllt ist. 
 
 u serem Beispiel ist ∑ ´ in Abb. 5.2.3 bzgl. p eine In
verteilende Verfeinerung von ∑2 aber bzgl. ps2 keine 
verteilende Verfeinerung von ∑2. 
 
 
5.3 Erhaltenbleiben von Eigenschaften 
 
 
us dem Absch itt 3.3 wisA
Transitionsverfeinerung mit der Blockbedin
Sicherheits- und Lebendigkeitseigenschaften verloren 
gehen können. In einem Ablau
Substitution aus einem Ablauf K von ∑ entsteht, können 
neue Schnitte auftreten, die es vorher in K nicht gab. Diese 
neuen Schnitte waren für das Verlorengehen dieser 
igenschaften verantwortlich. Wir müssen uns aE
möglichen neuen Schnitte in Abläufen K´ von ∑´ an ehen 
und nach Synchronisationsbedingungen suchen, die 




gelten (siehe Abb. 5.3.1, Abb. 5.3.2), da d
a
a
bereitM < fertigC  im Ablauf K2´ verloren. 
 
Abb. 5.3.1 Ein Ablauf K2 von ∑2 in Abb. 5.2.2 
 
fen. 
− )⊨ (∙t ) ◀( a ∙t ) b  gdw. ∀ p∈(∙t )   und ∀ q∈( a ∙t ) b 
(Nt, t )⊨ p◀ q. 
 
Satz  5.3.1 (Erhaltenbleiben der Kausalordnung zwischen 
Bedingungen und Ereignissen) 
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑, N ein Standardverfeinerungsnetz 
on t. Erfüv
























t eine t→Nt Substitution von (K, r), wobei K= (B, E, ⋖), 
t + +  
eweis: 
stärker syn  zu zeigen, dass 
 K´ höchstens einen Ablauf von (N , t − ). 
 zeigen, dass M auch co-Menge von K ist, also in einem 
chnitt von K enthalten ist. Der Ablauf von (Nt, t − ) der 
∙ ∙
Start
a N  a N
äten im System 
 von 
eilenden Verfeinerung) 
ation ◀ im System ba
leine auf den Kausalitäten in den Abläufen der Systeme. 
bläufen 
halten, falls  (∙t)a◀(∙t)b und (∙t)b◀(∙t)a für die 
erfeinerung gelten.                      
 
e
tem, t eine unverteilte Transition von 
elten (∙t )a◀(t∙)b und (∙t )b◀(t∙)a in (Nt, t − ), so bleibt  beim 
erfeinerungsschritt (∑→∑´ ) die Lebendigkeitseigenschaft 
 ⊲q erhalten. 
eweis: Wir beweisen hier für den Fall q∉∙t. Beweis für 
en Fall q∈(∙t)b mit (Nt,t−)⊨tStart ◀tStart  ist analog.  
nitte 
´ von ∑´ etwas genauer. Seien (K, r), (K´, r´) jeweils 
)=  
 q gilt.               (2) 




gilt p, da b C∩B g  
0 
0 
es i erreichbaren 
falls es ein 1≤j≤i gibt, so dass ej=e gilt. Wegen bq∈Cn und 
is
K´= (B´, E´, ⋖´). 
Gelten (∙t )a◀(∙t )b und (∙t )b◀(∙t )a in (Nt, t − ), so bleibt die 
Kausalitätsrelation < von K zwischen Bedingungen und 




Neue Kausalordnungen können nicht hinzukommen, weil t 
chronisiert als Nt. Es reicht also
co-Mengen M´ aus K´ mit M´⊆B auch co-Mengen in K 
sind. 
Jede co-Menge kann zu maximalen co-Mengen, also 
Schnitten ergänzt werden. Es reicht also alle Schnitt in K´ 
zu betrachten. 
Wegen der 1-Beschränktheit von Agentennetzen schneidet 
jeder Schnitt C´ in t
Schneidet C´ keinen Ablauf von (Nt, t − ), so ist C´ ein 
Schnitt von K und wir sind fertig. 
Im anderen Fall ist M=C´∩B eine co-Menge aus K´. Es ist 
zu
S
geschnitten wird, sei KNt (°KNt= e, KNt°=e , wobei r(e)=t ). 
Da wir nur Standardersetzungsnetze betrachten, haben vor 
C´ bereits a) entweder tStarta oder tStartb geschaltet oder b) 
tStarta und t b 
Fall a)  t
haben geschaltet. 
Startb 
hat noch nicht geschaltet.  
Wegen  (∙t )b◀(t∙)  gilt C´∩K
t t 
°=∅ und ( e∙ ) =(°K
)a→ C´ \ M. Daraus folgt, dass M∪( e* ∙  )a ein Zustand von K 
ist. 
Fall b) Da tStarta und tStartb vor C´ geschaltet haben gilt, dass 
C´∩∙e=∅. Von dem Ablauf KNt haben bereits einige 
Transitionen geschlatet. Durch das Schalten der restlichen 
Transitionen dieses Ablaufs werden nur Bedingungen 
KNt°=e
∙ belegt, d.h. es wird ein  Schnitt erhalten, der M 
enthält und in K enthalten ist.                   
 
 
2. Erhaltenbleiben der Kausalit
 
 
Folgerung 5.3.2 (von Satz 5.3.1, Erhaltenbleiben
Kausalitäten zwischen Stellen und Transitionen bei der 
vert
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
von t. ∑´=∑(Nt \ t) erfülle die Blockbedingung. 
Gelten (∙t )a◀(∙t )b und (∙t )b◀(∙t )a in (Nt, t − ), so gilt die 
Relation ◀ zwischen Stellen und Transitionen des Systems 
∑ auch im System∑´.  
eweis: Die Definition der Rel siert B
al









3. Erhaltenbleiben der Lebendigk itseigenschaften 
 
Satz 5.3.3  
Seien ∑ ein Agentensys
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
von t. Erfülle ∑´=∑(Nt \ t) die Blockbedingung. Weiter 
seien p,q∈P mit  q∉∙t oder q∈(∙t)b mit (Nt,t−)⊨tStarta◀tStartb, 
wobei tStarta und tStartb jeweils die Anfangstransition von a 







Wie im Beweis von Satz 5.3.1 betrachten wir die Sch
C
Abläufe von ∑, ∑´ mit: (K´, r´) ist eine t→Nt Substitution 
von (K, r), wobei K= (B, E, ⋖), K´= (B´, E´, ⋖´). 
Angenommen, in K gilt p⊲q. Zu zeigen ist: In K´ gilt p⊲q. 
Sei C ein Schnitt in K´, in dem p gilt, d.h. es gibt ein bp∈C 
mit r´(bp p.                (1) 
Zu zeigen ist: In K´ gibt es einen von C erreichbaren 
Schnitt C´, in dem
Falls C ein Schnitt von K ist, dann gilt aus der 
Voraussetzung: In K gibt es einen von C erreichbaren 
Schnitt C´, in de
Schnitt von K´ und in ´ von  erreichbar. Also, (2) gilt. 
Falls C kein Schnitt von K ist, dann gibt es in K´ ein Nt-
Auftreten KNt t
haben entweder die beiden Anfangstransitionen t
  mit: KN  wird von C geschnitten. 
Starta und 
tStartb im Verfeinrungsnetz Nt von Agenten a und b 
geschaltet, oder nur eine von den beiden tStarta und tStartb 
geschaltet.  
Fall 1. Vor C haben tStarta b
Dann ist in K´ ein Schnitt C
 und tStart  geschaltet. 
1 von C erreichbar, wobei 
C =(C∩B)∪M, { °| : b´ }. C ist ein1 M=  b∈KNt ∃ b´∈C ⋖´ b 1  
Schnitt von K und in C1 p∈ ilt. Wegen 
Voraussetzung gilt: In K gibt es einen von C1 erreichbaren 
Schnitt C´, in dem q gilt. Wegen Bem. 3.1.5 gilt: C´ ist eine  
Schnitt von K´, in K´ von C1 erreichbar und in C´ gilt q. C´ 
ist auch von C erreichbar. Daraus folgt, (2) gilt. 
Fall 2. Vor C hat nur eine von tStarta und tStartb geschaltet. 
Angenommen, tStarta hat geschaltet und tStartb noch nicht. 
Sei C=(C∩B)∪N. Weiter sei C0=(C∩B)∪(°KNt)a mit 
r´((°KNt )a)=(
∙t)a. Dann gilt: In K´ ist C von C erreichbar 
und C0 ist ein Schnitt von K und in C gilt p. Aus der 
Voraussetzung gibt n K einen von C0 
Schnitt C´, in dem q gilt, d.h. es gibt ein b ∈C´q  mit r(bq)=q. 
Angenommen, C´ wird durch das Schalten von e1,e2,...,en in 
K erreicht, d.h. C0 ⎯→⎯ 1e C1 ⎯⎯ →⎯ 2e ... ⎯⎯ →⎯ ne Cn, wobei Cn=C´. 
Sei e∈E mit ∙e=°KNt  und e
∙=KNt°. Für i=0,1,..,n, 








3.1.5 gilt in K´: C → C , d.h. Ci-1 i´. Aus der 
rau
⊲ Verfe (∑→∑




r(b)=p gibt es einen 
der b enthält und in dem 
lt in ∑, gdw. in jedem Ablauf von ∑ p(⊲\p)q 
telle 




Abb. 5.3.3 Illustration für p (⊲\ p) q 
emerkung 5.3.6  
ei ∑=((P,T,F), m0) ein System und seien p,q⊆P. 






Folgerung 5.3.8 (von Satz 5.3.3)  
∑´=∑(Nt \ t) erfülle die Blockbedingung. Seien p,q∈P mit  
q∉∙t.  
Gelten (∙t )a◀(t∙)b und (∙t )b◀(t∙)a in (Nt, t − ), so bleibt  
p(⊲\p) q beim Verfein ´ ) erhalten.
Beweis: 
ngenomm en ist, 




n p⊲q (Satz 5.3.3) die drei Fälle von 
 bp∈C0, 
mit r(bq)=q galt, 
i mit r(ei)=ti und p∉∙ti. 




= (B´ ´, ⋖´)
q∉∙t gilt bq∈Cn´. Falls in C0  q gilt (n=0), dann gilt q auch 
in C. Daraus folgt: (2) gilt. Für den anderen Fa l brauchen 
wir zu zeigen, Cn´ ist in K´ von C erreichbar. Wir zeigen 
durch Induktion: Für jedes k=0,1,..,n gilt:  
Ck´ ist in K´ von C erreichbar.            (3) 
1. Für k=0 gilt offensichtlich: C0´=C ist in K´ von C 
erreichbar. 
2. Für k=i-1 gelte (3), d.h. C→*Ci-1´. Zu zeigen ist: Für k=i 
gilt (3), d.h. C→*Ci´. 
a) Falls ei=e: Dann gelten Ci-1´=Ci-1\(°KNt )a∪N und Ci´=Ci. 
Wegen Ci-1 ⎯→⎯e C  gelten °K
t
= e⊆C 1 ∙ und KNt°=e
∙⊆Ci. 
* *Daraus folgt: In K´ gilt C (°KNt )a∪N→ Ci, d.h. Ci-1´→ Ci´. 
Aus der Induktionsvoraussetzung folgt, Ci´ ist von C 
erreichbar. 
b) Falls ei≠e und e nicht vor ei schaltet, d.h. ej≠e für jedes 
j=0,1,..,i-1. Dann gelten Ci-1´=Ci-1\(°KNt )a∪N und 
Ci´=Ci\(°KNt )a∪N. Wegen Ci-1 ⎯→⎯
ie Ci und ∙ei∩(°KNt )a=∅ 
gilt: ei ist auch in C \(°Ki-1 Nt )a∪N aktiviert u
Ci-1\(°KNt )a∪N ⎯→⎯
ie Ci\(°KNt )a∪N, d.h. Ci-1´ ⎯→⎯
ie Ci´. Aus 
der Induktionsvoraussetzung folgt, Ci´ ist von C erreichbar. 
c) Falls e vor ei schaltet, d.h. ej=e für ein 1≤j≤i-1. Dann 




Induktionsvo ssetzung folgt, Ci´ ist von C erreichbar.    
 
Folgerung 5.3.4 (von Satz 5.3.3)  
∑´=∑(Nt \ t) erfülle die Blockbedingung. Seien R,Q⊆P mit  
Q∩∙t=∅.  
Gelten (∙t )a◀(t∙)b und (∙t )b◀(t∙)a in (Nt, t − ), so bleibt  
R Q beim inerungsschritt ´ ) erhalten. 
 
Die folgende Definition werden wir verwende
Art von Eigenschaften eines Systems zu form
für Existenz s verteilenden Verfein ngsnetzes 
wichtig ist (siehe Abschnitt 6.3). 
 
Definition 5.3.5 ( leadsto ohne Zugriff auf eine (oder 
mehrere) Stellen) 
Sei ∑=((P,T,F), m0) ein System und seien p,q⊆P. 
i. Sei (K, r) ein Ablauf von ∑. p(⊲\p)q gilt in K, gdw. für
jeden Schnitt C von K mit b⊆C und 





er Einfachheit halber schreiben wir auch p(⊲\p)q ansD
{p} (⊲\ {p} ) {q}, wobei p,q∈P und P die Stellenmenge 














  p (⊲\ p) q → p⊲q  aber nicht  p⊲q → p (⊲\ p
Beweis: durch Beispiel in Abb. 5.3.3. 
rkung 5.3.7  
=((P,T,F), m0) ein System und seien p,q⊆P. 
Dann gilt:  ∑⊨ (p→q) → ∑⊨p (⊲\ 
erungsschritt (∑→∑  
A en, ∑⊨ p(⊲\p) q gilt. Zu zeig
∑´⊨p(⊲\p)q gilt. 
Angenommen, C ist ein Schnitt in einem Ablau
von ∑´, in dem p gilt, d.h. es gibt ein bp∈C mit r´(bp)=p
eichbaren Schnitt C´Zu zeigen ist: Es gibt einen von C err
 K´, der b  enthält und in dem q gilt. in
Wie im Beweis vo
Schnitten betrachten. Wenn vorher p⊲q mit
C0 ⎯→⎯ 1e C1 ⎯⎯ →⎯ 2e ... ⎯⎯ →⎯ ke Ck und bq∈Ck 
dann gilt jetzt zusätzlich für die e
Also gilt das jetzt auch für ∑´.                
 
Lemma
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑, Nt  ein Standardverfeinerungs
=∑(N \ t) erfülle die Blockbedingung.  von t. ∑´
i. Gilt p∙◀∙q mit p∈(∙t)a und q∈(t∙)b in (Nt, t − ), so bleibt  
p⊲q bei (∑→∑´ )
ii. Gilt p∙◀q∙ mit p∈(∙t)a und q∈(∙t)b in (Nt, t − ), so bleibt  
p⊲q bei (∑→∑´ ) erhalten. 
Beweis: Wir beweisen hier nur (i). Beweis für (ii) ist 
analog.   
Seien (K, r), (K´, r´) Abläufe von ∑, ∑´ mit: (K´, r´) ist 
eine t→Nt  Substitution von (K, r), wobei K= (B, E, ⋖), 








⊲ q. S i C ein n 
lt, d.h. es gibt ein bp∈B´ mit r´(bp)= p. Wir 
D  r´(b )= q und b ∈K °. 
 ist auch in K´ von C erreichbar (weg




´ C mit bp⋖´+b1 und 2  
p´. 
+ +








t∙)a in ( , t − ), so
erfeinerungsschritt (∑→∑´ ) die Sicherheitseigenschaft   
1) 
∑´ gilt     ¬ ( p ∧ q)            (2) 
´)
p p , 
 (bp co
Angenommen, in K glit p ⊲ q.            (1) 
Zu zeigen ist: Auch in K´ gilt p e Schnitt vo
K´, in dem p gi
brauchen nur zu zeigen:  
Es gibt einen von C erreichbaren Schnitt C´, in dem q 
gilt.                 (2) 
Es gibt folgende drei Fälle. 
1. Direkt auf bp folgt ein Nt -Auftreten KNt, d.h. bp∈°KNt. 
ann gibt es in K´ ein bq∈B´ mit: q p Nt
Wegen ( p ◀ q) gilt b∙ ∙ p ⋖´ b
+  
q. Daraus folgt: Es gibt einen 
n C erreichbaren Schnitt C´, vo der bq enthält. Also, (2) gilt. 
2. Direkt auf bp folgt kein Nt –Auftreten und C ist ein 
Schnitt von K. 
Dann gibt es in K einen von C erreichbaren Schnitt C´, in 
dem q gilt (wegen (1)). C´ ist auch ein Schnitt von K´, in 
dem q gilt und C´ en 
Bem. 3.1.5). Daraus folgt: (2) gilt. 
3. Direkt auf bp folgt kein Nt  C ist kein
Schnitt von K. 
Dann gibt es ein Nt-Auftreten KNt in K´, das von C 
geschnitten wird. Es gibt zwei Fälle: bp∈C liegt entweder a)
KNt oder b) nach KN . 
∈  b ⋖´+Fall a): Es gibt b1,b2∈°KNt, b b´.
Dann gibt es ein bp´∈°KNt
Aus 1 folgt: (2) gilt. 
Fall b): Es gibt b
 mit r´(bp´)= p und bp⋖´+b
1,b2∈°KNt, b´∈C mit b´⋖´ b1 und b2⋖´ bp. 
Dann gibt es in K´ einen von C erreichbaren Schnitt C´, 
der bp enthält und ein Schnitt von K ist. Aus 2 folgt: (2) 
gilt. 
Daraus folgt die Behauptung.                  
 




Seien ∑ ein Agentensystem mit Agentenmenge A, t eine 
unverteilte Transition in ∑, Nt ein 
Standardverfeinerungsnetz von t. Seien p,q∈P mit p∼  q 
und ∑ ⊨ p+q≤1. Erfülle ´=∑(Nt \ t) die Blockbedingung. 
Dann   bleibt  p⊲q bei (∑→∑´) erhalten.
eis: siehe [Wu07]. 
4. Erhaltenbleiben der Sicherheitseigenschaften 
 
ma 5.3.11  
∑(Nt \ t) erfülle die Blockbedingung. Seien p,q∈P.  
Gelten (∙t )a◀(t∙)b und (∙t )b◀( Nt  bleibt  im 
V
   ¬ ( p ∧ q) erhalten. 
Beweis: Angenommen, in ∑ gilt:    ¬ ( p ∧ q)           (
Zu zeigen ist: In 
Seien (K, r), (K´, r´) Abläufe von ∑, ∑´ mit: (K´, r  ist 
eine t→Nt  Substitution von (K, r), wobei K= (B, E, ⋖), 
K´= (B´, E´, ⋖´). Seien bp,bq∈B´  beliebige Auftreten von p, 
q in K´, d.h. r´(bp)= p, r´(bq)= q. 
b r(b )= r´(b )= pDann gilt (wegen Bem. 3.1.5): bp, q∈B und 
r(b )= r´(b )= q. Wegen (1) gilt in K:  ¬q q  bq). Dann 
p q oder  bq⋖+ bp. In K´ gilt weiter: 
 in K´ gilt ¬ (bp co
gilt: entweder b ⋖+ b
bp⋖´+ bq falls bp  ⋖+ bq; bq  ⋖´+  bp falls bq  ⋖+ bp (wegen 




nn ist t  
kung  5.3.12
e Transition von 
t  erungsnetz 
i (∑→∑´ ) erhalten. 
]. 
w
eien ∑ ein Agentensystem, t eine unverteilte Transition von 
 ∑, N ein Standardverfeinerungsnetz 
B
 
dingung bei der 
den Verfeinerung 
gilt.                   
 
Aus dem Satz 5.3.1 können wir die folgende Bemerkung 
(Bem. 5.3.12) erhalten. Diese Bemerkung impliziert: Wenn 
eine Transition t2´ im S  ∑ vor der Verfeinerung eine 
nicht aktivierte Konflikt-Transition von t  ist (d.h
∙t2∩∙t2´≠∅ und    (∙t2 → ¬∙t2´ ), da 2´ auch im
System ∑´=∑(Nt1\ t1) nach der Verfeinerung von t1 eine 
nicht aktivierte Konflik-Transition von t2.  
 
Beim Nachweis der Blockbedingung müssen wir oft zeigen, 
dass eine konkurrente Transition nicht aktiviert ist (vgl. 
Abschnitt 6.1, 6.2 und 6.4). Bei der Vertauschbarkeit der 
Verfeinerungsschritte (vgl. Abschnitt 6.5) müssen wir dann 
entsprechend zeigen, dass eine vor einer Verfeinerung nicht 
aktivierte konkurrente Transition nach der Verfeinerung 
auch nicht aktiviert ist. Dort werden wir diese Bemerkung 
verwenden. 
Bemer  
∑´=∑(Nt \ t) erfülle die Blockbedingung. Seien Q⊆P, p∈P. 
Gelten (∙t )a◀(t∙)b und (∙t )b◀(t∙)a in (Nt, t − ), so bleibt  
 (Q→¬p) beim Verfeinerungsschritt (∑→∑´ ) erhalten. 
Beweis: siehe [Wu07]. 
 
Lemma  5.3.13 
Seien ∑ ein Agentensystem, t eine unverteilt
genten a und b in ∑, N ein StandardverfeinA
von t. ∑´=∑(Nt \ t) erfülle die Blockbedingung.  
i. Gilt p∙◀∙q mit p∈(∙t)a und q∈(t∙)b in (Nt, t − ), so bleibt  
 ¬( p∧q) bei (∑→∑´ ) erhalten.  
ii. Gilt ∙p◀∙q mit p∈(t∙)a und q∈(t∙)b in (Nt, t − ), so bleibt  
 (q→p) bei (∑→∑´ ) erhalten. 




Das folgende Lemma werden wir beim 
Anwendungsbeispiel (siehe Abschnitt 7.1) ver enden. 
 
Lemma  5.3.14 
S  
Agenten a und b in t  
von t. Weiter seien p,q,r∈P mit p∈(∙t)a, q∈(t∙)b und 
∑⊨p+q+r≤1. ∑´=∑(Nt \ t) erfülle die Blockbedingung.  
 − Gilt p∙◀∙q in (Nt, t ), so bleiben  ¬(p∧r) und  ¬(q∧r) bei 
(∑→∑´) erhalten. 
eweis: siehe [Wu07]. 
 
6.  Nachweis der Blockbe
verteilen
 - Grundtypen von Verfeinerungsnetzen 
 
 
Die Blockbedingung ist eine Voraussetzung für eine 
korrekte Transitionsverfeinerung. Beim Entwurf fragt man 
deshalb, wie man ein Verfeinerungsnetz konstruiert, um die 
Blockbedingung zu garantieren. Und bei der Verifikation 
fragt man, wann die Blockbedingung erfüllt ist. Dafür 
brauchen wir Kriterien für die Blockbedingung.  
 16
ngung bei einem Verfeinerungsschritt 
t von der Umgebung der zu 
erfeinernden Aktion ab. Wir geben die Kriterien für 
nterschiedliche Umgebungen an, die besagen, unter 
elchen Bedingungen ein Ersetzungsnetz die 
Blo
 
Wir haben ungsnetzen 
her en 
vorangegang  
nd. Bei dem ersten Grundtyp (abgesprochene 
emeinsame Aktion genannt) haben sich die Agenten 
gt keine Kommunikation im 
rsetzungsnetz und schwächt damit die Kausalität 
ie Umgebung von tk in ∑k-1 
r für jede Transition tk nur 















 A n t
A A . jede Marke aus °KA wurde 
nfangsstück von KA konsumiert. 
konkurrent zu einer Transition t´ von Nt mit ∙t´∩∙t=∅ sein 
 
Ob die Blockbedi





 drei Grundtypen von Ersetz
ausgearbeitet, die in Abhängigkeit von d
enen Absprachen der Agenten zu verwenden
si
g
vorher gegenseitig informiert. Bei dem zweiten Grundtyp 
(erbetene Zusammenarbeit), hat ein Agent dem anderen 
Agenten eine Nachricht geschickt und bei dem dritten 
Grundtyp (erwartete Zusammenarbeit) ist ohne 
vorbereitende Kommunikation durch den Algorithmus 
gesichert, dass die Aktion gemeinsam ausgeführt wird. 
 
Bei der Verfeinerung einer Transition t muss beachtet 
werden, dass alle Stellen aus dem Nachbereich von t kausal 
nach den Stellen aus dem Vorbereich von t belegt werden. 
Die drei Typen von Ersetzungsnetzen schwächen diese 
Eigenschaft unterschiedlich stark ab. Die abgesprochene 
gemeinsame Aktion benöti
E
zwischen der Belegung des Vorbereichs und Nachbereichs 
von t am stärksten ab. Die erwartete Zusammenarbeit 
erfordert im Ersetzungsnetz zwei Nachrichten und erhält 
vollständig die Kausalitätseigenschaft. Um im verteilten 
Algorithmus mit möglichst wenigen Kommunikationen 
auszukommen, sollte immer versucht werden, den Typ von 
Verfeinerungsnetzen zu benutzen, der die wenigsten 
Kommunikationen enthält. 
 
In den Abschnitten 6.1, 6.2 und 6.4 werden diese drei 
Grundtypen diskutiert. 
 
Im Abschnitt 6.3 werden wir eine notwendige und 
hinreichende Anforderung an die Umgebung einer 
unverteilten Transition angeben, die erfüllt sein muß,  
damit überhaupt eine verteilende Verfeinerung existiert. 
 
Eine weitere interessante Frage bei der Verfeinerung ist die 
Vertauschbarkeit von Verfeinerungsschritten. 
Angenommen, der Anfangsalgorithmus ∑0  hat n zu 
verfeinernden Transitionen t1,t2,..,tn. Dann ist der 
Verfeinerungsprozess ∑0→∑1→...→∑n, wobei  
∑k=∑k-1(Nt
k
\tk), k=1,2,..,n. Wann ist die Reihenfolge von 
Verfeinerungsschritten beliebig? Für jeden 
Verfeinerungsschritt ∑k=∑k-1(Nt
k
\ tk), k=1,2,..,n, müssen wir 
für die Blockbedingung d
analysieren. Im Verfeinerungsprozess wird ∑k immer 
komplizierter und die Analyse für ∑k wird immer schwerer. 
Es wäre viel einfacher, wenn wi
den Verfeinerungsschritt (∑0→∑k´) mit ∑k´=∑0(Nt
k
\ tk) zu 
betrachten brauchen. Unter welcher Bedingung geht das? 
Diese Frage werden wir im Abschnitt 6.5 diskutieren und 
ein Kriterium für die Vertauschbarkeit von 
erfeinerungsschritten beweisen. Leider ist es uns bisher V
nicht gelung
Vertauschbarkeit zu finden, dass es für alle Transitionen in 
den beiden abschließenden Beispielen anwendbar ist. 
Dadurch sind die Beweise für die Beispiele leider etwas 
umfangreicher als sie sein müssten. 
 
 




Dieser Grundtyp passt zu dem folgenden Fall: Beide 
Agenten haben vorher (vor der Transition t ) gegenseitig 
Nachrichten geschickt. D.h. jeder Agent muss warten, bis 
er ein Signal von seinem Partner – dem anderen Agenten – 
bekommen hat. Erst danach kann er die Aufgabe für t 
machen. In diesem Fall brauchen die beiden im 
Ersetzungsnetz (also Verfeinerungsnetz) keine 
Kommunikation mehr, um die Blockbedingung zu erfüllen. 
 
Als Verfeinerungsnetze lassen wir wieder nur 
Standardverfeinerungsnetze zu, d.h. jeder Agent hat genau 
eine Anfangstransition im Verfeinerungsnetz. Wieder
en wir die Menge aller Stellen aus ∙t für ein
Agenten a mit (∙t)a,  also (∙t)a≔∙t∩a. Analog (t∙)a≔t∙
≔∙t∩b und (t∙)b≔t∙∩b. 
 6.1.1 
 ∑ ein Agentensystem, t eine unverteilte Transition 
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
 In ∑ gelte:  i. (∙t)a↔(∙t)b ; ii. Es gibt 
konkurrente Transition zu t. Dann erfüllt ∑´=∑(Nt \ t
Blockbedingung. 
Bevor wir den Satz beweisen, geben wir eine Bemerkung
 die wir beim Nachweis der Gültigkeit der
Blockbedingung oft verwenden können. Diese Bemerkung
t, dass immer nur die Transitionen von Nt zu betrachten 
sind, die Stellen aus ∙t  im Vorbereich haben.  
 
Bemerkung 6.1.2  Sei ∑→∑´  mit ∑´=∑(Nt \ t) eine 
verteilende Systemtransformation. K´ sei ein Ablauf von ∑´. 
C sei Schnitt in K´. In C beginnt ein Ablauf von (Nt, t − ), 
wenn in C ein Anfangsstück K  eines Ablaufs vo  (N , t − ) 
it  °K ∩K °=∅ beginnt, d.hm
bereits im A

















(a) Vor der Verfeinerung von t  
(b) Nach der Verfeinerung von t 
Abb. 6.1.1 Der erste Grundtyp: Abgesprochene Zusammenarbeit
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 ) vervollständigt werden.               
 
b
h Bem. 6.1.2 ist das ein 
n C kein vollständiger Ablauf von 
t, t ) beginnt.  
d b in ∑, Nt  ein Standardverfeinerungsnetz 
von t.  gibt 










eine Na  er ein 
ach 
kann uss 
dies  b 
schicken, damit b nur seine Arbeit beginnt, wenn a seine 
ng erfüllt ist. 
 
\ t) die 
 gilt, wobei 
tStarta  b in 
Nt sind. 
 
Im Satz 6.2 keine 
Konflikt-Tr  wie 
folgt abg hat zwar 
Konflikt-Tr
aber n  an die 
schwächt 
werden. In t das 
ung die 
 
∙t)a◀(t∙)b und (∙t ◀(t∙)a 
kann, wegen P ∩ Pt-intern =∅, wobei Pt-intern = PNt\ (
∙t ∪ t∙). 
Das Anfangsstück KA muss also wie in (Nt, t − ) zu einem 
Ablauf von (Nt, t −
 In ∑ gelte:  i. (∙t )a ⊲(∙t )b  und (∙t )b ⊲(∙t )a ; ii. Es
e aktivierte konkurrente Transition zu (∙t )a und (
Dann erfüllt ∑´=∑(Nt \ t) die Blockbedingung, 
−)  (∙t )a◀(t∙)b und (∙t )b◀(t∙)a gelten.  
2 Der zweite Grundtyp: erbetene Mithilfe 
Dieser Grundtyp passt zu dem folgenden Fall: Einer
b) der beiden Agenten schickt vor der Transition 
chricht an a. Der Agent a  muss warten, bis
Signal von seinem Partner bekommen hat. Erst dan
er die Aufgabe für t machen. In diesem Fall m
er Agent a im Ersetzungsnetz eine Nachricht 
 
Wir werden hier in dieser Arbeit nur den Beweis für den 
Satz 6.1.1 angeben. Beweisideen für die weiteren Kriterien 
sind ähnlich (siehe [Wu07]). 
 
Beweis von Satz 6.1.1:  
 
Zu zeigen ist: Jeder Ablauf von ∑´  wird aus einem Ablauf 
von ∑  erhalten, indem jedes Auftreten von  t durch einen 
vollständigen Ablauf von (Nt, t − ) ersetzt wird. Wir nehmen 
an, es gibt einen Ablauf (K´, r´) von ∑´ , für den das nicht 
der Fall ist. Diese Annahme ist zum Widerspruch zu führen. 
 
Aus der Annahme folgt: (K ´ , r ´ ) enthält einen 
unvollständigen Ablauf von (Nt ,t− ). Es gibt einen Schnitt C, 
in dem dieser unvollständige Ablauf beginnt, also tStarta  
oder tStartb schaltet. Aus Symmetriegründen können wir 
annehmen, dass in C  tStarta schaltet, also M⊆C mit 
r´(M)=∙tStarta. Nach Voraussetzung gilt in C
(∙t)a→(∙t)b=∙tStartb. Da es nach Voraussetzung keine 
konkurrenten Transtionen zu  t  und tStartb gibt, schaltet auch 
t   im Schnitt C. NacStart
Widerspruch dazu, dass i
  − (N
Daraus folgt die Behauptung.          
 
Im Satz 6.1.1 wird gefordert, dass die Agenten a und b 
keine Konflikt-Transitionen zu t haben. Diese Forderung 
kann wie folgt abgeschwächt werden: Die Agenten a und b 
aben zwar Konflikt-Transitionen zu t, diese Konflikt-h
Transitionen sind aber nicht aktiviert. Außerdem verlangen 
wir nicht (∙t )a→(∙t )b und (∙t )b→(∙t )a, sondern nur (∙t 
)a⊲(∙t )b und (∙t )b⊲(∙t )a. In diesem abgeschwächten Fall 
erfüllt das erhaltene System nach der Verfeinerung die 
Blockbedingung, wenn das Ersetzungsnetz zusätzlich noch 
die Kausalitäten (∙t )a◀(t∙)b und (∙t )b◀(t∙)a erfüllt (siehe 




Satz 6.1.3 ( Abschwächung von Satz 6.1.1 ) 
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a un
an
Arbeit erledigen wird, also di Blockbedingue 
 
Satz 6.2.1 
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
von t. In ∑ gelte:  i. (∙t)a→(∙t)b ; ii. Es gibt keine
konkurrente Transition zu t. Dann erfüllt ∑´=∑(Nt 
Blockbedingung, wenn in  (Nt, t−)   tStarta◀ tStartb
 und tStartb jeweils die Anfangstransition von a und
.1 wird gefordert, dass der Agent b 
ansitionen zu t hat. Diese Forderung kann
eschwächt werden: Der Agent b 
ansitionen zu t, diese Konflikt-Transitionen sind 
icht aktiviert. Und die Bedingung (∙t )a→(∙t )b
Umgebung im Satz 6.2.1 kann zu (∙t )a⊲(∙t )b abge
 diesem abgeschwächten Fall erfüll
erhaltene System nach der Verfeiner




e Abb. 6.2.2). 
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(b) Das Ersetzungsnetz Nt 
  

















(b) Nach der Verfeinerung von t 




Satz 6.2.2 ( Abschwächung von Satz 6.2.1 ) 
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
von t. In ∑ gelte:  i. (∙t)a⊲(∙t)b ; ii. Es gibt keine aktivierte 
konkurrente Transition zu (∙t)a und (∙t)b. Dann erfüllt 
∑´=∑(Nt \ t) die Blockbedingung, wenn in (Nt, t−)  (∙t 
)a◀(t∙)b , (∙t )b◀(t∙)a und tStarta◀ tStartb gelten, wobei tStarta 
und tStartb jeweils die Anfangstransition von a und b in Nt 
sind. 
ende Verfeinerung existiert. Die Beantwortung dieser 
rage ist für den schrittweisen Entwurf verteilter 
Algorithmen wichtig. Wenn der Entwurf mit einem 
dann muss  
as System für alle unverteilten Transitionen zumindestens 
iese schwächste Bedingung erfüllen. Aus der 
b
 eines 
System , gdw. 
für jed . es 
gibt ein ge von K, 
die von   
 
Satz
Im System  
erste 
edingung, dass die Blockbedingung gilt.  
raussetzung können in jedem Ablauf die Marken 
a
): (Fall (b) folgt aus Symmetrie-Gründen) 
 
6.3  Grenzen für verteilende Verfeinerungen 
 
 
Die bisher bewiesenen Kriterien zeigen notwendige 
Anforderungen an die Umgebung einer unverteilten 
Transition t, die erfüllt sein müssen, damit eine bestimmte 
Form von Verfeinerungen, die Blockbedingung garantiert. 
Wir gehen jetzt der Frage nach, wie eine notwendige und 
hinreichende Anforderung aussieht, damit überhaupt eine 
verteil
F
einfachen unverteilten Agentensystem beginnt, 
d
d
hinreichenden Bedingung lassen sich weitere Kriterien zum 
Nachweis der Blockbedingung ableiten, indem man diese 
Bedingung verschärft. Satz 6.4.3 ist ein Beispiel dafür. 
 
Vorher geben wir noch eine Bemerkung an, die besagt, 
nach dem Verteilen einer unverteilten Transition t können 
Token an den Stellen aus ∙t unterschiedlicher Agenten nicht 
mehr gleichzeitig konsumiert werden. 
 
Bemerkung 6.3.1 ( Gleichzeitige Nutzung von (∙t)a und 
(∙t)b  gehen verloren) 
Sei ∑´=∑(Nt \ t), wobei Nt  ein Standardverfeinenrungsnetz 
von t ist. Nach der Verfeinerung gilt für alle p∈(∙t)a und 
∈(q ∙t)  höchstens p◀q oder q◀p. 
Beweis: Falls beides gilt, dann besitzt (Nt, t−) keinen Ablauf, 
der in t+ endet, weil dann das System blockiert.                  
 
 
Wie in Abschnitt 5.3 bereits definiert, für Stellen p,q
s ∑ gilt p(⊲\p)q in einem Ablauf (K, r) von ∑
en Schnitt C von K, in dem p markiert ist (d.h
 b∈C mit r(b)=p ), gibt es eine co-Men
 C\{b} erreichbar ist und in der q markiert ist.
 6.3.2 ( notwendiges und hinreichendes Kriterium für 
die Blockbedingung) 
∑ existiert für eine unverteilte Transition t der
Agenten a und b genau dann eine verteilende Verfeinerung, 
wenn (∙t)a (⊲\(∙t)a) (∙t)b  oder  (∙t)b (⊲\(∙t)b) (∙t)a  gilt.  
Beweis: 
(←): 
Aus Symmetrie-Gründen zeigen wir nur für die 
B
Wir konstruieren ein Verfeinerungsnetz (siehe Abb. 6.3.2),  
e Bedingungen erfüllt:das folgend  i. ta1◀ tb1, wobei ta1 und 
tb1 jeweils die Anfangstransition von a und b in Nt sind; ii. 
(∙t )a◀(t∙)b und (∙t )b◀(t∙)a; iii. tb1 ist fair. Wir zeigen, diese 
Verfeinerung erfüllt die Blockbedingung. 
Nach Vo
auf (∙t)  festgehalten werden, bis (a ∙t)  markiert ist. Das 
heißt, für einen Schnitt C eines Ablaufs (K´, r´) von ∑´, in 
b
dem (∙t)a markiert ist, d.h. es gibt ein Ma⊆C mit 
r´(Ma)=(∙t)a und eine co-Menge M´ mit C\Ma→*M´, in der 
(∙t)b markiert ist, d.h. es gibt ein Mb⊆M´ mit r(Mb)=(∙t)b. 
Dann wird tb1 irgendwann schalten, da (∙t)b wegen 
∙ ∙ ∙( t)a(⊲\( t)a)( t)b immer wieder markiert wird und tb1  fair 
ist. 
(→): 
Falls beide Bedingungen nicht gelten, ist nachzuweisen, 
dass dann die Blockebedingung nicht gelten kann.  
Da das Verfeinerungsnetz verteilt ist, gilt im 
Verfeinerungsnetz höchstens (∙t)a∙◀(∙t)b∙ oder (∙t)b∙◀(∙t)a∙ 
(wegen Bem. 6.3.1). Es sind also zwei Fälle zu 
unterscheiden: (a) Es gilt nicht (∙t)b∙◀(∙t)a∙ . (b) Es gilt 
nicht (∙t) ∙◀( t)∙ b∙. 
Zu (a
Falls (a) gilt, haben alle Verfeinerungsnetze die folgende 
Form: ∙tStarta=(
∙t)a, weil keine interne Stelle von (Nt, t−) 
markiert ist und ¬((∙t)b∙◀(∙t)a∙), also nach Schalten von 
tStartb keine Stelle aus 
∙tStarta belegt werden kann, wobei 
t 
Agent  a 
Agent  b 
pb
pa
(a) Die zu verfeinernde Transition  t 
(b) Das Ersetzungsnetz Nt 
  
Abb. 6.2.2 Illustration für Satz 6.2.2 (Abschwächung von Satz 6.2.1)
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(b) System ∑(Nt \ t)  
Abb. 6.3.1 Illustration für Bem. 6.3.1 
 










fe, in denen 
n nen von Nt keine Stelle von ∑ belegt werden 
Beme
Falls  und b 
 




ann an das Verfeinerungsnetz eine 
esynchronisation ergänzt werden, die 
tete Mithilfe 
m izieren  





Seien ition von 
Agenten a erungsnetz 
von t. eine 
\ t) die 
b◀(t∙)a 








abgesc  nach der 
Verfeinerung wenn das 
rsetzungsnetz zusätzlich noch die Bedingung erfüllt, dass 
ie Anfangstransition vom Agenten b  fair ist  
               
t)b◀(t∙)a und 
 (Nt, t−) tStartb fair ist, wobei tStarta 
as folgende noch allgemeinere 
atz 6. 3 ) 
 t ine unve eilte Tra
(∙t)b◀(t∙)a und 
 
ommen, die Bedingungen (i) und (ii) sind erfüllt. Zu 
eigen ist: ∑´=∑(Nt\t) erfüllt die Blockbedingung. Der 
tStarta und tStartb jeweils die Anfangstransition von a und b in 
Nt sind.  
 6.4.1 
∑ ein Agentensystem, t eine unverteilte Trans
 und b in ∑, Nt  ein Standardverfein
 In ∑ gelte:  i. (∙t)a⊲(∙t)b ; ii. Es gibt k
konkurrente Transition zu t. Dann erfüllt ∑´=∑(Nt 
Blockbedingung, wenn in (Nt, t−)  (∙t )a◀(t∙)b , (∙t )
Starta
◀ tStartb gelten, wobei tStarta und tStartb je
Anfangstransition von a und b in Nt sind. 
Im Satz 6.4.1 wird gefordert, dass Agenten a und  
ansitionen zu t haben. Diese Forderung kann 
abgeschwächt werden: Agent b hat zwar Konflikt-
en zu t, die Transition t ist aber fair. Und Agent 
hat zwar Konflikt-Transitionen, diese 
en sind aber nicht aktiviert. In di
hwächten Fall erfüllt das erhaltene System
 die Blockbedingung, 
Falls t in ∑ jemals aktiviert wird, gibt es Abläu
ein Schnitt C existiert mit: (∙t)a ist in C belegt. In jedem 
dieser Schnitte kann tStarta schalten. Damit entsteht jeweils 
ein Schnitt C1 mit C<C1, in dem ein Ablauf von (Nt, t−) 
begonnen hat. (∙t)a ist nicht mehr markiert und es gilt 
M=C\(∙t)a ⊆ C1. Solange (∙t)b nicht belegt wird, kann 
durch Tra sitio
(wegen (∙t)a◀(t∙)b und (∙t)b◀(t∙)a ). Wenn die 
Blockbedingung gelten soll, dann wird aber immer 
irgendwann (∙t)a belegt (also durch Transition von ∑), d.h. 
es gilt (∙t)a(⊲\(∙t)a)(∙t)b. Widerspruch zur Voraussetzung.   
 
Abb. 6.3.2 Illustration für den Beweis von Satz 6.3.2 
 
rkung 6.3.3  
für eine unverteilte Transition t der Agenten a
ein Verfeinerungsnetz existiert, das die Blockbedingung
, existiert immer auch ein Verfeinerungnetz,
(t∙)b und (∙t)b◀(t∙)a erfüllt. 
Beweis: Durch das Schalten der beiden Starttransitionen 
den Standardverfeinerungsnetzen ist gesichert, dass ein 
b
(B
onnener Ablauf von (Nt, t−) vollständig ausgeführt wi
em. 6.1.2). Damit k
zusätzliche Ausgab
(∙t)a◀(t∙)b und (∙t)b◀(t∙)a sichert.                   
 
 
6.4 Der dritte Grundtyp: Erwar
 
 
Dieser Grundtyp passt zu dem folgenden Fall: Keiner von 
den beiden Agenten hat vorher (vor der Transition t ) eine 
Nachricht geschickt. In diesem Fall müssen beide Agenten 






In ∑ gelte: i. (∙t)a⊲(∙t)b; ii. Es gibt keine aktivierte 
Konkurrente Transition zu (∙t)a, falls alle Stellen von (∙t)a 
markiert sind; iii. t ist fair.  
So gilt in ∑: (∙t)a (⊲\ (∙t)a) ⊲(∙t)b. 
Beweis: Folgt daraus, dass es keine aktivierte konkurrente 
Transition zu (∙t) gibt.   
 
Aus Bem. 6.4.2 und Satz 6.4.1 folgt unmittelbar das im 
folgenden Satz formulierte Kriterium. 
Satz 6.4.3 ( Abschwächung von Satz 6.4.1 ) 
Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
von t. In ∑ gelte:  i. (∙t)a⊲(∙t)b ; ii. Es gibt keine aktivierte 
Konkurrente Transition zu (∙t)a, falls alle Stellen von (∙t)a 
markiert sind; iii. t ist fair.  Dann erfüllt ∑´=∑(Nt \ t) die 
Blockbedingung, wenn in (Nt, t−)  (∙t)a◀(t∙)b , (∙
tStarta◀ tStartb gelten und in
und tStartb jeweils die Anfangstransition von a und b in Nt 
sind. 
 
Aus Satz 6.4.3 können wir d
Kriterium erhalten. 
 
Folgerung 6.4.4 (von S 4.
eien ∑ ein Agentensystem, e rt nsition von S
Agenten a und b in ∑, Nt  ein Standardverfeinerungsnetz 
von t. In (N , t a t−) gelte: (∙t) ◀(t∙) , 
t ◀t
b
Starta Startb Starta Startb
, wobei t , t  jeweils die Anfangstransition 
von a und b in Nt sind. 
∑´=∑(Nt \ t) erfüllt die Blockbedingung, gdw. (i) In ∑ gilt 
( t)∙ a (⊲\( t)∙ a) ( t)∙ b; (ii) Entweder a) es gibt an ( t)∙ b keine 
aktivierte konkurrente Transition, falls ( t)∙ b markiert sind; 
oder b) es gibt an ( t)∙ b aktivierte konkurrente Transitionen 





Agent  a 




(a)Vor der Verfeinerung von t  
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Abb. 6.4.1 Der dritte Grundtyp: Erwartete Mithilfe
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a
 einen von C erreichbaren Schnitt C´, der 
 und in dem (∙t)b gilt. Wenn es an (∙t)b eine 
rte konkurrente Transition gibt, aber tStart  nicht fair 
mengefasst, beim ersten Grundtyp ist die 
d
nverteilten System nachgewiesen werden. 
b
transition von a und b in Nt
k
 sind. 
ann erfüllen ∑1(Nt \ t2) und ∑2(Nt \t1) die Blockbedingung. 
us Symmetrie-Gründen beweisen wir nur, dass für  




´, wobei t2 ´ eine konkurrente Transition 
 (( t p) im Verfeinerungsschritt ∑ →∑ erhalten. 
f und Mitarbeiter planen 
einzeln begonn , dann ist ferstzulegen  
 





wünschten Eigenschaften die 
tellen von Agenten. Daher ist es unwichtig, was die zu 
verteilenden Transitionen für Teilaufgaben modellieren. 
Die auf 
odellieren. wünschten 
igenschaften werden durch Reihenfolge-Relationen der 
die Grundidee des Algorithmus 
arst s Modell wird zu einem unverteilten 
Beweis dafür ist analog zu dem Beweis für (←) von Satz 
6.3.2. 
(→):  
Angenommen, ∑´=∑(Nt\t) erfüllt die Blockbedingung. Zu 
zeigen ist: (i) und (ii) gelten. 
Angenommen, (i) gilt nicht. Dann gibt es einen Schnitt C in 
einem Ablauf (K´, r´) von ∑´=∑(Nt\t), in dem (∙t)a gilt, d.h. 
Ma⊆C mit r´(Ma)= (∙t) , und auf den ein Auftreten von 
t  folgt, aber esStarta  gibt keinen Schnitt C´, der von C 
erreichbar ist und Ma enthält und in dem (∙t)b gilt. Dann ist 
in K´ die Blockbedingung nicht erfüllt. Das ist ein 
Widerspruch dazu, dass ∑(Nt\t) die Blockbedingung erfüllt. 
Daraus folgt: (i) gilt.  




ist, dann ist nicht garantiert, dass tStartb irgendwann schalten 
wird und damit auch nicht garantiert, dass K´ die 
Blockbedingung erfüllt. Daraus folgt: (ii) gilt.                  
 
Zusam
Anforderung an die Umgebung sehr streng. Dafür ist die 
Anforderung an das Ersetzungsnetz sehr schwach: Es 
benötigt gar keine Kommunikation für die Blockbedingung. 
Beim zweiten Grundtyp ist die Anforderung an die 
Umgebung etwas schwächer. Dann benötigt aber das 
Ersetzungsnetz eine Kommunikation für die 
Blockbedingung. Beim dritten Grundtyp ist die 
Anforderung an die Umgebung noch schwächer. Dann 
benötigt das Ersetzungsnetz noch mehr Kommunikationen 
für die Blockbedingung. 
 
 
6.5  Vertauschbarkeit von Verfeinerungsschritten 
 
 
Gibt es in einem unverteilten System zwei zu verteilende 
Transitionen, so stellt sich die Frage, ob beide gleichzeitig 
verteilt werden dürfen. Wenn das der Fall ist, dann darf für 
beide Transitionen die Gültigkeit der Blockbe ingung im 
u
 
Satz  6.5.1 (Vertauschbarkeit) 
Sei ∑0  ein Agentensystem, seien t1, t2∈T unverteilte 





Standardverfeinerungsnetze von t1 und t2. Es gelte entweder 
∙t1∩∙t2=∅ oder ∙t1∩∙t2=(∙t1)a=(∙t2)a. Für k=1,2 erfülle 
∑k=∑0(Nt
k
\ tk) die Blockbedingung und in (Nt
k
, tk−) gelte: 
(∙tk)a◀(tk∙)b, (∙tk)b◀( tk∙)a und tkStarta◀ tkStartb, wobei tkStarta, 








Nach der Folgerung 4.4.4 gilt in ∑0: (i) (∙t2)a(⊲\(∙t2)a) (∙t2)b 
und (ii) entweder a) an (∙t2)b gibt es keine aktivierte 
konkurrente Transition oder b) an (∙t2)b gibt es aktivierte 
onkurrente Transition und tk 2  ist fair. 
Im Folgenden zeigen wir, in ∑1 gelten (i) und (ii) weiter. 
Daraus folgt dann nach der Folgerung 4.4.4, dass auch die 
Blockbedingung erhalten bleibt.  
Da ∑1=∑0(Nt
1
\ t1) die Blockbedingung erfüllt und in (Nt
1
,t1−) 
(∙t1)a◀(t1∙)b und (∙t1)b◀( t1∙)a gelten und (∙t2)b∩∙t1=∅ gilt, 
bleibt (∙t2)a(⊲\(∙t2)a)(∙t2)b im Verfeinerungsschritt ∑0 1 
erhalten (wegen Folgerung 5.3.8). Daraus folgt: (i) gilt in 
∑1 weiter.  
Angenommen, in ∑0 gilt (ii) a), d.h. ∑0⊨ ((∙t2)b→¬p) für 
ein p∈∙t2Startb Startb
von t2Startb ist. Wegen Bemerkung 5.3.12 bleibt 
∙ 2 b 0 1 
Also, (ii) a) gilt in ∑
) →¬
1 weiter. 
Angenommen, in ∑0 gilt (ii) b). Dann ist t2Startb fair. 
Also, in ∑1 gelten (i) und entweder (ii) a) oder (ii) b).        
 
An folgendem Beispiel ist leicht zu sehen, dass die 
Voraussetzung ∙t1∩∙t2=∅ oder ∙t1∩∙t2=(∙t1)a=(∙t2)a 
notwendig ist. Angenommen Che
zwei gemeinsame Dienstreisen. Wenn die Dienstreisen 
en werden dürfen , wer
entscheidet, welche Diestreise zuerst begonnen wird. Es 
wird meistens der Chef sein. 
 
7.  Entwurf  und Verifikation verteilter 




In diesem Abschnitt werden
Entwurf und zur Verifikation durch vert
Verfeinerung vorstellen. Wir werden anhand zweier nicht
rivialer dennoch verständlicher und anschaulichert
Anwendungsbeispiele unsere Methode demonstrieren. Als 
Anwendungsbeispiele für die Verifikation werden wir den 
asymmetrischen verteilten Mutex  verifizieren. Als 
Anwendungsbeispiel für den Entwurf werden wir den 
verteilten crosstalk Algorithmus durch verteilende 
Verfeinerung entwerfen. 
 
Bei Mutex betreffen die ge
S
 Eigenschaften des crosstalk beziehen sich dagegen 
die Teilaufgaben der zu verteilenden Transitionen. Daher 
ist es wichtig, was diese Transitionen für Teilaufgaben 
 Das ist der schwerere Fall. Die gem
E
Aktionen (Kausalitäten im System) formuliert. 
 
 




Wir können einen verteilten Algorithmus folgendermaßen 
verifizieren. Als erstes ist die algorithmische Idee des 
gegebenen Algorithmus zu bestimmen. Danach sucht man 
nach einem Modell, das 
d ellt. Diese
Agentensystem erweitert, das jetzt schon die 
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iese Verifikationsmethode hat noch den Vorteil, dass 
auch gut 
schritte für den Algorithmus 
halten werden. 
 
Anton hat ein Fahrrad 
A 
ann das Fahrrad aber von Anton 
ahrrad fahren möchte. Wenn 
 
s 
ust-auf-Fahrrad-fahrenA ⊲ Fahrrad-fahrenA (L1) 
Lust-auf-Fahrrad-fahrenS  ⊲ Fahrrad-fahrenS (L2
t. 
delliert, ob das 
Die T
von Anton
erteilt. Analog ist die Transition t’  auch 
 also unverteilt. Wir beginnen mit 
diesem S ∑ i
t’ nach eil
unächst geben wir einige Eigenschaften von ∑0 an. In ∑0 
hrradA + Fahrrad-fahrenS =1) 
 (7-1-3) 
ilten Transition  t 
t
Im lokalen Teilsystem (Nt,
 t− ) gelten offensichtlich die 
folgende Kausalität (∙t)A◀(t∙)S  und (∙t)S◀(t∙)A, wobei die 




Die Umgebung von t erfüllt die folgenden Bedingungen: 
In ∑0 gilt: Lust-auf-Fahrrad-fahrenS ⊲FahrradA (Formel 
(7-1-6)); t hat an der Stelle Lust-auf-Fahrrad-fahrenS keine 
Konflikt-Transition, an der Stelle FahrradA zwar eine 
Konflikt-Transition aber auch eine Fairness-Annahme. Das 
Ersetzungsnetz Nt für t erfüllt die folgenden Bedingungen: 
In (Nt,
 t− ) gelten: Anfangstransition bittenS von  Susi ◀ 
Anfangstransition tA  von Anton; (∙t)A◀(t∙)S  und (∙t)S◀(t∙)A; 
n tA von Anton ist fair. 
algorithmische Idee veranschaulicht. Von diesem Netz ist 
zu beweisen, dass es die geforderten Eigenschaften des 
gegebenen Algorithmus erfüllt. Jetzt sind nur noch die im 
Netz enthaltenen unverteilten Transitionen korrekt zu 
verteilen. Es wird ein verteilter korrekter Algorithmus 








Im Folgenden demonstrieren wir, wie sich verteilte 
Algorithmen mit Hilfe der verteilenden Verfeinerung 
verifizieren lassen.  
 
Beispiel: Fahrradausleihe ∑0
Anton und Susi sind Geschwister. 
(Stelle FahrradA ). Wenn er Lust hat (Stelle Lust-auf-
Fahrrad-fahrenA ), kann er Fahrrad fahren (Stelle Fahrrad-
fahrenA ). Danach wird er sich ausruhen (Stelle ausruhen ). 
usi hat kein Fahrrad. Sie kS
ausleihen, wenn sie auch mal F
Anton aber zufällig auch selber das Fahrrad braucht, kann 
er es benutzen. Aber Anton soll nicht immer wieder nur
selbst das Fahrrad benutzten, er soll  Susi irgendwann 
einmal das Fahrrad ausleihen (das nennt man fairness). 
Wenn Susi das Fahrrad benutzt, soll sie danach sofort da
Fahrrad zurückgeben, weil das Fahrrad  Anton gehört. 
 




D.h. jeder wird irgendwann das Fahrrad benutzen, wenn er 
Bedarf hat. 
Sicherheitseigenschaft:   
   ¬ (Fahrrad-fahrenA ⋀ Fahrrad-fahrenS )   (S) 
D.h. die beiden werden nie gleichzeitig das Fahrrad 
benutzen. 
 
Im System gibt es zwei Agenten: den Agenten Anton und 
die Agentin Susi. Die linken Stellen sind Stellen von Anton, 
die rechten Stellen sind Stellen von Susi. Die Stelle Fahrrad 
ehört zum Agenten Anton, weil das Fahrrad Anton gehörg
Die Stelle Fahrrad-ausgeliehenA  mo
Fahrrad ausgeliehen ist.  
 
ransition  uA   ist lokal von Anton, weil das Fahrrad 
 ist. Analog ist die Transition u ´ lokal. Die A
Transition t ist von Anton und Susi zusammen auszuführen, 
sie ist also unv
unverteilt. Das System ist
ystem 0, verteilen d e unverteilten Transitionen t, 





  (ausruhenS+ Lust-auf-Fahrrad-fahrenS+ Fahrrad-fahrenS 
=1)     (7-1-1) 
  (ausruhenA+Lust-auf-Fahrrad-fahrenA+ Fahrrad-fahrenA 
=1)     (7-1-2) 
  (Fahrrad-fahrenA + Fa
   (Fahrrad-fahrenA+ FahrradA + Fahrrad-ausgeliehenA =1)
    (7-1-4) 
  (Fahrrad-fahrenS → Fahrrad-ausgeliehenA)         (7-1-5) 
Lust-auf-Fahrrad-fahrenS  ⊲ FahrradA           (7-1-6) 
 
Lemma 7.1.1  ∑0  erfüllt (S), (L1) und (L2). 
 
Die Verteilung der unverte
 
Im ersten Schritt verteilen wir die unverteilte Transition t 




Wir benutzen den dritten Grundtyp (vgl. Satz 6.4.3 in 


























(b)Ersetzungsnetz Nt für t 



























eweis: siehe [Wu07]. 
n. 
 t angegeben. 










Die Umgebung dingungen: 
In ∑1 gilt: A); t´ 
hat an de  Konflikt-
Transition  erfüllt die 
folgende Beding ansition tS´ 
von  Susi 
Wir benutzen d .1 in 
Abschnitt 6.2) bedingung 
erfüllt ist. 
Lemma 7. ngung. 
 
rhaltenbleiben von Eigenschaften: 
über Erhaltenbleiben der 
enschaften erhalten 
bleiben. 
emma 7.1.6   
sschritt (∑ →∑ ) bleiben (S), (L1) und 
 
Der Entwurf durch verteilende Verfeinerung umfasst drei 
Schritte: 
1. Die Grundidee des Algorithmus wird durch ein einfaches 
System, das Grundmodell, dargestellt. Die geforderten 
Eigenschaften des Systems werden formuliert. 








von t´ erfüllt die folgenden Be
   (Fahrrad-fahrenS → Fahrrad-ausgeliehen
r Stelle Fahrrad-ausgeliehenA keine
. Das Ersetzungsnetz Nt´ für t´
ung:  In (Nt´,
 t´− ) gilt: Anfangstr
◀ Anfangstransition tA´ von Anton. 
en zweiten Grundtyp (vgl. Satz 6.2
 zum Nachweisen, dass die Block
1.5  ∑*=∑1(Nt´\ t´) erfüllt die Blockbedi
Erhaltenbleiben von 
Wir benutzen die Sätze über das Erhaltenbleiben d
Eigenschaften durch Verfeinerung  m
Synchronisationsbedingungen aus Abschnitt 5.3 zum 
Nachweisen, dass alle gewünschten Eigenschaften erhalten 
bleiben. 
Lemma 7.1.3   
Beim Verfeinerungsschritt (∑0→∑1) bleiben (S), (L1) und 
(L2) erhalten. 
 
Lemma 7.1.4   
Bei (∑ →∑ ) bleiben die folgenden Eig0 1 enschaften erhalten: 
(i)   (Fahrrad-fahrenS→Fahrrad-ausgeliehenA);  
(ii)  ¬(Lust-auf-Fahrrad-fahrenS∧Fahrrad-fahrenS); 
(iii) ¬(Lust-auf- ahrrad-fahrenA ∧ Fahrrad-fahrenA );  
(iv)  (Fahrrad-fahrenA+ FahrradA + Fahrrad-fahrenS ≤1
B
 
Lemma 7.1.4 (i) werden wir zum Nachweis der 
Blockbedingung bei der Verteilung von t’ benutzen. 
Lemma 7.1.4 (ii)-(iv) werden wir zum Nachweis des 
Erhaltenbleiben von Eigenschaften bei der Verteilung von 
t’ benutze
 






Wir verteilen die unverteilte Transition t´ zu einem 
verteilten Ersetzungsnetz Nt´ (Ab
 
E
Wir benutzen die Sätze 
Eigenschaften durch Verfeinerung  mit 
Synchronisationsbedingung aus Abschnitt 5.3 zum 
Nachweisen, dass alle gewünschten Eig
L
Beim Verfeinerung 1 *
(L2) erhalten. 
Beweis:  Aus Lemma 5.3.14 folgt: Bei (∑1→∑*) bleibt (S) 
erhalten (wegen (7-1-3), Lemma 7.1.4 (iv) ). Aus Lemma 
5.3.10 folgt:  Bei (∑1→∑*) bleiben (L1) und (L2) erhalten 






In Abb. 7.1.5 ist das erhaltene System ∑* nach der 
Verteilung von t´ angegeben. ∑* ist schon unser Ziel-
Algorithmus – ein verteilter Mutex-Algorithmus. In diesem 
System gelten alle gewünschten Eigenschaften. 
 
Satz 7.1.7  ∑*   erfüllt (S), (L1) und (L2). 
Beweis: Folgt direkt aus Lemma 7.1.1, Lemma 7.1.3 und 
Lemma 7.1.6.            
 
 























 (b) Ersetzungsnetz Nt’ für t’ 























































 – der linke Agent l und echte 
gent r – werden wiederholend gemeinsame Aktionen zur 
gabe begonnen wird. Bei dem crosstalk-
 Agent r 
ndet eine Nachricht (Aktion sendenr ); der Agent l 
nt r 
twortet auf diese Nachricht (Aktion antwortenr ); der 
angenl ).  







legt. Die Aufgabenspezifikation  sendenl , 
mpfangen  besagt, die Agenten l und r senden beide in 
Term: elementare Aufgabe | 
 ; Term 
abenspezifikation bzw. einer 
  beachtet, werden diese 
Relation entsprechen. 
Deshalb werde n zur Bezeichnung der 
R
 
Für a, b∈ elementar tion ) 
t  
∈ elementare Au equenz), b ∈ elementare 
gaben 
iert  a◀ t´. 
2. Das Grundmodell wird um eine algorithmische Idee zu 
einem Algorithmus erweitert und zwar so, dass ein 
unverteiltes Agentensystem (Anfangsalgorithmus) entsteht. 
Die Gültigkeit der geforderten Eigenschaften des Systems 
wird bewiesen. 
3. Die unverteilten Transitionen werden so verfeinert, dass 
die gewünschten Eigenschaften erhalten bleiben. 
 
Zur Illustration des Entwurfs wird in diesem Abschnitt der 
Crosstalk-Algorithmus durch verteilende Verfeinerung
erzeugt. Hierbei werden drei unverteilte Transitionen
verteilt. Die Korrektheit des Entwurfs wird bewiesen. 
 
1. Grundidee des crosstalk-Algorithmus
 
Wir betrachten zunächst das folgende System (vgl. Abb. 
.2.1): Zwei Partner der r7
A
Kommunikation ausführen. Sie haben drei unterschiedliche 
Aufgaben: Aufgabe1, Aufgabe2 und Aufgabe3.  
 
 
Abb. 7.2.1 Crosstalk 
 
Jede der drei Aufgaben wird vollständig bearbeitet, bevor 
die nächste Auf
Algorithmus sind die drei Aufgaben: 
Aufgabe1 besteht aus folgenden Aktionen: der
se
antwortet auf diese Nachricht (Aktion antwortenl ); der 
Agent r empfängt die Antwort (Aktion empfangenr ).  
Aufgabe2 besteht aus folgenden Aktionen: der Agent l 
sendet eine Nachricht (Aktion sendenl ); der Age
an
Agent l empfängt die Antwort (Aktion empf
A
senden jeweils eine Nachricht (Aktionen sendenl , sendenr );  
beide Agenten antworten jeweils auf die Nachricht 
(Aktionen antwortenl , antwortenr); beide Agenten 
empfangen jeweils die Antworten (Aktionen empfangenl , 
empfangenr ).  
 
Dieses Grundmodell des crosstalk-Algorithmus beschreib
einzelnen Aktionen der Agenten verbal. Um die 
geforderten Eigenschaften des Algorithmus formalisieren
zu können, müssen wir zunächst definieren, wie wir
Aufgaben der einzelnen Agenten formal darstellen. 
2. Spezifikation von Aufgaben eines unverteilten 
stems mit Agenten und Kanälen 
 
In einem unverteilten System modelliert eine unverteilte 
Transition mehrere Aufgaben unterschiedlicher Agenten. 
Zum Beispiel enthält die unverteilte Transition Verträge-
behandeln-und-unterschreiben im Einführungsbeispiel 
Dienstreise (siehe Abschnitt 1) zwei Aufgaben der Agenten 
Mitarbeiter und Chef. Um alle Teilaufgaben einer 
Transition beschreiben zu können, haben wir entweder 
lange Namen verwendet oder im Text genauer die 




Eine Aufgabenspezifikation soll z.B. sendenl ; empfangenr 
sein. Ein Agent l hat die Aufgabe  ´senden´. Danach soll 
ein Agent r die Aufgabe ´empfangenr´ haben. Aufgaben 
sind also Bezeichner. Agenten sind die Agenten des 









Sequenz: Term | Sequenz
Aufgabenspezifikation: Sequenz | Aufgabenspezifikation , 
Sequenz 
 
Eine etwas umfassendere Aufgabenspezifikation ist: 
{ sendenl , sendenr} ; { antwortenl , antwortenr} ; 
{empfangenl , empfangenr} 
 
Elementare Aufgaben (Aufgabenspezifikation ) =def  








Wir verwenden Aufgabenspezifikationen als Namen von 
Transitionen. Damit ordnen wir den Transitionen eine 
Semantik zu. Das Ziel der Aufgabenspezifikation ist es, die 
elementaren Aufgaben der Agenten festzulegen und die 
Reihenfolge anzugeben, in der diese Aufgaben erfüllt 
werden sollen. Falls eine Verfeinerung diese 
Reihenfolgebeziehungen
Reihenfolgebeziehungen der ◀ 
n wir die ◀ Relatio
eihenfolgebeziehungen verwenden. 
e Aufgaben (Aufgabenspezifika
gilt a◀b sdruck der 
Aufgabenspezifikation der Form Sequenz ; Term mi
fgaben (S
gdw. es existiert ein Teilau
a
Aufgaben (Term). Gilt t´◀ t  und a∈ elementare Auf
( t ), so wird definiert  t´◀a. Gilt  t◀ t´ und a∈elementare 
Aufgaben ( t ), so wird defin
 
Beispiel für ein einfaches unverteiltes Netz: 
 
Abb. 7.2.2 Ein System ∑ mit einer unverteilten Transition 
Aufgabea ; Aufgabeb
 




Agent  l Agent  r 
ta ua












ransitionen des  die in unserem 
s  ka
rschiedene Aufgabenspezifikationen die 
leiche entare Aufgabe enthalten dürfen. Die 
nicht 
en gleichen Namen für eine Transition verwenden. In 
n Verfeinerungsnetzen 
erwenden. 
zu einer durch 
en 
Sei t d ine 
t ist 
konform  es eine 




urch die Festlegung, dass eine Aufgabenspezifikation 
 
i N ein Standardverfeinerungsnetz 
 
e e
erhalten bleibt. Bei der konformen 
erfeinerung von t gelten zusätzlich in jedem Ablauf für 
de t→Nt Ersetzung die zwischen den Teilaufgaben 
eforderten Relationen. (ein kompleter Beweis siehe 
t
n, und danach steht er im Zustand gesendet. Dann 
r ; empfangenl , 
ruhigl,gesendetl,Nachrichtrl}, r={ruhigr,gesendetr, 
tenmenge A={l, r}.  
 
Verfeinerung konform zur Aufgabenspezifikation 
 
Damit die Eigenschaften eines u
erhalten bleiben, muss ein Verfeinerungsnetz Nt einer 
unverteilten Transition t die durch den Namen t gegebene 
Aufgabenspezifikation beachten. 
 
Im Beispiel der Transition  Aufgabea ; Aufgabeb geschieht 
das z.B. durch folgendes Verfeinerungsnetz: 
 
Abb. 7.2.3 Ersetzungsnetz für die Transition Aufgabea ; 
Aufgabeb  in Abb. 7.2.2 
Die Relation  Aufgabea◀Aufgabeb wird durch dieses 
Verfeinerungsnetz erhalten. Außerdem haben wir 
ineindeutige Abbildung der elementaren Aufgaben der
pezifikation (also Aufgabea,  Aufgabeb ) in die Menge der
Verfeinerungsnetzes,T
Beispiel die Identität i t. Leider nn nicht immer die 
Identität als Abbildung benutzt werden. Das kommt daher, 
dass zwei ve
elemg
Verfeinerungsnetze zweier Transitionen dürfen aber 
d
unseren Beispielen werden wir dieses Problem umgehen, 
indem wir den Namen elementarer Aufgaben mit keinem, 
einem oder mehreren Strichen versehen, wenn wir sie als 
Namen von Transitionen i
v
 
Definition 7.2.1 (Verfeinerungsnetz konform 
den Namen der Transition gegeben
Aufgabenspezifikation) 
er Name einer Transition, wobei t syntaktisch e
Aufgabenspezifikation ist. Ein Verfeinerungsnetz N
 zur Aufagbenspezifikaiton t, wenn
eineindeutige Abbildung  c  elementare Aufgaben( 
Transitionen( Nt ) gibt mit : sind a,b∈elementare Aufg
t ) und a◀b, so gilt im Verfeinerungsnetz  c(a)◀c(b). 
D
durch den Namen der Transitionen gegeben wird, 
vermeiden wir eine Erweiterung der Netzdefinition. 
 
Durch das Verwenden der Namen elementarer Aufgaben 
als Namen der Transitionen in Verfeinerungsnetzen 
(gegebenfalls ergänzt um ein oder mehrere Striche ) 
vermeiden wir die explizite Angabe der Abbildung 
zwischen den elementaren Aufgaben und den Transitionen. 
 
Bisher können wir nur Aussagen darüber machen, welche 
temporal-logischen Eigenschaften eines Systems ∑ im 
verfeinerten System ∑´=∑(Nt \ t ) erhalten bleiben (siehe 
Abschnitt 5). Jetzt ist es auch möglich festzustellen, welche 





Seien ∑ ein Agentensystem, t eine unverteilte Transition von 
Agenten a und b in ∑. Se t  
von t und konform zur Aufgabenspezifikation t. Es gelte für 
∑´=∑(Nt\t) die Blockbedingung. In (Nt,t−) gelten (∙t)a◀(t∙)b 
und (∙t)b◀(t∙)a. Sei e eine elementare Teilaufgabe von t, sei 
c(e) der Transitionsname von e in Nt. Weiter sei t´∈T  mit  
t´≠t. 
 Wenn ∑ ⊨ t´◀e gilt und es ein p∈∙i. t mit ∑ ⊨ t´◀p und
(Nt,t−) ⊨ p◀c(e) gibt, dann gilt ∑´ ⊨ t´◀e. 
ii. Sei e´ eine weitere Aufgabe von t, d.h. e´∈elementare 
ufgaben(t). Dann bleibt e◀e´ beim Verfeinerungsschritt A
(∑→∑´) erhalten. 
iii. Sei e´ eine Aufgabe, Te´ ≔{ te´∈T | e´∈elementare 
Aufgaben(te´)} mit Te´≠∅ und t´∉Te´. Dann bleiben t´◀e´ 
und e´◀t´ beim Verfeinerungsschritt (∑→∑´) erhalten. 
v. Seien ei 1  und e2  Aufgaben, T
1 1
Aufgaben(t
≔{ t ∈T | e1∈elementare 
e1
)}, Te2≔{te2∈T |e2∈elementare Aufgaben(te2)} 
mit: Te1, Te1  sind nicht leer und enthalten t nicht. Dann 
bleibt e1◀e2  beim Verfeinerungsschritt (∑→∑´) erhalten. 







3. Anfangsalgorithmus  
 
In Abb. 7.2.4 ist ein etwas konkreteres Modell ∑0 unter 
folgender En wurfsentscheidung angegeben: Es wird für 
beide Agenten jeweils nur eine Sendeoperation modelliert. 
Ein Agent kann nur im ruhig-Zustand eine Nachricht 
sende
modelliert die Transition t1 in ∑0  antwortenl ; empfangenr , 
und die Transition t2 modelliert antworten
die Transition t3 modelliert   
{antwortenl , antwortenr }; {empfangenl , empfangenr }.  
 
Abb. 7.2.4 System ∑0
  
Seien l={
Nachrichtlr}. Weiter sei die Agen
 
In ∑0  gilt für den linken Agenten l die folgende Invariante: 
ruhigl  +  gesendetl   = 1    (7-2-1) 
(d.h. der Agent l steht entweder im Zustand ruhigl oder im 

















Abkürzungen für die Namen der Transitionen: 
t1≔antwortenl ; empfangenr  
t2≔antwortenr ; empfangenl  
t3≔{antwortenl , antwortenr }; {empfangenl , empfangenr }
 25




i crosstalk ist die folgende Eigenschaft gewünscht: Ein 
 hat. 
ann soll gelten: 
 
Sendeopera  d.h
n ◀ antworten (K2) 















ir verfeinern jetzt die Transition t , also  antworten ; 
 l im 
ustand ruhigl steht, dann werden die beiden Agenten diese 
 sie in 
∧ Nachrichtrl   → 
esendetr. Der Agent r hat an der Stelle gesendetr eine 
lternative Transition t3. Aus ruhigl folgt ¬ gesendetl 
egen Invariante (7-2-1)). Und gesendetl ∈∙t3. Daraus 
un können wir den Satz 6.2.2 (Abschwächung von Satz 
en, wenn sein Partner schon 
 
Das in  
Nt1
Analog gilt für den rechten Agenten r: 
ruhigr  +  gesendetr  = 1.    (7-2-2) 
Außerdem sind die Kanalstellen Nachrichtrl  und 
Nachrichtlr 1-beschränkt durch folgende Invarianten: 
ruhigr  +  Nachri
(d.h. entweder steht r im Zustand ruhigr oder es gibt ei
Nachricht für l Nachrichtrl )  und 
ruhigl  +  Nachrichtlr = 1.    (7-2-4) 
Daraus folgt: Das System ∑0  ist ein Agentensystem.  
 
Wir brauchen noch folgende Formeln: 
Nachrichtlr  ↔ gesendetl        (7-2-5) 
(wegen Invarianten (7-2-1) und (7-2-4) ) 
  Nachrichtrl   ↔ gesendetr       (7-2-6) 
(wegen Invarianten (7-2-2) und (7-2-3) ). 
 
Das System ∑0 enthält drei unverteilte Transitionen t1, t2 
und t3, ist also ein unverteiltes System. Wir werden durch
verteilende Verfeinerung dieses System zu einem verteilten 
System verfeinern. Das erhaltene System ist gerade der 
verteilte crosstalk-Algorithmus (System ∑* ).  
Be
Agent, z.B. der Agent l, soll die Kommunikation nicht 
beenden, bevor r die gesendete Nachricht empfangen
D
Vor einer Antwortoperation eines Agenten liegt eine
tion des anderen Agenten, .  
sendenl ◀ antwortenr;  (K1) 
sende r l .  
Vor einer Empfangsoperation eines g
ration des anderen Agente .hAntwortope n, d .  
antwortenr◀ empfangenl;    (K3) 
fangenantwortenl ◀ emp  r.    (K4) 
Damit gilt: Zwischen zwei Sendeoperationen eines Agenten 
gibt es immer eine Antwortaktion des anderen Agenten und 
zwischen zw eei Antwortoperation n eine e ation. 
 
as folgende Lemma besagt, dass der AnfangsalgoritD
∑0 die gewünschten Eigenschaften (K1)-(
 
Lemma 7.2.3  ∑0  erfüllt (K1), (K2), (K3)
Beweis: Zu 
 un
(K1): In ∑0 gilt:  sendenl◀ t2  denl◀ t3. 
ta aben (t ) Nur elementare Aufgaben (t2) und elemen
thalten Aufgabe antworten . Daraus folgen
Beweis für (K2)-(K4) siehe [Wu07]. 
 
Im Folgenden werden wir nacheinander die drei 
Transitionen t1, t2 und t3 verteilen. Da bei unseren 
verteilenden Verfeinerungen hier die Kausalordnungen 
ollständig erhalten bleiben, wissen wir nach v
Reihenfolge von Verfeinerungsschritten im Abschnitt 6, 
dass die Reihenfolge, in der die Transitionen verfeinert 
werden, den Entwurf der Verfeinerungsnetze nicht 
beeinflußt, d.h. wir erhalten immer dieselben 
Verfeinerungsnetze. Wir können deshalb den Entwurf wie 
folgt durchführen: Zunächst werden wir  jede einzelne 
Transition t , t und t3 in ∑0 verfeinern und die Korrektheit 
nn werden wir allegen nachweisen. Da  drei 
Transitionen gleichzeitig in ∑0 jeweils durch die 
entsprechenden Verfeinerungsnetze ersetzen und ein 
korrektes verteil  ∑tes System *´ erhalten. 
4. Die Verteilung der unverteilten Transition  t1
 
 
W 1 l  
empfangenr. Wenn r schon eine Nachricht Nachrichtrl  
gesendet hat, und im Zustand gesendetr  steht, und
Z
Transition t1 gemeinsam ausführen. Danach werden
den Zustand ruhigl bzw. ruhigr zurück gehen. In Abb. 7.2.5 
wird t1 isoliert dargestellt. 
 
Abb. 7.2.5  Die zu verfeinernde Transition t1
 
Wir  werden den Entwurf der Verteilung von t1 wie folgt 
durchführen: Zunächst werden wir die Umgebung der zu 
verfeinernden Transition analysieren und dann die Sätze 
aus dem Abschnitt 6 benutzen, um die Kausalitäten zu 
finden, die das Ersetzungsnetz erfüllen soll, damit die 
Blockbedingung erfüllt werden kann. Dann konstruieren 
wir ein Ersetzungsnetz, das diese Kausalitäten erfüllt. 
 




folgt: t3 ist nicht aktiviert. 
 
N
6.2.1, Grundtyp 2) benutzen. Laut diesem Satz garantiert 
ein Standardverfeinerungsnetz die Blockbedingung, wenn 
es die folgenden Kausalitäten erfüllt:  
- Anfangs-Transition von Agent l ◀ Anfangs-Transition von 
Agent r. 
- (∙t1)l◀(t1∙)r und (∙t1)r◀(t1∙)l, d.h. ein Agent kann erst im 
Nachbereich von t1 Token leg
seine Anfangs-Transition ausgeführt hat. 
 Abb. 7.2.6 angegebene Standardverfeinerungsnetz
 erfüllt offensichlich die oben genannten Bedingungen. 
 
Abb. 7.2.6 Verfeinerungsnetz  Nt1 von t1
 
Satz 6.2.2 sichert die Gültigkeit der Blockbedingung. 
Zusammen mit  (∙t1)l◀(t1∙)r und (∙t1)r◀(t1∙)l erhalten wir 
as folgende Lemma. d
Lemma 7.2.4 
Verfeinerungsschritt (∑0→∑1) mit ∑1=∑0(Nt1\ t1
 ) erfüllt die 
Blockbedingung und in (Nt1,














Agent  l 
















hst die Umgebung der zu 
erfeinernden Transition analysieren, und dann die Sätze 
geeignetes 
\   die 
Blockbedingung und in (Nt2,
 t2−) gelten (∙t2)l◀(t2∙)r und 
(∙t2)r◀(t2∙)l. 
Lemma 7.2.7 





6. Die Verteilung der unverteilten Transition  t3
 
 








) Verfeinerungsnetz  N  von t
Wieder analysieren wir zu st die Umgebung der zu 
 Transition, und dann verwenden wir die 
em Abschnitt 6, um ein korrektes 
0 l ichtrl → gesendetr∧Nachrichtr 
egen gesendetl → Nachrichtlr und Nachrichtrl → 
ichtrl ⊲ 
esendetr∧Nachrichtr. Umgekehrt gilt auch 
ie 
Satz 6.1.3 
bschwächung von Satz 6.1.1, Grungtyp 1) garantiert das 





, t3−) gelten (∙t3)l◀(t3∙)r un  
 
Lemma 7.2.9 
Nt3 ist konform zur Aufagbenspezifikaiton t3
  und in (Nt3,
 t3−) 
gelten Nachrichtlr◀antwortenr´ und 
Nachrichtrl◀antwortenl´.   
 
Offensichtlich gilt die folgende Aussage. 
Lemma 7.2.5 
Nt1 ist konform zur Aufagbenspezifikaiton t1
  und in (Nt1,
 t1−) 
{antwortenl , antwortenr }; {empfangenl , empfangenr }
Wenn der Agent  l schon an seinen Partner eine Nachrich
Nachrichtlr gesendet hat, und im Zustand gesendetl  steht, 
und auch der Agent  r schon an seinen Partner eine
Nachricht Nachrichtrl  gesendet hat, und im Zustand 
gesendetr  steht, dann werden die beiden Agenten diese









Transition t2, also antwortenr  ; empfangenl. Wenn l schon 
an seinen Partner r eine Nachricht Nachrichtlr gesendet hat, 
und im Zustand gesendetl  steht, und r im Zustand ruhigr
steht, dann werden die beiden Agenten diese Transition t2 
gemeinsam ausführen. Danach werden sie in den Zustand 
ruhigl bzw. ruhigr zurück gehen. 
 
 
(a) Die zu verf
(b) Verfeinerungsnetz  N  vo
Abb. 7.2.7 Verteilung von t2
 
Wir werden wieder zunäc
v
aus dem Abschnitt 6 verwenden, um ein 
korrektes Ersetzungsnetz zu finden. 
 
In ∑0 gilt: ruhigr  ∧ Nachrichtlr  → gesendetl (wegen 
Nachrichtlr→ gesendetl ). Die alternative Transition t3  an 
der Stelle gesendetl ist nicht aktiviert, weil gesendetr ∈∙t3  
aber gesendetr gilt nicht (da ruhigr gilt). Nach dem Satz 
6.2.2 (Abschwächung von Satz 6.2.1) garantiert das in Abb. 
7.2.7(b) angegebene Standardverfeinerungsnetz Nt2 die 
Blockbedingung. 
 
Damit erhalten wir die folgenden zwei Lemmata. 
Lemma 7.2.6 
Verfeinerungsschritt (∑0→∑2) mit ∑2=∑0(Nt2  t2 ) erfüllt
orm zur Aufagbenspezifikaiton t2  und (N
ruhigl bzw. ruhigr zurück gehen. 
gesendet
 
(a) Die zu verfeinernde Transition t3
(b t3 3 





Ersetzungsnetz zu entwerfen. 
 
 ∑  gilt: gesendet ∧NachrIn
(w
gesendetr). Damit gilt auch gesendetl∧Nachr
g
gesendetr∧Nachrichtlr⊲gesendetl∧Nachrichtrl. D
alternative Transition t von Agent l an der Stelle ge2    sendetl 
ist nicht aktiviert, weil ruhigr∈∙t2  aber ruhigr gilt nicht (da 
gesendetr  gilt). Die andere alternative Transition t1  von 
Agent l  an der Stelle Nachrichtrl   ist auch nicht aktiviert, 
weil ruhigl∈∙t1  aber ruhigl gilt nicht (da gesendetl  gilt). 
Analog sind die beiden alternativen Transitionen t1  und t2  
von Agent r  jeweils an der Stelle gesendetr und der Stelle 




Damit erhalten wir folgende zwei Lemmata. 
Lemma 7.2.8 
Verfeinerungsschritt (∑0→∑3) mit ∑3=∑0(Nt3\ t3
 ) erfüllt die
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Das folgende erungschritt  
(∑0→∑3) die V gebung für den 





.5.1 erfüllt jeder Verfeinerungsschritt von ∑3→∑1´→∑2´ 
ung.                     q.e.d. 
1), (K2), (K3) und (K4). 
lt (K1). Der Beweis für 
]). 
∑1´→∑2´ mit  
Nt2\ t2
 ) und 
g vollständig erhaltend.             (1) 
egen Lemma 7.2.3 gilt (K1) in ∑0. Wir brauchen nur zu 
erfeinerungsschritt von 
→∑ →∑ ´→∑ ´  erhalten bleibt.  
tenr´(wegen Lemma 
7.2.9). Daraus folgt (wegen Satz 7.2.2(i) ): (K1) bleibt 
erhalten.     
ir machen von diesem System ∑*´  aus eine äquivalente 
m-Transformation und erreichen dann schon den 
Zielalgorithmus ∑ s(Abb. 7.2.10). Z. 
. haben empfangenr´ und returnr die gleiche Wirkung. Bei 
n fallen die Stellen  fertiglr´  und fertiglr  
en. 
ig und es gelten die 
nschaften: Zwischen zwei Sendeoperationen 
nver , un  
iert. Unser 
zum Entwurf und zur 
Verifikation nachrichtenbasierter verteilter Algorithmen 
durch verteilende Verfeinerung entwickelt. Mit dieser 
 Lemma besagt, dass beim Verfein
oraussetzungen für die Um
r Blockbedingung bei verteilenderN
Verfeinerung von t1  und von t2 erhalten bleiben. 
 
Lemma 7.2.10 
i. Beim Verfeinerungsschritt (∑ →∑ ) bleiben folgende 
igenschaften erhalten: E
- ruhigl ∧Nachrichtrl  ⊲ gesendetr ; 
- ruhigr ∧Nachrichtlr  ⊲ gesendetl . 
ii. In ∑3  gibt es  
- keine neue aktivierte Transition zu t1  und 
- auch keine neue aktivierte Transition zu t2. 
Beweis: siehe [Wu07]. 
 
7. Der verteilte Zielalgorithmus  
 
Wir ersetzen jetzt alle drei Transitionen t1, t2 und t3  in ∑0 
jeweils durch ihre Verfeinerungsnetze Nt1, Nt2 und Nt3. Das 




Zu (∑3→∑1´): Es gilt: antwortenr ∉  elementare 
Aufgaben(t1).Wegen (1) gilt nach  Satz 7.2.2(iii): (K1) 
bleibt erhalten. 
Zu (∑1´→∑2´): Wegen (1) gilt nach Folgerung 5.3.2: Bei 
jedem Verfeinerungsschritt von ∑0→∑3→∑1´  bleibt 
sendenl ◀ Nachrichtlr erhalten. Aus (2) folgt: In ∑1´ gilt 
sendenl◀Nachrichtlr. In (Nt2,t2
−) gilt  
Nachrichtlr◀antwortenr(wegen Lemma 7.2.7). Daraus folgt 
(wegen Satz 7.2.2(i) ): (K1) bleibt erhalten.   
Daraus folgt: In ∑*´  gilt (K1).           
Abb. 7.2.9 System ∑*´ 
Lemma 7.2.11  
Sei σ=∑0→∑3→∑1´→∑2´ mit 
∑2´=∑1´(Nt2\t2). Jeder Verfeinerungsschritt von σ erfüllt die 
Blockbedingung. 
Beweis: Wegen Lemma 7.2.10 nach Satz 6.2.2 erfüllt 




Satz 7.2.12  ∑*´   erfüllt (K
Beweis: Wir zeigen hier, ∑*´   erfül
g(K2) - (K4) ist analo  (siehe [Wu07
 L .2.11 gilt:  Wegen emma 7
Jeder Verfeinerungsschritt von ∑0→∑3→
  ∑3=∑0(Nt3\ t3 ), ∑1´=∑3(Nt1\ t1 ), ∑2´=∑1´(
∑2´=∑*´   ist Halbordnun
W
zeigen, dass (K1) bei  jedem V
∑0 3 1 2
Zu (∑0→∑3) : 
In ∑0 gilt: sendenl ◀ Nachrichtlr.                                       (2) 
In (Nt3,




und auch die Stellen  geantwortetr und geantwortetr´ 
zusammen. Es gibt für derartige Vereinfachungen, bei 
denen zwei Aktionen mit der gleichen Wirkung identifiziert 
werden, gut bekannte Algorithm
 
Abb. 7.2.10 Zielalgorithmus ∑* – verteilter crosstalk-
Algorithmus 
 
Der entworfene Algorithmus erfüllt die geforderten 
Eigenschaften. Es ist verteilt, lebend
Sicherheitseige
eines Agenten gibt es immer eine Antwortaktion des 




8. Zusammenfassung und Ausblick 
 
 
Zum Schluss fassen wir kurz zusammen, was wir erreicht 
haben, und machen einen Ausblick darauf, was wir weiter 
untersuchen können. 
 
Wir haben den Verfeinerungsbegriff Verteilende 
Verfeinerung eingeführt und entsprechend passende 
eilt u dBegriffe Agentensystem, vert , teilt
ynchronisationsbedingung definS
Verfeinerungsbegriff erlaubt neue Nebenläufigkeiten und 
ist eigenschafts-haltend. 
 
Wir haben drei Grundtypen von Verfeinerungsnetzen 
gefunden, die wir sowohl beim Nachweis der Gültigkeit der 
Blockbedingung als auch beim Entwurf des 
Verfeinerungsnetzes, das die Blockbedingung garantiert, 
verwenden können. 
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on n Agenten gib en folgenden Weg. 
n-2  als einen 
genten an-2´, und verteilen jede unverteilte Transition 
on a tem, 
in de lnen 
genten a1, a2,..., an gibt. 
 verifizieren, müssen wir noch 
en Begriff verteilende Verfeinerung von Elementaren 
uf der verteilenden Verfeinerung im 
odell elemantare Petrinetze. Die Verteilung einer 
d.h. beim Verteilen die Blockbedingung und 
ie Synchronisationsbedingung erfüllt sind. Die 
lisiert. Eine weitere Arbeit ist 
ie Formalisierung der Synchronisationsbedingung  für 
gebraische Petrinetze. 
Die Eigenschaften von der 2. Zeile bis zu der 6. Zeile in der 
Ta lle ce- (al
dargestellt. Zeile 7 bis 1 ss  
Eigensch telle g nzen Netz dargestellt 
sin
 
eiben von Eigenscha  
dard ungs
rvey of behaviour and equivalence preserving 




Methode sind der Entwurf und die Verifikation leicht und 
verständlich. 
 
Im Folgenden geben wir einige offene und weiter zu 
untersuchende Probleme an. 
 
1. Verteilen einer unverteilten Transition von n Agenten in 
Agentensystemen. 
 
In dieser Arbeit haben wir die Verteilung unverteilter 
Transitionen von zwei Agenten behandelt. Darauf 
basierend können wir die  unverteilt
ransitionen von n Agenten untersuchen. Für den Fa
t es z.B. dv
Angenommen, es gibt n Agenten a1, a2, ..., an. Zunächst 
betrachten wir a1, a2,..., an-1 als einen Agenten an-1´  und 
verteilen die unverteilte Transition der beiden Agenten an-
1´ und an. Wir erhalten dann ein System, in dem es 
unverteilte Transitionen von Agenten a1, a2,..., an-1  gibt. 
Und dann verteilen wir diese unverteilten Transitionen 
folgendermaßen: Wir betrachten a1,...,a
A
v n-2´ und an-1 usw. Am Ende erhalten wir ein Sys
m es nur verteilte Transitionen von einze
A
 
2. Verteilende Verfeinerung im Modell Algebraische 
Petrinetze 
 
Komplexe verteilte Algorithmen werden oft durch 
Algebraische Petrinetze modelliert (über Modellierung 
und Verifikation verteilter Algorithmen mit 
Algebraischen Petrinetzen, siehe [Rei98] ). Damit wir 
direkt im Modell Algebraische Petrinetze die Ideen von 
verteilender Verfeinerung anwenden können, um einen 
verteilten Algorithmus zu
d
Petrinetzen in Algebraische Petrientze übertragen. In 
Algebraischen Petrinetzen modelliert eine Transition 
durch Variablen eine Menge von Aktionen. Die 
verteilende Verfeinerung im Modell Algebraische 
Petrinetze basiert a
M
Transition im Algebraischen Petrinetz entspricht im 
elementaren Petrinetz den Verteilungen aller Aktionen 
dieser Transition. Beim Verteilen einer Transition müssen 
wir sichern, dass jede Aktion dieser Transition korrekt 
verteilt wird, 
d
Blockbedingung für Algebraische Petrinetze wurde schon 
in der Literatur [Peu01] forma
d
Algebraische Petrinetze und der Begriff verteilende 
Verfeinerung für Al
 
3. Erhaltenbleiben gewünschter Eigenschaften und 
Kausalitäten im Verfeinerungsnetz 
 
Beim Verteilen einer unverteilten Transition t müssen wir 
außer der Blockbedingung noch garantieren, dass 
gewünschte Eigenschaften erhalten bleiben. Dafür müssen 
wir noch herausfinden, welche Kausalitäten im 
Verfeinerungsnetz das Erhaltenbleiben einer gewünschten 
Eigenschaft garantieren. Direkt aus der Arbeit erhalten wir 
die folgende Tabelle (Tabelle 8.1). In der ersten Spalte 
steht die zu erhaltende temporal-logische Eigenschaft φ  
und in der zweiten Spalte steht die Kausalität im 
Verfeinerungsnetz, die das Erhaltenbleiben von φ garantiert. 
be sind über Interfa
aften, die über S
so ∙t∪ t∙) 
agen über










P,T: Stellen- bzw. Transitionsmenge eines Systems ∑ mit 
Agentenmenge A. t∈T: Eine unverteilte Transition von 
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