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ABSTRACT
MULTI-MODE CAVITY EFFECTS ON THE MICROWAVE
HEATING OF A CERAMIC SLAB
by
Stuart J. Walker
In order to gain insight into hot spot development in microwave heated ceramics,
a partially insulated, two dimensional ceramic slab situated in a TE M01 cavity
is modeled in the small Biot number limit. If the electrical conductivity is an
exponential function of temperture and E0 is the strength of the incident mode,
then the relationship between the spatially uniform, steady state leading order
temperature, v3 , and g is characterized by the well known bi-stable, or S shaped,
response curve. The steady state second order temperature, v 1 , is described by a
boundary value problem consisting of a Poisson equation with a non linear source
term and non linear boundary flux conditions at two of the slab faces; the remaining
two slab faces are assumed to be insulated. The source term depends on the electrical
conductivity function and the spatially dependent leading order electric field, both of
which are parametrized by v3 . The boundary conditions demonstrate fourth power
dependence on v8 as a result of radiated heat loss. It is the spatial dependence of v 1
that is the source of temperature non-uniformities that can cause deleterious density
fluctuations in a sintered ceramic.
The main results are as follows: First, for cavities of increasing width (i.e.,
increasing M) with v3 chosen on the lower branches of their corresponding S curves
where the TEM01 mode remains dominant, it is shown that detuning of the cavity
is the primary reason for the decrease of electric field strengths from their initial
resonant values. For v8 values chosen on the upper branches of the S curves where
the TEM01 mode ceases to be dominant, it is demonstrated that skin effect shielding
is the primary reason for the decrease of electric field strengths, while cavity detuning
plays a secondary role as evidenced by the distortion of the electric field pattern. This
distortion results from the prominent influence of other field modes.
Secondly, it is shown that, for lower branch values of v., the dominant TE M01
mode determines a similar sinusoidal mode structure for v 1 . As the value of M
increases for M >= 3, the steady state second order temperature transitions from a
state in which its double maxima are located near the insulated edges of the slab
for M = 3 to a state in which a single maximum is located in the center of the
slab for M >= 7. Preliminary data indicate that this trend is not observed for upper
branch v3 values due to the unpredictable behavior of the electric field. Finally,
data are presented which suggest a trend toward uniformity of temperature for lower
branch v. values. This supports the experimental observation that the temperature
of a microwave heated object becomes more uniform as the number of electric field
modes propagating within the object increases.
MULTI-MODE CAVITY EFFECTS ON THE MICROWAVE
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The word ceramic derives from the Greek keramos and Latin cremare meaning "to
burn" and is notoriously difficult to define concisely. In general a ceramic has been
defined as any inorganic or non-metallic material rendered hard and heat resistant by
heating at temperatures of 1000 degrees Fahrenheit or above. Most ceramics consist
of complex oxides and silicates although there are several exceptions including carbon
itself due to its highly refractory nature[1]. For our purposes, it will be sufficient to
define a ceramic as a material suitable for heat processing and characterized by a
low thermal conductivity.
The ever increasing demand for specialized ceramic materials in the industrial
and high tech worlds has initiated investigation into more effective methods for
creating them. To this end microwave and millimeter wave heating of ceramics
has become the subject of experimental and theoretical research with a goal to
design applicators suitable for the effective processing of ceramics in accordance
with stringent industrial specifications. In order for the desired processing method
to be effective, it is necessary to heat the sample within an applicator such that
temperature gradients within the material are controlled. For example, joining of
ceramics requires localized heating(and often melting) at the interface; in contrast,
sintering, a firing process which increases a ceramic's density by increasing grain size
and decreasing porosity without melting, requires uniform heating in an attempt to
minimize significant density fluctuations and subsequent structural weakening of the
sample as it contracts[2].
In order to achieve more uniform heating, the volumetric nature of micro- and
millimeter wave sintering has made it preferable to conventional sintering, in which
heat diffuses from the sample surface inward, often resulting in deleterious density
fluctuations. Furthermore, the typically low thermal conductivities of ceramics
1
2demand much more time to reach thermal equilibrium by conventional sintering
than by micro- or millimeter wave sintering. Ayappa et al. report that experiments
have shown densification and densification rates for certain ceramics are greater when
using microwave sintering as compared to conventional sintering. In order to compare
densification and grain growth predicted for microwave sintering with those predicted
by conventional sintering, they numerically solve the evolution equations for grain
growth and porosity developed in [3] for the late stages of sintering coupled to the
heat and time harmonic electric field equations in one dimensional ceramic slabs
composed of Al203 and SiC respectively. They fix the slab thickness and control
the heat flux at the slab surface so as to establish a small convective Biot number
regime in which the time scale for heat convection is much greater than that for heat
diffusion. This situation approximates a sintering technique in which a lossy material
such as SiC is used as a susceptor or lining to indirectly heat a low loss material such
as Al203 . The SiC insulates the low loss material, thereby reducing the effects of non
uniform heating.[4] Unfortunately, even with a volumetric heat source, this sintering
process evolves on the long convective time scale, which exacerbates the computa-
tional requirement of a numerical simulation [7].
In a systematic effort to understand the governing physics of microwave heating
of ceramics on the macroscopic level, Kriegsmann has conducted small Biot number
asymptotic analyses of the coupled non-linear system of the time harmonic electric
field equation and the heat equation for (1) an infinite one dimensional ceramic slab
of finite thickness on the order of a slab wavelength located in free space[5] and (2)
for a two dimensional slab of similar thickness situated in a TE103 applicator with
adjustable iris [7]. By avoiding extensive numerical computation in his analysis, he
is able to conduct parameter studies efficiently in order to observe trends and to
analytically establish functional relationships between various geometrical, thermal
and electrical quantities.
3In case (1), he offered a plausible explanation for the catastrophic phenomenon
of thermal runaway in which a sample's temperature can rapidly increase to its
melting point for a slight increase in the microwave power level. For an exponential
electrical conductivity function, he deduced a bistable (S-shaped) response curve
relating the leading order steady state slab temperature to the incident power. This
steady state is achieved when the power generated within the slab balances the power
lost at the surfaces. In particular, the existence of the upper branch of the curve
was attributed to the skin effect wherein the interior of the slab is shielded from
the microwaves, thereby quenching the electric field in the sample. Temperatures
residing on this upper branch are potentially high enough to cause melting of the
ceramic.
In case (2), he again obtained a bistable response curve and demonstrated how
the shape of the curve depends upon the coupling of the microwave to the cavity and
upon the effect of the subsequent heating on this coupling. By considering various
aperture sizes, he showed that for large aperture openings, the shape of the S-curve
is similar to that for case (1) with the existence of the upper branches again due to
skin effect shielding, while for certain smaller openings, the upper branches are the
result of cavity detuning as opposed to the skin effect.
The non linear nature of the heating process creates temperature non unifor-
mities or hot spots within a sample. The location and intensity of these hot spots
depend on the incident power level, the geometry of the cavity, and the geometrical,
thermal and electrical properties of the sample. The primary focus of our study will
be to investigate the development of these hot spots within a rectangular ceramic slab
situated in a TEM01 cavity by conducting a small Biot number asymptotic analysis of
the governing thermal-electric system of equations. Specifically, we will investigate
the effects of varying cavity dimensions on the second order temperature distri-
bution. While the leading order temperature is spatially uniform, it is the second
4order temperature that exhibits spatial variations. These spatial variations cause
temperature non uniformities, which can lead to inhomogeneities in the material
properties of a sintered ceramic. As an aid to our analysis, we will also inves-
tigate the effects of cavity detuning and skin effect shielding on the shape of the bi-
stable response curves and the implications these phenomena have for second order
spatial temperature variation. We choose a two dimensional cavity as a compromise
between the simpler single mode TE 103 cavity considered by Kriegsmann and a more
complicated fully three dimensional cavity. The two dimensional version supports
many more modes than the single mode cavity and provides insight into the effects
of these higher order modes that are present in more realistic situations.
The outline of the remainder of this dissertation is as follows: In chapter 2 we
present a survey of analytical and numerical methods that have been used in the
past to obtain electromagnetic field distributions within dielectric-loaded single and
multi-mode cavities. This serves as a basis for comparison with the method used
in this study for electromagnetic field determination. In chapter 3 we formulate the
microwave heating problem for a low loss ceramic slab in a TEJ0n  cavity where the
integer J specifies the mode number with respect to cavity width and n the mode
number with respect to cavity length. Next, an asymptotic approximation for the
temperature and electric field distributions within the slab, as the Biot number goes
to zero, is developed in chapter 4. In chapter 5 we find the leading order electric
fields in the cavity and sample utilizing scattering matrix theory; we then solve the
resulting linear system by singular value decomposition to include resonant cavity
length determination. Finally, in chapter 6, we discuss cavity effects on the leading
and second order slab temperatures including preliminary results on temperature
uniformity within the slab.
CHAPTER 2
LITERATURE SURVEY OF METHODS TO DETERMINE CAVITY
ELECTROMAGNETIC FIELDS
For perspective, we include a brief survey of methods that have been used to
determine cavity electromagnetic fields and the advantages and disadvantages of
each with respect to providing understanding of the interaction between the fields
and the loaded cavity.
2.1 Numerical Approaches
Many numerical investigations have been undertaken to describe this interaction,
including the finite difference time domain method(FDTD), ( e.g. [10, 11, 12]),
the method of lines(MOL), a variation on FDTD which leads to the solution of
Maxwell's equations via a system of ODE'S (e.g. [14, 15]), and the finite element
method(e.g. [17, 18]), all of which require discretization of the entire applicator
volume and its load. Although these methods are essential for field computations
involving arbitrarily shaped cavities and loads and in cases where the electromagnetic
properties of the load vary, they often suffer with respect to the computational time
and computer memory required to implement them.
First, for example, when the FDTD method is used to solve hyperbolic systems
such as Maxwell's equations, the spatial step size must be a small fraction of the
wavelength and the time step even smaller in order to ensure that the Courant
stablity condition is satisfied and, hence, that the numerical scheme is convergent[14].
The method of lines technique described by Fu and Metaxas in [14] relaxes this
stringent condition somewhat but still requires a small enough spatial step size for
sufficient solution accuracy. Regardless of whether FDTD, MOL or FEM is used, in
situations where the cavity dimensions are typically much larger than the wavelength,
5
6the convergence and accuracy requirements for each of these methods demand suffi-
ciently fine spatial grids so that large computer memory storage and long compu-
tation times are necessary.
Secondly, as detailed by Kriegsmann and Hile in [8], these methods are not
efficient for low loss ceramics in high Q cavities. A low loss ceramic absorbs small
amounts of electromagnetic energy and therefore requires a high Q cavity to allow the
electromagnetic fields to build up sufficiently to heat the ceramic. To solve the time
dependent Maxwell equations using the FDTD method, assuming a time harmonic
incident wave, the time required for the fields to converge to a time harmonic steady
state is greatly increased because transient fields will linger in a high Q cavity for
many periods before radiating out of the structure. To solve the time harmonic
Maxwell equations using the FE method, it is necessary to construct and numerically
invert large matrices, which become ill conditioned at resonant states.
Lastly, these numerical schemes certainly can provide an accurate, detailed
description of the field-material interaction within a given cavity, but they are not
efficient means for obtaining qualitative understanding of the complicated interaction
between the fields, the applicator and its load. This is because there are several
geometrical and electrical parameters that describe the system and varying them to
understand trends and functional relationships creates and intensive computational
burden.
2.2 Analytical Approaches
Alternatively, analytical analyses for simple cavity and sample geometries have been
offered, most notably the two or three dimensional rectangular cavity with cross
sectional dielectric slab. For example, in [19], Fu does an analytical study of the
propagation of microwaves through a dielectric filled two dimensional waveguide.
Paolini [20] considers a three dimensional rectangular cavity with lossy dielectric
7cross sectional slab fed by a single mode waveguide. By approximating the aperture
field, E., as the incident time harmonic TE 10 mode(ray approximation) and then
introducing a fictitious surface magnetic current, M. = n x E. in the aperture, he
is able to analytically derive approximations for the mode coupling coefficients, i.e.
Fourier coefficients, for the Fourier series representations of the fields in the cavity.
Consequently he is able to evaluate the field at any point in the cavity and thereby
calculate the power deposition across the dielectric sheet.
Shou-Zheng and Han-kui [21] use a similar approach to Paolini's except that
they consider a three dimensional rectangular cavity with a cross sectional stratified
dielectric load and derive the Fourier series representations of the fields in the cavity
by the moment method, i.e. letting IM. I = Enx i vn enM where the Mn are chosen
basis functions and the vn are to be determined. They then approximate the integral
expressions for the Fourier coefficients as a solution of a linear system for the vn 's.
Once the fields are known, they run computational experiments to optimize the
power distibution in the stratified load by adjustment of the aperture location.
While these approaches give general insight into the nature of the electro-
magnetic fields in a simply loaded rectangular cavity, they are lacking in systematic
parameter studies of trends and functional relationships with respect to the
field-material interaction. Meredith[22] acknowledges the need for a more quali-
tative understanding of this interaction that will complement existing numerical
descriptions. He synthesizes modes in a three dimensional rectangular cavity lightly
loaded with cross sectional slab by considering the loaded cavity as three mutually
orthogonal overmoded waveguides terminating in short circuit plates. He then
uses established waveguide and transmission line theory to analyze parameters that
determine desirable performance characteristics of the cavity, e.g. insensitivity to
loading and low cross coupling between generator feedports in multi-magnetron appli-
cations. In general, compared to numerical methods, these analytical approaches
8provide a better understanding of the mechanisms involved in propagating the
field within a simply loaded cavity, but they become cumbersome or impossible to
apply in more complex geometrical situations where numerical methods are the only
alternative.
2.3 Recent Developments
In recent years, new methods have been developed to overcome the disadvantages
inherent in previous numerical and analytical treatments of the loaded electro-
magnetic cavity problem.
2.3.1 Hybrid Method
In [8], Kriegsmann and Hile developed a hybrid asymptotic-numerical technique to
model the electromagnetic-material interaction of a low loss ceramic in a high Q
single mode rectangular microwave applicator. Their method involves decomposing
the scattering problem into two independent pieces. In one piece, the interaction
between the iris, the incident electromagnetic field and the electromagnetic field
reflected by a cylindrical ceramic post and short is described asymptotically using
scattering matrix theory, which assumes the post is positioned far enough from the
iris that evanescent modes generated by the iris and post are negligible. In the
other piece, the interaction between the electromagnetic field and the ceramic post
in a single mode applicator with iris effectively removed is determined using the
FDTD method in conjunction with an absorbing boundary condition for the outgoing
scattered field. Then the solutions to these two pieces are analytically combined using
a simple connection formula derived from scattering matrix theory to produce an
accurate approximation to the original problem. Simulations were conducted using
this hybrid method in two dimensions for a low loss cylindrical post and again for
a low loss cross sectional slab in a high Q applicator and then compared to results
9obtained for these same configurations using a straight forward application of the
FDTD method. Both methods yielded identical results, but the hybrid method was
significantly faster (roughly by a factor of six) in both cases.
2.3.2 "Gridless" Method
As an alternative to the grid intensive techniques for determining the electromagnetic
field, Feher et al. developed a "gridless" simulation code for solving the time
harmonic Maxwell's equations in large loaded cavities in terms of covariant optics
(MiRa-code, Microwave Raytracer)[23, 24]. This code is particularly well suited
to computations in the millimeter wave regime where grid methods are impractical
even for small cavities. Advantages of this approach are avoidance of grid related
convergence restrictions, reduction of computer memory requirement and reduction
of computation time as compared with the FDTD and FEM methods; but, like
those methods, the MiRa code is able to handle more complex cavity and sample
geometries.
CHAPTER 3
INITIAL-BOUNDARY VALUE PROBLEM FORMULATION
As a basis for the more difficult analysis of the heating of a ceramic slab of
uniform width completely filling the cross section of a three dimensional multi-
mode rectangular cavity [left side of Figure (3.1)] in which TE and TM modes would
be excited at the aperture, we first examine the simpler two dimensional situation
in which the waveguide and cavity are both of uniform height H in the Y direction
as depicted on the right of Figure (3.1) and having dimensions in the XZ plane
as shown in Figure (3.2). Assuming a waveguide that supports only a TE 10 mode,
requiring (1) the waveguide and cavity to be of uniform height and (2) a slab of
uniform width to fill the entire cross section, prevent the aperture and slab from
exciting modes with variations in the Y direction.
Figure 3.1 Left: 3-D loaded cavity. Right: 2-D loaded cavity.
The following initial-boundary value problem formulation is identical to that
described by Kriegsmann in [7] for a ceramic slab in a two dimensional TE103
applicator with adjustable iris and short. For clarity we summarize the formulation
here. However, instead of using an adjustable iris, which retains the single mode
nature of the cavity field regardless of the iris size, we fix the waveguide width, W,
and allow the cavity width, A, and cavity length, L, to vary. The choice of A and
10
Figure 3.2 Planar view of 2-D loaded cavity depicting electric field modal amplitudes
outside slab and electric field U inside slab.
L determine a TEJ0n cavity where J corresponds to cavity width and n to cavity
length. This configuration allows us to examine a variety of multi-mode electric field
patterns and their effects on the heating of a ceramic slab.
3.1 Electromagnetic Formulation
Governing Equations. 	 The free space Maxwell's equations for the time
harmonic electromagnetic fields in regions I,II and IV of Figure (3.2) are
where the e-iwt convention is used with w the source frequency (typically 2.45 GHz
in industrial microwave heating applications), c0 the permittivity of free space and
/20 the permeability of free space. With further manipulation, these equations conve-
12
niently simplify to the Helmholtz equation for both E and H,
i.e.,
where K² = ω²Є0μ0 is the square of the free space wave number.
The time harmonic Maxwell's equations in region III are the same except that
equation (3.2) becomes
where 6 1
 is the electrical permittivity of the ceramic, T is the temperature and a is
the effective electrical conductivity, incorporating losses primarily due to dipolar or
reorientation polarization, which is the most significant loss mechanism in industrial
microwave heating applications at frequencies above 1 GHz [9]. Typically, e l depends
on temperature also, but here we assume it to be constant since changes in Є1 with
temperature are negligible when compared to changes in a with temperature[7]
Additionally, both e l and a are frequency dependent, but we avoid this complication
by fixing the source frequency in our problem. Finally, we assume that the ceramic
is not susceptible to magnetic losses, with a constant magnetic permeability equal
to that of free space. In region III then, from (3.1),(3.3) and (3.6), we find that
satisfies
where N² = ω²Є1μ0 is the square of the wave number in the ceramic slab.
Electric Fields. Suppressing the harmonic time dependence, the electric field in
region I of Figure (3.2) is given by
where we have assumed that the waveguide is excited by a TE 10 mode and supports
are the propagation constants with K
and W chosen such that K1 is real and Kn i|Kn|, n >=2; E0 is the strength
of the incident mode; 14, are the amplitudes of the reflected modes; and ψn (X) =
sin[nπ(X/W + 1/2)].
In region II, the electric field is
f3 =	 I, n >= M + 1; Tn are the transmission coefficients; Vn are the reflection
coefficients; and øn  (X) = sin[nπ(X/A + 1/2)].
Similarly, in region IV the electric field is
where Pn
 and Qn are the transmission and reflection coefficients respectively.
Now in region III, if we consider the slab to be thermally insulated on its
Y = 0, H surfaces(see section (3.2)) and given that the exciting electric field is
independent of Y, we may assume that the temperature is also independent of Y.
Then the electric field in region III is given by E = U(X, Z ; th)y, where U satisfies
Here th is a thermal time, typically on the order of seconds or minutes, which is
much greater than a microwave period with a duration on the order of 10 -10 seconds.
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We eventually determine the solution to (3.11) as the leading order electric field in
a small convective Biot number asymptotic analysis of the initial boundary value
problem consisting of equation (3.11) coupled to a non-homogeneous heat equation
in conjunction with appropriate idealized thermal and electromagnetic boundary
conditions. To find the electric fields in the cavity and waveguide, we use a scattering
matrix formulation to accurately approximate the unknown amplitude coefficients of
the propagating modes in regions I , II and IV. To find the leading order electric field
in the slab, we solve a two point boundary value problem in Z that allows us to
obtain the first M terms in a modal representation for this field, where M is the
number of propagating modes in the empty portions of the cavity.
Magnetic Fields. Since the magnetic field will not contribute to the heating of
the slab, it is sufficient to note that it can easily be found from equation (3.1) and
the solution to equation (3.11) in the slab or the appropriate electric field expression
in regions I,II or IV. In all regions, the magnetic field has the form
Boundary Conditions. The pertinent electromagnetic boundary and continuity
conditions are satisfied as follows:
• (BC 1) On the vertical sides of the waveguide and cavity, the electric fields
satisfy boundary conditions which follow from Maxwell's equations and from
the assumption that the walls are perfectly conducting, i.e., E x n = 0 or,
equivalently, E • y. = 0.
• (BC 2) On the walls, bottom (Y = 0) and top (Y = H) of the waveguide and
cavity, the electric fields satisfy ∂ (E • y)/∂Y = 0, which follows from equation
(3.3) and the absence of X and Z electric field components.
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• (BC 3) The tangential components of the electric and magnetic fields must be
continuous across the faces of the slab at Z = Q and Q + D, i.e.,
where [ ] denotes the jump in the function across the interface.
3.2 Thermal Formulation
Governing Equation and Assumptions. In the slab the electric field interacts
with the ceramic and increases its temperature by dipolar heating according to the
equation
where U satisfies (3.11) and th is the aforementioned thermal time whose scaling is
chosen in section (3.3) to obtain a non dimensional slow convective time appropriate
for a small Biot number analysis of the coupled thermal-electric system; K is the
thermal conductivity of the ceramic; p is its density; C,, is the thermal capacity.
These thermal parameters typically depend on temperature; here we assume these
quantities to be constant since changes in their values with respect to temperature are
negligible as compared to changes in the effective electrical conductivity with respect
to temperature when a ceramic sample is heated from the ambient temperature to
its sintering temperature[25].
Implicit in equation (3.12) is that th is much greater than an electromagnetic
wave period. By averaging the heat equation over a wave period, we can effectively
remove the wave period time scale, i.e.
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and a constant with respect to the wave
period time scale gives the form of the source term in (3.12)[6].
Initial/Boundary Conditions and Assumptions. In keeping with Kriegsmann's
treatment in [7], we assume that the slab is intially at the ambient temperature, TA,
in the cavity, i.e.
and that the temperature satisfies the surface heat balances
where he is the effective heat transfer coefficient, which is a measure of how the slab
loses heat to its surroundings by convection. s is the Stefan-Boltzmann constant and
e is the thermal emissivity of the ceramic surface. We assume that the remaining
slab surfaces are thermally insulated, i.e.,
These thermal idealizations are introduced for the sake of simplifying the mathe-
matical analysis of the thermal and electromagnetic problems. Specifically, (3.18)
is a necessary condition for assuming that the effective electrical conductivity, a,
does not vary in the Y direction so that a modal representation in X and Z for
the leading order electric field in the slab can be derived. (See section (5.2));
(3.17) facilitates obtaining a convenient modal representation for the second order
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temperature resulting from the small Biot number asymptotic analysis, thereby
allowing us to examine the effect of the leading order electric field on spatial variations
in temperature within the two dimensional slab.
Finally, we note that, in this model of surface heat transfer, the ability of the
ceramic to heat its environment has not been considered. We assume that the empty
portions of the cavity and cavity walls remain at the ambient temperature for all
time [6]. A more detailed model would have to consider the contribution made by
the walls to the heating of the slab in the form of reflected and radiated energy.
3.3 Non-dimensionalization
To further facilitate the mathematical analysis, we use the following scalings to non
dimensionalize our problem:
where we have scaled th with respect to the convective time scale
our non-dimensionalization, the following parameters naturally arise:
where σA = σ(TA) is the effective electrical conductivity at the ambient temperature;
B, the Biot number, is a measure of the relative effects of convection and conduction
and is equivalent to the ratio td/tc , where td = pCpD2 / k is the diffusive time scale in
the ceramic; p, the non dimensional power, is the ratio of the incident power to the
power lost at the z boundaries of the slab by convection at the ambient temperature;
[3, the radiative equivalent of the Biot number, is a measure of the relative effects
of radiation and convection at the ambient temperature; I), the loss constant, is a
measure of the loss in the slab at the ambient temperature and is equivalent to the
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square of the ratio of the wavelength in the ceramic to the skin depth at the ambient
temperature [6]. Finally f, the scaled temperature dependent electrical conductivity
function, is typically an exponential of the form f = e' where c is a constant
appropriate for certain ceramics, such as alumina, over the range of temperatures
present in a sintering experiment [7].
In dimensionless form, equations (3.8)-(3.11) of section (3.1) for the electric
fields are now
are dimensionless
propagation constants with k restricted to (π, 2r) so that only the lowest mode
propagates in the waveguide for z < 0.
Equations (3.12)-(3.18) for the temperature in the slab become
The highly non-linear character of the problem is apparent through (1) the
thermal boundary conditions at the slab faces, (2) the source term of the heat
equation and particularly through (3) the strong temperature dependence of the
electrical conductivity f. Thus, the electric field propagates throught the ceramic
and affects the temperature distribution through its presence in (3.23). This, in turn,
changes f in the material, which affects the propagation of the electric field through
its presence in (3.22).
In the absence of any simplifications, the only recourse is to solve these coupled
equations numerically in an iterative fashion until a steady state temperature is
obtained or until thermal runaway occurs [8]. However, this approach is time
consuming for the case of a low loss ceramic in a high Q cavity as discussed in
section (2.1), and in the case where the sample is nearly insulated (i.e., the Biot
number is small so that the diffusive time scale is much faster than the convective
time scale) as discussed in chapter (1). Alternatively, we can introduce simplifi-
cations to aid in our analysis of this highly non-linear problem. We exploit a small
Biot number and the simplified rectangular geometry of our problem to conduct a
more systematic analytical investigation of the effects of the cavity and electric field
on the heating of the slab.
CHAPTER 4
THERMAL CONSIDERATIONS
This analysis is in accordance with that given in [7]. We seek an asymptotic approx-
imation to u and v within the slab in the limit as B -- 0 with 0 held fixed. The
asymptotic expansions for u and v in this limit are
Inserting these expansions into equations (3.22) through (3.28), expanding the non-
linear terms in Taylor series and equating to zero the coefficients of the powers of B
yields an infinite set of partial differential equations, which sequentially determine
the un and vn .
The leading order problem for v0 is
which has a solution that is independent of x and z, i.e. v0 (r). This makes intuitive
sense since we expect a completely insulated slab subject to a volumetric heat source
to become spatially uniform on the slow time scale T.
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The leading order equation for u 0 is
subject to the boundary condition u 0 = 0 at x = ±a/2 and the continuity of u 0 and
u0 at z = q and z = q + d with the tangential components of the cavity electric
and magnetic fields respectively. We find u 0 in the next chapter by separation of
variables, which is appropriate since u 0 depends only parametrically on T through
v0 . The equation that determines v 0 is found from the solvability condition that
guarantees the existence of the second order temperature v 1 . It is
This non-linear ordinary differential equation
and the corresponding initial condition (4.5) constitute an initial value problem whose
steady state solutions are discussed in section (6.1).
Finally, the problem for v 1 is
where S denotes the interior of the three dimensional slab. We now have non-
linear heat flux through the slab faces at z = q and z = q + d. The form of the
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source term and the boundary conditions indicate that v 1 has no y dependence.
It is the spatial dependence in x and z that gives rise to non uniformities in this
temperature field. We expect v 1 to be bounded in x and z so that an asymptotically
valid second order approximation for v can be obtained, i.e., v ti v0 + Bv1 with
Bv 1
 << v0 . The solution for v 1 is derived in appendix C. We note here that
this bounded solution includes an additive term (denoted c2 in the appendix) that
only depends on T. A complicated exponentially decaying solution for c 2 can be
determined from the solvability condition that guarantees the existence of v 2 , but
since we are primarily interested in the spatial variations to 0(B), this additive term
is unimportant. Further analysis and interpretation of v 1 for various cavity widths
is conducted in section (6.2). Before proceeding further, we find the electric fields
in the waveguide and cavity and the solution to equation (4.6) in the slab. This is




5.1 Empty Two Dimensional Cavity
Before finding the time harmonic electric fields in the slab loaded two dimensional
cavity, we first use scattering matrix theory to determine the propagating time
harmonic electric field within the two dimensional lossless cavity and waveguide
without the slab. This method forms the basis of the method used to find the propa-
gating fields in the loaded cavity case with the restriction that the slab be positioned
far enough from the aperture that evanescent modes generated by the aperture can
be neglected. In addition, we seek cavity lengths that maximize the electric field in
the slab. These resonant fields are instrumental in mimimizing power levels required
for sintering.
5.1.1 Boundary Value Problem For Electric Field
We want to know the electric field, u e , in the waveguide and cavity neglecting
evanescent modes due to the aperture. We must solve the scalar Helmholtz equation
subject to boundary conditions (BC 1) and (BC 2) of section (3.1) and where u e
takes the asymptotic forms
with z << 0 defined to be all z such that e|kn|z << 1 for n >= 2, and
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with 0 << z defined to be all z such that e- ifinz << 1 for n >= M+1. This asymptotic
condition may be determined by applying (BC 1) of (3.1) at z = 1 to the full infinite
series representation for u in 0 < z < 1 to obtain An = —e2i13n 1 Bn and then using
the fact that fin = On ' for n >=M +1. The value of the positive integeris
determined by the choice of k in the interval (n - , 2r) and the width of the cavity, a;
that is, if 0 2M >= 0 > 4+1 , then for all a such that Mπ/k <= a < (M + 1)π/k there
are M propagating cavity modes. In the case when Om = 0, the Mth mode makes a
non-evanescent contribution to the total field and must be included as a propagating
mode. Although the propagating modal amplitudes R 1 , An , Bn , n = 1...M, can not
be found exactly, a method for accurately approximating them, similar to the method
considered in [8] and [7] for a single mode cavity with iris, is described below.
5.1.2 Scattering Matrix Formulation
In Figure (5.1) we assume that the imaginary plane z = z1 is located far enough
from the aperture so that the electric field there is given by (5.3). Consider first the
region z < zI containing the aperture, which is irradiated by M + 1 propagating
modes with amplitudes A0 , ... , AM . The mode from the left has amplitude A0 = 1
and is due to the source, i.e., the first term in (5.2). The other M modes with
amplitudes A = (A 1 , ... , AM ) are reflected from the short at z = 1, i.e., the second
set of terms in (5.3). The aperture appears to reflect a mode of amplitude R 1 to the
left, i.e., the second term in (5.2), and M modes with amplitudes B = (B1, . . . , BM)
to the right, i.e., the first set of terms in (5.3).
These amplitudes are related by the M + 1 linear equations
Figure 5.1 Empty 2-D cavity depicting propagating modal amplitudes.
where the matrix determined by this linear system is called the scattering matrix for
the aperture. r 1 is the reflected propagating mode coefficient and t = (t 1 , . . . , tM)
are the transmitted propagating mode coefficients due to a mode of strength 1 and
propagation constant k 1 incident from the left upon the aperture located at z = 0
in an infinite perfectly conducting waveguide of width 1 for z < 0 and width a for
z > 0. The Tin
 and 'yin are the propagating transmission and reflection coefficients
respectively due to the jth mode of strength 1 and propagation constant ßj  incident
upon the aperture from the right in the same infinite waveguide. These coefficients
for the left and right problems in the infinite guide depend on the values of the
tangential electric and magnetic fields in the aperture, which unfortunately, can not
be found in closed form; however, in appendix A, we derive accurate approximations
to the first N coefficients by using Galerkin's method to solve an integral equation
for the aperture field in both the left and right problems. In doing so, it is necessary
that N >= M whereNis the number of terms used in the Galerkin approximation
for the aperture field.
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Next, consider the region z > zI in Figure (5.1). Each of the terms in the first
set of terms of (5.3) can be interpreted as a mode of strength Bn incident upon the
short at z = 1. The second set of terms in (5.3) are the modes reflected by the short.
Substituting An = —0'3n 1 Bn into equations (5.5), we obtain the linear system
and I is the identity matrix. The structure of F and t and the dependence of their
elements on cavity width a and wavenumber k is explicitly shown in appendix A. In
particular, we show that mode symmetry with respect to the axis of the waveguide
and cavity requires that the even numered elements of t are zero and the odd(even)
numbered elements of the jth column of F are zero for j even(odd).
Thus, upon solving system (5.6), we have determined the approximate
amplitudes for the left and right propagating modes in the cavity. Substitution
of the An 's into equation (5.4) gives R1 , the amplitude of the reflected propagating
mode in the waveguide, where I1? 1 2 = 1 for z << 0 by conservation of power for a
lossless waveguide and cavity. The electric fields for z << 0 and z >> 0 are then
given by expressions (5.2) and (5.3) respectively, with the even numbered An and
B„ suppressed in keeping with the mode symmetry. It must be emphasized that
the solution to (5.6) is an approximation whose accuracy ultimately depends on the
number of Galerkin basis functions used in the representation of the aperture field
considered in appendix A.
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5.1.3 Solution of Linear System for Propagating Mode Amplitudes and
Resonant Length Determination
We now consider solutions to equation (5.6) for various cavity widths. In particular
we consider cavity widths for the cases M = 1, M = 2 and M = 3 and seek
resonant cavity lengths in the case of one dominant mode; that is, resonant lengths
corresponding to only one out of M propagating mode amplitudes being much larger
than the other M — 1 amplitudes. In subsequent calculations we fix k = 3π/2.
Before proceeding further, we must note the pathological case of /3M = 0, which
causes the matrix I +ΓD to be singular for any cavity length. This is a non-physical
artifice that results from the neglect of evanescent modes and may be remedied by
including one or more evanescent modes in the determination of (5.6). We avoid this
case in subsequent computations.
5.1.3.1 M = 1. We first consider a = 1. This is the simplest case in which we
merely have a truncated semi-infinite waveguide. The solution to (5.6) is B 1 = 1
since 'y = 0 and t 1 = 1. For 1 < a < 27/k , the cavity width is slightly larger than
the waveguide width. Now 0 << 141 < 1 and 0 < 17111 << 1 as per equations (A.14)
and (A.22) of appendix (A), so that (5.6) gives
We do not expect |B1| I to be arbitrarily large and, accordingly, the denominator of
(5.7) can never equal zero since 0 < Iryll << 1. However, it is possible to determine
resonant lengths, 1,, which maximize 1B1 1 or, equivalently, minimize the denominator
of |B1|. Using the fact that the tangent function is 7-periodic, we find two possibilities
for a resonant length,
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and nπ/ß1 is the eigenlength for a closed cavity with width a and length determined
by n. Thus, the choice of n in (5.8) and (5.9) determines the desired open resonant
cavity lengths. For example, taking a = 1.2 and setting n = 3 determines a TE 103
cavity with lr^max = 2.0863, |B1|ax = .9990 or lr^min = 2.4872, B1 min = .8973
and standing wave patterns as shown in Figures (5.2) and (5.3). It is important to
note that the depiction of the electric field near the aperture is not realistic since
evanescent modes have not been included in the field calculations. If an adequate
number of these evanescent modes were included, the strength of the field near the
aperture would be decreased accordingly. Nevertheless, we have illustrated how the
choice of cavity length and width determines the desired field pattern.
Figure 5.2 Electric field pattern in TE 103 cavity with 1 = / 7.' = 2.0863.
Figure 5.3 Electric field pattern in TE 103 cavity with / = lr^mi n = 2.4872.
5.1.3.2 M = 2. For this case, equation (5.6) has
It follows that B2 = 0 and B 1 is the same as expression (5.7), except that the
numerical values of Q11 and t 1 are different. Consequently, we obtain the same
formulas for 4"'", Cm' and the same field patterns as in the M = 1 case.
5.1.3.3 M > 3. For these values of M, we encounter two complications that were
not present for M = 1 and M = 2. First, the amplitude of the dominant mode may
become very large at resonant cavity lengths. In this case, the matrix I + FD is near
singular implying that the solution to the linear system is inherently sensitive to small
perturbations in the cavity length. Therefore, we use a singular value decomposition
of I + FD to maintain vector length scales and achieve the best possible numerically
stable solution to (5.6) at resonant lengths[26]. Secondly, it is not possible to derive
an explicit expression for the resonant lengths; instead, they are implicit solutions to
a transcendental equation whose form depends on which mode we wish to excite in
the cavity and whose complexity increases as the value of M increases. In principle,
we may solve any of the resulting transcendental equations numerically to obtain
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resonant lengths for a given cavity width. In practice, we avoid this computational
burden by conducting a graphical search for our desired resonant lengths.
To illustrate, we take M = 3 and choose as a reference length, 1„, the Helmholtz
eigen-length for a closed square cavity; that is, 1, = a = LkYn2 + J2 where n and J
are positve integers, n corresponding to the z direction and J corresponding to the x
direction. For M = 3, we have < a < t, which implies that either n 2 + J2 = 10
or n2 + J2 = 13 . Both of these possibilities are double degeneracies for squares
of side length lc, = 2.1082 and 1, = 2.4037 respectively. We choose the case
of n2 + J2 = 10 , which will determine electric field patterns in the open cavity
corresponding to n = 3, J = 1 and n = 1, J = 3 for specific resonant lengths.
These are TE103 and TE301 cavities respectively. In the case of n 2 + J2 = 13 , a field
pattern corresponding to n = 2, J = 3 is supported in the open cavity, but one
corresponding to n = 3, J = 2 is not since even numbered modes are suppressed
in the x direction.
To determine the two resonant lengths in the case of n 2 + J2 = 10 , we plot
|B1| and |B3 | as functions of 1 where B1 and B3 are the non zero components of B. In
Figure (5.4) it is evident that at / 7." = 2.0982, |B3 | is maximized and dominates Pi |,
while in figure (5.6) at lr^min=2.0944, |B3| is minimized and is subdominant to Pd.
Plots of the magnitude of the electric field in the cavity corresponding to these two
cases are shown in Figures (5.5) and (5.7). While both modal patterns are supported
in the closed square Helmholtz cavity of side length 1, = 2.1082, this example shows
that the presence of an opening in the cavity causes this resonant length to shift
and split into two slightly different resonant lengths, each of which supports only the
modal pattern and amplitude indicated. The reason for the vast disparity in field
amplitude between the two cases is due to a three order of magnitude difference in
the smallest singular values of the matrix I + I'D at lr^max and /min respectively.
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We have demonstrated that determining a specific field pattern and amplitude
can be quite sensitive to the choice of resonant length. For wider and longer cavities,
discriminating between resonant lengths can become even more problematic due to
the greater number of possible resonant field configurations and the higher density
of corresponding resonant lengths within a given range of cavity lengths.
Figure 5.4 M = 3: Mode amplitudes vs. cavity length near resonant maximum
length, Cm" = 2.0982.
Figure 5.5 Dominant TE301 mode for lr^max = 2.0982.
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Figure 5.6 M = 3: Mode amplitudes vs. cavity length near resonant minimum
length, lr^min = 2.0944.
Figure 5.7 Dominant TE 103 mode for lr^min = 2.0944.
5.2 Slab Loaded Two Dimensional Cavity
We consider again our original ceramic slab loaded two dimensional cavity and
proceed to find the propagating electric field, u c , in the waveguide and empty portions
of the cavity by combining the scattering matrix for the aperture used in section
(5.1.2) with the scattering matrix for the slab to be determined shortly. The simple
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rectangular geometry of the slab and cavity allows the elements of this scattering
matrix to be found analytically. We then find the first M terms in the modal repre-
sentation for the leading order electric field in the slab, assuming that the slab is far
enough from the aperture to neglect evanescent modes. Resonant lengths in the case
of a cavity containing a lossless slab are found using same the same analytical and
graphical methods as were used in the empty cavity case.
5.2.1 Boundary Value Problem For Electric Field
In region I of Figure (5.8) the y component of the electric field satisfies
where R1 is unknown. In region II
and in region IV
where Vn = ρnTn, Pn = anTn and Qn = µnαnTn are unknown. z << 0 and z >> 0
are defined to be all z such that evanescent modes generated by the aperture can
be neglected. The condition that ensures the slab is located far enough from the
aperture so that evanescent modes can be neglected is deduced from the solution
for the leading order electric field in the slab at z = q [See section (5.2.4)]. It
is e -21 finiq << 1 for n >= M +1. Note that the solutions in regions I, II and IV
automatically satisfy boundary conditions (BC 1) and (BC 2) of section (3.1).
If we assume that the effective electrical conductivity of the ceramic does not
vary in the y direction, then the y component of the leading order electric field in
the slab satisfies
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Figure 5.8 Two dimensional configuration depicting propagating modal amplitudes
in the cavity and modal amplitudes in the slab.
subject to the continuity of the tangential electric and magnetic fields at the slab
faces. The solution has the modal representation
propagation constants in the slab. The imaginary part of On is called the loss factor
and governs the rate of exponential decay of each slab mode. Since 0 < arg(θn) < π/2
for all n, we choose the positive branch of On in subsequent calculations. As with
the solutions in regions I,II and IV, u0 automatically satisfies (BC 1) and (BC 2) of
section (3.1) on the portions of the cavity adjacent to the slab. The first M fin and
Gn will be found in terms of the Tn as a result of assuming the appropriate ansatz
for u0 and then solving a linear two point boundary value problem in z within the
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slab. We defer solution of this boundary value problem until after the Tn have been
determined in the next section.
5.2.2 Scattering Matrix Formulation for Cavity Electric Field
We want to find the propagating electric field in the empty regions of Figure (5.8).
We will combine scattering matrices for the aperture and slab to obtain an
M X M linear system whose form is similar to that obtained in the empty cavity
case and whose solution gives the propagating Tn , n = 1, , M. Consider z = z I
in Figure (5.8) where the propagating electric field is given by (5.13). For z < z I we
have already found the scattering matrix for the aperture in terms of the reflection
and transmission coefficients for the infinite stepped guide. [See section (5.1.2) and
appendix A]. In terms of these coefficients and those shown in regions I and II of
Figure (5.8), we have the M + 1 linear equations
Consider z = zit in Figure (5.8) where the propagating electric field is given by
(5.14). For z > zit , we apply the Dirichlet condition at z = l to get µn =
Proceeding in the same manner as for the aperture of section (5.1.2), we now
consider the region z/ < z < zll containing the slab, which is irradiated by 2M
propagating modes with amplitudes T1 , , TM from the left and Q1 , , QM from
the right. The Tn are generated by the aperture; the Qn are reflected from the short
at z = 1. The slab appears to reflect M modes with amplitudes VI , , VM to the
left and M modes with amplitudes P1 , , PM to the right. These amplitudes are
related by the 2M linear equations
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where δjn is the Kronecker symbol. The matrix determined by this linear system
is the scattering matrix for the slab. The 'din are the reflected propagating mode
coefficients for z < q and bin are the transmitted propagating mode coefficients for
z > q+d due to the jth mode of strength 1 and propagation constant /3i incident from
the left upon the slab located in an infinite perfectly conducting waveguide of width a.
Similarly, the cjn and din, are the propagating reflection and transmission coefficients
respectively due to the j th mode of strength 1 and propagation constant f3 incident
upon the slab from the right in the same infinite waveguide. In appendix (B) we
derive (5.21)-(5.25) using the continuity of the tangential electric and magnetic fields
at the z = q and z = q + d slab faces.
We must find R1 in (5.17) and Ti j = 1, . . . , M in (5.18). Substituting
QT, = µ„P„ into equations (5.20) and (5.19) gives
diag(µj ) j = 1, . . . , M with "diag" indicating a diagonal matrix. We note that the
M X M matrices multiplying T in equations (5.26) and (5.27) are also diagonal so
that we now know αj , the transmission coefficients in region IV and pi, the reflection
coefficients in region II. Using (5.27) in (5.17) gives the scalar equation
of power for a lossless waveguide, cavity and slab. Finally, inserting (5.27) into (5.18)
gives the M X M matrix equation
and where t is the vector of transmission coefficients and r is the matrix of reflection
coefficients from the left and right problems respectively of appendix A . As was the
case for the simple phase matrix D in the linear system for the empty cavity, V is
also a diagonal matrix, whose elements are much more complicated than those of D
since they incorporate the electrical and thermal properties of the slab as determined
by (5.21)-(5.25). Thus, using (5.28), the propagating electric field in region I is given
by (5.12). Using the solution to (5.29) in (5.27) and (5.26), the propagating electric
field in region II is given by (5.13) and in region IV by (5.14). As in the empty cavity
case, mode symmetry about the wave guide and cavity axis requires Tn = 0 for n
even.
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5.2.3 Solution of Linear System for Propagating Mode Amplitudes and
Resonant Length Determination
In the case of a lossless slab, the Jth element of the M X M matrix D is greatly
simplified if the slab width is an integral multiple of a half slab wavelength, that is,
d =
XJ 	
where xJ (a) is the cavity width dependent resonant propagation constant (a)
in a lossless slab and J is the resonant mode index in the x direction. For these specific
slab widths, the Jth element of D reduces to a simple phase constant of the same form
as those determined for D in the empty cavity case; that is, DJJ
slab were present in a cavity of length I — dp. Unfortunately, the other elements of
do not simplify in this manner; however, if M = 1 or 2 we obtain explicit formulas
for T1 , 1 rmax and 1 rmin that are identical to (5.7), (5.8) and (5.9) respectively, except
that / in (5.7) is replaced by l — dp and dp is added to the formulas for lr^max and /min
in (5.8) and (5.9). For M >= 3, we encounter the same difficulties in determining
resonant lengths for a loaded lossless cavity as we did for an empty cavity. We again
must resort to a graphical search for perturbed resonant lengths in the vicinity of
+ d where d can be any slab width.
5.2.4 Solution for Leading Order Electric Field in Slab
We now may completely determine a solution to (5.15). To obtain the solution in
the form of (5.16), we first let
where the An are to be determined. Inserting this ansatz into (5.15) and equating to
zero the coefficients of the On gives
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In (5.31) the eißnq are factored out for algebraic convenience in determining the
boundary conditions as follows: At z = q, continuity of the tangential electric fields
u0 and u, in region II given by (5.13) gives
while continuity of the tangential magnetic fields gives
Combining these conditions to eliminate the p,,„ we get
Similarly, continuity of the tangential electric fields at z = q + d gives
where we have used u 0 and u, in region IV given by (5.14); continuity of the
tangential magnetic fields gives
Dividing (5.37) by (5.36) to eliminate the an , we get
The solution of the boundary value problem determined by (5.32),(5.35) and
(5.38) is readily found to be
where
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Now with Λn(z) known in (5.31), we can express u0 in the form given by (5.16) with
where fn and gn are given by (5.40)-(5.43) and the Tn are determined as the solution
to the linear system (5.29)-(5.30).
Finally, we note that equations (5.33) and (5.36) determine expressions for ρn,
the reflection coefficients in region II, and an , the transmission coefficients in region
IV. These give identical results to those obtained for n and an by scattering matrix
methods. Also, (5.33) and (5.36) determine the condition that governs how far from
the aperture the slab should be placed so that evanescent modes can be neglected in
subsequent calculations.
5.3 Future Work
5.3.1 Large Cavity Widths (a >> 1)
The uncertainty inherent in the numerical inversion of I + I'D or I + I'D at resonant
lengths for very large cavity widths, a, requires an alternate solution method to
validate our graphical results. Instead of using the Galerkin approximation for the
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electric field in the aperture, we can use a ray approximation for this field (i.e.,
u(x, 0) 01 (x) where 0 1 (x) is the incident mode for the left problem of appendix
A or u(x, 0) c5 (x) j E (1 . . . M) where øj (x) is the incident mode for the right
problem of appendix A) as an alternate means of determining the elements of the
vector t (left problem) and the matrix r (right problem). Then, without inverting
the linear system, we can obtain an asymptotic approximation for the solution vector
B (empty cavity) or T (loaded cavity) , valid at a resonant length when only one
mode dominates. We expect that this approximation will only be valid when J < < a,
that is, when the dominant mode index is much less than a. Improvements in the
accuracy of these asymptotically determined lengths and field magnitudes can be
made by including diffraction contributions from the edges of the aperture. We
can use this same asymptotic approach in the case of multiply resonant modes to
determine these dominant mode amplitudes and the associated resonant length.
5.3.2 Inclusion of Evanescent Modes
Including an appropriate number of evanescent modes in the computation of the
field in the cavity will give a more realistic picture of the field structure near the
aperture. This will allow us to place the ceramic slab close to the aperture. We can
then investigate the effect this has on the heating of the slab.
CHAPTER 6
SLAB TEMPERATURE AND ELECTRIC FIELD ANALYSIS
6.1 Analysis of Steady State Leading Order Temperature and its Effect
on the Electric Field
For the convenience of the reader, we restate the initial value problem for v 0 given
in chapter (4). It is
where L(v0 ) = —v0 — ß((v0 + 1) 4 — 1) and the modal representation of u0 is the same
as given by (5.44) with TT, , ft, , gn and On also depending on v0 . This equation admits
a steady state solution given by v0 = vs(p), where vs (p) is the implicit solution of
Equation (6.5) equates the dimensionless power p to the ratio of the power lost at the
surface and the power generated by the microwaves within the slab. The complicated
non-linear dependence of u 0 upon vs is embodied in expression (6.3) via the TT, as
determined by solution of the linear system (5.29)-(5.30), the fn and gn as given by
Using an exponential conductivity function of the form f (vs ) = e"3 for an
appropriate choice of c as discussed in section (3.3) and fixing the thermal and
electrical parameters of the problem, we investigate the S shaped steady state
response curves generated by equation (6.5) for resonant TEJ0n cavities of varying
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widths containing a slab of thickness d, where d is taken to be one wavelength in a
lossless slab, i.e. d = d2 = with J odd indicating the number of half wavelengths
between a/2 and —a/2. The use of an idealized lossless slab closely approximates a
low loss slab at ambient temperature.
For M = 1 and 2, the z coordinate of the left slab face, q, is chosen so that the
centerline of the slab is placed on the centerline of the loaded resonant cavity. This
is possible since the resonant length is determined by an explicit formula that does
not depend on q, i.e.,
where lcc Kr is the closed cavity eigenlength for a square resonator first introduced
in section (5.1.3).
For M >= 3, the determination of the loaded resonant length does depend on q
so we can not know the centerline of the cavity until after the slab has been placed in
it. Therefore, in order to locate the centerline of the slab as closely as possible to the
centerline of the loaded resonant cavity, we place the slab centerline at the midpoint
of the distance l„ + d from the aperture, where l„ = a = . The resonant lengths
we seek are then small perturbations from lc, + d and the slab centerline will be
nearly on the centerline of the cavity. Finally, we must also ensure that the slab face
at z = q is far enough from the aperture that evanescent modes may be neglected
without affecting our results. The following additional parameters are fixed in all
examples: 0 = .01, v = .0001, c = .78, k = 3π/2, n 1 = 3k.
Before proceeding further, we include a brief explanation of the stability of the
three branches of a steady state response curve. [Refer figures (6.1) and (6.2)]. From
a straightforward analysis of equation (6.1), it is possible to deduce that the middle
branch of an S curve is unstable whereas the lower and upper branches are stable.
In other words, given a specific incident mode strength, E0 (i.e. a specific p since
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P σADE0²/2heTA) impinging on the slab at ambient temperature, v 0 will evolve to
a steady v, on either the upper or lower branch. If the power level is increased an
infinitesmal amount past the point where the lower branch transitions to the unstable
middle branch, then the ceramic will experience a dramatic jump in temperature to
a point on the upper branch, which may be a high enough temperature to melt the
sample. This is the thermal runaway phenomenon discussed in [6] and [7].
Figure 6.1 S curves for TE 103 cavities of increasing width when M = 1, 2.
Figure 6.2 S curves for TE103 cavities of increasing cavity width when M = 2.
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6.1.1 Cases of M = 1 and M = 2
In Figure (6.1) are plotted steady state response curves for TE103 cavities of widths
a = 1.2, 1.4 and 1.6 with resonant lengths determined by equation (6.6) with n =
3. The a = 1 curve, corresponding to a truncated waveguide, is included as a
benchmark. In this case, M = 1 and T1 = 1 in the expression for u0 given by
(6.3); thus, it follows from (6.5) that the response curve has the same form as for
the infinite slab considered in [6], which implies that the presence of the waveguide
does not qualitatively alter the heating physics to leading order temperature. For
1 < a < 2, M = 1 or M = 2, but |T1 | 0 1 so that the effect of the cavity is now
incorporated in equation (6.5).
The existence of the upper branches of the curves in figures (6.1) and (6.2) is
due to skin effect shielding. A dimensional analysis of the equation for the electric
field in the slab shows that, for a specified vs , the skin depth, L,, is determined
where D is the dimensional slab width
and d depends on a via xJ . For v3 = 12, a physically attainable temperature
on the upper branch of each of the curves, L, .15D, implying that the electric
field is significantly attenuated within the slab [See Figure (6.3)], thereby allowing
other steady state solutions to exist, i.e. the upper branches. On the lower branches,
temperatures are low enough that skin effect shielding is negligible; that is, the skin
depth is much larger than the slab width so that the electric field is essentially
undamped in the slab.
In Figure (6.1), the progression of the curves to the right for increasing values
of a indicates that the power required to produce a given steady state temperature
within the slab increases as the cavity width increases to a = 1.6. This can be
explained by the fact that the maximum magnitude of the resonant electric field
within the slab at the ambient temperature actually decreases monotonically as a
increases from 1 to 1.6. We expect , as a increases past 1.6, that the initial resonant
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Figure 6.3 Cross sectional illustration of skin effect on electric field within a slab
of width a = 1 heated to a steady state temperature v3 = 12 on the upper branch of
the S curve shown in Figure (6.1).
field in the slab eventually becomes large enough, as the applicator becomes more
cavity-like, to cause the curves to reverse direction to the left. This is demonstrated
in Figure (6.2) for a = 1.6, 1.7, 1.8 and 1.9 where the power required to produce
a given steady state temperature now decreases as the cavity width increases past
a = 1.7. This direction reversal suggests that, for a given v 8 , there is a specific cavity
width that maximizes the amount of incident power required to reach that v 5 ; this
is a width that should be avoided in applications. From these results it is evident
that a cavity with width slightly greater than its feeding waveguide is of no practical
utility.
6.1.2 Case of M >= 3
6.1.2.1 Configuration. In Figures (6.4) and (6.5) are plotted steady state
response curves for resonant TEJ01 cavities with J = M = 3, 5, 7, 9 respectively.
a is chosen such that a =lcc = 13 -mr and resonant lengths, /max, are chosen as
perturbations from lcc + d. In Figure (6.4), the a = 1 curve is again included as
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a benchmark. Figure (6.5) is a plot of the curves of Figure (6.4) near the origin,
excluding the a = 1 curve.
Figure 6.5 S curves of Figure (6.4) near origin.
A representative contour plot of the magnitude of the electric field in a loaded
lossless TE901 cavity is shown in Figure (6.6). For each M, the TEM01 mode is
chosen to dominate in order to maintain consistency of field pattern when comparing
S curves for cavities with widths corresponding to each value of M. The result is
that placement of the slab centerline near the z centerline of the cavity is akin to
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placing the slab centerline at or near the local maxima of the initial resonant field
strength. We remind the reader that the depiction of the field near the aperture in
Figure (6.6) is not realistic since evanescent modes have not been included in the
computations. However, the slab has been placed far enough from the aperture (i.e.,
the condition e - Pm -Fliq << 1 has been satisfied) that these neglected evanescent
modes are not significant with respect to computations within the slab (e.g. for
M = 3, e -104 Iq ti .02 and for M = 9, e -1 :81 ° 1 q .001)
Figure 6.6 Contour plot of magnitude of leading order electric field in loaded lossless
TE9o1 cavity. Slab edges at z = q = 3.0185 and z = q+ d = 3.4895. 1 = = 6.520
and a = 6.0369.
6.1.2.2 Discussion. We first consider the curves of Figure (6.4) for 0 < p .5
where steady state temperatures for the cases of M >= 3 are much greater than
those for the case of a = 1. This is due to the relatively large initial resonant fields
attained in the slabs with M > 3 as compared to the initial resonant field in the slab
for the case of the truncated waveguide (a = 1). Specifically, for M = 3, 5, 7 and 9
the maximum values of the magnitudes of the initial resonant fields in the slab are
max|uo(0)| ~ 15, 28, 25 and 32 respectively, while the maximum value in the
a = 1 case is only ti 2.6. So as M increases (i.e., a increases), the applicator
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becomes more cavity-like causing the initial resonant fields to become larger, albeit
not in a monotonic manner. This deviation from monotonicity in the increase of the
maximum values of |u0(0) | with increasing cavity width may be due to the fact that
the slab centerline is perturbed from the cavity centerline. If it were possible to place
the slab centerline exactly in the center of the resonant cavity, then max |u0 | would
be maximized and a monotonically increasing sequence of these maxima could be
obtained.
For a small expenditure of incident power, it is these large resonant fields that
rapidly heat the slab, at least initially. As the slab heats, its temperature increases,
which makes the electrical conductivity larger. The increase in the conductivity
affects the fn, and gn
 inside the slab, and the Tn inside the cavity but outside the
slab in a complicated non-linear fashion as discussed in conjunction with the initial
value problem for v0
 listed at the beginning of section (6.1). These quantities, in
turn, determine u0 in the slab in accordance with expression (6.3) with v0 eventually
reaching a steady state v 3 . Essentially, for lower branch values of v3 , the TEM01 mode
of the electric field dominates, i.e., ||TM | >> |T |, i M. For upper branch values
this is not the case; one or more different modes may dominate and drastically alter
the field configuration in the loaded cavity. This is demonstrated shortly.
Another noticeable feature of the curves in Figure (6.4) for 0 < p < . r%., 5 is the
decrease in the height of the curves as M increases. In other words, for a given vs , the
amount of incident power required to achieve that steady state temperature increases
as M increases. This trend is clearly demonstrated in Figure (6.5) for v, values in the
range 1.75 < v, 3.75 and p values in the range .04 p <= 1. Taking v, = 2,
for example, the TEM01 mode remains dominant and, in fact, the field maxima
retain the same relative heights with respect to one another, but the maximum
values of the field amplitudes in the slab for M = 3, 5, 7 and 9 have now decreased
to |u0 (2)| = 11.6, 9.3, 7.7 and 5.6 respectively. (Compare to |u0(0)| values.) The
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monotonic decrease in electric field amplitude as M increases is consistent with the
observation that a larger p (i.e. E0) is required as M increases in order to achieve
v, = 2. Since skin depths for v 3
 = 2 are ~ 7D, that is, seven times larger than
the dimensional slab width, we can not attribute these reduced field strengths to
skin effect shielding, but rather, to detuning of the cavity as the slab heats, so that
less power actually gets to the load. Furthermore, as the value of M increases, the
maximum field strengths for vs
 = 2 are reduced by 23% , 66%, 69%, and 82% from
their ambient temperature values for M = 3, 5, 7 and 9 respectively, which suggests
that the cavity becomes more sensitive to detuning as M increases. This detuning
phenomenon is also discussed in [7] for the case of a TE 103 cavity with adjustable
iris.
Now focusing on the region in Figure (6.5) where 0 < v, <~ 1.75 and p <~ .04,
it is evident, for p >~ .02, that the M = 3 curve increases more rapidly than the
other curves, while for 0 < p <~ .02, it has approximately the same rate of increase
but lies below the other curves. We may interpret this behavior as follows: For
0 < p <~ .02, the initial resonant field strength for the M = 3 case, |u0(0)| = 15,
is significantly less than those for the M = 5, 7 and 9 cases, |u0(0)| = 28, 25, 32
respectively; therefore, a lower steady state temperature is achieved for M = 3, i.e.
this curve lies below the others. Nevertheless, for these small values of p, the effect
of detuning for all four M values is about the same, hence, the similar slopes of the
curves. But as the incident power increases past p = .02, the quenching of the initial
resonant field by cavity detuning for M = 5, 7 and 9 becomes more pronounced
than quenching of the smaller initial resonant field for M = 3, the result of which is
that the M = 3 curve increases at a greater rate.
In Figure (6.5), taking v., = .5 for example, the maximum values of the field
strengths in the slab for M = 3, 5, 7 and 9 are now |u 0 (.5)1 = 13.8, 17, 14.7 and 13
respectively, which are not monotonically decreasing as was the case for field
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strengths with vs = 2. The fact that the maximum |u0| for vs = .5 occurs for M = 5
may account for why the M = 5 curve is the farthest left when vs = .5; that is, the
cavity that maintains the largest field strength in the slab requires the smallest p
value to reach v s = .5. Evidently, for this value of vs , the detuning effect has not yet
become significant enough to push the M = 5, 7, and 9 curves to the right of the
M = 3 curve. Furthermore, as in the case of v s = 2, there are reductions in the field
strengths from the ambient temperature values with percentage decreases becoming
larger as M increases, i.e. 8%, 39%, 41% and 59% for M = 3, 5, 7 and 9 respec-
tively. These reductions in field strength for a given v s suggest that, as M increases,
detuning becomes an increasingly significant inhibitor to the heating process even
for very small values of p (and vs ).
Finally, we consider the upper branches of the curves in figure (6.4). Taking
vs = 10, for example, skin depths for the curves with M <~ 3 are .3D, implying that
skin effect shielding is the primary reason for the existence of the upper branches;
however, the secondary effect of cavity detuning can also be discerned for upper
branch temperatures. We can see this detuning effect for the particular case of a
TE301 cavity when vs = 10 by comparing Figures (6.7) and (6.8) to Figures (6.9)
and (6.10) respectively. Figure (6.10), a depiction of the magnitude of the electric
field for vs = 2 in the loaded TE 301 cavity with fixed dimensions 17" = 2.5225 and
a = 2.1082, is a three dimensional version of Figure (6.9). Figures (6.7) and (6.8)
depict the magnitude of the electric field in the same loaded cavity when v s = 10.
The exact location of the slab is more easily discerned in the contour plots of figures
(6.7) and (6.9).
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Figure 6.7 Contour plot of magnitude of leading order electric field in loaded TE301
cavity with v, <~ 10. Slab edges at z = q = 1.0541 and z = q + d = 1.5226.
<~ = /r,„"" = 2.5225 and a = 2.1082.
Figure 6.8 Three dimensional version of Figure (6.7).
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Figure 6.9 Contour plot of magnitude of leading order electric field in loaded TE301
cavity with v s = 2. Slab edges at z = q = 1.0541 and z <~ q <~ d = 1.5226.
1 = 1 7,27" = 2.5225 and a = 2.1082.
Figure 6.10 Three dimensional version of Figure (6.9).
In figure (6.8), the influence of skin effect shielding on the electric field in the
cavity is readily observed in the reduced field strength within the slab and cavity
as well as in the "bunching" of the field to the side of the slab nearest the source.
The effect of slab heating on cavity detuning, however, is observed in the change
from a TE 301 field pattern for temperatures on the lower branch of the M = 3
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curve of Figure (6.4) to a field pattern beginning to resemble that of a TE 103 cavity,
particularly within the slab, as demonstated in figures (6.8) and (6.7). The reason
for this metamorphisis is seen in the fact that |T1 | 1T3 | when vs = 10, where T1
and T3 are the amplitude coefficients in the modal representation for u 0 given by
expression (6.3). That is, at this elevated temperature, the modal field strengths are
of the same order of magnitude, giving the more amorphous field pattern of Figures
(6.8) and (6.7), whereas for temperatures on the lower branch of the M <~ 3 curve,
| 7'31 >> 1T1 |, giving the distinct TE 301 pattern of Figures (6.9) and (6.10). The
comparable contributions of the TE 301 and TE 103 modes can be seen more clearly
in Figure (6.11), a plot of the field strength in the slab, which reveals local maxima
of equal amplitude symmetric about the horizontal midline of the slab. These two
modes have effectively combined to give a TE 201 field pattern. On the other hand,
it is skin effect shielding that has drastically reduced the field amplitude from max
|u0(2)| = 11.6 to max |u0(10)| <~ .45 and determined that these maxima should reside
near the left edge of the slab at Zslab= 1.08, Xslab= +.50.
Figure 6.11 Magnitude of leading order electric field in lossy slab of Figures (6.7)
and (6.8) with vs = 10.
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For temperatures on the upper branches of the M = 5, 7 and 9 curves of Figure
(6.4), similar metamorphoses of field pattern occur as a result of cavity detuning, but
the complicated non linear structure of the field prevents an a priori determination
of the dominant field mode(s) for a given v,. The maximum |u0 | | at vs = 10 for
M = 5, 7, and 9 are .44, .34, and .34 respectively, which demonstrates that skin
effect shielding has essentially diminished the field strengths for these cases to the
same order of magnitude. This is a reasonable result given that the skin depth for
each case is in the vicinity of .3D.
6.1.3 Future Work
In subsequent work, we intend to analyze steady state temperature and its effect
on the leading order electric field in the slab for larger values of M. The size of
M will be limited by the computational resources required to solve an M X M
linear system for the field in the loaded cavity. We expect the upper branches of
the corresponding S curves to be lowered in a manner similar to those for S curves
considered by Kriegsmann in [7] for small iris openings in a TE 103 cavity. In these
cases, the existence of the upper branches was attributed to cavity detuning instead
of skin effect shielding.
6.2 Analysis of Effect of Leading Order Temperature and Electric Field
Distribution on Second Order Temperature Distribution
In the following analysis, we examine the generation of hot spots in the slab by
considering the relationship between the magnitude of the leading order electric field
(|u0|) and second order temperature(v1) distributions for S curve lower and upper
branch values of vs in cavities with widths corresponding to those considered in
section (6.1). We also provide preliminary evidence to support the experimental
observation that the temperature of a heated object becomes more uniform as the
mode number of the electric field within the object increases. More specifically,
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for lower branch values of v 5 , we show in a TE J01 cavity with J <~ M, that asM
increases, the relative difference between the maximum and minimum second order
temperatures within the slab becomes smaller, suggesting a trend toward uniformity.
We recall from chapter 4 that v1 satisfies the following two dimensional initial-
boundary value problem:
where S denotes the interior of the slab, L(v0 ) = —v0 — ß((v0 + 1) 4 — 1) and all other
quantities are as originally defined in chapters (3) and (4). In appendix C, after
assuming a steady state leading order temperature, we find a bounded, spatially
dependent modal solution for v1 given by
more of the equations (C.13)-(C.16), the choice of equation depending on the values
of k, i.e., k = 0, 2n, n + m, or |n — ml. The net result is that the Ak with k odd are
zero so that the modal structure of v 1 , like that of u0 , has even symmetry with respect
to the horizontal midline of the slab. It must emphasized that the following results
obtained for v 1 are only valid in materials where Bv 1 << v, with B = 1031 k, the
Biot number, as defined in chapter (3). This condition ensures that v N v, + Bv 1 is
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a valid second order asymptotic approximation to the non dimensional temperature
in the slab.
6.2.1 Case of a <~ 1
For this case, it is demonstrated that the presence of the waveguide clearly affects
the second order temperature distribution in the slab, whereas its presence does not
affect the leading order temperature. (Recall that this was demonstrated by the fact
that the a <~ 1 S curve was identical to that for a slab of finite thickness in the z
direction and infinite extent in the x direction.) The second order temperature and
electric field distributions in the slab for this case are representative of those obtained
for the TE 103 cavities considered in section (6.1.1) for M = 1 and M = 2.
We first consider a leading order temperature, v3 <~ .5, on the lower branch
of the a <~ 1 curve of Figure (6.1) . Figure (6.12) shows a contour plot of the
magnitude of the electric field in the slab with three maxima of equal amplitude
lying along the Xslab= 0 line of symmetry. There is no perceptible difference from
the field pattern for a lossless slab. Figures (6.13) and (6.14) show the corresponding
symmetric contour and three dimensional plots of v 1 with its maximum value, max
v1 = 5.7, at the same location as the center maximum of the electric field. Although
there are field peaks at the left and right edges of the slab, their contribution to
heating is diminished by the radiative and convective heat loss governed by boundary
conditions (6.8) and (6.9). The effect of this heat flux is manifested in the inverted
parabolic shape of the v 1 plot along the Xslab= ±.5 insulated edges of the slab as
shown in Figure (6.14). This shape is consistent with the quadratic behavior in z
demonstrated by the solution for v1 given by expression (6.13).
Figure 6.12 Electric field strength within a slab of width a = 1 heated to a steady
state temperature v s = .5 on the lower branch of the S curve shown in Figures (6.1)
and (6.4).
Figure 6.13 Second order temperature, v 1 , corresponding to Figure (6.12).
Figure 6.14 Three dimensional version of Figure (6.13).
For vs = 12, a physically attainable temperature on the upper branch of the
a = 1 S curve, the maximum value of the electric field strength has decreased from
max |u0| = 2.62 at the three maxima indicated in figure (6.12) when v s = .5 to max
|u0| <~ .48 at the left edge of the slab (Zslab= 1.23, Xslab= 0) as shown in the contour
plot of Figure (6.15). This Figure corresponds to Figure (6.3) of section (6.1), which
is a cross sectional illustration of the skin effect within the same slab for v s = 12. The
influence of skin effect shielding has not only significantly decreased the field strength
in the slab, but has shifted the maximum to the center of the edge nearest the source.
Not suprisingly, the maximum of the second order temperature, max v 1 = 3124, has
shifted from the center of the slab to near the left edge (Zslab= 1.26,Xslab= 0) as
demonstrated in the contour plot of figure (6.16). This does not exactly coincide
with the location of the maximum of the electric field strength due to the effect of
heat flux at the left slab face. Of course, the non dimensional temperature in the
slab is not this high, but rather, is expressed to second order accuracy by v s <~ Bv1 ,
as long as Bv 1 << v s . Even so, depending on the material, this temperature may
still be high enough to melt the ceramic so that the pattern for v 1 just discussed is
not applicable.
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Figure 6.15 Electric field strength within a slab of width a = 1 heated to a steady
state temperature vs = 12 on the upper branch of the S curve shown in Figures (6.1)
and (6.4).
Figure 6.16 Second order temperature corresponding to Figure (6.15).
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6.2.2 Cases of M > 3
In contrast to the a = 1 case for both upper and lower branch values of v s , where the
absolute maxima of the electric field strength and second order temperature were
essentially co-located, we find that these maxima are not co-located within slabs
contained in TEM01 cavities with M <~ 3 . This relationship not only holds true for
upper branch values of v 8 where multiple modes can dominate the behavior of the
electric field, but also for lower branch v s values where the TEM01 mode remains
dominant. For upper branch v 8 values, the unpredictable behavior of the electric
field again stymies any hope of predicting the location of the maximum of v1.
An asymptotic analysis of the solution for v 1 given by (6.13) helps to shed
light on the low loss behavior of the second order temperature. Here, "low loss"
refers to lower branch values of v 8 where Im On ~ n1²vf (v.)1(2 Xn) << 1. Assuming
that the Ak remain small enough, the terms in (6.13) containing L(vs ) and the last
term of v1(z) in the solution for A 0 (z) containing L(vs ) [see appendix (C)] determine
the magnitude of v 1 . This is due to the fourth power dependence of L on vs . As
mentioned in conjunction with the solution for A0(z) in the appendix, the large
terms of A0 that depend upon Im n nearly cancel each other when Imθ n << 1 and,
therefore, do not make a significant contribution to v 1 . An examination of the non-
zero Ak, k 0 0 reveals that these amplitudes are composed of the sum of terms whose
dominant behavior is governed by the solutions for the A 2n(z) with n E (1, . . . , M)
odd, which behave like |Tn|²(|fn|² <~ |gn |² ) /AL with AL = 4n² 71-² /a² . In particular,
we expect A²M(z) to dominate the modal behavior of v 1 since TM is the dominant
electric field mode amplitude and |TM |² (|fM|²
 <~ |gM|²) 1 ) is 0(1) or greater depending
on the value of M. While terms containing L(v8 ) certainly remain dominant for
upper branch values of v s , a convenient asymptotic analysis of the Ak is not possible
since it is not known a priori which, if any, |Tn | dominate. In this case, Imθ n <~ 0(1)
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and we simply note that terms in the solutions for the Ak containing the factor
e^²(Imθn)(z-q) govern the modal behavior of v 1 . 	
6.2.2.1 Case of M = 3, lower branch. We consider the TE 301 resonant cavity
of section (6.1) with dimensions a = 2.1082, 1 7 1" = 2.5225 containing a lossless slab
of width one wavelength with its z centerline located near the cavity centerline. For
vs = 2, a lower branch leading order temperature, we have |T 3 1 = 5.3 >> T1  = .93,
so that the electric field in the slab retains its dominant mode structure as shown in
Figure (6.17) with the three local maxima located along the Xslab= 0 midline now
visibly greater than the maxima at the Xslab= +a/2 edges as shown in Figure (6.18).
However, there is no corresponding dominant mode structure for v 1 ; its absolute
maxima are not located along the Xslab= 0 midline. Figures (6.19)-(6.21) clearly
show symmetric maxima of v 1 centered in the Zslab direction near the Xslab= ±a/2
edges.
Figure 6.17 Magnitude of leading order electric field in slab for M = 3, a = lcc =
2.1082, v s = 2.
A possible physical explanation for this disparity in the location of |u0 | and
v 1 maxima is as follows: The heat generated by the field maximum at the center
of the slab has diffused toward the four slab boundaries. At the Zslab boundaries,
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Figure 6.18 Three dimensional version of Figure (6.17).
the heat is further dissipated by convective and radiative loss, while near the Xslab
boundaries there are other local field maxima which generate hot spots sustained
by their proximity to these insulated edges. Evidently, for the incident power level
p = .045, corresponding to v s = 2, the rates of heat diffusion from the slab center
and heat loss at the Zslab boundaries combined with the absence of heat loss at the
Xslab sides is greater than the rate at which power is absorbed along the Xslab= 0
midline such that a lower temperature trough has evolved by the time leading order
thermal equilibrium on the long convective time scale has been established at v s = 2.
This physical behavior can be mathematically justified by an examination of
the non-zero modes of v 1 , with amplitude coefficients A0, A2, A4, A6. In particular,
along the line z = q, the values of the coefficients are A 0 = 0, A2 = .58, A4 =
—.17, A6 = —.34 (similar values hold along the midline of the slab) so that the
superposition of the corresponding cosine functions in x gives the symmetric profile
depicted in figure (6.21). The fact that the Ak, k = 2, 4, 6 are all of comparable
magnitude confirms the lack of a distinct mode structure for v 1 corresponding to
the dominant TE 301 electric field mode. The existence of this correspondence would
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require |A 6 1 >> |A2| and |A4|. The diminished magnitude of A6 is probably due to
the fact that T3 1 is only 0(1). Thus, for M = 3, the magnitude of v 1 is governed by
the terms in (6.13) containing L(v s = 2) = —2.8, while the modal structure of v 1 is
determined by the sum of trigonometric terms of comparable amplitude.
Figure 6.19 Second order temperature in slab for M = 3, a = lcc = 2.1082, v s = 2.
Maxima are located at Zslab= 1.29, Xslab= +.65.
Figure 6.20 Three dimensional version of (6.19).
6.2.2.2 Case of M = 3, upper branch. For v s = 10, on the upper branch of the
M = 3 S curve, skin effect shielding and cavity detuning have altered the electric
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Figure 6.21 Cross section of (6.20) in v 1 -Xslab plane.
field in the slab as discussed near the end of section (6.1.2.2). A three dimensional
plot of the field strength in the slab for v s <~ 10 was shown in Figure (6.11). For the
reader's convenience, we include a two dimensional version in figure (6.22), which
shows the symmetric maxima occuring near the left edge of the slab. The contour
and three dimensional plots of v 1 are shown in Figures (6.23) and (6.24) respectively.
Although v 1 has dramatically increased to a maximum of v 1 = 1237 from a maximum
of v 1 = 22 when v s = 2, its distribution in the slab is similar to that for v s = 2,
except that skin effect shielding has shifted the v 1 maxima to the left. This behavior
occurs despite the drastic reduction in electric field strength(|T 3| ~|T1| = 0(10')
and metamorphosis of the field pattern. Along the line z = q, the values of the
modal temperature coefficients are A 0 = 0, A2 = 38, A4 = 35, A6 = —1.2 (along
the midline of the slab they are —16.5, 38, 28, and — .82 respectively). Although
the terms in expression (6.13) for v 1 containing L(vs = 10) = —156 still dominate,
we can not determine the asymptotic behavior of the Ak in terms of the dominant
electric field mode as discussed in the low loss case. Nevertheless, we invoke the same
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physical reasoning as was used in the v s = 2 case to explain why the v 1 distribution
looks as it does here.
Figure 6.22 Magnitude of leading order electric field in slab for M = 3, a = lcc =
2.1082, v s = 10. Maxima are located at Zslab= 1.08, Xslab= +.50.
Figure 6.23 Second order temperature in slab for M = 3, a = / cc = 2.1082, v s = 10.
Maxima are located at Zslab= 1.19, Xslab= +1.0.
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Figure 6.24 Three dimensional version of Figure (6.23).
6.2.2.3 Cases of M = 5, 7, and 9, lower branch. For v, = 2, as M increases,
we detect a change in configuration for v 1 . When M = 5, it is apparent from Figure
(6.27) that v 1 has attained a distinct 5 X1 modal structure corresponding to the
dominant mode structure of |u0 |. In fact, Figures (6.25) and (6.26), which are cross
sections of v 1 and |u0| respectively in the v 1 -Xslab plane, show that their peaks
and valleys coincide. This distinct structure in v 1 is corraborated by the fact that
A 10 is the largest modal amplitude, which is consistent with the asymptotic results
discussed above. Despite the structural similarity between v 1 and |u 0 |, the location
of the absolute maxima of v 1 near the insulated edges of the slab (Zslab= 1.95,
Xslab= ±1.4) differs from the locations of the absolute maxima of 1u 0 | (Zslab=
1.70, 1.93, 2.16, Xslab= ±.65), although the relative difference between all |u0|
maxima is quite small as evidenced by Figure (6.26).
Figure 6.26 Cross section of leading order electric field magnitude in |u0 |-Xslab
plane for M = 5.
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Figure 6.27 Second order temperature in slab for M = 5, a = lcc = 3.3993, v 3 = 2.
This disparity in the locations of field and temperature absolute maxima is
similar to the one obtained in the M = 3 case in that the absolute maxima of v 1
were also located near the insulated edges while the absolute maxima of the electric
field strength were located on the horizontal midline of the slab. In contrast to the
M = 3 case, which displayed only a weak 3 X 1 mode structure in v 1 , the three
smaller interior maxima of v 1 for M = 5 are more prominent relative to the two
absolute maxima of v 1 . These two absolute maxima are about .8% higher than the
other three local maxima, while for M = 3 the absolute maxima of v 1 were about
5% higher than the single interior maximum. The presence of three local v 1 maxima
in the interior of the slab coincident with three 17/ 0 | maxima and the decrease in the
relative difference between the v 1 local maxima heights and the heights of the two
v 1 absolute maxima when compared to the M = 3 case suggest that the rate of heat
generation in the interior of the slab now provides a more significant counterbalance
to the rate of heat loss at the z slab faces and to the heat retention at the insulated
sides. In other words, the temperature trough that was present in the M = 3 case
has significantly diminished.
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In the case of M = 7, the dominant mode amplitudes are A2 = .29 and
A14 = .31 at the left edge of the slab. The value of the magnitude of A2 is not
consistent with the asymptotics, but is certainly plausible, since the asymptotic
analysis serves only as a guide to expected results. In Figure (6.28) we can see the
mode structure in v 1 with max v 1 now located at the center of the slab. As in the
M = 5 case, all v 1 peaks and valleys coincide with those of |u0| in the v 1 -Xslab
plane, although their absolute maxima are not coincident. The modal structure of
v 1 is consistent with the dominant A2 and A14 modes; that is, the A2 mode coupled
with the heat flux at the Zslab boundaries determines that max v 1 lies in the center
of the slab, while the A14 mode determines the oscillatory nature of v 1 . Evidently,
enough electric field maxima are now present in the interior of the slab so that max
v 1 shifts from nearer the insulated edges of the slab to its center. Moreover, this
behavior persists for the case of M = 9 in which A2 and A18 are the dominant
amplitudes. We expect this trend to continue for M > 9; further investigation is
required to confirm this.
Figure 6.28 Second order temperature in slab for M = 7, a = / cc = 4.7140, v s = 2.
In conclusion, despite the fact that the absolute maxima of v 1 and |7/ 0 | are not
coincident for M > 3 (at least in the cases discussed here), we were able to ascertain
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that the absolute maximum of v 1 shifted from double maxima near the insulated slab
edges in the case of M = 3 and M = 5 to a single maximum in the center of the slab
for M = 7, M = 9 and presumably for M > 9. This was due to the increase in the
rate of heat generation in the interior of the slab. With respect to TEM01 cavities
containing slabs heated to upper branch values of v., preliminary results suggest that
the determination of a trend similar to that obtained for lower branch values of v 8
is not possible due to the unpredictable nature of the electric field. We expect the
location of hot spots to be coincident with electric field local maxima, but knowing
the distribution of these field maxima is not predictable. Further investigation using
increasing values of M is required in order to determine the existence of any trends.
6.2.2.4 Uniformity of Slab Temperature. Using the uniformity measure U f =
[(max v 1 — min v 1 )/max vi] x 100 and taking v. = 2 in our TEM01 cavity for M =
3, 5, 7, 9, preliminary data show that U f decreases monotonically as M increases as
follows: M = 3, Uf <~ 9.5%; M = 5, Uf = 3.5%; M = 7, Uf <~ 3%; M = 9, Uf =
1.7%. This evidence supports the experimental observation that the temperature
of a heated object becomes more uniform as the number of electric field modes
propagating within the object increases. For temperatures on the upper branch, e.g.
v8 = 10, no such trend toward uniformity is observed as the following data suggests:
M = 3, U f = 12%; M = 5, U f <~ 38%; M <~ 7, U f <~ 27%; M <~ 9, U f <~
8%. Further investigation is required for increasing M values to determine if U f
eventually decreases.
APPENDIX A
DERIVATION OF REFLECTION AND TRANSMISSION
COEFFICIENTS FOR INFINITE STEPPED WAVEGUIDE
A.1 Summary of Method
Approximations for the coefficients can be found by using the continuity of the
tangential electric and magnetic fields, i.e. u and ∂u/∂z, across the infinite waveguide
junction to derive an integral equation in terms of the unknown junction field u(x, 0).
Then, using an N-term sum of appropriately chosen basis functions to approximate
u(x, 0) (with N <~ M, where M is the number of propagating modes for z > 0), the
integral equation can be solved for the unknown coefficients of the basis functions;
this leads directly to the determination of the approximate values of the first N
reflection and transmission coefficients for the left and right problems respectively.
Figure A.1 Infinite stepped waveguide junction. A: Incident wave from left. B: jth
incident wave from right.
A.2 Left Problem
Consider the left side of Figure (A.1). An incident plane wave of strength 1 impinges
on the waveguide junction, which scatters a portion of the energy back down the
waveguide of width 1 and transmits the remainder into the waveguide of width a.
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In terms of non-dimensional variables and parameters, the solution to the Helmholtz
equation with perfectly conducting boundary conditions is
k = Ww/c E	 27) implies that k 1 is real and corresponds to a single propa-
gating mode in the waveguide for z < 0 while kn = i |kn| for n <~ 2 and correspond
to evanescent modes in the waveguide for z < 0. Similarly, [31 ,...,0m are real and
correspond to propagating modes in the waveguide for z > 0, while O n = i |ßn| for
n <~ M +1and correspond to the evanescent modes in that portion of the waveguide.
From these solutions and continuity of the tangential electric and magnetic
fields at the junction we get the relations
while orthonormality of the x eigenfunctions on their respective intervals and the tact
that u = 0 on the waveguide walls at z = 0+ allow the r n 's and tn 's to be represented
in terms of the unknown electric field in the junction, i.e.,
where 5711 is the Kronecker symbol.
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Inserting (A.5) and (A.6) into (A.3) and interchanging the order of summation
and integration gives the identity uL(x, 0- ) = uL(x, 0+); inserting them into (A.4),
we obtain the following integral equation in terms of the electric field in the junction,
Inspection of this equation reveals that interchange of summation and integration
leads to an infinite sum that does not exist; therefore, we use Galerkin's method
to obtain an approximate solution for uL(x, 0) in terms of an orthonormal basis of
eigenfunctions. Letting
where the ηm  are to be determined and substituting into (A.7), we obtain
where, from (A.8),
To determine η=(η1,...,ηN), we use (A.9) and the orthonormality of the 0
eigenfunctions on (-1/2, 1/2) to obtain the linear system
with the elements of the symmetric complex mode coupling matrix G given by
and K„„, is defined in (A.12). For computational purposes, we truncate each infinite
series element of G such that the number of terms used is at least as large as M,
the number of propagating modes for z > 0. This is necessary in order to ensure
sufficient accuracy of the propagating mode reflection coefficient, r 1 , for z < 0 and
the propagating mode transmission coefficients, t = (t i , ... , tm), for z > 0, derived
below.
Finally, using the N Galerkin coefficients determined by equation (A.13) and
inserting (A.8) into expressions (A.5) and (A.6), we find that the first N reflection
and transmission coefficients in (A.1) and (A.2) respectively are
where the dependence on the cavity width, a, and wavenumber, k, are noted. We
observe that the 4, with even numbered subscripts are zero for the following reason:
The single mode incident from the left on the aperture is an even function with
respect to x = 0 and, therefore, generates transmitted modes in the larger portion of
the guide that are also even functions with respect to this axis. The tn associated with
these modes have odd subscripts, while the tn associated with the modes that are
odd functions with respect to x = 0 have even subscripts; hence, the even numbered
tn are zero in order to suppress the modes in the larger portion of the guide which are
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odd functions in x. In particular, we use r 1 and t 1 ,	 , tM in our scattering matrix
formulation given by (5.4) and (5.5).
A.3 Right Problem
Consider the right side of Figure (A.1) where the j th incident plane wave of strength
1 impinges on the waveguide junction. Each j corresponds to each of the M propa-
gating modes in the wider waveguide section so that the electric field is given by
Using the procedure of the previous section, we obtain an integral equation for
the aperture field,
which can be converted to the N X N linear system
same as given in (A.13) with Kip given by (A.12).




which give the first N terms of the series in (A.16) and (A.15) respectively. For
each j, we observe that the Fn.; and τnj, which are generated by the j th single mode
incident on the aperture, have alternating zero and non-zero elements depending on
whether j is even or odd, i.e. for j odd(even), the Γnj and τnj with odd(even) n are
non zero and the raj and τnj with even(odd) n are zero. In particular, we use
and γnj with n, j = 1, . . . , M in our scattering matrix formulation given by (5.4) and
(5.5).
A.4 Conservation of Power
In [27], Amitay and Galindo showed that the reflection and transmission coefficients
generated by an N-term Galerkin approximation of the electric field in a stepped
waveguide junction satisfy the same power conservation law as the original continuous
problem. Kriegsmann proved the same result for an N term Galerkin approximation
of the electric field in the aperture of an iris situated in a waveguide of uniform
width, regardless of the choice of basis functions or the size of N (as long as N <~
M)[28]. Furthermore, in both the continuous and discrete cases, he derived identical
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conservation laws from the integral equation for the electric field in the aperture of
the iris.
We can use either this method or the modal representation of the electric field
in the junction together with the partial differential equation formulation of our
scattering problem to determine the power conservation laws for the left and right
problems described above. Considering only the propagating modes, we set N = M
and find for the left problem
while for the right problem
We use these equations to check the accuracy of our numerically computed reflection
and transmission coefficients. However, as demonstrated in [27], we note that these
relations are only necessary conditions and therefore, do not guarantee the accuracy
of the coefficients. Nevertheless, we use them to check the validity of our results.
APPENDIX B
DERIVATION OF REFLECTION AND TRANSMISSION
COEFFICIENTS FOR DIELECTRIC CERAMIC SLAB IN INFINITE
WAVEGUIDE
B.1 Summary of Method
In the left and right cases, we use the continuity of the tangential electric and
magnetic fields at the slab faces to derive a two point boundary value problem in the
z variable of the electric field in the slab. From their solutions we find expressions
for the reflection and transmission coefficients in the waveguide, i.e., the elements of
the scattering matrix for the slab.
Figure B.1 Ceramic slab in infinite waveguide of uniform width. A: incident wave
from left. B: incident wave from right.
B.2 Derivation of Coefficients
Consider Figure (B.1) consisting of dielectric ceramic slabs situated in infinite
perfectly conducting waveguides of width a. On the left(right) of the figure,
the j th incident plane wave of strength 1 impinges normally on the slab face
at z = q(z = q + d), which reflects a portion of the energy to the left(right) and
transmits the remainder through the slab. Similarly, at z = q+d(z <~ q), some energy
is internally reflected and some is transmitted into the waveguide. The fractions
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of incident electric energy transmitted and reflected depend on the temperature
dependent effective electrical conductivity of the dielctric slab, which governs the
power absorbed.
In terms of non dimensional variables and parameters and scattering matrix
elements, the scalar electric field has the modal representation for the left problem
and for the right problem
Note that these ansatzes are consistent with those used in section (5.2.1). In the slab
the scalar electric field u0(x , ,z, 7-) satisfies
Letting
and substituting into (B.5) for each j = 1, . . . , M gives
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Since the right problem is the mirror image of the left, we expect that b, =
(ph1)djn and ajn = (ph2)cjn where ph i and ph² are phase constants. By choosing the
appropriate ansatz in each region of the left(right) problem and in the slab, we can
force ph i = ph² = 1 so that it is necessary to solve only one problem. Therefore, we
modify the ansatzes in (B.1)-(B.4) to
Focusing our attention on the left problem, we use (B.8), (B.6) and the
continuity of the tangential electric and magnetic fields at z = q to eliminate the 'din
and get the boundary conditon
where (Sp, is the Kronecker symbol. Similarly at z = q + d we use (B.10), (B.6) and
the continuity conditions to eliminate the bp, and get
The solution to the two point boundary value problem given by (B.7), (B.12) and
(B.13) is
We now can find ajn and bjn. From the continuity of the tangential electric
field at z = q + d, we have
which simplifies to




To find the hatted scattering matrix elements used in (B.1)-(B.4), we need only
multiply iii, and uR by the appropriate phase constants to obtain it ', and 11R with
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where we use the fact that each coefficient is zero when j 0 n. Physically, this means
that the j th incident mode only excites the j th reflected and transmitted modes inside
and outside the slab.
B.3 Conservation of Power for Lossless Slab
As in appendix A, we wish to use the conservation of power to verify the numerical
accuracy of our scattering matrix elements. To this end, we use the well known result
that the scattering matrix in the case of a lossless slab is unitary; that is, SSH = <~
where
SH is its Hermitian matrix and each block of S is an M X M diagonal matrix
composed of its corresponding elements given by (B.22)-(B.25). In particular, we
use the following relationships to establish the validity of our results for each j E
(1, . <~ . ,M):
where * indicates the complex conjugate and bjj = di; by the symmetry of the
scattering matrix.
APPENDIX C
SOLUTION OF PARTIAL DIFFERENTIAL EQUATION FOR
SECOND ORDER TEMPERATURE
C.1 Summary of Method
We solve a Poisson equation with inhomogeneous boundary conditions in z and no
flux boundary conditions in x and y for v 1 , the bounded second order correction in the
small Biot number expansion of the slab temperature. Both the forcing term and the
boundary conditions in z are parameterized by v0(τ), the leading order temperature
in the slab. This initial-boundary value problem was first stated in chapter 4. By
a change of dependent variable, we convert to a Poisson equation in w with strictly
homogeneous boundary conditions. After assuming a steady state leading order
temperature, we find a solution by the method of eigenfunction expansion. The
resulting infinite series coefficients in z are then determined by an infinite sequence
of second order linear ordinary differential equations. A finite number of these series
terms, depending on the value of M, the number of propagating modes in a lossless
slab, are then sufficient to determine a bounded solution for v 1 .
C.2 Transformation of Problem
Letting
transforms the problem in v 1 to one in w with homogeneous boundary conditions,
that is,
We assume that the leading order temperature has reached a steady state v 3 ,
satisfying equation (6.5), and expand |u 0 |² in equation (C.2) using the propagating




Substituting this ansatz into the boundary value problem (C.2)-(C.6) determines
an infinite sequence of second order linear ordinary differential equations in z for
the Ak subject to zero flux conditions at the slab faces. The form of the forcing
function for the kth differential equation depends on M and on the values of m and
n in expressions (C.10) and (C.11). Solutions for each of the Ak are superpositions
of a finite number of solutions to the following two point boundary value problems:
where n, m E (1, . , M) and n m. Computations are simplified by noting that
Fn = 0 when n is even and Qnm = 0 when either or both of n and m are even. This
is due to the fact that Tn = 0 for all even n. In these cases, boundary value problems
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(C.14)-(C.16) become homogeneous and, along with (C.17), admit only the trivial
solution. The net result is that the odd numbered ilk are zero.
Solution for Ao . The solution to (C.13) is
with
and where c2 (T) can be found by imposing the solvability condition that guarantees
the existence of the third order temperature v2 . The constant c1 , which multiplies
the linear term originating from the homogeneous solution of (C.13), is found to
be zero by applying either of the boundary conditions in (C.13). The solvability
condition that guarantees the existence of A 0 gives the same expression for ||u0||² as
obtained from its definition in terms of an integral over the slab. We note that A 0 is
bounded as Imθn-->  0 since terms with Im On in the denominator very nearly cancel
each other, implying that A 0 is close to zero throughout the slab.
Solution for A2n, n <~ 1, <~ M odd. The solution to (C.14) is
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When the denominators in the expressions for AL and AL are zero, that is, when
A2n = n1 vf (vs ) , the solutions become
where .4„ and in replace sn and to in the remaining terms of (C.19). The large terms
generated by sn and in when Im On << 1 very nearly cancel each other so that the
solution (C.19) remains bounded as Im On --> 0. This behavior dictates that there
is no resonant temperature condition. Furthermore, the factor (z — q) in (C.20) and
(C.20) does not introduce any appreciable change in the qualitative behavior of the
solution for A2n.
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Solutions for An+m and A|n-m| , n, m = 1, . . . , M odd, n m. The solutions
to (C.15) and (C.16) are
where the + and — superscripts and subscripts correspond to n + m and |n — ml
respectively. The quantities in (C.22) are
with
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The solutions for A0 and A2n are real. The solutions for A|n±m| are complex,
but occur in conjugate pairs so that superposition of the Ak 's for each k = 0, . . . , 2M
determines a real w in accordance with (C.12). Finally, the complete solution for v1
is determined from (C.1).
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