Abstract. An explicit formula of the Hamiltonians generating one-dimensional discrete-time quantum walks is given. The formula is deduced by using the algebraic structure introduced in [T]. The square of the Hamiltonian turns out to be an operator without, essentially, the 'coin register', and hence it can be compared with the one-dimensional continuous-time quantum walk. It is shown that, under a limit with respect to a parameter, which expresses the magnitude of the diagonal components of the unitary matrix defining the discrete-time quantum walks, the one-dimensional continuous-time quantum walk is obtained from operators defined through the Hamiltonians of the one-dimensional discrete-time quantum walks. Thus, this result can be regarded, in one-dimension, as a partial answer to a problem proposed by Ambainis [A].
Introduction
The notion of discrete-time quantum walks (quantum walks for short) are originally proposed in quantum physics by Aharonov-Davidovich-Zagury [ADZ] and re-discovered in computer science by, for instance, Nayak-Vishwanath [NV] , Aharonov-Ambainis-Kempe-Vazirani [AAKV] , Ambainis-BachNayak-Vishwanath-Watrous [ABNVW] . For more historical background, see, for instance, [Ke] , [Ko3] . The one-dimensional quantum walks are defined as a non-commutative analogue of the usual random walks on the set of integers, Z, and they are defined as unitary operators on the Hilbert space ℓ 2 (Z, C 2 ) consisting of all square summable C 2 -valued functions on Z. According to the asymptotic formulas obtained in [ST] , there is a resemblance between the asymptotic behavior, in a long-time limit, of transition probabilities of one-dimensional quantum walks and the asymptotic behavior, in a highenergy limit, of modulus squares of the Hermite functions on the real line. Thus, it would be reasonable to think one-dimensional quantum walks as a discretized, in both of space and time parameters, model for one-dimensional quantum systems. However, concrete formulas of their Hamiltonian had not been made clear. The aim of this paper is to give an explicit formula for the Hamiltonians generating the one-dimensional quantum walks and investigate their properties. As a result, a direct relation between operators defined through the Hamiltonians of the discrete-time quantum walks and the continuous-time quantum walk in one-dimension is obtained.
To describe our main results let us prepare notation. Let T be a two-by-two special unitary matrix. The quantum walk associated with T , denoted U (T ), is defined, as a unitary operator on ℓ 2 (Z, C 2 ), by the formula
1) where τ is the shift operator on ℓ 2 (Z, C 2 ) defined by 2) and P i : C 2 → C 2 denotes the orthogonal projection onto the one-dimensional subspace Ce i in C 2 , where {e 1 , e 2 } denotes the standard basis on C 2 . Suppose that the special unitary matrix T is given by We set
We define the function ϕ s (θ) in θ ∈ R by ϕ s (θ) = Cos −1 (s cos θ).
(1.5)
For any integer x, we define the integrals I(x), J(x) by
We define the matrix-valued function D T on Z by
We then define the bounded self-adjoint operator D(T ) on ℓ 2 (Z, C 2 ) by the formula
That is, the bounded self-adjoint operator D(T ) is the Hamiltonian generating the quantum walk U (T ). The proof of Theorem 1 is rather easy, but the method to deduce the formula (1.8) might not be so obvious. Indeed, we use the algebraic structure behind one-dimensional quantum walks introduced in [T] . This algebraic structure is nothing but a unitary representation of the infinite dihedral group ( [O] ). See Section 2 in this paper for this viewpoint.
Having obtained the Hamiltonian generating the one-dimensional quantum walk, it would be important to understand its various properties. First, we mention some of simple properties of the operator D(T ). The following can be proved in an easy way. (See Section 3 for details.)
• The spectrum, Spec (D(T )), is given by
(1.9)
• D(T ) does not have the locality, that is, D(T )(δ x ⊗ϕ) has an infinite support, where the function δ x ⊗ u with x ∈ Z and u ∈ C 2 is defined by
• The square D(T ) 2 is, essentially, an operator acting on scalars (without 'the coin register'), that is, we have the following. 10) where I 2 is the two-by-two identity matrix and F : L 2 (S 1 ) → ℓ 2 (Z) is the Fourier transform defined by
where L 2 (S 1 ) denotes the Hilbert space consisting of all square integrable (with respect to the uniform measure) functions on the unit circle S 1 .
According to the last item of the above, it would be reasonable to consider the operator H(ϕ s ) on the space ℓ 2 (Z) of square summable (scalar) functions on Z defined by 12) where τ is now the shift operator on ℓ 2 (Z) defined by the same formula as in (1.2). In [A] , Ambainis proposed a problem how discrete-and continuous-time quantum walks can be obtained one from another. Since we found the operators H(ϕ s ) acting on ℓ 2 (Z) from the Hamiltonians of the one-dimensional discrete-time quantum walks, it would be interesting to consider some relationships between these operators and the continuous-time quantum walk. Recall that the continuous-time quantum walk, introduced originally by Childs-Farhi-Gutmann [CFG] , is the unitary operator e it H acting on ℓ 2 (Z), where H denotes the standard symmetric random walk on Z defined by
Note that we have Spec (
Therefore, it would be reasonable to scale the function ϕ s as
, where H(ψ s ) is the operator defined by the formula (1.12) with ψ s replacing ϕ s . We then compare the operator H with H(ϕ s ) and H(ψ s ). Note that if we set
then one has H(ψ 0 ) = H, and by Taylor's formula for Sin −1 (x), we see
where · C(S 1 ) denotes the supremum norm on the algebra C(S 1 ) consisting of all continuous functions on S 1 and · op denotes the operator norm. Thus, in the above sense, the classical random walk is obtained, in the limit s tending to zero, from the operators H(ψ s ) defined through the Hamiltonians of the discrete-time quantum walks. However, it would be interesting to compare these operators in the weak-limits of the probability distributions. To define these probability distributions, we generalize a little bit our setting up. For any k ∈ C(S 1 ), we denote M (k) the multiplication operator on L 2 (S 1 ) by k. We define the operator H(k) on ℓ 2 (Z) by 16) which has the expression (1.12) with k replacing ϕ s . When k is real-valued, the operator H(k) is selfadjoint, and hence we have the 1-parameter group of unitary operators e it H(k) . For any t ∈ R, we define the function p t (k; x) in x ∈ Z by 17) where , denotes the standard ℓ 2 -inner product on ℓ 2 (Z) and δ x ∈ ℓ 2 (Z) is defined as
Note that {p t (k; x)} x∈Z is a probability distribution for each t ∈ R and each continuous real-valued function k on S 1 . Our next theorem is on the weak limit distributions of the probability measures
, where δ ξ for ξ ∈ R denotes the Dirac measure at ξ.
Theorem 2. For any interval I in R, let χ I (x) denote the indicator function of I. We set ρ(s) := Sin −1 (s). Then we have the following.
(1) w-lim
(2) w-lim
Note that (1) in Theorem 2 is well-known ( [Ko2] ), and the weak limits in (2) and (3) are essentially (scaled) Konno's distribution ([Ko1] ), which appears as weak limit distributions of the transition probabilities of the one-dimensional discrete-time quantum walks. By Taylor's formula for Sin −1 (s) as s → 0 one finds that the distribution in the right-hand side of (1) is obtained from that in (3) under the weak limit s → 0. More generally, we have the following.
, we define the probability measures dµ (s,u) on R by
Then, the map (s, u) → dµ (s,u) defines a weakly continuous map from [0, 1) × [0, ∞) to the space of all probability measures on R with the weak topology. In particular, we have
Thus, the one-dimensional continuous-time quantum walk is obtained, under the limit s = |a| → 0, from the scaled operator H(ψ s ) defined through the Hamiltonian D(T ) of the one-dimensional discretetime quantum walk U (T ).
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An algebraic structure
In our previous paper [T] , we have introduced an algebraic structure behind the one-dimensional discrete-time quantum walks. Because we need to use this to deduce the Hamiltonian D(T ) in the next section, let us begin by recalling this structure. Suppose that we are given two unitary operators V , W on a Hilbert space H 0 satisfying the following relations.
We remark that, in [T] , we have introduced another unitary operator, σ, satisfying some relations with V and W . However we do not introduce the operator σ here because we will not use it. Now, if the positive numbers s, r satisfy s 2 + r 2 = 1, then it turns out that the linear combination
is a unitary operator on H 0 . We have the following examples.
Example 1. Let H 0 = C 2 . For any α, β ∈ S 1 , we set
Then, the unitary matrices V = V (α), W = W (β) satisfy the relations (QW1), (QW2).
Example 2. Let H 0 = ℓ 2 (Z, C 2 ). We take α, β ∈ S 1 . Let V , W be the quantum walks,
defined in (1.1) associated with the unitary matrices V (α), W (β) given in Example 1. Then V and W satisfy the relations (QW1), (QW2).
We note that for T ∈ SU(2) given by (1.3), the quantum walk U (T ) is written in the form (2.1) as
where the parameters s, r, α, β are defined in (1.4). Furthermore, if we define a unitary matrix T (z) with z ∈ S 1 by T (z) = sV (αz) + rW (βz), (2.2) then, under the Fourier transform F : L 2 (S 1 , C 2 ) → ℓ 2 (Z, C 2 ), defined by the same formula as in (1.11), U (T ) and T (z) are related each other by the formula
where T is the multiplication operator defined by
The following is proved in [T] .
Proposition 4. Suppose that the unitary operators V , W satisfy the relations (QW1) and (QW2).
Then, the n-th power U n of the unitary operator U defined in (2.1) is represented as
where T n (x) and U n−1 (x) are, respectively, the Chebyshev polynomials of the first kind of degree n and the second kind of degree n − 1.
Before explaining how to deduce the formula (1.8) of the operator D(T ), let us mention the meaning of the algebraic structure (QW1), (QW2). The relations (QW1), (QW2) define a unitary representation of the infinite dihedral group (see, for example, [MKS] ) as follows. The infinite dihedral group Γ is a discrete group defined by Γ = Z ⋊ Z 2 ∼ = Z 2 * Z 2 , where Z 2 = {±1} and it acts on Z in an obvious manner. As a set, Γ is the product Z × Z 2 , and its group structure is given by
Hence the unit is e := (0, 1) and the inverse element of (x, µ) ∈ Z × Z 2 is given by (−µx, µ). We set a = (1, 1) and b = (0, −1). Then, a and b generate Γ with the relation
Let V and W be unitary operators on a Hilbert space H 0 satisfying the relations (QW1) and (QW2). Then, we can define a unitary representation ρ : Γ → U (H 0 ) of Γ, where U (H 0 ) denotes the group consisting of all unitary operators on H 0 , by setting
In particular, by Example 2, the quantum walks
Theorem 5. The unitary representation (ℓ 2 (Z, C 2 ), ρ QW ) of Γ so defined is unitarily equivalent to the regular representation (ℓ 2 (Γ), R).
Proof. We first recall that the (right) regular representation (ℓ 2 (Γ), R), where ℓ 2 (Γ) is the Hilbert space consisting of all square summable functions on Γ with the standard inner product, is defined by the formula
Let δ (x,µ) be an element in ℓ 2 (Γ) defined by
Note that {δ (x,µ) ; (x, µ) ∈ Γ} is an orthonormal basis of ℓ 2 (Γ). Then a direct computation shows that the unitary operator u : ℓ 2 (Γ) → ℓ 2 (Z, C 2 ) defined by the formula
intertwines two representations (ℓ 2 (Z, C 2 ), ρ QW ) and (ℓ 2 (Γ), R).
The Hamiltonian D(T )
Let us explain how to deduce the formulas (1.6), (1.7) and (1.8) for the Hamiltonian D(T ). We apply Proposition 4 for the matrices V = V (αz), W = W (βz −1 ) with α and β given in (1.4) to get the following formula.
where p n (z) and q n (z) are the Laurent polynomials given by
Setting α = e iµ , z = e iθ , and using the function ϕ s (θ) defined in (1.5), we see that
According to the formula (3.1), the functions p n (αz), q n (αz) are differentiable with respect to n at n = 0. Then, differentiating each component of T (e iθ ) n in n at n = 0 and dividing them by i, we obtain the following matrix.
Then, the operator D(T ) defined in (1.8) is related to the operator L by the formula
These explanation is just a way to deduce the expression (1.8) of the operator D(T ). The proof of Theorem 1 goes as follows.
Proof of Theorem 1. From (3.2), we see that e iD(T ) = Fe iL F * . Thus, according to (2.3), it is enough to show that e iL = T . A direct computation shows that the eigenvalues of L(θ) is ±ϕ s (θ + µ). Then, the matrix L(θ) is diagonalized as
with the matrix B(θ) given by
.
Then, one can check directly that
where T (e iθ ) is the matrix defined in (2.2). This shows e iL = T and hence Theorem 1.
We remark that, as in the above proof, the matrix-valued function L(θ) has eigenvalues ±ϕ s (θ + µ). Since the spectrum of the operator D(T ) coincides with that of L and the latter is given by the union of images of two functions θ → ±ϕ s (θ + µ), we have (1.9). This fact also shows that L(θ) 2 = ϕ 2 s (θ + µ)I 2 and hence (1.10).
Limit theorems
Let k be a smooth real-valued function on S 1 and consider, for each t ∈ R, the measure dµ t (k) defined in (1.18). To prove Theorem 2, we use the characteristic function E t (k; ξ) of dµ t (k), which is explicitly given by the formula
Let us rewrite the function E t (k; ξ) in a useful form. Recall that the convolution of two continuous functions f, g on S 1 is defined by
If f is a smooth function on S 1 , then the Fourier series
of f converges to f itself uniformly in θ, and hence, for f, g ∈ C ∞ (S 1 ),
which converges uniformly in θ. We set ι(f )(θ) := f (−θ) so that F(ι(f ))(x) = F(f )(x) and
which is well-defined in L 2 (S 1 ). Since e it H(k) = Fe itM (k) F * and F * δ x = e x , where e x ∈ L 2 (S 1 ) is defined by e x (θ) = e ixθ , we have e it H(k) δ 0 , δ x = e itM (k) e 0 , e x and hence f (θ) = e itM (k) e 0 = e itk(θ) . Thus f is a smooth function on S 1 , and by (1.17), (4.1), (4.2), we see
Proposition 6. Let k be a smooth real-valued function on S 1 . Then, for each ξ ∈ R, we have
Proof. By (4.3) and Taylor's formula, we have
as t → ∞, which completes the proof.
Proof of Theorem 2. The items (1), (2) and (3) in Theorem 2 are easily proved by using Proposition 6 with k = ψ 0 for (1), k = ϕ s for (2) and k = ψ s for (3), respectively. Hence the right-hand side of (4.5) tends to zero as (s, 1/t) → (s o , 0). Since the characteristic function of the measure dµ (so,0) is given by
we see that dµ (s,u) is weakly continuous at (s o , 0). Next, let us prove the continuity at (0, 0). Obviously we have w-lim s→0 dµ (s,0) = dµ (0,0) . Now let s, u > 0 and we set t = 1/u. Then, again by Taylor's formula,
we obtain e it[ψs(θ)−ψs(θ−ξ/t)] − e −iξ sin θ ≤ C(s 2 + 1/t), where the positive constant C can be chosen uniformly in θ ∈ R and locally uniformly in ξ ∈ R. From this, we have E t (ψ s ; ξ) = 1 2π dµ (s,1/t) = dµ (0, 0) . This completes the proof.
