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Topological self-dual configurations in a Lorentz-violating gauged O(3) sigma model
R. Casana,∗ C. F. Farias,† and M. M. Ferreira, Jr.‡
Departamento de F´ısica, Universidade Federal do Maranha˜o, 65080-805 Sa˜o Lu´ıs, Maranha˜o, Brazil.
We have studied the existence of topological Bogomol’nyi-Prasad-Sommerfield or self-dual con-
figurations in a Lorentz-violating gauged O(3) nonlinear sigma model, where CPT -even Lorentz-
violating (LV) terms were introduced in both the gauge and σ-field sectors. As happens in the usual
gauged σ model, purely magnetic self-dual configurations are allowed, maintaining some qualitative
features of the standard ones. In a more involved configuration, Lorentz violation provides new
self-dual magnetic solutions carrying an electric field but a null total electric charge. In both cases,
the total energy of the self-dual configurations turns out to be proportional to the topological charge
of the model and to the LV parameters introduced in the σ sector. It is shown that the LV terms
yield magnetic flux reversion as well.
I. INTRODUCTION
In condensed matter physics, Abrikosov’s description
for type-II superconductors [1] has led to an increasing
interest in the study of magnetic flux vortices that nat-
urally stem from Ginzburg-Landau theory [2]. In field
theory, stable vortex configurations were presented for
the first time by Nielsen and Olesen [3], which showed
that electrically neutral vortices in the Maxwell-Higgs
model correspond to the Abrikosov ones. The existence
of electrically charged vortex solutions was verified in
both the Chern-Simons-Higgs (CSH) [4, 5] and Maxwell-
Chern-Simons-Higgs (MCSH) [6] models. Vortices were
also investigated in the O(3) model framework supple-
mented with an Abelian gauge sector.
The nonlinear sigma O(3) model in (1 + 2) dimen-
sions [7] has become popular in field theory due to some
remarkable features and many possible applications to
condensed matter physics [8]. One feature which has
attracted considerable attention is the fact it provides
topological stable solitonic solutions that are exactly in-
tegrable in Bogomol’nyi limit [9]. These solutions can
be described as a map from a spherical surface that rep-
resents the two-dimensional physical space to a spher-
ical surface in the internal field space, being classified
according to the second homotopy group Π2 (S2) = Z.
This model, however, presents a serious drawback: as
the solutions are scale invariant they can undergo arbi-
trary size changing over time with no energy cost, pre-
venting particle interpretation [10]. Some initial ways to
circumvent this difficulty were proposed, involving the
consideration of terms with a distinct number of deriva-
tive in relation to the sigma model Lagrangian [11], or
the construction of Q-lumps by means of a particular po-
tential in the O(3) model [12]. Another interesting way
to break the scale invariance consists of gauging the U(1)
subgroup and including a specific potential term in or-
der to provide self-dual solutions. This task was initially
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implemented by Schroers [13], with the dynamics of the
gauge field being governed by a Maxwell term, and pro-
viding topological soliton solutions with arbitrary mag-
netic flux. The gauge dynamics can be also controlled
by the Chern-Simons term [14], yielding topological and
nontopological soliton solutions. In both cases topologi-
cal solitons are infinitely degenerate in a given topological
sector. Such a degenerescence can be lifted by choos-
ing a self-interacting potential with a symmetry break-
ing minima [15, 16], which yields topological magnetic
Bogomol’nyi-Prasad-Sommerfield (BPS) vortices. This
potential introduces a new topology in which the infinite
circle of physical space is mapped in the equatorial circle
in the internal space so that the solitons are now classi-
fied by the first homotopy group Π1 (S1) = Z. Vortex
configurations were also investigated in the context of a
modified gauged O(3) model in which the gauge field is
nonminimally coupled to the σ field [17].
The study of topological defects in several different the-
oretical frameworks has been an issue of permanent inter-
est in the recent years. Solitons and vortex configurations
have been addressed in field models composed of gener-
alizing dielectric functions with worthy new results [18].
Among these new investigations we can include there a
search of topological defects in field models endowed with
Lorentz symmetry breaking terms.
Lorentz symmetry violating field theories have been
extensively investigated since 1996, mainly in the frame-
work of the standard model extension [19, 20]. Such
theoretical framework allows us to examine the effects
of Lorentz violation in physical systems, also involving
photon-fermion interactions [21], bumblebee models [22],
fermion systems and radiative corrections [23], renormal-
ization aspects [24], and the imposition of upper bounds
on the magnitude of the Lorentz-violating (LV) coeffi-
cients [25–28]. LV theories are also connected to models
containing higher-order derivative terms [29] and higher-
dimension operators [30], and topological aspects of phys-
ical systems [31, 32].
The formation of defects in field model with LV term
was considered in some situations, embracing solitons
generated by scalar fields [33], Abelian monopoles [34],
general defects engendered by tensor fields [35], oscillon
2configurations [36, 37]. Explicit BPS vortex solutions in
Lorentz-violating scenarios were analyzed in Refs. [38–
43].
Into the proposal of examining defects in new scenar-
ios, this work aims at elucidating how the structure of
topological defects in a gauged O(3) nonlinear sigma
model is modified by Lorentz violation. More specifi-
cally, we address the effects of introducing CPT -even and
Lorentz-violating terms both in the Abelian gauge sector
and the σ sector, as described in Sec. II. The particular
case in which the solutions are purely magnetic is devel-
oped in Sec. III. In Sec. IV, the LV parameters are chosen
to allow the existence of magnetic configurations also car-
rying an electric field but a null total electric charge. In
both cases the BPS formalism is implemented, yielding
self-dual equations for the scalar and gauge fields. Some
limit cases on the LV parameters are discussed. We show
that the energy and the magnetic flux of the vortex solu-
tions are proportional to the winding number and depend
explicitly on the LV parameters belonging to the σsector.
In Sec. V, we present our conclusions and perspectives.
II. THE LORENTZ-VIOLATING GAUGED O(3)
σ MODEL
The starting point is the (1 + 2)-dimensional La-
grangian density describing the gauged O(3) σ model
studied in Ref. [16], enriched by CPT -even and Lorentz-
violating terms,
L = 1
2
(
Dµ~φ
)
·
(
Dµ~φ
)
+
1
2
(kφφ)
µν
(
Dµ~φ
)
·
(
Dν~φ
)
−1
4
FµνF
µν − 1
2
κραFρσFα
σ − U, (1)
where ~φ = (φ1, φ2, φ3) is a triplet of real scalar fields con-
stituting a vector in the internal space with fixed norm,
~φ · ~φ = 1, which describes an O (3) nonlinear σ model.
Such a scalar sector is coupled to the Maxwell field, with
Fµν = ∂µAν − ∂νAµ being the Maxwell tensor. The ten-
sor (kφφ)
µν is real and symmetric containing the LV and
CPT -even parameters in the σ sector, while κρα is a
symmetric tensor which encloses CPT -even and LV co-
efficients in the electromagnetic sector [19, 26]. The po-
tential U describes some convenient interaction produc-
ing BPS vortices.
The coupling between the gauge field and the triplet
scalar field is given by the minimal covariant derivative
Dµ~φ = ∂µ~φ−Aµnˆ3 × ~φ, (2)
with nˆ3 representing the 3-direction in the internal scalar
field space. The equation of motion for the gauge field
reads
∂νF
νµ + κνα∂νFα
µ − κµα∂νFαν = jµ, (3)
where
jµ = [gµν + (kφφ)
µν ] nˆ3 ·
(
~φ×Dν~φ
)
, (4)
is the conserved current density that generalizes the one
of Ref. [16], that is, jµ = nˆ3 ·
(
~φ×Dν ~φ
)
. The equation
of motion of the σ field is
[gµν + (kφφ)
µν
]DµDν~φ =
(
~φ · ∂U
∂~φ
)
~φ− ∂U
∂~φ
(5)
+ [gµν + (kφφ)
µν
]
(
~φ ·DµDν~φ
)
~φ.
As we are interested in a solitonic solution in the static
regime, we first write the static Gauss law
Lij∂i∂jA0 + κ0iǫij∂jB = (kφφ)0inˆ3 ·
(
~φ×Di~φ
)
(6)
+
[
1 + (kφφ)00
] [
(φ1)
2 + (φ2)
2
]
A0,
where we have introduced the symmetric matrix
Lij = (1 + κ00)δij − κij . (7)
With the finality to attain self-dual configurations, we
have selected (kφφ)0i = 0. Such a choice allows us to
study two cases. The first one consists in choosing κ0i =
0, for which the Gauss law is
Lij∂i∂jA0 =
[
1 + (kφφ)00
] [
(φ1)
2
+ (φ2)
2
]
A0. (8)
Because the condition A0 = 0 satisfies identically the
Gauss law, this case describes purely magnetic solutions.
The second case to consider is κ0i 6= 0, this time the
Gauss law becomes
Lij∂i∂jA0 + κ0iǫij∂jB = [1 + (kφφ)00][(φ1)
2 + (φ2)
2]A0,
(9)
and the solutions also possess an electric field but the
total electric charge is zero.
By considering the condition (kφφ)0i= 0, the static
Ampe`re law reads
Nji∂iB = −κ0i∂i∂jA0 + κ0j∂i∂iA0 (10)
+
[
δji − (kφφ)ji
]
nˆ3 ·
(
~φ×Di~φ
)
,
where we have defined the antisymmetric matrix
Nji = ǫji − ǫjmκmi − κjmǫmi. (11)
In the following we study the two cases mentioned
above. We first study the purely magnetic solutions, and
in the sequel, the ones carrying a magnetic and an electric
field.
III. PURELY MAGNETIC SELF-DUAL
CONFIGURATIONS IN A CPT -EVEN AND LV
GAUGED O(3) σ MODEL
The purely magnetic solutions are obtained by consid-
ering the conditions (kφφ)0i = 0, κ0i = 0, A0 = 0, whose
energy is
E =
∫
d2x
(
1
2
(1− κii)B2 + 1
2
D˜k~φ · D˜k~φ+ U
)
, (12)
3where κii = κ11 + κ22 and we have defined D˜k~φ by
D˜k~φ = MkjDj~φ, (13)
δjk − (kφφ)jk = MijMik, (14)
where the coefficientsMij define the matrix M englobing
the spatial LV coefficients of the σ sector. Before imple-
menting the BPS formalism, we introduce the identity
1
2
D˜k~φ · D˜k~φ = 1
4
(
D˜j~φ± ǫjm~φ× D˜m~φ
)2
(15)
∓ (detM)φ3B ± (detM) ǫik∂i (Akφ3)
± (detM) ~φ ·
(
∂1~φ× ∂2~φ
)
,
which allows us the express the energy (12) as
E =
∫
d2x
{
1
4
(
D˜j~φ± ǫjm~φ× D˜m~φ
)2
(16)
+
1
2
(1− κii)
(
B ∓
√
2U
1− κii
)2
± (detM)
[
~φ ·
(
∂1~φ× ∂2~φ
)
+ ǫik∂i (Akφ3)
]
±B
[√
2 (1− κii)U − (detM)φ3
]}
.
The integration of the expression in the third row of Eq.
(16),
T0 =
(detM)
4π
∫
d2x
[
~φ ·
(
∂1~φ× ∂2~φ
)
+ ǫik∂i (Akφ3)
]
,
(17)
is the topological charge of the model, which depends
on the Lorentz violation introduced in the σ sector - see
the factor detM and on the boundary conditions used
to compute the integral. However, the integrand keeps
the same form of the one of Ref. [16]. In Sec. III A, we
explicitly compute the associated topological charge. We
can also infer the existence of a conserved current,
Kµ =
(detM)
8π
ǫµαβ
[
~φ ·
(
Dα~φ×Dβ~φ
)
+ Fαβφ3
]
, (18)
whose component K0, whenever integrated over the
space, yields the conserved topological charge (17).
The fourth row of Eq. (16) becomes null by choosing
the potential,
U =
(detM)2
2 (1− κii)φ
2
3, (19)
that is the one providing self-dual configurations. It cor-
responds to the functional form of the one of Ref. [16],
φ23/2,multiplied by LV terms, and presents the same min-
imal configurations, that is,
φ23 = 0, φ
2
1 + φ
2
2 = 1. (20)
Thus, the energy (16) is written as
E = ±4πT0 (21)
+
∫
d2x
{
1
4
(
D˜j~φ± ǫjm~φ× D˜m~φ
)2
+
1
2
(1− κii)
(
B ∓ detM
1− κiiφ3
)2}
.
We finally notice that the energy (21) has a lower
bound
E ≥ ±4πT0, (22)
which is attained when the field configurations satisfy the
self-dual or BPS equations,
D˜j~φ± ǫjm~φ× D˜m~φ = 0, (23)
B = ± detM
1− κiiφ3. (24)
Therefore, we have established the conditions that assure
the existence of purely magnetic self-dual configurations
in a CPT -even and Lorentz-violating O(3) σ model. The
sign ± in Eq. (22) indicates that the topological charge
T0 can be positive or negative, once the energy is always
positive.
For completeness, as happens in the Lorentz-invariant
gauged model of Refs. [13, 16], it is possible to show the
existence of an alternative form for the BPS equations
(23) and (24) by stereographically projecting the target
space S2 into C ∪{∞} . For it, we define the complex
variable,
ω =
φ1 + iφ2
(1 + φ3)
, (25)
in terms of which the BPS equations are rewritten as
D˜1ω = ∓iD˜2ω, (26)
F12 = ± (detM)
(1− κii)
(
1− |ω|2
)
(
1 + |ω|2
) , (27)
with D˜k = Mkj (∂j − iAj). By combining these equa-
tions, we obtain
[
δjk − (kφφ)jk
]
∂j∂k ln |ω| = (detM)
2
1− κii tanh ln |ω| , (28)
remembering that the matrices δjk−(kφφ)jk andMjk are
related via Eq. (14). In the absence of Lorentz-violation,
Mkj = δkj , κii = 0, and the BPS equations (26) and (27)
easily recover the ones of Ref. [16], as expected.
Below we analyze a particular Ansatz describing the
axially symmetric vortices.
4A. Axially symmetrical purely magnetic self-dual
solutions
For the energy to be finite, the field ~φ should go to one
of the minimum configurations of the potential, stated
in Eq. (20). This is reached following a similar ansatz
to the one introduced in Ref. [16] for axially symmetric
vortices:
φ1 = sin g(r) cos
(n
Λ
θ
)
, φ2 = sin g(r) sin
(n
Λ
θ
)
,
φ3 = cos g(r), Aθ = −1
r
[
a(r) − n
Λ
]
, (29)
with the radial functions, g, a, being well behaved and
satisfying the boundary conditions,
g(0) = 0 , a(0) =
n
Λ
, (30)
g(∞) = π
2
, a(∞) = 0, (31)
which are compatible with the vacuum configurations of
the potential when r →∞. Here, n is the winding num-
ber, a non-null integer, expressing the topological feature
of the solutions. The boundary condition of the vector
potential is now modified by the presence of the constant
Λ, defined in terms of the Lorentz-violating parameters
belonging to the σ sector,
Λ =
√
1− (kφφ)θθ
1− (kφφ)rr
. (32)
It is worthwhile to clarify the reason for introducing
the LV parameter Λ both in the ansatz (29) as in the
boundary condition a(0) = n/Λ. Its presence guarantees
that when r → 0, the profile g(r) is proportional to r|n|
[see Eqs. (46) and (83)], as happens in the usual vortex
solutions. We should also mention that the infinite circle
(in coordinate space) is mapped on the equatorial circle
in the internal space ~φ = (φ1, φ2, 0), with φ
2
1 + φ
2
2 =
1. The associated topological solutions are not infinitely
degenerated in each sector.
In the ansatz (29), the magnetic field B reads,
B(r) = −a
′
r
, (33)
where ′ stands for the radial derivative. In the same way,
the BPS equations (23) and (24) read
g′ = ±Λa
r
sin g, (34)
B = −a
′
r
= ± η
1− κii cos g, (35)
where η is
η = detM =
√[
1− (kφφ)θθ
] [
1− (kφφ)rr
]
. (36)
The expression (36) could lead us to interpret the ma-
trix M as being a diagonal one, which is not correct. It
becomes clearer by writing Eq. (14) in polar coordinates:
(kφφ)rr = 1−M2rr −M2θr,
(kφφ)rθ = (kφφ)θr = −MrrMrθ −MθθMθr, (37)
(kφφ)θθ = 1−M2θθ −M2rθ.
For the axially symmetric vortices, the condition
(kφφ)rθ = 0 is a requirement for the BPS equation (23)
to engender Eq. (34). Consequently, the matrix (kφφ)
becomes diagonal, but the same does not occur with M.
We should clarify that the fact of (kφφ) being diagonal
in polar coordinates does not imply that it will also be
in Cartesian coordinates.
Under the boundary conditions (30) and (31), the en-
ergy of the self-dual solutions is
E
BPS
= ±2π η
Λ
n, (38)
which, besides being proportional to the winding number,
also depends explicitly on the Lorentz violation factor
η/Λ, belonging to the σ-sector. Here, positive (negative)
sign is associated with positive (negative) values of n.
The BPS energy density, ε
BPS
, which leads to the BPS
energy E
BPS
= 2π
∫
dr rε
BPS
(r), is
ε
BPS
(r) = (1− κii)B2 + Λη
(a
r
sin g
)2
. (39)
It will be positive-definite whenever κii < 1 and Λη > 0.
By using the Ansatz (29) and the boundary conditions
(30)-(31), we can compute the quantity T0 in Eq. (17),∫
d2x ~φ ·
(
∂1~φ× ∂2~φ
)
= −2π n
Λ
∫ ∞
0
dr (cos g)
′
,
= −2π n
Λ
[cos g(∞)− cos g(0)] = 2π n
Λ
, (40)
∫
d2x ǫik∂i (Akφ3) = −2π
∫ ∞
0
dr
[(
a− n
Λ
)
cos g
]′
= 0.
We thus show how the topological charge,
T0 =
η
2
n
Λ
, (41)
is modified by the LV coefficients, recovering the usual
charge, T0 = n/2, in the absence of Lorentz violation.
It is important to point out that the boundary con-
ditions (30) a (31) provide solutions g(r) covering only
the upper hemisphere of the internal space. For solutions
g(r) covering the lower hemisphere, we use the following
boundary conditions:
g(0) = π , a(0) =
n
Λ
, (42)
g(∞) = π
2
, a(∞) = 0. (43)
5A rapid analysis allows us to infer that the solutions
corresponding to the lower hemisphere can be obtained
starting with the ones of the upper hemisphere by doing
the following correspondence
glower (r) = π − gupper (r) , (44)
alower (r) = −aupper (r) , (45)
where gupper (r) and aupper (r) are solutions of the up-
per hemisphere for positive (negative) n and, glower (r)
and alower (r) are solutions of the lower hemisphere corre-
sponding exactly to negative (positive) n. Consequently,
for a given n the solutions in the upper and lower hemi-
spheres have opposite topological charges.
1. Checking the behavior at boundaries
By solving the BPS equations (34) and (35) near the
origin, one attains
g(r) ≈ Gnrn + . . . , (46)
a(r) ≈ n
Λ
− η
2 (1− κii)r
2 + . . . , (47)
where Gn is unique for a fixed n and it is numerically
computed. This behavior is compatible with the bound-
ary conditions (30).
By solving the BPS equations (34) and (35) for r →∞,
the asymptotic behavior is
g(r) ≈ π
2
− C
∞
e−mr√
r
+ . . . , (48)
a(r) ≈ mC∞
Λ
√
re−mr + . . . , (49)
with C
∞
being a numerically determined constant. Such
behavior is supported by the boundary conditions (31).
The constant m is the mass of the self-dual bosons, given
by
m =
√
ηΛ
(1− κii) . (50)
In the absence of Lorenz violation, the mass of the self-
dual bosons is equal to 1. Considering LV corrections,
the mass (50) can be larger or smaller than 1, which cor-
responds to a narrower or wider vortex core, respectively.
B. Numerical analysis of the Lorentz-violating
purely magnetic self-dual vortices
We first write the self-dual equations of the gauged
O(3) σ model in absence of Lorentz violation. These
BPS equations can be directly obtained from Eqs. (34)
and (35) by setting Λ = 1, η = 1, and κii = 0, which
reads
g′ = ±a
r
sin g, (51)
B = −a
′
r
= ± cos g. (52)
By comparing Eqs. (35) and (52) it is easy to notice
that Lorentz violation can provide larger or smaller val-
ues for the magnetic field amplitude at the origin. More
detailed analysis of the Lorentz-violating BPS solutions
is performed by numerically solving the differential equa-
tions (34) and (35). In particular, we comment on the
main aspects in which such solutions differ from the ones
obtained in the absence of Lorentz violation, described
by Eqs. (51) and (52).
The BPS equations (34) and (35) provide a large family
of self-dual solutions, each one depending on the values
of the Lorentz-violating parameters. Among these many
possibilities, we present the solutions for n = 1, κii = 0.1,
η = 0.9999Λ, and the following values for Λ:
Λ1 = 0.5, Λ2 = 0.75, Λ3 = 1, (53)
Λ4 = 1.25, Λ5 = 1.5, Λ6 = 1.75. (54)
Such values of the Lorentz-violating parameters provide
the following masses for the self-dual bosons:
m1 = 0.52702, m2 = 0.79053, m3 = 1.05404, (55)
m4 = 1.31755, m5 = 1.58106, m6 = 1.84457, (56)
computed via Eq. (50), respectively.
Figures 1–4 present some profiles (for the winding
number n = 1) for the σ field, gauge field, magnetic
field, and BPS energy density of the purely magnetic self-
dual solutions. The black solid line represents the BPS
profiles in the absence of Lorentz violations. The green
lines represent the solutions with Λ < 1 (or equivalently
m < 1), while the red lines depict the ones with Λ ≥ 1
(or equivalently m > 1).
Figure 1 depicts the numerical results obtained for the
profiles of the σ field, showing that they turn out to be
around the ones of the model in the absence of Lorentz
violation. These profiles become wider for Λ < 1, oth-
erwise, for Λ ≥ 1, the profiles become progressively nar-
rower for increasing values of Λ, as expected.
Figure 2 displays the profiles of the vector potential.
As happens with the σ-field profiles, they become wider
for decreasing values of Λ < 1 and narrower for increasing
values of Λ ≥ 1. The novelty is the dependence of a(0)
in terms of Λ−1, which is compatible with the boundary
conditions imposed in Eq. (30).
Figure 3 depicts the magnetic field profiles. They are
lumps centered at the origin whose amplitudes are pro-
portional to η(1− κii)−1. The LV parameters were fixed
as κii = 0.1, η = 0.9999Λ, then for increasing values of Λ
6FIG. 1: The profiles of the σ field, g(r), for winding number
n = 1. The black line is the profile in the absence of Lorentz
violation. The green lines depict the profiles of the self-dual
solutions with massesm < 1. The red lines represent self-dual
solutions with masses m > 1 .
FIG. 2: The profiles of the gauge field a(r).
(red lines), amplitudes higher than 1 (black line, the am-
plitude in the absence of Lorentz violation) and narrower
profiles are obtained, otherwise, amplitudes smaller than
1 and wider profiles are revealed for decreasing values of
Λ (green lines).
The profiles of the BPS energy density are shown in
Fig. 4, which also are lumps centered at origin like the
ones of the magnetic field. Their amplitudes at origin
are given by 1.1109Λ2 + 0.9999 (G1)
2
, where G1 is de-
fined in (46). Numerically, it is shown that G1 grows or
diminishes with Λ, following its behavior.
We remark that Lorentz violation works as a factor
able to reduce or increment the radial extension of the
vortex core, the amplitude of the magnetic field, and BPS
energy density, keeping the topological character and en-
riching the diversity of purely magnetic self-dual solu-
tions of the gauged O(3) σ model.
FIG. 3: The profiles of the magnetic field B(r).
FIG. 4: The profiles of the BPS energy density field ε
BPS
(r).
IV. MAGNETIC SELF-DUAL
CONFIGURATIONS CARRYING AN ELECTRIC
FIELD IN A CPT -EVEN AND LV GAUGED O(3) σ
MODEL
In this section, we describe the configurations possess-
ing an electric field but a null total electric charge, asso-
ciated with the conditions (kφφ)0i = 0, κ0i 6= 0, and the
Gauss law (9). In order to provide a correct description
of magnetic self-dual configurations carrying an electric
field, we must modify the Lagrangian density (1) by in-
7troducing a neutral scalar field Ψ,
L = −1
4
FµνFµν − 1
2
κνρF
µνFµ
ρ (57)
+
1
2
(
Dµ~φ
)
·
(
Dµ~φ
)
+
1
2
(kφφ)
µν
(
Dµ~φ
)
·
(
Dν~φ
)
+
1
2
(1 + κ00) ∂µΨ∂
µΨ+
1
2
κµν∂µΨ∂νΨ
−1
2
[
1 + (kφφ)00
] [
(φ1)
2 + (φ2)
2
]
Ψ2 − U (φ3,Ψ) ,
with the kinetic term of this new field also affected by
the Lorentz-violating tensor κµν . The introduction of a
neutral scalar field has the aim at providing a consis-
tent description of the self-dual configurations carrying
an electric field in our model. A similar situation was re-
ported in the context of Maxwell-Chern-Simons gauged
O(3) sigma model [44]. The introduction of a neutral
scalar field is a well established procedure for a con-
sistent description of self-dual configurations and it was
first reported [6] in Maxwell-Chern-Simons-Higgs models
based in supersymmetric arguments. It was also success-
fully implemented in other subsequent extensions [45], in-
cluding Lorentz-violating Maxwell-Higgs models [39, 43].
Furthermore, the introduction of the neutral field is a
physical requirement for the existence of a N = 2 ex-
tended supersymmetric version of the model which sup-
ports charged solutions [17, 46]. As was shown by Witten
and Olive [47], the central charge of the extended super-
symmetric algebra is related to a topological quantum
number which is related to the existence of a Bogomol’nyi
bound and vice-versa.
The energy of the static solutions carrying an electric
field is
E =
∫
d2x
{
1
2
D˜k~φ · D˜k~φ+ 1
2
(1− κii)B2 + U (58)
+
1
2
Lij (∂iA0) (∂jA0) +
1
2
Lij (∂iΨ) (∂jΨ)
+
1
2
[1 + (kφφ)00][(φ1)
2 + (φ2)
2][(A0)
2 +Ψ2]
}
.
By using the identity (15) and implementing the BPS
formalism, the energy becomes
E =
∫
d2x
{
1
4
(
D˜j~φ± ǫjm~φ× D˜m~φ
)2
(59)
+
1
2
(1− κii)
(
B ∓
√
2U
1− κii
)2
+
1
2
Lij (∂iA0 ± ∂iΨ) (∂jA0 ± ∂jΨ)
+
1
2
[1 + (kφφ)00][(φ1)
2 + (φ2)
2][A0 ±Ψ]2
± (detM)
[
~φ ·
(
∂1~φ× ∂2~φ
)
+ ǫik∂i (Akφ3)
]
±B
[√
2 (1− κii)U − (detM)φ3
]
∓Lij (∂iA0) (∂jΨ)
∓ [1 + (kφφ)00][(φ1)2 + (φ2)2]A0Ψ
}
.
With the Gauss law (9), the last term can be written as
LijΨ∂i∂jA0 + κ0iǫij∂j (ΨB)− κ0iǫijB∂jΨ, (60)
which allows us to express the energy (59) as
E =
∫
d2x
{
1
4
(
D˜j~φ± ǫjm~φ× D˜m~φ
)2
(61)
+
1
2
(1− κii)
(
B ∓
√
2U
1− κii
)2
+
1
2
Lij (∂iA0 ± ∂iΨ) (∂jA0 ± ∂jΨ)
+
1
2
[
1 + (kφφ)00
] [
(φ1)
2
+ (φ2)
2
]
[A0 ±Ψ]2
±B
[√
2 (1− κii)U − (detM)φ3 + κ0iǫij∂jΨ
]
± (detM)
[
~φ ·
(
∂1~φ× ∂2~φ
)
+ ǫjk∂j (Akφ3)
]
∓ Lij∂j (Ψ∂iA0)∓ κ0iǫij∂j (ΨB)
}
.
By requesting that the fifth row be null, we find the in-
teraction potential U ,
U =
1
2 (1− κii) [(detM)φ3 − κ0iǫij∂jΨ]
2
, (62)
which involves the presence of derivative terms and is the
correct one for generating self-dual configurations. Po-
tentials composed of derivative terms have also been ob-
served in other Lorentz-violating Maxwell-Higgs models
[39, 43]. Note that this potential is much more involved
than the one in Ref. [16].
As happens in the purely magnetic case, the sixth row
in Eq. (61) provides the topological charge of the model;
see Eq. (17). By considering the fields going to zero at
infinity, the integration of the terms in the seventh row
8gives a null contribution to the energy. Thus, the energy
of the solutions carrying an electric field becomes
E = ±4πT0 (63)
+
∫
d2x
{
1
4
(
D˜j~φ± ǫjm~φ× D˜m~φ
)2
+
1
2
(1− κii)
(
B ∓ (detM)φ3 − κ0iǫij∂jΨ
1− κii
)2
+
1
2
Lij (∂iA0 ± ∂iΨ) (∂jA0 ± ∂jΨ)
+
1
2
[
1 + (kφφ)00
] [
(φ1)
2
+ (φ2)
2
]
[A0 ±Ψ]2
}
.
Then, from Eq. (63) we see that energy is bounded from
below,
E ≥ ±4πT0. (64)
This lower bound is attained with the fields satisfying the
self-dual or BPS equations,
D˜j ~φ± ǫjm~φ× D˜m~φ = 0, (65)
B = ± (detM)φ3 − κ0iǫij∂jΨ
1− κii , (66)
∂iA0 ± ∂iΨ = 0, (67)
A0 ±Ψ = 0. (68)
The condition Ψ = ∓A0 saturates the two last equa-
tions. This way, the solitonic solutions also carrying an
electric field are described by the BPS equations
D˜j ~φ± ǫjm~φ× D˜m~φ = 0, (69)
B = ± (detM)φ3
1− κii +
κ0iǫij∂jA0
1− κii , (70)
and the Gauss law
Lij∂i∂jA0 + κ0iǫij∂jB = [1 + (kφφ)00][(φ1)
2 + (φ2)
2]A0.
(71)
Below we study the particular case of self-dual config-
urations, the axially symmetric vortices.
A. Axially symmetrical self-dual vortices carrying
an electric field
By considering the axially symmetrical ansatz (29) and
A0 = A0(r), (72)
the projected BPS equations (69) and (70) are written as
g′ = ±Λa
r
sin g, (73)
B = −a
′
r
= ± η cos g
1− κii −
κ0θA
′
0
1− κii , (74)
whereas the Gauss law (71) reads
(1 + λr)
(rA′0)
′
r
− κ0θ (rB)
′
r
= ηΛ∆A0 sin
2 g. (75)
Here, we have introduced
λr = κ00 − κrr, (76)
∆ =
1 + (kφφ)00
ηΛ
, (77)
and the constants Λ and η are defined in Eqs. (32) and
(36), respectively.
The functions g(r), a(r) fulfill the same boundary con-
ditions introduced in Eqs. (30) and (31) and the function
A0(r) satisfies the boundary conditions (86)-(93), as will
be shown explicitly in the manuscript.
Although presenting an electric field, the self-dual con-
figurations described by Eqs. (73)-(75) possess a null
total electric charge. This can be demonstrated easily
by using the Gauss law (75) where the right-hand side
defines the electric charge density ρ = A0 sin
2 g, whose
integration provides the total electric charge of the self-
dual configuration,
Q = 2π
∫ ∞
0
rρ(r)dr. (78)
By using the boundary conditions described in the previ-
ous paragraph, the integration of the Gauss law provides
a null electric charge, that is,
Q = 0. (79)
The BPS energy density is given by
ε
BPS
(r) = (1− κii)B2 + ηΛ
(
a sin g
r
)2
(80)
+ηΛ∆(A0 sin g)
2
+ (1 + λr) (A
′
0)
2
,
and is defined positive providing that
κii < 1, ∆ > 0, λr > −1. (81)
As in the purely magnetic case, the solutions g(r) ob-
tained from Eqs. (73)-(75) fulfilling the boundary con-
ditions (30), (31), (86), (93) only cover the upper hemi-
sphere of the internal space. The solutions g(r) cover-
ing the lower hemisphere are obtained by solving the
Eqs. (73)-(75) with the boundary conditions (42) and
(43). Consequently, the solutions can be obtained start-
ing from the first ones making the correspondence (44)
and (45) and
(A0)lower (r) = − (A0)upper (r), (82)
where (A0)upper (r) represents solutions of the upper
hemisphere for positive (negative) n and (A0)lower (r)
9provides solutions of the lower hemisphere corresponding
to negative (positive) n, respectively. Consequently, as
happens in the purely magnetic case, for a given n the
solutions obtained for the upper and lower hemispheres
have opposite topological charge.
B. Behavior of the profiles at boundaries
By solving Eqs. (73)-(75) near to the origin, we obtain
g(r) ≈ Gnrn + . . . , (83)
a(r) ≈ n
Λ
− 1
2
η (1 + λr)
κ20θ + (1− κii) (1 + λr)
r2 + . . . , (84)
A0(r) ≈ A0(0) + ηκ0θ
κ20θ + (1− κii) (1 + λr)
r + . . . , (85)
where A0(0) is determined numerically for every n. The
last equation allows to set explicitly the boundary con-
dition for A0 at the origin
A′0(0) =
ηκ0θ
κ20θ + (1− κii) (1 + λr)
. (86)
By solving the BPS equations when r→∞, we attain
g(r) ≈ π
2
− C
∞
e−mr√
r
+ ... , (87)
a(r) ≈ mC∞
Λ
√
re−mr + ... , (88)
A0(r) ≈ (1− κii)m
2 − ηΛ
Λκ0θm
C
∞
e−mr√
r
+ ..., (89)
where C
∞
is a positive constant numerically determined.
The mass of the self-dual bosons, m, is given by
m =
√
ηΛ (β1 ± β2)
2 [κ20θ + (1− κii) (1 + λr)]
, (90)
with β1 and β2 being positive real numbers given by
β1 = (1 + λr) + ∆ (1− κii) , (91)
β2 =
√
[(1 + λr)−∆(1− κii)]2 − 4∆κ20θ. (92)
For β2, the condition [(1 + λr)−∆(1− κii)]2 ≥
4∆κ20θ, must be satisfied. The signs in Eq. (90) will
be used as follows: + (−) for (1 + λr) − ∆(1− κii) >
0 (< 0).
From Eq. (89), we obtain the boundary condition for
A0(r) when r →∞,
A0 (∞) = 0. (93)
To finish, we present some limited cases on the LV
parameters. When κ0θ = 0, Eq. (90) recovers the mass
scale of uncharged BPS vortices:
m =
√
ηΛ
1− κii . (94)
On the other hand, when β2 = 0, the parity-odd coef-
ficient can be expressed in terms of parity-even ones,
κ0θ = ±|1 + λr −∆(1− κii)|
2
√
∆
, (95)
and the mass scale becomes
m =
√
2ηΛ∆
(1 + λr) + ∆ (1− κii) . (96)
Another interesting possibility is to set κii = 0 and
λr = 0 in Eq.(90), i.e., we can consider null the LV parity-
even electromagnetic coefficients, getting
m = (ηΛ)
1/2
√√√√1 + ∆±√(1−∆)2 − 4∆κ20θ
2 (1 + κ20θ)
, (97)
with signal + (−) for 1−∆ > 0 (< 0). This situation also
provides Abrikosov-Nielsen-Olesen-like vortices whenever
the condition,
(1−∆)2 ≥ 4∆κ20θ, (98)
is satisfied. We remark that in the absence of LV in
σ sector (∆ = η = Λ = 1) it is impossible to obtain
Abrikosov-Nielsen-Olesen-like vortices when κii and λr
are null because the mass scale (97) becomes a complex
number.
C. Numerical analysis: A “charged” vortex
configuration
We consider the case β2 = 0, with κii = 0, λr = 0.
Then
κ0θ =
∆− 1
2
√
∆
, ∆ > 0 . (99)
In this way, the boundary conditions read
g(0) = 0, a(0) = n, A′0(0) =
2η (∆− 1)√∆
(1 +∆)
2 ,
(100)
g(∞) = π
2
, a(∞) = 0, A0(∞) = 0.
Hereafter, we consider Λ = 1 and η = 1.05. As a conse-
quence the mass scale m is given by
m =
√
2.1∆
1 +∆
, (101)
taking the values, 0 < m ≤ √2.1. We note that for
∆ ≪ 1, the defect reaches its asymptotic values slowly.
But when ∆→ 10/11, the behavior is close to the profiles
in the absence of Lorentz violation, because m → 1 (see
the solid black lines in Figs. 5–9). On the other hand,
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for ∆ → ∞, the mass scale reaches its maximum value
m→ √2.1 (see the solid blue lines in Figs. 5-9).
We have depicted the profiles obtained from numerical
solutions of Eqs. (73)-(75) under the boundary condi-
tions (100). Without loss of generality, we have consid-
ered n = 1, with the solutions being compared with the
profiles of the model in the absence of Lorentz violation
(the solid black lines).
Figures 5 and 6 show the profiles of the σ field and
the gauge field, respectively. For ∆ ≪ 1, they are very
spread and reach their asymptotic value slowly. When
∆ → 1, they are narrower and attain the vacuum state
more rapidly. For 0 < ∆ ≤ 0.5, the profiles are limited
by the one in the absence of Lorentz violation (∆ = 1,
solid black line). However, for ∆ ≥ 2, the profiles be-
come wider but are limited by the width of the profile
corresponding to ∆ → ∞ (solid blue line). Numerical
analysis showed that the profiles of the σ field and the
gauge field in the interval 0.5 < ∆ < 2 are almost over-
lapped with the ones obtained in the absence of Lorentz
violation, which does not occur with the magnetic field
and the BPS energy density.
The magnetic field behavior is shown in Fig. 7. For
the range 0 < ∆ ≤ 0.642 (green lines), the profiles are
lumps whose amplitudes at the origin increases whenever
∆ augments, reaching the value B(0) = 1 for ∆ = 0.642.
For 0.642 < ∆ < 5, the profiles are also lumps centered
at the origin. For 0.642 < ∆ < 1 the amplitude increases
attaining its maximum value B(0) = 1.05 when ∆ = 1;
on the other hand, for ∆ > 1 the profile amplitude de-
creases while ∆ increases continuously. For 5 < ∆ < 9,
the lumps present a deformation close to the origin. An
interesting fact is observed when ∆ > 9: the deformed
lump begins to become a ringlike profile. This way, for
large values of ∆, the magnetic field approaches the CSH
and MCSH ringlike profiles. This is an interesting effect
produced by the mixing of the parity-odd (κ0θ) gauge LV
coefficient and the parity-even (∆) LV coefficient belong-
ing to the σ sector. Such a behavior of the amplitude
of the magnetic field at the origin can be verified by an-
alyzing B(0), which can be obtained directly from Eq.
(84):
B(0) =
4η∆
(∆ + 1)
2 , (102)
which behaves as ∆−1 for large values of ∆, implying
that the magnetic field at the origin goes to zero when
∆ → ∞. This result is valid for all values of winding
number n.
Another remarkable feature of this model is the local-
ized magnetic field inversion. It takes place for 0 ≤ ∆ <
0.7, as is shown in Fig. 8, where a zoom was performed
on the profiles with 0.01 ≤ ∆ ≤ 0.7. One can clearly
observe the localized magnetic field inversion, which is
more pronounced for values of ∆ < 0.6. Around the
value ∆ ≃ 0.6 the inversion becomes negligible, ceasing
for larger values of ∆.
FIG. 5: The profiles of the σ field, g(r), for winding number
n = 1. The upper figure represents the profiles for 0 < ∆ ≤
0.5 and the lower figure represents the profiles for ∆ ≥ 2. The
solid black line represents the profiles in absence of Lorentz
violation. The blue line is the profile for ∆→∞.
The magnetic field inversion is a relevant feature of
this model and can be confirmed by means of an analyt-
ical analysis in the which one discusses the behavior of
the magnetic field for sufficiently large values of r (i.e.,
r → ∞). Here, we analyze the case of positive winding
number. By considering g (r) → π/2 when r → ∞, the
BPS equation (74) is simplified as
B (r) ≃ − κ0θ
1− κiiA
′
0 (r) . (103)
The function A′0 (r) can be easily computed from Eq.
(89),
A′0(r) ≈ −
(1− κii)m2 − ηΛ
Λκ0θm
C
∞
(
m+
1
2r
)
e−mr√
r
+ . . . ,
(104)
so that, for large values of r, the magnetic field behaves
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FIG. 6: The profiles of the gauge field, a(r), for winding num-
ber n = 1. The legends are the same as in Fig. 5.
as
B (r) ≃ (1− κii)m
2 − ηΛ
(1− κii) Λm C∞
(
m+
1
2r
)
e−mr√
r
+ . . .
(105)
The only quantity that could be negative is (1− κii)m2−
ηΛ. Our case, with m given by (96), yields
∆ (1− κii) < (1 + λr) , (106)
which, under the conditions κii = 0 = λr used in our
numerical analysis, provides a negative magnetic field for
large values of r when ∆ < 1. This fact, associated with
a positive B(0), indicates magnetic field inversion. This
result is in complete agreement with the profiles depicted
in Fig. 8. For n < 0, the reciprocal situation happens.
The magnetic field flipping finds applications in frac-
tional vortices occurring in superconductors described by
the two-component Ginzburg-Landau model [48].
Figure 9 presents the profiles for the BPS energy den-
sity, which are very similar to the ones of the magnetic
field. For 0 < ∆ . 10, they are lumps centered at the ori-
gin whose amplitude increases when ∆ falls in the range
0 < ∆ ≤ 1, attaining its maximum value for ∆ = 1. For
FIG. 7: The profiles of the magnetic field, B(r), for winding
number n = 1. The upper figure represents the profiles for
0 < ∆ ≤ 0.642 and the lower figure represents the profiles for
∆ > 0.642. The solid black line represents the profiles in the
absence of Lorentz violation. The blue line is the profile for
∆→∞.
FIG. 8: Magnetic field inversion.
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FIG. 9: The profiles of the BPS energy density, εbps(r), for
winding number n = 1. The upper figure represents the pro-
files for 0 < ∆ ≤ 0.5 and the lower figure represents the
profiles for ∆ ≥ 0.6. The solid black line represents the pro-
files in the absence of Lorentz violation. The blue line is the
profile for ∆→∞.
1 < ∆ . 10, the amplitude decreases while ∆ increases.
For ∆ > 10, the profiles become ringlike structures, with
the behavior accentuated as ∆ continuously grows. For
∆ → ∞, the amplitude at the origin is ∼ 0.82 (but for
n > 1, such an amplitude is zero). Thus, for large val-
ues of ∆, the sigma model energy begins to behave as in
the CSH and MCSH models, a consequence of Lorentz
violation. This can be understood by analyzing the am-
plitude of the BPS energy density at the origin, which
stems from Eq. (80),
ε
BPS
(0) =
4∆η2
(∆ + 1)
2 + ηn
2 (Gn)
2 r2(n−1), (107)
where it was verified that Gn is a finite quantity for any
value of ∆. Then, for large values of ∆ the amplitude is
ε
BPS
(0) =
4η2
∆
+ ηn2 (Gn)
2
r2(n−1), (108)
which for n = 1 becomes ε
BPS
(0) = η (G1)
2
, a finite
quantity. On the other hand, for n > 1, the amplitude
goes to zero as quickly as ∆−1 does. In both cases, the
numerical result is verified by the analytical analysis.
V. REMARKS AND CONCLUSIONS
We have examined a gauged O(3) σ model modi-
fied by Lorentz-violating terms in the non-Abelian scalar
and electromagnetic sectors, demonstrating the existence
of topological self-dual configurations. In the standard
gauged O(3) σ model only purely magnetic self-dual con-
figurations exists. The introduction of LV terms allows
the existence of altered purely magnetic self-dual solu-
tions and magnetic self-dual configurations carrying an
electric field. Specifically, the purely magnetic self-dual
configurations take place when the parity-odd, CPT -
even coefficients, (kφφ)0i = 0, κ0i = 0, are null. For
κ0i 6= 0, the self-dual configurations also carry an elec-
tric field but a null total electric charge. Implementing
the BPS procedure, the total energy of the self-dual con-
figurations in both cases was evaluated, revealing itself
to be proportional to the topological charge of the model
and to the LV coefficients introduced in the σ sector.
It was noticed that, while the purely magnetic configura-
tions were quantitatively altered in they widths by the LV
terms, the charged configurations may undergo sensitive
qualitative modification by the same terms, approaching
the magnetic and energy behavior of the CSH and MCSH
models. Furthermore, also reported was the remarkable
possibility of magnetic flux reversion, which finds an ap-
plication in some condensed matter systems. Therefore,
we stress that the Lorentz violation significantly enriches
the space of self-dual configurations found in the sigma
model of Ref. [16].
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