Abstract-This paper presents the design of a novel adaptive event-triggered control method based on the heuristic dynamic programming (HDP) technique for nonlinear discrete-time systems with unknown system dynamics. In the proposed method, the control law is only updated when the event-triggered condition is violated. Compared with the periodic updates in the traditional adaptive dynamic programming (ADP) control, the proposed method can reduce the computation and transmission cost. An actor-critic framework is used to learn the optimal event-triggered control law and the value function. Furthermore, a model network is designed to estimate the system state vector. The main contribution of this paper is to design a new trigger threshold for discrete-time systems. A detailed Lyapunov stability analysis shows that our proposed event-triggered controller can asymptotically stabilize the discrete-time systems. Finally, we test our method on two different discrete-time systems, and the simulation results are included.
posed the decentralized event-triggered control over sensor/ actuator networks. Heemels et al. [6] proposed the periodic event-triggered control for linear systems. In [7] , the event-triggered control was applied to the trajectory-tracking problem. It should be noted that the system dynamics are assumed to be known in the literature. However, in practical applications, the system dynamics are sometimes hardly achieved or could not be accurately known. Recently, many studies presented adaptive dynamic programming (ADP)-based event-triggered controller for the systems with completely unknown dynamics [9] [10] [11] [12] [13] [14] . Sahoo et al. [9] proposed a neural network-based event-triggered controller for nonlinear discrete-time systems with unknown internal dynamics. In [10] [11] [12] [13] [14] , the ADP-based event-triggered controllers were designed with completely unknown system dynamics in the case of continuous-time systems. Tolic et al. [11] formulated the optimal self-triggering problems as a dynamic programming (DP) problem and adopted ADP to solve it. They employed partial filtering under intermittent feedback to deal with partially observable states. Zhong et al. [14] presented the detailed design of trigger threshold for unknown nonlinear continuous-time systems. Reinforcement learning approach was used to implement the learning process, so that the knowledge of system dynamics could be relaxed.
ADP is a very effective method in solving optimal control forward in time, and has been widely used in practical applications, such as power systems [15] , [16] . It has been introduced to estimate the solution of the Hamilton-JacobiBellman (HJB) equation [17] [18] [19] . ADP can be categorized as [20] : heuristic dynamic programming (HDP) [21] [22] [23] , dual heuristic dynamic programming (DHP) [24] , [25] , and globalized dual heuristic dynamic programming (GDHP) [26] [27] [28] . In [29] , a critic network was built to approximate the value function, and an action network was used to approximate the optimal control value. It was shown that the HDP converged to the value function and the optimal control law. In addition, the convergence of the value-iteration-based HDP algorithm was proven. Zhang et al. [30] demonstrated the convergence of the neural network implementation of the HDP method while considering the neural network approximation errors. Seiffertt et al. [31] applied the time scales calculus to ADP and presented that the HJB equation was motivated and proven on time scales.
Furthermore, based on the three typical ADP schemes, a series of new ADP structures has been designed.
Single network DHP approach proposed in [32] eliminated the action network to reduce the computational complexity. A three-network ADP architecture was introduced in [33] , in which a reference network was integrated into the traditional ADP structure to provide the internal reinforcement signal. The ADP-based robust controllers were investigated in [34] [35] [36] for nonlinear systems with uncertainties. More recently, the ADP scheme also studied in some specific issues and systems. For instance, the ADP algorithm was applied in nonlinear switching systems to solve the optimal switching problem in [37] . The goal representation HDP method presented in [38] was used to solve the maze navigation problem.
In this paper, the nonlinear discrete-time systems with inputto-state stability (ISS) property are considered. We propose a novel HDP-based event-triggered scheme. A pretrained model network is used to estimate the dynamic states, and an actorcritic framework is built to learn the event-triggered control law and the value function. In the event-triggered control, both the critic and the action networks are updated with the sampled states. Therefore, a zero-order hold (ZOH) device is needed to hold the current sampled data. The major contributions of this paper are as follows: 1) in order to decide the trigger instants, a novel trigger threshold is designed for nonlinear discretetime systems with completely unknown system dynamics in this paper; 2) an event-triggered HDP algorithm is developed to online solve the optimal control problem; and 3) with the novel trigger condition, the system states and neural network weight estimation errors are proven to be uniformly ultimately bounded (UUB) to ensure the stability of the closed-loop event-triggered system by the Lyaponov technique.
The rest of this paper is organized as follows. Section II formulates the problem of the adaptive event-triggered control to be solved. The trigger threshold design and the stability analysis of the system are provided in Section III. The designs of the model, the critic, and the action networks are shown in Section IV, and the learning rules of the three neural networks are also included. In Section V, the proposed method is tested on two different discrete-time systems: mass-spring-damper system and torsional pendulum system, and the simulation analysis is provided. Finally, the conclusion and discussion are given in Section VI.
II. PROBLEM STATEMENT
Consider a nonlinear discrete-time system represented as
where x(k) ∈ R n is the state vector, and u(k) ∈ R m is the control input. Assumption 1: System (1) is controllable and observable. f : R n × R m → R n is a continuous Lipschitz function, and assumed unknown. The system state x(k) = 0 is a unique equilibrium point under u(k) = 0, i.e., f (0, 0) = 0.
If Assumption 1 holds, there exists a continuous-time state feedback control law u(k) = μ(x(k)), with μ : R n → R m to stabilize system (1).
In the event-triggered control, we define a monotonically increasing subsequence of time instants {k i } ∞ i=0 as sampling instants [4] . In order to save the computation cost, the action network is only updated at the discrete-time instants:
. .. Hence, the feedback control law can be rewritten as
where x(k i ) is the state vector at the time instant k, with k i ≤ k < k i+1 , i = 0, 1, 2 . . .. Therefore, a ZOH is needed to maintain the event-triggered control input μ(x(k i )) during k i ≤ k < k i+1 until the next event occurs. In this way, the control input sequence is transformed into a continuous control signal.
Let us define the event-triggered error as
for 
. ., and the last sampled state held by the ZOH is reset with current sampled state at every trigger instant. By substituting (3) into (2), we obtain
Hence, system (1) can be rewritten as
Our objective is to design a feedback control law for system (5) by minimizing the value function, which is defined as
where
is called the utility function, and defined as
where Q and R both are symmetric and positive definite matrices with appropriate dimensions. For simplicity,
According to Bellman's principle of optimality [39] , the optimal cost, J * (x(k)), can be described as
In addition, (8) is called the discrete-time HJB equation. The optimal control law μ * (x(k i )) at time instant k is defined as
In Section III, we will show that the event-triggered system (5) is asymptotically stable under the proposed eventtriggered condition.
III. STABILITY ANALYSIS OF THE
EVENT-TRIGGERED SYSTEM Definition 1 [40] : A control law u(k) is defined to be admissible with respect to (6) on if u(k) is continuous on , and stabilizes (1) on , u(k) = 0 if x(k) = 0, and ∀x 0 ∈ , J (x 0 ) is finite.
For the discrete-time system (5), let us define an eventtriggered condition ||e(k)|| ≤ e T (10) where e T is the threshold for updating the event-triggered control. Only if the event-triggered condition (10) is violated, the action network will be updated and the event-triggered error (3) will reset to zero. Therefore, ||e(k)|| is equal to zero at each sampling instant k i , i = 0, 1, 2 . . .. Assumption 2 [4] : There exist positive constants L, L 1 , α, and β, a C 1 function V : R n → R ≥ 0, and class K ∞ functions α 1 and α 2 , such that
Among these assumptions, if (12) and (13) hold, function V is called an ISS-Lyapunov function for system (5) [41] .
Consider k i as the last update time. Hence, for each
Substituting (11) into (15), we obtain
Then, substituting (3) into (16), we have
Therefore
By solving (18) with the initial condition, e(k i ) = 0 yields
Then, the event-triggered condition (10) can be rewritten as
We would like to note that this new event-triggered condition is a key contribution of this paper. We now proceed to prove that under this condition, the discrete-time system (5) is asymptotically stable.
Theorem 1: For the discrete-time system (5), under
. ., where ξ ∈ (0, 1), then the event-triggered system (5) is asymptotically stable. Proof: First, according to (12) and (14), we have
Applying (19) into (13) leads to
Combining (22) and (23), denoting
Solving (24), we obtain
From condition (21), we get
Let us define a function as
Then
Hence, applying (12) into (29), we have
Since (28) and (30) hold, we can conclude that the discretetime system (5) is asymptotically stable.
IV. EVENT-TRIGGERED CONTROLLER DESIGN
In this section, we design an event-triggered controller based on artificial neural networks to stabilize the discretetime system. Sections IV-A and IV-B are included. The structure of the HDP-based event-triggered control method for the discrete-time systems is presented in Section IV-A, and the implementation of the neural networks is described in Section IV-B. 
A. Proposed Approach
The scheme of the proposed event-triggered system is shown in Fig. 1 . There are three neural networks in total: a pretrained model network to estimate the system state vector; a critic network to approximate the value function; and an action network to learn the event-triggered control law. The three neural networks are all set to be three-layer networks in this paper.
Furthermore, we use a sensor to calculate the eventtriggered error (3) at each time instant. Once the eventtriggered condition (10) is violated, the current time instant is recorded as a sampling instant k i , i = 0, 1, 2 . . ., and the current state is regarded as a new sampled state x(k) = x(k i ). In this method, the critic network and the action network are only updated with the sampled states. In addition, the ZOH device is reset with the new sampled state at every sampling instant k i , i = 0, 1, 2 . . ., and holds the state during k i ≤ k < k i+1 . Therefore, the control sequence is turned into a continuous-time signal through the ZOH. The explicit design for the three networks is presented in Section IV-B.
B. Controller Design 1) Model Network Design:
The function of the model network is to estimate the system state vector, which can be formulated aŝ
where w (1) m and w (2) m are the weight matrices from input layer to hidden layer and from hidden layer to output layer of the model network, respectively. h i is the input of the i th hidden node, and s i is its corresponding output. N mh is the number of hidden neurons of the model network. From Fig. 1 , we can observe that the input of the model network, x m (k), includes the sampled state vector and the corresponding control law, which means that the model network has (n + m) input nodes. In addition, we choose sigmoid function as the neural network activation function in this paper, which is given by
Considering the university approximation property of neural network, the nonlinear system in (1) can be represented as
where w * m is the target weights of model network from the hidden layer to the output layer, and x mk is the input vector of the hidden layer. m is the bounded reconstruction error for the model network with || m || ≤ M , where M is a positive constant.
Our objective is to minimize the difference between the estimated state and the real state:
The weights update law for the model network is a gradient descent rule w (2) 
where α m > 0 is the learning rate of the model network. Notice that the model network is pretrained, and after training, the weights are unchanged.
2) Critic Network Design: The critic network is introduced to approximate the value function, and our objective is to minimize the following error function:
The output of critic network J is defined as (41) where p l and q l are the input and the output of the hidden nodes of the critic network, respectively, and N ch is the total number of the hidden nodes. The input for the critic network, x c (k i ), is the sampled state vector only, so there are n input nodes in the critic network. The weights update law for the critic network is
where α c > 0 is the learning rate of the critic network. In the learning process, the weight matrix between the input layer and the hidden layer, w (1) c , is kept as constant.
3) Action Network Design:
In the action network, the sampled state x(k i ) is used as input to learn the event-triggered control law, which is defined as follows: (45) where g l and v l are the input and the output of the hidden nodes of the action network, respectively. N ah is the total number of the hidden nodes in the action network. (45) is the input of the action network, which must be the sampled state. The error function of the action network is defined as
where U c denotes the desired ultimate objective [20] , and is set to 0.
Hence, the weights update law for the action network is as follows:
where α a > 0 is the learning rate of the action network. Similar to the critic network, the weight matrix between the input layer and the hidden layer, w (1) a , is kept as constant as well. Theorem 2: Consider the nonlinear discrete-time system (1). The critic network and action network weights are updated using (42) and (47), respectively, through the violation of the event-triggered condition (20) . Then, the closed-loop system state, x(k), the critic, and the action networks weight estimation errors,w c =ŵ c − w * c andw a =ŵ a − w * a , where w * c and w * a are the target weights of critic network and action network, respectively, are UUB.
Proof: As motivated in [9] and [42] , the detailed proof of Theorem 2 is given in the Appendix.
V. SIMULATION ANALYSIS
In order to support the theoretical analysis in this paper and show the advantage of the proposed event-triggered method, we apply our method on two discrete-time systems, which are mass-spring-damper system and torsional pendulum system. The performance and the results are also provided in this section.
A. Case 1 1) Mass-Spring-Damper System: Consider the mass-springdamper system presented in [43] . The system dynamic function is given as ⎧ ⎨
where M = 1 kg is the mass of the object. Let k s1 = 9 N/m and b = 3 N · s/m be the linear spring constant and the resistance to motion due to the dash pot, respectively. The system states are the position of the object x 1 and its velocity x 2 . The discretization of the system function using a sampling period of t = 0.01 s; the discrete-time system dynamics are as follows:
The initial state vector is set as
, where I n and I m are identity matrices with appropriate dimensions. 
2) Simulation Setup and Results:
The parameter settings in Case 1 are shown in Table I Total number of hidden nodes in the action network.
T c
Internal training error threshold for the critic network.
T a
Internal training error threshold for the action network. The model network is trained in advance during the implementation. The neural network structure is selected as 3-6-2 (three input neurons, six hidden layer neurons, and two output neurons). The sum of square error in each iteration step for the model network is shown in Fig. 2. From Fig. 2 , we can observe that the error in the model network, E m , is very high at the beginning of the training. By applying the gradient descent rule, E m comes to a small value after several iterations. Therefore, the estimated state vectorx(k + 1) is very similar to the real state vector x(k + 1) after 5000 iterations. Then, the weight matrices in the model network, w (1) m and w (2) m , are fixed in the following learning process.
In this case, 10 000 runs in total are conducted. A run is considered successful if the system converges to a small range near zero, such as 10 −5 , within or by 500 time steps. Otherwise, the event-triggered controller is unable to stabilize the mass-spring-damper system, and the run is considered unsuccessful. The structures of the action and critic networks are both 2-16-1. For each run, the initial weights of the action and critic networks are selected randomly within [−0.2, 0.2]. To make a clear contrast, we also test the traditional HDP method on the mass-spring-damper system with the same parameter settings. A comparison of the average cumulative number of triggered events between the two different methods is shown in Fig. 3 , and the simulation results are summarized in Table II . We can observe that the event-triggered controller requires an average of 48 sampled states, while the traditional HDP controller needs 500 sampled states on average. This represents a reduction of 90.4% required samples. Meanwhile, the percentage of successful runs out of 10 000 with our proposed event-triggered control method and the traditional HDP method is also recorded in Table II . The average trajectories of the state vector in the successful runs are shown in Fig. 4 . Fig. 5 shows a typical trajectory of the control input u in a successful run. It is obvious that the control input under our proposed event-triggered method is only updated at the sampling instants {k i } ∞ i=0 , and remains the same during k i ≤ k < k i+1 . Fig. 6 shows the relationship between the event-triggered error ||e(k)|| and the trigger threshold e T in the same run with Fig. 5 . From Fig. 6 , we can observe that the event-triggered error ||e(k)|| is zero at the beginning of the run, and remains growing until it reaches the trigger threshold e T , and it is reset to zero again. Fig. 7 shows the neural network weights of action network from the hidden layer to the output layer.
We should notice that since the systems studied in this paper are with completely unknown system dynamics, it is an arduous task to calculate the accurate Lipschitz constant L [defined in (11) ]. In order to tackle this problem, researchers estimated the L value by experiences or by trials in [44] . Therefore, we conduct several more tests with different L values to select a proper value. Each test contains 10 000 runs. The test results are shown in Table III . The second row and the third row represent the corresponding percentage of successful runs and average number of sampling instants in each test, respectively. It is observed that the percentage of successful runs is not ideal, while the number of sampling instants is high when L = 0.05. After that point, with the increase of L value, the percentage of successful runs and the number of sampling instants decrease at the same time. That is to say, there is a tradeoff between the system stability and the sampling optimality. In this case, for the mass-spring-damper system, we select L = 0.2 to obtain a proper system performance and sampling instants. 2 1) Torsional Pendulum System: In the second example, we test our proposed approach in a torsional pendulum system [45] . The system dynamic function is provided as follows:
where M = 1/3 kg is the mass, l = 2/3 m is the length of the pendulum bar, and g = 9.8 m/s 2 is the acceleration of gravity. Let J = 4/3 Ml 2 be the rotary inertia, and f d = 0.2 be the frictional factor. θ is the current angle and ω is the angular velocity, which are the system states. The discretization of the system function and the value function with sampling period t = 0.1 s [45] ; the dynamic function (51) can be written as
where x 1k = θ k and x 2k = ω k . In this case, choosing L = 0.3, the trigger threshold becomes
The initial state is set as x 0 = [1, −1] T . The utility function is set as Q = I n and R = 0.01 · I m , where I n and I m are the identity matrices with appropriate dimensions.
2) Simulation Setup and Results: In this example, the parameter settings are summarized in Table IV. The sum of square error during the training of the model network is summarized in Fig. 8 . We conduct 10 000 runs in our test. Each run consists of 200 time steps. A run is considered successful if the system converges to a small range near zero, such as 10 −5 , within or by 200 time steps. Otherwise, the event-triggered controller is unable to balance the torsional pendulum system. The structures of the action and critic networks are 2-6-1 and 2-8-1, respectively. For each run, the initial weights of both two networks are selected randomly within [−0.5, 0.5]. As a comparison, we test the traditional HDP method in the torsional pendulum system as well. The performance of these two controllers is summarized in Table V , and the average cumulative number of triggered events is shown in Fig. 9 . Similar to the results in Case 1, we can observe, in this case, that our proposed event-triggered HDP approach requires a significant less number of samples while still achieved competitive performance. Compared with the traditional HDP with the requirement of 200 samples, our approach only needs 68.35 samples on average, representing a save of 65.8% of required samples. The state average trajectories of all successful runs with two different controllers are shown in Fig. 10 , which indicating both methods can achieve similar control performance. Fig. 11 shows a typical trajectory of event-triggered control input. To further analyze our proposed threshold, Fig. 12 provides the relationship between the event-triggered error and the trigger threshold in a successful run. Finally, Fig. 13 shows the neural network weights of the action network from the hidden layer to the output layer for our proposed event-triggered HDP approach, which clearly shows the convergence of the neural network weights. Table VI shows the successful rate of runs and the number of sampling instants with the corresponding L values. It is obvious that with the increase of L value, the system stability is getting worse, while the sampling optimality is getting better. To guarantee the stability of the system and the optimality of sampling at the same time, L is set to 0.3 in this case.
The simulation results presented in the two cases have indicated the effectiveness of our proposed eventtriggered control design. It can be noted that our proposed event-triggered method can reduce the required samples by 65%-90% while still achieving competitive performance compared with the traditional HDP method.
VI. CONCLUSION AND DISCUSSION
In this paper, an adaptive event-triggered control method for nonlinear discrete-time systems was presented. We proposed a novel HDP-based event-triggered control scheme, and developed a new trigger threshold. The stability of the closedloop event-triggered systems was demonstrated using the Lyapunov technique. In the proposed method, an actor-critic framework was used to approximate the optimal eventtriggered control law, and a pretrained model network was used to approximate the system dynamics. We also compared the performance of our event-triggered HDP method with the traditional HDP method, which demonstrated a significant reduction between 65% and 90% of the required number of samples while still maintained a competitive control performance. This clearly illustrated the effectiveness of our proposed event-triggered HDP approach with the new trigger threshold.
It should be noticed that the trigger threshold designed in this paper is state-dependent. Therefore, we assume that the systems we studied in this paper are fully observable, as many other researchers did in their papers. However, in practical systems, the full-state information is either infeasible or very difficult to obtain. To overcome the difficulty, Zhong and He [46] integrated an observer to recover the system states from the measurable feedback. In addition, the event-triggered error considered in this paper is its two-norm. Other error operator norms will be considered in future work.
APPENDIX PROOF OF THEOREM 2
Under the event-triggered mechanism, in order to prove the system state, and the neural network weight estimation errors are UUB, two different cases need to be considered, i.e., event is triggered at time instant k, and event is not triggered at time instant k.
Case 1: Assume that the event is triggered at time instant k. Consider the Lyapunov function candidate defined as follows:
Next, the first difference of the second term in (54) is given by
For the critic network weight updates, we havê
where x c,k is the input vector of the hidden layer in the critic network. The corresponding weight estimation errorw c (k +1) can be represented as
Substituting into (56), we obtain
where (x c,k ) . Applying the Cauthy-Schwarz inequality, (59) becomes
where x a,k is the input vector of the hidden layer in the action network, ζ a =w T a (k)φ(x a,k ), λ(Q) and λ(R) are the minimal eigenvalues of Q and R, respectively. Therefore, (60) becomes
Then, the first difference of the last term in (54) can be expressed as
For the action network weight updates, we havê
where c and m are the absolute values of the critic weight connected to control input from the model network and the model weight connected to control input from the action network, respectively. The corresponding weight estimation errorw a (k + 1) is
Therefore, substituting into (63), we have This implies at the trigger instant, the system state and neural network weight estimation errors are UUB.
Case 2: In this case, we assume that the event is not triggered at time instant k. Consider the same Lyapunov function candidate (54) as in Case 1.
By considering (11) , and applying the Cauthy-Schwarz inequality, the first difference of the first term in (54) becomes
Considering the trigger condition (20) , then (70) arrives
The neural networks are not updated when the event is not triggered in the proposed method. Therefore, the first difference of the remaining terms in (54) becomes
Combining (71) and (72), in this case, the first difference of the Lyapunov function becomes
It is clear that if (1+2λ(Q)(2+α a φ 2 (x am ))−6L 2 ) > 0 holds, the first difference of the Lyaponov function L < 0. This means during the interevent duration, the system state and the neural network weight estimation errors are UUB. The proof is complete.
