Near isometric orthogonal embeddings to lower dimensions are a fundamental tool in data science and machine learning. In this paper, we present the construction of such embeddings that minimizes the maximum distortion for a given set of points. We formulate the problem as a non convex constrained optimization problem. We first construct a primal relaxation and then use the theory of Lagrange duality to create a dual relaxation. We also suggest a polynomial time algorithm based on the theory of convex optimization to solve the dual relaxation provably. We provide a theoretical upper bound on the approximation guarantees for our algorithm, which depends only on the spectral properties of the dataset. We experimentally demonstrate the superiority of our algorithm compared to baselines in terms of the scalability and the ability to achieve lower distortion.
Introduction
One of the fundamental tasks in data science, machine learning, and signal processing applications involving high dimensional data is to embed the data into lower dimensional spaces while preserving pairwise distances (aka similarities) between the data points. Applications include clustering (Badoiu et al. 2002) , neighborhood preserving projections and hashing (Indyk and Motwani 1998) 
for a small enough . Intuitively, it is clear that there is a trade-off between the projected dimension (k) and the maximum distortion ( ). A widely celebrated result of Johnson and Lindenstrauss (1984) says that for a given set of points, an appropriately scaled random linear transformation from R d to R k can achieve a distortion of for k = O(log(r )/ 2 ), with high probability. Such data oblivious linear embeddings are popularly known as JL embeddings. Further, it was shown by Alon (2003) and Jayram and Woodruff (2013) that such bounds are tight. That means, there exists a set of r points that necessarily require (log(r )/ 2 ) dimensions in order to be embedded with distortion at most . This finding leaves an open question of whether one can project the data into an even lower dimensional space by exploiting the geometry of the dataset, while having distortion no more than . Principal Component Analysis (PCA), while being the de-facto data dependent method for constructing low-dimensional representations, minimizes only the average distortion over the entire set of points. Individual data points can still have an arbitrary distortion under PCA.
Motivated by these observations, we address the question of how to construct a datadependent orthogonal linear embedding with minimal distortion. An orthonormal linear embedding corresponds to an orthogonal projection of R d onto a k-dimensional subspace. When the distortion is under some specified threshold, we call such an embedding a near isometric orthogonal linear embedding. One immediate consequence of the orthogonal projection is that the upper bound of inequality (1) becomes trivially 1 (an orthogonal projection can never increase the length of a vector). Grant et al. (2013) formulated the same problem as a non-convex optimization problem and suggested a semidefinite programming (SDP) based relaxation. Further, they proposed two rounding schemes for the SDP solution to get an approximate solution of the original problem. Their method does have a provable guarantee (either a O(k + 1) approximation, or a bi-criteria one) but is computationally quite expensive as observed in our experimentations. This is potentially due to the large number of constraints in the corresponding SDP relaxation. Luo et al. (2016) and Bah et al. (2014) also introduced heuristic algorithms for learning near isometric linear embeddings which are not necessarily orthonormal. The main issue with these algorithms is that the optimization algorithms proposed by them do not come with any convergence or approximation guarantees. Luo et al. (2016) report that their optimization algorithms might get stuck into local minima because their objective functions are not convex. Still, we do compare our algorithm with these two algorithms. In summary, the key contributions of this paper are as follows.
1. We take a different approach to approximately solve the non-convex optimization problem (referred to as the primal problem). In Sect. 2, we first develop a relaxation of this primal problem (referred to as the relaxed primal problem) and then construct its Lagrangian dual (referred to as the relaxed dual problem). Our relaxed primal problem remains a nonconvex problem but our relaxed dual becomes a convex problem. We solve the relaxed dual problem by a projected gradient algorithm and find a dual optimal solution. We then find the primal feasible solution corresponding to this dual optimal solution. We call this overall procedure as LELD (Linear Embeddings via Lagrange Duality). 2. In Sect. 2.2, we show that the solution of the relaxed primal problem corresponding to the relaxed dual optimal solution is indeed a feasible and an approximate solution of the original primal problem.
3. In Sect. 2.3, we prove a theoretical upper bound on the ratio of distortion achieved by LELD to the optimal distortion. This bound depends on the spectral properties of the given dataset. Using this theoretical bound, we argue that for a well-behaved dataset, our distortion always remains within 2 times the optimal distortion. Also, our distortion starts approaching close to the optimal distortion as the rank of the dataset starts increasing from 2. Formally, we prove the following key theorem (referred to as Theorem 1) in Sect. 2.3. Theorem 1
where, ALG is the distortion achieved by LELD, p * is the optimal distortion, n = r 2 where r is the number of data-points, l is the rank of the data matrix, σ 1 ≥ σ 2 ≥ . . . ≥ σ l > 0 are the non-zero singular values of the data matrix, and κ = σ 1 /σ l . 4. Our relaxed dual problem has fewer constraints (fewer than the primal), which makes solving the dual relaxation computationally efficient. 5. We experimentally verify that LELD takes less time and achieves lower distortion compared to Grant et al. (2013) , Luo et al. (2016) and Bah et al. (2014) in most cases.
Duality for linear embeddings
As mentioned in the previous section, our goal is to orthogonally project (aka embed) these data into a subspace of dimension k. Because the projection is linear as well as orthogonal, the required condition for near isometric embedding becomes
where, P is the required linear map. In light of this inequality, we do the following-compute the normalized pairwise differences given by u i − u j / u i − u j for every pair (i, j), where i < j; (i, j) ∈ [r ], and then orthogonally project them to preserve their squared lengths. This way, we get r 2 vectors each being unit length. If we let n = r 2 then, we can denote such vectors by x 1 , x 2 , . . . , x n and our goal becomes to orthogonally project them so as to preserve their squared lengths. For this, we let v 1 = 0, v 2 = 0, . . . , v k = 0 be some orthogonal basis vectors of a k-dimensional subspace S k of R d . Further, let V be a d × k matrix whose columns are given by the orthogonal basis vectors v 1 , v 2 , . . . , v k . Letx i ∈ S k be the vector obtained by projecting x i orthogonally into the space S k . Then, reducing the in (1) is equivalent to minimizing a real number such that the distortion of each of the x i 's after projection is less than . Here, the distortion is given by the squared length of the residual vector (x i −x i ), which would be equal to 1 − x i 2 . Formally, it can be stated as the following optimization problem which we refer to as the Primal problem.
The last two constraints force the matrix V to be orthonormal. The first constraint, on the other hand, identifies the vector for which 1 − x i 2 is maximum. The objective function tries to minimize 1 − x i 2 for such a vector. Observe that whenever V is an orthogonal matrix, we have x i 2 = V x i 2 ≤ 1 for each i = 1, . . . , n. Let p * be the optimal value of the above problem. It is easy to verify that 0 ≤ p * ≤ 1.
Lagrangian dual
The (Primal) problem is a non-convex optimization problem as the feasible region forms a non-convex set. Thus, we cannot hope to solve this problem efficiently and hence we aim for approximate solutions.
For this, we momentarily ignore the last equality constraint in the (Primal) problem, which enforces the orthogonality of the v j 's, and consider the following Relaxed Primal problem. We will later prove that in spite of this relaxation, we will reach a solution in which the vectors are indeed orthogonal, thereby satisfying the constraints of the (Primal) problem and justifying the effectiveness of our approach.
Minimize
We now state a lemma that will be used later, we omit the proof as it is fairly straightforward.
Lemma 1 Let p * be the optimal value of the (Relaxed Primal). Then, the following holds.
If an optimal solution of the (Relaxed Primal) problem satisfies the constraints of the (Primal) problem then that solution must be an optimal solution for the (Primal) problem.
Note, the constraint v j v j = 1 forces both Primal as well as (Relaxed Primal) problems to be non-convex. The reason being following-any norm is a convex function and the level set of a norm is a non-convex set. This motivates us to work with the Lagrangian dual of the (Relaxed Primal) and develop a strategy to get an approximate solution of the (Primal).
Dual of relaxed primal
The Lagrangian dual for the (Relaxed Primal) will always be a convex program irrespective of the non-convexity of the (Relaxed Primal). For this, we write down the Lagrangian function of the (Relaxed Primal) as follows:
Observe that v 1 , . . . , v k , are the primal variables and λ 1 , . . . , λ n , μ 1 , . . . , μ k are the dual variables. The dual is given by,
The following lemma characterizes the dual solution in terms of this matrix M.
Then for any given values of dual variables (λ 1 , . . . , λ n , μ 1 , . . . , μ k ), λ i ≥ 0, we have
are the top-k eigenvalues of M −∞ or undefined : Otherwise And, the top-k eigenvectors of the matrix M are the minimizers of Lagrangian function.
Proof In order to get the dual function, we set the gradient of Lagrangian function (with respect to primal variables) to be zero. This gives us the following conditions:
Using the definition of matrix M, we first rewrite the expression for Lagrangian as follows.
The minimum value of the Lagrangian has to satisfy the first-order conditions that we get by setting the gradient of Lagrangian function (with respect to the primal variables) to be zero. This gives us the following conditions.
By looking at these conditions, the following claims follow.
1. From Eq. (7), n i=1 λ i = 1. An alternative argument could be as follows: since is unconstrained, if n i=1 λ i = 1, then it is possible to set such that g(λ, μ) = −∞. (6) implies that for achieving minimum, the primal variables v j must be an eigenvector of the matrix M = n i=1 λ i x i x i whose corresponding eigenvalue is the dual variable μ j . We argue that setting μ j to be any value other than the topjth eigenvalue of the M leads to g(λ, μ) being either −∞ or undefined. For this, note that under the condition given by (7), the Lagrangian becomes
Equation
Without loss of generality, we can assume that
are the eigenvalues of the the matrix M. For contradiction assume that μ 1 is not an eigenvalue of the matrix M. Now, let us consider two different cases.
(a) Case of [γ 1 > μ 1 ]: In this case, we can assign v 1 to be the scaled eigenvector corresponding to the eigenvalue γ 1 and that would drive the Lagrangian value towards −∞. Therefore, in order to avoid the −∞ value for the dual function, we must have 
Thus, we can conclude that μ 1 should be equal to γ 1 in order to make sure that the dual function is well defined and has a finite value. This also means that v 1 has to be the top eigenvector of M. We can inductively apply the same argument for the other μ j also to get the desired claim.
Lemma 2 suggests that the vectors v 1 = 0, . . . , v k = 0 which minimize the Lagrangian must be the top-k eigenvectors of the matrix M and in such a case, the dual function can be given as follows g(λ, μ) = 1 − k i=1 μ j where, μ j is top jth eigenvalue of the matrix M. The dual optimization problem for the (Relaxed Primal), thus becomes
Let d * be the optimal value of the (Relaxed Dual) problem. In what follows, we state a few key observations with regard to the above primal-dual formulation discussed so far.
Lemma 3 For the given (Primal), (Relaxed Primal), and (Relaxed Dual) programs, the following hold true. Proof Part (A): The inequalities follow from weak duality theorem and the fact that p * is the optimal solution of the (Relaxed Primal) problem, whereas p * is the optimal solution of the (Primal) problem. The last inequality follows from Lemma 1. Part (B): Let (λ, μ) be a feasible solution for (Relaxed Dual) problem then by Lemma 2, we can claim that μ j ≥ 0 because μ j must be an eigenvalue of the matrix M and this matrix is always positive semidefinite. Further, notice that
where, the last part of the equation follows from the fact that vectors x i are unit vectors. Further, if (λ, μ) is a feasible solution for (Relaxed Dual) then we must also have 
is an optimal solution for the (Relaxed Dual) problem, it must be a feasible solution also for the same problem. This would mean that μ
The feasibility of the vectors v * 1 , . . . , v * k for Primal and (Relaxed Primal) problems is trivial due to the fact that these vectors are orthonormal basis vectors. The first part of the inequality p * ≤ * ≤ 1 is trivial because p * is optimal. The second part of this inequality follows from the second inequality given in part (B) of this lemma.
Approximate solution of (Primal) problem
Recall that Primal is a non-convex optimization problem. We analyze the approximation factor of the following version of our algorithm.
Approximation Algorithm:
1. We first find an optimal solution (λ * , μ * ) for the (Relaxed Dual) problem. 2. Next, we find the top-k eigenvectors v * 1 , . . . , v * k of M = n i=1 λ * i x i x i and treat them as an approximate solution for the original (Primal) problem. Note, these eigenvectors form a feasible solution for the Primal and (Relaxed Primal) problems (Lemma 3).
In this section, we try to develop a theoretical bound on the quality of such an approximate solution for the original (Primal). For this, note that the objective function value for both (Relaxed Primal) and (Primal) problems is identical for the feasible solution (v * 1 , . . . , v * k ) obtained by the method suggested above. Moreover, this value is given by ALG 
of the matrix M as its columns. The following inequality follows trivially from the above fact and Lemma 3 part (A).
Further, note that for the above algorithm, the optimal objective function value for the (Relaxed Dual) would be d * = 1 − k j=1 μ * j , where μ * j is the jth-top eigenvalue of the matrix M. By combining the Inequality (9) with Lemma 3 part (A), we can say that
In order to obtain a meaningful upper bound on the above inequality, we recall the definition of matrix X whose size is n × d, and whose rows are unit length data vectors x 1 , x 2 , . . . , x n . Suppose σ 1 ≥ σ 2 ≥ . . . ≥ σ d ≥ 0 are singular values of the matrix X out of which only are non-zero, where ≤ d is the rank of the data matrix X. The following theorem gives us the bound on the approximation ratio of our proposed algorithm, where κ is the ratio of the highest singular value to the lowest non-zero singular value for the matrix X, i.e., κ = σ 1 /σ .
Theorem 1 The approximation algorithm described above offers the following approximation guarantees.
Proof As per Inequality (10), in order to prove the claim of this theorem, it suffices to get an upper bound on the quantity k j=1 μ * j . Thus, our goal is to get an upper bound on the sum of the top-k singular values of the matrix M. For this, we note that M = X X, where = diag(λ 1 , . . . , λ n ), n i=1 λ i = 1, and λ i ≥ 0 ∀i. Let the SVD of the matrix X be X = U V , where U is a d × d orthogonal matrix, is a d × d diagonal matrix containing σ 1 , σ 2 , . . . , σ d on its diagonal, and V is an n × d matrix having orthonormal column vectors v 1 , v 2 , . . . , v d . Recall that, we have used the symbol V to denote the solution of the primal problem which is a d × k matrix and hence we are using a different symbol V to denote the left singular vectors of the matrix X .
By using the SVD of the matrix X , we can rewrite the expression for matrix M as below.
Recall that matrix M is a PSD matrix and hence, we must have
By making use of Eq. (12), the above inequality can be written as
From the definition of the Relaxed Dual, we can write
In lieu of the fact that is a diagonal matrix having λ 1 , . . . , λ n on its diagonal, where i λ i = 1 and λ ≥ 0, and v 1 , v 2 , . . . , v d are orthonormal column vectors of the matrix V, it is not difficult to see that the ith diagonal entry of the matrix V V can be given by
where, we follow the convention that
This would imply that
Substituting Eq. (19) into the Inequality (15) would give us the following inequality.
Again, because of the fact that v 1 , v 2 , . . . , v d are orthonormal column vectors of the matrix V, we can write
This gives us the first part of the inequality in the theorem. In order to get the second part of the inequality, we note that the following relation is easy to verify.
Substituting the above equation into the Inequality (21) would yield the second desired inequality in the theorem's statement. The last inequality in the theorem statement follows from the definition of κ for the matrix X as given by, κ = σ 1 /σ l .
Below are some interesting and useful insights about our algorithm that one can easily derive with the help of Theorem 1.
-The above theorem bounds the gap between the primal objective value corresponding to our approximate solution and the unknown optimal primal objective value. -The approximation bound given in Theorem 1 depends on the spectral properties of the input dataset. For example, if the given dataset X is well-behaved, that is κ = 1, then we obtain the approximation factor of l l−1 which is bounded above by 2 assuming ≥ 2. -Further, in such a case, this bound starts approaching towards 1 as the rank of the data matrix increases (of course, the dimension d of the data has to increases first for to increase). Thus, we can say that for a well-behaved dataset of full rank in very large dimensions, our algorithm offers a nearly optimal solution for the problem of length preserving orthogonal projections of the data.
Projected gradient ascent
We now give a provable algorithm to get an optimal solution of the Relaxed Dual problem, which we call Projected Gradient Ascent. Note that our overall algorithm LELD is the combination of Projected Gradient Ascent to get the optimal solution of the Relaxed Dual and the Approximation Algorithm described in Sect. 2.3 to get a feasible solution of the Primal from the optimal solution of the Relaxed Dual. Since the dual formulation is always a convex program (Boyd and Vandenberghe 2004) , the objective function of the Relaxed Dual is concave in the dual variables and the feasible set formed by the constraint set is a convex set C ⊂ R n . In each iteration, Projected Gradient Ascent essentially performs a gradient ascent update on the dual variables λ i , i = 1, . . . , n and then projects the update back onto the convex set C. Note that we need not worry about the dual variables μ j because for any assignment of the variables λ i , the values of the μ j get determined because of the first constraint in the (Relaxed Dual) problem. Therefore, we perform gradient ascent only on the λ i variables.
Observe that the feasible region of the λ i variables forms the standard probability simplex in R n . Because of this, we make use of the Simplex Projection algorithm proposed by Wang and Carreira-Perpinan (2013) for the purpose of performing the projection step in each iteration of our algorithm. This algorithm runs in time O(d log(d)) time. We call the projection step of this algorithm as (Proj C ).
The pseudo code for Projected Gradient Ascent is given in the form of Algorithm 1. In line number 5 (and also 7) of this code, we compute the (Primal) objective function value for two different dual feasible solutions, namely λ (t+1) and λ best . Note that the last if-else statement identifies the better of the two solutions (in terms of the primal objective function value). The routine Proj C (·) is given in Algorithm 2. Now, we present a key lemma related to the gradient of the (Relaxed Dual) objective.
Lemma 4 (Dual gradient) If λ (t) is not an optimal solution of (Relaxed Dual) problem then for = 1, . . . , n, the th coordinate of the gradient vector ∇g λ (t) , μ (t) is given by
Algorithm 1: Projected Gradient Ascent
Input :
Compute ∇g(λ, μ)) for (λ, μ) = λ (t) , μ (t) by making use of Lemma 4;
Proof Note, the gradient vector ∇g λ (t) , μ (t) would be ∂ g λ (t) , μ (t) 
The th coordinate of this ascent direction can be given by
Let v (t) 1 , . . . v (t) k are the top-k eigenvectors of the matrix M(λ (t) ) then the above equation can be written as ∂ g λ (t) , μ (t) /∂λ (t) 
/∂λ (t) Recall that M(λ (t) 
Substituting this expression for M(λ (t) ) in the previous equation gives us the following relation.
3. The maximum value of x − y 2 for any x, y ∈ C will be √ 2 as the farthest points on the probability simplex will be any of its two corners and the distance between them will be √ 2. Thus, D = √ 2 for our case.
Note that the above convergence guarantee is for the average iterate. In Algorithm 1, we compare the primal objective function value at the average iterate with the value at the best iterate so far (Step 7 of Algorithm 1), and output the one for which the primal objective function value is lower. Therefore, the theoretical guarantees of the Theorem 2 remain valid for the output of Algorithm 1.
Computational complexity of our algorithm
In this section we present an analysis of the time taken by our projected gradient algorithm to converge. In order to get δ-close to the optimum according to Eq. (24) , that is, 
It is to be noted that this is an upper bound on the time taken by our algorithm and the actual implementation of our algorithm will take much less time due to the presence of optimized routines in MATLAB (readers can find the details in Sect. 5 on experiments) which compute the top-k eigenvectors much faster than O(d 3 ).
Key insights of our algorithm
In this section, we highlight some important insights regarding the problem and our approach.
1. The proposed (Relaxed Dual) problem has far fewer constraints compared to both the Primal and (Relaxed Primal) problems. Contrary to this, the baseline formulation of Grant et al. (2013) is a SDP relaxation of the (Primal) problem and because of which they have one constraint per data point. As mentioned in our experiments section, this fact is one of the main reasons that the SDP based algorithms proposed by Grant et al. (2013) do not scale as well as our algorithm with an increasing number of data points. 2. The main computation in each iteration of Projected Gradient Ascent involves dual gradient computation and computing a projection onto the probability simplex. The gradient calculation requires the top-k eigenvectors of M(λ) which can be computed quickly because k << d in any dimensionality reduction problem. Further, we also use a fast algorithm for projection onto the probability simplex as described earlier. All these together make our scheme very fast.
Experiments
In this section, we present the results of our experiments wherein, we have compared the performance of LELD with six baseline algorithms. The first two baselines are PCA and Random Projections (Random for short). The next two baselines are both based on the algorithms given in Grant et al. (2013) . These are based on semidefinite programming relaxations of the (Primal) problem and are named SDP+RR and SDP+DR depending on whether the rounding algorithm used to obtain a solution of the original problem from the SDP solution is randomized (RR) or deterministic (DR). The final baselines are the Fast Adaptive Metric Learning (FAML) algorithm of Bah et al. (2014) and the Fromax Algorithm of Luo et al. (2016) , both of which are heuristics to learn a linear transformation (without the orthogonality constraints) that approximately preserves pairwise distances. These algorithms do not come with any convergence or approximation guarantees. So that the comparison between the algorithms is done in a fair manner, we consider the orthonormal basis of the column span of the linear transformations returned by these algorithms as projection matrices. All our experiments were performed using MATLAB on a machine having an 8-Core Intel i7 processor and 64GB RAM. The details of the datasets used in our experiments and values of various hyper-parameters used by our algorithm are summarized in Table 1 .
The goal of our experiments is to compare the algorithms in terms of the quality of the solution (as measured by the value of the (Primal) objective function), and the time taken by the respective algorithms. We fixed the number of iterations for LELD to be 120, the learning rate η is then chosen as per Theorem 2.
Recall that Random and PCA are not iterative algorithms and hence there we have not placed time restrictions on them. On the other hand, LELD and the baselines-FAML, Fromax, SDP+RR and SDP+DR are iterative in nature and thus, to do a fair comparison, we fix an appropriate clock time restriction. In our experiments, we allow FAML, SDP+RR and SDP+DR methods to run till convergence in the case of 1 K sized datasets. We give 10× time taken by LELD to Fromax on the 1 K sized datasets as this algorithm does not seem to converge. However, when we run our experiments on the 5 and 10 K sized datasets, we allowed all the baseline algorithms to take 3× the time taken by LELD. Similarly, for the case of the 50 and 100 K sized datasets, we offered the same time to the baselines as LELD. Note that FAML and Fromax could not fit into our memory when running the experiments on the 100 K sized datasets. Thus, we could not compare with them on these datasets. We selected some of these time restrictions for the SDP+RR and SDP+DR methods because we observed that running these baselines until their stopping criteria was practically infeasible for the larger datasets. We put similar restrictions on the other baselines for a fair comparison. This observation itself underscores the scalability of LELD compared to these baselines. We have highlighted this point in Sect. 4. We first describe our experimental setup and data.
MNIST Dataset: MNIST dataset (LeCun et al. 2010 ) contains images of handwritten digits in the range of 0 − 9. For our experiments, we considered each 28 × 28 gray scale image as a 784 dimensional vector.
For the MNIST dataset, we consider images of the digits 2, 4, 5, and 7. For each of these, we first randomly sampled a certain number of vectors and then computed the pairwise normalized differences of these sampled images to obtain a collection of unit length vectors.
In our experiments, for each of these four digits, we generated five datasets with different numbers of pairwise differences-1, 5, 10, 50 and 100 K. We created 5 variants for each such dataset by changing the seed of the randomization used in picking the images. For each of these variants, we ran LELD and the baseline algorithms. Figures 1 and 2 report the average of the results of each algorithm on the 5 variants of each dataset, along with standard deviation bars.
Note that for each plot in Figs. 1 and 2 , the x-axis corresponds to the embedding dimension (k) of the datasets which we have varied as 5, 7, 10, 15, 20, 30, and 40 . The y-axis in each of these plots corresponds to the quality of the solution (i.e., maximum distortion) offered by the different algorithms. For the 1 K data size, the absolute differences in the algorithms are very small, and hence we plot the % improvement. Only for the 1K size in the first column of Fig. 1 , does the y-axis correspond to the %-improvement of LELD relative to the baseline algorithms. By % improvement, we mean 100 × ( baseline − ALG ) / baseline , where baseline is the maximum distortion offered by the baseline algorithm and ALG is the same quantity for LELD. The higher the ratio, the lower the distortion of LELD is relative to the baseline, and a negative value of this ratio means LELD offers an inferior solution than the baseline algorithm. From the plots, it is obvious that the distortion by LELD can be smaller than Fromax and FAML by upto 30-40%. The performance of SDP-DR and SDP+RR is better in the smaller dataset. But neither of them ran to completion in the larger datasets, and hence the corresponding curves are fixed. Note that we have not compared our results with the Random and PCA baselines for the case of the 1 K dataset because both LELD as well as the baselines perform far more superior than Random and PCA.
Finally, to make a compelling case in favor of LELD, we also conducted an additional experiment where we simply ran the SDP+DR algorithm on the 5 K dataset until its convergence so as to ensure that these algorithms do not converge only after a bit more time than what was given to them. Figure 3 depicts the results of this experiment. We performed this experiment only for the digit 5 and the projection dimensions of 10, 15, and 30. From these plots, it is clear that the SDP+DR algorithm (SDP+RR is anyways slower than SDP+DR) indeed takes significantly more times to converge compared to the time offered by us during our experiments. This rules out the possibility of these algorithms converging quickly by giving slightly more time than what is offered by us in our experiments. 20 Newsgroup Dataset: We repeated the same experimental setup for a different dataset, namely 20 Newsgroups. This dataset has a much larger feature dimension (i.e., 8000) as compared to MNIST. For this dataset, we picked two categories-Atheism, MS-Windows Misc. Our dataset size for each category was 1 K. This time, we offered 3× time to the baselines as compared to the time taken by LELD. In a manner similar to the plots for the 1 K sized MNIST datasets given in Fig. 1 (column 1) , the plots in Fig. 2 (column 3) show the percentage improvement of LELD compared to the baseline algorithms for the case of 20 Newsgroup dataset. This shows that LELD scales well with an increase in d. This is because we only need the top-k eigenvectors of the matrix M ∈ R d×d in each iteration. However for smaller dimensions, LELD seems to perform poorly compared to FAML. Tasks-Classification, Retrieval, Clustering, and Visualization: To demonstrate the effectiveness of such embeddings, we experimented with tasks that depend on the local and global geometry around each data point. First we took 100 samples of the digit 2 and the digit 4 each and projected the 200 datapoints into 30 dimen- Fig. 1 Performance of the proposed algorithm relative to baseline methods on MNIST dataset. Columns 1, 2, and 3 correspond to dataset size of 1, 5 and 10 K, respectively. The rows from top to bottom correspond to MNIST digit 2, 4, 5, and 7, respectively sions using LELD, FAML, Fromax, SDP+RR and SDP+DR. We thus got different datasets of 200 points in 30 dimensions corresponding to each of the embedding algorithms. For each of these datasets, we performed k-Nearest Neighbor classification (k = 10) by taking the first 75 samples of digit 2 and the first 75 samples of digit 4 points as a training set and the rest as a test set. We report the accuracy on each of the test set corresponding to each embedding algorithm in Table 3 . From these results, we can observe that LELD, FAML and Fromax, which have lower distortion compared to SDP+RR/DR, lead to higher classification accuracy. Next, we consider the task of Nearest Neighbor retrieval. For each of the datasets obtained by projecting the 200 points using the different embedding algorithms, we use the same train and test set split and for each point in the test set we find its 10 nearest neighbors in the corresponding training set. For each point in the test set we consider its 10 nearest neighbors in the original 784 dimensions to be its true nearest neighbors. Now, for each of the test sets obtained using different embedding algorithms we report the average of the number of true neighbors retrieved per data-point in the lower dimension in Table 3 . Since LELD has the highest precision followed by FAML, Fromax, SDP+RR, and finally SDP+DR, we can observe that embeddings that have a lower distortion preserve more neighborhood information of the data-points which can aid in accurate retrieval in lower dimensions and thus in a lower amount of time. Next we consider the task of clustering. We again start with the 200 data-points in 784 dimensions and their projection into 30 dimensions using the various embedding algorithms. We do not perform any train-test split in this task. For each of the set of projected datasets, we perform k-Means clustering using Lloyd's algorithm with 2 clusters and report the Purity metric in Table 2 . To compute Purity, a standard metric in the Information Retrieval community, each cluster is assigned to the digit which is most frequent in the cluster, and then the accuracy of this clustering is measured by counting the number of correctly assigned data-points and dividing by the total size of the dataset. Formally, Purity(ω,
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where N is the size of the dataset (N = 200 in our case), w = {w 1 , w 2 } is the set of clusters and C = {C 1 , C 2 } is the set of classes (w={2, 4} in our case). If a clustering is good then the purity will be close to 1 and if it is bad it will be close to 0. From the results in Table 3 , we can see that LELD, FAML and Fromax lead to clusterings of higher quality followed by SDP+RR and SDP+DR. Thus we can observe that low distortion embeddings produce clusterings of higher purity. We also repeat the above experiments for 160 samples of the digit 2 and 160 samples of the digit 4 (total 320 points). The train-test split considered for Classification and Retrieval is as follows: the first 120 samples of digit 2 and the first 120 samples of digit 4 are training images and the rest are test images. Lastly, to make a visual comparison between the quality of the embeddings obtained by LELD and the baselines, we used the t-SNE visualization algorithm. Figure 4 depicts such a visualization where we first visualize the MNIST data in the original 784 dimensional space and then visualize its embedding in 40 dimensional space obtained via LELD, SDP+DR, SDP+RR, FAML, Fromax and PCA. We do so just for a qualitative comparison. From Fig. 4 , it appears that SDP+RR and SDP+DR distort the point clouds more as compared to LELD but FAML and Fromax seem to do a comparable job.
Conclusion
In this paper, we have presented LELD, a novel Lagrange duality based method to construct near isometric orthonormal linear embeddings. Our proposed algorithm reduces the dimension of the data while achieving lower distortion than the state-of-the-art baseline methods and is also computationally efficient. We have also given theoretical guarantees for the approximation quality offered by our algorithm. Our bound suggests that for certain input datasets, our algorithm offers near optimal solution of the problem. Our proposed theoretical guarantee depends on the spectral properties of the input data and hence the key question that we leave open is to obtain a data independent bound for the same. Another important future direction is to assess the impact of the Column Generation heuristic proposed by Hegde et al. (2015) for scaling LELD to bigger datasets with more data-points.
