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Abstract. This paper shows a comparative study of machine learning techni-
ques to recognize emotions in images through the characterization of facial ex-
pressions. A well reputed research shows that the human beings emotions could
be caracterized using a Facial Action Coding System (FACS), which is a taxo-
nomy to classify the human being facial expressions. The same study presented
a discrete set of universal emotions that a human being could feel, which are:
anger, contempt, disgust, fear, happy, sadness and surprise. We use these FACS
to recognize the universal emotions using ensemble methods in images from the
Cohn Kanade dataset and lastly in a variation of the same dataset (augmented
data set), in which we added some rotation and transformations on the images
in order to make them less laboratorial. To conduct the experiments, we used
two scenarios. At the first one, only the images of happiness and sadness were
submitted to the methods. At the second one, we used all the universal emotions.
As a result, we reach up to 93% of accuracy with the original data set and 98%
with the augmented data set. At the second scenario the average accuracy was
75% with the original data set and 77% with the augmented data set. The best
results were achived using the ensemble method Gradient Tree Boosting with a
random search hyperparameter optimization.
Resumo. Este artigo realiza um estudo comparativo de te´cnicas de aprendizado
de ma´quina, especificamente me´todos ensembles, para reconhecer emoc¸o˜es em
imagens atrave´s da caracterizac¸a˜o de expresso˜es faciais. Emoc¸o˜es humanas po-
dem ser caracterizadas usando um sistema de codificac¸a˜o de movimentos faciais
(FACS), que e´ uma taxonomia para classificar as expresso˜es faciais humanas.
Ale´m disso, existe um conjunto discreto de emoc¸o˜es universais que um ser hu-
mano pode sentir, que sa˜o: raiva, desprezo, nojo, medo, alegria, tristeza e sur-
presa. Usamos o FACS para reconhecer as emoc¸o˜es universais usando me´todos
conjuntos em imagens da base de dados Cohn Kanade e, por fim, em uma
variac¸a˜o da mesma base de dados (base de dados aumentada), no qual adici-
onamos algumas rotac¸o˜es e transformac¸o˜es nas imagens para torna´-las menos
laboratoriais. Para conduzir os experimentos, usamos dois cena´rios. No pri-
meiro, apenas as imagens de alegria e tristeza foram submetidas aos me´todos.
No segundo, usamos todas as emoc¸o˜es universais. No final, o melhor resul-
tado foi obtido com o me´todo ensemble Gradient Tree Boosting, alcanc¸ando ate´
93% de acura´cia com a base de dados original e 98% com a base de dados
aumentada. No segundo cena´rio, a acura´cia me´dia foi de 75% com a base de
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dados original e 77% com a base de dados aumentada. O otimizac¸a˜o foi rea-
lizada empregando a te´cnica de random search para executar a otimizac¸a˜o de
hiperparaˆmetros dos pipelines de aprendizado de ma´quina.
1. Introduc¸a˜o
Expresso˜es faciais sa˜o movimentos volunta´rios ou na˜o, realizados pelos mu´sculos
da face a fim de representar um estado emocional (Tomkins 1980). Sa˜o identificadas seis
expresso˜es faciais universais, sendo elas representac¸o˜es atrave´s das seguintes emoc¸o˜es:
alegria; tristeza; raiva; medo; surpresa e nojo (Ekman 1989). Suas existeˆncias foram no-
tadas em pessoas de diferentes culturas modernas e em tribos primitivas. Reconhecer
automaticamente tais emoc¸o˜es universais pode ser u´til em diversas a´reas para a compre-
ensa˜o do que esta´ acontecendo no: processo educacional de uma pessoa; ambiente de en-
tretenimento; circuito de caˆmeras de seguranc¸a; no e-commerce, atrave´s da recomendac¸a˜o
de produtos que mais agrada o usua´rio; na psicologia, com objetivo de entender o com-
portamento dos indivı´duos; etc.
Para realizar o reconhecimento automa´tico dessas emoc¸o˜es universais, faz-se ne-
cessa´rio que o computador seja capaz de reconhecer o estado emocional de um ser hu-
mano (Dantas et al. 2015). Uma alternativa para realizar essa tarefa e´ fazendo uso de
algoritmos de aprendizagem de ma´quina (AM) (Melo et al. 2014). Com a AM podemos
inferir dados das emoc¸o˜es geradas por uma determinada pessoa e diante disso podemos
analisar cada caracterı´stica da expressa˜o facial. Os me´todos ensembles, sa˜o exemplos
de abordagens amplamente usadas em AM, pois os mesmos utilizam a manipulac¸a˜o de
classificadores individuais, cujos as saı´das e´ a combinac¸a˜o ou a fusa˜o dos resultados ge-
rados por esses classificadores (Opitz and Maclin 1999). Ainda nesses me´todos podemos
realizar os ajustes de hiperparaˆmetros afim de otimizar a acura´cia dos modelos preditivo
(Dwan et al. 2017).
Dessa forma, visando contribuir com essa tema´tica, este estudo objetiva re-
alizar comparac¸o˜es de te´cnicas de construc¸a˜o e otimizac¸a˜o de pipelines1 de AM
utilizando ensembles baseadas em A´rvores de Decisa˜o (AD) e random search
(Bergstra and Bengio 2012) para otimizac¸a˜o de hiperparaˆmetros, com suporte de es-
tudos da teoria Facial Action Coding System (FACS) (Ekman and Rosenberg 1997,
Ekman et al. 1978). Segundo Ekman and Rosenberg 1997, todos sentem emoc¸o˜es e
as expressam em va´rios nı´veis, principalmente em termos faciais, o que nos per-
mite perceber, por exemplo, o que outros esta˜o sentindo. Ainda de acordo com
Ekman and Rosenberg 1997, as pessoas quando experienciam uma emoc¸a˜o traduzem a
mesma atrave´s de uma expressa˜o facial e assim sendo, pode-se concluir que as expresso˜es
faciais podem ser utilizadas para a identificac¸a˜o de emoc¸o˜es.
Com base nessa premissa, este trabalho realiza uma ana´lise comparativa de algo-
ritmos de AM aplicados sobre uma base de dados chamada Cohn Kanade (CK), funda-
mentada nas FACS. Ale´m disso, aborda-se um segundo conjunto de dados aumentados
com variac¸o˜es na CK como rotac¸o˜es e transformac¸o˜es nas imagens para torna´-las menos
laboratoriais. Os experimentos para detecc¸a˜o das emoc¸o˜es universais foram conduzidos
1Em AM, pipeline e´ o conjunto de etapas para a construc¸a˜o de modelos preditivos. Tais etapas va˜o
desde a obtenc¸a˜o e preparac¸a˜o dos dados a otimizac¸a˜o e validac¸a˜o do algoritmo de AM para a construc¸a˜o
do modelo preditivo.
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em duas frentes: Abordagem 1 (A1), que consiste na ana´lise dos dados das emoc¸o˜es
alegria e tristeza; Abordagem 2 (A2), que utiliza os dados de todas as emoc¸o˜es ba´sica de-
rivadas do estudo de Ekman et al. 1978, pore´m com a expressa˜o desprezo incluida. Essa
divisa˜o foi adotada na pra´tica com o intuito de analisar emoc¸o˜es mais usuais na aborda-
gem A1 e emoc¸o˜es mais complexas na abordagem A2, isto e´, raiva, desprezo, nojo, medo,
alegria, tristeza e surpresa.
No decorrer da pesquisa a te´cnica que obteve o melhor resultado nos testes realiza-
dos neste estudo foi a Gradient Tree Boosting, atingindo, na A1, 93% de acura´cia aplicada
a base de dados CK e 98% no conjunto de dados aumentados. Ja´ na A2 a te´cnica alcanc¸ou
75% de precisa˜o aplicado a` CK e 77% com o conjunto de dados aumentados. Esses re-
sultados sa˜o fundamentados e discutidos com maiores detalhes nas pro´ximas sec¸o˜es.
Para isso o estudo foi dividido em 6 sec¸o˜es, sendo que: a sec¸a˜o 2 apresenta
fundamentac¸a˜o teo´rica da pesquisa; a sec¸a˜o 3 aborda os trabalhos relacionados; a sec¸a˜o 4
explica o me´todo utilizado; a sec¸a˜o 5 demonstra os resultados e discusso˜es; e finalmente
a sec¸a˜o 6 apresenta as considerac¸o˜es finais da pesquisa.
2. Fundamentac¸a˜o teo´rica
Esta sec¸a˜o apresenta as principais partes da base conceitual utilizadas para
realizac¸a˜o deste trabalho. Os conceitos abordados foram: expresso˜es faciais e suas
ligac¸o˜es com as emoc¸o˜es e a codificac¸a˜o utilizada para a identificac¸a˜o das mesmas; apren-
dizagem de ma´quina, juntamente com aprendizagem supervisionada; e me´todos ensemble
e otimizac¸a˜o de hiperparaˆmetros.
2.1. Facial Action Coding System
Em um experimento envolvendo americanos e japoneses, foi possı´vel notar que
expresso˜es faciais sa˜o fontes de dados fidedignas para identificac¸a˜o do estado emocional
de um indivı´duo (Ekman and Oster 1979). Depois da identificac¸a˜o das seis expresso˜es
faciais universais e de testar suas validades, Paul Ekman desenvolveu o Facial Action Co-
ding System ou FACS, que e´ um sistema de codificac¸o˜es da face humana, criado com o
objetivo de mapear as ac¸o˜es musculares faciais (Ekman et al. 1978). Ac¸o˜es estas chama-
das de Action Units (AU), que podem ser frutos da manifestac¸a˜o fisiolo´gica do estado
emocional de um indivı´duo. No FACS esta˜o descritas cerca de 98 AUs. Quando a face
realiza um conjunto especı´fico dessas AUs e´ possı´vel inferir qual emoc¸a˜o esta´ sendo re-
presentada (Ekman and Rosenberg 1997). Os conjuntos necessa´rios para realizar o reco-
nhecimento das seis emoc¸o˜es universais esta˜o dispostos na Tabela 1 e a descric¸a˜o dos
mesmos encontra-se na Tabela 2.
A ana´lise das AUs segue uma linha temporal. Como estado inicial e´ utilizado um
estado neutro como mostrado na Figura 1(a), onde os requisitos presentes nos conjuntos
que representam uma emoc¸a˜o na˜o sa˜o supridos. Apartir deste ponto as deformidades
resultantes das ac¸o˜es musculares na face sa˜o observadas, no momento em que um dado
conjunto possui seus requisitos supridos a infereˆncia da emoc¸a˜o manifestada pode ser
realizada, como exemplificado na Figura 1(h). Ao te´rmino do processo a face tende a
tornar ao ponto inicial.
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Raiva Tristeza Medo
{4,5,7,10,22,23,25 ou 26} {1,4} {1,2,4}, {5,20}, {5}
{4,5,7,10,23,25 ou 26} {1,4,11 ou 15} {1,2,4,5,20,25 ou 26 ou 27}
{4,5,7,17,23 ou 24} {1,4,15,17} {1,2,4,5,25 ou 26 ou 27}
{4,5,7,23 ou 24} {6,15} {1,2,4,5}
{4,5 ou 7}, {17,24} {11,17} {1,2,5,25 ou 26 ou 27}
{1} {5,20,25 ou 26 ou 27}
Alegria Surpresa Aversa˜o
{12} {1,2,5,26 ou 27} {9 ou 10,17}
{6,12} {1,2,5} {9 ou 10}
{1,2,26 ou 27} {9 ou 10,16,25 ou 26}
{5,26 ou 27}
Tabela 1. Mapeamento das UAs para reconhecimento de emoc¸o˜es.
Fonte:(Libralon 2014)
AU Descric¸a˜o
1 Levantar da parte interna das sobrancelhas
2 Levantar da parte externa das sobrancelhas
4 Abaixar das Sobrancelhas
5 Levantar das pa´lpebras superiores
6 Levantar das bochechas
7 Tensionar das pa´lpebras
9 Franzir do nariz
10 Levantar dos la´bios superiores
11 Aprofundar do nasolabial
12 Puxar dos cantos labiais
13 Cheek Puffer
14 Dimpler - Depressa˜o na mac¸a do rosto
15 Depressa˜o dos cantos labiais
16 Depressa˜o dos la´bios inferiores
17 Levantar do queixo
18 Franzir dos la´bios
20 Esticar dos la´bios
22 Canalizar dos la´bios
23 Tensionar os la´bios
24 Pressionar os la´bios
25 Separac¸a˜o dos la´bios
26 Derrubar do queixo
27 Espalhar da boca
Tabela 2. Parcela da tabela de descric¸a˜o das AUs e mu´sculos da face humana
correspondentes. Adaptada:(Robotics Institute 2002)
2.2. Aprendizagem de Ma´quina
Aprendizagem de ma´quina e´ uma suba´rea da computac¸a˜o que busca tornar o
computador capaz de assimilar informac¸o˜es que na˜o foram explicitamente apresentadas
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 1. Sequeˆncia de imagens disponı´veis na Cohn-Kanade AU-Coded
Expression Database de uma pessoa expressando surpresa. Fonte:
(Kanade et al. 2000) e (Lucey et al. 2010)
(Samuel 1959). Para tal, existem duas abordagens que podem ser utilizadas, a aprendiza-
gem supervisionada e a na˜o supervisionada. Esses me´todos possuem algumas diferenc¸as,
na aprendizagem supervisionada os pares de entrada ja´ sa˜o definidos, logo o algoritmo
treina com as caracterı´sticas ja´ determinadas para uma classe. Ja´ a aprendizagem na˜o
supervisionada, na˜o e´ fornecido ao algoritmo a qual classe o dado pertence, na verdade
ele reliza um agrupamento dos dados de entrada que apresentam ser potencialmente u´teis
e possuem similaridade (Russell and Norvig 2004). Devido ao cunho da pesquisa foram
utilizados me´todos de aprendizagem supervisionada.
Tais me´todos utilizam como base um certo conjunto de treinamento com N pares
de entradas e saı´das, (x1,y1),(x2,y2),...,(xN,yN) onde cada yj e´ gerado por uma func¸a˜o f(x)
desconhecida. Com base nesses dados, o me´todo tenta descobrir uma func¸a˜o h(x), deno-
minada de hipo´tese, que mais se aproxime dos valores de y = f(x), a qual e´ denominada
func¸a˜o original (Russell and Norvig 2004). Como escolher a hipo´tese que mais se asse-
melha a func¸a˜o original e´ a questa˜o central estudada na aprendizagem supervisionada. A
fim de calcular a taxa de acerto da hipo´tese as classes (note que classe nesse contexto e´
o resultado esperado da func¸a˜o hipo´tese) dos dados ja´ sa˜o conhecidas, por isso e´ dado o
nome de aprendizagem de ma´quina supervisionada.
2.2.1. Me´todos Ensemble
Os ensembles sa˜o um conjunto de te´cnicas de aprendizagem de ma´quina, que
podem ser definidos como va´rios algoritmos individuais em paralelo, cujas as saı´das
sa˜o a combinac¸a˜o ou a fusa˜o dos resultados gerados individualmente, afim de encon-
trar a melhor soluc¸a˜o para um determinado problema (Opitz and Maclin 1999). Esses
me´todos baseiam-se na premissa de que um algoritmo individual na˜o produz resultados
o´timos em problemas na˜o triviais do mundo real. Dessa forma, os ensembles utilizam
a manipulac¸a˜o de va´rios algoritmos simples de AM, transformando-os em um algoritmo
robusto (Daume´ III 2012).
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As te´cnicas de AM baseadas em AD sa˜o me´todos ensemble bastante conhecidos,
que utilizam um algoritmo determinı´stico, tendo como entrada um vetor de atributos.
Sendo cada no´ da a´rvore representado como uma condic¸a˜o lo´gica, onde e´ estabelecida
uma pergunta, e as folhas podem ser representadas com as respostas geradas a partir
dessas condic¸o˜es (Dwan 2018). Alguns exemplos de me´todos ensemble esta˜o dispostos a
seguir:
• Random Forest (RF) e´ um exemplo de ensemble que usa AD. Nesse caso e´ usado
o algoritmo de Bagging (Breiman 2001) para minimizar problemas na produc¸a˜o
da a´rvore. O algoritmo de Bagging usa uma te´cnica de bootstrap resampling que
gera subconjuntos de dados de entrada a partir do conjunto de dados originais,
dessa forma, ele realiza a construc¸a˜o de classificadores base (Dwan 2018). O
algoritmo manipula o conjunto de treino repetidas vezes para produzir classifi-
cadores que combinam as previso˜es realizadas com base na votac¸a˜o majorita´ria
(Lei et al. 2010).
• Extremely Randomized Trees (ERT) (Geurts et al. 2006) e´ um me´todo parecido ao
RF, mas a principal diferenc¸a e´ que em casos extremos o ERT deixa ainda mais
aleato´ria a construc¸a˜o das a´rvores, isto e´, ele produz a´rvores totalmente diferentes
entre si com estruturas independentes. A ERT usa a base de treino inteira para
realizar a construc¸a˜o de todas as a´rvores de decisa˜o, diferentemente do RF que
utiliza subamostras do conjunto de treino (Dwan 2018).
• Gradient Tree Boosting (GTB) (Friedman 2001) e´ um ensemble baseado em
a´rvores de regressa˜o. Ele utiliza a te´cnica de boosting para melhorar o desempe-
nho do algoritmo, realizando votac¸o˜es, afim de encontrar uma combinac¸a˜o o´tima
de a´rvores. O GBT cria uma a´rvore de regressa˜o simples e depois usa variac¸a˜o de
gradiente descendente para melhorar a construc¸a˜o das a´rvores com uma func¸a˜o
de custo. A previsa˜o do GTB e´ dada pela soma das estimativas das a´rvores
(Dwan 2018).
Os ensemble baseados em AD, demonstram ter uma maior eficieˆncia em relac¸a˜o a
acura´cia dos modelos preditivos, possibilitando assim, uma melhor perspectiva dos dados
e das relac¸o˜es existentes entre eles.
2.3. Otimizac¸a˜o de Hiperparaˆmetros
Os modelos de AM possuem algumas caracterı´sticas que podem ser modificadas
afim de melhorar o resultado gerado pelo modelo preditivo. Essas caracterı´sticas sa˜o
comumente chamadas de hiperparaˆmetros (Dwan 2018). Para o classificador AD, pode-
mos definir, por exemplo, a profundidade ma´xima da a´rvore com o paraˆmetro max deph
ou definir o nu´mero mı´nimo de amostras necessa´rias para dividir um no´ interno com o
paraˆmetro min samples split.
No entanto, para realizar esses ajustes e´ preciso explorar qual o pipeline melhor
se encaixa para o modelo preditivo, dentre o conjunto de paraˆmetros dado (Dwan 2018).
Para exemplificar, mostraremos um exemplo de conjunto de paraˆmetros para o classifica-
dor RF:
• max depth : [3, 4, 5, 6, 7], profundida ma´xima da a´rvore.
• n estimators : [100, 200, 300, 400, 500, 600], nu´mero de a´rvores de decisa˜o.
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• min samples split : [2, 4, 8, 16, 32], nu´mero mı´nimo de amostras necessa´rias para
dividir um no´ interno.
• min samples leaf : [5, 10, 15, 20, 25], nu´mero mı´nimo de amostras necessa´rias
para estar em um no´ de folha.
• criterion : [”gini”, ”entropy”], func¸a˜o para medir a qualidade de uma divisa˜o.
Observando o exemplo acima, vemos que para selecionar um pipeline de hiper-
paraˆmetros adequados para os modelos preditivos, torna-se um tarefa invia´vel para seres
humanos. Para isso exitem te´cnicas que realizam selec¸a˜o de amostras atrave´s de pesquisas
de otimizac¸a˜o de hiperparaˆmetros. Uma dessas te´cnicas e´ a pesquisa aleato´ria ou random
search em ingleˆs (Bergstra and Bengio 2012). O Random Search envolve pontos de amos-
tragem, com base em alguma te´cnica de amostragem, para regia˜o via´vel do problema de
otimizac¸a˜o, avaliando o desempenho da func¸a˜o objetivo nos pontos escolhidos. Posterior-
mente realiza a atualizac¸a˜o da estrate´gia de amostragem com base no histo´rico observado,
para assim, realizar a pro´xima iterac¸a˜o (Andrado´ttir 2006). O nu´mero de iterac¸o˜es para
a construc¸a˜o do pipeline do random search e´ determinado pelo programador, ao final das
suas iterac¸o˜es e´ retornado o melhor pipeline encontrado (Dwan 2018).
3. Trabalhos Correlatos
No trabalho de Melo et al. 2014 e´ realizado um estudo comparativo de te´cnicas de
AM combinadas a teoria FACS. Em geral, buscou-se verificar qual te´cnica de classificac¸a˜o
de emoc¸o˜es e´ mais adequada durante o processo de aprendizagem do aluno. Dessa forma,
Melo et al. 2014 realizou uma ana´lise a partir da Base de Dados (BD) Cohn Kanade (CK)
(Lucey et al. 2010), onde se encontra informac¸o˜es de pessoas de va´rias etnias, sexo e
idade. As te´cnicas utilizadas no estudo de Melo et al. 2014 foram as Redes Neurais Ar-
tificiais (RNA) do tipo MultiLayer Perceptron (MPL), Rede Basis Networks (RBFN) e
Redes Bayesianas (RB) que obtiveram uma precisa˜o total de 86%, 75.72% e 71.76%,
respectivamente.
Em sua pesquisa Dantas et al. 2015 usou o algoritmo de AD para classificac¸a˜o
automa´tica de emoc¸o˜es em ambientes virtuais de aprendizagem (AVA). Com essa abor-
dagem propoˆs o reconhecimento das sete emoc¸o˜es ba´sicas baseadas na teoria FACS. Da
mesma maneira que Melo et al. 2014, Dantas et al. 2015 tambe´m faz uso da base CK,
mas com algumas alterac¸o˜es. Foi utilizado uma te´cnica de dados aumentados, no qual fez
uma compilac¸a˜o das imagens da base CK para criar vı´deos. Ao final integrou o modelo
preditivo construı´do a` ferramenta Moodle e realizou os testes de seu estudo. A acura´cia
atingida pelo modelo preditivo foi de 86.4%.
Lien et al. 1998 realizaram suas pesquisas afim de averiguar a possibilidade de re-
alizar o reconhecimento de expresso˜es faciais utilizando apenas a parte superior da face.
Mais especificamente foram utilizados dados coletados da testa e sobrancelhas dos vo-
lunta´rios e foram analisados tendo como base o FACS. Os dados foram extraı´dos uti-
lizando 3 te´cnicas distintas: Facial Feature Point Tracking; Dense Flow Tracking com
Principal Component Analysis; e High Gradient Component Detection. A classificac¸a˜o
dos dados foi realizada utilizando Hidden Markov Models. Com estes processos foram
obtidos, respectivamente, 85%, 93% e 85% de assertividade.
Diferentemente de Lien et al. 1998, que buscou utilizar um nu´mero mı´nimo de ca-
racterı´sticas, Aly et al. 2016 visou potencializar a taxa de sucesso com a junc¸a˜o de dados
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2D e 3D obtidos com uma visa˜o frontal e lateral da face. Ambos tipos de dados foram
gerados por meio do kinect-v1. Como os dados na˜o possuı´am a mesma representac¸a˜o, fez-
se necessa´rio realizar a extrac¸a˜o e normalizac¸a˜o separadamente. Apo´s a normalizac¸a˜o, as
informac¸o˜es foram classificadas por meio de uma Ma´quina de Vetor de Suporte gerando
assertividade de 80% para imagens frontais e 59% para imagens laterais.
Wei et al. 2016 tambe´m utilizaram dados tridimensionais para realizar o reconhe-
cimento de expresso˜es faciais. Em suas pesquisas foram utilizados dados de 17 aˆngulos
distintos, assim pretendiam aumentar o leque de cena´rios onde a classificac¸a˜o poderia
ser utilizada. Foram utilizados 40 pontos faciais para formar vetores em 120 dimenso˜es.
Mantendo uma proporc¸a˜o de 2:1, os dados de treinamento foram classificados utilizando
Random Forest. Ao termino da classificac¸a˜o os resultados variaram de aproximadamente
55% a` 80%.
4. Metodologia de Desenvolvimento
Para a elaborac¸a˜o dos experimentos de estudo os dados foram divididos em 70%
para treino dos modelos e 30% para teste. E ainda, se utilizou de duas abordagens: A1,
os algoritmos foram treinados e testados apenas com dados das expresso˜es faciais alegria
e tristeza; A2, os algoritmos treinados e foram testados com dados de seis expresso˜es
ba´sicas derivadas do estudo Ekman et al. 1978 (alegria, surpresa, raiva, medo, desgosto,
tristeza). Pore´m com uma diferenc¸a, que nesse estudo usara´ a expressa˜o desgosto con-
tida tambe´m no conjunto de dados da CK. Dessa forma, foi feito um agrupamento dessas
classes que resultou no seguintes: raiva, desprezo, nojo, medo, alegria, tristeza e sur-
presa. Ainda nesse estudo, na˜o se utilizou da expressa˜o neutra, pois a mesma apresenta
uma grande quantidade de dados em relac¸a˜o as outras expresso˜es o que pode ocasionar
me resultados tendenciosos. Vale ressaltar que as bases de dados utilizadas na˜o foram
balanceadas, pois o balanceamento faria com que 33% dos dados fossem descartados.
o que acarretaria na perda de muito dados importantes para o treino dos modelos. Nos
algoritmos de AM, afim de evitar resultado preca´rios, foi realizado 10 iterac¸o˜es sobre a
validac¸a˜o cruzada, na qual foi feita 10 partic¸o˜es. Tambe´m foi utilizado nos classificadores
o ajuste de hiperparaˆmetros utilizando o a te´cnica otimizac¸a˜o de hiperparaˆmetros Random
Search.
Esse trablho, utiliza-se da base de dados CK como principal conjunto de dados. A
Cohn Kanade possui a disponibilidade de imagens de pessoas de diferentes etnias, sexos
e idades e que dispo˜e de um conjuntos de AU’s (Melo et al. 2014). Inicialmente, a CK foi
construı´da com 486 sequeˆncias de imagens de 97 pessoas, sendo que cada sequeˆncia varia
desde o estado neutro ate´ a expressa˜o de pico. Para a identificac¸a˜o da expressa˜o de pico e´
aplicado a` base CK as me´tricas do estudo FACS, o que a` torna mais confia´vel. Posterior-
mente, em uma de suas atualizac¸o˜es a CK recebeu 107 novas sequeˆncias de imagens de
26 indivı´duos (Lucey et al. 2010), o que lhe confere um total de 593 sequeˆncias de 123
pessoas.
Com a intenc¸a˜o de aumentar a validade dos resultados, trouxemos a alternativa
de se realizar testes em uma base auxiliar, dessa forma foi construı´da um base de dados
fundamentada na CK, mas com algumas alterac¸o˜es. As alterac¸o˜es realizadas, diz respeito
a orientac¸a˜o em que as imagens esta˜o apresentadas e a` quantidades de dados na base. To-
das as sequeˆncias da CK tiveram o seu grau de inclinac¸a˜o alterado, tanto para a esquerda
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CK BDA
A1 A2 A1 A2
RF 94.33% 5.90% 69.88% 8.03% 97.76% 2.28% 68.32% 3.45%
ERT 93.90% 6.74% 63.61% 6.28% 95.32% 3.90% 62.12% 4.30%
GTB 93.19% 7.18% 74.19% 7.60% 98.43% 2.52% 77.67% 3.67%
Tabela 3. Resultados gerais dos testes realizado na BDO e BDA
quanto para a direita, em 15o (quinze graus) em relac¸a˜o ao seu estado original. Isso pos-
sibilitou triplicar os dados originais da CK resultando em um total de 1779 sequeˆncias de
123 pessoas. Dessa maneira que foi produzida a Base de Dados Aumentados (BDA).
Os modelos preditivos(RF, ERT, GBT) usados neste trabalho derivaram da bi-
blioteca Scikit-learn (Pedregosa et al. 2011), que se trata de uma biblioteca Python que
integra va´rios algoritmos de aprendizado de ma´quina, supervisionados e na˜o supervisio-
nados, dando a possibilidade de solucionar uma quantidade considera´vel de problemas do
mundo real.
5. Resultados e Discusso˜es
Nesta sec¸a˜o sa˜o apresentados os resultados obtidos durantes os experimentos re-
alizados com A1 e A2, nas bases de dados CK e BDA. A Tabela 3 mostra os resultados
gerais alcanc¸ados durante os experimentos realizados. Nela, esta˜o apresentados as me´dias
dos classificadores e as margens de erro, respectivamente. Logo abaixo esta˜o algumas
ponderac¸o˜es sobre as Matrizes de Confusa˜o (CM) geradas e sobre como as abordagem
A1 e A2 foram aplicadas a` CK e posteriormente aplicadas a` BDA.
5.1. Random Forest
O resultado geral do experimento feito com a CK, no qual se utilizou da A1, pode
ser visto na Tabela 3. Vemos que o algoritmo RF consegue selecionar bem as expresso˜es
obtendo um resultado de 94.33%, com uma margem de erro de 5.90%. Pode-se observar
que na Figura 2(a), o RF obteve uma taxa de erro de apenas 1% na expressa˜o alegria,
revelando um bom desempenho. Ale´m disso, o classificador obteve apenas 15% de erro
nos dados da expressa˜o tristeza.
Considerando a A2, foi observado que com a CK o RF obteve uma acura´cia geral
de 69.88%, com margem de erro de 8.03%. A Figura 2(b) demonstra que o classificador
conseguiu selecionar bem as expresso˜es desprezo, alegria e surpresa com uma precisa˜o
de 88%, 90% e 90%, respectivamente. Quando observamos mais detalhadamente as ex-
presso˜es raiva e nojo, podemos perceber que o RF consegue inferir pouco mais de 50%
dos dados corretamente. Enquanto as expresso˜es medo e tristeza obtiveram um baixo
nı´vel de reconhecimento, na Figura 2(b) vemos que os dados dessas expresso˜es esta˜o dis-
tribuı´dos entre todas as outras classes. Para o algoritmo RF, 33% dos dados da expressa˜o
medo, pertencem a expressa˜o alegria. Ja´ para a expressa˜o tristeza o algoritmo identificou
que 35% dos dados e´ pertencem a raiva.
Isso indica que o algoritmo encontrou ambiguidades nos dados das expresso˜es fa-
ciais e a`s classificou de forma incorreta. Uma forma de contornar esse problema e treinar o
algoritmo com um conjunto de dados maior, pois quanto mais dados, mais caracterı´sticas
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o algoritmo podera´ coletar para identificar uma determinada expressa˜o. Vale lembrar que
na A1 a emoc¸a˜o tristeza obteve um bom resultado, isso devido ao fato de que o algoritmo
estava sendo submetido a apenas duas classes de expresso˜es.
Figura 2. Matrizes de Confusa˜o do algoritmo Random Forest aplicado as bases
CK e BDA atrave´s das abordagens A1 e A2 respectivamente.
Podemos verificar na Tabela 3 que os experimentos realizados na BDA com o
classificador RF, obteve um resultado geral de 97.76%, com margem de erro de 2.28%
quando aplicado a A1.
Visualizando a Figura 2(c), observamos que o algoritmo conseguiu classificar bem
99% dos dados da expressa˜o alegria e 95% para expressa˜o tristeza. Tambe´m que houve
um aumento da acura´cia em relac¸a˜o aos dados ao experimento anterior.
Isso demonstra que o algoritmo conseguiu coletar mais caracterı´sticas, ja´ que a
quantidade de dados nesse experimento e´ o triplo do anterior, isso possibilitou que o
algoritmo tivesse mais confianc¸a ao classificar os dados das expresso˜es, gerando assim,
um resultado 3% melhor que o anterior.
Aplicando a A2 na BDA, podemos ver que o resultado geral na Tabela 3 para o
RF, foi de 68.32%, com margem de erro de 3.45%.
Na Figura 2(d) percebemos que o algoritmo demonstrou algumas mudanc¸as em
RCT v.5.n.8 (2019) ISSN 2447-7028
relac¸a˜o ao mesmo experimento realizado na base CK, dentre elas podemos destacar a
expressa˜o nojo, que conseguiu classificar ate´ 70% dos dados. E ainda houve uma baixa
de pouco mais de 10% nos resultados das expresso˜es raiva e desprezo.
As expresso˜es alegria e surpresa tiveram uma queda de 3% e um 1%, respectiva-
mente, em relac¸a˜o ao experimento anterior. E novamente as expresso˜es medo e tristeza
obtiveram uma baixa taxa de reconhecimento.
Isso demonstra que mesmo depois de aumentar o conjunto de dados e que utili-
zando o algoritmo na˜o conseguiu classificar bem essas duas expresso˜es, assim como no
experimento anterior.
5.2. Extremely Randomized Trees
Empregando a A1 na CK, podemos observar na Figura 3(a) que o ERT conseguiu
selecionar bem a expressa˜o de alegria, atingindo uma taxa de acerto de 99%, enquanto a
expressa˜o tristeza atingiu 85% de assertividade. No geral obteve-se uma me´dia de 93.90%
de acura´cia e uma margem de erro de 6.74%.
Os classificadores RF e o ERT obtiveram os mesmos coeficientes para as ex-
presso˜es alegria e tristeza quando utilizado A1, mas ao realizar a me´dia dos resultados
gerados nas iterac¸o˜es dos algoritmos o ERT se demonstra levemente inferior ao RF.
Isso deve-se ao fato que ERT estar selecionando dados incorretamente, ou seja, o
algoritmo esta classificando alguns dados de forma errada. Porem ha´ apenas 0.43% de
discrepaˆncia entre os classificadores, o que na˜o e´ considerado uma grande diferenc¸a entre
os classificadores.
Nas ana´lises feitas com a A2, mostraram algumas diferenc¸as em relac¸a˜o ao mo-
delo anterior. Na CK, o ERT atingiu uma acura´cia geral de 63.61%, com uma margem de
erro de 6.28%, este valor esta´ apresentado na Tabela 3.
Pode ser visto na Figura 3(b) que os valores para a maioria das classes ficaram bai-
xos em relac¸a˜o aos valores do mesmo teste realizado no RF. Podemos ver que a emoc¸a˜o
raiva, alegria caı´ram cerca de 5% e que surpresa caiu apenas 1%. Ja´ a expressa˜o des-
prezo que antes possuı´a um dos melhores resultados do modelo anterior, apresenta-se
nesse como um dos mais baixos resultados. A expressa˜o desprezo caiu cerca de 41% se
comparado ao RF.
Esse valor expressivo, revela que ERT possui dificuldades na extrac¸a˜o das carac-
terı´sticas da expressa˜o desprezo e selecionar os dados corretamente. Ainda podemos ver
que as expresso˜es medo e tristeza mantiveram sua baixa de assertividade, logo perce-
bemos a dificuldade que os algoritmos encontram para identificar as caracterı´sticas re-
ferentes a essas expresso˜es. Contudo, a expressa˜o nojo teve um acre´scimo de 5% em
comparac¸a˜o ao RF quando aplicado A2 na base CK.
A ana´lise realizada com a BDA utilizando a A2, apresentou poucas diferenc¸as em
relac¸a˜o aos experimentos feitos na CK aplicando a A1. Na Figura 3(c), o resultado da
previsa˜o da expressa˜o tristeza que obteve acura´cia de 79%, revelando um frequeˆncia de
erro maior em relac¸a˜o a CK. Pore´m, o ERT obteve um desempenho geral de 95.32% de
precisa˜o e com uma margem de erro de 3.90% o que e´ 1.42% superior ao resultado do
mesmo experimento feito na CK.
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Figura 3. Matrizes de Confusa˜o do algoritmo Extremely Randomized Trees apli-
cado as bases CK e BDA atrave´s das abordagens A1 e A2 respectivamente.Matriz
de Confusa˜o do algoritmo.
Esse aumento e´ causado pela me´dia das iterac¸o˜es feitas na BDA, logo quando
observamos o resultado geral podemos perceber que os resultados dessas iterac¸o˜es foram
melhores que no experimento com CK utilizando a A1.
Por sua vez a A2 aplicado na BDA, o ERT atingiu 62.12% de acerto, com uma
margem de erro de 4.30%. Esse resultado se concretizou como o mais baixo entre os
classificadores quando aplicado na BDA.
Podemos ver na Figura 3(d) que a previsa˜o do conjunto de expresso˜es obteve
resultados diferentes em relac¸a˜o ao mesmo experimento feito no modelo anterior. As
expresso˜es alegria e surpresa obtiveram 80% e 87% de acura´cia, respectivamente. A
expressa˜o raiva teve um acre´scimo de 7%, enquanto nojo teve uma queda de 6% em
relac¸a˜o ao modelo anterior. Ja´ a expressa˜o desprezo teve uma queda de 31% em relac¸a˜o
ao RF. Isso se assemelha com o que aconteceu quando utilizamos o ERT aplicado a A2
na CK.
O classificador ERT possui dificuldade para identificar as caracterı´sticas da ex-
pressa˜o desprezo, nesse sentido, ele se torna um classificado tendencioso, classificando
os dados de maneira incorreta. Novamente as expresso˜es medo e tristeza na˜o obtiveram
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um bom resultado, podemos ver que na Figura 3(d) que o ERT identifica 34% dos dados
da expressa˜o medo com sendo alegria e 33% dos dados da expressa˜o tristeza com sendo
raiva. Esse comportamento deve ao fato de que exite muitas semelhanc¸as entre essas ex-
presso˜es, logo o algoritmo encontra muitas ambiguidades o que ocasiona na classificac¸a˜o
equivocada.
5.3. Gradient Tree Boosting
O classificador GTB ao aplicada a A1 aos dados da CK, demonstra na Figura 4(a)
que conseguiu selecionar corretamente todos os dados da expressa˜o alegria submetidos,
obtendo uma um resultado de 100% para a mesma. Ja´ a expressa˜o tristeza obteve 88%
de assertividade, relevando que o GBT classificou 12% dos dados dessa expressa˜o como
sendo a expressa˜o alegria. Neste experimento o classificador atingiu um resultado geral
de 93.19%, com uma margem de erro de 7.18%.
Utilizando A2 nos dados da CK, o algoritmo apresentou bons resultados. O GTB
conseguiu atingir o resultado geral de 74.19%, com a margem de erro de 6.70%. Pode-se
destacar ainda na Figura 4(b) que as expresso˜es raiva, nojo, alegria e surpresa tiveram
os melhores resultados dentre os mesmos experimento realizados nos modelo preditivos
anteriores. As expresso˜es atingiram 61%, 80%, 94% e 98% respectivamente. No mais, o
classificador manteve os baixos resultados para as expresso˜es medo e tristeza, sendo que
para a expressa˜o medo o algoritmo identificou que 38% dos dados pertencem a expressa˜o
alegria e para tristeza, 42% dos dados foram identificado como sendo raiva. Ja´ a expressa˜o
desprezo teve o mesmo resultado se comparado com o ERT, mas se comparado ao RF teve
um queda de ate´ 41%.
As taxas apresentadas na Figura 4(c) demonstra que o GTB ao aplicar a A1 aos
dados BDA, podemos ver que ele obteve valores superiores em relac¸a˜o aos experimentos
realizados com CK e que tambe´m teve os melhores resultados se comparado aos modelos
anteriores. Tambe´m pode-se observar que o classificador teve o melhor desempenho em
prever a expressa˜o tristeza dentre todos os modelos usados nesse trabalho, conseguindo
alcanc¸ar 93% de acertos. O GTB atingiu ainda a acura´cia geral de 98.43% com margem
de erro de 2.52%, como e´ demostrado na Tabela 3. Dessa forma se caracterizou como
sendo o resultado mais significativo dentre todas as te´cnicas que utilizaram a A1 aplicada
aos dados da BDA.
Ja´ para a A2 aplicada a dados da BDA, podemos analisar na Figura 4(d) que as ex-
presso˜es raiva, desprezo, nojo, alegria e surpresa apresentou os melhores resultados entre
os modelos preditivos quando aplicado a BDA. Logo as expresso˜es obtiveram 64%, 76%,
84%, 96% e 96% respectivamente. Isso qualifica o GTB como o modelo preditivo como
o melhor desempenho em reconhecer caracterı´sticas das expresso˜es faciais empregado ao
escopo desse estudo. Olhando detalhadamente a Figura 4(d) vemos que o classificado
tambe´m encontra dificuldade para identificar as expresso˜es medo e tristeza. No entanto,
vale ressaltar que as mesmas obtiveram os melhores resultados em relac¸a˜o aos modelos
anteriores, com 30% e 31% para as expresso˜es de medo e tristeza, respectivamente.
6. Considerac¸o˜es Finais
Para este estudo foi proposto o uso de duas bases de dados para avaliar o desem-
penho em diferentes conjuntos te´cnica de AM em reconhecer expresso˜es. Nesse sentido
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Figura 4. Matrizes de Confusa˜o do algoritmo Gradient Tree Boosting aplicado
as bases CK e BDA atrave´s das abordagens A1 e A2 respectivamente.Matriz de
Confusa˜o do algoritmo.
foi utilizado uma base de dados chamada Cohn Kanade, baseada no estudo FACS e outra
que se baseia na pro´pria CK, mas com diferenc¸as nas orientac¸o˜es das imagens e com o
triplo de dados que chamada de Base de Dados Aumentados. Ale´m disso foi utilizado
duas abordagens, A1 e A2, que visa˜o de avaliar como os algoritmos se comportam ao
com diferentes grupos de classes submetidas a ele.
Na A1 os classificadores analisaram apenas os dados das expresso˜es alegria e
tristeza. Na A2 foi utilizado as emoc¸o˜es ba´sicas incorporadas no estudo FACS juntamente
com a expressa˜o desprezo, presente na base de dados CK. Esse agrupamento do conjunto
de expresso˜es dos dois cena´rios gerou o seguinte conjunto de expresso˜es: raiva, desprezo,
nojo, medo, alegria, tristeza e surpresa. Ainda nesse trabalho, na˜o foi utilizado a expressa˜o
neutra, pois a mesma tinha grande quantidade de dados em relac¸a˜o a quantidade de dados
da outras expresso˜es.
Vale ressaltar a importaˆncia desse estudo, que pode ser aplicado em diversas a´reas.
Uma delas e´ a educac¸a˜o, onde o professor podera´ usar, por exemplo, os dados das emoc¸o˜es
de alegria e tristeza para saber se uma aluno esta´ indo bem ou na˜o na disciplina. Ale´m
disso o professor podera´ verificar todo o processo de aprendizagem do estudante durante
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o semestre (Melo et al. 2014) e montar um perfil de aprendizagem adequado para realizar
intervenc¸o˜es e ajudar os alunos que possuem dificuldade e incentivar os que possuem
pouca dificuldade a melhorar mais. Outra a´rea seria o e-commerce, que poderia aplicar
a te´cnica apenas com a A1, aliado ao sistema de recomendac¸a˜o (SR) e saber, de forma
automa´tica, se o que foi recomendado para o cliente o agradou ou na˜o.
Portanto, para o escopo desse estudo, o me´todo ensemble que apresentou os me-
lhores resultados nas diferentes abordagem e nas duas bases de dados, foi o Gradient Tree
Boosting. O classificado conseguiu um resultado de 93% em testes com a CK e 98% na
BDA, quando usado a A1. Ja´ utilizando a A2 o algoritmo conseguiu atingir 75% aplicado
a CK e para a BDA 77%.
Para trabalhos futuros, pretende-se testar os mesmos me´todos em conjuntos de
dados novos, para assim, ter uma validac¸a˜o que os resultados obtidos va˜o ale´m do escopo
desse trabalho. Ainda vale realizar um estudo mais detalhado sobre te´cnicas que sejam
capazes reconhecer expresso˜es faciais em imagem com precisa˜o, mas com o foco em
te´cnicas que consigam identificar principalmente as classes medo e tristeza.
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