and precise semantics. In each case the semantics of the abstraction is user-defined and ignored by the compilation process at a significant performance penalty for the application code. 
Introduction
The software crisis within scientific computing has been that application codes become larger and more complex. The only conceivable solution is to make application codes smaller and less complex. We know of no way to resolve £ This work was performed under the auspices of the U.S. Department of Energy by University of California Lawrence Livermore National Laboratory under contract No. W-7405-Eng-48. their development. As a result, libraries can more readily provide highly specialized abstractions which simplify application development. However, the abstractions within a language are generally better defined and their performance benefits from compile-time analysis and optimization using their known semantics. The optimization of high-level abstractions within object-oriented libraries is essentially compromised by the library's inability to see the context of how they are used within the application program. Conversely, the compiler's inability to optimize the use of high-level abstractions is essentially due to its ignorance of the user-defined semantics of the library's high-level abstractions. The success of highlevel abstractions within scientific computing is critically dependent upon the ability of users to get high performance from high-level abstractions that are otherwise compelling to use due to the significantly enhanced productivity that they represent.
Presently within scientific computing the successful abstractions are relatively coarse grain (elliptic equation solvers, etc.). Experience has found that finer granularity abstractions exhibit a performance penalty due to either higher function call overhead, poor cache behavior, or insufficient inter-procedural analysis/optimization. However, finer grain abstractions (e.g. multidimensional array abstractions, finite element abstractions, etc.) are particularly compelling because of how simply they permit the expression of numerical algorithms. Both coarse and fine granu-(PDEs) on complex geometries. Since both A++/P++ and Overture are libraries the compiler is oblivious to their userdefined semantics and likewise the libraries cannot see the context of the use of their abstractions within the user's application codes. It is discouraging that the development of efficient code from high-level abstractions is blocked by compilers that are unable to use very specific high-level semantics essentially because it is user-defined.
In this paper we show how high-level serial and parallel libraries have been used to simplify the development of scientific applications. Our optimization approach uses ROSE [3, 2] to implicitly define a higher-level grammar and build from this grammar a tool for the representation and modification of Abstract Syntax Trees (ASTs) of applications. Using ROSE, preprocessors can be built which introduce optimizations using source-to-source transformations for C++ applications. The resulting performance is equivalent to F77 and C code. In this specific case the high-level array abstractions are similar to those found in HPF (array abstractions). However, our approach is not limited to the specific HPF array abstractions and apply to any objectoriented abstraction (e.g. higher level abstractions within Overture). The result is a mechanism which can take a C++ object-oriented library and produce the compile-time optimizations previously available only within a compiler for a domain specific language with similar abstractions. This effectively permits any object-oriented library to appear indistinguishable from a domain specific language (even though high-level abstractions which are provided by underlying libraries. In our scientific applications, A++/P++ and Overture are important examples of object-oriented libraries providing high-level abstractions for numerical computations. A++/P++[17, 18] is a C++ class library implementing array operations for both serial and parallel environments.
A++/P++ Library
The A++ serial array abstraction is similar to FORTRAN 90 in syntax. It provides multidimensional array objects which simplify the development of numerical software and provides a basis for developing parallel array abstractions. P++ provides a parallel array class abstraction which shares an identical interface to A++ abstractions by design. P++ provides a data parallel implementation of the array syntax represented by the abstractions within A++. As a result, A++ serial applications can be recompiled using P++ and thus run in parallel. This provides a simple and elegant mechanism for serial code to be reused in the parallel environment; simplifying the development of scientific software generally. While P++ shares a lot of commonality with FORTRAN 90 array syntax and the HPF programming model, P++ provides a programmable mechanism for the distribution of arrays and greater control as required for multiple grid applications represented by both the overlapping grid model and the adaptive mesh refinement (AMR) model present in some numerical computations.
The example shown in figure 3 demonstrates the power of the Overture framework by showing a basically complete code that solves the partial differential equation (PDE)
on any overlapping grid. It shows higher level abstractions represented within Overture (beyond that of the array abstractions).
The performance penalty of high-level abstractions
A common problem within object-oriented C++ scientific computing is that the high level semantics of abstractions introduced (e.g. parallel array objects) are ignored by the C++ compiler. Classes and overloaded operators are seen as unoptimizable structures and function calls. Such abstractions can provide for particularly simple development of large scale parallel scientific software, but the lack of optimization greatly effects performance and utility. Because C++ lacks a mechanism to interact with the compiler, elaborate mechanisms are often implemented within such parallel frameworks to introduce complex templatebased and/or runtime optimizations (such as runtime dependence analysis, deferred evaluation, runtime code generation, etc.). These approaches are however not satisfactory since they either require long compile times (hours) or are not sufficiently robust.
quire us to address back-end code generation issues. This would lead us toward platform-specific details we wish to avoid.
It is important to mention that no modification of the base language is possible, since the use of the optimizing preprocessor is optional. This avoids any deviation from the C++ standard which would lead to portability problems for applications.
Our implementation is based on leveraging a standard base language front-end for the development of the preprocessor. We currently employ the Edison Design Group [6] (EDG) C++ front-end and the Sage III intermediate representation (the AST) which is based on SAGE [7] . The component of ROSE that generates the code implementing the ASTs (for the abstract C++ grammar and higher-level grammars) is called ROSETTA [1] .
In order to simplify and focus the development of a library-specific optimizing preprocessor, we subdivide the introduction of optimizations into two phases:
The automatic recognition of high-level abstractions within the user's application code allows a preprocessor to treat user-defined abstractions similarly to builtin types in a domain specific language, see 3.1.
Transformation Specification:
A transformation is specified by the semantic actions that are attached to language constructs that qualify for is a user defined abstraction and defined in the library with an overloaded assignment operator. The qualifying predicate defines user abstractions in the library for which optimizations have been implemented to qualify for transformation. The class doubleArray is one of those. Therefore expressions of type doubleArray are qualified to be transformed but expressions of type int are not. Hence, the program fragment old A=A is qualified to be a library specific assignment but not x=1. Qualification of program constructs is not limited to type information. Basically any information that can be computed by using attributes and semantic actions can be used to define the qualifying predicate.
A high-level abstract grammar is an extended form of the base language abstract grammar with added terminals, non-terminals, and rules associated with the abstractions we want to recognize. They cannot be modified in any way to introduce new keywords or new syntax, so clearly there are some restrictions. However, we can still leverage the lowerlevel compiler infrastructure. New terminals and nonterminals added to the base language abstract grammar represent specific user-defined functions, data-structures, userdefined types, etc. More detail about the recognition of high-level abstractions can be found in [3] 
Specification of Transformations
Transformations are specified by defining functions to be executed during a traversal at each node in the AST. We al- Figure 6 shows how the individual phases of compilation are connected in a sequence of steps; automatically generated translators generate higher level ASTs from lower level ASTs. The following describes these steps:
1. The first step generates the Edison Design Group (EDG) AST. This AST has a proprietary interface and is translated in the second step to form the abstract C++ grammar's AST.
2. The C++ AST restructuring tool is generated by ROSETTA [1] and is essentially conformant with the SAGE II implementation. This second step is representative of what SAGE II provides and presents the AST in a form where it can be modified with a nonproprietary public interface. At this second step the original EDG AST is deleted and afterwards is unavailable.
3. The third step is the most interesting since at this step the abstract C++ Grammar's AST is translated into higher level ASTs. Each parent AST (associated with a lower level abstract grammar) is translated into all of its child ASTs so that the hierarchy of abstract grammars is represented by a corresponding hierarchy of ASTs (one for each abstract grammar). Transformations can be applied at any stage of this third step and modify the parent AST recursively until the AST associated with the original abstract C++ grammar is modachieving high performance 1 . Through a performance comparison of these different versions of the same code (implemented with different levels of abstractions) we will show that these techniques enable users to write C++ code using elegant high-level abstractions, yet still see runtime performance rivaling FORTRAN 77 in a serial environment and HPF in parallel.
We choose to solve the simple partial differential equation (PDE)
Where we fix an exact solution Ù ´½ · Øµ´¾ · Ü · Ýµ used to determine the forcing ´Ü Ý Øµ and boundary conditions for the PDE. The domain ª is the unit squaré Ü Ýµ ¾ ¼ ½℄ ¢ ¼ ½℄. We use centered finite differences to discretize the Ü and Ý derivatives, and the leap frog method to advance in time. This numerical method is formally second order accurate and thus solves the PDE exactly. We use this fact to ensure the correctness of our implementation and to detect any errors introduced by the optimizing compiler.
Our ROSE transformed C++ implementation takes advantage of restricted pointers. That is, pointers are guaranteed to have no aliases. With this assumption, the code stencil using Fortran, A++, and automatically generated code using a ROSE preprocessor.
We next investigate whether the code output by a ROSE preprocessor is optimal. In Table 1 we present a comparison of the performance of a typical finite difference operation implemented using, FORTRAN 77, A++, and an automatically transformed version of that A++ code (with a preprocessor built using ROSE). These codes were compiled using the compiler options detailed in Table 2 . We see that the ROSE transformed version achieves essentially the same performance as the F77 implementation.
We finally turn to our intended target, a performance comparison of the numerical solution of the linear PDE (1), (2), and (3). Separate codes solving these convection equations have been developed using different languages and abstractions: Con-HPF, Con-P++, Con-A++, Con-ROSE. Con-HPF is the convection code implemented in HPF. Con-P++ uses the highest level of abstraction available in the P++ library, and is the type of code that users of the P++ library are expected to write. This code looks much like HPF, but performs poorly. Con-A++ uses A++ abstractions locally on each processor and P++ for communication between processors. Con-ROSE is the code resulting from the replacement of the serial array objects in the Con-A++ with preprocessor-generated transformations similar to those tested in Table 1 . This code has at its core mizations which could not otherwise be done by the compiler and which complement those done by the compiler. With the compile-time analysis and optimization of highlevel used-defined abstractions our work permits objectoriented libraries to have compile-time support equivalent to domain-specific languages. 
