It is generally believed that the noise variance in in vivo neuronal data exhibits time-varying volatility, particularly signal-dependent noise. Despite a widely used and powerful tool to detect causal influences in various data sources, Granger causality has not been well tailored for time-varying volatility models. In this technical note, a unified treatment of the causal influences in both mean and variance is naturally proposed on models with signal-dependent noise in both time and frequency domains. The approach is first systematically validated on toy models, and then applied to the physiological data collected from Parkinson patients, where a clear advantage over the classical Granger causality is demonstrated.
Introduction
The past few years have witnessed a significant growth in the application of Granger causality to various research areas, especially to physiological recordings and functional MRI data. Proposed by Granger (1969) and further extended to the frequency domain by Geweke (1982) , Granger causality has become a powerful tool to detect causal influences and functional connectivity from the huge amount of temporal data easily accessible nowadays.
The classical Granger causal analysis is based on an autoregressive (AR) model (Friston, 2009a) , which assumes that the current state of a process can be predicted by a linear function of its previous states plus a white noise or innovation process. A process is said to be the cause of another process if the inclusion of its past information can improve the prediction of the second process, i.e., reduce the variance of the prediction error. In spite of its easy implementation, wide justification and successful applications, some of the working assumptions might be an over-simplification when performing time series analysis in some situations. One particular scenario is the violation of time-invariant noise, that is, the volatility changes over time. As a common phenomenon in financial market series, similar characteristics have been observed in many physiological recordings, such as the data from epilepsy patients, Parkinson patients and so on. Because of the close relationship of many series, it is obvious to conjecture that changes in the volatility of one series may have an impact on the mean activity or volatility of another series and vice versa, which means that causal influences may happen on the second order statistics or there may be feedback between the first and second moments of the series. In these scenarios, a simple AR model obviously cannot capture these effects and a more detailed modeling of the volatility of the time series as well as the corresponding causality inference techniques are desired.
The development of specific models for changing volatility, or say, conditionally heteroskedastic data, has long been launched, primarily motivated by the research in the literature of economics. A natural development was boosted by Engle's invention of the autoregressive conditional heteroskedasticity (ARCH) model (Engle, 1982) which was then extended to generalized ARCH (GARCH) models (Bollerslev, 1986) as well as multivariate case (Engle and Kroner, 1995) . Along with the extension of the models is the growing interest in testing for causality in variance. Two main approaches have been followed in the literature. On the one hand is the two-step methodology concentrating on the cross correlation function (CCF) of univariate residual estimates (Cheung and Ng, 1996) . On the other hand is the (Quasi) Maximum-Likelihood (QML) method which utilizes a parametric specification of volatility dynamics (Hafner and Herwartz, 2004) . However, few works provide a unified treatment of first and second order causality in the classical Granger sense. The significance of such an approach might be partly demonstrated in the 2003 Nobel Prize in Economics shared by Granger and Engle. In this technical note, a novel unified approach is proposed to detect Granger causality in both mean and variance based on a single quantity in both time and frequency domains. The volatility model considered in this note shows time-dependent changes in the variance of the innovations. However, this variation is mediated entirely by dependency upon the states. In other words we only consider volatility models that have state-dependent noise. Instead of allowing for innovations at both the level of the observations and on the variance parameters per se, the model considered has only one innovation and the variance (second order statistics) is coupled to the mean (first order statistics). This has proved a useful model in econometrics and has strong connections to neurobiology and motor control planning through things like Weber's Law where the noise scales with signals (Harris and Wolpert, 1998; Todorov, 2005; Selen et al., 2009; Harris and Wolpert, 1998) . In these models, one time series can affect another by either influencing the mean activity (first order behavior) or by changing the variance of the innovations (second order behavior) in the other time series. The form of the model is also crucial to the subsequent causality inferences where a unified treatment of first and second order causality can be naturally introduced. Simple AR models will miss this second effect because it is not part of the model.
The proposed approach has been first systematically validated in toy models, compared with classical AR models, and then applied to the temporal recordings of a Parkinson patient. Our approach succeeded in detecting the feedback from the tremor to the brain (Smirnov et al., 2008) and spotting the maximum energy transported from the brain to the tremor in the frequency domain. Although here the application of our development is only demonstrated with electrophysiological and electromyography recordings, we envisage that, due to the signal dependent nature of noise in neuronal activity, our approach could be widely applied to infer functional connectivity in functional MRI (fMRI) or electroencephalogram (EEG) data. The Matlab program is available on request.
Methods

The model with signal-dependent noise
In this technical note, we consider the following multivariate time series model with time-varying volatility, particularly, signal-dependent noise:
where p and q are the model orders, A i ,i = 1, ⋯,p,B i ,i = 1, ⋯,q and C are the model coefficient matrices, {ε t } is a Gaussian white noise process. This is a modification of the Baba-Engle-Kraft-Kroner (BEKK) model (Engle and Kroner, 1995) in which the conditional covariance matrix H t does not regress on the residual process r t but depends on the activity of the signal. Hence, the model considered has only one innovation ε t and the variance (second order statistics) is coupled to the mean (first order statistics). This form also ensures the positive definiteness of H t . Clearly, when B i ≡ 0 for all i, the conditional variance is constant and the model reduces to the well-known autoregressive regression (AR) model, i.e. the case of constant volatility. In light of these, we call our model (1) the AR-BEKK model.
Causality in the time domain
Suppose there are two multi-dimensional signals X and Y whose time observations are denoted by X t ∈R k 1 and Y t ∈R k 2 , t =1,2, ⋯, T. As the Granger causality based on the AR model, consider the following two equations where X t can either be predicted by the past information of its own or jointly represented by the past information of both X and Y:
A xx;i X t−i + H 1 = 2 xx;t u xx;t ;
xy;t u xy;t ;
where p and q are model orders, A xx,i , A xy,i , D xy,i , i = 1, ⋯, p, B xx, j , B xy, j , j = 1, ⋯, q and C xx , C xy are all coefficient matrices. Recall the classical definition of Granger causality in the time domain. If the prediction of one time series can be improved, i.e., the variance of the prediction error can be reduced, by including the past information of another time series, the causal influence exists. Note that in the signaldependent volatility model considered here, the residuals are modeled in more detail compared with the AR model. Some part of it now explicitly depends on the activities of the signals, leaving only the terms C xx and C xy unexplained, which represent the levels of prediction errors for (2) and (3) respectively. Hence, the causal influence from Y to X can be defined as
where ∑ xx = C ′ xx C xx and ∑ xy = C ′ xy C xy . It is said that there is a causal influence from Y to X if F Y → X is significantly different from zero. The causal influence from X to Y can be defined similarly. It can been seen that Y can help improve the prediction of X by impacting on either its mean activity through D xy, i or its variance through the coefficients in B xy, j . These two cases correspond to the causality in mean and variance respectively. Hence, the causal influence in the time domain can be summarized into a single number as defined in (4). When the noise is not signal-dependent, i.e., B xx, j ≡ 0, B xy, j ≡ 0, j =1,⋯, q, the model reduces to a multivariate autoregressive regression model and the definition of causality coincides with the conventional Granger causality in the time domain.
It is worth mentioning here that there is an ongoing debate on the selection of 'trace' or 'determinant' on multivariate models Barnett et al. (2009) . Strictly speaking, when the time series do not show strong colinearity, the log ratio of determinants would be the optimum statistic with a lot of attracting properties especially in the definition of conventional Granger causality based on the simple AR model. For example, under very general conditions, the integration of Granger causality in the frequency domain equals the causality in the time domain Geweke (1982) . However, with correlated signals, the use of 'determinant' might lead to numerical instability since the determinant of the covariance matrix might be close to zero. Hence, we recommend using 'trace' to ensure numerical stability as suggested in Ladroue et al. (2009) , especially when dealing with fMRI data since signals from nearby brain regions are typically highly correlated.
The performances of these two definitions are similar when applied to the toy models. A detailed comparison between 'trace' and 'determinant' can be found in Appendix B. Crucially, we also numerically show in the Results part as well as inAppendix B, that in the AR-BEKK model, the integration of causality in the frequency domain is still approximately equal to the causality in the time domain under both definitions. (See below for the definition of causality in the frequency domain.) However, these conclusions on toy models should be generalized with caution and need more investigations in different data sets.
Causality in the frequency domain
One of the main advantages of the classical Granger causality over other approaches is its decomposition in the frequency domain. Here, the decomposition is extended to the proposed signal-dependent volatility model. Suppose the joint representation of X and Y takes the form: 
Fourier transforming both sides of (5) leads to
where
r xy (ω) and r yx (ω) are the Fourier transform of the residuals, I k 1 and I k 2 are the identity matrices with k 1 and k 2 dimensions respectively. The covariance of the residuals R = (r xy ,r yx ) is
As suggested by Geweke, both sides of (6) are left multiplied by the normalizer
from which it follows that
11 r xy . The normalized model residual processes r xy andr yx are now uncorrelated, with the covariance ofr yx being ϕ 22 −ϕ 21 ϕ 11 − 1 ϕ 12 . Reformulating this equation into the transfer function format results in
where the transfer function H is the inverse of the coefficient matrixÃ in Eq. (6), i.e., H ω ð Þ =Ã −1 ω ð Þ with the elements
22 ;
and its spectral matrix can be given by ensemble averaging as
where ⁎ means the complex conjugate and matrix transpose. The autospectra of X is
Up to date, the transformations are exactly the same as the classical formulation of causality in the frequency domain. Recall that in the case of simple AR model, the first term in (7) can be interpreted as the intrinsic power while the second term as the causal power. The classical measure can therefore be defined as the log ratio between the auto-spectra S xx and the intrinsic power H xx ϕ 11 H xx * . However, due to the more detailed modeling of the signal-dependent residual, part of ϕ 11 , i.e., the variance of the residual r xy , can now be explained by the signals. To see this, we have
xy;t u xy;t u ′ xy;t H
where ∑ xy = C′ xy C xy , : Â Note that ϕ xx is the term that can be explained by the signal X alone, ϕ xy comprises of those terms having interactions with Y while ∑ xy remains to be unexplained. Hence, in the signal-dependent volatility model, the causal influence from Y to X at the frequency ω can be defined as
This is a non-negative quantity and when there is no contribution from Y, i.e., all the coefficients before the terms with Y vanish, f Y → X (ω)=0. Therefore, it is said that there is a causal influence from Y to X at the frequency ω when f Y → X (ω)N 0. The causal influence from X to Y can be established in a similar way. When the noise is not signal-dependent, this definition coincides with the conventional Granger causality in the frequency domain.
Parameter estimation and model order selection
According to (Ling and McAleer, 2003) , the conditional log likelihood function of model (1) can be given by the following quasi Gaussian form
where the model parameters are θ = {A i , i = 1, ⋯, p;B j , j = 1, ⋯,q;C}. Therefore, with the observation data, the maximum likelihood estimation (MLE) of the model parameters can be established by maximizing conditional log likelihood function on the observation data (See Appendix A for details):
With this log likelihood function, the Akaike information criteria (AIC) can be employed to determine the optimal model orders, p and q, for the model in k dimensions by minimizing
The extra terms in the AIC depend upon the number of free parameters and constitute a complexity cost or penalty.
Results
Toy models An illustrative example
Considering a trivariate model which takes the form as (5) where X has 2 dimensions and Y is a scalar. The coefficient matrices employed in this model are listed in Appendix C, from which it can be seen that there is a causal influence from Y to X through impacting on the variance of X with the coefficient matrix B xy and no causal influence from X to Y exists. The causal structure of this toy model is depicted in Fig. 1a . The model is simulated for 3000 data points and the time traces are shown in Fig. 1b .
The signal-dependent volatility phenomenon is clear by direct observation which can also be captured by the auto-correlation functions of the squared signals shown in Fig. 1c . The power spectral density of the three components is presented in Fig. 1d .
Both the classical Granger causality and the proposed measure based on the AR-BEKK model are employed to evaluate the causal influences in both directions. A bootstrap method is carried out to construct the confidence intervals. The results of causal analysis along with their standard deviations obtained from bootstrapping are presented in Table 1 . It can be seen that the AR-BEKK model can clearly capture the true causal influence from Y to X while the classical AR model fails to detect this. This is due to the assumption of the timeinvariant residual variance in the AR model which cannot detect the impact through signal-dependent noise. To further illustrate this, the auto-correlation functions of the squared residual r x 1 2 (t) for the variable X 1 before and after being normalized by its estimated variance H x 1 y (t), are shown in Fig. 2 . The auto-correlation of the normalized squared residual almost vanishes when both the past information of X and Y are included for the estimation of the variance, while some auto-correlations with particular time lags remain appearing with only the information from X. This indicates that the residual of the signal does depend on the signal Y, from which a causal influence is introduced through the variance. To see the relationship between the causality in time and frequency domains, 300 bootstrap samples based on AR-BEKK models in both domains, after removing the outliers by a 3σ criterion, are shown in Fig. 3b . It can be seen that the averaged causality in the time domain and the averaged values of the integrations in the frequency domain are close to each other. In fact, the Kolmogorov-Smirnov test shows no significant difference between these two results at the 5% significance level which indicates that the integration of the causality in the frequency domain is approximately equal to the causality in the time domain. Note that it's unclear whether this property stands in theory and the results on toy models should be generated with caution.
A systematic investigation
It has been shown that, with the signal-dependent noise, one time series can have causal influence on the other by either impacting on the mean or the variance. To have a systematic investigation of the advantages of the proposed AR-BEKK model over the classical AR model under different situations, a series of trivariate toy models as the illustrative model above, taking the general form (3) but with different causal structures, are constructed and both approaches are employed into causal inferences. The coefficient matrices used in these models are listed in Appendix C and the results are summarized in Fig. 4 . Five different causal structures are included for this comparison with the diagrams shown in the first column. The first four models, from a to d, have a detailed modeling of the signal-dependent noise. Hence, the time series Y may have a causal influence on the mean of X, the variance of X, or both. The last one is simply a classical AR model, i.e., the data generated have time-invariant volatility. All these models are simulated to generate time series with 3000 points. Both the proposed AR-BEKK model and the classical AR model are then employed to detect the causal influence from Y to X. The orders of the models are selected by AIC introduced in the Methods part. A red tick indicates a significant causal influence is detected from Y to X after confidence intervals are constructed using a bootstrap approach stated in the previous section while a red circle means no significant influence exists. It can be seen that, as long as the data exhibit signal-dependent volatility, classical Granger causal analysis based on AR model cannot detect the causal influence while the AR-BEKK model succeeds in inferring all the true relationships. On the other hand, if the data are generated from an AR model with constant variance, both approaches turn out to give correct results. We also generate three purely random processes to test both approaches. In this case, denoted as f, both models successfully detect that no causal structure exists.
Although it seems the AR-BEKK model works well in all the above cases, one would prefer the simple AR model in the case of timeinvariant volatility since fewer parameters will be estimated which releases the burden of computational efforts. Hence, a criterion for model selection will be very helpful. We find that, in all the simulations under different causal structures, the proper model coincides with the one which has a smaller AIC value as shown in Table 2 . This provides an instruction on the model selection. estimated by the past information of X alone (left) and by both X and Y (right). 
Application to Parkinson data
The recordings of the local field potentials (LFPs) from subthalamic nucleus (STN) and surface eletromyograms (EMGs) simultaneously from the forearm muscles of a Parkinson patient have been analyzed in Wu et al.(2008) . LFPs were recorded by the macro-electrodes with a common electrode placed on the surface of mastoid, and EMGs were recorded using surface electrodes placed over the tremulous forearm extensor and flexors (Nandi, 2002) . The time series recordings are available for 63 s at the sampling frequency of 500 Hz. We only use the recordings from 11 s to 19 s, since the tremor started at around 12 s on the arm. The data have been passed through a low-pass filter and have been down sampled to 100 Hz before causal analysis as shown in Fig. 5 .
The AR model with 6 time lags and the AR-BEKK model with 4 lags in the mean, and 2 lags in the variance are employed to detect the causal influences. The AIC score for the AR-BEKK model is 8.0893 ×10 3 which is smaller than that for the AR model, namely 8.2120 × 10 3 , indicating a preference to the AR-BEKK model. The results of causalities are reported in Table 3 and Fig. 6 . When the tremor occurs, both AR and AR-BEKK models identify the causal influence from brain to tremor. However, the AR-BEKK model also detects a feedback from tremor to brain which has been broadly reported in the literatures (Smirnov et al., 2008; Tass et al., 2010) . A significant influence from brain to tremor at around 4 Hz is spotted which is also consistent with the previous findings (Wu et al., 2008) .
Discussion
A novel and natural approach has been proposed to unify the work by Granger and Engle who shared the Nobel prize in Economics in 2003. Causality in both mean and variance can be tested simultaneously based on a model with time-varying volatility, or more specifically, signal-dependent noise. The approach is first systematically tested in toy models and then applied to recordings from Parkinson patients. We would expect that the example included in this technical note is only an example among many other potential applications to high throughput data currently available in various areas since signal-dependent volatility is a common phenomenon in real data from different sources.
Granger causality with signal-dependent noise and its frequency domain decomposition
In the literature, the directional influence can be detected by dynamic Bayesian network (Zou and Feng, 2009 ), transfer information (Barnett et al., 2009) , directed transfer function (Kaminski et al., 2001 ), Granger causality (Ding et al., 2006) , and many other methods. Actually, Granger causality has been widely used to explore intrinsic relationships in temporal data, such as neurophysiological recordings (Ge et al., 2009) , financial data (Hong et al., 2009) , gene expression data (Lozano et al., 2009) , etc. Recently, many new insights and developments of Granger causality have also been reported (Barnett et al., 2009; Dhamala et al., 2008) . In the case of time-invariant volatility, the inferences of the Granger causality have been formalized in terms of an AR model by Granger in 1969 (Granger, 1969 and extended to the frequency domain by Geweke (1982) . Uncovering functional connectivity at different frequencies has become one of the biggest advantages of Granger causality over many other approaches (Wu et al., 2008; Guo et al., 2008a,b) , since the frequency-specific influences have particular interest in neuroscience. This technical note introduces Granger causality to model with a more detailed modeling of the signal-dependent noise, which is a common scenario in various recordings in neuroscience. This may endow the Granger causality with power to infer influences in variance. Frequency decomposition is also proposed which may shed some light on frequencyspecific interactions.
Unified mean and variance causality testing
In the case of time-varying volatility, most of the existing approaches attempt to test causality in variance through a two-step procedure. Building upon tests on causality in mean, an additional AR model is established to infer cross sectional dependencies of the squared residuals after the first-step regression. It is difficult to prove, in these approaches, whether the accuracy of the model fitting for mean will not be affected by the causal influence in variance. The situation becomes even tougher when the mean and variance of the signal are coupled, i.e., a signal-dependent noise exists. Furthermore, since the classical Granger causality per se is a second order statistics, it is more natural to test causality, in the framework of Granger, with a direct measure. The approach proposed in this technical note presents such a unified treatment to summarize causality in both mean and variance into a single number.
Feedback from tremor to brain for Parkinson's disease
Identifying directional couplings is a key step for us to explore the information flow between two systems. As reported in Smirnov et al. (2008) , the generation of Parkinsonian tremor is probably due to a bidirectional coupling between the tremor and the brain. Therefore, the detection of causal influence from the tremor to the brain indicates that the proposed approach is a promising tool for causal inferences. Furthermore, the decomposition of the causality in the frequency spots the maximum energy transportation from the brain to the tremor occurs at 2-4 Hz, which is the main frequency band observed for the tremor as reported in the literature (Wu et al., 2008) . AR-BEKK model can detect the true causal influence in variance from Y to X while the AR model fails. Fig. 7b shows that, using 'determinant' in the definitions, the integration of Granger causality in the frequency domain is approximately equal to the causality in the time domain. These results indicate that these two versions of Granger causality give similar results, as far as the illustrative example is concerned.
